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Children dancing with the MIROR-Impro:  
Does the reflexive interaction enhance movement creativity?  
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#Mousikè Bologna, Italy 
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ABSTRACT 
We introduce an experimental study carried out with children, 
dealing with embodied cognition, musical creativity and reflexive 
technology. The reflexive interaction paradigm refers to a particular 
kind of human-machine interaction based on the mechanism of 
repetition and variation. We used a reflexive system implemented in 
the European project MIROR, the MIROR-Impro, ables to imitate 
the styles of the user which is playing an instrument. Our aim was to 
investigate whether and how the reflexive interaction with the 
MIROR-Impro can enhance creative processes and the children 
abilities to improvise in dance education. The study was conducted in 
two classes of a primary public school, with 47 children aged 7 to 8. 
We adopted an experimental design involving two groups, 
experimental (23 children) and control (24 children). Both groups 
took part in several musical and dancing activities in the classroom 
with a keyboard (control group) or with the keyboard and MIROR-
Impro (experimental group). Before and after the activities, we 
measured the children motor creativity by using the Thinking 
Creatively in Action and Movement (TCAM) test, developed by 
Torrance (1981). Results revealed no significant differences between 
the results obtained in the TCAM test by the control and the 
experimental group in the pre-test. Relevantly, in the post-test there 
was a significant difference between the two groups. In particular, 
and in line with our hypothesis, there was an increase in the 
creativity scores of the experimental group with respect to the control 
group. 
I. INTRODUCTION 
In recent years, a growing number of studies indicated that 
cognitive processes can be influenced by bodily states, both 
real and imagined (e.g., Barsalou, 2008). The general 
underlying idea of such embodied cognition view is that 
cognition relies heavily on bodily states, that is, cognition is 
grounded in physical context. More relevant for us, the 
importance attributed to the coupling of perception and action 
leads to more attention to the role of corporeal involvement 
within music, which in turn emphasizes the importance of 
multi-sensory perception, perception of movement 
(kinaesthesia), affective involvement, and expressiveness of 
music. In particular, “subjective involvement with music may 
be partly captured by corporeal articulations that reflect 
actions. These actions are induced by a mirror system that 
translates moving sonic forms into motor activity” (Leman, 
2007, p. 93). Thus, music and its connection with body, mind, 
and physical environment, and the role of new media 
technology become the central point for embodied music 
cognition view. This led us to investigate the relation and the 
influence between music and body by means of an innovative 
tool, the MIROR Platform (Addessi, 2013). 
 
A. The MIROR Platform and the Reflexive Interaction 
Paradigm 
The MIROR Platform is an adaptive platform for 
childhood music education made up of three components: 
MIROR-Improvisation, MIROR-Composition, and MIROR-
Body Gesture. Each component aims to exploit the paradigm 
of reflexive interaction in the field of technology-enhanced 
learning (Addessi, 2013). The reflexive interaction paradigm 
is based on the idea of letting users manipulate virtual copies 
of themselves, through specifically designed machine-learning 
software referred to as interactive reflexive musical systems. 
IRMS were first developed at the CSL-SONY in Paris, for 
adult musicians (Pachet, 2003; 2006). The subsequent 
experiments with children (e.g. see Addessi & Pachet, 2005) 
immediately demonstrated the potential of these reflexive 
systems for the development of creative musical experiences. 
In Addessi (2014), we discussed the complexity of the 
processes enacted during a reflexive interaction such as those 
observed between children and IRMS. One innovative feature 
of the IRMS is the creation of a natural dialogue with the 
child. The mechanism of repetition and variation is, in fact, at 
the heart of reflexive interaction: the system's repetition of the 
input given by the child allows the child to perceive the 
response of the system as a sort of sound image of herself. 
Moreover, this is the moment when the child shows an 
absolute attraction towards this other that appears similar to 
herself. Interestingly, this is not a mere 
repetition/imitation/echo, but rather a repetition that is 
constantly varied. It is precisely the co-presence of something 
that is repeated along with something different that seems to 
make the reflexive interaction a sort of device of attraction 
first, and then of stimulation of interest to become involved in 
the interaction. In the context of the MIROR Project, we 
proposed to extend the IRMS with the analysis and synthesis 
of multisensory expressive gesture (Camurri et Al., 2001), to 
increase its impact on the musical pedagogy of young children. 
We conceived the MIROR application, called MIROR-Body 
Gesture, as a means to capture children’s movements and 
convert them into “reflexive” sounds (i.e., sounds with the 
same characteristics as the related movement, like heavy/light, 
fast/slow, and so on) (Addessi, 2013). By doing so, children 
could dance and create music through movement, as well as 
control their own improvisations and compositions. Therefore, 
the educational aim of this software was to support children as 
they discovered the dynamic nature of their bodies and the 
embodied musicality of their own gestures.  
In this paper, we will introduce the theoretical framework 
of reflexive embodied interaction paradigm, our 
methodological approach, and the experimental protocol 
realized with children and the MIROR-Impro in order to 
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observe the effect of reflexive interaction on children’s 
movement creativity.  
B. Pedagogical Framework of Reflexive Interaction 
We defined the MIROR platform as a “device” to enhance 
musical and dance creativity and invention in children 
(Addessi, 2015). In the pedagogical field, the device has been 
defined as the concrete mediation that the teacher should 
individuate in reference to the specific situation, in order to 
allow children to concentrate their attention on the sound and 
the movements, and on their characteristics (Delalande, 1993). 
The pedagogical potential of reflexive interaction is based on 
the fact that it stimulates the participant to undertake a 
dialogue during which the repetitions and variations stimulate 
cognitive conflict that the child resolves during the course of 
the interaction, giving rise to a learning by problem finding 
and problem solving. It was observed that the IRMS 
stimulated and reinforced conducts of an exploratory type, 
during which the child’s actions were co-ordinated with the 
purpose of exploring the new partner, and were characterized 
by the systematic introduction of new and different elements. 
Furthermore, the IRMS prompted inventive conducts, where 
the aim of the child’s actions appeared to be to elaborate 
particular sounds and musical ideas and to undertake a 
dialogue with the system through the sounds. IRMS seem able 
to reinforce the children's individual styles, and allow them to 
develop and evolve. We observed that the "teaching method" 
is based on turn-taking and regular timing of turns, on the 
strategies of mirroring, modeling, and scaffolding (Bruner, 
1983; Vygotsky, 1962), and on starting up affect attunement, 
intrinsic motivation, collaborative interaction, and joint 
attention (cfr. Imberty, 2005; Stern, 2004). We consider it 
important to emphasize that the educational effectiveness of 
reflexive interaction derives from the fact that this develops an 
intrinsic motivation to participate in a musical dialogue: 
children can express themselves by means of sounds, which is 
a fundamental need of children. As Baroni writes: “We 
believe it is possible to maintain a rigid position of principal, 
that is, the absolute necessity for the pre-eminence of 
expression over learning: and this is not only because the 
construction of expressive objects can be considered the 
principal goal, but also because it constitutes the only valid 
and persuasive motivation for learning activities” (1997, p. 
141). More recentely, Leman (2016) lightened the role of 
expressivity in human-machine interaction.  
In particular, as far as the aims of this study are concerned, 
we noted that the reply of the system generates interesting 
motor reaction in children. For example, children like to dance 
while they are listening to the system's reply (Ferrari & 
Addessi, 2014), and use creative gestures while playing the 
keyboard with an IRMS (Addessi & Pachet, 2005). This 
observation leaded us to consider the MIROR platform as a 
helpful device for dance education and motor creativity. 
C. Reflexive Interaction, Mirror Neurons, and Embodied 
Cognition 
The observation of children playing and listening to the 
reflexive system raised several further questions: what is the 
“motor” perception that children have when they hear a 
reflexive response by the system? What qualities of 
movement does the child imagine? What kind of sound-
gesture does the system’s responses stimulate in the child? 
And what role does this embodied perception play in the 
dialogue between the child and the system? We therefore 
decided to look more deeply into these questions and this 
perspective through the framework of body gesture analysis 
and embodied music cognition. In Addessi (2014), we suggest 
that the idea of mirroring originated in ancient Western 
culture and now resonates with contemporary psychological 
theory of musical embodiments, the link between action and 
perception, and the mirror system. The capacity to replicate 
the behavior of others is, to a certain extent, grounded on the 
mirror neuron system, that is a network of neurons that 
becomes active during the execution and observation of 
actions of others. Rizzolatti, Fadiga, Fogassi, and Gallese 
(2002) hypothesized that there is a very general ancient 
mechanism, named “resonance mechanism”, through which 
pictorial descriptions of motor behaviors are matched directly 
with the observer’s motor representations of the same 
behaviors.  In the field of embodied music cognition, Leman 
(2007) stresses that “there is evidence [...] that mirror neurons 
are amodal in the sense that they can encode the mirroring of 
multiple sensory channels” and, above all, “mirror neurons 
perform sensorimotor integration and transformation as the 
basis of imitation” (p. 91). Therefore, a reflexive interaction 
can stimulate a resonance mechanism in the child who is 
interacting with IRMS, as it is grounded in motor areas of the 
brain. We can argue that when children move or dance while 
listening to the responses of the Continuator or the MIROR-
Impro, they are acting as “embodied” mirrors of the musical 
response, and in so doing are adding an embodied 
communication channel to the child-machine interaction. This 
field of study, and its application in educational sciences, 
including in music education, is still largely unexplored. 
D. Motor Creativity in Children 
Although recent research in the field of neuroscience and 
musical communication has begun to highlight the connection 
between the motor cortex and social interactions, cognition 
and emotion, it is worth noting that little attention has been 
paid to the investigation of motor areas associated with 
creativity. Maestu and Trigo (1995) defined motor creativity 
as “the intrinsically human capacity of putting bodily life at 
the disposal of the individual’s potential...in the innovative 
search for a valuable idea” (p. 623). Several experiments have 
been carried out with children in the field of creative multi-
modal technology, where children interact with a machine by 
means of body movements, listening, and visual feedback 
(e.g., Friberg & Kallblad, 2008). However, measuring motor 
creativity remains a challenge. The Thinking Creatively in 
Action and Movement (TCAM) test, developed by Torrance 
(1981), could prove to be a useful instrument. The TCAM was 
designed to measure some kinds of creative thinking abilities 
of children, i.e. fluency (the number of different, appropriate 
responses), originality (evaluated according the criterion of 
statistical infrequency), and imagination (how the individual 
is able to imagine and adopt the six roles proposed). It has 
been designed to measure these abilities in preschool and 
primary aged children ranging ages three to eight. It was 
developed to test creativity through various movement and 
manipulation exercises. In fact, different activities are 
proposed requiring only kinesthetic responses to children, thus 
avoiding possible difficulties in expressing their though 
through language and drawing. More specifically, the test 
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consists of the following four activities: Activity I, “How 
Many Ways?”, is designed to measure the child's ability to 
move in alternate ways across the floor, and it is scored in 
fluency and originality; Activity II, “Can You Move Like?”, is 
designed to measure the child's ability to imagine and assume 
roles by moving like animals or objects, and it is scored only 
in imagination; Activity III, “What Other Ways?”, is designed 
to test the child’s ability to accomplish a simple task in 
alternate ways, and it is scored in fluency and originality; 
Activity IV, “What Might It Be?”, is designed to measure the 
child’s ability to invent a variety of uses for a simple common 
object and it is scored in fluency and originality. The TCAM 
is simple to be used, it has good reliability and validity, and it 
seems not influenced by a variety of factors such as gender, 
race, language, and culture. Even if one limitation of the test 
is that since 1981 it has not been renormed or updated (Kim, 
2006), it is worth noticing that it represents an interesting 
instrument to the field of creativity’s measurement, since it 
allows to examine and measure abilities in young children. 
Furthermore, in the field of children’s movement 
education, the Educational dance inspired by the theory of 
Rudolf Laban (1879-1958) proposes a model based on the 
fruitful integration of intellectual knowledge of movement and 
creative physical activity. In fact, in The Mastery of the 
Movement (1950/1980), Laban did not propose a list of 
exercises for training movement, but presented several grids 
of analysis and observation, beginning with the natural, 
everyday movements of children (cfr. Preston-Dunlop, 1980; 
Smith-Autard, 1992). 
E. Studying Reflexive Embodied Interaction 
In the framework of the MIROR project, we carried out 
several studies on reflexive embodied interaction using the 
MIROR-Body Gesture and the MIROR-Impro, following 
three levels of investigation (cfr. Addessi et Al., 2015):  
User requirements of the reflexive embodied interaction. 
Firstly, the UNIBO team listed several requirements 
concerning the reflexive embodied interaction with the 
MIROR-Body Gesture, which are: Mirroring: during the 
interaction with the system, the user should have the 
perception that the sound produced by the system is a virtual 
copy of her/his movement, Repetition and variation: the 
system should introduce several variations in real time, 
creating a scaffolding of complexity throughout the 
interaction. This would allow one to witness a “dialogue” 
between the child and the system, where each “partner” 
repeats and varies something, in movement and sound, Turn-
taking: during the interaction the child should have the 
possibility to alternate her/his turns with those of the system, 
Regular turn-timing: in the case of turn-taking, the system’s 
reply should have the same duration as the child’s input, 
Adaptive: the system should “learn” from and adapt, in real-
time, to each user. That is, the system learns from the way 
each child moves her/his body, Co-regulation between child 
and system. The child should not be asked to adapt her/his 
movements to the system, Objectives should be co-invented 
by the child and the system. The technological partner worked 
to implement the MIROR-Body Gesture based on the 
abovementioned requirements, and the pedagogical partner 
conducted experiments with the children, in order to verify if 
the requirements were implemented.  
The grid of Sound/Movement Reflexive Connection.The 
second level of investigation was the relation between the 
child’s movements and the sound produced by the system. 
According to Godøy and Leman, the “analysis of sound, in 
particular the movements in sound, can therefore be used as a 
starting point in identifying sound-related musical gesture” 
(2010, p. 6). In the case of a reflexive system, this means that 
the related sound and gesture should give children the 
perception that the sound is a sort of virtual copy of her/his 
gestures. Aiming to implement a reflexive sound-related 
musical gesture, UNIBO team created a grid of correlation 
between Laban movement parameters (Laban, 1950/1980) and 
musical features (Baroni, 2003). The particular interest of this 
grid is that the musical qualities were obtained by observing 
children making sounds, and by interviewing them. For 
example, in a first exploratory study (Addessi, Cardoso, 
Maffioli, Regazzi, Volpe, & Varni, 2013), focusing on 
Laban’s Effort principle of Weight (heavy and light), three 7-
to-8-year-old girls were asked to play and describe, in a non-
structured interview, the qualities of heavy and light sounds. 
The Genoa team used these results to implement the sound 
reply of the MIROR-Body Gesture, and the UNIBO team 
carried out several experiments to test it with children. 
The Grid of Laban Movement Analysis (LMA) and the 
TCAM test. In order to measure the improvement of the 
quality of children’s movements, we used the TCAM test 
(Torrance, 1981), as described ahead, and also implemented 
an original grid, by means of the software Observer based on 
the Laban Movement Analysis (LMA). The LMA was 
originally created to analyze movements of dancers, and also 
had a wider application in the field of dance/movement 
education. Our grid includes the 6 aspects of the Laban 
Movement Analysis (1950), that is: Body, Space, Time, 
Weight, Flow, and Effort (labeled “Behaviors” in the grid). 
We are currently using this grid to observe and measure the 
qualities of children’s movements when they use and do not 
use the MIROR applications, in several experimental 
protocols. 
We carried out two main studies with children to study 
reflexive interaction in an embodied context: the first study 
was realised with the first prototype of the MIROR-Body 
Gesture (cfr. Addessi, Maffioli, Anelli, 2015). In this paper, 
we introduce the second study realised with the MIROR-
Impro. From a pedagogical standpoint, the first aspect that 
needed to be investigated was the correspondence between 
movements and sounds. In the first study with the MIROR-
Body Gesture, a video archive addressing different parameters 
of Laban Movement Analysis (Effort, Body, Shape, Space) 
was created with video-recordings of children performing 
movements and sounds. The video archive was complemented 
with informal interviews with children. This study focused on 
the Weight component of Laban’s Effort ranging from light to 
heavy. Three young girls were involved (one 7-year-old and 
two 8-year-olds). Two specialist music/dance educators led 
the activities and five researchers documented the activities in 
video format. To stimulate their experiences with concepts of 
light/heavy, children played games, danced and used musical 
instruments. Examples included children acting like an object 
or an animal, reproducing their heavy or light movements, and 
producing corresponding sounds. These activities allowed us 
to collect and test various scenarios involving children and the 
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MIROR-Body Gesture. We were able to analyze Laban’s 
Effort features heavy/light in children, collect videos to be 
used for subsequent work, test equipment, software, materials 
and space, as well as share ideas and pedagogical concerns 
with primary school teachers about the ecological setting for 
the experiments, the potential uses of MIROR-Body Gesture 
in schools, and activities for teacher education. Video-
recordings were used for automatic analysis and system 
training by the Genoa team (for more details, see Addessi et 
al., 2013; Volpi et al. 2012). 
The second experimental protocol to investigate the 
reflexive embodied interaction was carried out in Bologna 
using the MIROR-Impro, one of the three MIROR 
applications, to investigate if a reflexive interaction could 
enhance the qualities and creativity of children’s movement. 
II. METHOD  
The study was conducted in two primary school classes 
with 47 children, aged 7 to 8. We adopted an experimental 
design involving two groups, experimental (23 children) and 
control (24 children). Both groups took part in several 
activities in the classroom with a keyboard. The experimental 
group also accessed the MIROR- Impro. In both cases, one 
child at a time played the keyboard while the others were 
invited to dance and move while listening to the music 
produced by the child (control group) or by the child and the 
MIROR-Impro (experimental group). Once again, a dance 
teacher and a researcher led the activities. Children were 
tested on the TCAM before and after the activities took place. 
Our main hypothesis was that children who took part in the 
activities involving the reflexive reply of MIROR-Impro 
(experimental group) would show a significant increase in the 
creativity and quality of their movement, compared to the 
control group. 
A. Equipment 
MIROR-Impro v. 3.14; a music synthesizer KORG X50; a 
notebook; 2 amplifiers M-AUDIO AV30; an USB cable for 
the connection between the synthesizer and the notebook; a 
video camera, CANON (recording in HD); a tripod for the 
video camera; a cd player. 
B. Procedure 
Firstly, a meeting with one of the teachers was carried out 
in order to present the MIROR project. The consent forms 
signed by the parents of the children involved were collected 
by UNIBO. 
1) Preliminary meeting: The children and the teachers 
were invited to meet the dance teacher and the researcher in 
the room where the protocol would be realized. The activities 
of preliminary lesson were conducted to allow the UNIBO 
team to know the children and vice-versa, to introduce 
activities related to the body movement, and to motivate the 
children to participate. 
2) Pre-Test and Post-Test: Before and after the 
experimental activities, the children were asked to carry out 
the test. In the room a dance teacher and a researcher were 
present. The test was leaded by the dance teacher; the 
researcher prepared the setting and control the equipment, she 
did not interact with the children however she replied to them 
if they question.  
3) Task: we used a modified version of the TCAM 
Activity 2 “Can you move like?” of TCAM test (1981), which 
is designed to measure the child's ability to imagine and 
assume roles by moving like animals or objects, and it is 
scored only in imagination. Imagination score is based on a 
five-point Likert scale, ranging from “no movement” to 
“excellent, like the thing”. This activity allows to measure the 
child’s ability to imagine and assume a role. We decided to 
administer five of the six tasks proposed in the original test 
and to add three more items. In addition, we chose to require 
children to move forward (towards the camera) and, when 
they arrive on the line, to stand still in the last position they 
had. In the following we report our modified instructions and 
questions’ list: “Now we are going to do some fun things. We 
are going to pretend. Sometimes we pretend we are birds, 
elephants, or horses. Now I’m going to name several things 
and you can pretend that you are doing them. You don’t have 
to tell me anything. You can just show me. 
 
• Can you move like a tree in the wind? Imagine you are a tree 
and the wind is blowing very hard. Show me how you would 
move by moving forward towards the camera. When you 
arrived on the line, stand still in the last position you had.  
• Can you move like a rabbit? Imagine you are a rabbit and 
somebody is chasing you. Show how you would hop by 
moving forward towards the camera. When you arrived etc. 
• Can you move like a fish? Imagine you are a fish in a river or 
pond. Show how you would swim by moving forward 
towards the camera. When you arrived etc. 
• Can you move like a snake? Imagine you are a snake 
crawling in the grass. Show how you would crawl by moving 
forward towards the camera. When you arrived etc. 
• Can you move like you are driving a car? Imagine you are 
driving a car on the highway. Show how you would drive by 
moving forward towards the camera. When you arrived etc. 
• Can you push an elephant? Imagine a big elephant is standing 
on something you want. Show how you would push him to 
make him move off of the thing you want by moving forward 
towards the camera. When you arrived etc. 
• Can you move like an alga? Imagine you are an alga in the 
water. Show me how you would move by moving forward 
towards the camera. When you arrived etc. 
• Can you move like you are in the fog? Imagine you are 
walking in the middle of a dense fog. Show me how you 
would move by moving forward towards the camera. When 
you arrived etc. 
• Can you move backward? Show me how to move forward 
towards the camera. When you arrived etc.” 
 
4) Experimental activities: both groups partecipated to 4 
lessons, one for week. Control Group: In each lesson, the 
children improvised several body activities by listening to a 
child playing a keyboard. Experimental group: In each lesson, 
the children improvised several body activities by listening to 
a child playing a keyboard with the MIROR-Improvisation. 
All the activities were video recorded. One example of 
activities is showed in Table 1. 
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Table 1. One example of activity 
Experimental group 
1. Warm-up Activities: 
- We are all musicians. Ask the musician to freely play the 
keyboard. The other children sit on the ground in pairs, one child 
behind the other. Child (A) plays the back of his/her companion as 
if it were a keyboard, trying to tune in exactly the movement of 
his/her fingers to the sound he/she hears. Later on, it will be child 
(B) to play his/her companion’s back. 
2. Exploration, Production and Improvisation Activities 
- On the moon. Ask the group to imagine they are animals, aliens, 
and rocks of the lunar landscape. The musician produces strange 
sounds to provide a soundtrack to lunar animals (flying animals 
during the musician’s proposal and creeping ones during the 
system response), to aliens (walking forward during the 
musician’s proposal and backward during the system response), 
and to rocks (rolling over during the musician’s proposal and 
freeze into a shape during the system response). 
- Stars. Ask the musician to play the music of the stars. The group 
is divided into smaller groups of 6 children each, arranged in a 
circle and holding hands; 3 children are bowing and 3 are standing 
on their feet alternately. During the musician’s proposal and the 
response of the system the children move keeping hand in hand 
and they trade position (standing and crouching). 
3. Wrap-up Activities 
- Dance of the pianist. A child plays in a cheerful way and the 
motion group dances freely in space, imitating with the hands 
those of the pianist, and playing in the air. 
Control group 
The same activities carried out with the experimental group, but 
children moved following only sound proposed by the musician 
without listening to the system response. 
 
 
Figure 1. Children during the activity of exploration of the 
movements as animals, aliens, or rocks on the moon. 
C. Data Collected 
• Preliminary meetings: video 1, duration 60 min.; video 2 
duration 60 min.;  
• Pre Test: 2 videos of welcome activities, total duration 
10 min.; 2 videos of groups organization and delivery, 
total duration 20 min.; 18 videos of task execution, total 
duration 80 min.;  
• Post-test: 2 videos of welcome activities, total duration 
10 min.; 2 videos of groups organization and delivery, 
total duration 20 min.; 18 videos of task execution, total 
duration 80 min.;  
• Sessions with MIROR-Impro (Experimental group): 4 
videos;  
• Sessions without MIROR-Impro (Control group): 4 
videos. 
D. Data Analysis 
Quantitative analysis of data collected in pre- and post-
tests have been carried out. The analysis was based on 
observational methodology. The software Observer (Noldus) 
was used for the registration and quantitative analysis of the 
video analysis and further software for the statistical analysis. 
Children absent during the pre or post-test were excluded 
from the analysis. For this reason the final sample consisted of 
42 children: 19 children in the Control group and 23 children 
in the Experimental group. The data of motor creativity were 
assessed in two sessions, namely during the pre-test and post-
test sessions. The activities of pre-test and post-test were 
analysed in a twofold way, as presented in the following 
paragraphs. 
1) The TCAM Torrance Test. The activities of pre-test and 
post-test were analysed as reported in the administration, 
scoring, and norms manual of TCAM Torrance test. Each task 
was rated with a score from 1 to 5, on the basis of the quality, 
adequacy, and elaboration of each movement. The 
“Imagination” score was determined by adding the nine tasks. 
Two judges, i.e. the dance teacher and the researcher who 
carried out the experimental protocol, were required to 
independently watch the videos of pre and post-test activities 
and to evaluate the children performance by using a 5-point 
scale. They followed the guidelines provided in the Torrance's 
manual, integrated with some additional indications included 
by the two judges after preliminary evaluations of the videos. 
In the following we report the final guidelines. Criteria for 
scoring: Observe the video as many times as you deem useful 
and assess the child's performance in each activity on a scale 
of 1 to 5, marking the score on the answer sheet: 1 point is 
assigned only when the child does not move and is completely 
unable to imagine him or herself in the assigned role; 2 points 
are assigned when some effort is made to enact the assigned 
role but the enactment is grossly inadequate, does not 
approximate the action called for, or does not meet the 
requirements. The action is therefore not refined, careless and 
linked to a stereotypical execution; 3 points are assigned when 
the enactment is adequate and recognizable, but when there is 
no interpretation, elaboration, or expansion of the role. Only 
minimal standards of adequacy are attained. The object, 
animal or action is recognizable but without a personal 
interpretation; 4 points are assigned when the enactment 
exceeds minimal standards of adequacy and when there is 
some degree of imagination in interpreting and elaborating the 
role. The object, animal or action is marked by personal 
elements; 5 points are assigned when there is definite 
indication of personal involvement, interpretation, and 
elaboration, and when the action and the movement tells a 
story beyond the assigned role. The enactment may be 
accompanied by sound effects, facial expression, etc. there are 
clear indications of improvisation and variations in the action 
executed. 
2) The Grid of Laban Movement Analysis. The Laban 
Movement Analysis grid, created with the software Observer 
(Noldus) during the first exploratory study described above, 
was used for the registration of the observations. Analyses on 
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observations registered with the Laban Movement Analysis 
grid are still in progress. In this paper we provide some partial 
results related to the analyses carried out on the four Effort 
behaviours (i.e. Flow, Space, Time, and Weight). In the 
following we report the definitions of the behaviours included 
in the Effort, elaborated with the software Observer. The 
definitions are extracted by the book “The Mastery of 
Movement” (Laban, 1950, 4th edition 1980). Effort expresses 
the way in which shape of movement is executed, it is a 
mental impulse from which movement originates. From the 
point of view of Rudolph Laban effort’s theory, there would 
be four main factors that make up the dynamics of movement: 
• Effort Space (direct or indirect): “The Effort element 
“direct” consists of a straight line in direction and of a 
movement sensation of threadlike extent in space, or a 
feel of narrowness. The effort element “flexible” consists 
of a wavy line in direction and of a movement sensation 
of pliant extent in space, or a feel of everywhereness” 
(Laban, 1950, p. 73); 
• Effort Time (sustained or sudden): “The Effort element 
“sudden” consists of quick speed and of a movement 
sensation, of a short span of time, or a feel of 
momentariness. The effort element “sustained” consists 
of slow speed and of a movement sensation of a long 
span of time, or a feel of endlessness” (Laban, 1950, p. 
73). 
• Effort Weight (light or strong): “The Effort element 
“firm” consists of a strong resistance to weight, and a 
movement sensation, heavy, or a feel of weightiness. 
The effort element “fine touch” or “gentle” consists of 
weak resistance to weight and of a movement sensation, 
light, or a feel of weightlessness” (Laban, 1950, p. 73). 
• Effort Flow (free or bound): “The Effort element of 
“bound” or hampered flow, consists of the readiness to 
stop normal flux and of the movement sensation of 
pausing. The Effort element of “free” flow, consists of 
released flux and of the movement sensation of fluid” 
(Laban, 1950, p. 76). 
 
The combination of these 8 possible ways of executing 
any movement would create the variations in its dynamic. 
Two independent observers, i.e. the dance teacher and the 
researcher who carried out the experimental protocol, 
registered the observation of the behaviours and the modifiers, 
considering the definitions of behaviours presented above. 
Before starting with observations, some trials were conducted 
and then a reliability test within the observers has been 
realised before starting the registrations. The level of 
agreement between observers was high (Kappa = 0.83, p < 
.001) “.81–1 = almost perfect” (Landis & Koch, 1977) and the 
cases of disagreement were solved with discussions. Then 
each observer independently started her own observations: 
half of the children we reassigned to each observer. 
III. RESULTS 
After the scoring, the “Imagination” score was calculated 
by each judge for each child by adding the nine evaluations. 
The final “Imagination” score for each child was calculated by 
averaging the two scores obtained by the two judges and was 
considered for the statistical analysis. The final “Imagination” 
scores, that we considered as a creativity score, were 
submitted to a 2 x 2 repeated-measures analysis of variance 
(ANOVA) with the Session (pre-test vs. post-test) as the 
within-subjects factor and the Group (experimental vs. 
control) as the between-subjects factor. Newman-Keuls post-
hoc tests were also conducted on significant interactions.  
The main effect of Session was significant [F (1, 40) = 
59.71, MSe = 5.05, p < .001]. The creativity score was higher 
in post-test (M = 30.3) than in pre-test (M = 26.5) session. 
Most important, the interaction between Session and Group 
was significant [F (1, 40) = 5.68, MSe = 5.05, p < .05]. Data 
are shown in Figure 1. Post-hoc test revealed that in the pre-
test session there was no a significant difference between the 
control and the experimental group (M = 26.1 vs. 26.8, p = 
.62), whereas in the post-test session there was a significant 
difference between the control and the experimental group (M 
= 28.8 vs. 31.8, p < .05). In addition, from the pre-test to the 
post-test session there were statistically significant 
differences, for both the experimental and the control group 
(both ps < .01). 
 
 
Figure 1. ANOVA on final “Imagination” scores. Significant 
Session and Group interaction. Asterisks indicate statistically 
significant comparisons. Bars are SEM (standard error of mean). 
In order to better understand these results, we calculated 
for each child a score subtracting the post-test score to the pre-
test score and then we submitted these new scores to a 
univariate ANOVA with Group (experimental vs. control) as 
between-subjects factor. The effect of Group [F (1, 40) = 5.67, 
MSe = 10.09, p < .05] showed a significant difference 
between the two groups as far as the score. More specifically, 
the experimental group obtained a higher increase in this score 
(M = 4.98) with respect to the control group (M = 2.63), (see 
Figure 2). 
A. Laban Movement Analysis 
Analyses on observations registered with the Laban 
Movement Analysis grid are still in progress. In the following 
we provide some partial results related to the analyses carried 
out on the four Effort behaviours (i.e. Flow, Space, Time, and 
Weight) on tasks 6 and 7. We considered the two levels for 
each Effort behaviour separately (i.e., Flow: bound and free; 
Space: direct and flexible; Time: sudden and sustained; 
Weight: heavy and light). We carried out separate analyses, 
considering the total numbers (i.e., the number of times the 
selected event occurs in the observations related to each group 
in each session) and percentage on analysed duration (i.e., the 
percentage of time length of an event calculated over the total 
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Figure 2. ANOVA on scores obtained by subtracting the post-test 
score to the pre-test score. Significant Group effect. Asterisk 
indicates statistically significant effect. Bars of error are SEM 
(standard error of mean). 
duration of the analysed observations, related to each group in 
each session) of each behaviour level. The total numbers of 
each Effort behaviour level were submitted to chi-square tests, 
considering Session (pre-test vs. post-test) and Group 
(experimental vs. control). Total numbers and chi-square 
results are shown in Table 4. When total numbers are 0, the 
chi-square test cannot be executed.. The percentages on 
analyzed duration of each Effort behaviour level were 
submitted to a 2 x 2 repeated-measures analysis of variance 
(ANOVA) with Session (pre-test vs. post-test) as the within-
subjects factor and Group (experimental vs. control) as the 
between-subjects factor. Fisher’s LSD post-hoc tests were 
also conducted on significant interactions.. When variance of 
percentage on analysed duration is 0, the ANOVA test cannot 
be executed (in Table 5 these cases are indicated with "N.E."). 
In the following we only reported significant results. 
- Task 6, behaviour Effort Flow – bound: the significant main 
effect Group [F (1, 40) = 4.74, MSe = 2110.7, p = . 04] 
showed higher percentage in experimental (M = 81.2) than in 
control (M = 59.3) group. 
- Task 6, behaviour Effort Time – sudden: the significant main 
effect Group [F (1, 40) = 4.32, MSe = 1286, p = .04] showed 
higher percentage in control (M = 21.8) than in experimental 
(M = 5.4) group. 
- Task 6, behaviour Effort Time – sustained: the significant 
main effect Group [F (1, 40) = 14.83, MSe = 1790, p < .001] 
showed higher percentage in experimental (M = 87) than in 
control (M = 51.3) group. 
- Task 6, behaviour Effort Weight – heavy: the significant 
main effect Group [F (1, 40) = 4.07, MSe = 2032.3, p = .05] 
showed higher percentage in experimental (M = 84.8) than in 
control (M = 64.9) group. 
- Task 7, behaviour Effort Flow – free: the significant main 
effect Session [F (1, 40) = 7.98, MSe = 1167.9, p < .001] 
showed higher percentage in pre-test (M = 77.2) than in post-
test (M = 56) session. 
- Task 7, behaviour Effort Flow – free: the interaction 
between Session and Group was significant [F (1, 40) = 7.16, 
MSe = 1167.9, p = .01]. The Fisher’s LSD test revealed that 
the control group in pre-test session registered higher 
percentage with respect to the control group in the post-test 
session (M = 94.7 vs. 53.5, p < .001), to the experimental 
group both in the pre-test (M = 94.7 vs. 59.6, p = .01) and in 
the post-test sessions (M = 94.7 vs. 58.4, p = .01). 
- Task 7, behaviour Effort Space – flexible: the significant 
main effect Session [F (1, 40) = 7.31, MSe = 132.9, p = . 01] 
showed higher percentage in pre-test (M = 77.6) than in post-
test (M = 56) session. 
- Task 7, behaviour Effort Time – sudden: the significant main 
effect Session [F (1, 40) = 23.58, MSe = 1233.2, p < .001] 
showed higher percentage in pre-test (M = 61.3) than in post-
test (M = 23.97) session. 
- Task 7, behaviour Effort Time – sudden: the interaction 
between Session and Group was significant [F (1, 40) = 6.49, 
MSe = 1233.2, p = .01]. The Fisher’s LSD test revealed that 
the control group in pre-test session registered higher 
percentage with respect to the control group in the post-test 
session (M = 78.9 vs. 22, p < .001), to the experimental group 
both in the pre-test (M = 78.9 vs. 43.7, p = .01) and in the 
post-test sessions (M = 78.9 vs. 26, p < .001). 
- Task 7, behaviour Effort – Time sustained: the significant 
main effect Session [F (1, 40) = 7.89, MSe = 1412.2, p < .01] 
showed higher percentage in post-test (M = 39.8) than in pre-
test (M = 16.68) session. 
IV. DISCUSSION AND CONCLUSION 
The present research was aimed to investigate how the 
MIROR-Impro can enhance creative processes and the 
children's abilities to improvise and compose, and how 
reflexive interaction can enhance creative processes and motor 
skills in children.  Results on TCAM Torrance test revealed 
that while in the pre-test session the control and the 
experimental group registered a similar performance, in the 
post-test session a significant difference emerged between the 
two groups. In particular, even if both groups increased their 
performance from the pre-test to the post-test session, a higher 
score on creativity was registered in the experimental group. 
This result suggest that, even though the two groups started 
from the same level of creativity (as demonstrated by the 
absence of differences between the two groups in the pre-test 
session), the experimental group showed higher scores in the 
post-test after the completion of a program based on 
reflexivity and creativity. As far as the analyses conducted 
with the Laban grid on the observations, since these are 
preliminary results, regarding few behaviours and only two 
tasks, in this paper we aimed to provide some examples of 
how we will conduct further observations and the related 
analyses. In order to make broader considerations on the 
results related to the Laban grid, we'll first need to complete 
the analyses. 
We have suggested several music and movement/dance 
activities to be performed in a reflexive environment, showing 
the educational potential of the MIROR applications and the 
originality of our approach to technology-enhanced learning 
for children’s music and movement education. In the proposed 
activities, children experience reflexive interactions by 
making music or by means of listening and body movements. 
These experiences allow the child musician to invent music, 
dialogue with sound, and strengthen her/his musical ideas, 
while dancer/mover children refine the quality of their motor 
experiences and perceive the embodied qualities of music. 
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The mechanism of repetition and variation, in turn, gives rise 
to a process of co-regulation between the children and the 
machine (see learner-centered learning in Bruner, 1983). This 
creates a novel kind of child-machine interaction that has a 
particular impact in teaching and learning processes.  
From a psycho-pedagogical point of view, the MIROR 
platform acts as a “device” (Delalande 1993) that the teacher 
can use to guide students from spontaneous actions towards 
musical and motor creativity. In the reflexive environment, 
the role of the teacher is to strengthen the reflexive interaction 
between the child and the machine through cognitive and 
affective “scaffolding” (Bruner, 1983; Vygotsky, 1962), and 
to motivate children to explore and invent with the music and 
with his/her own body, alone and together with others.  
In such environments, the teacher learns and adopts the 
principles of reflexive pedagogy, that is observing, suggesting, 
mirroring, and uses the MIROR application to enhance 
children’s music and movement skill and creativity (cfr. 
Maffioli, Anelli, Addessi, 2015; Maffioli & Anelli, 2015). 
With this work we have proposed a basis for an original 
technology for children’s embodied music and creativity, 
implemented a spiral approach to research, and designed new 
qualitative and quantitative experimental methods. In the near 
future we plan to continue this research by implementing a 
new MIROR application called MIROR-MultiModal, which 
will also involve children’s visual perception. 
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ABSTRACT 
Musically-induced chills, the experience of shivers down the spine, 
gooseflesh or tingling sensations in response to music, have 
previously been linked to specific musical features such as sudden 
dynamic changes or unprepared harmonies. However, there currently 
exists no empirical research that tests these proposed relationships 
through the manipulation of musical stimuli. In addition, rarely has 
the phenomenon of chills been contextualised in terms of the causal 
processes underlying the experience of musical chills in listeners. In 
the current study, participants (N = 24) listened to two versions 
(original and manipulated) of three different pieces of music found to 
elicit chills across numerous listeners in a previous survey on the 
chills experience (N = 375). The stimuli were manipulated through 
the removal of “chills sections” highlighted in the previous survey, 
whilst maintaining a natural musical progression in the pieces. 
Features in each chills section were contextualised in terms of 
underlying mechanisms of music and emotion proposed in the 
BRECVEMAC framework. Results show that the frequency of chills 
across participants was higher for all original versions, though these 
differences did not reach statistical significance (p = 0.11). 
Experiencing chills resulted in significantly higher ratings of being 
moved and emotional intensity in most original pieces, though 
ratings of the Geneva Emotional Music Scale were similar in chills 
and no chills experiences. An analysis of mean scores for skin 
conductance and continuous measurements of chills intensity showed 
a significant difference between chills sections compared with a 
control section of equal duration in the same piece; this difference 
was found for each original piece, supporting the idea that these 
specific sections are emotionally salient across different listeners. 
The possible role of underlying mechanisms is also discussed. The 
current project is a first empirical assessment of the causal processes 
in the elicitation of chills in music, providing some evidence for a 
causal relationship between a specific section in a piece of music and 
intense emotional experiences such as chills. 
I. INTRODUCTION 
The expression of human emotions in music has been 
studied and acknowledged in research for some time 
(Gabrielsson, 2002; Hevner, 1936). However, a more 
contentious issue is whether music can elicit emotional 
responses in listeners (Konečni, 2008). Interestingly, a 
growing body of research indicates that music can induce 
emotions in listeners (Juslin and Sloboda, 2010), and that this 
is in fact a prevalent motivation for engaging in music 
listening activities (DeNora, 2000; Juslin and Laukka, 2004; 
North, Hargreaves and Hargreaves, 2004; Sloboda, O’Neill 
and Ivaldi, 2001). Many different emotions can be 
experienced whilst listening to music, either associated with 
the music itself or other extra-musical factors such as 
memories. A specific emotional phenomenon is the 
experience of chills, defined here as a response involving 
subjective feelings and physiological activity such as shivers 
down the spine, gooseflesh or tingling sensations across the 
body (Grewe et al., 2007; Guhn et al., 2007; Huron and 
Margulis, 2010). Although chills can be elicited through other 
mediums such as films (Hanich et al., 2014), research has 
suggested that listening to music is particularly effective in 
eliciting chills (Goldstein, 1980).  
The experience of chills may be an indicator of strong or 
peak emotional responses to music. Shivers and gooseflesh 
are reported by roughly 15% of reports collected by 
Gabrielsson (2011) in his work on strong experiences with 
music; furthermore, chills have been linked to the motor-
sensory ecstasy factor of aesthetic peak experiences proposed 
by Panzarella (1980). However, the emotional characteristics 
of chills are still not fully understood; for example, it is not 
yet clear whether chills are just a general indicator of peak 
experiences, or instead have distinct emotional qualities not to 
be confused with emotions often defined by higher levels of 
arousal (Rickard, 2004). Some recent research has linked art-
elicited chills to the state of being moved (Benedek and 
Kaernbach, 2011; Wassiliwizky, Wagner, and Jacobsen, 
2015), an enigmatic concept characterised by a combination 
of joy and sadness (Menninghaus et al., 2015); the state of 
being moved has elsewhere been suggested to mediate the 
pleasure some listeners experience when listening to sad 
music (Eerola, Vuoskoski, and Kautiainen, 2015; Vuoskoski 
and Eerola, 2017). Therefore, chills may reflect a more 
specific mixed emotional response, as opposed to indicating a 
more general level of peak or strong experiences. 
In the music and emotion literature, different aspects of 
musical chills have been investigated, such as physiological 
activity, effects of the individual and listening context, and 
finally the relationship between musical features and chills. In 
terms of physiological indices, chills have been shown to 
activate the sympathetic nervous system; this activation is 
usually evident in peaks of skin conductance levels in 
listeners (Craig, 2005; Egermann et al., 2011; Guhn et al., 
2007; Salimpoor et al., 2009). Recent research further 
suggests that chills might be approximated through a pupil 
dilation response (Laeng et al., 2016). Similar approaches 
have been taken to assess brain activity during chills. The 
influential work of Blood and Zatorre (2001) found that the 
experience of chills was marked by an increase in cerebral 
blood flow in areas linked to the dopaminergic system of 
reward and motivation such as the ventral striatum. More 
recently, Salimpoor et al. (2011) detected a release of 
dopamine in the striatum during peak emotional experiences 
during music, but further suggested a distinction in brain 
activity in the anticipatory and experiential phases of chills, 
with the caudate more involved during the anticipation of 
chills and the nucleus accumbens implicated during the actual 
experience. 
Characteristics of the individual may mediate who 
experiences chills with music, and how often they are 
experienced. Individuals who score highly on the openness to 
experience dimension derived from the Big Five model of 
personality (Costa and McCrae, 1992) appear to experience 
chills more frequently (Colver and El-Alayli, 2016; McCrae, 
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2007; Nusbaum and Silvia, 2011). Conversely, Grewe et al. 
(2007) found an association between chills and ‘reward 
dependence’, similar in some ways to the agreeableness 
dimension of the Big Five; this finding has rarely been 
replicated however. Familiarity with a piece of music may 
also mediate emotional experiences in general (Pereira et al., 
2011; Peretz et al., 1998; Schellenberg et al., 2008), with such 
effects possibly associated with the mere-exposure 
phenomenon (Zajonc, 1968), or the modulation of collative 
variables linked to aesthetic appraisal such as complexity of 
novelty (Berlyne, 1971). Familiarity effects on chills are not 
fully understood, with contradictory effects of familiarity 
implied in numerous studies (Benedek and Kaernbach, 2011; 
Laeng et al., 2016; Panksepp, 1995; Rickard, 2004). A final 
extra-musical factor to consider is the listening context, likely 
to impact any emotional experience with music. The effect of 
social listening contexts on the experience of chills has been 
empirically tested, with results suggesting that chills are more 
frequent in isolated listening episodes as opposed to listening 
with friends (Egermann et al., 2011; Sutherland et al., 2009). 
These studies however suffer from low ecological validity, 
with the laboratory setting unlikely to represent every day, 
realistic musical contexts. To target these realistic listening 
situations, Nusbaum et al. (2014) utilised the experience 
sampling methodology (see Sloboda, O’Neill and Ivaldi, 
2001) to better understand the experience of chills in everyday 
life. Interestingly, results showed that listening to music alone 
was not a significant predictor of chills, whereas listening to 
music chosen by the participant did significantly predict 
chills. 
The final and most common approach in musical chills 
research is the attempt to establish relationships between 
various musical features and chills. Sloboda (1991) found that 
specific musical sections that elicit shivers in listeners often 
contained sudden dynamic or textural changes. Panksepp 
(1995) found that a certain song (Pink Floyd’s ‘The Final 
Cut’) was closely associated with the experience of chills in 
participants, with the piece containing a notable dynamic 
change from quiet to loud. More recently, Grewe et al. (2007) 
analysed chills in response to various pieces of music, and 
offered a case study of Bach’s ‘Toccata BWV 540’; in the 
analysis, the highest number of chills were found for a section 
of the piece described by the authors as containing a melody 
in the register of the human voice, modulation, and repetition 
of a motif. Additionally, participants were asked to pinpoint 
the most pleasurable sections of the piece listened to, which 
included the beginning of the piece, entry of new instruments 
or voices, and changes in volume. Guhn et al. (2007) 
identified various ‘chills sections’ in three pieces, with 
similarities across each section, including a slow movement, 
contrast between solo instruments and orchestras, and a 
gradual increase from quiet to loud dynamics. 
As of currently, most studies investigating the 
phenomenon of musically-induced chills have proposed 
several correlations between the experience and musical 
features. However, rarely has the elicitation of chills through 
music been discussed in terms of the psychological processes 
that might underlie musical emotions, although some theories 
have been developed (Huron, 2006; Panksepp, 1998). It is 
important to explore the causal processes that may be 
implicated in music and emotion, and one way in which this 
direction of work can be contextualised is with the framework 
of underlying mechanisms developed by Juslin and colleagues 
(Juslin, 2013; Juslin and Liljeström, 2010; Juslin and 
Västfjäll, 2008). In what might be labelled the BRECVEMAC 
framework, there exists a set of 9 testable mini-hypotheses or 
mechanisms of music and emotion; these are brain stem 
reflexes, rhythmic entrainment, evaluative conditioning, 
contagion, visual imagery, episodic memory, musical 
expectancy, aesthetic judgment, and cognitive appraisal. The 
mechanisms differ in terms of ontogenetic development, 
availability to consciousness, survival value and possibly 
areas of brain activity (Juslin, 2013). Some of the processes 
are extra-musical, such as episodic memory, describing the 
way in which music can remind a listener of a past and 
personally valuable event (Belfi, Karlan and Tranel, 2016), 
eliciting emotions tied to this event (Janata, 2007). Other 
mechanisms however are very much linked to features within 
the music, such as musical expectancy, referring to the 
implicit expectations by listeners as to what would come next 
in a musical progression (Narmour, 1990, 1992); the 
fulfilment, delay or violation of these expectancies can elicit 
emotions (Huron, 2006; Meyer, 1956). Interestingly, existing 
findings linking musical features to chills can be understood 
in terms of underlying mechanisms. For example, the link 
between sad music and chills (Panksepp, 1995) may reflect 
contagion mechanisms, the phenomenon in which listeners 
sometimes experience the same emotion as that expressed in 
the music (Davies, 2011). New or unprepared harmonies 
(Sloboda, 1991) may suggest a role of musical expectancy 
processes, whereas sudden dynamic changes (Grewe et al., 
2007) could implicate brain stem reflexes, an automatic 
emotional response to potentially urgent or important changes 
in one’s environment. Therefore, although the proposed 
underlying mechanisms have rarely been tested (although see 
Juslin, Barradas, and Eerola, 2015; Juslin, Harmat and Eerola, 
2014), the framework is an encouraging starting point for 
contextualising approaches to causal processes in musically-
induced emotions, and in turn the experience of chills.  
A review of the musically-induced chills literature 
suggests that various factors such as the music, listener and 
listening context are significant. With regards to the 
associations between pieces of music and chills, several 
studies highlight the link between features such as unprepared 
harmony and sudden dynamic changes and chills. However, 
there exists no research that has empirically tested these 
suggestions, nor has any study attempted to manipulate pieces 
of music, and in turn the experience of chills. Because of this, 
numerous aspects of the association between chills and music 
are not well understood. To our knowledge, the current 
project is the first of its kind, and is an attempt to address the 
current gaps and lack of development in the literature. The 
project aims to better understand the links between musical 
features and chills, to assess the effect on chills when these 
features and sections are removed, and to compare moments 
in different pieces of music that have been reported to elicit 
chills in listeners. Additionally, although not an empirical test 
of possible mechanisms underlying musically-induced chills, 
the project seeks to contextualise findings in terms of 
potential causal processes of music and emotion, with the 
hope of developing future research in this direction. 
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II. METHOD 
A. Design 
A listening experiment was carried out, with participants 
listening to two versions of three pieces of music said to elicit 
chills across different people in a previous survey (Bannister 
and Eerola, in preparation). During listening, skin 
conductance measurements were taken to indicate the chills 
response (Craig, 2005; Grewe et al., 2007), and continuous 
measurements regarding the intensity of participants’ chills 
and emotions were collected via a simple up/down slider. 
After each piece, self-reports were collected regarding the 
experience, in terms of emotions felt (see the GEMS model, 
Zentner, Grandjean and Scherer, 2008), emotional intensity, 
being moved, and role of underlying mechanisms (see the 
MecScale instrument, Juslin, Barradas, and Eerola, 2015). 
Stimulus presentation order was pseudo-randomised and 
individualised for each participant to reduce any ordering 
effects, and a set of distractor questions were administered to 
separate the experiment into two listening sessions including 
three pieces each, limiting effects of fatigue and intra-
experiment familiarity. 
B. Participants 
A total of 24 participants took part in the experiment (17 
Female), aged 18-46 years (M = 25.2, SD = 5.9). Participants 
were screened prior to the experiment to target those who 
experience chills relatively frequently, and have had chills 
with music within the last three months. 
C. Materials 
1) Stimuli Selection. Selection of the musical stimuli was 
informed by a previous survey (Bannister & Eerola, in 
preparation) into the experience of chills in music listeners (N 
= 375). From a total of 419 pieces of music linked to chills by 
participants, three were chosen as stimuli for the experiment 
in accordance with a set of criteria: Firstly, the piece of music 
needed to be mentioned by multiple participants. Secondly, 
participants had to be able to specify a specific moment in the 
piece that elicited chills. Finally, the piece needed to be 
suitable for manipulation and of an appropriate duration. The 
three stimuli chosen were ‘Glosoli’ by Sigur Ros, ‘Jupiter’ by 
Gustav Holst, and ‘Ancestral’ by Steven Wilson. All pieces 
had ‘chills sections’ as identified by participants in the earlier 
survey. For Glosoli, this was a climax following a gradual 
crescendo, marked by distinct dynamic and textural changes; 
it is possible that these changes in the chills section activate 
underlying mechanisms such as brain stem reflexes and 
musical expectancy. For Jupiter, the chills section refers to a 
progression on strings in the middle of the piece; given the 
instruments used and the adaptation of this section in western 
popular culture, possible mechanisms are suggested to be 
contagion and episodic memory. Finally, for Ancestral, the 
chills section consisted of a guitar solo towards the end of the 
piece; considering the tone of the guitar and virtuoso 
technique in playing, contagion and aesthetic judgment 
mechanisms were hypothesised to be activated in this section. 
2) Stimulus Manipulation. To create two conditions in the 
experiment, the musical stimuli were manipulated, resulting in 
a second version of each piece. The identified chills sections 
of each piece were edited out and removed in a non-disruptive 
way, maintaining a natural and logical musical progression, 
such that a participant hearing the piece for the first time 
would not register any kind of manipulation. This method has 
relatively high ecological validity, with the use of real music 
and a minimal level of manipulation, but comes at a cost of 
control over the variables in a piece of music. 
3) Chills Measurement. To capture the chills experience, 
participants were firstly able to confirm after each piece 
whether they had experienced chills whilst listening. To 
support this data, skin conductance response measurements 
(SCR) were captured with the NeXus-10 MKII and BioTrace 
software (www.mindmedia.info); research has suggested that 
peaks in skin conductance can be a reliable indicator of chills 
(Craig, 2005; Grewe et al., 2009), although the measurement 
may have considerable variation across listeners (Khalfa, 
2002). To further support the self-report and SCR data, 
continuous measurements of chills intensity were collected 
with a simple slider that participants could move up or down; 
this changed the amplitude of an incoming sine wave which 
was recorded into ProTools, and exported as audio files in 
mono mp3 format. 
4) Data Analysis. All data analysis was performed in R 
(https://cran.r-project.org). SCR data were normalised and de-
trended within stimuli before statistical analyses. The audio 
data from continuous measurements were transformed to a 
linear signal for use with self-reports and SCR. The analysis 
was planned to have two distinct epochs within each original 
stimulus, namely the chills section and a “control section”, a 
different moment in the piece of the same duration. This was 
to allow for comparisons of SCR and continuous 
measurements between the chills sections in the stimuli with 
other sections hypothesised to be less significant in the chills 
experience. 
D. Procedure 
Participants were each tested in isolation, and were asked 
to relax, get comfortable and familiarise themselves with the 
experiment through a participant information sheet. After 
informed consent of participation was obtained, the 
investigator explained the procedure. In the first listening 
session, participants listened to three musical stimuli; during 
listening, SCR and continuous measurements of chills 
intensity were collected. After each piece participants 
completed self-reports consisting of numerous Likert scales 
for emotional descriptors and for statements referring to 
underlying mechanisms of music and emotion; additionally, 
participants reported whether they had experienced chills 
during the piece. When ready for the next piece participants 
were instructed to say ‘ready’ or ‘okay’ into a microphone, so 
that the investigator (sat in an adjacent room) knew to 
administer the next stimulus. After the three pieces, an 
interval questionnaire was completed, rating the pieces in 
terms of familiarity, enjoyment, and asking participants to 
describe their favourite moments. The questionnaire also 
collected basic demographic information and musical 
preference data via Likert scales for genre labels (Rentfrow 
and Gosling, 2003). Additionally, numerous distractor 
questions (general hobbies) were administered, to help reset 
and separate the participant from the previous listening 
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section, before the next block of listening. After the interval, 
participants listened to the three remaining stimuli, following 
the same procedure as the first listening session. The 
experiment ended with the same questions of familiarity, 
enjoyment and favourite moments, with additional questions 
regarding the openness to experience personality trait and 
musical sophistication (Müllensiefen et al., 2014). 
III. RESULTS 
1) Frequency of Chills. Across all listening episodes (6 x 
24 = 144), participants reported experiencing chills 51 times 
in total. In original and manipulated conditions, Glosoli 
resulted in 17 instances of chills (10 for original), Jupiter 
resulted in 18 instances (10 for original), and Ancestral 
resulted in 16 experiences of chills (10 for original), see Table 
1.  
 
Table 1: Frequency of chills across stimuli and condition. 
Stimulus (Condition) Chills (N)  
Glosoli (Original) 10 
Glosoli (Manipulated) 7 
Jupiter (Original) 10 
Jupiter (Manipulated) 8 
Ancestral (Original) 10 
Ancestral (Manipulated) 6 
 
To assess whether the frequency of chills was significantly 
different between original and manipulated conditions, a chi-
square test was carried out on the sum of chills experienced 
across all stimuli. These differences in frequency did not 
reach statistical significance (p = 0.11); this could either 
suggest that the chills sections in the different pieces do not 
have a large effect on the experience of chills, or that other 
moments in the music not uncovered in the earlier survey are 
also effective in eliciting chills; this may be plausible given 
that the original and manipulated conditions are similar 
beyond the chills sections identified. However, to investigate 
this further, the self-reports of chills from participants will be 
integrated with the skin conductance and continuous 
measurement time series, to assess the consistency between 
self-reports and other measurements, and the more detailed 
relationships between chills sections in the pieces and chills. 
2) Being Moved and Emotional Intensity. For ratings of 
being moved, there was a significant effect of experiencing 
chills for Glosoli (t = 3.5, p <.01) and Jupiter (t = 2.99, p 
<.01); the effect was marginally significant for Ancestral (t = 
2.13, p = .05). Additionally, the experience of chills produced 
significantly higher emotional intensity ratings for Glosoli (t 
= 4.04, p <.001), Jupiter (t = 2.78, p = .01), and Ancestral (t = 
3.15, p <.01), see Figure 1. With regards to the GEMS factors 
targeting emotional characteristics of the experience, there 
were no significant differences in most ratings (e.g. happy, 
sad, power, energetic, tension) between the experience of 
chills and not experiencing chills. For the original version of 
Glosoli, chills experiences were rated as significantly more 
nostalgic (t = 2.83, p <.01) and inspiring (t = 2.76, p <.01). 
For Glosoli and Jupiter, participants reported feeling happy as 
opposed to sad, whereas the opposite was true for Ancestral. 
 
Figure 1. Difference in ratings for emotional intensity and being 
moved between chills experiences and experiences without chills. 
3) Underlying Mechanisms. For the chills sections in each 
piece the activation of various mechanisms of music and 
emotion was hypothesised. Data were collected regarding 
mechanisms of music and emotion through and updated 
MecScale instrument (2 different scales for most 
mechanisms), looking at all mechanisms (including lyrics), 
apart from aesthetic judgment, given its many facets and need 
to address the process in numerous ways. The chills sections 
in different pieces were suggested to have the potential for 
activating certain underlying mechanisms: For Glosoli these 
were brain stem reflexes and musical expectancy; for Jupiter, 
contagion and episodic memory were proposed; and for 
Ancestral, contagion and aesthetic judgment mechanisms 
were possibly activated. However, across the MecScale 
ratings collected from participants no significant differences 
were found for the elected mechanisms in each piece between 
original and manipulated conditions, suggesting either that 
these mechanisms are implicated in various other moments in 
each piece and are not overly significant in the experience of 
chills, or that the chills sections do not display the appropriate 
features for activating various processes of listening. 
4) Skin Conductance. Skin conductance measurements 
were collected for each participant, though two datasets were 
discarded due to an absence of markers syncing the data to 
start and end points of the stimuli; this resulted in SCR data 
for 22 participants. Data were first normalised within each 
stimulus to accommodate for individual differences in 
baseline, room temperature, and response measurements, then 
de-trended to correct for the artefact of a gradual decrease of 
skin conductance averages throughout each stimulus for all 
participants. Firstly, the mean SCR value for all participants 
was collected with regards to the chills section (Glosoli = 65 
secs, Jupiter = 107 secs, Ancestral = 60 secs) in each stimulus; 
this value was compared with a mean SCR value for a control 
section in the piece of equivalent duration (see Figure 2). 
Results from one-way ANOVA tests show a significant 
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difference of SCR means between chills sections and control 
sections for Glosoli (p <.001), Jupiter (p <.001) and Ancestral 
(p <.001). To go beyond the analysis of mean SCR ratings, 
the SCR response will eventually be broken down into phasic 
and tonic components, to look at the occurrences of phasic 
components across the chills and control sections.  
 
Figure 2. Mean ratings of normalised SCR for chills sections and 
control sections within each stimulus. 
5) Continuous Measurements. Continuous measurement 
data that reflect the intensity of chills during the listening 
experience was collected as a series of amplitude changes in a 
sine wave signal, converted to a scale from 0 to 100. Some 
participants neglected the continuous measurements either due 
to distraction or task complexity, and so for 144 listening 
episodes, 121 corresponding datasets were collected. Initial 
data analysis followed the principles described for the skin 
conductance where the continuous ratings of chills were 
compared between the chills sections and control sections 
within the stimuli (see Figure 3). Results from a one-way 
ANOVA test resemble the results found for SCR ratings, such 
that there is a significant difference of mean continuous 
measurement ratings between the chills sections and control 
sections for Glosoli (p <.001), Jupiter (p <.001), and Ancestral 
(p <.001). 
 
 
Figure 3: Mean values for continuous ratings of chills intensity 
during the chills sections and control sections within each 
stimulus. 
IV.  CONCLUSION 
The current research project has been developed to 
provide a first empirical investigation into the experience of 
chills with regards to different musical features and sections 
within a piece of music. Previous research has highlighted 
numerous correlations between the experience of chills and 
musical characteristics (Grewe et al., 2007; Guhn et al., 2007; 
Panksepp, 1995; Sloboda, 1991), however no study has 
empirically tested these associations. This study utilised the 
findings from a previous survey (Bannister and Eerola, in 
preparation) to manipulate pieces of music and test for effects 
on the experience of chills in participants. Of three pieces of 
music selected, chills sections described by participants in the 
survey were removed from the pieces with minimal disruption 
to the overarching musical progression. Findings suggest that 
removing these chills sections and creating manipulated 
versions of the music reduced chills in participants, compared 
to the original versions. Although this effect did not reach 
statistical significance, the patterns of data across all 
conditions are worth highlighting. Possibly the three pieces 
used in the study have multiple moments in which chills could 
be linked; alternatively, it may be that the identified chills 
sections are not overly effective in eliciting chills across 
listeners, although skin conductance and continuous 
measurements of chills intensity suggest that this is not likely 
the case. Future analysis of the data alongside time-series 
analysis will be carried out to understand in detail the effects 
of the chills sections on the frequency of chills across 
participants.  To assess the likely locations of these chills 
within the pieces of music, skin conductance and continuous 
measurements of chills intensity were collected. Interestingly, 
for the original pieces both measurements were significantly 
higher in the chills sections as opposed to control sections of 
equal duration in other points in the pieces. Although future 
time-series analysis will confirm the temporal position of 
chills across participants, the current results suggest that these 
chills sections are moments in the music in which emotions 
experienced are at their most intense, possible resulting in 
chills. The connection between intense, peak emotional 
experiences and chills (Gabrielsson, 2011; Panzarella, 1980; 
Rickard, 2004) is further supported through the finding that 
across participants the chills experience is rated as 
significantly more intense than listening experiences in which 
no chills were elicited.  
 The experience of chills has been linked to qualitatively 
distinct feelings such as mixed emotions, or states of being 
moved (Benedek and Kaernbach, 2010; Wassiliwizky et al., 
2015), proposed as an amalgam of joy and sadness 
(Menninghaus et al., 2015). Current ratings of being moved 
were significantly higher during the experience of chills, 
lending some support to these claims. However, results from 
the GEMS factors and ratings show few significant 
differences of emotional qualities reported for chills or no 
chills experiences. This could reflect the vagueness of the 
state of being moved, such that people may approach the 
concept differently, and that participants’ ratings of being 
moved are not necessarily indicative of mixed emotional 
states involving feelings of happiness and sadness 
simultaneously. Further research is required to further 
understand the conceptualisation of being moved across 
populations (see Kuehnast et al., 2014), and to address the 
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possible link between musically-induced chills and mixed 
emotional states. 
 A key question regarding any emotional experience with 
music is the role of various psychological processes, and 
causal links between music and emotion. Often studies 
highlight correlations between different musical qualities and 
emotional states or expressions, but only recently has the 
focus turned to explaining these associations, in terms of 
perceptual and cognitive processes taking place during music 
listening. A useful starting point for contextualising the 
possible causal processes underlying musical emotions is the 
set of mini-hypotheses developed by Juslin and colleagues 
(Juslin, 2013; Juslin and Liljestrom, 2010; Juslin and 
Vastfjall, 2008). The identified chills sections in the current 
project involved several distinct musical features, some 
previously implicated in the elicitation of chills; these include 
sudden dynamic and textural change in Glosoli, a transition to 
a solo melody on strings from a rich orchestral background in 
Jupiter, and the introduction of a new instrument in the guitar 
solo of Ancestral. Each section was contextualised in terms of 
what possible mechanisms might be activated, such as brain 
stem reflexes and musical expectancy for Glosoli, contagion 
and episodic memory for Jupiter, and contagion and aesthetic 
judgment mechanisms for Ancestral. Although not explicitly 
tested or controlled for, a self-report instrument was used to 
assess for preliminary links between the chills and underlying 
mechanisms. Generally, when chills sections were removed, 
there were no significant differences in mechanism ratings 
collected from participants. This might indicate that the 
proposed mechanisms are activated at various points within 
the music, or that the assumptions were incorrect with regards 
to the qualities of the chills sections in the pieces. Neither can 
be concluded in this study, but given the focus of the current 
experiment, and the complimentary nature of the MecScale, 
this outcome was not unforeseeable. However, as this 
investigation is the first of its kind, a preliminary 
understanding of the relationships between different features 
in a piece of music and chills is required before further, more 
detailed and controlled studies can establish the possible 
causal processes underlying the phenomenon. 
  Interestingly, the chills sections across each piece 
differed in terms of musical and acoustic characteristics, but 
all were associated with moments of intense emotional 
experience in listeners, suggesting a variety of musical 
features that may elicit chills. However, the diversity across 
different chills sections raises the question of possibly 
differentiating between peak experiences; for example, recent 
work has explored the phenomenological and physiological 
differences between the two peak experiences of chills and 
tears (Mori and Iwanaga, 2017), and how they sometimes 
overlap and co-occur (Wassiliwizky et al., 2017). If we 
consider that there are differences between various strong and 
peak emotional responses to music, particularly in terms of 
emotional quality, then perhaps the musical differences found 
across the ‘chills sections’ in the current study correspond to 
strong emotions of different character, such as chills or tears. 
This remains as conjecture, but is worth considering when 
analysing specific moments in music that are emotionally 
salient.   
 The current study is not without its limitations. 
Laboratory and experimental procedures are often favoured 
for the high levels of control over numerous variables, but this 
often comes at a cost of low ecological validity, such that 
realistic situations may be quite different to those explored in 
a laboratory setting. The current project aimed to maintain a 
relatively high level of ecological validity, firstly by using real 
pieces of music from a previous survey, and secondly by 
performing minimal manipulations on the pieces, maintaining 
the holistic musical progression and listening experience. 
Predictably however, this results in a lower level of control 
for variables within the music; this is especially evident when 
considering preliminary associations between chills and 
underlying mechanisms of music and emotion. A further 
limitation is the sample used in the experiment. Participants 
were generally university students, meaning that the sample is 
not fully representative of a population. Also, participants 
were selected on the basis that they experienced chills with 
music relatively frequently; in this case however, the sample 
selected was the most appropriate for the aims of the current 
project. Despite the various shortcomings, results have 
emerged that are interesting with regards to specific sections 
in pieces of music that are points of emotional intensity, and 
the chills experience.  
 This study has demonstrated for the first time that the 
chills experience can be manipulated with experiment-
selected pieces, and that across different participants, there 
exists a set of testable associations between moments in 
different pieces of music and intense emotional experiences 
such as chills. Possible future directions include full 
comparisons of experiences between the original and 
manipulated stimuli, and a time-series analysis of skin 
conductance and continuous measurements. Because of a 
current lack of understanding with regards to musically-
induced chills, future research can move in various directions; 
the link between chills and being moved could be 
investigated, and the causal processes and roles of underlying 
mechanisms in chills could be empirically tested.  
REFERENCES 
Bannister, S., & Eerola, T. (2017). A survey into chills induced by 
music: Experience, situations, and musical features. [Manuscript 
in preparation]. 
Belfi, A. M., Karlan, B., & Tranel, D. (2016). Music evokes vivid 
autobiographical memories. Memory, 34(7), 979-989. 
Benedek, M., & Kaernbach, C. (2011). Physiological correlates and 
emotional specificity of human piloerection. Biological 
Psychology, 86(3), 320-329. 
Berlyne, D. E. (1971). Aesthetics and Psychobiology. New York, 
NY: Appleton-Century-Crofts. 
Blood, A. J., & Zatorre, R. J. (2001). Intensely pleasurable responses 
to music correlate with activity in brain regions implicated in 
reward and emotion. In Proceedings of the National Academy of 
Sciences of the United States of America, 98(20), 11818-11823. 
Colver, M. C., & El-Alayli, A. (2016). Getting aesthetic chills from 
music: The connection between openness to experience and 
frisson. Psychology of Music, 44(3), 413-427. 
Costa, P. T., & McCrae, R. R. (1992). Revised NEO Personality 
Inventory (NEO-PI-R) and NEO Five-factor Inventory (NEO-
FFI) Professional Manual. Odessa, FL: Psychological 
Assessment Resources, Inc. 
Craig, D. G. (2005). An exploratory study of physiological  changes 
during “chills” induced by music. Musicae Scientiae, 9(2), 273-
287. 
Proceedings of the 25th Anniversary Conference of the European Society for the Cognitive Sciences of Music, 31 July-4 August 2017, Ghent, Belgium 
Van Dyck, E. (Editor) 
 
 16 
Davies, S. (2011). Infectious music: Music-listener emotional 
contagion. In A. Coplan and P. Goldie (Eds.), Empathy: 
Philosophical and Psychological Perspectives. Oxford, UK: 
Oxford University Press. 
DeNora, T. (2000). Music in Everyday Life. Cambridge, UK: 
Cambridge University Press. 
Eerola, T. E., Vuoskoski, J., & Kautiainen, H. (2015). Being moved 
by unfamiliar sad music is associated with high empathy. 
Frontiers in Psychology, 7, 1176. 
Egermann, H., Sutherland, M. E., Grewe, O., Nagel, F., Kopiez, R., 
& Altenmüller, E. (2011). Does music listening in a social 
context alter experience? A physiological and psychological 
perspective on emotion. Musicae Scientiae, 15(3), 307-323. 
Gabrielsson, A. (2002). Emotion perceived and emotion felt: Same 
or different? Musicae Scientiae, Special Issue (2001-2002), 123-
147. 
Gabrielsson, A. (2011). Strong Experiences with Music: Music is 
Much More than Just Music. Oxford, UK: Oxford University 
Press. 
Goldstein, A. (1980). Thrills in response to music and other stimuli. 
Physiological Psychology, 8(1), 126-129. 
Grewe, O., Kopiez, R., & Altenmuller, E. (2009). Chills as  an 
indicator of individual emotional peaks. Annals of the New York 
Academy of Sciences, 11691(1), 351-354. 
Grewe, O., Nagel, F., Kopiez, R., & Altenmüller, E. (2007). 
Listening to music as a re-creative process: Physiological, 
psychological, and psychoacoustical correlates of chills and 
strong emotions. Music Perception, 24(3), 297-314. 
Guhn, M., Hamm, A., & Zentner, M. (2007). Physiological  and 
musico-acoustic correlates of the chill response. Music 
Perception, 24(5), 473-483. 
Hanich, J., Wagner, V., Shah, M., & Menninghaus, W. (2014). Why 
we like to watch sad films: The pleasure of being moved in 
aesthetic experience. Psychology of Aesthetics, Creativity, and 
the Arts, 8(2), 130-143. 
Hevner, K. (1936). Experimental studies of the elements of 
expression in music. The American Journal of Psychology, 48(2), 
246-268. 
Huron, D. (2006). Sweet anticipation: Music and the psychology of 
expectation. Cambridge, MA: The MIT Press. 
Huron, D., & Margulis, E. H. (2010). Musical expectancy and thrills. 
In P. N. Juslin, and J. A. Sloboda (Eds.), Handbook of music and 
emotion: Theory, research, applications. Oxford, UK: Oxford 
University Press. 
Janata, P., Tomic, S. T., & Rakowski, S. K. (2007). Characterisation 
of music-evoked autobiographical memories. Memory, 15(8), 
845-860. 
Juslin, P. N. (2013). From everyday emotions to aesthetic emotions: 
Towards a unified theory of musical emotions. Physics of Life 
Reviews, 10(3), 235-266. 
Juslin, P. N., Barradas, G., & Eerola, T. E. (2015). From sound to 
significance: Exploring the underlying mechanisms. The 
American Journal of Psychology, 128(3), 281-304.  
Juslin, P. N., Harmat, L., & Eerola, T. E. (2014). What makes music 
emotionally significant? Exploring the underlying mechanisms. 
Psychology of Music, 42(4), 599-623. 
Juslin, P. N., & Laukka, P. (2004). Expression, perception,  and 
induction of musical emotions: A review and a questionnaire 
study of everyday listening. Journal of New Music Research, 
33(3), 217-238. 
Juslin, P. N., Liljeström, S., Västfjäll, D., & Lundqvist, L. -O. 
(2010). How does music evoke emotions? Exploring the 
underlying mechanisms. In P. N. Juslin, & J. A. Sloboda (Eds.), 
Handbook of Music and Emotion: Theory, Research, 
Applications. Oxford, UK: Oxford University Press. 
Juslin, P. N., & Sloboda, J. A. (2010). Handbook of Music and 
Emotion: Theory, Research, Applications. Oxford, UK: Oxford 
University Press. 
Juslin, P. N., & Västfjäll, D. (2008). Emotional responses to music: 
The need to consider underlying mechanisms. Behavioural Brain 
Sciences, 31(5), 575-621. 
Khalfa, S., Peretz, I., Blondin, J. -P., & Manon, R. (2002). Event-
related skin conductance responses to musical emotions in 
humans. Neuroscience Letters, 328(2), 145-149. 
Konečni, V. J. (2008). Does music induce emotion? A theoretical 
and methodological analysis. Psychology of Aesthetics, 
Creativity, and the Arts, 2(2), 115-129. 
Kuehnast, M., Wagner, V., Wassiliwizky, E., Jacobsen, T.,  & 
Menninghaus, W. (2014). Being moved: Linguistic 
representation and conceptual structure. Frontiers in Psychology, 
5, 1242. 
Laeng, B., Eidet, L., Sulutvedt, U., & Panksepp, J. (2016). Music 
chills: The eye pupil as a mirror to music’s soul. Consciousness 
and Cognition, 44, 161-178. 
McCrae, R. R. (2007). Aesthetic chills as a universal marker of 
openness to experience. Motivation and Emotion, 31(1), 5-11.  
Menninghaus, W., Wagner, V., Hanich, J., Wassiliwizky, E., 
Kuehnast, M., & Jacobsen, T. (2015). Towards a psychological 
construct of being moved. PLoS ONE, 10(6), e0128451. 
Meyer, L. B. (1956). Emotion and Meaning in Music. Chicago, IL: 
University of Chicago Press. 
Mori, K., & Iwanaga, M. (2017). Two types of peak emotional 
responses to music: The psychophysiology of chills and tears. 
Scientific Reports, 7, 46063. 
Müllensiefen, D., Gingras, B., Musil, J., & Stewart, L. (2014). The 
musicality of non-musicians: An index for assessing musical 
sophistication in the general population. PLoS ONE, 9(2), 
e89642. 
Narmour, E. (1990). The Analysis and Cognition of Basic Melodic 
Structures: The Implication-realization Model. Chicago, IL: 
University of Chicago Press. 
Narmour, E. (1992). The Analysis and Cognition of Melodic 
Complexity: The Implication-realization Model. Chicago, IL: 
University of Chicago Press. 
North, A. C., Hargreaves, D. J., & Hargreaves, J. J. (2004).  Uses of 
music in everyday life. Music Perception, 22(1), 41-77. 
Nusbaum, E., & Silvia, P. (2011). Shivers and timbres: Personality 
and the experience of chills from music. Social Psychological 
and Personality Science, 2(2), 199-204. 
Nusbaum, E. C., Silvia, P., Beaty, R., & Burgin, C. (2014).  Listening 
between the notes: Aesthetic chills in everyday listening. 
Psychology of Aesthetics, Creativity, and the Arts, 8(1), 104-109. 
Panksepp, J. (1995). The emotional sources of “chills” induced by 
music. Music Perception, 13(2), 171-207. 
Panksepp, J. (1998). Affective neuroscience: The foundations of 
human and animal emotions. New York, NY: Oxford University 
Press. 
Panzarella, R. (1980). The phenomenology of aesthetic peak 
experiences. Journal of Humanistic Psychology, 20(1), 69-85. 
Pereira, C. S., Teixiera, J., Figueiredo, P., Xavier, J., Castro, S. L., & 
Brattico, E. (2011). Music and emotions in the brain: Familiarity 
matters. PLoS ONE, 6(11), e27241. 
Peretz, I., Gaudreau, D., & Bonnel, A.-M. (1998). Exposure effects 
on music preference and recognition. Memory and Cognition, 
26(5), 884-902. 
Rentfrow, P. J., & Gosling, S. D. (2003). The do re mi’s of  everyday 
life: The structure and personality correlates of music 
preferences. Journal of Personality and Social Psychology, 
84(6), 1236-1256. 
Rickard, N. S. (2004). Intense emotional responses to music: A test 
of the physiological arousal hypothesis. Psychology of Music, 
32(4), 371-388. 
Salimpoor, V., Benovoy, M., Larcher, K., Dagher, A., & Zatorre, R. 
J. (2011). Anatomically distinct dopamine release during 
anticipation and experience of peak emotion to music. Nature 
Neuroscience,14(2), 257-264. 
Proceedings of the 25th Anniversary Conference of the European Society for the Cognitive Sciences of Music, 31 July-4 August 2017, Ghent, Belgium 
Van Dyck, E. (Editor) 
 
 17 
Salimpoor, V., Benovoy, M., Longo, G., Cooperstock, J. R., & 
Zatorre, R. J. (2009). The rewarding aspects of music listening 
are related to degrees of emotional arousal. PLoS ONE, 4(10), 
e7487. 
Schellenberg, E. G., Peretz, I., & Vieillard, S. (2008). Liking for 
happy and sad sounding music: Effects of exposure. Cognition 
and Emotion, 22(2), 218-237. 
Sloboda, J. A. (1991). Music structure and emotional response: Some 
empirical findings. Psychology of Music, 19(2), 110-120. 
Sloboda J. A., O'Neill S. A., & Ivaldi A. (2001). Functions  of music 
in everyday life: An exploratory study using the experience 
sampling method. Musicae Scientiae, 5(1), 9–32. 
Sutherland, M. E., Grewe, O., Egermann, H., Nagel, F., Kopiez, R., 
& Altenmuller, E. (2009). The influence of social situations on 
music listening. Annals of the New York Academy of Sciences, 
11691(1), 363-367. 
Wassiliwizky, E., Wagner, V., & Jacobsen, T. (2015). Art- elicited 
chills indicate states of being moved. Psychology of Aesthetics, 
Creativity, and the Arts, 9(4), 405-416. 
Vuoskoski, J., & Eerola, T. E. (2017). The pleasure evoked by sad 
music is mediated by feelings of being moved. Frontiers in 
Psychology, 8, 439. 
Zajonc, R. B. (1968). Attitudinal effects of mere exposure. Journal 
of Personality and Social Psychology, 9(2), 1-27. 
Zentner, M., Grandjean, D., & Scherer, K. (2008). Emotions evoked 
by the sound of music: Characterization, classification, and 
measurement. Emotion, 8(4), 494-521. 
Wassiliwizky, E., Jacobsen, T., Heinrich, J., Schneiderbauer, M., & 
Menninghaus, W. (2017). Tears falling on goosebumps: Co-
occurrence of emotional lacrimation and emotional piloerection 
indicates a psychophysiological climax in emotional arousal. 
Frontiers in Psychology, 8, 41. 
 
 
Proceedings of the 25th Anniversary Conference of the European Society for the Cognitive Sciences of Music, 31 July-4 August 2017, Ghent, Belgium 
Van Dyck, E. (Editor) 
 
 18 
The Relationship Between Musical Structure and Emotion in Classical Piano Scores: 
A Case Study on the Theme of La Folia 
Erica Bisesi*#1, Petri Toiviainen§2 
*Department of Speech, Music and Hearing, KTH, Stockholm, Sweden  
#Department of Musicology, Comenius University, Bratislava, Slovakia 
§Department of Music, University of Jyväskylä, Jyväskylä, Finland 
1bisesi@kth.se, 2petri.toiviainen@jyu.fi 
 
ABSTRACT 
We explored the relationship between musical structure and emotion 
on different variations of La Folia – a musical theme of Portuguese 
origin based on a standard harmonic progression. Our approach aims 
to extend previous research by investigating more factors and 
comparing different models for music emotion. In a pilot study, 12 
participants rated the emotion associated to the stimuli on a graduate 
scale from 1 to 10, according to 3 different models for music emotion: 
the valence/arousal-based emotion model (Russell, 1980), a discrete 
emotion approach (Izard, 1972), and the Geneva Emotional Music 
Scale (GEMS) (Zentner et al., 2008). Stimuli were commercial 
recordings of the first 8 bars of 32 variations of the Theme of La 
Folia by A. Scarlatti, C. P. E. Bach, S. Rachmaninov and F. Liszt, 
with different combinations of 9 factors that were judged and 
averaged by 2 musical experts using a 5-point rating scale. 
Preliminary results are: (i) there exist significant correlations 
between structural parameters and descriptors for emotions in all of 
the models; (ii) correlations between structure and emotion are more 
remarkable for the valence/arousal-based emotion model and for the 
GEMS model, and are higher for register, note density, dynamics, 
accentuation and articulation; (iii) agreement among raters for the 
DES model is significantly lower than for the other two models. On 
the base of these results, we planned two new experiments focussing 
only on the valence/arousal-based emotion model and on the first-
order GEMS model. They are: a second listening test based on a real 
music design (20 out of the previously selected 32 stimuli, 
corresponding to pieces featuring more extreme variability in the 
musical structure, with different combinations of 21 factors), and a 
new listening test based on a controlled and balanced design (24 
variations with selected combinations of 4 factors, arranged and 
recorded in a deadpan performance by the first author). 24 
participants (12 musicians and 12 non-musicians) have been 
involved in the current study, following the same procedure outlined 
above. We expect to extend understanding on the relationship 
between structure and emotion following more accurate, 
computational analyses of musical features, as well as by defining 
new predictors for emotion that are more appropriate for specific 
musical style(s) – like factorial analysis or multidimensional scaling. 
I. INTRODUCTION 
How does music emotion depend on structure beyond 
mode and tempo? Clynes (1977) related the emotional quality 
of an event to its loudness and tempo contours. Sloboda (1991) 
related structural elements such as sequences and unexpected 
harmonies to emotional responses. Juslin (2000) explored the 
relationship between basic emotions and the musical surface 
(tempo, dynamics, articulation). Juslin et al. (2002) presented 
a computational model of expression in music performance 
where generative structure rules, emotional expression and 
movement principles are integrated in a common picture 
(GERM model). Gomez & Danuser (2007) examined 
relationships between several structural features and both self-
reports of felt pleasantness and arousal and different 
physiological measures. Zbikowski (2010) explored 
relationships between remarkable passages (dissonances, 
modulations) and emotion. Previous studies exhibit several 
limitations, e.g. some musical factors (highly dissonant 
harmony, unfamiliar rhythmic patterns) were not represented, 
correlation between factors poorly considered, and verbal 
reports not regarded. The question may be also clarified by 
separating emotion in notated music into immanent emotion 
(emotion that is latent in the score) and performed emotion 
(emotion that is contributed by the individual performer). We 
have been applying the same distinction to musical accents, 
defined generally as events that attract attention; immanent 
accents occur at phrase onsets, downbeats, melodic peaks and 
harmonic dissonances, while performed accents may be 
agogic, dynamic, articulatory or timbral (Bisesi & Parncutt, 
2011; Friberg & Bisesi, 2014; Bisesi et al., paper in 
preparation). 
Classical models of music emotion include dimensional 
approaches (classification of emotions as a mixture of two 
core dimensions, valence and arousal, representing pleasure-
displeasure and activation-deactivation continuums that are 
orthogonally situated in the affective space; Thayer, 1989; 
Watson & Tellegen, 1985), the circumplex model (Russel, 
1980), categorical approaches (discrete sets of universal and 
innate basic emotions, which typically include fear, anger, 
disgust, sadness, and happiness, but may also include 
emotions such as shame, embarrassment, contempt, and guilt; 
Ekman, 1999; Izard, 1972; Juslin, 2001; clusters of words 
grouped by similarity of meaning; Hevner, 1936; Farnsworth, 
1954; Schubert, 2003; Zentner et. al., 2008). Following a 
different perspective, recent approaches to the study of 
emotion stressed the importance of grounded cognition 
(focussing on mental representations), enactivism and 
embodied cognition (focussing on the dynamic interaction 
between an acting organism and its environment) (Barsalou, 
2008; Clark, 2016; Colombetti, 2013; Hotton & Yoshimi, 
2010; Pessoa, 2013; Varela et al., 1991). 
II. AIMS 
We explore the relationship between musical structure and 
emotion on different variations of La Folia – a musical theme 
of Portuguese origin based on a standard harmonic 
progression, a slow sarabande in triple meter serving as 
‘bookends’ for a set of variations within which both the meter, 
the melodic line, and the chord type may vary (Figure 1). 
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Figure 1.  The musical Theme of La Folia. 
We aim to extend previous research on music emotion by 
(i) investigating a larger number of factors that might affect 
emotional responses, and by (ii) comparing different models 
of music emotion. 
III. METHOD 
In this paper, we present the results of a pilot study 
consisting in a listening test of commercial recordings of 
different variations on the Theme of La Folia. That study was 
double-aimed: to provide a preliminary overview of the main 
factors influencing the emotional response beyond mode and 
tempo, and to compare three different models of music 
emotion: the valence/arousal-based emotion model (Russell, 
1980), a discrete emotion approach (Izard’s Differential 
Emotional Scale (DES); Izard, 1972), and the Geneva 
Emotional Music Scale (GEMS) (Zentner et al., 2008). 
1)  Stimuli. Commercial recordings of the first 8 bars of 32 
variations of the Theme of La Folia, composed in 4 different 
musical styles: 10 Baroque-style variations by A. Scarlatti (29 
Partite sopra l’aria della Follia), 6 Classical-style variations 
by C. P. E. Bach (12 Variationen über die Folie d’Espagne), 5 
Romantic-style variations by F. Liszt (Rhapsodie Espagnole. 
Folies d’Espagne et Jota aragonesa), and 11 post-Romantic 
style variations by S. Rachmaninov (Variations on a Theme of 
Corelli, Op. 42) (see Table 1). To select the stimuli, we 
conducted a preliminary listening test where we asked 1 non-
musician and 1 amateur musician to describe all of the 
variations included in the 4 compositions listed above (81 in 
total) in terms of emotions; then we selected those variations 
that were associated to a higher number and variability of 
predictors for emotion. 
Table 1. Musical stimuli used in the study. 
Composer Var. No. Composer Var. No. 
A. Scarlatti 2 F. Liszt 1 
5 4 
9 8 
10 9 
12 12 
13 S. Rachmaninov Theme 
16 1 
19 5 
20 6 
24 9 
C. P. E. Bach 1 10 
3 12 
5 14 
7 17 
8 18 
9 19 
2)  Music Analysis. We performed intuitive analyses of all 
of the pieces, focusing on 9 different features in the structure 
and/or in the performance: harmonic dissonance, melodic 
range, register, complexity of rhythmic figuration, note 
density, tempo, dynamics, accentuation, and articulation. 
Selection of the musical features was based on previous work 
(see Gabrielsson & Juslin, 2003). Features were judged and 
averaged by 2 musical experts using a 5-point rating scale 
ranging as follows for each feature: harmonic dissonance (1 = 
consonant, 5 = dissonant), melodic range (1 = narrow, 10 = 
wide), register (1 = low, 10 = high), complexity of rhythmic 
figuration (1 = simple, 10 = complex), note density (1 = low, 
5 = high), tempo (1 = slow, 5 = fast), dynamics (1 = soft, 5 = 
loud), accentuation (1 = light, 5 = heavy), articulation (1 = 
legato, 5 = staccato). The two musical experts were a 
musicologist who is also a professional pianist, and an expert 
musicologist who is also an amateur pianist.  
3)  Participants. 12 participants: 6 musicians and 6 non-
musicians, age = 53.33 ± 29.44%, 7 males and 5 females, 2 
German speakers and 10 Italian speakers. 
4)  Procedure. Stimuli were randomly presented on the 
computer screen in a 4-stage procedure by means of an 
interface developed in Psychopy, an open-source platform in 
Python for running psychology and neuroscience experiments. 
Both the instructions, the tasks and the predictors for emotion 
were presented to the participants in their mother language. 
Each stage corresponded to a different emotion model: (1) the 
valence/arousal-based emotion model (2 predictors for 
emotion: valence and arousal; Russell, 1980), (2) the DES 
scale (10 predictors: anger, contempt, disgust, fear, guilt, 
interest, joy, sadness, surprise, shame; Izard, 1972), (3a) the 
first-order GEMS model (9 predictors: joyful activation, 
nostalgia, peacefulness, power, sadness, tenderness, tension, 
transcendence, wonder; Zentner et al., 2008), and (3b) the 
itemized GEMS model (43 predictors: admiring, affectionate, 
agitated, allured, amazed, amused, animated, calm, dancing, 
dazzled, dreamy, energetic, fascinated, feeling of spirituality, 
feeling of transcendence, fiery, happy, heroic, impatient, in 
love, inspired, irritated, joyful, meditative, melancholic, 
moved, nervous, nostalgic, overwhelmed, relaxed, sad, 
sensual, sentimental, serene, softened-up, soothed, stimulated, 
strong, tearful, tender, tense, thrills, triumphant; Zentner et al., 
2008). In stages from 1 to 3, participants were asked to rate 
the emotion associated to each piece on a point scale from 1 to 
10. In stage 4, they were asked to select the 5 words that they 
thought better described the emotion associated to the piece, 
and rate the selected words on a point-scale from 1 to 3. In 
order to get used to the tasks, participants received first a 
practice trial with only two stimuli. 
IV. RESULTS 
A. Agreement Among Raters 
The agreement among the raters in terms of the individual 
variation is estimated by the average Pearson’s correlation r 
between all pairs of raters across all music examples, see 
Table 2. Regarding the GEMS model, a new list of first-order 
factors has been defined by refactorizing the 43 adjectives 
investigated in Task 4 inside the 9 first-order factors they 
belong to (cf. Figure 2 in Zentner et al., 2008). In general, the 
agreement among raters is quite low, indicating a possible 
overlapping of descriptors for music emotion for pieces 
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exhibiting similar structure. Note that the agreement among 
raters in the refactorized GEMS model is higher than in the 
ultimate first-order GEMS model. Note also that the 
agreement among raters in Task 2 is comparatively lower than 
in Tasks 1, 3 and 4, indicating that the DES model is 
presumably less appropriate to describe musical emotion. 
Table 2. Average Pearson’s correlation r between all pairs of 
raters, across all of the music examples, and for all of the models 
for music emotion (V/A: valence/arousal model; DES: 
Differential Emotion Scale; GEMS: Geneva Emotional Scale). 
Average Pairwise Correlation r 
Task 1 (V/A) Task 2 (DES) 
valence .24 anger .22 
arousal .40 contempt .08 
 disgust .05 
fear .10 
guilt .09 
interest .04 
joy .10 
sadness .27 
surprise .04 
shame .09 
Task 3 (first-order GEMS) Task 4 (refactorized GEMS) 
joyful activation  .20 fjoyful activation  .27 
nostalgia .23 fnostalgia .39 
peacefulness .16 fpeacefulness .36 
power .27 fpower .36 
sadness .23 fsadness .14 
tenderness .32 ftenderness .09 
tension .17 ftension .32 
transcendence .14 ftranscendence .03 
wonder .01 fwonder -.02 
B. Main Effects 
For all of the tasks, we performed 2-way repeated-
measures ANOVA on factors Piece and Emotion. Results are 
reported in Table 3. As predictors for emotion in Task 4, we 
used the new set of 9 first-order factors resulting from the 
refactorization of the 43 adjectives rated by the participants 
during Task 4 (cf. Figure 2 in Zentner et al., 2008). In Task 1, 
all of the factors Piece, Emotion and Piece x Emotion are 
significant at the 95% confidence level (p < 0.05), while in 
Tasks 2 and 3 only the factors Emotion and Piece x Emotion 
are significant at the same level. As an example, Figures 2 
reports mean ratings to predictors for emotion in Task 1. The 
vertical bars denote a 0.95 confidence interval. Note the high 
variability in the average ratings across the stimuli. 
C. Correlations Between Musical Structure and Emotion 
Table 4 shows correlations between emotions and 
structural/expressive features. Values that are significant at p 
< 0.05 are indicated in red. In general, Models 1 and 3 (i.e. the 
valence/arousal and the first-order GEMS model) display a 
larger number of significant correlations between structure 
and emotion. 
 
 
 
Table 3. Two-way repeated-measures ANOVA for all of the tasks. 
η2P is the estimation of the effect size.  
 Task 
1 (V/A) 2 (DES) 
Effect F p F p 
Piece 5.97 <.001 .59 .96 
Emotion 37.46 <.001 92.65 <.001 
Piece x Emotion 2.99 <.001 1.89 <.001 
Effect size η2P 
Piece .34 .05 
Emotion .09 .21 
Piece x Emotion .21 .14 
 
3 (first-order 
GEMS) 
4 (refactorized 
GEMS ) 
 F p F p 
Piece .90 .63 1.25 .17 
Emotion 55.43 <.001 72.03 <.001 
Piece x Emotion 3.16 <.001 4.65 <.001 
Effect size η2P 
Piece .07 .1 
Emotion .14 .17 
Piece x Emotion .22 .29 
 
Figure 2. Mean ratings for predictors in Task 1. 
V. CONCLUSION AND FUTURE 
IMPROVEMENTS 
Our pilot study indicates that there exist significant 
correlations between structural parameters and descriptors for 
emotions in all of the models. Correlations between structure 
and emotion are more remarkable for the valence/arousal-
based emotion model and for the first-order GEMS model, 
and are higher for register (higher valence and joyful 
activation), note density (higher arousal and power, lower 
peacefulness and sadness), tempo (higher arousal and power, 
lower peacefulness), dynamics (higher arousal and power), 
accentuation (higher arousal, anger, power and tension, and 
lower tenderness), and articulation (higher arousal and power, 
lower sadness and nostalgia). When refactorizing the 43 
items-based GEMS model inside the 9 first-order factors these 
items belong to, new correlations between structure and 
emotion emerge. These correlations are in principle consistent  
TASK 1 
Current effect:  F(31, 352) = 2.99; p=<.001
(error bars indicate 95% confidence intervals)
 valence
 arousal
1 4 7 10 13 16 19 22 25 28 31
piece
1
2
3
4
5
6
7
8
9
10
ra
ti
ng
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Table 4. Correlations between emotion and structural/expressive features for the three models considered in the study. Values whose 
significance is higher than 95% are printed in red. Significant correlations/anticorrelations whose absolute value is higher than .25 are 
enlightened in grey. 
 
compared to the first-order GEMS model, although somehow 
different and overall higher. To interpret this result, given the 
different procedures adopted to rate emotions in Tasks 3 and 4, 
a more refined statistical analysis is required. The DES model 
performs worse also in terms of agreement among raters, 
since the average Pearson’s correlation between all pairs of 
informants and across all music examples is comparatively 
lower than for Models 1 and 3. In general, both the agreement 
among raters and correlations between structure and emotion 
are quite low for all of the models, indicating a possible 
overlapping of descriptors for music emotion. These effects 
might be related to the circumstance that all of the models of 
Model Emotion harmonic dissonance melodic range register rhythmic figuration note density tempo dynamics accentuation articulation
1 valence -0.07 0.18 0.30 0.09 0.23 0.18 0.23 0.14 0.18
arousal 0.17 0.24 0.18 0.18 0.48 0.48 0.38 0.43 0.35
2 anger 0.14 0.05 -0.10 0.05 0.11 0.21 0.22 0.29 0.18
contempt 0.12 -0.08 -0.18 0.03 -0.06 0.08 0.05 0.14 0.09
disgust 0.12 -0.12 -0.19 -0.02 -0.09 0.02 -0.00 0.07 0.04
fear 0.11 -0.00 -0.08 -0.01 0.09 0.12 0.02 0.10 0.10
guilt 0.03 -0.10 -0.13 -0.04 -0.13 -0.04 -0.01 0.01 -0.04
interest -0.04 0.06 0.09 0.02 0.07 0.03 0.08 0.02 0.03
joy -0.08 0.12 0.20 0.07 0.14 0.06 0.07 0.02 0.05
sadness -0.11 -0.11 -0.05 -0.13 -0.23 -0.23 -0.13 -0.23 -0.29
shame 0.08 -0.07 -0.10 -0.02 -0.09 -0.05 -0.07 -0.04 -0.06
surprise -0.01 0.10 0.09 0.04 0.17 0.08 0.04 0.05 0.05
3 joyful activation -0.06 0.16 0.25 0.08 0.23 0.21 0.23 0.15 0.18
nostalgia -0.15 -0.13 0.03 -0.08 -0.23 -0.20 -0.13 -0.23 -0.27
peacefulness -0.10 -0.12 -0.01 -0.04 -0.25 -0.27 -0.15 -0.24 -0.24
power 0.11 0.20 0.13 0.13 0.32 0.35 0.36 0.37 0.29
sadness -0.04 -0.22 -0.12 -0.10 -0.26 -0.24 -0.20 -0.20 -0.20
tenderness -0.17 -0.05 0.04 -0.15 -0.15 -0.19 -0.20 -0.32 -0.22
tension 0.19 0.05 -0.01 0.12 0.23 0.23 0.15 0.29 0.22
transccendence 0.01 -0.06 -0.03 0.00 -0.14 -0.17 -0.08 -0.14 -0.22
wonder 0.07 0.00 0.06 0.06 0.04 0.01 0.02 0.02 -0.01
fjoyful activation -0.04 0.18 0.20 -0.01 0.30 0.23 0.10 0.10 0.29
fnostalgia -0.19 -0.19 -0.08 -0.19 -0.37 -0.41 -0.26 -0.43 -0.42
fpeacefulness -0.17 -0.19 -0.10 -0.19 -0.38 -0.39 -0.26 -0.41 -0.42
fpower 0.12 0.11 0.03 0.18 0.16 0.34 0.49 0.47 0.24
fsadness -0.11 -0.17 -0.13 -0.10 -0.24 -0.25 -0.22 -0.21 -0.19
ftenderness -0.12 -0.03 0.03 -0.03 -0.18 -0.18 -0.15 -0.22 -0.19
ftension 0.30 0.07 -0.06 0.08 0.35 0.24 0.02 0.26 0.31
ftransccendence 0.03 -0.06 -0.07 0.04 -0.12 -0.03 0.00 -0.02 -0.09
fwonder -0.02 0.10 0.06 0.00 0.11 0.06 -0.01 -0.01 -0.01
4 admiring -0.03 0.04 0.01 -0.01 -0.01 0.05 0.04 0.03 -0.08
affectionate -0.06 0.02 0.07 -0.03 -0.06 -0.07 -0.08 -0.14 -0.09
agitated 0.18 0.07 -0.02 0.04 0.32 0.15 0.00 0.17 0.18
allured 0.06 -0.01 -0.01 0.06 0.06 -0.02 -0.07 0.02 0.10
amazed 0.06 -0.04 -0.04 0.04 0.02 -0.01 -0.06 -0.02 -0.02
amused -0.03 0.07 0.16 -0.02 0.11 0.03 -0.04 -0.04 0.13
animated 0.06 0.16 0.09 -0.00 0.41 0.32 0.15 0.23 0.24
calm -0.14 -0.14 -0.11 -0.21 -0.33 -0.33 -0.24 -0.37 -0.36
dancing -0.02 0.07 0.13 0.10 0.01 -0.03 -0.02 -0.04 0.06
dazzled -0.05 0.10 0.01 -0.03 0.12 0.11 0.00 -0.02 0.01
dreamy -0.10 -0.07 0.04 -0.07 -0.12 -0.17 -0.14 -0.21 -0.23
energetic 0.12 0.09 -0.01 0.07 0.30 0.36 0.31 0.39 0.24
fascinated -0.01 0.03 0.06 0.02 0.04 0.07 0.03 0.03 -0.03
feeling of  spirituality 0.05 -0.06 -0.00 0.06 -0.11 -0.05 -0.01 -0.04 -0.08
feeling of  transcendence -0.04 -0.04 -0.00 0.00 -0.10 -0.07 0.03 -0.02 -0.03
fiery 0.13 0.05 0.04 0.12 0.09 0.17 0.25 0.21 0.12
happy -0.04 0.12 0.07 -0.04 0.08 0.03 0.01 -0.03 0.03
heroic -0.01 0.08 0.04 0.17 -0.01 0.10 0.27 0.20 0.05
impatient 0.14 0.02 0.03 0.08 0.20 0.10 0.02 0.16 0.13
in love -0.04 0.02 0.07 0.06 -0.01 -0.01 0.00 -0.03 -0.04
inspired -0.07 -0.05 -0.07 -0.09 -0.10 -0.13 -0.12 -0.17 -0.23
irritated 0.32 -0.03 -0.21 0.07 0.09 0.13 -0.05 0.15 0.20
joyful -0.08 0.05 0.13 -0.07 0.09 0.10 0.05 -0.02 0.12
meditative -0.07 -0.14 -0.13 -0.12 -0.26 -0.29 -0.17 -0.25 -0.25
melancholic -0.11 -0.13 -0.10 -0.12 -0.28 -0.31 -0.18 -0.29 -0.24
moved -0.03 0.03 0.04 -0.01 0.01 -0.03 -0.00 -0.00 -0.03
nervous 0.21 0.11 -0.02 -0.01 0.32 0.27 0.04 0.19 0.29
nostalgic -0.13 -0.16 -0.13 -0.19 -0.32 -0.35 -0.23 -0.35 -0.35
overwhelmed 0.18 -0.06 0.00 0.04 0.01 0.14 0.09 0.12 0.08
relaxed -0.04 0.02 0.01 0.02 -0.02 -0.00 -0.02 -0.07 -0.03
sad -0.09 -0.16 -0.11 -0.06 -0.21 -0.22 -0.19 -0.18 -0.16
sensual -0.06 0.02 0.02 0.01 -0.06 -0.04 -0.04 -0.06 -0.05
sentimental -0.14 -0.11 -0.02 -0.10 -0.22 -0.17 -0.07 -0.18 -0.21
serene -0.04 0.03 0.02 -0.05 -0.06 -0.04 0.01 -0.06 -0.05
softened-up -0.08 -0.05 -0.05 -0.11 -0.18 -0.19 -0.12 -0.21 -0.17
soothed -0.06 -0.13 0.01 -0.00 -0.16 -0.11 -0.05 -0.07 -0.13
stimulated -0.06 0.10 0.01 -0.04 0.08 0.13 0.07 0.06 0.20
strong 0.05 0.03 -0.05 0.03 0.01 0.17 0.26 0.23 0.14
tearful -0.10 -0.10 -0.10 -0.15 -0.18 -0.18 -0.16 -0.18 -0.17
tender -0.06 -0.10 -0.03 -0.01 -0.16 -0.16 -0.14 -0.13 -0.16
tense 0.04 0.02 0.02 0.06 0.03 0.02 0.02 0.08 0.10
thrills -0.02 0.08 -0.06 0.11 0.03 0.04 0.06 0.09 0.08
triumphant 0.01 0.05 0.07 0.14 -0.02 0.05 0.26 0.21 0.07
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music emotion considered in this study have been defined 
over a wide spectrum of musical genres, while we are 
focussing on only one musical genre – even though 
considering different variations of the same theme. Future 
improvements might include deeper investigation of this 
aspect, e.g. by means of factorial analysis or multidimensional 
scaling. 
On the base of these preliminary results, we planned to 
perform a more rigorous study, differing from the pilot test in 
two main aspects: first, the DES model and the 43 words-
based GEMS model are no more being included; second, our 
current study consists in a more complex design including two 
separate experiments, each of which is more accurate in terms 
of both selection of stimuli (only the previous pieces featuring 
the most extreme variability in the musical structure are being 
considered, and new pieces have been expressly composed as 
well), and parameterization in terms of musical structure and 
expression (analysis of features by means of Humdrum 
(Huron, 1995), Director Musices (Bisesi, Friberg and Parncutt, 
paper in preparation), the Margulis (2005) model of melodic 
expectation, and the MIR Toolbox (Lartillot, 2014)). The first 
experiment is an updated listening test based on a real music 
design, with only 20 of the former 32 commercial recordings 
and a selection of 21 features (harmonic unfamiliarity, 
roughness and inharmonicity, harmonic surprise, harmonic 
tension, tonal clarity, melodic size, melodic range, melodic 
tension, register, complexity of rhythmic figuration, note 
density, tempo, tempo variations, dynamics, dynamics 
variations, metrical, melodic and harmonic accentuation, 
articulation, and entropy). The second experiment is a new 
listening test based on a controlled and balanced design, 
where 24 variations with selected combinations of 4 factors 
are arranged and recorded in a deadpan performance by the 
first author (average pitch variation / register, harmonic 
tension, rhythmic complexity, note density). Participants are 
12 musicians and 12 non-musicians, who have been asking to 
rate each piece on a rating scale from 1 to 5 in terms of the 11 
predictors for music emotion included in Models 1 and 3. 
Results will be presented at the conference. 
We expect that the updated design will extend our 
understanding on the relationship between structure and 
emotion, by including a list of features larger than considered 
before, as well as by predicting a more specific, style-
dependent set of predictors for music emotion. Our approach 
links together music theory/analysis, music psychology and 
empirical aesthetics. We are challenging these three 
disciplines to work more closely together and take each 
other’s ideas and methods more seriously. 
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ABSTRACT 
Interactive installations are complex cultural objects. They can be 
examined from different perspectives, some of which show 
interesting overlaps. This study approaches a multimodal interactive 
installation for collaborative music making called BilliArT from the 
viewpoints of conservation, aesthetic experience and artistic design. 
The long-term goal is to achieve a better understanding of how 
people engage with interactive installations, and ultimately derive an 
ontology for interactive art – that can be usefully used by art 
historians/critics, conservators and artists. This article presents 
preliminary results on the users’ rating of their experience with the 
installation, and on the effect on mood. 
I. INTRODUCTION 
 
Recent technological evolution has produced a large 
variety of tools in the area of ``multimedia''. Capturing, 
tracking and recording devices; software to process, 
manipulate and store single files or large projects; have had a 
great impact on our environment thanks to their low access 
threshold (they are available, affordable and novice user 
friendly). As it is often the case with emerging technologies, 
multimedia has appealed artists and creative people, who have 
largely explored its expressive potential, and have 
successfully integrated its language in their practice.  
Installations are complex objects. They present complexity 
at a technological level, raising questions about their survival 
over time, due to failure and obsolescence of the components, 
but also to the lack of a standard notation to represent their 
assemblage and the dynamic interaction of the parts. And they 
present complexity at cultural level, because they elude closed 
definitions and resist categorisation (the all-inclusive class of 
``installations'' is not very useful to any further degree of 
analysis and discussion), and they address the public in ways 
that are often substantially different than that of ``traditional'' 
art forms: site specificity, dynamicity, interaction, are not just 
“flavours” added to an installation, they are structural 
elements in the expressive language. Capturing, describing, 
understanding and preserving installation art is therefore an 
open problem, where urgency is a pressing factor considering 
the short life expectancy of installations (Bressan et al. 2017). 
We move from the assumption that in the rich and 
diversified landscape of studies around artistic installations, 
some approaches to the observation and analysis of the 
installation can overlap across critical and conservative aims – 
as well as artistic aims. In particular, there is a lot of space for 
novel systematic exploration around interactive installations, 
and it is our opinion that, at this stage, for example questions 
asked by an artist to improve his own work can trigger a new 
idea in the process of conservation. This is especially true for 
two aspects of interactive installations that are not fully 
understood yet – unlike the description and archiving of the 
installations as “objects” per se, which is being successfully 
done by museums and conservation institutes. These two 
aspects are: interaction and the user’s experience. This study 
follows the line of other studies in the music field, where 
music-based interaction is currently being addressed from a 
wide range of perspectives, in relation to expression, gestures 
and social and cultural contexts. It is an exploratory study 
where different methods are used to analyse an installation, 
trying to answer questions about its conservation, the nature 
of the user’s experience, and the artistic design. 
The long-term goal is to achieve a better understanding of 
how people engage with interactive installations, and 
ultimately derive an ontology for interactive art – that can be 
equally used (agreed upon, understood and usefully applied) 
by art historians/critics, conservators and artists. This article 
presents a set of results from an explorative study conducted 
on a real life installation called BilliArT. BilliArT is a 
dynamic system in which generative music emerges from the 
interaction of the participants with a standard carom billiard 
table. The installation was first presented to the public in 2013 
and it was re-installed in a laboratory setting in 2015 for this 
experiment. A large set of data has been collected and 
processed: in this article, we present two preliminary results, 
about the users rating of their experience with BilliArT, and 
about the effect of BilliArT on mood. Section 2 describes the 
installation and the technical setup. Section 3 describes the 
experiment and the data.   
II. BILLIART 
BilliArT is a dynamic system in which generative music 
emerges from the interaction of the participants with a 
standard carom billiard table. It was developed by Tim Vets at 
Ghent University, and first presented to the public in 2013 
(Saenen et al. 2014). The installation features a jazz-inspired 
“algomorphic” approach to real-time music composition, 
combining sampled traditional jazz instruments (guitar, bass, 
drums) with their electronically manipulated counterparts.. 
BilliArT presents the user with an interface that is familiar to 
most people, a billiard table: no musical training is required to 
make music with BilliArT, as the composition unfolds as the 
game of billiards evolves. However, standard billiard rules 
don’t need to be respected, both to eliminate the requirement 
of having to know the rules, and to allow a greater degree of 
freedom in the exploration of sounds (for example the players 
can manipulate the balls with their hands, block their free roll 
or redirect them – but they cannot lift them from the table or 
remove them from the playing area). There is no standard 
playing duration and one or more people can play together. In 
this study, though, we experimented with a single-user 
interaction (Fig. 1).  
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The installation represents a unique case study for 
scientific investigation because it was specifically designed to 
be an artistic work as well as a measuring tool. It is a broad 
idea, but practically it means that the installation allows for an 
experimental setup to be built around it, by fulfilling a list of 
requirements: for example, the size of the system must fit in 
the lab; the duration of the interaction must allow observation 
without being hours long, and of course the laboratory 
paraphernalia must not interfere with the artistic experience of 
the system. In this sense, the close collaboration of the artist 
has been valuable and necessary. Nobody else can have the 
authority to judge about the impact that a small decision can 
have on the desired effect of the installation – unless 
mandated by the artist himself. Getting the artists personally 
involved is generally a great asset to the project (Guggenheim 
2003), but it’s not always possible (for reasons including 
geographical distance, overbooking, unavailability, lack of 
interest, untimely passing, etc.). In our case, not only did the 
artist participate in the experimental design, but helped with 
the planning of the data collection and analysis thanks to his 
in-depth knowledge of the technical setup of the installation. 
For a detailed description of the technical setup, see Vets et al. 
2017; in the next Section we present a concise description of 
how the installation works.  
 
 
 
Fig. 1. Participant interacting with BilliArT. 
III. EXPERIMENTAL 
With this experiment we aimed to explore different aspects 
of the installation. The spectrum of questions that can be 
asked is unlimited, and sometimes very interesting input 
comes from questions that artists ask about their work, which 
– just like scientific questions – may necessitate systematic 
observation and sophisticated answers. For example, when a 
new work is ready, the artist is normally interested in the 
public’s reaction because it is revealing of the effectiveness of 
his concept: “we could compare an artist with a scientist who 
is testing a certain hypothesis” (Reber 2008). The artist wants 
“to verify end-user acceptance and overall system 
[effectiveness] and to get feedback to inform future design” 
(Abowd & Mynatt 2000), which is the same approach used in 
the evaluation of interactive systems (a well developed field in 
engineering, for example (Bellotti et al. 2013).   
In the case of BilliArT, the system is “dormant” until a user 
interacts with it by moving one of the three balls available on 
the table. The balls movement is tracked by a motion capture 
system and translated to sound. The mapping with which this 
occurs is not straightforward and (intentionally) difficult for 
the user to figure out. Parameters like the balls speed and 
direction contribute to the production of the sound, which can 
be perceptually described as a continuous texture (Vets et al. 
2017) of guitar and percussive sounds.  
Each player had one minute time to familiarise with the 
system, and then they proceeded with a playing session (real-
time composition) without any time limit. The data that have 
been collected include:  
 
• Video recording: each game was recorded with two 
fixed cameras: one on the side of the table, in the corner 
of the room, and one facing down from the ceiling, above 
the centre of the billiard table, to capture the balls 
movements.  
• Audio recording: the sonic output (the musical 
composition) was recorded directly from the line-out of 
the sound card mixing and redirecting the pre-recorded 
samples and the synthesised sounds to the speakers; the 
audio is also contained in the side video recording, 
providing an additional audio cue to align the video with 
the high-quality audio, besides the visual cue of the balls 
movement. 
• Motion capture data log: the data log from the motion 
capture system was saved for each game, allowing for 
quantitative analyses on the games attributes such as 
exact duration and Quantity of Motion (Bressan et al. 
2018); 
• Questionnaire: a semi-structured anonymous 
questionnaire requiring the participants to fill in some 
question right before and some questions right after the 
playing session; 
• Interview: a semi-structured interview was carried out 
(and audio-recorded) right after the playing session. 
 
There was some intentional redundancy in the data, aimed 
at integrating eventual missing data (which was not necessary) 
and at the verification of the consistency of the data. For 
example, the balls trajectories were graphically reconstructed 
starting from the motion capture data log (Fig. 2) and 
superimposed to the video recording captured from the top of 
the table (to see how much noise was recorded by the motion 
capture system in the trajectories of the balls). 
 
 
Fig. 2. Graphical reconstruction of the balls trajectories using the 
motion capture data log. 
A. Familiarity with Interactive Installation Art 
The questionnaire was designed to cover the three areas of 
conservation, user experience and artistic design (detailed 
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description in Bressan et al. 2018). In the section for the 
general profiling of the participants (filled in before the game), 
we asked them to indicate whether they had previously had 
any experience with other interactive installations. In a binary 
quantisation, the answers “Yes, a little” and “Yes, quite a bit” 
were considered positive, “No, never” negative. Then, in the 
second part of the questionnaire (filled in after the game), the 
participants were asked to rate (on a scale from 1 to 7) pairs of 
opposite adjectives about aesthetic characteristics of the 
installation and their effect on the enjoyability of their 
experience with it. One of these pairs was “boring / exciting” 
(where 1 is “boring” and 7 is “exciting”). The data plotted in 
the bar chart (Fig. 3) combines these answers and tries to 
answer to the following question: ``Do previous experiences 
interacting with artistic installations influence how boring or 
exciting the experience with BilliArT is perceived?''. Is there 
something specific about interacting with an artistic 
installation that makes the excitement of engaging with them 
increase over time? Is engaging with art a specific type of 
experience (intellectual, aesthetic) where knowledge is formed 
or skills developed? And therefore: are specific requirements 
needed to make the most of the experience with an artistic 
installation? Of course crossing these data is not sufficient to 
give a solid answer, but looking into them is precisely the 
purpose of the exploratory study. Other answers in the 
questionnaire could expand the discussion on this issue, but 
the amount of data collected is so large and particularly 
diverse (audio, video, text, data logs), that cross-checking and 
mining it will be the work of the next year. The bar chart 
shows a clear tendency of participants to find their experience 
interacting with BilliArT more exciting if they have 
previously had experiences with other interactive installations. 
A small minority of participants who have had previous 
experiences said that their experience with BilliArT was 
“neutral”, and none found it “boring”. While even among 
participants who had never interacted with an installation 
before there is a preference for a positive evaluation. This 
suggests that there might be a connection between being 
familiar with the world of interactive installations art and the 
degree to which the interaction is enjoyable, but of course the 
quality of the design of the installation plays a role, so besides 
looking deeper into the other data in the questionnaire, we 
plan to replicate this experiment with installations other than 
BilliArT. And people who go out and visit art exhibitions 
might tend to score high in openness in a personality test 
(Chamorro et al. 2008), so a multidisciplinary approach 
involving psychology should probably be taken in serious 
consideration – for this question as well as the others relating 
to the user’s experience.   
B. Effect on Mood 
Right before and right after the playing session, all 
participants were asked to express the mood they were in 
using one or two words, in an empty text field (no suggestions) 
in the questionnaire. Some answers include “sleepy”, “a bit 
tired”, “agitated”, “calm” and “quite happy”. Processing the 
answers, we noticed that many words used by the participants 
recurred in many answers, increasing the motivation for a 
 
 
Fig. 3. Bar chart showing the participants’ rating of their 
experience with BilliArT. 
 
visualisation in the form of a word cloud. We created two 
word clouds with all the words used by the participants to 
express their mood before the game, and after the game (Fig. 
4). To do so, we first prepared a list of content words (in this 
case adjectives), discarding function words (including “a little 
bit”, “quite”, etc.); we also attributed an English translation to 
a Dutch term used by one of the participants (several Dutch 
native speakers, fluent in English, were consulted about this 
and there was 100% consensus on the choice, i.e. geprikkeld 
was translated as “excited”, with a positive connotation). The 
total number of unique words used is 19; the most recurrent 
word is “tired” (8 occurrences). A handful of words were used 
only once, so there isn't a “least” used word. Among the least 
recurring: “sick”, “playful”, “grumpy” and “vibrant”. The 
number of words can be greater than that of the participants 
because each participant can use more than one word to 
express how (s)he feels (expressions like “grumpy and a bit 
tired” will count as “grumpy” and “tired”). In this case it is 
lower (19) because many people shared the same words. 
This analysis revealed a difference between males and 
females. Before proceeding, it should be mentioned that the 
questionnaire only offered two choices to the participants, 
namely “male” and “female”, and that the authors are 
planning, together with experts in gender policies and studies, 
to implement in the next experiments a choice that reflects the 
current trends in gender categorisation. And that the 
application of a gender mainstreaming policy (European 
Commission 2008) is an intrinsic part of this project: one way 
of applying gender mainstreaming to gender non-related 
studies is to monitor gender representation in that field, and to 
pay attention to eventual differences among gender groups, 
without necessarily expecting any (i.e. no hypothesis).    
So we noticed that females showed a tendency to use more 
words than male to describe their mood, where ``more'' means 
that they formed longer propositions, for example “happy but 
a bit tired and stressed” instead of “good” or “sad”. The length 
of the propositions seem to reflect an attempt to describe more 
complex moods, or to describe them more precisely (even if 
not necessarily complex). Generally “more” words also means 
that females employ a larger vocabulary, but it is not always 
the case (in the word count after the game, males used a 
greater variety of words than females). It is worth noting that 
even if using a greater variety of words to compose longer 
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propositions is a reasonable expectation, it is not a necessary 
implication. By clustering the words used by females vs. 
males, before and after the game respectively, we noticed that 
the mood of females before the game was strongly dominated 
by negative feelings (especially “tired” and “stressed”). So we 
decided to proceed with a further subdivision, isolating three 
different factors: gender, before/after the game, valence of the 
words (positive/negative). There was no doubt about the word 
subdivision as a function of valence, i.e. there was never a 
question, in our judgement, whether a word should belong to 
one group rather than the other. 
 
Fig. 4. Word clouds expressing the mood of the participants 
before (top) and after (bottom) the game. 
 
 
 
 
The trend in the transition from before to after the game 
stands out as positive for both groups, although in slightly 
different ways because the starting situation was different. 
Females showed a pronounced negative state before the game, 
and used more words than males to describe it. After the game, 
the mood of females increased significantly (7 different 
negative words before the game, for a total of 15 recurrences, 
and only 2 words after the game, each recurring once). While 
males also showed a decrease in the negative words (from 2 to 
1), but in their case it is the positive words that increase in 
variety (5 different positive words before the game, for a total 
of 7 recurrences, and 8 words after the game, recurring 10 
times). In our estimation, the increase in the variety of words 
should be regarded as a positive indicator because the richness 
of the experienced inner state evokes a greater variety of 
adjectives to describe it. Targeted future studies might address 
the question whether there is a connection between a session 
(about 10 minutes) of interacting with an artistic installation 
(which is expected to stimulate curiosity and creativity) and 
an (even temporary) increased capacity to feel and to perceive 
richer nuances about the feelings. Besides feeding into studies 
in human psychology, which move away from the scope of 
this article, this information could be useful to inform the 
artistic design of installations with repeated or prolonged 
interaction. 
IV. CONCLUSIONS 
This article presented the preliminary results of an 
explorative study centred on interactive installation art. The 
initial assumption is that, at this stage of research, 
conservation and studies on aesthetic experiences share, 
together with artists, the same questions on how people 
interact with interactive installations today. Preliminary 
results show that the combination of different points of view 
allows to ask more articulated questions about installations, 
which is a step towards the definition of more sophisticated 
language and models to describe and archive them. 
ACKNOWLEDGMENT 
This work was partially supported by the European Union's 
Horizon 2020 research and innovation programme under the Marie 
Skłodowska-Curie grant agreement No. 703937 
REFERENCES 
Abowd, G., & Mynatt, E. (2000). Charting past, present, and future 
research in ubiquitous computing. ACM Transactions of 
Computer-Human Interaction, 7(1), 29-58. 
Bellotti, F., Lee, K. B. K., Moreno-Ger, P., & Berta, R. (2013). 
Assessment in and of serious games: An overview. Advances in 
Human-Computer Interaction 2013, 11.  
Bressan, F., Canazza, S., Vets, T., & Leman, M. (2017). 
Hermeneutic implications of cultural encoding: A reflection on 
audio recordings and interactive installation art. In Agosti, M., 
Bertini, M., Ferilli, S., Marinai, S., Orio, N. (Eds.), Digital 
Libraries and Multi- media Archives – Proceedings of the 12th 
Italian Research Conference on Digital Libraries (IRCDL 2016) 
(pp. 47-58). Procedia - Computer Sciences, Elsevier. 
Bressan, F., Finbow, A., Vets, T., Lesaffre, M., & Leman, M. (2018). 
Between artistic creativity and documentation: An experiment on 
interaction with an installation for music-making. In Proceedings 
of the 6th EAI International Conference: ArtsIT, Interactivity & 
Game Creation. 
Chamorro-Premuzic, T., Reimers, S., Hsu, A., & Ahmetoglu, G. 
(2011). Who art thou? Personality predictors of artistic 
preferences in a large UK sample: The importance of openness. 
British Journal of Psychology, 100(3), 501-516. 
European Commission (2008). Manual for gender mainstreaming. 
Employment, social inclusion and social protection policies, EU. 
Guggenheim Museum (2003). Permanence Through Change: The 
Variable Media Approach. New York, NY, Montreal; The 
Solomon R. Guggenheim Foundation and The Daniel Langlois 
Foundation for Art, Science, and Technology. 
Saenen, I., Bock, S.D., Abdou, E., Lambert, P., de Walle, R. V., Vets, 
T., Lesaffre, M., Demey, M., & Leman, M. (2014). BilliARt - 
AR carom billiards - exploration of an AR framework (pp. 636-
641). In HCI International 2014 - Posters Extended Abstracts. 
London: Springer. 
Reber, R. (2008). Art in its experience: Can empirical psychology 
help assess artistic value? Leonardo Journal, 41(4), 367-372. 
Vets, T., Nijs, L., Lesaffre, M., Moens, B., Bressan, F., Colpaert, P., 
Lambert, P., de Walle, R. V., Leman, M. (2017). Gamified music 
improvisation with billiart: A multi-modal installation with balls. 
Journal on Multimodal User Interfaces, 11(1), 25-38. 
Proceedings of the 25th Anniversary Conference of the European Society for the Cognitive Sciences of Music, 31 July-4 August 2017, Ghent, Belgium 
Van Dyck, E. (Editor) 
 27 
Shifting the Musical Beat to Influence Running Cadence 
Jeska Buhmann1, Bart Moens, Valerio Lorenzoni, Marc Leman 
IPEM, Ghent University, Belgium 
1jeska.buhmann@ugent.be 
 
ABSTRACT 
The use of music in the fields of sport and rehabilitation has been 
explored in several ways. Mostly, these studies have dealt with the 
effect of different types or genres of music and the difference 
between using synchronous or asynchronous music. Within the 
studies on synchronous music there is some discrepancy as to what is 
considered to be synchronous. This varies from music with a tempo 
in the range of the tempo belonging to a certain task, to music that is 
exactly matched in tempo to the task's tempo. The use of tempo-
matching music allows us to even do more fine-grained music 
alterations: shifting the beat to try to spontaneously manipulate a 
runner's cadence. Musical tempo has been shown to have an effect on 
running. Instead of changing running cadence by manipulating the 
musical tempo, we explored the possibility of manipulating cadence 
by changing the relative phase angle of the musical beat. Twenty-six 
recreational runners ran four minutes, nine times. The first minute of 
each 4-min sequence consisted of running without musical 
accompaniment. Running cadence was measured and the average 
cadence of the final 15 sec was used to select a musical track with 
matching tempo. In the following three minutes we tried to increase 
or decrease the runner's tempo up to 5%. Three different coupling 
strengths, meaning a small, medium or big timing difference between 
the beat and the footfall, were tested. The study revealed a significant 
main effect of the phase angle adjustment strategies on runners' 
cadence and velocity. Furthermore, a significant gender interaction 
effect was found for runners’ cadence adaptation. Women 
spontaneously increased or decreased their running tempo with the 
+5% and -5% target tempo conditions respectively. Men, however, 
could be sped-up, but not slowed-down more than the decrease in 
cadence that was already observed when the musical beats were 
perfectly synchronized with the footfalls. In addition to effects on 
kinematics, the results showed higher enjoyment levels with music 
than with metronome, and a decrease in enjoyment with the -5% 
tempo conditions. Being able to influence runners' cadence, velocity, 
and enjoyment through phase-shifted music is an interesting finding 
in the light of preventing and treating common running-related 
injuries. 
I. INTRODUCTION 
The use of rhythmic auditory stimulation (RAS) has been 
given a lot of attention in light of influencing cadence in 
running and cycling and in gait rehabilitation programs for e.g. 
patients with Parkinson's disease. Metronome sequences as 
well as music (with clear beats) can be applied for RAS. The 
main influencers of gait with metronomes are the sound and 
the frequency of the clicks. For music, however, not only the 
sound and frequency of the beats are important. Other music-
inherent qualities at micro-level (inter-beat period) and macro-
level (over the course of several beat periods) can influence 
people's walking or running cadence, as well as their 
motivation (Buhmann, Desmet, Moens, Van Dyck, & Leman, 
2016; Leman et al., 2013). 
Within sports and gait rehabilitation the tempo (cadence) 
and strength (e.g. step size) of movement are important 
variables for improving performance or preventing injuries. 
According to a review study by van Gent et al. (2007) running 
may cause injuries, especially to the lower extremities, 
ranging from 20-79% of incidences for non-elite runners. The 
knee is the predominant site for this type of injuries that are 
typically caused by overstriding. Therefore, a popular strategy 
for preventing knee injuries is to reduce step size by 
increasing running cadence (Heiderscheit, Chumanov, 
Michalski, Wille, & Ryan, 2011).  
Music is pre-eminently adequate to guide or spontaneously 
influence a person's running cadence while being motivating 
as well. A study by Van Dyck et al. (2015) revealed the 
possibility to spontaneously affect running cadence by 
deviating the tempo of the music from runners' individual 
preferred cadence. Tempo manipulations within 2.5% of a 
runner's cadence were found to be effective. Larger deviations 
from runners' cadence were not or less effective. A music-to-
movement alignment strategy that continuously manipulates 
the musical tempo only affects the time between subsequent 
beats. Such a strategy does not take into account the specific 
moments when the beats occur, or how these time instants 
relate to the instants of the footfalls. In other words, the 
relative phase angle between beat and step is disregarded. An 
alignment strategy that is able to consider relative phase 
angles might be better suited to keep the synchronization level 
high and to spontaneously manipulate runner's cadence. In 
this study several variations of such relative phase alignment 
strategies are tested and compared. 
Our hypothesis is that when people run in synchrony with 
a musical beat and the music is then manipulated in such a 
way that the beat is placed prior to the moment of the footfall 
(i.e. positive relative phase angle), the runner will try to re-
establish synchronization (a zero relative phase angle) by 
speeding up (cadence and speed). On the contrary, we 
hypothesize that manipulating the beat to come after the 
moment of the footfall will result in slowing down cadence 
and speed to re-establish running in synchrony with the music. 
In this study we tested this hypothesis by trying to manipulate 
runners' cadence towards +5% and -5% of their measured 
preferred cadence. This was explored at three interesting 
'levels' of relative phase angle manipulation: 
 
• Subconscious or subliminal: a subtle phase shift up to a 
maximum of +/-25° that is not perceivable by the 
participant. 
 
• Barely noticeable: a maximum phase shift of +/-50° that is 
most likely not perceivable by the participant. 
 
• Conscious: a maximum phase shift of +/-75° that is most 
likely to be noticed by the participant. A relative phase 
angle of this size could be perceived as annoying by some 
runners. 
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II. METHODS 
A. Participants 
In total, 26 healthy, adult participants (12 males) took part 
in the study. All participants were recreational runners (Mage = 
22.81 years; SDage = 3.25 years) and indicated to be capable of 
running 30 minutes continuously. The study was approved by 
the Ethics Committee of the Faculty of Arts and Philosophy of 
Ghent University and was in accordance with the statements 
of the Declaration of Helsinki. 
B. Experimental Design 
1)  Stimuli. The natural running cadence for recreational 
runners lies somewhere between 130 and 200 steps per minute 
(SPM). We therefore selected musical tracks within this 
tempo range in four different genres: pop, rock, dance, and 
classics. This gave participants the opportunity to run with 
music they would normally choose to listen to. Using the 
Essentia Beat Tracker (Bogdanov et al., 2013) all beat instants 
were extracted and hence the number of beats per minute 
(BPM). After that, BeatRoot (Dixon, 2007), a beat-tracker 
with a graphical user interface, was applied to double-check 
the beats of each track and alter beats not picked up correctly 
by the software if needed. Using MatLab the stability of the 
track's tempo was checked. Every track with a standard 
deviation from the mean BPM of more than two was excluded. 
We also excluded tracks that were shorter than 3 min 30 s, as 
each tested condition had to last at least three minutes, and an 
increase in original tempo could shorten the duration of a 
track. In total 112 tracks were selected: pop (26), rock (31), 
dance (33) and classics (22). Furthermore, we made sure the 
tracks were uniformly spread over the database in terms of 
BPM, so every BPM category was adequately represented. 
This was achieved by dividing the tempo range in sub ranges, 
each representing at least five tracks. 
2)  Apparatus. In order to have a mobile data collection 
system, participants were equipped with a backpack holding a 
7" tablet (Panasonic FZ-M1) running Windows 8.1. They 
were also equipped with two (fourth generation) iPods, one on 
each ankle, and a Wi-Fi router (TP-Link M5360) that ensured 
a reliable communication between all crucial components. 
Using the Sensor Monitor Pro application on the iPods, data 
from accelerometers and gyroscopes was streamed wirelessly 
to the tablet at a sampling rate of 100 Hz, enabling the 
detection of footfall instants. Speed measurements were 
performed using a sonar system (MaxBotix LV-MaxSonar-EZ: 
MB1010) mounted on the backpack and connected to the 
tablet through a Teensy 3.1 micro-controller. It detected 
regularly placed marker rods around the running track of 
1.90 m high. The time it took to cover each 10-m interval was 
used to compute the absolute speed of the runner. The 
analogue signal was sampled at 30 Hz and digitized using the 
Teensy. The software on the tablet computed the running 
tempo from the detected footfall instants, which was used as a 
basis for defining the tempo of the selected music. The 
relative phase of the moment of the musical beat compared to 
the moment of the footfall was adapted based on the selected 
alignment strategy (see Table 1). Finally, the manipulated 
music was sent back to the participant using Sennheiser HD60 
headphones connected to the tablet. 
Table 1.  Descriptions of all the tested audio-to-movement 
strategies: low (L), medium (M), or high (H) phase angle 
adjustments (PAA) to manipulate runners' preferred cadence 
(ƒpref) or not (Metronome and Music control). 
Strategy Type of auditory adaptation 
+5%_LPAA Low relative phase angle adjustment of music 
(approx. 25°) until +5% of ƒpref is reached. 
+5%_MPAA Medium relative phase angle adjustment of 
music (approx. 50°) until +5% of ƒpref is reached. 
+5%_HPAA High relative phase angle adjustment of music 
(approx. 70°) until +5% of ƒpref is reached. 
-5%_LPAA Low relative phase angle adjustment of music 
(approx. -25°) until -5% of ƒpref is reached. 
-5%_MPAA Medium relative phase angle adjustment of 
music (approx. -50°) until -5% of ƒpref is reached. 
-5%_HPAA High relative phase angle adjustment of music 
(approx. -70°) until -5% of ƒpref is reached. 
Music 
control 
Relative phase angle adjustment at 0°: musical 
beats continuously match steps at runner's ƒpref. 
Metronome Isochronous metronome sequence where the 
tempo matches the initially measured ƒpref. 
3)  Procedure. All experiments took place in the Flanders 
Sports Arena of Ghent, Belgium. After a 4-minute warm-up to 
get to know the running track participants were equipped, and 
asked to run on the 200 m running track for four minutes 
continuously, and this for eight consecutive times. They had 
to select at least two of the four genres where the software 
could select music from. Each 4-minute condition started with 
one minute running in silence, after which a metronome 
sequence or a musical track was started. The first run was the 
isochronous metronome condition in which the music tempo 
was matched to the runner's preferred cadence.  In each of the 
following seven 4-minute runs, a different music alignment 
strategy was tested (Table 1) and it was ensured that all orders 
could occur only once. Participants were instructed to run at 
their own preferred tempo (ƒpref). No information was 
distributed concerning the real purpose of the experiment, and 
all participants ran in solo conditions. After each run, the 
participants were instructed to fill out a questionnaire, and 
recover before starting the next condition. The first part of the 
questionnaire related to the perceived amount of exertion 
(RPE) indicated on the Borg Scale (Borg, 1998). The second 
part related to the motivational aspects of the musical tracks 
they heard while running (Brunel Music Rating Inventory-2 
(BMRI-2) by Karageorghis, Priest, Terry, Chatzisarantis, & 
Lane, 2006). Participants were also asked if they knew the 
track they had just heard. The third part of the questionnaire 
related to the physical enjoyment. This was indicated on the 
8-item version of the Physical Activity Enjoyment Scale 
(PACES) (Kendzierski & DeCarlo, 1991; Mullen et al., 2011), 
a single factor scale to assess the level of enjoyment during 
physical activity in adults across exercise modalities. 
Afterwards, the participants filled out the last part of the 
questionnaire on personal background, music education and 
sports training.  
Proceedings of the 25th Anniversary Conference of the European Society for the Cognitive Sciences of Music, 31 July-4 August 2017, Ghent, Belgium 
Van Dyck, E. (Editor) 
 29 
C. Cadence and Speed Measurements 
We examined the effect of the different alignment 
strategies on kinematic parameters such as cadence and speed. 
Average cadence and speed values during music playback 
(2:30-3:30) are compared to those in the preceding silence 
(0:45-1:00). The resulting dependent variables are reflected as 
percentages, where zero indicates no difference, while a 
negative or positive value indicates a respective decrease or 
increase in cadence or speed compared to the initial silent part 
of the condition. 
D. Data Analysis 
All six phase angle adjustment (PAA) strategies were 
compared to the music control. A 2x7 mixed-design ANOVA 
test with gender (male, female) as between-subjects variable 
and alignment strategy as within-subjects variable was 
performed for change in cadence and speed. For motivational 
scores (PACES) Wilcoxon signed-rank tests were performed 
comparing all PAA strategies with the music control, 
average -5% and +5% with the music control, and all music 
conditions with the metronome condition. 
III. RESULTS 
A. Cadence 
A 2x7 mixed-design ANOVA test with gender (male, 
female) as between-subjects variable and alignment strategy 
as within-subjects variable revealed a significant main effect 
of the strategy on the change in cadence from silence to music, 
F(6, 72) = 13.23, p < .001. Contrasts revealed that for all 
speeding up conditions - (+5%_LPAA) F(1, 12) = 12.99, 
p = .004, r = .72, (+5%_MPAA) F(1, 12) = 8.76, p = .012, 
r = .65, (+5%_HPAA) F(1, 12) = 8.57, p = .013, r = .65 - 
cadence changes were significantly higher (M = 0.53%, SE = 
0.52, M = 0.52%, SE = 0.33, and M = 0.54%, SE = 0.47 
respectively), than the music control (M = -0.80%, SE = 0.52). 
Also, -5%_LPAA results in significantly lower tempo 
(M = -1.86%, SE = 0.27) than the music control, F(1, 12) = 
11.47, p = .005, r = .70. 
There was no significant main effect of gender, indicating 
that on average there were no significant differences in change 
in cadence between male (M = -0.96%, SE = 0.41) and female 
participants (M = -0.16%, SE = 0.40), F(1, 12) = 1.94, p = .19, 
r = .37. 
Nevertheless, a significant gender interaction effect was 
observed, F(6, 72) = 3.19, p = .008, indicating that for men 
and women changes in cadence varied between strategies. 
Contrasts were performed, revealing interaction effects 
between gender and all -5% conditions: gender x -5%_LPAA 
x music control, F(1, 12) = 15.14, p = .002, r = .75, gender 
x -5%_MPAA x music control, F(1, 12) = 8.73, p = .012, 
r = .65, and gender x -5%_HPAA x music control, F(1, 12) = 
5.11, p = .043, r = .55. Figure 1 shows the cadence change for 
the different strategies and genders. Compared to the music 
control, both males and females increase cadence in the +5% 
conditions, but only females slow down their cadence in 
the -5% conditions. For men, the -5% conditions have no 
effect compared to the music control. 
B. Speed 
All PAA strategies were compared with the music control. 
A significant main effect of the strategy on the change in 
speed was observed, F(6, 72) = 2.36, p = .039. Contrasts 
revealed that for +5%_LPAA, F(1, 12) = 10.30, p = .008, 
r = .68, the speed change was significantly higher (M = 3.97%, 
SE = 1.41) than for the music control (M = -1.08, SE = 1.45).  
There was no significant main effect of gender, F(1, 12) = 
2.44, p = .144, r = .41, and also no interaction effect between 
strategy and gender, F(6, 72) < 1, p = .43. 
 
 
Figure 1.  Mean cadence change (% of music vs. silence) and SEs 
for men and women per audio-to-movement alignment strategy. 
C. Enjoyment 
Wilcoxon signed-rank tests (comparing all PAA strategies 
with the music control) were performed on the scores of the 
PACES test. No effect on ratings of physical enjoyment was 
observed. We were also interested to see if enjoyment ratings 
would differ when people were spontaneously sped-up or 
slowed-down. Therefore, we compared average PACES 
ratings for the three +5% and the three -5% conditions with 
the music control. After Bonferroni corrections (significance 
level at 0.025) Wilcoxon signed-rank test showed no 
difference, T = 145, p = .63, r = -.07, in ratings for the +5% 
conditions (Mdn = 64.66) and the music control (Mdn = 
67.13). Nevertheless, the -5% conditions were rated 
significantly lower (Mdn = 58.83) than the music control, T = 
52, p = .009, r = -.39.  
In addition, compared to the metronome condition all 
music conditions were rated significantly more motivating 
(significance level at 0.007 after Bonferroni corrections). See 
Table 2 for the results of the Wilcoxon signed-rank tests. 
IV. DISCUSSION 
This study showed the possibility to spontaneously 
increase or decrease a runner's cadence with music-to-
movement alignment strategies that manipulate the relative 
phase between the moments of the musical beats and the 
footfalls. In addition a strategy x gender interaction effect was 
observed, indicating that although the speeding-up strategies 
were effective for men and women, only women responded 
with decreased cadence to the slowing-down strategies. 
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Finally, no motivational differences were revealed between 
the different music-alignment strategies, although on average 
the slowing down strategies were enjoyed less than the music 
control strategy. Additionally, all of the music strategies were 
enjoyed more than the metronome condition. 
Table 2.  Significant differences in enjoyment ratings (PACES): 
Wilcoxon signed-rank tests comparing metronome with music 
conditions, and -5% conditions with the music control. 
Comparisons (Mdn) T p r 
Metronome 
(37.06)  x 
+5%_LPAA (72.63) 2 < .001 -.61 
+5%_MPAA (69.38) 2 < .001 -.61 
+5%_HPAA (65.63) 22 < .001 -.53 
-5%_LPAA (60.75) 18 .002 -.50 
-5%_MPAA (66.88) 3 < .001 -.60 
-5%_HPAA (57.56) 9 < .001 -.58 
Music control (67.13) 0 < .001 -.62 
-5% (58.83) x Music control (67.13) 52 .009 -.39 
A. Phase shifting effects on cadence and speed 
For speeding-up all three phase angle adjustment levels 
resulted in higher cadence than the control condition. The 
largest effect size however, was observed for the strategy that 
manipulated the phase angle the least. This was also the only 
strategy that significantly increased speed. In addition, for 
slowing down only the strategy that induced the smallest 
relative phase angles proved to be effective in decreasing 
runner's cadence. It seems that manipulating the phase angle 
between the beat and the footfall on a subconscious level was 
most effective. On average a 25° positive or negative relative 
phase was continuously induced by the strategy to drive 
runners to a 5% higher or lower cadence than their initial 
preferred cadence. For a running cadence of 160 SPM this 
comes down to shifting the beat 26ms before or after the 
predicted moment of the footfall. 
Although no changes in RPE were unveiled between the 
different PAA levels, we did observe higher levels of 
synchronization (resultant vector length) with the LPAA 
strategies (M = 0.92, SE = 0.01), than with the HPAA 
strategies (M = 0.87, SE = 0.01), F(1, 21) = 9.23, p = .006, 
r = .55. Being more in phase with the LPAA strategies means 
that the cadence-guiding capacity was more constant over the 
course of a 4-minute run. The HPAA strategies contained 
more out-of-phase, so no-cadence-guiding moments. The fact 
that small, subliminal changes in relative phase are most 
effective in manipulating cadence could be explained by the 
higher stability in cadence guiding. 
B. Gender interaction effects 
The hypothesized effects of the phase manipulation 
strategies proved to be true for the women in this study. For 
men, however, the effects were slightly different: although the 
speeding-up strategies were able to increase running cadence, 
the slowing-down strategies had no effect compared to the 
music control condition. We can conclude from the music 
control condition that women tend to keep their cadence more 
or less stable throughout a 4-minute run: 0.09% cadence 
increase compared to the beginning of the run where no music 
was played. Nevertheless, on average the men tend to slow 
down -1.69% in the control condition. A possible explanation 
could be that male runners typically start somewhat faster and 
slow down their cadence over the course of time. Their tempo 
already being decreased makes it harder for the slowing-down 
strategies to have an additional effect. The speeding-up 
strategies resulted in higher running cadence compared to the 
control condition, but cadence was only increased up to the 
cadence level runners had at the start of the 4-minute run. In 
other words, for male runners the speeding-up conditions 
resulted in maintaining cadence (-0.29%) throughout the run. 
According to Karageorghis, Terry, & Lane (1999) men 
pay less attention to the rhythmical characteristics of music 
than women do. This could explain that beat-shifting 
techniques as tested in this study are less effective for cadence 
manipulation in males than in females. 
C. Enjoyment 
Enjoyment ratings with the PACES scales proved to be 
higher for all seven of the music conditions compared to the 
metronome condition. This is in line with a study on cycling 
that showed more positive affective valence for music 
conditions (synchronous and asynchronous) compared to a 
metronome condition (Lim, Karageorghis, Romer, & Bishop, 
2014). 
When we compare all the music PAA conditions with the 
music control condition, enjoyment ratings are not 
significantly different. However, a difference was observed 
when the average ratings for the speeding-up conditions were 
compared with the average ratings for the slowing-down 
conditions. Compared to the music control no additional 
enjoyment of the speed-up strategies was observed, but for the 
slowing-down strategies a decrease in enjoyment level was 
observed. A study by Wellenkotter, Kernozek, Meardon, & 
Suchomel (2014) revealed that a 5% decrease in cadence is 
accompanied by increased contact time with the ground per 
foot strike and increased peak force and peak pressure on the 
heel. This increases the risk for running-related injuries, 
which might in turn decrease running comfort or enjoyment, 
as shown in our results. 
V. CONCLUSION 
With this study we were able to show that shifting musical 
beats influences runners' cadence, speed, and enjoyment. 
Playing the music in such a way that the beat comes slightly 
earlier than the footfall results in increased running cadence 
and speed. If the beats are played just after the footfalls, 
running cadence is decreased. We also demonstrated that this 
method is less effective for men: we only achieved a speed-up 
in tempo, but the slowing-down strategies had no additional 
slowing-down effect compared to the non-manipulated music 
condition. 
Music being more motivating than a metronome is almost 
stating the obvious. Our results confirm this. It is, however, 
worth noting, since the use of a metronome is still common 
practice in running training (to achieve higher cadence) and 
gait rehabilitation. In addition to other studies, our results 
underline a benefit of music over a metronome. 
Although the size of the relative phase angle adjustments 
had no effect on enjoyment, a significant decrease in 
enjoyment was observed when runners were slowed-down. 
This is in line with a higher impact caused by a decrease in 
cadence. Hence, trying to decrease cadence should be done 
with care if at all necessary.  
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Music-to-movement alignment techniques such as 
demonstrated can help preventing running-related injuries, 
and improve gait or running performance. In view of general 
health the use of motivating music contributes to improved 
adherence to training programs. 
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ABSTRACT 
Evoked potentials provide a direct assessment to explore the 
functioning of nervous system that complement the anatomical 
information provided by neuroimaging (Normann, 2007). Recent 
studies reported interesting neurophysiologic changes in musicians, 
particularly with reference to hearing function, showing enhanced 
auditory evoked potentials in musicians along with enhanced 
attentive and pre-attentive skills compared to non-musicians. This 
line of research opens up the perspective about measuring the effects 
of music and its role in integrating multiple brain structures and to 
develop rapid neurophysiologic changes. 
In the present study, we aimed to explore the influence of music on 
visual and motor areas by recording Visual Evoked Potentials (VEPs) 
and Motor Evoked Potentials (MEPs) to Transcranial Magnetic 
Stimulation (TMS), in a shifted paradigm of research that 
investigated the effects of music listening, moving the exploration 
from auditory to visual and motor pathways.  
Eighteen subjects without ocular pathology were enrolled in the 
study. They were divided in two groups depending on the type of 
music indicated as mostly preferred: Narrative (melodic) and Music 
Releasing Movement (MRM, energetic and rhythmic). The examined 
subjects were asked to listen to a piece of their favourite music for 
about 45’, while seated comfortably; both evoked potentials were 
recorded immediately before and after the listening session according 
to the following sequence: pre-listening VEPs, pre-listening MEPs, 
Music listening, post-listening MEPs, post-listening VEPs. VEP 
recordings to checkerboard pattern reversal performed at 15’ and 60’ 
were analysed for changes in the P100 amplitudes. MEPs to paired 
TMS were analysed for changes in threshold and amplitudes in order 
to evaluate differences in the intracortical inhibitory profile from 
1msec to 10 msec intestimulus intervals (ISIs). 
Post-music listening VEPs to checkerboard pattern reversal at 60’, 
resulted in a significant increase of P100 amplitude, with respect to 
the pre-listening values, in the Narrative music subjects, but no 
significant P100 differences were recorded in the MRM group that 
instead demonstrated remarkable changes in motor excitability, with 
totally disinhibited MEPs at 2 msec, 3 msec and 4 msec ISIs, 
indicating a loss of the physiologic intracortical inhibition. On the 
contrary, no significant MEP changes were measured in the 
Narrative group after music exposure. Subjects belonging to the 
MRM group showed to accompany music listening with typical 
rhythmic gestures that goes along with the sound, whilst the 
Narrative group remained mainly in a motion less state, suggesting a 
relationship between music preference, personality and cortical 
activation. 
The present study provides neurophysiologic evidence of music 
induced short-term synaptic plasticity in non-hearing areas, mediated 
by a change in cortical excitability of visual and motor areas.  
The reshaping impact of music further supports the perspective that 
music-induced neuroplasticity can be used for education, treatment 
and rehabilitation of important clinical disorders (Särkämö, 2016). 
 
 
I. INTRODUCTION 
 
“Let your eye catch the sound. 
Then you will finally understand.” 
Zen Master Tozan 
Music has become an important model in neuroscience for 
better understanding the brain and in the last decade an 
increasing number of studies have shown differences in 
neuroplasticity and connectivity of musicians compared to 
non-musicians. From a series of emerging studies in music 
neuroscience, it is clear that music has a vast impact and is 
processed by numerous brain areas containing dedicated 
neural networks that have the role of converging its effects on 
the majority of neurologic and cognitive functions (Warren, 
2008). 
Music deals primarily with perception and action, but also 
with general cognitive processes, memory, emotions and 
prompts imagination. In the light of we are learning from the 
ongoing research, it represents much more than an aesthetic 
experience, an acoustic stimulus, or a sensory modality 
adopted to accomplish a controlled experimental design, but is 
the expression of a suppletive cognitive code that generates a 
phenomen of highly subjective human experience. Its 
influence is massive, based on a complex set of perceptive-
motor and cognitive dynamic processes, linked to previous 
experiences mediated by memories, emotions and 
imaginations, that induces us to attribute a meaning while 
listening (Brattico, 2017).  
A neurobiological predisposition to music listening and 
enjoyment is based on important perceptual dimensions that 
emerge as the result of a large interaction between cortical and 
subcortical areas, involving an integrated network underlying 
musical codification and its unique role in integrating multiple 
brain functions to develop new memory circuitries and 
networks reediting innate brain organization (Salinpoor, 2011). 
Even musical preferences and personality are linked to 
cognitive styles and leave their footprints into the brain, 
suggesting a correlation between empathy and the 
melodic/relaxing music-preference dimensions.  
Neuroimaging studies have illustrated the brain 
architecture where music resides in areas related to hearing 
and motor function (Blood & Zatorre, 2001). On the other 
side, neurophysiologic recordings from the human brainstem 
and from the auditory nerve clarified the nascent features of 
tonal music (e.g., consonance/dissonance, pitch salience, 
harmonic sonority) in functional terms, already evident at 
subcortical levels of the auditory pathway. Since evoked 
potentials provide a direct assessment of nervous system 
functioning, we aimed in the present study, to assess the 
possibility of short-term neurophysiologic changes to take 
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place, by exploring the influence of preferred music on non-
hearing areas, with Visual Evoked Potentials (VEPs) and 
Motor Evoked Potentials (MEPs) to Transcranial Magnetic 
Stimulation (TMS).  
II. METHODS 
Eighteen voluntary subjects, aged between 20-35 years, 
nine women and nine men, without ocular pathology were 
enrolled in the study.  
The participants were music fonder, but not musicians.                
They were divided in two groups, depending on the type of 
music indicated as mostly preferred. Subjects preferring 
melodic and relaxing music were attributed to a group 
denominated ‘Narrative group’, while those fond of more 
energetic and rhythmic genre were grouped in a category 
named Music Releasing Movement (MRM).  
The protocol, formulated in a pre/post experimental 
design, contained two separate neurophysiologic sessions, 
that preceded and followed a musical phase, where 
subjects were asked to listen through headphone to a piece 
of their favourite music for about 45’, while lying 
comfortably.  
Neurophysyologic investigation consisted of Visual 
and Motor Evoked Potentials (VEPs and MEPs) recorded 
immediately before and after the music listening session, 
according to the following sequence:  
a) Pre-listening VEPs; b) Pre-listening MEPs; c) Music 
listening session; d) Music activated (Post-listening) 
MEPs; e) Music activated (Post-listening) VEPs.  
VEP to checkerboard pattern reversal performed at 15’ and 
60’ were analysed for changes in the N75-P100 amplitudes 
(Creel, 2012).  
The stimulus configuration comprised the transient pattern 
reversal method in which a black and white checker board is 
generated (full field) on a VEP Monitor by an Evoked 
Potential Recorder (Kothari, 2014).  
MEPs obtained in response to the technique of paired 
TMS were analysed for changes in the threshold (as 
percentage of stimulator maximal output) and amplitudes (in 
mV) in order to evaluate differences in the intracortical 
inhibitory profile of 1msec to 10 msec interstimulus intervals 
(ISIs; Kujirai, 1993; Caramia 1993). Statistics included 
comparative analysis of VEP and MEP recordings achieved 
between pre and post music, using means and paired two test 
analysis with significance set at 0.5 SDs.  
The statistical analysis was done by One Way Analysis of 
Variance (ANOVA). 
During the music listening phase, subjects were filmed in 
order to document behavioural, emotional or motor reactions 
accompanying music perception.  
III. RESULTS 
 
A first notable result of the present study is the presence of 
neurophysiologic changes related to brain areas not directly 
connected with hearing function. Namely, changes in the 
visual pathways were documented in VEP recordings of those 
subjects who preferred melodic/relaxing music (Narrative 
group); whilst significant changes in the motor areas were 
found in the subjects preferring rhythmic/energetic music 
(Music Releasing Movement group), in whom the normal 
profile of intracortical inhibition was lost after music exposure.  
A statistically significant difference was derived between 
means of N75-P100 amplitude for 15 and 60 minutes with 
reference to Pre versus Post-music listening only in the 
Narrative group (Fig. 1). Post-listening VEPs to checkerboard 
pattern reversal at 60’, resulted in a significant increase of 
N75-P100 amplitudes. Baseline (Pre-listening) N75-P100 
amplitude of 8 ± 2.9 µV was obtained with checks of 15 
minutes, and 9 ± 3.1 µV with checks of 60 minutes. In the 
Narrative group, Post-listening values of N75-P100 amplitude 
of 10.2 ± 3.18 µV were obtained with 15 minutes, and 13.2 ± 
3.98 µV with checks of 60 minutes. No significant MEP 
changes were measured after music exposure.  
On the opposite, the MRM group showed no VEP 
modification, with post-listening values remaining similar to 
pre-listening basal values, but demonstrated significant 
changes in motor excitability, with the presence of MEPs at 
those intervals known to best suppress the motor output. 
Disinhibited MEPs in response to paired stimulation were 
found at 2 msec, 3 msec and 4 msec ISIs (p<0.001), indicating 
loss of intracortical inhibition induced by music listening; 
(Fig. 2-3).  
During the listening session, noteworthy differences in the 
way of responding to music appeared between the two 
categories of music listeners: the Narrative group gave the 
impression to be deeply absorbed, relaxed, and mostly in a 
motionless state. They referred to be in a state of sensorial 
absorption as if they were visualising music induced images, 
like in a film (hence, their group denomination as Narrative).  
By contrast, subjects belonging to the MRM group, while 
seated, showed a pattern of moderate to intense motor 
involvement, consisting in typical rhythmic gestures of the 
head, hands and lower limbs, accompanying the sound (hence, 
their denomination: Music Releasing Movements group).  
A. Figures 
 
 
Figure 1.  Pattern Reversal VEPs 60 minutes, ODX, recorded 
before (left panel) and after (right panel) music listening, in a 
subject whose preferred music was lyric. Recordings show a 
N75-P100 amplitude increase, along with a better 
synchronization of waves after music listening.  
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Figure 2.  Narrative group MEPs before and after music 
listening. 
 
Figure 3. MRM group MEPs before and after music listening. 
IV. CONCLUSION 
The present study provides a first neurophysiologic 
evidence for an essential role of music in inducing short-term 
cortical changes in non-hearing areas. We used a shifted 
paradigm of research that investigated the effects of music 
listening, moving the exploration from auditory to visual and 
motor pathways.  
Visual and Motor Evoked Potentials were carried out in 
subjects fond of music, but not musicians, who preferred two 
different genres of music, namely: melodic/relaxing and 
rhythmic/energetic.  
Music listening produced a complementary pattern of 
neurophysiologic activation indicating the induction of 
synesthetic interplay amongst cortical areas: a significant 
increase of VEP’s N75-P100 amplitude, with no MEP 
changes in the Narrative group, as opposed to the MRM group 
who demonstrated unaltered VEPs, but loss of intracortical 
inhibition, with the persistence of MEPs at those ISIs known 
to best suppress motor activity. 
These findings support the perspective that music-induced 
neuroplasticity represents a functional reshaping of cortical 
connectivity that may be important for understanding 
dynamics regulating neurocognitive functions linked to 
learning and memory. Moreover, it shows “how the visual 
cortex continues to surprise and to awe" (Liu, 2016). 
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ABSTRACT 
In various societies, especially in tone language areas, speech 
surrogates serve a variety of purposes including long-distance 
communication, conveyance of message between close encounters, 
etc. How speech surrogates work is not yet well understood, but there 
are suggestions that tonal information may assist tone-language 
speakers to access their mental lexicons. This study investigates 
whether brain activity in Chinese musicians and non-musicians 
during a covert word repetition task is differently affected by vocal 
and instrumental pitch contour primes. The analysis demonstrates 
that differences in effects of vocal and instrumental primes in 
musicians and non-musicians largely correspond to differential 
activation changes in the right superior temporal gyrus. The largest 
differences are found in the Heschl’s gyri. Musicians showed greater  
% BOLD changes in left than in right hemisphere while non-
musicians did not show a significant hemispheric difference. 
Musicians showed the highest activation changes for instrumental 
primes in both hemispheres whereas non-musicians showed the 
largest % BOLD changes for vocal primes. 
I. INTRODUCTION 
In various societies, especially in tone language areas, 
speech surrogates serve a variety of purposes including long-
distance communication, conveyance of message between 
close encounters, etc. Some of these speech surrogates map 
speech onto instrumental or whistling sounds by preserving 
only fundamental pitch or formant contours (Sebeok & 
Umiker-Sebeok, 1976). How speech surrogates work is not 
yet well understood, but there are suggestions that tonal 
information may assist tone-language speakers to access their 
mental lexicons. 
Behavioral studies reported that pitch contour primes 
facilitate response times in a word repetition task, and that 
vocal primes lead to a stronger facilitation than instrumental 
ones in Mandarin-speaking non-musicians (Will & Poss, 2008, 
Will et al., submitted). Chinese musicians, however, showed 
no significant effect for instrumental primes, indicating that 
they are less influenced by melodic primes in the same task. 
These results are shown in Fig. 1.  
Several cognitive studies have consistently shown that 
vocal sounds are processed differently from non-vocal sounds. 
Early imaging studies identified bilateral superior temporal 
sulcus (STS) and superior temporal gyrus (STG) as neural 
substrates for human voice processing due to their greater 
activation in response to vocal than to non-vocal sounds 
(Belin et al., 2000, 2002; Belin & Zatorre, 2003). In line with 
this, Lee et al. (2015) recently reported that the brain activity 
pattern for human voice is different from that for non-vocal 
sounds in STG.  
 
 
Figure 1. Reaction time facilitation of pitch contour primes. The 
plot shows the RT differences between control (white noise) and 
pitch contour primes in a syllable repetition task. 
Additionally, Levy et al. (2001, 2003) suggested 
electrophysiological evidence for a voice specific response, 
which is known as VSR. Expanding the idea of voice 
sensitivity and specificity, Hung (2011) and Klyn et al. (2015) 
demonstrated differential processing on vocal versus 
instrumental rhythms functionally and behaviorally. However, 
how pitch contours of different sound sources are processed in 
the human brain and how they affect word processing is 
poorly understood.  
This study investigates whether brain activity in Chinese 
musicians and non-musicians during a word repetition task is 
differently affected by vocal and instrumental pitch contour 
primes. 
II. METHOD 
A. Participants 
24 native Mandarin speakers including 14 non-musicians 
(8 female; 26.64 ± 3.028 years old) and 10 musicians (6 
female;	26.8 ± 4.638 years old) took part in the study.  
Musicians include professional musicians and graduate 
students of the Chinese Culture University in Taiwan. They 
all perform and practice at least one Chinese musical 
instrument on a regular basis.  
B. Tasks 
While their brain activities were scanned, the participants 
performed one of two tasks: 1) a passive task: passively 
listening to vocal and instrumental melodic contour primes. 
For this, participants asked to listen passively to the presented 
auditory stimuli. 2) an active task: listening to spoken target 
Chinese syllables and repeating them silently. Participants 
were instructed to ignore the sounds preceding the spoken 
syllables, listened to the syllables and repeat them silently for 
the active sessions. 
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C. Stimuli 
Mandarin Chinese has 4 contrastive lexical tones: 1) high-
level, 2) rising, 3) low-dipping and 4) high-falling (Chao, 
1968), and the primary acoustic correlate of different tones is 
fundamental frequency (Gandour, 1978). Target syllables in 
all 4 tones, spoken by a native female Mandarin speaker, were 
recorded to create a list of mono-syllables following Mandarin 
phonotaxis and included both words and pseudo words.  
Next, melodic contour primes corresponding to the 4 
lexical tones but without segmental information were created. 
Vocal primes were generated by extracting pitch contours 
from target syllables and resynthesizing them with a formant 
spectrum corresponding to the resonance of the human vocal 
tract. Instrumental primes were generated by playing the same 
melodic contours on the Chinese vertical flute, Xiao (see 
Fig.2). A control prime was produced by extracting the 
amplitude envelop from a spoken syllable and convolving it 
with white noise. All primes were digitally edited to be of 
identical length and intensity.  
 
Figure 2.  Instrumental (left) and vocal (right) primes in the four 
standard Mandarin tones (1, 2, 3, and 4; from left to right). Top: 
waveforms; bottom: spectrograms with pitch (blue) and intensity 
(yellow) curves. 
For the priming task, each target syllable was preceded by 
one of the three prime types with 250 ms stimulus onset 
asynchrony (SOA). The melodic contours of both vocal and 
instrumental primes matched the speech tones of the target 
syllables. The stimuli were a subset of those used in a 
behavioural study by Will & Poss (2008). 
D. Experimental Design 
There were 6 experimental runs, including 1 passive and 5 
active runs. A passive run had 8 blocks of alternating 
instrumental and vocal primes intersected by resting blocks of 
the same length (30 s) (see Fig.3). The order of block 
presentation is counterbalanced across participants.  
 
 
Figure 3. Block design of a passive run; i = instrument prime 
block, v = vocal prime block 
The active runs had 7 blocks and there were 5 types of 
blocks with different combinations of prime type and target 
syllable. These 5 conditions were randomly repeated 7 times 
across 5 runs (see. Fig.4). All experimental blocks had 5 
stimuli that were presented in random order. 
 
 
 
 
Figure 4. Block design of an active run; W = control prime with 
word, Wi = instrumental contour primed word, Wv = vocal 
contour primed word, P = control prime with pseudo word, Pi = 
instrumental contour primed pseudo word. 
E. MRI Scanning and Equipment  
All anatomical and functional data were acquired on a 3T 
Siemens Trio Tim MR scanner. The anatomical series were a 
T1-weighted high-resolution acquisition (TR/TE = 2530/3 ms, 
matrix = 192x224×256, voxel = 1x1x1 mm3). The functional 
images are acquired using a T2*-weighted EPI sequence 
(TR/TE = 3000/22 ms, flip angle = 90°, matrix = 64×64x40, 
voxel = 3.4x3.4x3.4 mm3, echo train = 1 ms, volume = 150 
for active & 170 for passive tasks). In addition, an image set 
with similar resolution to the functional scan and with two 
gradient recalled echoes was used to measure the B0 
inhomogeneity map.  
The stimulus presentation system (Invivo Eloquence) used 
electrostatic stereo headphones with passive noise reduction 
and presentation timing was controlled by E-Prime software 
and synchronized with the scanner. 
F. fMRI Data Analysis 
Data analysis was performed using FSL. Preprocessing 
consists of motion correction, non-brain signal removal, 
Gaussian spatial smoothing (FWHM = 6 mm), and high-pass 
temporal filtering with 120s cut-off. We used the data from 
the passive task to identify candidate functional regions of 
interests (fROIs). Specifically, we combined two activation 
maps of vocal and instrumental prime of passive runs at Z = 
2.5 and created the functional masks from the overlap with 
parts of the standard anatomical masks. This approach yielded 
15 distinct fROIs for each hemisphere, that include two 
distinct parts of Broca’s areas (BA44/BA45), caudate, 
cerebral crus I/VI, inferior temporal gyrus, medial temporal 
gyrus, planum polare, planum tempolare, premotor (BA6), 
putamen, anterior and posterior STG, supramarginal gyrus, 
thalamus, Heschl’s gyrus. The % changes were extracted for 
each of the contrasts in the active task. T-tests were performed 
on the % changes with FDR controlled at 5% using the 
Benjamini and Hochberg’s correction procedure. 
In this study, we only report on the priming effects on 
word syllables. Results for pseudo-words will be reported in a 
separate study. 
III. RESULTS 
A. Passive Task 
For passive listening to primes, there were no hemispheric 
differences for mean (mean = .015%, t = .388, p = .70). In 
terms of mean activation, hemispheric differences of 
musicians were significant for both instrumental (mean 
= .031%, t = 2.663, p = .0098) and vocal stimuli (mean 
= .029%, t = 2.48, p = .016). Non-musicians show significant 
difference only in vocal stimuli (mean= .022%, t = 2.185, p 
= .032). 
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Change differences appear to be significant for the factor 
status, ‘musician versus non-musician’, (mean = .079%, t = 
2.186, p = .035). In specific, mean change differences 
between vocal and instrumental stimuli were only significant 
for non-musicians in both the left (mean = .095%, t = 5.168, p 
< .0001) and right hemispheres (mean = .057%, t = 3.628, p 
= .0005). Fig.5 demonstrates overall mean % change of 
activation of the passive task. 
 
 
Figure 5. Overall mean activity changes for the left (LH) and 
right hemispheres (RH) of musicians (m) and non-musicians (nm) 
for the passive listening task with the two contrasts instr = 
instrumental primes and voc = vocal primes. Note not significant 
difference in activation for both primes in musicians and the 
significant differences between them in non-musicians.  
B. Active Task 
Similar to the passive, the active task did not show 
significant overall hemispheric differences but differences for 
the factor status were significant (mean = .067%, t = 2.047, p 
= .046). Signal changes for the three prime conditions were 
different for musicians and non-musicians (shown Fig.6). In 
musicians, there were the largest activity changes for 
instrumental primes, followed by vocal primes and controls 
(Wi>Wv>W). In non-musicians, the changes were largest for 
vocal primes, while those for instrumental primes and controls 
were not significantly different. 
Figure 6.  Overall mean activity changes for the left (LH) and 
right hemisphere (RH) of musicians (m) and non-musicians (nm) 
for active tasks under the three conditions: W= target syllable 
with noise (control) primes, Wi = target syllable with 
instrumental primes, and Wv = target syllable with vocal primes.  
In musicians, the differences between prime conditions 
were significant for the contrast W-Wi (= .063%; p < .0001) 
and Wv-Wi (= .043%; p < .0001) in the left hemisphere, and 
for W-Wi (= .056%, p < .0001), W-Wv (= .023%; p = .02), 
and Wv-Wi (= .034%; p = .0004) in the right.  
In non-musicians, differences between W and Wi were not 
significant in either hemisphere, but the contrast W-Wv was 
significantly different (LH: .029%; p = .0007; RH: .049%; p 
< .0001), as was Wi-Wv (LH: 0.032%; p =.0003; RH: .041%; 
p < .0001). 
C. Individual fROI Analysis of Active Listening 
The individual fROI analyses confirmed that instrumental 
and vocal primes had different effects in musicians and non-
musicians. In addition, there were more fROIs with activation 
differences between primed and control syllables in the right 
than in the left hemisphere.  
Significant differences between controls (W) and Wi were 
found both left (p = .011) and right Heschl’s gyrus (p = .024), 
left (p = .018) and right planum polare (p = .020), left (p 
= .010) and right planum temporale (p = .004), and right 
anterior (p = .019) and right posterior STG (p = .015) in 
musicians. For the same contrast non-musicians only showed 
significant effects in the left planum temporale (p = .042).  
For musicians, none of the fROIs showed significant 
differences between W and Wv. In contrast, non-musicians 
showed significant effects for this contrast in left (p = .032) 
and right Heschl’s gyrus (p = .008), left planum temporale (p 
= .042) and right planum polare (p = .012) and anterior STG 
(p = .036) (see Fig.7 & 8 and Table 1) 
 
 
Figure 7.  Structural ROIs for the significant W-Wi contrast in 
musicians: R = right brain side. 
 
Figure 8. Structural ROIs for the significant W-Wv contrast in 
non-musicians: R = right brain side. 
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Table 1. Overall mean activity changes for several fROIs of 
musicians (m) and non-musicians (nm) under two contrasts of 
W-Wi and W-Wv: LH = the left hemisphere and RH = right 
hemisphere: Heschl = Heschl’s gyrus, PlanPolare = planum 
polare, PlanTemp = planum tempolare, STG_ant = anterior 
superior temporal gyrus, STG_post = posterior superior 
temporal gyrus, and SupraMarg = supramarginal gyrus. 
Significant values (after B&H correction) are marked in bold.  
Sta-
tus 
Hemi-
sphere 
ROI Contrasts 
W-Wi W-Wv 
Mean 
% 
change 
p 
(B&H 
corr) 
Mean 
% 
change 
p 
(B&H 
corr) 
m LH Plan 
Polare 
.229 .0013 
(.018)                  
.067 ns 
m LH Heschl .173 .0015 
(.011)            
.098 .0360 
(.540) 
m LH Plan 
Temp 
.111 .0022 
(.010)                  
.067 ns 
m LH STG_
ant 
.169 .0277  
(.097)                  
.095 ns 
m LH STG_
post 
.149 .0416 
(.116)                 
.075 ns 
m RH Plan 
Temp 
.153 .0003 
(.004)               
.091 .0229 
(.344) 
m RH Heschl .106 .0034 
(.024)                  
.062 ns 
m RH Plan 
Polare 
.093 .0043 
(.020) 
.095 ns 
m RH STG_
ant 
.159 .0069 
(.019)                  
.090 ns 
m RH STG_
post 
.120 .0044 
(.015)                  
.077 ns 
nm LH Plan 
Polare 
.074 ns  .047 .0198 
(.099) 
nm LH Heschl .062 .0272 
(.190)               
.073 .0042 
(.032) 
nm LH Plan 
Temp 
.081 .0030 
(.042)               
.1080 .0028 
(.042) 
nm RH Plan 
Polare 
.093 .0044 
(.062)               
.0790 .0024 
(.012) 
nm RH Heschl .068 .0279 
(.130)                
.087 .0011 
(.008) 
nm RH Plan 
Temp 
.084 .0084 
(.059)                   
.1060 ns 
nm RH STG_
ant 
.080 ns .1000 .0096 
(.036) 
nm RH STG_
post 
.039 ns .090 .0198 
(.059) 
nm RH Supra
Marg 
.020 ns .079 .0206 
(.051) 
 
IV. DISCUSSION 
The current study investigated neural substrates of the 
effects that vocal and instrumental melodic primes have on 
covert word repetition task in tone language speakers.  Results 
show that melodic contour primes change the BOLD 
activation during word processing and that these changes are 
different for musicians and non-musicians. A comparison with 
the activation pattern (see Fig.5 and 6) for passive listening to 
the contour primes indicates that the changes in the active task 
cannot be explained as additive effects but rather as 
interaction effects. For the active task, we found that 
musicians showed larger activation for Wi (instrumental 
contour primed words) than for Wv (vocal contour primed 
ones), while for non-musicians Wv produced the highest 
activations and Wi did not differ from W (control words).  
Subsequent analyses revealed that five fROIs showed 
significant ‘priming’ effects (i.e. differences between W and 
Wi and/or Wv): Heschl’s gyrus, planum temporale, planum 
polare, anterior STG and posterior STG. They were activated 
bilaterally, though more fROIs on the right showed significant 
activation than on the left side. There was also a slight 
anterior-posterior gradient, with the W-Wv contrast in non-
musicians involving more rostral regions than the W-Wi 
contrast in musicians that also included the posterior STG (see 
Fig.7 & 8). 
The hemispheric activation differences are consistent with 
prevailing models of a relative specialization of the left and 
right hemisphere for linguistic and musical stimulus features 
respectively, like temporal and spectral (Zatorre et al., 2002) 
or segmental and suprasegmental information (Friederici & 
Alter, 2004). The anterior-posterior gradient is compatible 
with the functional structuring (Binder, 2000; Scott & 
Johnsrude, 2003; Sammler et al., 2010) of auditory perception 
in the superior temporal lobe, in which speech processing 
dominates in the anterior portion. 
Behavioral data (Will et al., submitted) indicate that the 
two activation differences for the W-Wi and the W-Wv 
contrasts are related to two different priming effects: vocal 
contour primes in non-musicians led to a reaction time 
reduction of ca. 50ms, whereas instrumental contour primes in 
musicians had no such facilitatory effect. The authors suggest 
that this may be due to the intensive musical training that 
enables musicians to easily separate non-vocal from vocal 
sound processing. It is tempting to propose that the significant 
activation of the posterior STG in the W-Wi contrast is a 
reflection of this ‘extra’ processing by the musicians.  On the 
other hand, the sequence of activated areas for both W-Wi and 
W-Wv contrasts, from planum temporale to planum polare 
and anterior STG, suggests that melodic contour priming 
involves activation of several areas along the posterior-
anterior gradient that comprise consecutive levels of 
processing dealing with increasingly abstract representations 
of auditory information.   
 
V. CONCLUSION 
The present study is a first demonstration of neural 
structures of the superior temporal lobe to be involved in 
melodic contour priming of words in tone language speakers. 
The structures show different activation pattern for 
instrumental and vocal contour primes and for musicians and 
non-musicians. The results suggest that melodic contour 
priming affects several stages of word processing and 
demonstrate that priming effects of both vocal and 
instrumental primes are significantly shaped by musical 
experience.   
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ABSTRACT 
Musical gestures are an integral part of music performance and can 
play an important role in communicating and controlling musical 
expressions and intentions. These expressive intentions are also 
communicated to co-performers when playing in a musical ensemble. 
An important mechanism in music performance is the prediction and 
control of, and the adaption to the expected and perceived musical 
timing. When performing, musicians are involved in a complex 
system of mutual adaptation, which is not completely understood so 
far.  In this study, we investigated the role of sound-producing 
gestures of musicians in the mediation process of (interpersonal) 
musical timing in a duet performance.  Therefore, we designed a 
study were musicians had to tap a simple melody on a pad using 
three different movement strategies, with and without visual contact 
and in two different tempi. The results show that gestures can 
monitor the control and communication of musical timing which 
leads to a more stable performance, especially in slower tempi and 
when musicians can communicate visually. Moreover, expressive 
gestures may improve the prediction of expressive timing patterns of 
a co-performer, which suggest that the body is an active controller of 
time and plays an important role in the entrainment process between 
performing musicians. 
I. INTRODUCTION 
When performing in music ensembles, musicians often 
align and coordinate their expressive intentions using auditory 
as well as visual cues.  A key feature in the auditory domain is 
the prediction and control of, and the adaptation to the 
expected and perceived musical timing. Timing in ensemble 
performance comprises two dimensions: the vertical and the 
horizontal one (Keller, 2014). The vertical dimension 
considers the temporal relationship between sounds that are 
(or should be) synchronous in the musical texture and can be 
quantified by computing the asynchronies between sounds. In 
skilled ensemble performance, deviations from perfect 
synchronous playing often lie between 30 - 50 ms (Rasch, 
1979). The absolute (unsigned) asynchronies are useful for 
providing an inverse index of synchronization accuracy. The 
sign of the asynchronies (positive or negative) indicates which 
part is leading in the musical structure and the variability of 
the asynchronies is an inverse index of the precision or 
stability of synchronization (Keller, 2014). But, also in the 
horizontal dimension, timing can vary. This comprises the 
variability of the timing of successive sounds within each 
voice or instrumental part or inter-onset intervals (IOIs) 
(Keller, 2014). Horizontal deviations include local changes in 
tempo, for example when slowing down at the end of a 
sequence, playing tempo rubato, or just fluctuations in tempo 
induced by the natural motor variability of the performers 
(Palmer, 2013; Stergiou & Decker, 2011). So far, timing has 
been studied mainly with tapping tasks (or sensory-motor 
tasks), where participants have to tap to an external pacing 
stimulus or a metronome (see Repp & Su, 2013 for an 
overview). 
Though performing music together is a far more complex 
task than simply tapping to a metronome, as it involves 
complex motor patterns and high-level cognitive skills, we 
could consider two performers playing a musical piece 
together as two oscillators producing a rhythm, which are 
aligned or entrained to each other (Clayton, 2005, Leman, 
2016). The simplest example of a music performance would 
then be two people tapping a melody together. Deviations in 
the parameters of the vertical time domain (phase-alignment) 
or horizontal time domain (period-alignment), then give a 
good estimation of how strong these oscillators are coupled. 
In summary, when musicians perform in an ensemble context, 
they constantly have to monitor, predict and adapt to their 
own and co-performers deviations in the horizontal and 
vertical timing dimension, in order to obtain a relative 
stability in the entrainment dynamics, the so-called attractor 
states (Kelso, 1995; Leman, 2016).  
Different theories have been proposed to account for the 
mechanisms behind the prediction and control of timing, such 
as the timekeeper model (Wing & Kristofferson, 1973), where 
an internal clock generates a pulse that is the referent for 
synchronization. Other theories emphasized the importance of 
motor control for timing abilities (Todd, 1999), where (the 
representation of) movement is at the basis of timing control. 
The latter is very interesting when studying music 
performance, as music making often (not to say always) 
involves movement, and music is considered as a multimodal 
experience that involves auditory, visual, and tactile 
sensations (Leman, 2007). Previous studies showed that the 
gestures of musicians play an important role in the monitoring 
of musical expressions and intentions in music performance 
(Caruso, Coorevits, Nijs & Leman, 2016; Coorevits, Moelants, 
Östersjö, Gorton & Leman, 2016; Dahl et al., 2010; Leman, 
2007; Wanderley, 2002). In solo performance, auditory cues 
that are generated are directly coupled with the motor patterns 
generated by the musician, which can enhance the control of 
timing and expressive properties of a performance (Palmer, 
2013). But, in an ensemble context, auditory and motor 
patterns of multiple agents occur and interfere with each other. 
Here, body movements associated with music performance 
can provide visual cues as well, which, in combination with 
the timing cues from the auditory domain, regulate the 
coordination and communication between ensemble 
performers (Keller, 2014). In short, musicians are involved in 
a complex system of mutual adaptation, communication and 
timing control that involves motor patterning, auditory cues 
and visual cues. In our very simple example of the two 
musicians tapping a melody together, the movements they use 
to produce the taps are then constituents of the entrainment 
dynamics of the two oscillating rhythms (Leman, 2016). 
Up to now, so called sound-facilitating gestures or 
ancillary gestures (Jensenius, Wanderley, Godøy & Leman, 
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2010) have been the main focus of research when it comes to 
studying the role of movement in interpersonal timing in 
ensemble performance.  Head nods, body swaying and gaze 
patterns play an important role in establishing and maintaining 
interpersonal synchrony and leader-follower relations (Keller, 
2014). Keller and Appel (2010) for example found that the 
coordination of body sway was related with the 
synchronization between participants. According to Goebl and 
Palmer (2009), pianists’ head movements became more 
synchronized when auditory feedback was reduced in the 
performance. They also noticed that pianists who were 
designated as the leader raised their fingers higher and 
preceded the other pianist in timing. The latter suggest that not 
only ancillary gestures, but sound-producing gestures as well 
can help in communicating and controlling timing in 
ensemble performance. However, most research on ensemble 
coordination consists of manipulating leader-follower roles or 
the intended expression of the musicians (expressive vs. 
deadpan), to see what the outcomes are in terms of movement 
behavior (Davidson 1994; Thompson & Luck, 2012).  
This raises the question how deliberately manipulating 
gestures will affect the entrainment dynamics of ensemble 
performance in terms of control and communication of timing. 
It has been suggested that gesture can facilitate the prediction 
of events (Maes, Giacofci & Leman, 2015) and that 
movement trajectories are highly relevant for timing control 
(Maes, Wanderly & Palmer, 2015; Morillon, Schroeder & 
Wyart, 2014; Torre & Balasubramaniam, 2009). In that sense, 
gestures work as a clock where movement is controlled by a 
sensorimotor scheme that accounts for the time keeping in the 
interaction. The patterns that emerge from this behavior 
provide important information about the dynamical properties 
of the cycles within the oscillating system (Balasubramaniam, 
Wing & Daffertshofer, 2004; Torre & Balasubramaniam, 
2009). Therefore, we want to investigate the role of sound-
producing gestures of musicians in the mediation process of 
(interpersonal) musical timing in a duet performance.  
We designed a study where we start from the simplest 
example of ensemble performance: two musicians tapping a 
melody together. The musicians had to tap a simple melody 
on a pad using three different movement strategies (normal 
tapping, with expressive gesture and with the least movement 
possible), with and without visual contact and in two different 
tempi. We expect the asynchronies between participants to be 
smaller when the participants use expressive movements in 
between the taps and larger when they are instructed to use the 
least movement possible. The difference between these 
movement types will be the biggest in a performance context 
where the musicians can visually communicate, and less 
pronounced in a condition where they are not able to see each 
other’s gestures. The direction of asynchronies will show who 
anticipates whom in terms of timing. We expect that gestures 
will help to convey musical time and predict the expressive 
timing patterns of a co-performer. Moreover, we expect that 
adding expressive gestures will lead to a better control of 
timing and a more stable performance, especially in slower 
tempi. We expect that in the ‘removed visual feedback’ 
condition, leader-follower roles will be more hybrid (both lead 
and follow some times), but that in the visual condition, 
leader-follower roles will be dependent on which performance 
strategy is applied by the participants, especially in those trials 
where they adopt different movement strategies. We expect 
that participants who use a gesture will be clearly identified as 
a leader. We also hypothesized that the variability of IOI will 
be dependent on performance strategies as well. We expect 
that the tempo will be most stable and maintained in the 
condition where they both use expressive movements, 
especially when there is visual contact between participants. 
II. METHODS 
A. Participants 
In total, 14 duos (28 participants) of musically trained 
people with at least 6 years of formal musical training and 
ensemble experience were tested. They were between 18 and 
50 years old (M= 28), 14 of them were male, 14 of them were 
female and all of them were right-handed. Two duos were 
occluded from analysis due to technical problems during the 
recordings. 
Figure 1. Musical excerpt used for the experiment. One 
participant triggers the tones of the upper voice, the other one 
the tones for the lower voice. 
B. Materials 
With a tapping pad, participants had to trigger tones that 
they heard through headphones. The melody they produced 
was the first eight bars of the Pachelbell Canon, plus a final 
note to end the sequence (Fig. 1). Successive taps triggered 
the successive notes of the melody, so there is a one-to-one 
relationship of taps to note onsets. All bars contain four 
quarter notes, meaning that for each trial, both participants 
produced 33 tones (with the final tone included). Each 
participant got one voice (one the upper voice, one the lower 
voice) but the two voices in this canon are of equal 
importance and have an equal note rate, so this did not induce 
a hierarchy of leader or follower in the dyads. To distinguish 
between their own taps and those of their co-performer, left-
right panning of the voices was applied. The taps of the 
participants were recorded with pressure sensors under a 
tapping pad (Fig 2). These sensors send an instantaneous 
analog signal (voltage) to two devices. The first device is a 
Teensy, which performs analog-to-digital conversion of this 
signal, enabling the continuous recording of the pressure 
signal on a computer at a sample rate of 1000 Hz. The other 
device is an Axoloti, which is a microprocessor. Based on the 
voltage signal of the pressure sensors, this device triggers the 
sound samples that will be heard by the participants. The 
triggering is done on the Axoloti itself, without interference of 
the computer. When the Axoloti triggers a sound sample, it 
simultaneously sends a voltage signal to the Teensy. This way, 
the onsets of the sound samples heard by the participants are 
simultaneously recorded with the tapping data, at the same 
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sampling rate of 1000 Hz. On a separate computer, motion 
data of head, hand and tapping finger was recorded with an 
Optitrack Motion Capture System (6 V100R2 Cameras at a 
sample rate of 100 Hz). The MoCap data was synchronized 
with the other data using a synchronization trigger send to the 
Teensy. This way, all data streams are synchronized and 
recorded on the computer. The whole set-up is summarized in 
Figure 3. 
 
 
Figure 2. A participant during the experiment, tapping on the 
pad and wearing reflective markers on his head (3), his wrist (3) 
and his index finger (1). 
 
Figure 3. Schema of the setup for recording. The red arrows 
indicate what was accessed by the experimenter. Data streams 
are indicated with black arrows, The audio stream with a green 
arrow. 
 
Figure 4. Procedure for the experiment. The five combinations of 
performance strategies were performed three times and repeated 
in two modalities (visual contact and removed visual contact) and 
in two tempi. 
C. Design 
We would like to investigate the role of three factors in 
coordinated interpersonal timing within a duet performance. 
The first factor is "Performance Strategy". Individuals were 
instructed to tap (i) in a for them comfortable/natural way 
(baseline), (ii) with an additional expressive gesture in 
between taps (gesture), or (iii) using the least movement 
possible by pushing on the tapping pad without lifting the 
finger (no movement). This leads to five combinations of 
performance strategies (P1(i)-P2(i), P1(ii)-P2(ii), P1(ii)-P2(iii), 
P1(iii)-P2(ii), P1(iii)-P2(iii))). These conditions were 
randomized between the participating dyads, though the 
baseline condition (P1(i)-P2(i)) was always the first one. The 
second factor was "Modality". In one part of the experiment, 
participants were able to see each other’s arms and hands 
(visual contact), while in the other part they could not see 
each other (no visual contact). A third factor was "Tempo": all 
the combinations of Performance Strategy and Modality were 
repeated in a fast (100 beats per minute, BPM, IOI = 600ms) 
and a slow tempo (50 BPM, IOI=1200ms). In total, this sums 
up to 2×2×5 conditions. In each condition, participants 
performed three trials (60 trials in total). 
D. Procedure and Task 
Before coming to the lab, participants were screened on 
musical background and dominant hand. On arriving, they got 
clear instructions about the experiment, they filled out a short 
questionnaire about their personalia and signed an informed 
consent form. First, the participants had to tap individually on 
the pad in a, for them, comfortable manner and in a 
comfortable tempo, in order to detect their natural tapping 
frequency. While doing this, they could not yet hear the music 
they were going to play, so their knowledge about the 
Pachelbell Canon could not influence the tempo they chose. 
Then, they received enough time to learn how to trigger the 
melody on the tapping pad in the different performing 
strategies (see above (i), (ii), (iii)) and in the different tempi. 
Next, the actual experiment started. Each trial was initiated 
with a metronome that indicated the tempo with two bars of 
four beats. After these two bars, the participants started 
tapping and had to try to maintain the tempo and synchronize 
as good as possible while performing the Pachelbell canon. 
Half of the dyads started with the condition where they could 
see each other's movements, the other half started without 
visual contact. When all the conditions and trials in one 
modality were performed, the experiment was repeated in the 
other modality and in the two different tempi. The procedure 
of the actual test phase is shown in Fig.4. After the dyads had 
gone through the whole procedure, they had to fill out another 
questionnaire to ask about their experiences during the 
experiment and opinion about the task. The whole experiment 
took about 2.5 hours to be completed. Afterwards, all 
participants received a cd-voucher. 
III. ANALYSIS 
A. Feature Extraction 
1) Synchronisation. To measure the synchronisation 
between participants in each performance, the asynchrony 
between the two participants in relation to the previous and 
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next tapping interval was considered. This difference can be 
expressed in degrees (here from -180° to 180°). 0° means that 
the taps of both participants occurred simultaneously and that 
they were in sync. The phase is calculated for each pair of taps 
that should occur simultaneously. A positive phase angle 
indicates that participant 1 lags behind participant 2, a 
negative phase angle indicates that participant 1 anticipates 
the tap of participant 2. Given that phase angles represent 
directional or circular data, we cannot use standard tests to 
compare the resulting phase distributions. Therefore 
synchronisation data were analysed with circular statistics 
(Fisher, 1995) using the circular statistics toolbox for Matlab 
(Berens, 2009). Each trial of a performance strategy results in 
a distribution of relative phase angles. Such a distribution can 
be described with the mean resultant vector, which has a 
phase angle and a length. The angle corresponds to the mean 
relative phase or synchronisation accuracy. The larger the 
absolute value of the angle, the bigger the asynchrony. The 
sign of the angle indicates the mean direction of the 
asynchrony. The length of the vector, |R| is a measure for the 
mean phase coherence of an angular distribution. Values can 
range from 0 to 1. |R| reaches the value 1 if, and only if, strict 
phase locking is maintained, i.e. all taps were performed with 
the same phase angle. This means that even though the mean 
asynchrony between taps can be large, |R| can be very high, if 
the phase angle between the taps stays the same or, in other 
words, the relationship between the two oscillators (the two 
participants) stays stable. In this study, the mean absolute 
phase angle (absolute asynchronies), the mean signed phase 
angle (signed asynchronies), and the mean resultant vector 
length (|R|) are considered as dependent variables in 
measuring the synchronisation (or vertical timing) between 
participants. 
2) IOIs. As each performance was initiated with a 
metronome and part of the task was to maintain the initial 
tempo, the standard deviation of IOIs is a good measure for 
describing the stability/variability of the horizontal timing of 
the performance. Nevertheless, the metronome was not heard 
during the performance of the music and hence, the mean 
tempo (or mean IOI) slightly varied among trials and dyads in 
the two tempi. As the variability of IOIs is in general higher 
when the mean tempo of a performance is slower (Repp & Su, 
2013), the variability of IOIs was normalised by dividing the 
standard deviation of IOIs by the mean IOI of each trial, 
resulting in the coefficient of variation (CV). 
Correlations between the IOI patterns of the two 
participants in each dyad provide a measure of period 
adaptation between participants during duet performance. We 
compared the dyad’s IOI series at lags of +1 an -1 IOI to 
examine how much one participant adapts to the previous IOI 
of the other (Goebl & Palmer 2009; Loehr & Palmer 2011; 
Palmer 2013). To exclude variabilities that are caused by 
beginning and ending of trials, the first and last 4 notes of 
each IOI series were not considered for the lag-correlations 
analysis.  
 
 
 
B. Hypothesis Testing 
To test whether the use of gesture has an influence on the 
control and communication of timing in performance, 
different subsets of the data were created. For all tests, a 
significance level of   = 0.05 was applied. Also, for all 
Repeated Measures ANOVA’S, Mauchly’s test of Sphericity 
was used to see if the assumption of Sphericity was violated. 
In the case of non-sphericity, effects were Greenhouse-
Geisser corrected. Finally, posthoc tests following ANOVA 
were performed using Bonferroni correction. 
1) Subset 1 - Equal Performance Strategies. The first 
subset pertained to those conditions where participants applied 
the same Performance Strategy: both normal tapping 
(baseline), with a gesture in between taps (gesture), and with 
the least movement possible (no movement)(P1(i)-P2(i), 
P1(ii)-P2(ii), and P1(iii)-P2(iii), see Fig. 4). The dependent 
variables considered were absolute asynchronies (subset 1A) 
and the resultant vector length (subset 1B). As for each 
condition, a separate CV measure is obtained for the two 
persons of a duet, we first tested whether the CV measures of 
both individuals differed per condition. For that, we 
conducted a paired t-test. The results of this test indicated that, 
on average, CV measures did not differ significantly, allowing 
us to take the average CV per condition, leading to subset 1C. 
On subsets 1A, 1B, and 1C, we applied 2×2×3 repeated 
measures ANOVAs with Modality (visual contact/no visual 
contact), Tempo (fast/slow), and Performance Strategy (P1(i)-
P2(i)/P1(ii)-P2(ii)/ P1(iii)-P2(iii)) as within-subjects factors. 
2) Subset 2 - Mixed Performance Strategies. A second 
subset pertained to those conditions where participants applied 
a different Performance Strategy (P1(ii)-P2(iii), P1(iii)-P2(ii), 
see Fig. 4), to search for leader-follower strategies. The 
dependent measures that were considered were the signed 
asynchronies (subset 2A), and the difference between lag-1 
and +1 correlations (subset 2B). On these subsets 2A and 2B, 
we applied 2×2×2 repeated measures ANOVAs with Modality 
(visual contact/no visual contact), Tempo (fast/slow), and 
Performance Strategy (P1(ii)-P2(iii)/P1(iii)-P2(ii)) as within-
subjects factors. An overview of the statistical analysis is 
given in Fig. 5.  
IV. RESULTS  
A. Subset 1A – Absolute Asynchronies  
The 2×2×3 repeated measures ANOVA revealed a main 
effect of Performance Strategy, F(1.098, 12) = 6.083, p < .05, 
and Modality, F(1, 12) = 8.38,  p < .05, but no interaction 
effects were observed. Posthoc pairwise comparisons showed 
that, on average, the no movement Performance Strategy 
(M=11.12, SEM=1.46) led to a significantly higher absolute 
asynchronies compared to the baseline (M=6.69, SEM=0.80), 
t(1.398) = 3.43, g = 0.32, and gesture Performance Strategy 
(M=5.76, SEM=0.73), t(1.398) = 3.85, g = 0.39 (Fig. 6a). In 
addition, we found that absolute asynchronies were 
significantly higher when people could not see each other 
(M=9.28, SEM=1.53) compared to when they could see each 
other (M=6.43, SEM=1.04), t(1) = 2.90, g = 0.18 (Fig. 6b). 
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Figure 5. Overview of experimental design for the two subsets of 
data (Equal Performance Strategies and Mixed Performance 
Strategies) 
B. Subset 1B – Resultant Vector Length 
The 2×2×3 repeated measures ANOVA yielded a main 
effect of Performance Strategy, F(1.04, 12) = 8.65, p < .05, 
Tempo, F(1, 12) = 125.55, p < .001, and Modality, F(1, 12) = 
7.98, p < .05. Also, we found a significant interaction between 
Performance Strategy and Tempo, F(1.487, 12) = 5.583, p 
< .05. Posthoc analysis indicated that this interaction was due 
to the fact that effects of Performance Style on resultant 
vector length occurred only in slow Tempo conditions, while 
no effects occurred in the fast Tempo condition (Fig. 7a). 
More specifically we found that only in the slow Tempo 
condition, the gesture Performance Strategy (M=0.9626, 
SEM=0.0023) led to a significantly higher resultant vector 
length in comparison to the baseline (M=0.9554, 
SEM=0.0033), t(2)= 3.72, g = 0.36, and the no movement 
Performance Strategy (M=0.9235, SEM=0.0119), t(2)= 2.85, g 
=  0.30. In addition, though no significant interaction between 
Performance Strategy and Modality was found, pairwise 
comparisons revealed that only when there was visual contact 
between the two participants, there were significant 
differences between the different Performance Strategies. 
Using a gesture improved the performance in terms of 
increased vector length (M=0.9734, SEM = 0.0013) compared 
to both baseline (M = 0.9633, SEM = 0.0030), t(2)= 3.72, g = 
0.36, and no movement Performance Strategy (M = 0.9394, 
SEM = 0.0087), t(2)= 4.01, g = 0.45, but also the baseline 
Performance Strategy induced an increased vector length 
compared to no movement (t(2)= 2.85, g = 0.30). Pairwise 
comparisons also revealed that Modality (visual contact/no 
visual contact) only had an effect when the gesture 
Performance Strategy was applied. More in particular, we 
found a significant increase in resultant vector length from the 
gesture Performance Strategy without visual contact 
(M=0.9623, SEM=0.0023) to the gesture Performance 
Strategy with visual contact (M=0.9734, SEM=0.0013), t(2)= 
5.29, g = 0.39 (Fig. 7b). 
C. Subset 1C – Coefficient of Variation, CV 
The 2×2×3 repeated measures ANOVA gave out a 
significant main effect of Performance Strategy, F(1.612, 12) 
= 15.662, p < .001. Figure 10 shows that using a gesture 
significantly reduced the variability (M=4.147, SEM=0.174) 
compared to the baseline Performance Strategy (M=4.711, 
SEM=0.202), t(2) = 2.86, g = 0.27, and the no movement 
Performance Strategy (M=5.655, SEM=0.250), t(2) = 5.22, g = 
0.50). Also, the baseline Performance Strategy reduced the 
variability compared to no movement (t(2) = 2.99, g = 0.31). 
In addition, we found a significant interaction between 
Performance Strategy and Modality as well, F(1.89, 12) = 
8.60, p < .05. Posthoc pairwise comparisons indicated that 
visual contact led to a significant drop of the CV of the 
gesture Performance Strategy (M=3.987, SEM=0.158), in 
comparison to the baseline (M=4.737, SEM=0.205), t(2)= 
5.22, g = 0.40, and the no movement Performance Strategy 
(M=5.407, SEM=0.223), t(2)= 6.37, g = 0.53. Also, posthoc 
tests yielded a significant difference between baseline 
(M=4.686, SEM=0.248) and no movement Performance 
Strategy (M=5.904, SEM=0.304) only in those cases where 
there was no visual contact, t(2)= 3.17, g = 0.33 (Fig. 8). 
Figure 6. Mean absolute asynchrony (i.e., phase angle in degrees) 
by Performance Strategy condition (both baseline/both 
gesture/both no movement) (TOP) and Modality (visual 
contact/no visual contact) (BOTTOM). Error bars represent the 
standard error of the mean (* p < .05, ** p < .01).  
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Figure 7. Mean resultant vector length by (a) Performance 
Strategy (both baseline/both gesture/both no movement) and 
Tempo (slow/fast), and (b) Performance Strategy (both 
baseline/both gesture/both no movement) and Modality (visual 
contact/no visual contact). Error bars represent the standard 
error of the mean (*p < .05, **p < .01, ***p < .001). 
D. Subset 2A – Signed Asynchronies 
A 2×2×2 repeated measures ANOVA revealed a main 
effect of Performance Strategy, F(1, 12) = 29.47, p < .001) as 
well as significant interactions between Performance Strategy 
and Tempo, F(1, 12) = 8.31, p < .05, Performance Strategy 
and Modality, F(1,12) = 7.22, p < .05, and between 
Performance Strategy, Tempo and Modality, F(1,12) = 10.13, 
p < 0.01. Additional posthoc tests were conducted to better 
understand this three-way interaction. The results of these 
tests indicated that within a duo, the participant who used a 
gesture Performance Strategy was, on average, ahead of the 
participant that performed the no movement strategy. However, 
it was found that this effect was more pronounced at the slow 
Tempo and when visual contact was allowed (M1 = -10.41, 
SEM1 = 3.18, M2 = 10.13, SEM2 = 2.99), t(1)= 10.18, g = 
0.55). But also when both participants did not see each other, 
the difference in performance strategy was significant in the 
slow Tempo (M1 = -1.446, SEM1 = 3.169, M2 = 6.88, SEM2 
= 3.08)(t(1) = 2.52, g = 0.22). When performing in the fast 
tempo, a significant difference appeared both with (t(1) = 2.96, 
g = 0.28) and without (t(1) = 3.16, g = 0.20) visual contact 
(Fig. 9). 
E. Subset 2B – Correlation Between Lag -1 and Lag +1 
A 2x2x2 ANOVA on the difference between lag +1 and -1 
correlations of IOI-patterns of participants when they applied 
different performance strategies did not show any significant 
main effects as well, neither significant interactions. This 
means that the difference in interpersonal adaptation between 
dyads was not affected by performance strategy, visual 
contact or tempo. 
Figure 8. Coefficient of variation by Performance Strategy 
(baseline/gesture/no movement) and Modality (visual contact/no 
visual contact). Error bars represent the standard error of the 
mean (*p < .05, **p < .01, ***p < .001). 
Figure 9. Signed phase angles (in degrees) by Performance 
Strategy (both baseline/both gesture/both no movement) and 
Modality (visual contact/no visual contact). Error bars represent 
the standard error of the mean (*p < .05, ***p < .001). 
V. DISCUSSION AND CONCLUSION 
In this study, we aimed at investigating the role of gesture 
in the control and communication of musical timing. In 
general, our results show that manipulating the sound-
producing gestures of musicians can influence the 
(interpersonal) timing in performance. First, reducing the 
movements of the participants resulted in larger asynchronies, 
but no overall significant difference between normal tapping 
and expressive gestures could be observed. Moreover, visual 
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contact between participants reduced the asynchronies as well. 
This suggests indeed that movement (and the perception of a 
co-performer’s movement) in general helps to predict 
temporal patterns in performance (Todd, 1999; Palmer, 2013). 
More interesting is the observed effect of performance 
strategy on the resultant vector length. Here, the use of an 
expressive gesture during performance significantly increased 
the vector length compared to baseline and the no movement 
conditions, meaning that the phase-relationship between 
performers was most stable in these performances where 
expressive movements were used. In fact, using an expressive 
gesture yielded statistically superior performances compared 
to other performance strategies only when visual contact 
between participants was possible and moreover, only these 
performances where expressive gestures were used showed a 
significant difference between visual and no visual contact. In 
other words, the phase-alignment between performers was the 
strongest and most stable when using an expressive gesture 
and when visual contact was possible. This provides support 
for the idea that musicians’ expressive gestures can be a key 
to the successful communication and prediction of timing in 
joint performance (Keller, 2014; Leman, 2016; Maes, 
Giacofci & Leman, 2015; Morillon et al. 2014). However, it is 
important to note that tempo is a crucial factor in this process 
as well, as it seems to require a sufficient amount of time to 
carry out a gesture that contains additional information to a 
basis tapping gesture, as could be observed through the 
interaction of ‘Tempo’ with ‘Performance Strategy.’ As 
previous research has shown, tempo has a major influence on 
the movement strategies musicians can apply, which on its 
turn can influence the timing profiles of performers (Coorevits, 
Moelants, Maes, Leman, in press; Goebl & Palmer, 2013; 
Loehr & Palmer, 2009). Additional analysis of the (expressive) 
gestures that were used in fast and slow tempi during this 
experiment could reveal potential features that contribute to a 
more stable or consistent phase-relationship during 
performance. 
Next to the vertical phase-alignment between participants, 
horizontal timing patterns provided understanding of the role 
of gesture in tempo-alignment. The normalized variability of 
IOIs (also known as the Coefficient of Variation, CV) was 
significantly lower when performers used an expressive 
gesture, meaning that the tempo stayed most constant during 
these conditions. Visual contact between participants was 
necessary to obtain a significant difference between normal 
tapping and expressive movement, while in the performances 
where no visual contact was possible, the baseline and gesture 
condition both resulted in a lower variability compared to the 
no movement condition. Again, this means that movement (in 
this particular case both normal tapping and expressive 
gesturing) is essential for the control of timing in performance, 
more specific the stability of the tempo. However, in a context 
where musicians can visually communicate, the use of 
expressive gestures significantly improves tempo-alignment 
between musicians compared to normal tapping. 
The influence of expressive gesture on leader-follower 
strategies between participants only showed a difference in 
the signed asynchronies between participants, where the 
performers using the gesture preceded the timing of the 
performers using no movement, even when there was no 
visual communication. This means that the use of gesture 
pushes the performer into a more predictive role, or the other 
way around, that removing the possibility to move results in 
more reactive than predictive behavior. The fact that 
deliberately manipulating sound-producing gestures 
influences leader-follower roles in interpersonal timing, 
together with the observation that movement helps to predict 
temporal patterns, could mean that movement provides a 
kinaesthetically framework that musicians use to locate 
auditory events, both from the viewpoint of the one who 
produces the movement (the leader) and the one who 
perceives the movement (the follower) (Glowinski et al. 2013; 
Keller & Appel, 2010; Goebl & Palmer, 2009). On the other 
hand, the lag-correlations between the IOI time series of the 
dyads did not reveal any unidirectional adaptation between 
performers, as participants adapted to one another equally 
across both lag +1 and -1. This confirms the results of 
previous research by Goebl and Palmer (2009) and Zamm et 
al. (2015), where during full auditory feedback, performers 
employ a two-way adaptation strategy in interpersonal timing, 
even when assigned leader or follower roles.  
In summary, it can be concluded that the dyads were most 
tightly coupled in these performances where expressive 
gestures were used and visual communication was possible. 
Yet, it remains an open question which underlying 
sensorimotor and neural principles cause this effect. It is 
known that time perception and motor timing rely on similar 
cerebral structures (Schubotz, Friederici & von Cramon, 
2000). To engage in joint action, for example when playing a 
musical duet,  it is important to understand and predict the 
actions of the co-performer. Therefore, a common coding 
mechanism for perception and action is assumed, meaning 
that we can simulate the perceived actions of our co-performer 
in our own motor system, and therefore, be able to predict the 
outcome of that action (Sebanz, N., & Knoblich, G., 2009; 
Leman, 2016). In this experiment, the possibility to observe 
each others expressive gestures led to an increased phase 
stability and decreased asynchrony. Using and observing 
gestures thus allowed for a better action prediction and error 
correction, which induces entrainment, or a tight coupling 
between two oscillation rhythms (Leman, 2016). These 
expressive gestures could be considered as oscillating 
movements with emerging timing qualities that provide a 
more continuous coupling between action and temporal 
prediction, resulting in a continuous feedback loop that 
facilitates the prediction of timing (Torre & Balasubramaniam, 
2009). This leads to stable “attractor states,” in line with a 
dynamical system perspective on entrainment (Large & Jones, 
1999). Those gestures then differ in temporal characteristics 
from normal tapping gestures, which are often considered as 
discontinuous movements, associated with event-based 
mechanisms of timing. The latter are thought to involve a 
representation of discrete time intervals by an internal 
timekeeper (Zelaznik et al., 2005). Our results would then 
suggest that emergent-based timing yields superior 
performances compared to event-based timing. However, 
studies by Delignières and Torre (2011) and 
Balasubramaniam et al. (2004) revealed that applying 
asymmetric movements (like tapping) resulted in much more 
timing accuracy than continuous, symmetric movements (like 
circle drawing), which is in favour of event-based timing. 
Therefore, the characteristic features of the gestures used by 
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the participants in our study could provide more insight in the 
nature of the timing mechanisms that were at hand during 
performance. 
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ABSTRACT 
We developed an interactive system for music performance, able to 
control sound parameters in a responsive way with respect to the 
user’s movements. This system is conceived as a mobile application, 
provided with beat tracking and an expressive parameter modulation, 
interacting with motion sensors and effector units, which are 
connected to a music output, such as synthesizers or sound effects. 
We describe the various types of usage of our system and our 
achievements, aimed to increase the expression of music 
performance and provide an aid to music interaction. The results 
obtained outline a first level of integration and foresee future 
cognitive and technological research related to it.      
I. INTRODUCTION 
A well-known problem in the design of electronic music 
devices is giving them the ability to reliably convey human 
expression to meaningful outputs. 
According to Malloch et al. (2006) “expressivity” is 
commonly used to discuss the virtue of an interaction design. 
An expressive musical interface is considered a device that 
resonates with its user, creating a better perception of self-
awareness, and more accurately achieving the artist’s intended 
sound. The human voice is such an example. It can be 
adjusted to the artist’s intentions, and easily understood by his 
listeners if they share a common coding with the artist. 
In contrast to traditional instruments, electronic music 
instruments do not provide a direct connection between the 
artist and the physical sound production mechanism. They 
tend to express higher levels of separation between the 
expressive goal of its user and the actual result (Wessel & 
Wright, 2001). These separations are in part related to the 
physical material of the interface, which does not give 
appropriate feedback to the musician. The instrument thus 
lacks essential elements of communication to the player, and 
consequently, affects the interaction between the musician and 
the audience or other players.  
We consider a music device as a medium between artist 
and listener within a social relationship, characterized by 
attunements and inter-modulations. In this framework, the 
artist creates symbolic content by playing notes on the 
instrument, while the system retrieves meaningful information 
from the artist's movement, and provides feedback by 
changing values of sound parameters. To support musical 
expression and interaction between the artist and listener, this 
process should be effortless, consistent, and in agreement with 
the musician’s intended result.  
In the search for more expressive musical interfaces, the 
sensor-based paradigm appears to better map the performer's 
actions to musical parameters. Focusing on physically driven 
interfaces (Tanaka, 2000), we can achieve musical expression 
employing macro- or micro-levels of movements (Jensenius, 
2015), or biological cues related to music production and 
perception (Muller-Rakow & Fuchs, 2012).  
II. APP DESIGN 
To support electronic music performance of multiple 
players, we designed an iOS mobile app called "Sound 
Motion". The app receives motion data from internal or 
external sensors, connected by Bluetooth, and drives 
synthesizers and sound effects as output. To date, we 
implemented two types of output signal redirection: one using 
a built-in synthesizer that plays sounds from the same mobile 
device, and a second that connects the mobile device to a 
compatible sound module, such as a host or peripheral. For 
example, OS X 10.10 or higher can use MIDI over Bluetooth 
and work as a host receiver.  
We also prototyped a mechanism to add control of 
external effects and music hardware, using an Arduino Uno 
board microcontroller connected to a Bluetooth antenna. 
A. User Interface  
The app's graphical user interface is shown in Figure 1, 
with a particular track configuration with three MIDI controls, 
represented by knobs at the bottom of the screen. Each control 
can comprise multiple patterns, organized in different pages 
the user can browse. Each page is represented by a scrollable 
piano-roll on which the user can insert control events of 
different length, playing with independent beat subdivisions 
and independent number of repetitions. Within the app, a track 
list organizes the control patterns in multiple tracks able to 
play sequentially. Velocity and other MIDI parameters can be 
adjusted by the left vertical slider on the piano roll.  
During playback, the cursor (gray column) advances, and 
page turns are automatic. 
B. External Modules and Connections 
The Sound Motion app receives sensor data either from 
the internal smartphone accelerometer or from external sensor 
devices. To date, we have integrated support for a commercial 
wearable development platform, Hexiwear, that can be used 
like a smart-watch. Communication between the iOS device 
and Hexiwear is based on the open-BLE API. Other “open” 
wearable devices can also be used, provided they support the 
same Bluetooth protocol.  
We also prototyped an effector module to transfer the 
control patterns directly to analogue music hardware by 
voltage control changes. This module uses an 8-bit Arduino 
ATmega microcontroller, with a Bluetooth 4.0 chip (HM-13). 
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The signal is sent by Bluetooth MIDI from the mobile app to 
the module, which converts it into voltage changes. 
All the signals sent from the mobile app to the external 
unit employ MIDI protocol so that they can be routed virtually 
to any sound parameter, managed by the peripheral. 
 
      
Figure 1. Screenshots of “Sound Motion” mobile app, with the 
user interface showing the piano-roll page (left) and the editor 
(right). 
III. INTERACTION DESIGN 
This section describes the mappings we considered to 
support musical expression as well as the algorithms used to 
process the sensor data for modulation of the sound 
parameters.  
A. Direct and Transparent Mappings 
Apart from the physical dimension of performance, we 
must also consider the choice of algorithm that maps the 
performer's behavior to expressive musical content within an 
inter-modulation framework. Grosche (2012) for example, 
claims that given the highly structured level of information in 
music, which exhibits both time variations and deviation of 
assumptions, the extraction of musically meaningful 
information becomes a very challenging problem.  
Since acceleration is so intimately involved in music 
expression, our interaction design focused mainly on the use 
of accelerometers, worn on the wrist or on the arms of a 
musician.   
For our initial testing, we employed a direct mapping 
between physical movements and sound output. This followed 
a gesture-based paradigm that correlates changes of sound 
amplitude with the performer's physical gestures (Bouillot et 
al., 2008). The first author used the system in a performance 
at the Conservatory of Frosinone, Italy, in 2016. The mobile 
device was tied to an arm and the output control was directed 
to our hardware prototype, changing the parameters of two 
pedal effects. However, this approach was limited, because 
the musician was forced to maintain the same gestures to 
obtain a given effect. Additionally, any movements, even if 
unintentional, can result in changes of output.  
In our research for a transparent mapping, as promoted by 
Fels et al. (2002), we maintained the metaphor of a sound 
change related to the amount of motion.  However, we 
separated the creation of control patterns between the 
symbolic content the composer wants to achieve, and the 
overlaid expressive content that the performer contributes. To 
do so, we introduced a sequencer to play music events, which 
can be programmed to create control patterns, playing 
together with the musician at a given tempo. Some aspects of 
these control patterns are influenced by the performer’s 
activity while others remain unvaried, like in a classic music 
score the written notes are given the particular performer’s 
character.  
B. Sonification of Significant Dynamic Ranges 
In order to create effective sound expression, we measure 
the differences of acceleration between local peaks of motion 
data. From these, we create two dynamic ranges, spanning the 
high and low ranges of motion, respectively. Figure 2 shows 
the acceleration changes of a musical gesture and the 
corresponding ranges of the obtained clusters. 
 
 
Figure 2. The acceleration magnitudes in three degrees of 
freedom are summed (upper blue plot), from which the distances 
between local maxima and minima are calculated (black spikes).  
Clusters of these distances are then formed (yellow and green) 
based on the last ten maxima and minima observed. The figure 
shows also the deviation of each cluster. 
We track the accelerometer motion data from all three 
degrees of freedom (!! !! !!).  The input function i results as 
the sum of their modulus, ! = |!!| + |!!| + |!!|, and is thus 
independent of the sensor orientation. The algorithm measures 
the distances, di, between successive maxima and minima of 
the input function (in Figure 2 they are represented by the 
black spikes). Greater distances correspond to greater 
differences in peak accelerations and decelerations of the 
performer. The k-means algorithm is then applied to the set of 
distances, ! = {!!,… ,!!} , to form two clusters, !! =!!: !! − !! ≤ !! −  !!|} , !! = {!!: !! − !! ≤!! − !! } , corresponding to small and large distances 
between the peaks.  
The minimum and maximum samples of the last ten 
elements of D are used as initial centroid values for the k-
means algorithm.  From a dynamic point of view, the lower 
cluster contains less significant actions and therefore is used 
like a noise threshold, on the other side, we consider the range 
of [!! +  !!, !! +  !!] as significant for dynamic accents and 
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we exploit it in order to map musical expressive gestures to 
sound. These gestures are mapped as perceptive accents to the 
corresponding parameter value being controlled, for example, 
velocity, pitch-shift, after-touch or other continuous controls. 
We found that the amount of expression m can be mapped 
according to the equation: ! = ! arctan ! !! − !! + !!!! +  !! − !! + !! + ! 
 where J is related to the amplitude of modulation, K 
affects the amplification ratio between softer and stronger 
values and Q translates the modulation to a desired auditory 
domain. Figure 3 represents the mapping result by vertical 
spikes, using J=0.68 and K=1.95. While in Figure 3A Q=0, in 
Figure 3B Q=-0.5. These two solutions generate different 
auditory effects, in fact, while the first conveys significant 
gestures to positive accents, the second solution gives order to 
the gestures as negative and positive accents, according to the 
amount of acceleration. The arctan function is used to 
compress spikes resulting from differences in acceleration 
exceeding our range of interest.  
Since the cluster parameters are adapted continuously 
throughout the performance, smaller gestures are still 
recognized and interpreted as musically meaningful, provided 
they do not occur within or immediately after a set of larger 
ones. To ensure smooth size changes in our range of interest, 
we interpolate the values over a queue made by the last three 
clustering results. The interpolated range boundaries are 
shown in Figure 3 by the black segmented lines. 
 
  
 
Figure 3. The expressive algorithm calculates the distance 
between successive inflection points of the acceleration function, 
compare them with a range of past differences and assigns an 
expression value, represented by the red vertical spikes.  These 
spikes are associated with modulations of musical parameters. 
The boundaries of the range of interest are represented by the 
dashed lines in the bottom. Figure 3A describes the mapping of 
significant accelerations over positive auditory accents, while 
Figure 3B represents a mapping over positive and negative 
accents. 
C. Beat Tracking 
Tempo and beat retrieval are of fundamental importance to 
understanding and interacting with music. Musical time is 
hierarchically structured on a beat and its subdivisions. 
Several musical components such as pitch, dynamics, timbre, 
duration are also structured at different levels and can create 
recurrences, often over beat multiples. Their variation is 
expressively employed at different levels of importance to 
create a dynamic attending to specific events in time (Brunetti 
et al., 2005). As claim Jones & Boltz (1989) this attending 
behavior involves entrainment to a referent time period and 
selective focal attending to some time level. 
We can find in literature works discussing the participated 
tuning of timing and dynamics during the music performance. 
For example, Jensen et al. (2010) say that especially in small 
ensembles, musicians has to depend on themselves each other, 
as a whole. They distinguish between symmetric and 
complementary behavioral patterns and they describe 
proxemic and kinetic cues modulated during the music 
performance.   
Timing is managed in Sound Motion by a beat-tracking 
algorithm, which employs DBSCAN and a categorization of 
motion samples. This approach is inspired by the beat error 
histogram method (Davies et al., 2011), it considers the 
fractions of a given beat duration and compares these to the 
time intervals between relevant acceleration changes made by 
the performer. 
Since we are interested in conditions in which musicians 
play with a steady beat, unconstrained by a metronome, we 
need an algorithm that tracks a natural modulation of tempo 
and returns stable results, without abrupt changes. 
Autocorrelation is a good method for this purpose, but it 
requires rhythmic and periodic signals, which are not always 
available from arm motion.  
Instead, we use the same motion peaks described above, 
extracting the inter-time interval (ITI) between consecutive 
expressive triggers, as shown in Figure 3. We start a new 
BPM detection when at least ten triggers have been collected 
in a time period greater than 2 s from the last evaluation. To 
calculate BPM, a DBSCAN algorithm extracts the most 
representative periods from the last collection of ITI durations.  
The mean of each cluster is compared to a grid of beat 
subdivisions, such as the one shown in Figure 4, to assess the 
error between the exact and real values, to update the BPM 
value as appropriate. 
  
Figure 4. Beat subdivisions and related time regions of error 
around each subdivision of one cycle (a beat). The Inter-Time 
Intervals (ITI) mean values of each cluster are matched to this 
grid of beat subdivisions to assess whether a given rhythmical 
category can be recognized. The grid is used recurrently for 
multiple beat durations. 
We used the DBSCAN algorithm because we do not know, 
a priori, what subdivision the musicians will play by their own 
movements. The algorithm creates clusters with at minimum 
two elements and a neighbor distance equal to one eighth of 
the beat duration. Only those clusters with low standard 
deviation and with the mean value occurring within an error 
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class are considered for beat tracking. The allowed error 
region for each beat fraction category is calculated to avoid 
overlap and to be greater than 0.2 s.  Thus, fewer categories 
are feasible for the higher BPM rates than for the lower ones.  
IV. EXPERIMENTAL RESULTS 
The data in Figures 2 and 3, spanning respectively a time 
of approximately 4 and 9 s, represent the acceleration values 
recorded during a guitar session. The guitarist played with a 
strumming technique, while wearing the accelerometer on the 
right wrist. The clustering process illustrated in these figures 
demonstrates the output of the expressive algorithm in Figure 
3 from vertical spikes, which result from the processing of 
local acceleration peaks. The expression can be conveyed in 
different ways to confer an accent to the next control event the 
sequencer will play. The events are played cyclically, in loop 
by the app, the user interacts on each recurrence to confirm or 
disconfirm a given expectation. 
We tested the system in a live music session with a 
guitarist, a keyboardist, and a drummer. Each musician used 
our system individually, with the mobile app connected to the 
external wearable sensor. Since we used the Hexiwear 
firmware in its default factory settings, which offered a 
relatively low update rate of accelerometer values, the test 
involved only the use of the expressive control algorithm, and 
not the beat tracking.  
Each musician, in turn, held their sensor on the wrist of 
their playing hand and was asked to set up the Bluetooth 
connection between the Hexiwear sensor and the output 
device, a MacBook Pro that played a virtual instrument 
synthesizer in accompaniment. They each created a pattern of 
control events, and then played together with the Sound 
Motion system in a five-minute group performance.  
Following the performance, the musicians answered a 
short questionnaire about their musical impressions, ease of 
use of the system, and subjective physical constraints. Despite 
initial difficulty in establishing connections and drawing the 
music events on the piano roll, all participants reported 
positive feedback regarding their musical impressions of the 
system. Once the pattern was playing, the interaction with 
their movements was highly appreciated with no perceived 
physical constraint. 
In order to test the beat tracking algorithm, we used a 
different approach. We recorded the beat times from a 
metronome along with the events played by the mobile app 
sequencer. At the beginning of each test, the BPM of the 
mobile app was set equal to that of the external metronome. 
During the test, the metronome changed its rate by +/- 8 BPM 
each minute, while the musician played the drums in beat with 
the metronome, unaware of the beat-tracking results. The 
musician wore the mobile device on his wrist and played 
different rhythms in turn. For this test, we used the built-in 
accelerometer of the mobile device, since the Hexiwear 
default update rate was too slow for timing evaluation. 
Figure 5 shows the results over a time span of 11 minutes. 
The metronome values, represented by the blue line, varied 
between 100 and 140 BPM; corresponding to beat durations 
between 600 and 428 ms.  
 
 
Figure 5. Beat tracking algorithm performance. The blue line 
describes the durations of the metronome from 100 BPM to 140 
BPM and back to 100 BPM. The orange line describes the note 
durations played by the mobile app sequencer during the test, 
resulting from the beat tracking algorithm. 
V. DISCUSSION 
The expressive algorithm proved effective at tracking 
changes in the performer's movements, and added coherent 
musical accents to the pattern values played by the sequencer. 
When the accelerometer is properly worn, these accents can 
convey the musician’s expression, enriching the listener’s 
experience.  We would like to dwell on the different results 
illustrated in Figure 3. The mapping used in Figure 3A which 
delivers as its output only positive accents, can be considered 
congruent to map the expression of the higher dynamic range. 
Though musicians tend to play louder respect than when they 
use the expressive algorithm as described in Figure 3B. The 
mapping which delivers positive and negative accents was 
related in our observations to more balanced dynamics. 
Perhaps this was caused because in the first case the auditory 
domain of sonification is not well understood by the 
musicians who don’t find an appropriate mapping for their 
softer/significant gestures. In the second case instead, they are 
aware of the possibility of subtle expression through the 
system.  
The results obtained by the beat tracking algorithm are 
shown in Figure 5. The durations played by the mobile app 
follow the metronome changes with some slight timing errors 
around stable durations. This is due to computing issues 
related to the Bluetooth connection and internal processing. 
However, the resulting output value did not fluctuate. Each 
new BPM evaluation is requested every ten triggers and the 
final output depends on the clusters formed from the ITI 
population, provided that they occur within a beat fraction 
category; otherwise the BPM is not changed. The grid of beat 
fractions against which the measured beat is compared has 
some discontinuities, as can be seen in Figure 4. This implies 
that the musician must play precisely over several measures to 
change the beat value. 
We measured a noticeable delay between the 
environmental metronome changes and the beat tracking 
response. This delay is likely due to the considerable 
magnitude of metronome changes during the test, whereas our 
algorithm is designed for slow beat changes. 
The Bluetooth MIDI connection between our hardware 
and the computer was found to be reliable during the tests. We 
could play virtual instruments and record experimental data 
with no noticeable interruptions.  
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With respect to the external sensor, the general pairing 
procedure should allow our system to be used by different 
wearable devices. Although the particular device we tested 
proved suitable for our expressive control algorithm, its 
factory-default update rate was too slow for beat tracking.  
Thus, in future tests, we should update its firmware or 
consider other wearable devices.  
VI. CONCLUSIONS AND FUTURE WORK 
To summarize, the results we obtained confirm the 
expectations for a mobile application delivering interactive 
music control by translating motion-related cues into 
expressive musical parameter modulations. The system aims 
to be a flexible and distributed tool for music performance; 
affordable, non-intrusive, and effective in practical use. For 
this purpose, we aimed to support a variety of use cases and 
connections between sensors and music output units. 
We proposed specific algorithms to address the interaction 
with the musician’s behavior. These algorithms were inspired 
by our background in music perception and experience in 
behavioral analysis. For instance, our beat tracking works by 
processing motion sensor values and comparing the resulting 
times to categories of beat fractions, more or less fractioned 
according to the BPM rate. This beat tracking is not designed 
to detect the BPM in a song but to follow the slight human 
timing changes during a performance, and allow musicians to 
"push" or "pull" the beat duration to effect some coherent 
change.   Future work will evaluate whether musicians 
playing along with Sound Motion take advantage of this 
capability.   
The expressive algorithm has been designed to highlight a 
significant range of motion that changes dynamically 
according to the performer’s expression, and can comprise 
macro- or micro-levels of motion. We have noticed different 
interactions regard the mapping used. A potential 
improvement to this algorithm would be to consider 
conditions under which to stop triggering the expressive and 
beat tracking algorithms, for example, when the user has not 
made any significant gestures for a specific period of time.  
This would help avoid the generation of unintentional outputs. 
With respect to our goal of supporting expressive control 
and improved interaction between musicians, our future work 
aims to allow connections and interactions between different 
mobile devices. We will carry out testing in interplay 
conditions, working to improve the algorithms and the 
usability of the system. As one example of such 
improvements, we are planning to implement some 
configuration presets, especially for the Bluetooth connection, 
and introduce a simplified control mechanism to simplify the 
learning curve for novice users. This was prompted by 
comments received as feedback during our initial testing.  
Additionally, the hardware prototype will be improved to 
receive and send commands to the mobile device, and tested 
on stage in a future performance. Finally, we hope that the 
system's flexibility will encourage users to experiment by 
connecting other sensors. 
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ABSTRACT 
Little is known about the abilities of people with dementia to 
synchronize bodily movements to music. The lack of non-intrusive 
tools that do not hinder patients, and the absence of appropriate 
analysis methods may explain why such investigations remain 
challenging. This paper discusses the development of an analysis 
framework for processing sensorimotor synchronization data 
obtained from multiple measuring devices. The data was collected 
during an explorative study, carried out at the University Hospital of 
Reims (F), involving 16 individuals with dementia. The study aimed 
at testing new methods and measurement tools developed to 
investigate sensorimotor synchronization capacities in people with 
dementia. An analysis framework was established for the extraction 
of quantity of motion and synchronization parameters from the 
multimodal dataset composed of sensor, audio, and video data. A 
user-friendly monitoring tool and analysis framework has been 
established and tested that holds potential to respond to the needs of 
complex movement data handling. The study enabled improving of 
the hardware and software robustness. It provides a strong 
framework for future experiments involving people with dementia 
interacting with music. 
I. INTRODUCTION 
A. Background 
In the last decade, serious efforts have been made to 
determine the relationship between music and health and 
wellbeing. Lesaffre (2013) gives an overview of the 
challenges that arise from using new technologies and 
developing new methods when working in a domain that is 
unfamiliar. Especially interesting are the new possibilities that 
evolve from working with the embodied music interaction 
paradigm. This is particularly the case for specific target 
populations such as people with dementia. It has been argued 
that the use of reliable monitoring technology in a proper 
music interaction context may be beneficial for people with 
dementia (Lesaffre, 2017). Indeed, music is known to be 
useful in contexts where people have difficulties with verbal 
and emotional communication. Music stimulates the brain’s 
reward centres while bodily movement activates its sensory 
and motor circuits. Strong links between music and motor 
functions suggest, for example, that sensorimotor 
synchronization to music could be an interesting aid for motor 
learning (Moussard, Bigand, Belleville, & Peretz, 2014). 
However, in view of the development of musical interventions 
in dementia, the rigorous methodological standards required 
are not always met (Samson, Clément, & Narme, 2015). This 
can partly be explained by the lack of custom tools that can 
support evidence-based research. Therefore, there is a need to 
develop monitoring and analysis tools that enable validating 
the efficacy of involving music interaction for the benefit of 
people with dementia.  
B. Sensorimotor Synchronization to Music 
Humans are known to have an advanced ability to 
synchronize movements (e.g. steps, hand and finger taps) to 
an external rhythm. In Repp and Su (2013) sensorimotor 
synchronisation (SMS) is defined as the coordination of 
rhythmic movement with an external rhythm. Repp and Su 
surveyed research in the field, comprising conventional 
tapping studies, dance, ensemble performance, and the 
neuroscience of SMS.  The ability to synchronise is 
considered as cognitively demanding (Bläsing, Calvo-Merino, 
& Cross, 2012; Dhami, Moreno, & DeSouza, 2014), and 
temporal regularities in music can entrain cognitive attentional 
resources (Jones & Boltz, 1989; Large & Jones, 1999). SMS 
is also considered to have a positive social and emotional 
significance (e.g. Wiltermuth & Heath, 2009). 
Moreover, musical synchronization has proven effective in 
the rehabilitation of physical and social-emotional clinical 
disorders such as Parkinson’s disease (e.g. Nombela, Hughes, 
& Owen, 2013). Fundamental studies on SMS found 
indications that physical strength and spatial references are 
important contributing factors (see Leman, Moelants & 
Varewyck, 2013). However, due to the lack of appropriate 
tools for non-intrusive and objective measurement, there is 
hardly any evidence-based understanding of motoric, 
expressive and empathic responding to music of people with 
dementia. 
C. Tools 
In general, the measurement and analysis of human 
movements in a musical context is inherently multi-
disciplinary and is a real challenge in science today. Such 
multi-disciplinary research requires a methodology that 
combines both a bottom-up and a top-down approach. The 
bottom-up approach is concerned with the observation of 
body movement, which is based on sensing technologies. The 
top-down approach is concerned with the identification of 
music related and non-music related actions, based on the 
observer’s interpretation in combination with survey data 
related to the participants.  
Measuring movement in people with dementia is even less 
straightforward, because attaching sensors or other meas- 
urement devices to their bodies might elicit stress and fear. 
Furthermore, capturing information about body movement 
requires a data acquisition system that (a) can measure, 
sample, and digitize physical properties; (b) can send that 
information to a computer for further processing; and above 
all, (c) is not invasive and usable in an ecological setting.  
To meet these requirements a force plate system was 
developed aiming at providing a balance between func-
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tionality for the patient, sensitivity for measuring smaller 
movements, and data reliability. The system consists of a 
square wooden force plate (90 x 90 cm), mounted on a frame 
containing four weight sensors, one in each corner. The four 
calibrated sensors provide weight values and are read out 
individually by Arduino Due, an open- source prototyping 
platform, which can be used to calculate movement direction 
and quantity of movement. A software program was 
developed that can read multiple force plates simultaneously. 
The system was tested for the first time in a study that 
investigates spontaneous movement response to music in 
people with dementia. A detailed description is provided in 
Lesaffre, Moens, and Desmet (2017).  
It must be noted that to date there is hardly any research 
that investigates sensorimotor synchronization to music in 
people with dementia. Experimental research on syn-
chronization abilities typically collects information from 
different types of instruments, measurement techniques, and 
experimental setups. The increasing availability of several 
acquisition tools generates complex datasets, which are not 
easy to handle and therefore require new analysis frameworks.  
This paper describes the analysis framework developed for 
processing sensorimotor synchronization data obtained from 
multiple measuring devices, such as a pressure sensor data, 
audio and video recording. The data was collected during an 
explorative study, carried out at the University Hospital of 
Reims (F), involving individuals with dementia.   
II. EXPERIMENT 
A. Participants 
16 participants (13 female and 3 male; range 79 - 94 years; 
mean MMSE = 14,21) were recruited for this study. The study 
was carried out in accordance with the approved guidelines of 
the University Hospital of Reims. Each subject provided 
informed consent prior to participation.  
B. Experiment Design 
Synchronisation was tested in the following conditions: (1) 
in the presence of a musical beat vs. a familiar song of the 
same tempo, (2) under auditory, visual and audio-visual 
conditions, and (3) in live vs. recording conditions (see Table 
1). The 9 conditions were presented in randomised order. 
Throughout the experiment patients were encouraged to tap 
along with the music or performer. 
Table 1.  Conditions used in the experiment. 
Auditory & Visual Auditory Visual 
Tapping & Pulse 
(video) Pulse (audio only) Tapping (video) 
Tapping & Pulse (live) -- Tapping (live) 
Song (video & audio) Song (instrumental) -- 
Song (live & audio) 
Song (audio 
recording of live 
performance) 
-- 
 
Patients were encouraged to tap along with the music or 
performer. Each session took about one hour, including 
picking up and taking back the patient to his or her room. 
The participants were exposed to a cheerful familiar song 
(Ah! Le petit vin blanc), a musette waltz with a tempo of 84 
bpm. This tempo is in agreement with the spontaneous motor 
tempo of normal persons of the similar age, as described by 
McAuley, Jones and Holub (2006). 
The experimental setup consisted of two force plates 
developed at Ghent University (IPEM), each with a chair 
mounted on it, one for the patient and one for the performer 
(see Figure 1). The two boards were placed in front of each 
other. The force plates have each four sensors (one in each 
corner) to measure the movement of the person sitting in the 
chair. A small table is mounted on each chair providing a 
comfortable position for tapping along with the music. Below 
this table was a microphone so that the tapping of a participant 
was measured as an audio signal. Two webcams were placed 
so that from both force plates a video was recorded during the 
experiment. Furthermore, a projection screen with a projector 
behind it was placed at the backside of the performer’s board 
in order to enable pre-recorded video projections needed for 
the video conditions of the experiment. 
 
Figure 1. Example of the analysis framework in ELAN, 
representing video of performer (top left) and subject (top right); 
normalized intensity of quantity of movement time series of 
subject (red) and performer (blue); and audio recording of the 
tapping. 
III. ANALYSIS FRAMEWORK 
The aim of the analysis framework was to develop a 
method for the analysis of the tapping time series in different 
conditions; to evaluate the hardware and software robustness, 
and experimental setup; and to formulate recommendations 
for future experiments. 
A. Data Considerations 
Using a hardware setup based on the two force plates 
developed at IPEM (see supra), in combination with webcam 
video capture and audio recording of tapping, audio time 
series in different conditions were measured. After a data 
control and repeated viewing of the video and audio data four 
participants had to be excluded from the analysis due to 
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incomplete data, for example by lack of response and missing 
conditions.  
Data were recorded at 8000 Hz. The obtained data 
structure consisted of two csv files containing the force plate 
sensor data and the audio of the tapping, two audio signals 
(wav) of the tapping, and two mp4 video files from the 
webcam.  
The SyncSink application (Six & Leman, 2015) was used 
to synchronize the data. After synchronization an initial 
ELAN (Wittenburg, Brugman, Russel, et al., 2006) structure 
for each participant/condition combination was setup in order 
to enable data inspection and determination of the start and 
stop time for analysis. Every ELAN structure contains the 
video of the performer (with audio), the video of the 
participant (without audio) and the audio recordings of the 
tapping (see Figure 1). 
Finally, the csv files were imported in Matlab (Mathworks, 
2014) using a toolbox developed at IPEM. In each 
participant/condition data structure a Matlab folder was added 
containing all results from Matlab calculations. By doing so 
data integrity was assured. 
B. Analysis Method 
The aim of the analysis was to determine the amount of 
movement, the regularity of the tapping, and the syn-
chronization of the tapping with the external tapping source of 
the condition.  
To begin with, the sensor data were trimmed to new start 
and stop time positions obtained by inspecting the ELAN 
structures. Trimming was necessary due to additional un-
wanted noise at the beginning and the end of the experiment, 
and to select the parts of the time series where actual tapping 
occurred. 
1) Calculation of Quantity of Motion (QoM). The four 
sensor outputs of the force plate were used to determine QoM. 
The method used was as follows: First, Cartesian coordinates 
(1), (2) were calculated so that the centre of the balance board 
equals [0,0] and the positions of the sensors are at [-0.5,0.5], 
[0.5,0.5], [0.5,-0.5] and [-0.5,-0.5] (see Figure 2). 
 
Figure 2. (a) Force plate layout and definition of coordinates, (b) 
polar plot example 
!! = !1! + !4!!!"!!!! + 0.5 = !2! + !3!!!"!!!! − 0.5 (1) 
!! = !1! + !2!!!"!!!! + 0.5 = !3! + !4!!!"!!!! − 0.5 (2) 
(Where s is the sensor and i is the result at point i in the time series.) 
The resulting Cartesian coordinates are then transformed 
to polar coordinates (3), (4): ! = !!! + !!! (3) ! = !"!#2 !! , !!  (4) 
Second, the polar coordinates are translated so that the 
point of gravity is [0,0]. The latter is done to enable 
comparisons between subjects by making the recorded 
movement independent from the point of gravity of the 
participants.  
Finally, the total QoM (5) is calculated as follows: !"# = !!!!!!!  (5) 
(Where T is the duration of the time series)  
The division by T makes the results independent of the 
duration of the time series, so that the values of QoM can be 
compared between subjects/conditions. 
2) Peak detection of taps. The tapping was recorded by 
means of a microphone mounted under the table. The 
microphone recorded not only the taps but also any other 
sound (e.g. talking, music, metronome and surrounding noise) 
that was present during the experiment.  
Therefore, it was challenging to detect peaks in the 
complex mixed signals. Furthermore the sampling frequency 
was high (8000 Hz), so that the original signal was blurred 
with shoulders, spikes etc. Figure 3 shows an example of a 
typical signal in this dataset with indication of the parameters 
used in the peak detection algorithm (O'Haver, 1997). 
 
 
 
Figure 3. Example of peaks in the obtained signals. Detection is 
based on amplitude, slope onset, width at half high, and peak 
type. 
 
Before the peak detection algorithm could be applied it 
was necessary to clean up the complex signals. First, the noise 
had to be removed. Tapping peaks occurred as wavelets in the 
signal so that wavelet decomposition based on the Hilbert 
transform was used to filter the data (Hahn, 1996). Second the 
data were filtered and smoothed using a Savitzky-Golay filter 
(Savitzky & Golay, 1964). An example of this process is 
shown in Figure 4. 
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Figure 4. Example of wavelet decomposition and Savitzky-Golay 
filtering. The grey signal is the original series, the black signal is 
the resulting filtered and smoothed series. 
Peak detection was based on the Matlab PeakFinder 
toolbox (O’Haver, 2009). Here peak detection depends on 
amplitude, slope onset, width at half high, and peak type (eg. 
Gaussian). An initial set of these threshold parameters was 
used as seed. The 4 parameters were then manually adapted to 
obtain correct peak detection. 
3) Inter Tap Interval (ITI) variability. The first variable 
calculated from the detected peak intervals is the variability of 
the intra-subject tapping sequences (6).  
The standard deviation of inter-response intervals (7) for a 
trial was calculated by measuring the mean inter-response 
interval and by then expressing the variability of intervals 
around that mean in terms of the standard deviation (SDITI). 
 !"! = ⌊!!!! − !!⌋! − 1!!!!!!   (6)  
 
!"!"! = 1! !! − !"! !!!!!!!  
 
(7) 
 
 
SDITI provides information on how regular a participant 
tapped. Histogram analysis was used to detect outliers.  
The presence of outliers due to high ITI values is the result 
of a participant who interrupted tapping during the task. 
4) Sensorimotor Synchronization (SMS). In this 
experiment the external rhythm sources depended on the 
conditions. This means that for each condition the modelling 
had to be adapted (Elliott, Chua, & Wing, 2016). The event 
asynchronies are used to calculate the synchronization (8).   
Figure 5 shows the different intervals used to calculate the 
synchronization. 
 
!"!"# = 1! !! − !!!!!!!  
 
(8) 
 
 
 
Figure 5. Example of tapping time series and definition of 
intervals. IOI is the inter onset interval of the external rhythm 
source, ITIn is the nth Inter Tap Interval and An is the nth event 
asynchrony. 
IV. RESULTS 
QoM was calculated for all selected participants (N = 12) 
and for all conditions. The results show that most tapping was 
performed in the condition with live singing performance. The 
least tapping occurred in the pulse conditions without live 
performance. 
In order to evaluate the hardware, software and the 
analytical method 4 participants in 3 conditions were selected 
for a full analysis. The conditions were live tapping of the 
performer to a pulse (condition 2), pre-recorded video of the 
performer hand tapping and singing (condition 3), live 
performance involving hand tapping and singing (condition 
4). Table 2 summarizes the results of the analysis. 
 
Table 2. Summary of results. 
ID Condition QoM (mV) ITI SDasy (mV) 
22 2 20.10 1.35 234 
22 3 16.64 1.21 498 
22 4 31.74 0.98 369 
23 2 24.74 0.92 269 
23 3 32.95 1.42 375 
23 4 45.02 1.12 296 
24 2 5.62 1.23 245 
24 3 5.15 1.14 258 
24 4 4.57 1.13 269 
32 2 19.35 1.21 452 
32 3 27.77 1.09 398 
32 4 39.40 1.05 475 
 
V. DISCUSSION AND CONCLUSION 
The aim of this exploratory study was testing new 
monitoring tools and developing an analysis framework for 
multimodal synchronization data.  
1) Experimental design. Due to several issues related to 
the experimental design, such as involving patients with 
varying types of dementia and degrees of cognitive 
impairment (MMSE range 3-23), a complete analysis of all 
participant/condition combinations could not be done. Some 
participants did not move at all, or tapped only during short 
times. It was observed the ability to bodily respond is related 
to the degree of cognitive impairment, suggesting that in 
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future experiments on synchronization, patients with severe 
cognitive impairment should not be included. 
2) Hardware and software. In general the newly 
developed hardware was stable during the whole experiment. 
Only in 2 cases there was a drift of a sensor, and in 1 case a 
sensor failed. The main drawback of the hardware is the 
recording of the taps by means of microphones. The 
microphones register a lot of noise from different sources 
during the experiment. This results in time series, which are 
difficult to synchronize and to analyse. A further refinement is 
to calibrate the sensor output in order to obtain meaningful 
values for QoM instead of millivolt (mV). 
Meanwhile, an adapted system has been developed for 
follow-up experiments. The tapping is now registered using a 
sensor mounted in the table, and additional sensors are added 
in a footplate on top of the force plate to register the leg and 
feet movements. Furthermore a new device is added to the 
system generating 4 beeps at the start of the experiment. The 
beeps are simultaneous recorded by the webcams and by the 
interface, which records the sensor data. This adaptation 
makes it possible to generate synchronized files automatically. 
The software performed well. However, a workaround had 
to be established because there was no direct connection with 
a server available at the location of the experiment so that the 
data were not accessible at other (distant) locations. An ftp 
server was used that caused very long download times.  
The original mp4 video files from the webcams were not 
compatible with ELAN software. Conversion to an mp4 
format suitable for ELAN was possible using ffmpeg but in 
the resulting mp4 files the audio was out of sync. A solution 
was found by conversing mp4 to mov (using ffmpeg).  
The SyncSink application worked mostly fine. Some 
difficulties to synchronize occurred when the tapping was 
very weak and a lot of audio noise was present in the data. 
3) Methodology. Up till now, the analysis framework 
enables to calculate QoM, ITI and SDasy. The bottleneck in 
this exploratory study was the peak detection. Indeed, 
detecting peaks in complex mixed signals is not 
straightforward. In some cases the peak detection failed due to 
very soft tapping in combination with a lot of background 
noise. In other cases the audio from the tapping could not be 
synchronized with the audio from the videos. Moreover, 
selecting the appropriate thresholds for wavelet 
decomposition and Savitzky-Golay filtering is still a trial and 
error procedure. 
Adding two new variables could enhance the 
methodology. First, the number of actual taps of a participant 
compared to the maximum number of taps in the reference 
source could be added. The percentage of actual taps 
compared to the maximum number of taps is then a measure 
of tapping activity. Second, following Stergiou and Decker, 
nonlinear dynamics (chaotic structures) could be added to the 
analysis (2011). Apart from this, Approximate Entropy 
(ApEn) and/or Sampling Entropy (SampEn) of the tapping 
time series could be an added value to the classical variance 
analysis.  
Taking into account these findings, a follow-up 
experiment has been designed that focuses on synchronization 
abilities in people with dementia (see Ghilain, Schiatura, 
Lesaffre, Desmet et al., 2017). 
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ABSTRACT 
Depiction is a way of ‘showing’ meaning through certain gestures or 
demonstrations. Conductors often use depiction, including multi-
modal depiction, as well as descriptive talk, to convey meaning to 
their choirs. This paper considers four short extracts from choir 
rehearsals with different conductors, to show how they combine 
description and depiction, including vocal models, facial expressions, 
metaphoric and iconic gestures and body language to communicate 
about music, specifically here as part of the activity of modelling.  
I. INTRODUCTION 
Streeck (2008) described gestures as seeing “a bit of the 
world in the actions of someone’s hand” (p.286). Streeck is 
one of many researchers who have explored how gestures are 
used when communicating, with a wide variety of descriptions, 
categorisations and explanations being suggested by different 
researchers in different interactional contexts. However, much 
less research has focused on the (non-beating) gestures used 
by music conductors. This is particularly strange given how 
important gesture is to a conductor and how much of their role, 
as leader, trainer and fellow musician, is played out through 
gesture. A large part of their job is communicating to the 
ensemble their ideas about the music they are performing, and 
guiding the musicians towards that ideal performance through 
the rehearsal process. While talk has a large part to play in this 
development, so too does gesture, either in isolation or in 
combination with talk. In the quote above, Streeck (2008) 
suggests that rather than seeing a speaker’s hand moving left 
or right, up or down, the watchers see meaning in the gestures; 
here, we examine the role of gesture in conveying meaning 
within the modelling of music by conductors to choirs. 
A. Conveying Meaning 
There are considered to be three ways of conveying 
meaning in discourse (e.g., Clark, 2016): indicating, 
describing and depicting. Indicating locates things in time and 
space either verbally (‘this’, ‘here’) or gesturally (pointing), 
and describing refers to ‘telling’ – the use of arbitrary 
symbols such as words or nods. By contrast, depicting, which 
is far less studied, is ‘showing’ – “people create one physical 
scene to represent another” (Clark, 2016, p.1) using iconic 
gestures (such as lifting a curved hand to the mouth to show 
drinking), facial expressions, demonstrations and quotations. 
Depiction is used regularly throughout choir rehearsals, likely 
because of its independence from description; its ability to 
convey meaning without relying on words makes it a readily 
applicable form of communication for music, which can be 
difficult to discuss purely linguistically. In addition, the way 
that conductors combine description and depiction to get their 
point across can be particularly interesting.  
It is also worth noting the overlap between depiction and 
metaphorical gestures. Although not all depictions are 
metaphorical by any means, the idea of creating one scene to 
represent another easily incorporates the idea of using 
gestures that map our physical experience onto an abstract 
concept (Cienki, 2008). For example, if a conductor increases 
the size of their gesture during a crescendo, this is both a 
depiction (showing the increase in sound) and a metaphor 
(Big is More). Research has shown that people use a wide 
range of metaphors when talking about music – everything 
from pitch being ‘high’ or ‘low’ (Eitan & Timmers, 2010) to 
being able to drown in a song (Peltola & Saresma, 2014),  and 
imagery is fairly ubiquitous across and within different choirs 
and conductors (Black, 2015). Therefore, it is also useful to 
bear this in mind when considering how conductors are using 
methods of communication other than talk (such as depiction) 
to convey meaning to their choir. 
B. Problem-Solution Structure 
The main aim of choir rehearsals, typically, is for the choir 
to improve their music-making by (among other things) 
listening and responding to the conductor’s instructions and 
feedback. While papers written by practitioners often 
acknowledge the importance of conductors’ ability to 
diagnose and remedy difficulties (e.g. Brunner, 1996; Silvey, 
2014), Cavitt (2003) observes that the body of research 
studying error-detection by conductors is not matched by 
analysis of how these errors can be corrected, or 
improvements made. This two-part structure of problem-
identification and solution-giving is one that is found 
throughout rehearsal data. 
C. Modelling 
One way in which conductors can give feedback to their 
choirs and suggest changes is through the use of vocal and/or 
non-vocal modelling, which here we will examine as a 
method of depicting meaning. Modelling in rehearsals (such 
as singing to demonstrate a part) can be a valuable technique 
(e.g., Brunner, 1996) and an effective way of conveying 
meaning. Weeks (1996) and Tolins (2013) suggest that since 
music is itself experienced aurally and non-linguistically, 
interaction on the subject of music can be assisted and 
performed successfully using a similar method. Its 
effectiveness is implied by Goolsby (1996), who found that 
expert conductors used a significantly greater amount of vocal 
modelling and demonstrations than novice conductors 
(although it should be noted that this was with school bands, 
rather than adult choirs).  
Of course, the idea that choirs will mimic non-verbal 
conductor behaviours is a well-acknowledged one in 
practitioner and conducting-instruction writing (e.g., Bertalot, 
2002; Gehrkens, 1919). Recently, a few studies have provided 
some empirical support for this, demonstrating that the 
conductor’s head and shoulder movements (Manternach, 2009) 
and lip positions (Daugherty & Brunkan, 2013) affect the 
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choir’s own, using the chameleon effect (Chartrand & Bargh, 
1999; Garnett, 2009). 
Although modelling is acknowledged as important, 
particularly by practitioners, there has however been less 
research thus far into how it is used to convey meaning to an 
ensemble as part of a conductor’s repertoire. How and for 
what purposes do conductors use modelling?  
In one study by Grimland (2005), high-school choral 
directors used models in a variety of contexts: to set up future 
tasks, improve aspects of performances, illustrate what not to 
do, and direct performances while the choir was singing.  
An ethnomethodological study by Weeks (1996) notes a 
particular type of modelling used by orchestral conductors – 
what he calls “contrast pairs”. Here, a conductor sings two 
vocal models immediately after each other. The first is a 
(sometimes exaggerated) version of what was wrong with the 
previous performance, followed by a correct or preferred 
model showing how the conductor wants them to perform it 
next time. This use of two models in close sequence can 
clarify the location and nature of the problem, and then give a 
solution. His examples show how the models are usually 
accompanied by talk that further points out the issue and/or 
how to fix it. Tolins (2013) also considers these two different 
types of models, although not within a sequence as in the 
contrast pair. He considers how the models, or “nonlexical 
vocalisations” (p.47), are used in one-to-one instrumental 
lessons, noting that there are two different types: quotations 
(the equivalent of the faulty, first part of the contrast pair), and 
demonstrations (the ‘correct’ model). Tolins argues that the 
purpose of the quotation is to provide an assessment of the 
previous performance, highlighting and locating the problem, 
and that of the demonstration is used as a direction, to show 
how it should be performed in the future. 
Much of the empirical research on modelling tends to 
focus on one aspect of modelling, such as how one particular 
gesture or movement will affect the choir or their sound. 
However, research such as Grimland (2005) and Tolins (2013) 
notes that physical models or gestures can be used effectively 
alongside vocal models. This paper will examine four short 
extracts of different conductors’ choir rehearsals to consider 
the multi-modality of depiction, and how all these modalities 
(vocalisation, gestures, facial expressions, body posture etc.) 
can combine with talk, and with other types of meaning-
making, such as verbal description, to create and convey 
meaning to the choir.  
II. METHOD 
A. Video Observation 
Video recordings were made of choir rehearsals taken by 
eight different conductors (6 male, 2 female) across seven 
choirs. The choirs were a mix of university, amateur, and 
professional-level choirs, and were all from the traditional 
Western choral culture. There were two student conductors, 
and six professional conductors, of varying levels of 
experience. Cameras were set up before the rehearsal and left 
to record without any interference from the researcher as far 
as possible. All choir members were given various levels of 
‘opt-out’ options, including blurred faces or being out of shot. 
 
B. Interviews 
Following the recorded rehearsal for each choir, a semi-
structured interview was completed with the conductor based 
on an interview schedule developed specifically for the 
current study. The interviews were also video-recorded. 
C. Analysis 
Conversation Analysis (CA) was used to transcribe and 
analyse the video data. CA focuses on the organisation of 
verbal and non-verbal communication in social interactions 
(Sidnell, 2010). One interest in using this approach was to 
examine the gestures and talk produced during rehearsals and 
interviews within the contexts in which they occurred. This 
allows for better understanding of their use at specific points 
and within certain activities (e.g., modelling) in natural 
interaction as well as how they were responded to in these 
contexts. 
In the extracts below, the far right column gives details of 
the conductors’ relevant gestures, body movements and other 
aspects of the scene (in italics). In some places, images are 
used to give the reader a clearer idea of a gesture. Both images 
and written descriptions link, timing-wise, to the verbal 
productions that are transcribed to their left. See appendix for 
transcription notation.  
III. RESULTS 
A. Extract 1 – Ha ha ha 
Extract 1 below occurs during a choir rehearsal a few 
weeks before an upcoming concert. The conductor has asked 
the choir to run the piece they have been working on for the 
past half an hour or so (Nachtwache I by Johannes Brahms), 
but stops after just six bars to improve an entry in the alto part. 
Following the extract, the choir performs the whole song 
without stopping, and then the conductor moves onto a new 
piece of music. 
This first extract is a relatively straightforward sequence in 
that it shows the way that conductors often work during 
rehearsals: from a performed bit of music (line 1), the location 
of the issue is isolated (the entry, line 5; hauchet zit-, line 8), 
and gradually zoomed in on (the first syllable ha, line 9). 
Verbal description is used by the conductor to identify the 
problem (a bit breathy, line 6) and then give solutions (more 
tone, line 5; project forward, line 7). To further ensure the 
choir’s understanding, the conductor continues the ‘solution-
giving’ using depiction: she models the entry line in the 
manner she would like the choir to perform it (line 8), then 
narrows the model down to one note, which she asks the alto 
section to repeat immediately as a small exercise. After they 
do so, she responds positively before moving on. 
This sequence of rehearsal – problem isolation, descriptive 
solution-giving, with a depicted (modelled) solution – will be 
familiar to most people who are accustomed to this style of 
choral environment. However, the summary in the paragraph 
above misses another important aspect of the conductor’s 
communication – her gestures. Like many conductors, she 
uses her hands to increase, add to, or even subtly change the 
meaning conveyed by her words. During the word breathy 
(line 6), she holds up her right hand in a loose fist shape and 
wiggles the fingers loosely, and in the following line shows a 
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pincer shape between finger and thumb, moving away from 
the mouth, to depict the project forward description she gives. 
These gestures can be interpreted as metaphorical depictions 
of the vocal sound mapped onto our physical understanding of 
the world. Something that is breathy, or full of air, is likely to 
be soft and malleable, whereas something which is being 
projected forward (such as a ball) moves in a much more 
focused manner, as depicted by the pincer shape. In the latter, 
the path and hand shape are physically drawing the sound that 
the conductor wants; in the former, the relaxed hand shape 
could either be holding the sound (showing its soft 
boundaries), or becoming the sound itself. 
The next gestures come during the modelled has in lines 
10 and 11, the second group of which also acts as an 
elicitation to the alto section to repeat them. While singing, 
the conductor places both hands on her stomach, finger tips 
towards her, and pushes inwards on each ha. Rather than a 
depiction, this gesture is indicating the movement that the 
diaphragm should be making on each ha sound, and therefore 
the movement it should be making on the entry itself. The 
interesting point here is that verbally, the conductor has made 
no mention of the diaphragm at all, but knows (or expects) 
that the choir will understand from her gesture that they need 
to be using their diaphragmatic muscles in order to achieve 
the projection and tone that she wants, and correct the current 
breathiness. 
This short extract demonstrates how multi-modal 
modelling can be, using both vocal and gestural depiction. It 
also shows the different functions that modelling can have: at 
first, the metaphoric gestures are semantically-congruent with 
her description, but lines 10 and 11 show how gestural 
depiction can add different information to the verbal 
description and non-linguistic vocalisations to create a whole, 
coherent meaning.  
B. Extract 2 – Not an AH but an ah 
The choir in the next extract are rehearsing Look in thy 
glass by John Tavener in preparation for an upcoming concert. 
Prior to the extract, they have been working on the piece a few 
bars at a time, and the conductor is about to restart them on a 
phrase beginning with the word Thou. She gives them the 
starting notes from the piano and moves back towards the 
centre where she usually stands to conduct, reminding them of 
the pronunciation of the diphthong vowel in the first word. 
Earlier in the rehearsal she has mentioned this same vowel 
sound: on ‘but thou’ for example, which is a complex vowel: 
diphthong, make sure that you sing- create a stable vowel and 
remember what vowel you’re singing. Listen to whether it’s 
the same vowel as everyone else and keep improving that each 
time. In this extract she expands on this in terms of the tone. 
This extract shows the particular type of modelling 
described by Weeks (1996) as a contrast pair, where the 
conductor depicts both a ‘faulty’ model and a ‘correct’ model. 
The conductor starts by locating the issue in lines 2-3 
(although in less detail than on some occasions since this 
vowel has already been discussed previously). The spoken ah 
in line 3 could be both isolating the vowel she wishes to 
discuss, and a reminder that the first part of the diphthong in 
the word thou is an ‘ah’ sound (before moving onto an ‘oo’). 
She then gives them the first model (line 4) – a relatively loud 
ah, with long open mouth, low eyebrows and serious face. 
Since she is in the process of placing her music back on the 
stand (having been at the piano), there are no manual gestures, 
but there is a clear difference in expression between line 4 and 
line 5, where she begins the second model – the face and body 
relax, the mouth broadens to a smile and her eyebrows rise. At 
this point she also adds a manual gesture designed to improve 
the choir’s technical understanding of the difference – curved 
Extract 1. Ha ha ha 
Ch 1 hauchet zitternd hinaus- Con stops after 1st beat, RH up. 
Con 2 Ok (.) Waits while Ch stop singing/talking 
 3 Sorry I’m just going to-  
 4 K I’m just going to stop there Puts RH down after Ch stop 
 5 er we just need more tone on that entry LH points to music. Gaze to ChA 
 6 um altos it’s a bit breathy at the moment RH fingers wiggle in loose fist shape 
 7 so um try and project forward um somehow RH thumb and finger pincer at mouth 
 8 hauchet zit- Conducts with own singing 
 9 ha: ha: LH moves on each ha  
 10 ha ha ha: 
 
(Hands push into stomach on each ha) 
 11 just do for me ha ha ha: As previous. Both hands out palms up 
towards ChA after model 
ChA 12 ha ha ha:  
Con 13 Exactly that’s the kind of tone we need on Hands still out palm up, but curve 
slightly (‘holding’ shapes) 
 14 that note  
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Figure 1. Agnus Dei from Mass in D by Antonín Dvořák.  
Bars 18-20, alto line 
 
hands move up to beside her cheek bones, and push up a 
couple of times to indicate lifting (line 5), which is supported 
by her spoken instruction in the subsequent line. Her hands 
here appear to be depicting the movement made by the soft 
palate, increasing the resonant space in the mouth and 
changing the sound. She moves onto one final reminder 
regarding tuning in line 7 before restarting the choir. 
Although there is a clear aural difference between the two 
parts of the contrast pair in this extract, there is also a distinct 
visual difference – with use of the whole body – which allows 
more information to be conveyed to the choir than would be 
by sound, gesture or speech alone.  
C. Extract 3 – Not cca but cca 
The third extract to be considered here contains another 
contrast pair. The conductor is talking to the alto section about 
a melodic phrase from Antonín Dvořák’s Mass in D (Figure 
1). Prior to the extract, he has singled out the voice part and 
asked them to sing from two bars before Figure 1, stopping 
them before the end of bar 20 after a difference of opinion on 
the first note of the syllable ‘cca’. The first line of the extract 
refers to this error, before he moves on to a separate point.  
The aim of the conductor in this extract is to work on the 
shaping of the melody being sung by the alto section, 
particularly in bar 20. He starts by focusing on the problem – 
the large melodic leap between the F sharp and D on ‘cca’ – 
first through verbal description, by asking the choir to 
consider where the upper note comes from tonally (lines 2-3). 
Although this is phrased as a future-oriented instruction, the 
use of the word look (as well as a familiarity with the style of 
rehearsal) indicates that the conductor is correcting an issue 
that was not right previously. The focus on the tonal 
 
 
 
 
 
 
importance of the two notes is shown gesturally as well as 
verbally. The conductor’s left hand first depicts the high D 
(line 2), using the metaphorical mapping of verticality (High 
Pitch is Up), but rather than simply continuing the metaphor 
for bottom note by lowering his hand, he introduces the right 
hand (palm up) to pat the palm of his left hand (line 3). As 
well as being lower vertically than the first left hand position, 
the conductor is now demonstrating the metaphorical mapping 
from physical support (one hand supporting the other) to vocal 
support (i.e. use of the diaphragmatic muscles). This support 
is necessary to make the smooth vocal leap up to the top note, 
and without it, the jump will sound disjointed and unrelated 
(physically and tonally) from the lower F sharp.  
The conductor then performs three models for the choir. 
The first is a ‘good’ depiction (line 4) of the two relevant 
notes – evident from the vocal tone – which also locates the 
problem that he wants to correct. This is then immediately 
followed by an exaggerated ‘faulty’ version, set up by his 
verbal Not (line 5). The model is not just meaningful aurally 
but as in the previous extract, a whole-body, gestalt model: 
the voice tone (harsh and rough), the straining evident both 
from his vocal sound and his posture (indicating a lack of 
diaphragm support), the casual, ‘can’t be bothered’ rhythm  
Extract 2. Not an AH but an ah 
Con 1 ((Notes)) Plays starting notes on piano 
 2 And again this vowel   
 3 treacherous vowel diphthong ah Walking back to centre 
 4 but not an AH  
  
5 but an ah 
 
 6 Nice lifted   
 7 and always bending the pitch up Hands palms down move towards each other, moving 
slightly up 
    
19 
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and pace, and also his lack of manual gesture – unusual 
compared to his other models throughout the rehearsal. 
The second half of the contrast pair (line 6) is, as expected, 
a ‘correct’ depiction, but a fuller and more complete one than 
the ‘problem locating’ model in line 4. Here, the conductor 
continues the melody on down to the first A sharp of bar 20 
(see Figure 1), which is the last (different) note of the phrase. 
He does not add in the correct words however, but continues 
on the ‘ah’ sound from the middle of peccata, indicating that 
the words are irrelevant to (or at least not the focus of) his 
current model. In order to present his solution to the problem, 
this final model depicts a good, well-supported tone, and the 
conductor’s arms circle up and outwards, adding meaning to 
the vocal model. This meaning, and the following verbal 
description So it’s got a sense of it going somewhere tonally 
as well, both use the metaphorical schema that a musical 
passage or melody is like a physical path (Spitzer, 2004). The 
circular gesture is also tied in with the Pitch is Vertical 
metaphor mentioned earlier – the highest note of the phrase 
corresponds with the highest point of the circle. 
Once again, this extract illustrates how depiction through 
modelling can be used to convey more meaning than by the 
conductor’s talk alone, and demonstrates how body movement 
and gesture can add meaning to his verbal description. 
D. Extract 4 – Breath Flow 
The final extract to be considered here is an example of 
the way gestures can be used to convey meaning that is either 
different or congruent to what the conductor is saying. In this 
clip, the choir has just sung a short section (18 bars) since the 
previous time the conductor stopped them. They are 
rehearsing Gustav Mahler’s 8th Symphony for a performance 
in a few weeks’ time. The conductor stops them with general 
positive feedback (Well done, well done), before launching 
into his criticism of the section they sang. 
Location of the problem occurs descriptively in this clip in 
line 1, accompanied by an indicating (pointing) gesture – a 
metaphorical link between ‘locating’ in the physical world 
and in the temporal world of the music. The conductor 
continues with an instruction (phrased as a request) to write in 
breath flow, to remind the singers that they need to have a 
good supply of air at this particular point to ensure smooth 
singing with a good tone. The gesture he makes on the word 
breath in line 2 is a right-handed movement from the middle  
Extract 3. Not cca but cca 
Con 1 Ok yeah see what happens there Interrupts alto section singing 
 2 And look can you make the top D Turns to ChA. LH up at side, palm open 
 
3 come tonally from the bottom note 
  4 So the- you’re singing cca-a Hands open palm facing body, finger tips 
touching 
 
5 Not cca-a-a-a 
 
 
6 But cca-a-a-a-a: 
 
(Arms circle up and sideways) 
 7 So it’s got a sense of it going LH circles up and forward 
 8 somewhere tonally as well  
    
Proceedings of the 25th Anniversary Conference of the European Society for the Cognitive Sciences of Music, 31 July-4 August 2017, Ghent, Belgium 
Van Dyck, E. (Editor) 
 
 64 
of the space out to the right. The hand is held mostly in a fist, 
but with the first finger slightly opened, and the thumb held 
out beneath of it. This handshape could be an iconic gesture, 
depicting writing, supported by the direction of the movement 
(left to right – direction of writing). However the smoothness 
and side to side motion of the gesture is also reminiscent of 
the breath flow gesture itself, which is demonstrated just after. 
This suggests that this gesture could be a multifaceted 
depiction both of the action that he wants the choir to do 
(supporting the verbal instruction), and an imagistic portrayal 
of the breath itself.  
The conductor continues his feedback in line 3 by 
expanding on what the problem was (and hence why they 
should write in breath flow): you don’t give enough flow at 
the start. The gesture that accompanies this starts on the word 
flow, which is also emphasised vocally. It is a depiction that 
this conductor regularly uses when verbally discussing breath 
flow: a right-handed, open palm sweep from right to left (line 
3). In this instance, the conductor starts with his hand back, 
almost behind him, and sweeps round until his hand almost 
touches his left shoulder, then continues to swing back and 
forth a few times (until warmer, line 5), gradually relaxing the 
hand shape. The hand and arm are held quite loosely, and the 
whole torso twists a little with the arm movement. The 
continuous sweeping movement spatially represents the 
physical flow of air out of the lungs and through the line of 
the music. In the interview following the rehearsal, the 
conductor explains that for a conductor, the breath is in the 
upper arm, and that the large arm movements in this gesture 
are illustrating the amount of breath that he wants the choir to 
be using at this point. 
Interestingly however, the actions (i.e. what they are trying 
to achieve) that the depictions (gesture) and description (talk) 
are conveying at this point are different. Verbally, the 
conductor is giving an assessment of the previous 
performance, pointing out what, where and then who in 
particular was incorrect (i.e. the problem, or what he does not 
want the choir to do). Gesturally, however, he is 
simultaneously modelling what it is he does want (i.e. the 
solution): spatial information about the manner of the breath 
flow to help the choir understand how to improve next time. 
This descriptive-assessment/depictive-instruction sets up 
the vocal model that the conductor gives in line 6, framing it 
as a depiction of how the conductor wants the sound to be. 
The conductor accompanies his singing with one right-hand, 
open-palm, right-to-left sweep, very alike to that shown in 
lines 3-5, but slower and more controlled, with the hand held 
steadier than previously. It is interesting to compare these two 
very similar but fundamentally different gestures. One reason 
for the distinction between them could be that in the former, 
the conductor is using the depiction to highlight an important 
characteristic at the expense of other, more irrelevant (to the 
current point) aspects. A vocal example of this was illustrated 
in Extract 3, where the conductor ignored the exact lyrics in 
order to focus on the shape of the music. Here, the right-hand 
sweep spatially models the continuous movement of air flow 
from their lungs that he is looking for, but without the control 
that is needed while actually singing – this is then shown as 
part of the full (singing+gesture) model in line 6. In contrast 
to the differing actions of gesture and talk at line 3, at this 
point in the interaction, the gesture (spatial representation) and 
vocalisation (sung demonstration) are working together 
coherently to depict a combined aural and visual model. 
Together, his hands and voice are telling the choir both how 
the music should sound, but also how it should feel, or how to 
understand it. 
Extract 4. Breath flow 
Con 1 When you start at fourteen LH finger points down on four 
 2 will you all write <breath flow> please RH thumb and finger together, sweeps 
back and forth from centre to right 
side 
 
3 You don’t give enough flow at the start 
 
(RH open palm, swings back and forth 
from right side to left side) 
 4 Especially er the first basses Looks down at music 
 5 Needs to be a bit warmer RH still swinging 
 6 e:t spiri RH palm open sweeps right to left 
again, but more controlled 
 7 Need to have the warmth in the breath Round, deep voice (as if still 
singing). RH circles in front of 
mouth 
 8 behind it (.) ok? moves back to normal speaking voice 
 9 BREATH (.) FLOW  
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In the final part of the transcribed section, the conductor 
elaborates slightly on his verbal solution to the problem, 
explaining that they need to have the warmth in the breath 
behind it (lines 7-8). The difference is that most of this 
descriptive phrase is depicted by speaking in the warm tone of 
voice he is describing. It is deeper, resonant and slightly more 
melodic, moving back to his normal speaking voice on behind. 
The accompanying gesture – a circling of the right wrist 
loosely in front of the mouth (line 7) – is more ambiguous 
than some of the other gestures in this extract. It could be 
depicting the air flowing round the back of the mouth and 
throat, creating the resonant space needed to achieve a warm 
tone, or it could be indicating the throat area as the place of 
focus for this demonstration. This illustrates yet another multi-
modal communication of meaning – the conductor is verbally 
giving an instruction, but his tone is modelling that which he 
is saying, and his gesture is illustrating and/or giving further 
information on how they can achieve the demonstrated tone 
and described instruction. 
This extract therefore illustrates several points about how 
the conductor can use depiction to convey meaning to the 
choir. Depictive gestures can be multi-faceted, suggesting two 
different meanings at once, and used to either highlight 
relevant characteristics or model solutions. They can be multi-
modal, working with vocalised models to create one depiction, 
or be showing a different action to the one concurrently being 
described in speech. Finally, this extract demonstrates how 
description can itself combine with vocal and gestural 
depiction simultaneously. 
IV. CONCLUSION 
By analysing four short examples of depiction by 
conductors during rehearsals, we can start to see how 
conductors can use this method to create and convey meaning 
to their choirs. Firstly, depictive models (both ‘good’ and 
‘faulty’ ones) are very often multi-modal, combining vocal 
tone, gesture, facial expression and body language in order to 
show one coherent meaning. The whole meaning is greater 
than the sum of its different depictive parts. They can also 
combine with talk in order to both ‘show’ and ‘tell’ at the 
same time.  
Secondly, what the depictions are being used to do in the 
rehearsal can also be examined. They can be used to highlight 
a particular characteristic, or combine to perform a full model, 
without specifying verbally which it is. They can be 
semantically-congruent with the verbal description, often 
using metaphorical gestures to increase physical 
understanding of the abstract concept the conductor is trying 
to convey. Alternatively, depictions can give additional 
information to that contained in the talk, either through vocal 
modelling or through gesture. Finally, they can also present to 
the choir a separate meaning to the simultaneous talk, such as 
a gestural solution depicted at the same time as a problem is 
being described. 
Overall, it is clear that conductors can effectively use 
multi-modal depiction – including gesture, vocal modelling 
and body language – both alone and in combination with their 
talk in order to create and convey a coherent and expressive 
meaning to their choirs. Building on the work of Streeck 
(2008) and others showing how gestures can allow viewers to 
see a little bit of the world in their hands, here we have 
analysed some systematic ways in which conductors combine 
and utilise these resources for meaning-making to allow the 
choir to see (as well as hear) aspects of the music. Future 
work on how conductors create meaning, particularly using 
talk and gesture (and their combination), will continue as part 
of the first author’s PhD. 
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APPENDIX 
Transcription notation: 
 
Bold font Sung vocalisations 
<ah>  Slower than normal talk 
AH  Louder than normal talk 
ah  Emphasis 
ah-  Cut off 
 (.)  Pause 
ah:  Lengthened syllable 
Ch/Con Choir/Conductor 
ChA  Choir Alto section 
LH/RH Left/Right hand 
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ABSTRACT 
The perception of musical meter is fundamental for rhythm 
production and perception in much music. Underlying structures 
such as pulse, meter, and metrical subdivisions are often described as 
successive points in time. This paper investigates whether 
experienced musical meter may not only include such points in time, 
but also trajectories between the points–that is, metrical shapes.  
Previous studies have pointed out that there seems to be a 
relationship between musical meter and periodic body motion like 
foot tapping, head nodding and dancing. This paper investigates 
musical meter in music styles with an intimate relationship with 
dance, and whether metrical points and trajectories can be 
understood by investigating performers’ periodic body motion.  
Two motion capture studies form the empirical basis of this paper; 
first, a percussionist and a dancer performing Brazilian samba; 
second, a fiddler and two dancers performing Norwegian telespringar. 
The analysis showed that it seemed to be a relationship between the 
periodic fluctuation in audio amplitude and the performers’ periodic 
foot motion on sixteenth note level in samba. Furthermore, motion 
analysis revealed similar periodic shapes in both percussionist and 
dancer foot motion. In telespringar there seemed to be a relationship 
between the metrical beat level and the fiddler’s foot stamping. In 
addition, the beat duration pattern, as indicated by the fiddler’s 
periodic foot stamping, seemed to correspond to the shape of the 
dancers’ vertical body motion. 
The results support the view that there is a close relationship between 
musical meter and performers’ periodic body motion. This suggest 
that the underlying meter may not only include metrical points in 
time, but that each metrical beat/subdivision duration has a 
corresponding metrical trajectory with a certain shape. If this is the 
case, then perceivers’ and performers’ implicit knowledge of the 
underlying reference structure in samba and telespringar might 
incorporate knowledge about the underlying metrical shape. 
I. INTRODUCTION 
The perception of underlying structures such as pulse, 
meter, and metrical subdivisions are fundamental for rhythm 
production and perception in much music. Such structures are 
not necessarily represented by sonic events, but supply a 
framework against which we perceive sounding rhythm (e.g., 
Danielsen, 2010b; London, 2012). In other words, the 
experience of rhythm includes the interaction between 
perceived sonic rhythms and underlying reference structures. 
This interaction has been approached from various 
perspectives. Some theories on rhythmic structure are based 
on music with a written score (e.g., Clarke, 1985; Cooper & 
Meyer, 1960; Lerdahl & Jackendoff, 1983). Bengtsson (1973) 
points out that it is important to distinguish between music as 
notated and music as performed and perceived.  The so-called 
Uppsala school of rhythm sought to analyze musical rhythm 
based on sound rather than notation (Bengtsson, Gabrielsson, 
& Thorsén, 1969). Through the use of various apparatuses for 
sound recording and analysis, they discovered systematic 
duration patterns, labelled systematic variations (SYVAR), 
that seemed to be specific to different styles of music. Their 
basic hypothesis was that these patterns represent an active 
force beneath the musical surface.  
Keil (1987; 1995) also highlights the importance of 
analysing music as performed, and argues that music is not 
primarily about structure, but about process. For Keil, the 
power of music is in its participatory discrepancies (PD), for 
example, small differences in timing between performers, “out 
of synchness”, and “out of tuneness”. Kvifte (2004), on the 
other hand, argues that the power of groove derives from the 
relation between syntax and process. He considers syntax to 
belong to the domain of experience, and points out that our 
categorization of sonic events as being early, late, or on the 
beat, for example, depends on an experienced reference 
structure.  
Sethares (2007) points out that musical concepts like beats, 
rhythms, and meter result from human perception and 
cognition and are not properties of the sonic signal. London 
(2012) refers to subjective rhythmization (Bolton, 1894) 
(subjective metricization in London’s terminology) – that is, 
that we tend to lock isochronous and equivalent-sounding 
events into a periodic pattern – to demonstrate that metrical 
accents are mental constructs which do not necessarily 
coincide with the pattern of accents in the sound. Instead, one 
compares the perceived sonic rhythm to a repertoire of 
familiar metric templates (London, 2012).  
Underlying structures exist on several metrical levels, for 
example, a basic pulse level or a grouping of the beats of a 
basic pulse. The pulse is often described as successive mental 
beats (see, for example, Honing, 2012; London, 2012; 
Parncutt, 1994) and meter could be described as an 
organization of those beats. In addition, subdivisions of a 
given pulse are also usually included in the underlying 
reference structure (Nketia, 1986). In this text, such 
underlying subdivision levels will be referred to as metrical 
subdivisions. 
Musical meter is often understood as consisting of 
isochronous time series, and systematic microtiming patterns 
are often described as deviations from such isochronous 
structures. However, this preconception has been criticized by 
several researchers (e.g., Bengtsson, 1987; Kvifte, 2004; 
Polak, 2010). Non-isochronous meters have for example been 
found in music styles such as Vienna waltz (Bengtsson & 
Gabrielsson, 1980), in much traditional dance music in 
Scandinavia (e.g., Blom, 1981; Groven, 1971; Kvifte, 1999; 
Ramsten, 2003), Brazilian samba (e.g., Gerischer, 2006; 
Naveda, Gouyon, Guedes, & Leman, 2009) and in djembe 
music from Mali (Polak, 2010). Kvifte (2004) suggests that 
instead of referring to such non-isochronous metrical 
sequences as “deviations” from an artificial, fixed clock pulse, 
Proceedings of the 25th Anniversary Conference of the European Society for the Cognitive Sciences of Music, 31 July-4 August 2017, Ghent, Belgium 
Van Dyck, E. (Editor) 
 
 68 
such underlying structures can be described in terms of 
patterns, for example, duration patterns.   
This paper explores whether experienced musical meter 
may include not only mental points in time, or duration 
patterns based on the intervals between such points, but also 
trajectories between the points. Moreover, it investigates 
whether metrical trajectories can be understood by 
investigating performers’ periodic body motion. The notion of 
meter as dynamic shape related to body motion has previously 
been proposed in Western classical music. Becking (1928) 
emphasized that rather than conducting the music one should 
let oneself be conducted by the music. He developed a set of 
composer specific conducting gestures, or “personal curves” 
(also labelled “Becking curves”), with different shapes that 
reflected a composer’s individual management of gravity. 
Clynes (1995) also claimed that there is a distinct motor pulse 
form for particular composers. In order to determine the shape 
of such pulses, Clynes conducted experiments with artists 
mentally rehearsing the music while expressing the music’s 
pulse with finger pressure motion. The experience of the 
composer’s pulse in music is dependent on musical training 
and proficiency, he claims. 
Large and Jones (1999) propose a theory of dynamic 
attending which assumes the existence of internal oscillations 
in a perceiver, and that the external (sonic) rhythm drives 
these internal oscillations. Influenced by the theory of 
dynamic attending, Danielsen (2010a) devised a beat bin 
model for groove based music. She demonstrates how 
conflicting pulse locations might result in two beat locations 
that merge into one, producing an extended beat or beat shape 
(see also Danielsen, Haugen, & Jensenius, 2015). Waadeland 
(2001) proposes a definition of pulse that relates to a 
corresponding and continuous movement curve, and a model 
of rhythmic structure where the underlying pulsation can be 
represented by a mathematical function, creating an up and 
down wave motion where the local minimal points represent 
the pulse beats. 
The concept of metrical shapes might be contextualized 
further using Godøy’s (2003) motor-mimetic perspective on 
music perception. Such a perspective suggests that when we 
experience music, we simultaneously mentally imitate sound-
producing actions that we relate to the sounds that we 
perceive. Such imitated actions can both be directly related to 
playing an instrument, and imitative of sonic shapes (as, for 
example, sustained, impulsive, or iterative sounds) which can 
be gesturally rendered. The relationship between the 
simulated sound-producing action and the musical sound may 
extend across more complex phrases and textures, Godøy 
claims.  
In music cultures where music and dance have evolved 
together through mutual interaction, music-related imitated 
actions as described above may also include dance motion. In 
such music styles, the musician’s mental images may derive 
from both experienced sound-producing actions and images of 
motion patterns in the corresponding dance. Within a motor-
mimetic framework, then, images of the motion patterns in the 
dance — the actual motion or the shape of the motion — may 
inform the musician’s playing, even when dancers are not 
present. In this regard, the musician does not have to have 
direct experience with the actual dance, but he or she must 
have some sense of the underlying shape of the dance. This is 
also in line with Blom’s (2006) motor theory of rhythm, 
implying that meter obtains specific motion patterns (in, for 
example a corresponding dance) from a tacit knowledge of 
style, shared by those familiar with the music genre. 
II. SAMBA AND TELESPRINGAR 
This paper focuses on musical meter in two styles of music, 
namely Norwegian telespringar and Brazilian samba. Both 
telespringar and samba derive from oral traditions, are often 
referred to as being in non-isochronous meter, and have an 
intrinsic relationship with dance. Rhythm studies of these 
styles often emphasize this intimate relationship and that 
production and perception of rhythm should be understood in 
relation with the corresponding dance. 
A. Meter in Samba 
Brazilian samba is often characterized by its complex 
rhythm patterns. Samba is normally notated in 2/4 meter and 
recent studies have revealed that systematic microtiming, at 
the level of sixteenth notes, seems to be a prominent feature of 
samba groove. In rhythm studies of samba percussion in the 
region of Bahia in Brazil, based on field recordings (audio) 
and interviews, Gerischer (2006) revealed a medium–short–
medium–long duration pattern on sixteenth note level in 
samba groove. The fourth sixteenth note in a beat in samba 
groove is not only extended (in duration) but also accentuated, 
Gerischer claims. She emphasizes that the microtiming pattern 
in samba groove constitutes an essential aspect of style, and 
that the musicians add their individual phrasings to these 
microtiming features. Similar microtiming features are found 
in a rhythm study of Samba de Roda presented by Gouyon 
(2007). Based on audio analysis of audio excerpts, taken from 
commercial CDs, Guyon found that the third and the fourth 
sixteenth note in a beat in samba are played slightly ahead of 
their corresponding quantized position. A similar study by  
Naveda et al. (2009) confirms the existence of systematic 
anticipations of the third and fourth sixteenth note in samba 
groove. In addition, they found systematic oscillations in 
amplitude for instruments in certain frequency regions.  
Naveda (2011) highlights the intimate relationship 
between the dance and the music in samba; the necessity to 
include dance motion in rhythm studies of samba and develop 
methods for this purpose. In a number of studies, Naveda and 
his colleagues investigate the relationship between periodic 
patterns of music and dance from the Afro-Brazilian culture. 
Inspired by Becking (1928) they explore how repetitive dance 
patterns are based on basic gesture, and how such basic 
gestures can be related to the time points of the meter. A basic 
gesture can be defined as a motion pattern of a body part 
during one period of a repetitive sequence. Naveda and his 
colleagues’ work shows how basic gestures can be linked to 
musical time points, acoustic loudness and speed (Leman & 
Naveda, 2010). A novel method labelled Topological Gesture 
Analysis (TGA) was also developed in order to investigate the 
relationship between musical meter, dance style, and expertise 
in dance (Naveda & Leman, 2010).  
B. Meter in Telespringar 
Telespringar is considered one of the older types of 
Norwegian folk music. Telespringar tunes are normally 
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notated in 3/4 meter. However, it is commonly understood 
that the three beats in a telespringar measure are of uneven 
duration, often referred to as asymmetrical meter. Previous 
studies report that a systematic long–medium–short beat 
duration pattern seems to be a prominent feature of 
telespringar (Groven, 1971; Kvifte, 1999). It has been pointed 
out that this beat duration pattern should not be considered 
deviations from an underlying isochronous pulse, but that the 
underlying meter in telespringar should be understood as 
asymmetrical in and of itself (Blom, 1981; Groven, 1971; 
Haugen, 2015; Kvifte, 2007). 
The intimate relationship between the underlying meter 
and performers’ body motion is often emphasized in rhythm 
studies of telespringar. Foot stamping is considered an integral 
part of telespringar playing as well as an expression of meter 
(see, for example, Blom, 2006; Kvifte, 1983). Furthermore, it 
has been suggested that accents in the foot stamping in 
telspringar follows a strong–strong/medium–weak pattern 
(Blom, 2006).  
It is also emphasized that musical meter in telespringar 
should be understood in relation to the corresponding dance. 
Blom (1981) observes that the vertical motion of dancers’ 
center of gravity seems to follow a regular pattern of up (arsis) 
and down (thesis) motion, which he calls the dancers’ 
libration pattern or libration curves. These libration patterns 
are style specific and related to the musical meter, he claims. 
In telespringar dancing, Blom goes on to explain, the libration 
curves consist of two down/up motions in every measure. The 
first down/up motion corresponds to the duration of the first 
beat, the second down motion corresponds to the second beat, 
and the second up motion corresponds to the third beat, he 
claims. However, recent motion capture studies of telespringar 
dance have not found support for this claim (Haugen, 2015, 
2016; Mårds, 1999). 
III. METHOD 
Present study investigates musical meter as shape based on 
sound and motion recordings of samba and telespringar 
performances. Both musicians’ and dancers’ body motion are 
included in the analyses. It is hypothesized that:  
a) Musical meter is intrinsically related to body motion, 
actual or imagined.  
b) The underlying meter may not only include experienced 
points in time, or the duration between the points, but 
also trajectories between the points – that is, metrical 
shapes. Metrical shapes are style specific. 
c) In music styles with an intimate relationship with dance, 
both metrical points and trajectories can be understood by 
investigating performers’ (musicians’ and dancers’) 
periodic body motion.  
To this end, professional samba and telespringar 
performers were recorded. In the samba recording, two 
experienced samba performers, a percussionist and a dancer, 
participated. The percussionist played a samba groove on a 
traditional Brazilian hand frame drum with jingles called 
pandeiro, and the dancer performed the samba dance in 
samba no pé style. In the telespringar recordings, three 
experienced telespringar performers, a fiddler and a dance 
couple, participated. The fiddler played telespringar on a 
Hardanger fiddle, a fiddle slightly smaller than a regular 
violin, with four or five sympathetic strings that run under the 
board in addition to the bowed strings. All the performers 
were instructed to play and dance as they would normally do 
when performing. 
  
Samba Telespringar 
Figure 1. Placement of the markers attached on (left) the samba 
performers’ and (right) the telespringar performers’ bodies. 
 
All the recordings were carried out in the fourMs Motion 
Lab at the Department of Musicology at the University of 
Oslo. The participants’ body motions were recorded using an 
advanced optical motion capture system from Qualisys 
tracking at a frame rate of 200 Hz. In the samba recording 
nine Oqus 300 cameras were used. In the telespringar 
recording, nine Oqus 300 and four Oqus 400 cameras were 
used. Reflective markers were attached on the participants’ 
bodies. The marker placement on the samba and the 
telespringar performers’ bodies is presented in Figure 1.  
The performances were also video recorded. In the samba 
recording, the audio analysis is based on the sound from the 
video. Since the video sound and the motion capture recording 
were not synchronized, the sound had to be manually adjusted. 
In the telspringar study, on the other hand, the sound was 
recorded using Logic Pro X and synchronized with the motion 
capture recordings using a custom-built Max/MSP patch, 
running on a Macintosh. 
IV. ANALYSES AND RESULTS 
The data was analyzed using the MoCap Toolbox (Burger 
& Toiviainen, 2013), the MIRtoolbox (Lartillot & Toiviainen, 
2007), and custom-made Matlab scripts.  
A. Samba 
In the present study, the samba groove consists of a total 
of 42 measures. A transcription of four measures of the samba 
groove pattern (simplified), with an example of a variation in 
the fourth measure, is shown in Figure 2. The samba groove 
played in this study indicates several metrical levels: First, the 
metrical beat level (pulse); second, the metrical sixteenth note 
level; and, third, the measure level (2/4 meter).  
 
 
Figure 2. A transcription of four measures of the samba groove 
as played on pandeiro. All the sixteenth notes are played, and 
consequently present in the sound signal.  



	

	








     
 

                               




	




	




	

  

  

  

    
Proceedings of the 25th Anniversary Conference of the European Society for the Cognitive Sciences of Music, 31 July-4 August 2017, Ghent, Belgium 
Van Dyck, E. (Editor) 
 
 70 
According to previous rhythm studies on samba, the 
sixteenth note level is of particular interest. Since all the 
sixteenth notes are played in this recording, and consequently 
present in the sound signal, their temporal position could be 
detected using onset detection. Here I used an onset detection 
function in the MIRtoolbox that performs a peak-picking 
procedure on the envelope curve and returns the temporal 
positions of those peaks (Lartillot & Toiviainen, 2007). It is 
worth noting that the temporal position obtained from onset 
detection may not represent the temporal point that is actually 
perceived as the sonic event’s onset (e.g., Wright, 2008). 
However, since I am primarily interested in rhythm patterns, 
my main concern here is that every onset is measured in the 
same manner.  
In accordance with Kvifte’s (2004) aforementioned 
pattern concept, the fluctuations in timing on sixteenth note 
level were represented as a duration pattern. The inter-onset-
intervals (IOIs) between the sixteenth notes, estimated from 
the audio envelope peaks, were calculated and converted into 
percent values according to their percentage of the beat. Only 
the beats with four detected onsets were included (N = 63). 
The mean sixteenth note durations with corresponding 
standard deviations (SD) are presented in Table 1.  
Table 1. The mean sixteenth note durations with corresponding 
standard deviations (SD) of the first, second, third, and fourth 
sixteenth note in a beat, based on audio analysis.  
Mean beat duration in % (SD) Mean 
Tempo 
in BPM First Second Third Fourth 
24 (2.7) 23 (3.9) 22 (3.0) 31 (1.8) 96 
 
A one-way analysis of variance (ANOVA) showed 
significant differences between the durations (p < 0.001), and 
Bonferroni corrected post-hoc pairwise comparisons showed 
significant differences between the fourth sixteenth note 
duration and first, second, and third sixteenth note durations 
(all p < 0.001). This is in accordance with previous findings 
that suggests that the fourth sixteenth note is of longer 
duration than the others (Gerischer, 2006). No statistically 
significant differences were found between the duration of the 
first and second (p > 0.5), first and third (p > 0.05), or second 
and third sixteenth note durations (p > 0.99), indicating a 
short–short–short–long duration pattern on sixteenth note 
level in this samba groove. 
Previous research also suggests a periodic fluctuation in 
audio amplitude in samba music (Naveda el al., 2009). In 
order to get an impression of the fluctuation in amplitude over 
time in this recording, the audio envelope was divided into 
measures, as defined by the first detected onset (sixteenth note) 
in each measure. Next, each envelope chunk was converted 
into percentages, with each beat duration corresponding to 
100 %. Finally, all the measure chunks were plotted in the 
same plot (see Figure 3b). A qualitative inspection of the 
amplitude on measure level indicates that during Beat one the 
fluctuation in amplitude seems to follow the same pattern 
across measures – that is, the first and the fourth sixteenth 
notes seem to be played with systematically slightly higher 
energy that the second and third sixteenth note. During Beat 
two, on the other hand, the fluctuation in amplitude does not 
seem to be as periodic as in Beat one. Recalling that the fourth 
sixteenth note seems to be of longer duration than the others, 
indicates that the fourth sixteenth note plays a significant role 
in samba groove. 
Next, I wanted to investigate how the dancer’s periodic 
motion relates to the audio amplitude peaks (sixteenth note 
 
Figure 3. (a) A simplified transcription of one measure of samba 
groove, (b) fluctuations in audio amplitude, (c) a plot of the 
vertical position of the dancer’s foot motion, and (d) a plot of the 
vertical position of the percussionist’s heel motion, all during one 
measure.  
level). In this study, I focus on the dancer’s repetitive and 
periodic foot motion. In order to get an impression of the 
dancer’s foot motion on measure level, the vertical motion 
curves of the markers attached to the dancer’s heels were 
divided into measures, as defined by the first detected onset in 
each measure. In order to make all the measure curves have 
the same length, all the measure chunks were converted into 
percentages, where the duration of each beat corresponds to 
100 %. Finally, all the measure chunks were plotted in the 
same plot (Figure 3 c). The dancer alternate between left and 
right foot and steps down three times during each beat. A 
comparison of the dancer’s steps and the amplitude peaks 
indicates that the dancer’s steps are synchronized with the first 
three sounding sixteenth notes in each beat. The fact that the 
dancer’s feet motion follows the same non-isochronous 
pattern as the played sixteenth notes in the sonic samba 
groove, supports the view that the metrical subdivisions on 
sixteenth note level in samba are non-isochronous.  
It has been pointed out that body motion like foot tapping, 
upper body swaying, and head nodding often is synchronized 
with underlying pulse in music (Godøy & Leman, 2010). 
While playing, the percussionist moves his heels up and down 
in a periodic pattern, so next I wanted to investigate the 
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relationship between the percussionist’s feet motion, 
amplitude peaks, and the dancer’s dance steps. As with the 
dancer’s steps, the percussionist’s vertical heel motion was 
divided into measures, according to the first detected onset in 
each measure. All the measure chunks were consequently 
converted into percentage (each beat corresponded to 100 %), 
and plotted in the same plot (Figure 3 d). The points in time 
where the percussionist’s heels hit the floor seem to be 
synchronized with the first sonic sixteenth note in each beat. 
However, instead of making a continuous up/down motion 
when moving from beat to beat, the lifting of the heels seems 
to be synchronized with the fourth sixteenth note in each beat. 
Furthermore, the motion curve of the percussionist’s “heel 
lifting” seems to be similar to the dancer’s lifting of the foot, 
with a local maximum around the fourth sixteenth note in 
each beat (see Figure 3 c and d). The percussionist seems to 
be accentuating the fourth sixteenth note in each beat with his 
heel motion. 
B. Telespringar 
In the telespringar study, three performers (a fiddler and a 
dance couple) participated. Two different tunes, both played 
on Hardanger fiddle, were recorded and analysed.  
The fiddler’s foot stamping is considered integral to 
Hardanger fiddle playing, and it has been suggested that the 
foot stamping is an expression of meter (see, e.g., Ahlbäck, 
2003; Blom, 2006; Kvifte, 1983). The fiddler in this study 
seems to stamp his toes three times, two times with his left 
foot and one with his right, in each measure. In order to 
investigate the duration pattern based on the fiddler’s foot 
stamping, the vertical position and acceleration of the markers 
attached to the fiddler’s toes were plotted (Figure 4). Since the 
acceleration shows clear peaks that correspond to the point in 
time when the fiddler toes hit the floor, a beat duration pattern, 
based on the fiddler's foot stamping, could be calculated based 
on the intervals between the acceleration peaks. Consequently, 
a peak picking function was applied to the acceleration data. 
The intervals between the acceleration peaks were calculated 
and converted into percentages according to their percentage 
of the measure. The mean durations of the first, second, and 
third beats were calculated. The mean durations with 
corresponding standard deviations (SD) and mean tempo in 
both tunes are presented in Table 2.  
Table 2.  The mean beat durations with corresponding standard 
deviations (SD) of the first, second, and third beats, according to 
the fiddler’s foot stamping, and mean tempo in Tune 1 and Tune 
2.  
 Mean beat duration in % (SD) Mean 
Tempo 
in BPM First Second Third 
Tune 1 39 (2.2) 36 (2.9) 25 (1.6) 132 
Tune 2 39 (1.5) 38 (1.8) 23 (1.3) 125 
 
A one-way ANOVA showed significant differences 
between the durations (all p < 0.001) for both tunes, and 
Bonferroni corrected post-hoc pairwise comparisons showed 
significant differences between all the beat types (all p < 
0.001 for Tune 1 and all p < 0.01 for Tune 2). These results 
suggest that, even though the average beat duration for the 
second and third beat in the two tunes are different, they both 
follow a long–medium–short beat duration pattern, something 
that is in accordance with previous rhythm studies of 
telespringar. 
The fluctuation in acceleration amplitude in the fiddler’s 
foot stamping also seems to follow a periodic pattern on  
 
Figure 4. Plots of (top) the vertical position of the markers 
attached on the fiddler’s toes and (bottom) the corresponding 
vertical acceleration during two measures. 
 
measure level – that is, the first two foot stamps seem to have 
a higher acceleration peak than the third (see Figure 4). This 
might support previous observations that suggest that the 
accents in the foot stamping in telespringar follows a strong–
strong/medium–weak pattern (Blom, 2006). 
According to Blom’s (1981, 2006) libration hypothesis the 
meter in telespringar should be understood in relation to the 
vertical motion of the dancer’s centre of gravity. In order to 
investigate how the dancers libration curves correspond to the 
fiddler’s foot stamping, the vertical position data of the 
markers attached to the dancers’ right hips were divided into 
chunks of two measures according to the fiddler’s first foot 
stamp in every other measure. The reason for dividing the 
motion curves into chunks of two measures is that since the 
dancers have three steps in each measure, it takes two 
measures to make a full circle. Since the telespringar dance 
includes a lot of improvisation, the vertical motion of the 
dancers’ hips does not take place within the same range across 
measures. As I was interested in the shape of the libration 
curves, and not their exact measured vertical position, the 
libration curves were normalized by the root mean square 
(RMS) for each curve. Finally, all the libration curves were 
converted into percentages, where one measure corresponds to 
100 %, and plotted in the same plot. The libration curves for 
Tune 1 and Tune 2 were plotted separately (see Figure 5 b and 
6 b). The plots seem to indicate that the libration curves are 
very consistent, both across dancers, tunes, and tempi. The 
stability of the libration curves is also very interesting, 
considering the extensive use of improvisation in the dance, 
supporting the view that the dancers’ libration curves are 
related to an underlying structure in telespringar.  
Finally, I wanted to investigate whether there might be a 
relationship between the fluctuation in audio amplitude, the 
fiddler’s foot stamping, and the dancers’ libration pattern. An 
audio envelope curve was calculated, and subsequently 
divided into chunks of two measures and plotted in the same 
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plot (Figures 5 a and 6 a). Unlike the visualizations of the 
audio amplitude of samba, the visualization of the telespringar 
sound did not show any periodicity. Nor did it seem to be any 
correspondence between the audio amplitude and the 
underlying pulse, as indicated by the fiddler’s foot stamping. 
 
 
 
(a) 
 
 
 
 
 
 
 
 
 
(b) 
 
 
 
 
 
 
 
 
 
 
(c) 
 
Figure 5. Plots showing (a) the fluctuation in audio amplitude, (b) 
the dancers libration curves, and (c) the fiddler’s foot stamping 
during two measures in Tune 1. 
V. DISCUSSION 
This paper investigates whether an underlying meter in 
samba and telespringar may not only consist of temporal 
points in time and duration between such points, but also 
trajectories between metrical temporal points. It further 
suggests that there might be a relationship between such 
trajectories and performers’ periodic body motion, and 
occasionally fluctuations in audio amplitude.  
As mentioned in the introduction section, both performed 
and perceived rhythm include an interaction between an 
external sonic rhythm and underlying reference structures, 
such as pulse and metrical subdivisions. The underlying 
reference can be, but is not necessarily, represented by sonic 
events. In addition, sonic rhythms often include events that are 
played slightly before or after metrical beats or subdivisions; 
in other words, sonic events that are perceived as belonging to 
the underlying structure, but not as perfectly matching it.  If 
we think of periodic audio amplitude fluctuations in the same 
way, there might be an “underlying fluctuation in amplitude” 
that one may perceive, even though the sonic events do not 
always follow this pattern. In the present samba recording, a 
visual inspection of the amplitude fluctuation in the samba 
groove revealed that fluctuation in amplitude seems to follow 
a high–low–low–high pattern on sixteenth note level in Beat 
one, whereas in Beat two the amplitude peaks seem to be less 
systematic. In other words, the amplitude fluctuations in Beat 
one may constitute an underlying amplitude pattern in samba, 
whereas Beat two might feature more expressivity and 
improvisation.  
The fourth sixteenth note seems to play an important part 
in samba groove, being both longer in duration and its onset 
being played systematically louder in the systematic Beat one. 
 
 
 
(a) 
 
 
 
 
 
 
 
 
 
(b) 
 
 
 
 
 
 
 
 
 
 
(c) 
 
Figure 6. Plots showing (a) the fluctuation in audio amplitude, (b) 
the dancers libration curves, and (c) the fiddler’s foot stamping 
during two measures in Tune2. 
 
 
This also seems to be reflected in the participants’ foot motion. 
The percussionist steps his heel down on every pulse beat in 
the samba groove, but instead of performing a continuous 
up/down motion from beat to beat, he lifts his heel on every 
fourth sixteenth note (Figure 3 d). In addition, the 
percussionist’s heel motion has a similar vertical shape to the 
dancer’s foot motion between the third sixteenth note in a beat 
and the first sixteenth note in the next beat (Figure 3 c and d). 
 The dancer has three steps in every beat that are 
synchronized with the first three amplitude peaks in each beat 
in the played samba groove. This also supports the view that 
the systematic microtiming in samba is not deviation from an 
underlying isochronous sixteenth note level, but that the 
metrical subdivisions on sixteenth note level in samba are in 
non-isochronous.  
In telespringar there does not seem to be a clear 
relationship between the participants’ periodic motion patterns 
and the fluctuation in audio amplitude. Clearly, Hardanger 
fiddle playing and sound is very different from pandeiro 
playing and sound. First, the Hardanger fiddle is a bowed 
instrument resulting in sustained sound shapes without 
impulsive amplitude peaks. Second, the style of telespringar 
playing is very ornamented and relies upon the extensive use 
of slides and grace notes. Evidently, rhythm patterns are not 
easily detected based on the sound signal from telespringar 
played on Hardanger fiddle. On the other hand, this makes it 
even more interesting that the performers’ periodic body 
motion is so regular and consistent. Moreover, it supports the 
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view that in some music styles, the metrical cues are not 
necessarily found in a specific sonic rhythm. Instead, our 
ability to recognize meter can be based on socially learned 
cues, a pattern recognition, related to performers’ and 
perceivers’ experience and familiarity with the music culture 
(Kaminsky, 2014; Kvifte, 2007; London, 2012).  
There might be a correspondence between the acceleration 
amplitude in the fiddler’s foot stamping and the underlying 
meter. The acceleration amplitude seems to follow a high–
high–low pattern on beat level (see, Figure 4).  This is also in 
line with Blom (2006) who observes that in telespringar, the 
fiddlers’ foot stamping seems to follow a strong–
strong/medium–weak accent pattern. This acceleration 
amplitude pattern might also correspond to the dancers’ 
libration curve, since the “valley-shaped” Beat one and Beat 
two might feel “heavier” than Beat three, which has a light 
up/down motion, like a small jump (see Figures 5 b and 6 b). 
However, considering that the style of foot stamping differs 
considerably between fiddlers, more performers need to be 
included in the analysis in order to decide whether this is a 
general pattern.  
The results from the telespringar analyses indicate that it is 
not the turning points in the telespringar dancers’ vertical 
motion that relate to the temporal points of an underlying 
meter, as suggested by Blom (1981). Instead, the shape of the 
libration curve seems to correspond with the underlying 
measure and beat duration (see also Haugen 2016). As 
previously mentioned, thinking of underlying structures as 
trajectories between metrical beats can be contextualized 
further using the motor-mimetic perspective on music 
perception and cognition (Godøy, 2003). This perspective 
suggests that a sound can be perceived as a sonic shape, 
which might in turn imply a corresponding imagined action 
with similar shape. The concept of action/sound shape 
correspondences may further be extended to a metrical 
motion/duration shape correspondence, encompassing not 
only the duration between metrical beats, but also the 
trajectories between the metrical beats. Kvifte (2007) suggests 
that meter perception might be a pattern recognition task that 
is closely related to perceivers’ and performers’ experience. 
According to the metrical shape hypothesis suggested in this 
paper, such pattern recognition may also apply to the 
trajectories corresponding to the beat durations. Since the 
music and the dance in telespringar are intrinsically related, 
such metrical shapes might relate to these periodic motion 
patterns in the dance. If this is the case, the perceivers’ and 
performers’ implicit knowledge of the meter in telespringar 
might incorporate knowledge about the underlying metrical 
shape. The recognition of these underlying structures might 
rely upon an embodied knowledge that can only be acquired 
though bodily experience.   
Underlying reference structures in music are not always 
represented by sonic events. Consequently, meter cannot 
necessarily be analyzed based only on the physical sound 
signal. In samba, there seems to be a relationship between 
amplitude peaks in the sonic signal and meter. In telespringar, 
on the other hand, it is not easy to discover any onsets based 
on audio analysis alone. The performers’ periodic body 
motions – that is, the fiddler’s foot stamping and the dancers' 
libration pattern – seem to be very stable and related to the 
underlying meter. This supports the view that there is a close 
relationship between musical meter and periodic body motion, 
and that performers’ and perceivers’ body motion should be 
included when investigating musical meter.  
VI. CONCLUSION 
This paper investigates meter as shape in samba and 
telespringar based on motion capture recordings of 
performances. The results support the view that there is a 
close relationship between musical meter and performers’ 
periodic body motion. The analysis of the performers’ 
periodic body motions also revealed periodic motion shapes 
on beat level in telespringar and on sixteenth note level in 
samba. This suggests that the underlying meter may not only 
include metrical points in time, but that each metrical 
beat/subdivision duration has a corresponding metrical 
trajectory with a certain shape. When investigating musical 
meter, then, one should not only look at meter as points in 
time, or the duration between such points, but also possible 
trajectories between the points.  
VII.  LIMITATIONS AND FUTURE WORK 
The analyses in this paper are based on recordings executed 
in a motion capture lab, which is not an environment where 
music is usually performed. It has been pointed out that 
performers’ expertise can compensate for the influence of an 
artificial environment (Naveda & Leman, 2008), consequently 
only professional performers participated in the studies. The 
performers were told to perform as they would normally do, 
and they all confirmed that they had done so. Because of this, 
the data presented are thought to represent typical samba and 
telespringar performances. Nevertheless, future studies should 
also include recordings in real-world situations. Also, the 
results in this paper are based on recordings of very few 
performers. In future work, recordings of more performers 
should be included.  
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ABSTRACT 
This paper describes the concept of applying automatic music 
recommendation to the audio branding domain. We describe our 
approach of developing a prediction model for the perceived 
expressive content of music which is based on a large-scale 
listening experiment. We present an orthogonal 4-factor model for 
measuring musical expression as outcome variable, whereas 
audio- and music features as well as lyric-based features are 
introduced as prediction variables in the model. Furthermore, we 
describe Random Forest Regression as a concept for feature 
selection required to develop a Multi-Level Regression Model, 
which is taking individual listener parameters into account. 
Finally, we present first results from a preliminary stepwise 
regression model for perceived musical expression.  
I. INTRODUCTION 
In the field of Audio Branding, companies become 
more and more interested in systems for automated music 
recommendation. In this type of application, suitable music 
pieces are automatically selected from a large music 
archive and subsequently presented to consumers in order 
to communicate specific expressions. These expressions 
shall then contribute to a strategically-planned brand image 
perceived by the recipients (Müllensiefen & Baker, 2015). 
Operational scenarios include marketing activities like 
point of sale background music, music on websites or 
music used in audiovisual advertisements. 
A significant amount of research has already been 
carried out to investigate the correlations between musical 
attributes on one side and emotional qualities on the other 
(Schmidt et al., 2012; Song et al., 2012; Yang & Chen, 
2012). Algorithmic tools employing this knowledge already 
help private music enthusiasts to navigate through 
nowadays’ endless digital music archives and to let them 
discover new titles and artists. Thus, through algorithmic 
emotion-based recommendation, music can unfold its 
functionality of mood-management, social bonding and 
distinction, identity formation or any other kind of ritual 
affect-laden everyday use (Schäfer et al., 2013). 
Our project, however, investigates the associative 
semantic meaning of music for listeners. The aim of the 
presented study is therefore to test the feasibility of 
predicting the music-induced activation of branding 
relevant semantic associations. In order to achieve this, we 
aim to find statistical prediction models for brand attributes 
(such as ‘young’, ‘urban’, ‘trustworthy’ or ‘playful’) based 
on a variety of low- and high-level audio and music 
features and based on the moderating influence of inter-
individual differences of groups of music listeners. Based 
on this, we aim on developing a prototype system for 
automatic music recommendation within the audio 
branding domain. To initially conceptualize this scenario, 
music branding can be interpreted as a special case of sign-
based communication. An adapted version of Egon 
Brunswik’s ‘lense model’ (Brunswik, 1955) exemplifies 
this approach (see figure 1). 
 
 
Figure 1. Music Branding as Communication Process 
II. LISTENING EXPERIMENT 
To find statistical determinants for perceived semantic 
expression of music, we conducted a large-scale online 
listening experiment to systematically gather ratings on the 
musical expression perceived from a larger number of 
different music titles. Therefore n = 3.485 participants were 
recruited from three different countries (UK, Spain, 
Germany), three different age cohorts (18-34; 35-51; 52-
68), three different educational backgrounds (ISCED 0-2; 
3-4; 5-8), and both genders using countrywise crossed-
quotas.  
The music corpus for this experiment consisted of 183 
music excerpts, representing 61 different music styles 
grouped into 10 different genres. After reporting socio-
demographics and performing a listening test to calibrate 
their audio output volume, subjects were asked to listen to a 
set of four randomly assigned excerpts with a duration of 
approximately 30 seconds each (typically comprising a part 
of a verse and chorus). A randomized title selection for 
single respondents was carried out in a systematic way, 
ensuring that each title would receive the same amount of 
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ratings from each consumer cluster. After each stimulus, 
participants had to rate the fit between the excerpt and each 
item of the preliminary General Music Branding Inventory 
(GMBI). The GMBI is a new psychometric instrument for 
assessing the music-induced association of attributes, 
which are frequently and reliably used in the field of music 
branding (Steffens et al., 2017). It consists of 51 attributes 
that were rated using a Likert scale from 1 (“very bad fit”) 
to 6 (“very good fit”). For each stimulus, respondents 
should also indicate how well they knew the excerpt and 
how much they liked it. Finally, the participants also 
reported their degree of focus throughout the experiment as 
well as their genre preferences, degree of musicality, and 
the audio setup used for the experiment.  
A second iteration of this multinational listening 
experiment will be carried out in 2017 with 6.000 
participants. It is aiming on cross-validating the present 
results and enlarging the training data set.  
III. PREDICTING MUSICAL MEANING 
This section describes our approach of predicting the 
perceived expressive content of popular music based on the 
comprehensive empirical ground truth resulting from our 
listening experiment. We discuss the components required 
to build a statistical model for the prediction of music-
induced semantic associations, highlight the major 
challenges for this task and present first results.  
 
Figure 2. Prediction model and components overview 
A. Perceived Musical Expressions 
The underlying theoretical idea of our prediction 
approach is a parametric orthogonal feature space of 
semantic musical expression. Every conceivable musical 
piece should have its own location in this multi-
dimensional space, predictable based on the original 
ground truth data from our listening experiment.  Taking 
the GMBI fit ratings from the experiment and performing 
exploratory factor analysis, the orthogonal dimensions 
(“Easy-Going“, “Joyful“, “Authentic“, and “Progressive“) 
of this space were developed and further refined by 
employing  Exploratory Structural Equation Modeling 
(Asparouhov & Muthén, 2009), drawing on so-called 
orthogonal target rotations in order to arrive at PCA-like 
orthogonal so-called ESEM factors (see Bonneville-Roussy 
et al., 2013 and Lepa & Seifert, 2015 for applied examples 
of ESEM). 
Table 1. Orthogonal ESEM factor loading matrix for 
GMBI (loadings > 0.5 set in bold) 
Item/Factor Easy-Going Joyful Authentic Progressive 
confident 0.141 0.481 0.486 0.202 
loving 0.647 0.312 0.346 0.057 
friendly 0.483 0.608 0.248 0.063 
honest 0.412 0.370 0.549 0.060 
trustworthy 0.475 0.361 0.517 0.109 
happy 0.197 0.750 0.161 0.137 
beautiful 0.570 0.363 0.454 0.123 
soft 0.798 0.100 0.173 0.053 
warm 0.632 0.407 0.323 0.008 
bright 0.323 0.530 0.330 0.203 
stimulating 0.212 0.551 0.449 0.270 
relaxing 0.783 0.126 0.258 0.074 
chilled 0.657 0.122 0.186 0.174 
detailed 0.293 0.281 0.582 0.238 
simple 0.386 0.197 0.098 0.072 
pure 0.497 0.282 0.511 0.108 
unique 0.202 0.273 0.561 0.280 
reflective 0.506 0.116 0.516 0.213 
intellectual 0.373 0.099 0.596 0.239 
modern 0.149 0.242 0.049 0.770 
classic 0.359 0.080 0.547 -0.177 
young 0.126 0.377 0.017 0.664 
innovative 0.200 0.280 0.431 0.544 
solid 0.298 0.327 0.548 0.150 
fresh 0.273 0.543 0.279 0.397 
inviting 0.435 0.555 0.397 0.176 
integrating 0.352 0.406 0.473 0.225 
adventurous 0.038 0.424 0.485 0.370 
familiar 0.397 0.351 0.416 0.042 
serious 0.261 -0.071 0.564 0.174 
playful 0.152 0.601 0.202 0.213 
funny 0.099 0.511 0.218 0.258 
male -0.085 0.140 0.333 0.109 
female 0.382 0.186 0.064 0.150 
passionate 0.297 0.420 0.534 0.101 
sexy 0.322 0.404 0.307 0.306 
epic 0.245 0.163 0.597 0.258 
personal 0.412 0.266 0.520 0.161 
inspiring 0.398 0.398 0.545 0.241 
creative 0.214 0.410 0.506 0.340 
magical 0.426 0.264 0.496 0.267 
exciting 0.113 0.511 0.502 0.312 
futuristic 0.076 0.048 0.176 0.705 
retro 0.164 0.173 0.375 -0.108 
timeless 0.400 0.287 0.541 -0.008 
contemporary 0.268 0.243 0.210 0.542 
urban 0.067 0.214 0.183 0.517 
natural 0.521 0.353 0.435 0.007 
authentic 0.288 0.406 0.571 0.074 
glamorous 0.381 0.265 0.421 0.253 
cool 0.222 0.462 0.355 0.420 
 
When applied to the listening experiment data our 
approach led to a well-fitting orthogonal ESEM solution 
(X²=22510.842; df=1077; p<0.01; RMSEA=.039; 
CFI=.925; SRMR=.026), which draws on all original 51 
GMBI items.  
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B. Predictors for Perceived Musical Expressions 
For predicting perceived musical expression in terms of the 
4 developed dimensions, our project will draw on three 
different variable groups. These groups are: low-level 
audio features, high-level audio features and text mining 
features (figure 2). Although this work is still in progress, 
we deem it worthy to discuss our ideas about suitable 
predictors. 
1) Low-Level Audio Features. This category of 
features comprises on one hand recording-related features 
such as stereo spread and beats per minute of a song. On 
the other hand it contains sound-related audio features 
describing loudness, roughness and sharpness of a musical 
stimulus. Although not yet researched in depth or analyzed 
by music branding practitioners, these sound-related audio 
features may play a significant role in predicting the 
musical expression perceived by consumers. Our analysis 
draws on such features extracted from the IRCAM Timbre 
Toolbox (Peeters et al., 2011) and similar software 
packages. Within our research group, additional new 
features will be developed by refining and combining low-
level features to new complex ones.   
2) High-Level Audio Features. This set of features is 
based on audio signal analysis as well, but in contrast to 
low-level audio features, it is drawing on various concepts 
from music theory. These features are typically deemed 
highly relevant by music branding experts for selecting 
suitable pieces of music. Within our project we (inter alia) 
employ the software packages IRCAMBEAT and 
IRCAMSUMMARY (Kaiser & Peeters, 2013; Peeters & 
Papadopoulos, 2011) to either extract these features 
directly or their fundamental data structures. Based on that, 
musical features requiring a higher level of abstraction are 
developed by our team, e.g. specific types of melody 
successions and chord progressions.  
Finally, Machine Learning is employed (by our project 
partners at IRCAM) to automatically classify songs in 
terms of genre, style, instrumentation, intensity, and further 
high-level features. The ground truth for these predictors 
comes from 9428 titles from the HEARDIS music library 
which were tagged by music branding experts from the 
company. 
3) Text Mining Features. Most pieces in our music 
sample contain song lyrics which are providing an 
additional source of the perceived semantic expressions of 
music titles as reflected in our ground truth data. Therefore, 
we plan to also take lyric-based predictors into account in 
our modeling approach. However, this idea entails a new 
challenge, since feature extraction schemes for e.g. 
emotional labeling of lyrics are non-trivial and a research 
subject in itself (Kim et al., 2010). In a first step, we will 
carry out a benchmark of existing text mining tools such as 
Synesketch (Krcadinac et al. 2013), Word2Vec-networks 
(Wolf et al., 2014) and the IBM Tone Analyzer (“IBM 
Corp. Tone Analyzer.”) regarding their potential for 
explaining another portion of the perceived expression of 
(text-based) music. The Tone Analyzer for example uses 
linguistic analyses to detect basic emotions (happiness, 
sadness, anger, fear, disgust, and surprise) which might 
constitute strong predictors of perceived semantic 
expression of music. To exploit this information, we 
extracted the lyrics contained in our sample from the Music 
Lyrics Database (MLDb).  
C. Individual Listener Parameters 
Members of different social milieus and generations 
tend to attribute different semantic meanings to the very 
same musical pieces (Bonneville-Roussy et al., 2013). In 
our approach of predicting the perceived expressive content 
of music, we therefore also address the challenge of inter-
individual differences in the association to music. Our 
gathered ground truth data contains information about 
listeners’ countries, different age cohorts, different 
educational backgrounds, and both genders. In the second 
iteration of our listening experiment we will also draw on 
the so-called SINUS-Milieus which are deemed relevant by 
marketing practitioners to identify and address relevant 
target groups. We will test if membership in these 
consumer clusters would produce significantly different 
perceptions of musical expressions. The moderating 
influence of these individual listener parameters will then 
be tested in a Hierarchical Linear Regression Model.  
D. Modelling Approach 
Our aim is to combine all gathered ground truth data in 
a regression model predicting each music title’s position in 
the described feature space. However, this leads to the 
challenge of feature selection, which needs to be addressed 
in order to handle the complexity, redundancy and huge 
amount of possible predictors. Therefore, we will conduct 
Random Forest Regression for each orthogonal dimension 
of our musical expression feature space.  
In random forest regression a large number of decision 
trees is used, which are grown independently in order to 
predict the outcome variable. For each tree, the number of 
predictor variables is limited to a small subset of the 
available explanatory variables. Furthermore, only a 
random subset of the ground truth data is used for each 
individual tree (Pawley & Müllensiefen, 2012). Calculating 
the relative rank of each predictor compared across all trees 
will lead to a Monte-Carlo-like approach to identify the 
best set of predictors. Thus, we avoid facing typical 
regression problems like multi-collinearity and interaction 
complexity. From the many decision trees grown within a 
random forest, the average level of hierarchy is determined 
for all available explanatory variables. This will provide the 
best subset of predictor variables which can then be turned 
into a classical regression model accordingly.  
The second challenge for our modeling approach is the 
different consumer groups as described in the listening 
experiment (see II). We expect the need of differential 
regression parameters for these groups as found e.g. by 
Chamorro-Premuzic et al. (2010). Therefore, we will 
extend the regression model to a multivariate multi-level 
regression model (Hox, 2010) with random effect 
parameters for social milieus. In this way, different 
regression parameters can be used for different subject 
clusters. Additionally, a ‘fixed’ mean effect is estimated 
which can be used in music branding scenarios where no 
specific target group parameters are available. Exploiting 
existing data from our first online listening experiment, we 
will use socio-demographics (gender, birth-cohorts and 
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education) as cluster variables. Ground truth from our 
second study in 2017 will allow us to also draw on the so-
called SINUS-Milieus allowing for grouping people 
according to their lifestyle and values. 
E. First Results 
Since random forest regression is still in progress, we 
developed a preliminary general prediction model for each 
of the four factors (Easy-Going, Joyful, Authentic, and 
Progressive) based on our current set of low-level and 
high-level audio features and for all target groups. To 
address correlation between predictors we used stepwise 
regression (PIN=.05, POUT=.10). Table 2 depicts the key 
characteristics of each individual model. 
Table 2. Preliminary stepwise regression models for 
orthogonal musical expressions 
Model Pred. included 
R²    
(adjusted) p df 
Easy-Going 31 .25 < .001 12980 
Joyful 24 .13 < .001 12987 
Authentic 32 .15 < .001 12979 
Progressive 25 .22 < .001 12988 
 
The four models are based on a first preliminary set of 
118 predictor variables in total, not yet containing high-
level music descriptors such as melody and harmony 
features. The column “Pred. included” gives the number of 
different variables employed in each model, whereas Table 
3 depicts the 10 most influential predictors per model. 
Table 3. Overview of most influential predictors per model 
 Easy-Going Joyful 
No Feature R² Feature R² 
1 intensity .08 pop appeal .02 
2 female vocals .09 genre Classical .04 
3 speed .10 Intensity .05 
4 style Traditional-Folk .11 style Rock & Roll .06 
5 style Hip-Hop .13 style Folkloric .08 
6 style Punk .14 genre Soul/Funk .08 
7 style Balearic .14 country Canada .09 
8 style Funk .15 genre Hip-Hop .09 
9 style Downbeat .16 speed .10 
10 style Rock & Roll .17 style Oriental .10 
 Authentic Progressive 
No Feature R² Feature R² 
1 complexity .05 genre Dance .08 
2 style Reggaeton .06 publishing year .12 
3 style Hist. Classical .07 complexity .14 
4 style EDM .09 speed .15 
5 female vocals .10 style Dubstep .15 
6 publishing year .10 style Balearic .16 
7 style Dancehall .11 style Hip-Hop .17 
8 style Flamenco .11 style Indie-Dance .17 
9 style Reggae .11 style Dancehall .17 
10 style Rare-Groove .12 style Cont. Classical .18 
F. Discussion 
Our preliminary results indicate that especially high-
level features such as intensity, complexity and pop appeal 
of a song as well as information about style and genre 
contribute most to the perception of all the four expression 
dimensions. These are still based on annotations from audio 
branding experts and will later on be substituted by 
machine-learning data. On the other hand, only speed of a 
track could be identified as a relevant low-level feature for 
the perceived expressions. A reason for the high influence 
of high-level features might lie in their complexity: They 
usually express a variety of lower-order audio features 
which are in this way aggregated to one semantical concept 
such as intensity.  
A similar ‘wholistic’ function applies to genres and 
styles which are in addition associated with cultural 
influences. However, we expect additional predictive 
power from music features such as rhythmic styles, melody 
and harmony progressions to be incorporated in the next 
stage of our modelling approach.  
IV. CONCLUSION AND OUTLOOK 
Our contribution illustrates the concept of applying 
automatic music recommendation to the audio branding 
domain. It describes results derived from a large-scale 
online listening experiment and introduces our approach for 
predicting perceived musical expressions. It includes the 
application of Music Information Retrieval, Machine 
Learning, Structural Equation Modeling and Random 
Forest Regression techniques to adequately model brand-
music-consumer relationships. Moreover, our work 
presents first results from four preliminary regression 
models.  
A second large-scale listening experiment will be 
carried out in 2017. Eventually, we will integrate all 
developed high-level and low-level audio features as well 
as lyric-based features in one comprehensive multi-level 
regression model. Comparing their predictive power will 
also shed a light on the question which realm is more 
dominant in conveying musical expression perceived by 
listeners.  
Concluding, we think our work offers a unique and 
innovative approach towards semantic music analysis 
which is applicable far beyond the field of audio branding.   
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ABSTRACT 
Music composition for the deaf is considered with a view to 
broadening the understanding of composition in general by regarding 
musical perception as a whole-body experience, i.e., a 'sense 
ensemble' involving all the senses in its creation and appreciation. 
This line of inquiry is grounded on the following arguments, derived 
from embodied cognition and neuroscientific research: 1) music is 
fundamentally a whole-body, physical experience, 2) the senses work 
collaboratively in the perception of music (cross-modality) and 3) the 
cognitive apparatus for experiencing music is developed from 
infancy into adulthood through specifically human relationships 
(intersubjectivity/social cognition). A compositional study was 
devised to test a cross-modal harmonic and intersubjective approach 
to music through an interactive performance that involved no spoken 
or written language. Qualitative assessment of this cross-modal, 
intersubjective experience was to be drawn through feedback from 
participant interaction during performance and from subsequent 
interviews. The results achieved suggest that the majority of the 
participants were musically engaged by the multi-modal 
presentations, even if they were aurally impaired.  The study 
undertaken has presented one model for a multi-modal experimental 
method, and presents results that support the hypothesis that all 
music has a cross-modal intersubjective potential which can be 
appreciated by audiences irrespective of hearing ability.   
I.   INTRODUCTION: THE SENSE 
ENSEMBLE 
This paper concerns a study undertaken in May, 2016, 
exploring an approach to multi-modal composition for a 
mixed deaf and hearing audience. Before presenting the 
details of the study, it would make sense to provide some 
background leading up to it. 
The composer/researcher began working in 2010 at St 
Mary's School for Deaf Girls in Dublin, Ireland to investigate 
deaf participation in music and to explore an approach to 
music composition not restricted to audition. The researcher 
built instruments for the students and developed techniques 
that allowed them to work together as a performing musical 
group known as the Sense Ensemble - the name taken from 
their mutual feeling that all senses work cooperatively in the 
creation and appreciation of music. The ensemble performed 
in the Contemporary Music Centre in Dublin in May, 2011, 
and again in a series of outdoor performances in March, 2013 
sponsored by Dublin City Council (see the LINKS section 
below for video footage of these and other relevant 
performances).  
As a result of his work in the school, as well as of a review 
of relevant embodied cognition and embodied neuro-scientific 
research, the composer/researcher established the following 
premises on which to continue his work through a Ph.D. at 
Trinity College Dublin, with funding from the Irish Research 
Council: 
1) Music is an active, physical, whole-body experience 
(Johnson, 2007). 
Our senses do not passively take in musical stimuli, but 
rather seek it out in order to establish meaning (Gibson, 
1979; Dewey, 1896). Moreover, music involves not only 
the sense of hearing, but the entire body: sight, 
proprioception in all the limbs and tactile sensitivity to 
vibrations through the skin (Kohler, 2002 ). 
2) Musical experience is an evolving, cross-modal 
process. 
Rather than working independently, the senses work 
collaboratively at both the peripheral and the central level 
to establish an overall sense of experience (Stein & 
Meridith, 1993). This cross-modal reality is well 
documented in mainstream neuroscientific literature as 
well as embodied cognition research. (Shams, 2002/2005; 
Stein & Meridith, 1993; Johnson, 2007)  
3) Music is intersubjective. 
One might expect a musical experience to be either a 
solitary affair (through headphones, for example) or a 
social encounter (in the case of a live musical event). In 
fact, whether through live performance or recording 
audition, a musical experience will always be 
intersubjective in that it semantically depends on either a 
direct, simultaneous communication with other people or, 
at the very least, a sensorimotor memory of analogous 
communication to be referenced (Uithol, 2015).  It has 
been clearly shown in research that the cognitive 
apparatus for experiencing music is developed from 
infancy into adulthood through specifically human 
relationships (Stern, 1985; Johnson, 2007). 
II.   MUSICAL EXPERIENCE; LIMITING 
AND EXTENDING AWARENESS 
While it may be demonstrated that the musical experience 
is active, multi-modal and intersubjective, it is rarely the case 
that an audience is alert to the breadth of phenomena 
involved. The fact is that many individuals operate under the 
assumption that music is a passive experience for the ears 
alone. That many hearing individuals are surprised that the 
deaf can have a musical experience at all seems convincing 
proof of this. The researcher suggests that this may be largely 
due to the primarily disclosive nature of language, and the 
power that words and their concepts exert in constituting our 
experience. The limitations of our conventional vocabulary 
for musical experience imposes analogous limitations on our 
understanding of it (Heidegger, 1971). That the mind has 
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disclosive and representative faculties has been more recently 
indicated by the work of Daniel Kahneman, who distinguished 
between System 1 (Intuitive Experiential understanding) and 
System 2 (Analytic Representational knowledge) ways of 
thinking (Kahneman, 2011). 
A practical example of such linguistic limitations on 
experiential awareness presented itself repeatedly during 
rehearsals for the current study. Naturally, the researcher and 
assistants had the collective aim of addressing the musical 
experience as physical, intersubjective and cross-modal. As 
will be seen in the study, there were many musical elements 
which were based in physical gesture (one example being sign 
language), while other elements would have readily been 
considered more conventional expressions of music; e.g., 
performances on guitar, bass and drums. After the ensemble 
had rehearsed the 'gestural' aspects for a number of hours, it 
was not uncommon for one of the performers to remark 
casually, “Perhaps we'd better start working on the music 
now.” When eyebrows were raised, the offending party would 
quickly add, “You know what I mean.” Such a faux pas was 
telling. The performers were making determined efforts to 
expand musical awareness to encompass the non-auditory, but 
their language was profoundly embedded with the opposing 
notion: music is sound production, and gestures are just the 
means to that end.  
Should it be a surprise that the language for music carries 
inbuilt limitations; focusing upon audition perhaps to keep 
matters more linguistically manageable? Music is already 
quite challenging to apply words to; arguably much harder 
than the visual arts, for example. A painting can be described 
directly in terms of colour and form, but the same cannot be 
done in the case of music. All of the language for music, in 
fact, has been shown to be based on metaphor that may be 
highly arbitrary, but which is frequently based on embodiment  
(Zbikowski, 2002; Cox, 1999). It is difficult enough to 
describe music in terms of hearing alone without trying to 
account for other senses involved. To make sense of the 
musical experience, it needs to be put it into words and to do 
so requires that limits be imposed. It cannot be 
overemphasised that the consequences of how music is 
discussed, however, undoubtedly shape how it is experienced. 
Language literally defines experience, as was demonstrated by 
the experience of the deaf and blind Helen Keller when 
learning language (Keller, 1902). It follows that if music is 
described in terms of hearing alone, it will in effect become an 
experience for hearing alone.  
This is not to cast blame on the listening public, but to 
point out a linguistic habit concerning music which has been 
culturally reinforced over time. People are of course entitled 
to think of music as an auditory experience if they choose. It 
seems unreasonable for anyone to insist that music should be 
one thing or another; the point is to suggest what it can be. 
The fact that listeners are active in their musical experience 
means they can be selective in terms of what they want to find 
out. Thus, they have a degree of choice as to what they attend 
to. If musical experience is not a unidimensional chunk of 
data to take in passively, but a vast, multi-dimensional 
spectacle, it is quite natural to leave parts of it unexplored. It 
is entirely possible to pay attention only to the sonic aspects of 
music, and to be unaware of the vibrations hitting the chest 
and fingers, as well as the way neurons are in effect imagining 
the origin of the sound generation (Uithol, 2015). On the other 
hand an added adventure is waiting for those who want to 
consider a broader expression of music; but it takes an effort 
on the part of the listener to break old habits. 
A brief example is offered by an exercise the researcher 
often conducts in workshops, which anyone can try alone. 
While seated comfortably, listen to a familiar piece of music 
over a pair of average loudspeakers. As you do, notice to what 
degree you can feel vibrations in your fingers, hands and lap. 
Do not be overly concerned if you cannot feel any. Now blow 
up a balloon, hold it in your hands and repeat the process. You 
will likely find you can easily feel the vibrations passing 
through the balloon into your fingers, hands and lap. More 
importantly, you will still find yourself feeling the vibrations 
if you listen again to the music without the balloon. You will 
probably feel this awakened tactile sensitivity in fact for a 
certain time with many sounds around you, until you revert to 
a more exclusively sonic attendance to the environment; 
slipping back from the epoché into what the 
phenomenologists call the natural attitude. 
It is well known that individuals with limited ability in 
certain modalities – e.g., blind or deaf people – often develop 
heightened abilities in some of those senses that remain – 
respectively hearing and sight. They naturally must rely on an 
increased sensitivity in their remaining modalities in order to 
operate in what amounts for them to be an altered experienced 
environment. Recent research suggests that reorganisation of 
the cortex for the impaired sense can provide the neural 
substrate to mediate compensatory functions in those senses 
still intact; offering what has been referred to as supranormal 
performance in those senses (Lomber, 2010). Many of those 
with experience of progressive blindness or deafness have 
argued, however, that neuroplasticity only accounts for a part 
of such improved performance in a real-world setting; 
particularly when the impairment is not congenital or early 
onset. Not only are such people compelled to improve other 
senses to survive, but they must also work hard at it (Higgs, 
2009). It is an unquestionably active process which requires 
time and effort: months if not years of training in learning to 
attend to the altered experienced environment through 
adaptive techniques. Unlike a hearing person in the aftermath 
of the balloon exercise, however, they cannot revert back to 
the former 'natural attitude'. They must maintain this 
heightened sensitivity; this epoché will eventually become 
their newly adjusted natural attitude.  
III.   CROSS-MODAL HARMONY 
The true question for the current research is: what 
compositional strategies can be adopted to alert and sensitize a 
mixed deaf and hearing audience to the physical, multi-
sensory and intersubjective potential of the musical 
experience; and how can the success of such a strategy be 
assessed?  
Fortunately, as the balloon exercise demonstrates, 
increasing sensitivity in one modality is not dependent on 
disabling another. It is not necessary to become blind in order 
to hear better, or deaf in order to watch more carefully and 
feel more sensitively. Through attentive effort everyone can 
direct experience to a certain degree, and a balloon is not 
required. More importantly for the purposes of this research – 
which concerns composition - attention can be guided by what 
is presented to listeners rather than their own determined 
efforts. Here lies the composer's job, in fact, whether writing 
for the ears or otherwise. Formally speaking, composers 
provide instructions for performers to execute, which in turn 
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provide conditions for an audience to have a musical 
experience. While composers by no means control the musical 
experience of their audience, they do their best to guide it by a 
highly involved strategy of pattern making (Meyer, 1956). It 
is beyond the scope of this study to go into depth concerning 
such a strategy. Suffice it to say that composers are in a 
position to present patterns, and play with the audience's 
expectations to witness those patterns being repeated, varied 
or utterly changed.  
What are these patterns exactly? For most composers they 
are perceived sounds. Thus, there can be patterns of non-
pitched beats which create a percussive rhythm. There might 
be a sequence of different pitches which create a melody. 
Melodies might then be combined to create new, emergent 
patterns of harmony. Finally, all these parameters can in 
diverse ways be altered - either individually or collectively - 
in terms of tempo, loudness, instrument choice and timbre. 
What is musically crucial with all of these elements is how 
they interrelate; how their individual and combined patterns 
work together to gratify expectation or contrast with each 
other to create tension. They are all part of a harmonic fabric 
which composers present as a weave of sound (by convention 
at least) for an audience.  
But what of patterns for the musical experience that exist 
in addition to and in combination with sound? For example, 
what if patterns in gesture – involving a sequence of different 
hand signals presented for different durations – were executed 
in a conscious relationship to patterns of sound? What if 
patterns of tactile vibrations were sent through the floor of a 
performance space; patterns which had a continuing 
relationship with the patterns in the other modalities? What if 
there was a musical conversation between these modal 
specific patterns; much the same as there is harmonic 
interplay between the sonic parameters in conventional sound-
oriented composition?  
Such an assembly of conditions would potentially 
constitute a cross-modal harmonic approach to composition. 
The following study is one such effort. 
IV.   THE SENSE ENSEMBLE; STUDY #1 
The composer/researcher and 3 musical research assistants 
conducted The Sense Ensemble Study #1 on May 26, 2016 in 
the Printing House Hall in Trinity College Dublin (see the 
LINKS section below for video footage of the performance). 
26 participants - 22 hearing and 4 deaf - were recruited 
through social networking and email with the clear knowledge 
that they would be participants in a multi-sensory musical 
study. Specifically, it was explained that the study was being 
devised to test a cross-modal and intersubjective approach to 
music through an interactive performance that involved no 
spoken or written language. Qualitative assessment of this 
cross-modal, intersubjective experience was to be drawn 
through feedback from participant interaction during the 
performance and from interviews directly following the 
performance. 
Initial work was carried out between the composer, a 
choreographer experienced with deaf participants and a first-
year student of Irish Sign Language in the Trinity College 
Centre for Deaf Studies (see ACKNOWLEDGMENTS 
section below for details). The composer asked the 
choreographer and the signer to come up with a sequence of 
four  ISL (Irish Sign Language) signs, that would constitute a 
visual and, if possible, percussive rhythm; i.e., the gestures 
might involve an audible strike of the hands or body.  It was 
agreed that the meaning of the signs, individually or 
collectively, should not factor into the choice. The signs 
would be chosen for their visual and percussive qualities 
alone, and their rhythmic (both visual and sonic) elegance in 
combination with each other. 
The four chosen signs, demonstrated below by the 
researcher in Figures 1-4, presented a compelling rhythm in 
4/4 time. Three of the signs were percussive (numbers 1, 3 
and 4), involving either the hands slapping each other, or one 
hand striking the upper arm. The silent sign (number 2) 
interestingly provided a provocative visual rhythm, which 
witnesses later claimed was the most musical of all! Several 
reported that they began to hear a sweeping sound the more 
they saw it during the performance. 
 
 
 
 
 
 
 
 
 
The rhythm suggested by the four signs was further developed 
into a four-bar pattern which was to be repeated at regular 
intervals throughout the performance  (see Figure 5).  
 
 
 
 
 
Figure 1. ISL Sign 1 
(percussive): 'Beat' Left hand 
in a fist, right palm moves left 
to right striking top of right 
fist 
Figure 2. ISL Sign 2 (silent): 
'Hour' Right hand in letter 
'H', palm facing body, moves 
swiftly anticlockwise  in a 
circle    
Figure 3. ISL Sign 3 
(percussive): 'What' Palms to 
self in 'L'; alternately snap 
fingertips in one hand off 
fingertips in the other 
Figure 4. ISL Sign 4 
(percussive): 'Walk' Tap right 
fingers on left forearm twice. 
Figure 5.  The four-bar pattern using the four ISL signs. 
The first bar identifies each pitch with its respective sign. 
The pitch designation is purely arbitrary. 
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The composer used this gestural/percussive pattern as a 
quasi-lyric from which to compose the music for the overall 
piece; i.e., he used the gestures to inform the composition in 
the same way lyrics would conventionally inform the music 
they are set to. In this way the 'signer' was seen as the gestural 
analogue to a 'singer'. The signer's job was not merely to 
perform the signs, but to teach them to the audience during the 
performance so that they could participate musically.  This 
intersubjective aspect was further developed by the separation 
of the audience into groups, each learning a different sign. 
Upon entry to the venue, participants were met by the signer 
who directed them to 4 separate seating sections, and also 
taught each section one of the four signs - i.e., a different part 
of the overall pattern (see Figure 6).  
 
  
  
 
 
 
 
 
 
 
Early in the performance, the signer demonstrated the 
entire pattern shown in Figure 5, and encouraged the separate 
sections to perform their signs at the appointed time in a form 
of gestural hocket. The degree of success or failure for this 
enterprise was to provide key feedback during the 
performance in several respects. First, how well or poorly the 
groups were able to perform their parts, and furthermore 
coordinate with the other groups, would give a sense of the 
intersubjective efficacy of the composition and its 
performance; i.e., were the participants able to follow and join 
in with the narrative flow? Moreover, post-performance 
questions concerning this experience would give a full picture 
as to the sense of individual engagement. Another key 
element to be addressed through this gestural intersubjectivity 
concerned ideas from the motor theory of perception, as well 
as social cognition. The question here would be whether 
performing gestures related cross-modally to the sounds they 
made - as well as the haptic element of striking one's own 
body in coordination with a large group - might establish an 
increased sense of unity with the rest of the participants and 
performers. 
In the course of the 15-minute piece, these minimalist 
unimodal gestures evolved into a multi-dimensional 
composition comprising cross-modal variations of the four-
bar pattern using the following techniques: 
1) Low frequency vibrations 
Related to the chords in the composition, low frequency 
sounds (41 Hz, 49 Hz, 55 Hz, 65 Hz and 73 Hz), were 
transmitted using two different techniques: a) 4 bass 
shaker speakers attached to the hardwood floor of the 
venue at strategic points, and b) a single subwoofer placed 
behind the stage area. The researcher was keen to 
discover which technique was more effective in 
performance, and conducted countless experiments with 
the placement of each.  
2) Color coordination between seeds and 'section pole' 
flags 
Upon entering the venue, each participant was handed a 
small seed, either a bean or a pea, with one of the 
following four colors: red, black, white or green. Along 
with their assigned gesture, the color of the seed 
designated the seating section for the participant. Each 
seating section was identified by a pole at the top of 
which hung a flag with a color corresponding to the seed 
color.  
3) Section poles being stamped on the floor 
The performers used the section poles to stamp the 
gestural rhythm in a hocket; lifting the weighty structures 
a few inches, and letting them drop onto the hardwood 
floor to resonate thunderously throughout the venue. 
4) Vibrating objects in speakers 
A naked speaker cone that pulsed infrasonically - so that 
it moved but made no sound - was brought around the 
venue.  Each member of the audience was directed to 
drop the seed they had been given into the speaker. The 
addition of seeds caused the speaker to behave 
percussively;  with the seeds bouncing off each other and 
hitting the speaker surface. 
5) Choreographed assembly of a performance structure  
As the performance progressed, a scaffolding structure 
was erected on the stage by two of the performers, and 
musical instruments – electric guitar, bass guitar and 
drums – were installed. This construction process was 
highly choreographed, so that the movements of the 
'builders' were in keeping with the ongoing rhythms. 
6) Performance by guitar, bass and drums 
While the signer brought the audience in and out with 
their gestural hocket, the three other performers took up 
their instruments and played a piece of music that fit in 
with the gestural rhythm (see Figure 7). This piece of 
music had memorable melodic and harmonic content 
(rich, chopping guitar chords), as well as a strong groove 
(a syncopated, staccato bass line). Audience members 
later described it as 'lyrical funk'.  
 
 
 
 
 
 
 
 
 Figure 7.  The signer performs the gestural rhythm 
while the 'backing' ensemble fits into her 'groove'(still 
image from video footage, see LINKS). 
Figure 6.  Signer teaching a participant Sign #2 
when entering the venue (still image from video 
footage, see LINKS section below). 
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7) Smoke rings; rhythmic and arhythmic 
The signer shot smoke rings across the venue from a 
vortex cannon (see Figure 8). These smoke rings 
occasioned a rhythmic dichotomy: i.e., they could be 
ejected rhythmically but their movement across the venue 
was temporally independent; giving the effect of an 
expressive, ghostly rubato. It should be mentioned that the 
smoke rings constituted not only visual and sonic 
expressions (by the sound of the cannon being struck).  
They were also tactile, by virtue of the smoke rings 
palpably striking the audience; and olfactory, in that the 
smoke had been scented with a mild vanilla essence. 
 
 
 
 
 
 
 
 
 
 
 
 
8) Shadow-play semaphore 
The piece culminated with the signer lowering a sheet, 
and performing semaphore signs with her body. Back-
lighting caused her form to be in silhouette, thus creating 
a shadow-play dance (see Figure 9). The idea here was to 
investigate if the audience found the two dimensional 
semaphore silhouettes more or less expressive than the 3 
dimensional signs, which included facial expression. 
  
 
 
 
 
 
  
 
 
 
 
 
 
 
All of these techniques were carefully orchestrate to work 
together in a cross-modal harmony. A sense of how this 
harmonic integration was approached is given in Figure 10. 
 
 
 
V.   RESULTS 
A. Overview 
Each audience member individually filled out an 
anonymous questionnaire immediately following the 
performance, and then all stayed behind for a discussion led 
by the researcher. This discussion began with specific 
questions by the researcher addressing audience experience, 
and later broadened into an open conversation concerning the 
performance and musical experience in general. 
The overall response, both through questionnaire and 
discussion, was that the audience felt connected to the musical 
performance – irrespective of hearing ability – and had an 
awareness of the different senses working in combination in 
their musical experience (see Figure 11 for initial questions). 
 
 
The responses to the initial questions clearly confirm both 
deaf and hearing being musically engaged, and being more 
aware of non-auditory expressions of music. This was 
overwhelmingly reinforced in the post-performance 
discussion. Here are example comments from two separate 
participants: 
“The lack of speech meant I was ready, senses engaged, 
and open to what came next.” 
“Having to interact in a new way without preparation 
immediately turned on a section of my brain to do with 
communicating that is normally switched off. I was alert 
from then on, and everything I saw became more 
important.” 
Figure 11.  Initial audience survey questions and their results. 
Figure 8.  Smoke rings fired across room and at 
audience (still image from video footage, see 
LINKS). 
Figure 10.  Excerpt from score showing cross-modal 
harmonic relationships, giving the sense of how the gestures 
related to the diverse other musical techniques described 
above. 
Figure 9.   Shadow play semaphore: the signer 
performs semaphore signs behind a sheet with 
backlighting (still image from video footage, see 
LINKS). 
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B. Gestures  
The audience's success at performing their individual 
gestures as part of a group constituted a vital form of 
intersubjective feedback, i.e., the signer communicated a 
pattern successfully to the participants who in turn performed 
the pattern as a coordinated group. The post study 
questionnaires offered key insights as to the intersubjective 
and cross-modal awareness of participants (see Figure 12). 
The majority of participants felt the signs were musical in 
nature, and also felt themselves members of their seating 
section by virtue of their shared gestural function in the 
overall rhythm. 
 
 
 
 
The post-performance interviews gave a more thorough 
sense of the audience reaction to the gestures. The researcher 
asked whether the audience would consider the gestures to be 
a form of voice. The reaction was overwhelmingly in the 
affirmative, with the specific comment being made: “I felt I 
was listening to the signer's movements; I'm even talking 
about the stuff you couldn't hear.” Both hearing and deaf 
members of the audience agreed that the signer's gestures 
constituted a clear rhythm. In particular, as it was mentioned 
in an earlier section, the silent sign (Sign #2) came to be 
appreciated as somehow the most audible; being described as 
a “sweeping sound”.   
C. Other Musical Techniques Relating to Gestures 
In the post-performance discussion, the researcher asked 
members of the audience to comment on the success of the 
other compositional techniques that were informed by the 
gestures (see Figure 13 for table of results). 
It is clear that the subwoofer was highly effective in 
offering the audience a tactile experience of the low frequency 
pulses, while the bass shaker speakers could not cover the 
large floor area. Furthermore, the table indicates that 
participants were moved by both the performance with the 
poles and the ensemble of bass, guitar and drums. As for the 
former, the audience felt the pole rhythm's direct relationship 
with the gestural rhythm (see score in Figure 9) helped 
reinforce the pattern in their minds. The audience was moved 
by the ensemble musicians' performance, especially the 
manner in which their individual movements related to the 
gestures of the signer. An interesting fact that the table 
accounts for is the audience reaction to the shadow-play 
semaphore. Many commented that the movements of the 
signer's silhouette were emotionally potent, but lacked the 
communicative essence of her earlier signing. As one 
described it: 
“I felt the signs in person [not shadows] were really 
talking, or even singing to me. The shadow forms were 
beautiful, but didn't speak in the same way.” 
 
 
 
The most surprising feedback, however, concerned the 
vortex cannons. The audience was not merely taken with the 
smoke rings as a novelty feature, they also reported delight at 
seeing the rings shot from the cannon in time with the music, 
the feeling of the rings hitting their faces and even the sudden 
impact wash of vanilla scent! They were cognisant of the 
rings' rhythmic duality, mentioned earlier in Section IV: i.e., 
the rings' being projected in strict time from the cannon by the 
signer, but thereafter adopting their own rhythm across the 
venue. This feedback from the audience was entirely in 
keeping with the researcher's musical reading of the rings' 
behavior. It was surprising, still, just how effusive the 
audience were on the subject, with one individual coining the 
phrase, 'the smoke's poetry of movement'. 
VI.   CONCLUSION  
Based on an interest in music for deaf audiences, the 
researcher has been investigating the cross-modal and 
intersubjective aspects of music perception using an 
unorthodox investigative methodology (cross-modal harmonic 
technique) to reveal the extent to which music appreciation is 
multi-modal. Sense Ensemble Study #1 presents one model 
for a multi-modal experimental method, and offers results that 
support the hypothesis that all music has a cross-modal, 
intersubjective potential which can be appreciated by 
audiences irrespective of hearing ability. Further studies 
would be recommended that might 1) attempt to take a more 
detailed look at the successful techniques used in this study 
for cross-modal musical composition, 2) provide more precise 
qualitative data concerning those techniques, 3) explore 
additional techniques not used in this study and 4) work with 
smaller audience numbers. 
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-Performers in The Sense Ensemble: Caoimhe Coburn-
Gray (signer); Diarmuid O'Connor (guitar, assistant 
signer); Noah Higgs (bass guitar, assistant signer); George 
Higgs (drums) 
-Consultant Choreographer: Jessica Kennedy 
-St Mary's School for Deaf Girls 
LINKS 
The Sense Ensemble, Study #1, video of performance:   
https://www.youtube.com/watch?v=91bKShl94so&t=18s  
The Sense Ensemble, Contemporary Music Centre performance: 
https://www.cmc.ie/features/machine-song-george-higgs 
 The Sense Ensemble performing as The Lost and Found Sound 
Assembly, outdoor performances: https://vimeo.com/65599696 
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ABSTRACT 
We explored the social and dynamic aspects of emotions by 
combining movement science and contemporary dance. In artistic 
research, two dancers mapped physical correlates of social emotions 
(e.g. pride, shame, love), and created a neutral choreography that 
could then be performed in different emotional scenarios. We 
recorded motion capture data of performances of the duet, depicting 
different combinations of love and loathing, as well as versions 
where emotions change from one to the other.  Kinematic analyses 
were conducted on the movement data to map the combinations of 
372 kinematic features to different emotions. A perceptual study was 
conducted to explore how potential audience perceives the intended 
emotions. This project concluded as a performance combining dance, 
music, live projections, and audience input. Rehearsing for the 
performance, two cellists conducted artistic research. They emulated 
the choreographic process and mapped music performance 
characteristics used in modifying pre-composed loops to express a 
range of different emotions. Our research illuminates the correlates 
between bodily sensations, expressions, and perceptions of emotions. 
As our focus is in the interactive nature of emotions, this work helps 
performers understand emotional interactions, and scientists learn 
about the kinematic basis of emotional expression. 
I. INTRODUCTION 
Most research on emotions focuses on facial expressions, 
static emotional states, and individuals as both the stimuli and 
as participants. Only occasionally have the dynamic changes 
in emotional characteristics during musical performances been 
considered (Eerola & Vuoskoski, 2013). Perception of 
emotions from dynamic point-light displays was previously 
studied (Dittrich, Troscianko, Lea, & Morgan, 1996), but we 
report here a more complete study that spans from artistic 
research of the embodiment of social emotions to study of 
kinematic features of dance performances, to perceptual 
studies of real and modified animations of motion-captured 
performances, and finally to an artistic performance 
highlighting the findings of the study. 
In this project, we wanted to study how emotions are 
expressed, communicated and perceived from body 
movements, and view emotions as social and constantly 
changing. This reflects better the central role emotions play in 
our social interactions (Frijda & Mesquita, 1994). 
Earlier research has shown that emotions can be 
recognized from body movements, even when the movements 
are reduced to point-light displays, which removes all other 
cues we generally use for perceiving other people's emotions, 
such as facial expressions or voices (Johnson, McKay, & 
Pollick, 2011; Pollick, Paterson, Bruderlin, & Sanford, 2001; 
Wallbott, 1998). Expressive body movements are important in 
dance and music performances, but also in computer games 
and virtual characters. Knowledge about the body kinematics 
of emotions is applied in systems where virtual dancers 
respond to music (Taylor, Torres, & Boulanger, 2005), or 
teach dance moves to users (Huang, Uejo, Seki, Lee, & 
Kawagoe, 2012). These applications utilize movement 
synthesis and the synthesis of emotional motion styles, that 
allows a standard movement template to be adjusted 
depending on the required emotion (Förger, 2015; Förger & 
Takala, 2016).  
Our study combines three points of view to bodily 
expression of emotions: the artistic point of view comes from 
the field of contemporary dance, where a wide range of 
different body movements is used, often with the intent to 
communicate emotional qualities of the character, or their 
relationship to other characters on stage, to the audience, or 
evoke certain emotional responses in the audience. The 
second point of view is that of social psychology and 
especially the study of the mechanisms of social interaction; 
the timing and coordination of expressive movements and 
gestures (Himberg, 2014; Himberg & Thompson, 2011). The 
third point of view comes from studies of computer graphics 
and virtual characters and how they can display different 
emotions in their behaviours, and react to the human users' 
actions in an emotionally congruent fashion (Förger, 2015).  
The initial artistic, kinematic, and perceptual studies were 
carried out without music, but the performance at the end was 
for two dancers and two cellists. The cellists conducted 
artistic research in musical expression of emotions during its 
rehearsal period, and these results are briefly discussed in 
section III.a. 
II. METHODS 
A. Artistic Research 
Two dancer-choreographers (authors 4 & 5) used 
Stanislavski's methods (Stanislavski, 2008) to explore the 
physical correlates of various social emotions. Evoking 
memories of having felt these emotions, they investigated the 
sensations they create in the body, how they influence 
movement, and their interactions with the other dancer. They 
studied the effects of different sources for these emotions 
(self/other/shared), as well as how long they can be 
maintained and how contagious they are. Based on the 
dancers’ artistic research, the emotions of "loving" and 
"loathing" were selected for the kinematic and perceptual 
studies.  
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The results of the two-year project were summarised into a 
performance that combined dance, music, live motion capture 
–driven projections, and audience interaction (trailer in 
vimeo.com/175233100). The performance was a duet for two 
dancers and two cellists, and it explored the emotional 
interaction of two dancer-cellist pairs (A and B). During the 
performance, audience members periodically voted on their 
mobile phones, which emotions the interacting performers 
should aim for next; one emotion (out of two options) for pair 
A, another for pair B. The emotions came from a list of 21 
emotions.  
In the performance, emotions we in constant flux, in and 
through interaction with the other pair. Whereas in a typical 
music or dance performance the movement or musical 
material usually has primacy, and is pre-choreographed and 
pro-composed, here the choices of the audience guided the 
emotional drama, and this influenced which movement and 
musical material got used and how it was shaped. 
The dancers and musicians were improvising based on 
pre-composed and choreographed loops, selecting loops and 
how to perform them (having considerable freedom to modify 
the material), depending on the emotions they wished to 
express, and how they responded to the other pair. Thus the 
objective of the artistic research that took place during the 
rehearsal period was to find the combinations of performance 
characteristics that conveyed the listed emotions, in the 
context of the piece and within the constraints of the material. 
An array with emotions and their performance characteristics 
was compiled to summarise these. 
B. Motion Capture and Kinematic Analysis 
We used a 20-camera optical motion capture to record 
performances of a neutral choreography, in different 
combinations of emotional states (see Figure 1). Each capture 
contained seven repetitions of a basic choreography. Different 
combinations of the two emotions (loving and loathing) and a 
neutral performance, and gradual changes from one to another 
were recorded.  
From the 3D recordings, 372 kinematic features were 
extracted, following methods from an analysis of action verbs 
and adjectives describing different styles of walking (Förger, 
Honkela, & Takala, 2013). A principal component analysis 
(PCA) was then conducted to reduce the dimensionality of the 
feature space. In addition to providing us with a view of what 
kinematic features were associated with the expression of 
different emotions, and different intensities of those emotions, 
the PC's were later used in the correlation analysis of the 
perceptual data. 
 
Figure 1.  A) Performers being motion-captured; B) Stick-figure 
visualisation of motion data. Enhanced versions were used in the 
perceptual study: thicker bones, larger joints, and lighting effects 
for a better illustration of depth.  
C. Perceptual Studies 
The motion capture data was visualised as stick figure 
animations to be used in a perceptual study. In the study, 
viewers were rating one of the two figures (the blue one) on 
seven-step scales, judging the feeling that the dancer has 
towards the other character (very negative (–3) – very positive 
(+3)), how energetic the dancer appears (not at all (1) – very 
energetic (7)), and whether the blue dancer is leading or 
following the dance (following (–3) – leading (+3)). 
 
 
Table 1. Extract from the array summarizing the results of the artistic research; emotions with characterisations of the performance 
features needed to produce them.  
 DANCE MUSIC 
Emotion Relationship Distance (6x6 m) Direction Physicality Phrasing 
Phrase 
variation Timbre Synchrony 
loving 
The other is the 
target 
Aims to be 
close 
Feels the 
other 
regardless of 
where they 
are 
Heart throbs. 
Warmth spreads 
from heart to the 
whole body 
Long lines 
Searching for 
long lines, pick 
notes from here 
and there  
Strong, warm, 
and free 
In harmony 
with the other. 
loathing 
The other is the 
reason 
Tries to 
escape 
45 degrees 
away 
Centre of gravity 
low. Slow. 
Nausea. 
Shiver-
inducing 
swells 
&glissandi 
Dissonant 
intervals Suffocated 
Tries to break 
synchrony 
interest 
The other is the 
target 
Tends 
towards 
the other 
Towards the 
other 
Positive, very 
focused Playful 
Rhythmisation 
(picks notes) 
Playful and 
free 
Listening 
eagerly 
disappointment 
Reason self or 
other, doesn't want 
to see or be seen 
2–5m Away 
Looking down. 
Slouched. Heavy 
body. 
A few notes 
and then 
pause 
Repetition, 
individual notes 
or themes 
Melancholic, 
distancing 
from the other 
Somewhat 
negative 
connection 
 
The stimulus material was generated from those 
recordings where the emotional instruction of the performers 
was kept constant, so that one video contained one repeating  
 
loop (out of seven) from the performance. From each 
performance, we picked three of the repetitions, and from 
each, animated two versions, with the colouring and position 
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of the dancers swapped. A total of 66 videos were created. In 
addition, a set of more controlled pairs of videos were created. 
In these videos, one of the characters was kept the same, but 
the partner swapped from a different performance, depicting a 
different emotion. This allowed us to see if ratings of the blue 
character changed when only the partner was changed.  
The questionnaire was run on a crowdsourcing platform 
CrowdFlower. Each participant was able to rate up to 20 
videos. Eventually, 275 people participated, and in total, every 
video was rated 30 times. 
III. RESULTS 
A. Artistic Research 
The results of the dancers’ artistic research were cross-
referenced with the bodily maps of emotions (Nummenmaa, 
Glerean, Hari, & Hietanen, 2014) and a review of affect 
recognition in body expression (Kleinsmith & Bianchi-
Berthouze, 2013). All three produced highly matching 
correlates of emotions and bodily and spatial features. For 
example, sadness lowers the dancer’s overall energy level, 
which makes her movements heavier, and collapses her 
posture, and withers her limbs. Internally, sadness feels as 
increased pressure in the chest and head cavities. Similarly, 
respondents in the study by Nummenmaa et al., reported that 
sadness lowers the bodily activation in everywhere except in 
the chest and the head.  
The results of the artistic results were later summarised into 
a tool for choreographers and performers. Table 1 shows four 
examples of emotions and their performance characteristics, 
both in dance as well as music.  
B. Kinematic Analysis 
Two PCA components were needed to map the movement 
features to the intentional variations in the performances. PC1 
(51.6% of variance), loaded the velocity features, and mapped 
onto the overall amount of love or loathing in the performance, 
while PC2 (24.9%) represented the contrast in the two 
performer’s dances (Fig 2.). 
C. Perceptual Research 
Ratings of arousal and valence were statistically 
significantly (p<0.005) correlated with both PC1 and PC2, 
whereas the ratings of dominance were only correlated with 
PC2 (p<0.0001) that represents differences between the two 
dancers. This suggests that PC2 was specific to the 
relationship between the characters, whereas the PC1 captured 
features of both.  
Interestingly, even though the raters only evaluated one of 
the two stick-figures in the animation, the partnering figure 
influenced their evaluations of not only dominance, but also 
valence: for example, the character depicting loathing was 
rated neutrally, when it was seen with another character 
depicting loathing. As such, the loathsome movement was not 
enough to induce a negative interpretation of the character’s 
emotions. However, when the loathsome character was seen 
next to a loving character, it was rated more negatively. This 
suggests that at least in this context, the ratings are influenced 
not only by the movement characteristics of the stick-figure in 
question, but also by its context, and how its movements 
compared with those of the other character. 
 
 
 
Figure 2. A PCA map of recorded motions colored to show 
differences between the dancers. Series are colored according to 
whether the 1st dancer shows: more love (L) = red, more or 
equal amount of love = magenta, equal instructions = black, 
more or equal amount of loathing or hate (H)  = cyan, more hate 
= blue. Series with pride (P) and shame (S) are green. (N = 
neutral)  
 
 
Figure 3. Box plots of ratings on the recombined dances, showing 
that changing the partner also induces changes in the evaluation 
of the emotions of the unchanged character. 
IV. CONCLUSION 
The correspondence between our artistic research and the 
different mappings of emotions was interesting, as each 
mapping was generated through a different methodology. 
Nummenmaa et al. (2014) had asked participants to draw on 
an outline of a body, where they felt more or less activation 
when experiencing each emotion. Kleinsmith et al. (2013) had 
surveyed people and collected together data from many 
sources, and in our study, the mappings were found through 
artistic exploration. After the initial artistic study using 
contemporary dance as the window to these emotions, two 
other matrices of emotions and their correlates were generated, 
one on musical expressions, by the two cellists performing in 
the dance piece that was produced, and another on computer 
graphics, by the visual artist who designed live projections for 
the show. The musical performance features are strongly 
context-dependent and were created with this specific 
performance in mind, and for the musical material that was 
composed for this performance. Yet, the findings could 
inspire research in music and emotions, as especially the 
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features relating to musical interaction are rarely considered in 
research.  
The kinematic analysis highlights the importance of 
movement velocity in distinguishing the emotions of loving 
and loathing. They appear in opposite ends of the circumplex 
emotion space (Russell, 1980), loving in our case in the 
quadrant of positive valence and high arousal, and loathing in 
the negative valence, low arousal corner. As each cycle of the 
choreography was analysed as an independent unit (thus each 
performance, containing seven repetitions of this cycle, 
produced seven data points), it is possible to also evaluate 
how constant the performers were in increasing the amount of 
emotion over the seven cycles. This human performance could 
then be compared with motion style synthesis that gives 
parametric control over the kinematic features and thus the 
amount of given emotion in the movement. Having human 
raters (e.g. professional dancers) evaluate how natural the 
synthesised, linear progression is compared to the human 
version, could be further research direction.  
The results of the perceptual study provide support to the 
prior research that has pointed out emotion perception is 
context-dependent (Pugliese & Lehtonen, 2011). Interestingly, 
the movements were judged either neutral or positive, even 
though the loathing/hate is a strongly negative emotion, and 
was very taxing to perform in the motion capture. Removing 
facial expressions and sounds seems to make differentiating 
the intended valence rather difficult, and the slower movement 
could be interpreted as peaceful or relaxed as well as sad, 
depressed, or consumed by loathing. While the posture of the 
dancer is a clear indicator of negative valence, it perhaps is 
more difficult to perceive from such complex movement that 
also contains changes in posture. However, when the loathing 
dance was presented in the context of the other dancer 
displaying an energetic and positive emotion, the average 
ratings of valence dropped to negative. Seeing the contrast 
seems to highlight the features that convey negative valence.  
The collaboration between artists and scientists during this 
project was mutually enriching, and it produced insights to 
both “sides”, understanding and knowledge that could not be 
achieved in a typical artistic or scientific project. 
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ABSTRACT 
Often music is used to emphasize particular dance gestures, or dance 
can be used to illustrate particular passages of music. While each 
form relies on different sensory modalities, previous studies have 
demonstrated the ability to deduce the common structures between 
music and dance, even when each form is presented independently. 
However, from an aesthetic perspective, music and dance are not 
always used congruently, to emphasize or complement each other, 
but are sometimes used in competition, or conflict with each other to 
emphasize the narrative (Fogelsanger & Afanador, 2006). With this 
deliberate shift in congruency between stimuli, this begs the 
questions as to whether congruence between stimuli enhances 
aesthetic judgements for contemporary pieces, in line with the 
congruence association model. This study aims to empirically test the 
assertions that altering the congruency between a contemporary 
dance and soundtrack leads to a different aesthetic perception of the 
presentation. Thirty-four participants, were randomly assigned to 
watch a recorded dance performance in a theatre setting, with either 
the original soundtrack, no soundtrack or the original soundtrack 
reversed. Aesthetic interaction was measured in terms of continuous 
enjoyment ratings using an ASUS tablet, and physiological arousal 
was measured using Empatica 4 wristbands. Granger Causality 
analysis indicated that rate of visual change of the stimulus granger 
caused electrodermal activity, for the congruent and incongruent 
sound conditions, but not for the silent condition. Group enjoyment 
scores did not mirror group physiological responses; in that they 
were not predicted by visual change of the performance. Additionally, 
the silent and congruent conditions were rated as less enjoyable as 
the incongruent condition. Qualitative data demonstrated that 
participants found the congruent and silent conditions boring, while 
they found the incongruent condition unpleasant. 
I. INTRODUCTION 
Music and dance are two art forms that each exist 
independently, but are frequently presented simultaneously in 
an audio-visual format (Hagendoorn, 2006). Music and dance 
can  emphasise or complement each other, or compete with 
each other to emphasise a narrative (Fogelsanger & Afanador, 
2006). The relationship between music and dance has been a 
constant topic of interest for composers and coreographers 
alike (Cunningham, 1982; Hagendoorn, 2006). In the present 
study, we examine the the role of movement and sound 
congruency during aesthetic perception of contemporary 
dance, as proposed by the congruence association model 
(CAM).  
CAM has previously been used to examine the impact of 
congruency on aesthetic judgements, primarily in relation to 
the congruency between music and film (Cohen, 2016).  
Previous studies have found that congruency between music 
and film or other forms of multimedia tend to enhance self-
reported aesthetic perception (Cohen, MacMillan, & Drew, 
2006; Cohen & Siau, 2008; Bolivar, Cohen, & Fentress, 
1994) . Purportedly because congruent activity between sound 
and the visual image leads to subsequent prioritizing of that 
piece of visual information into the working narrative, which 
in turn leads to an enhanced conscious experience of the 
media presentation (Cohen, 2016). While these results are 
confined to a film stimulus, the CAM can be applied to dance 
cognition (Cohen, 2016). Previous studies have demonstrated 
that people can recognise temporal structures between music 
and dance intended to go together, even when each form is 
presented independently (Krumhansl & Schenk, 1997), and 
can differentiate between dance choreography and music that 
are intended to match or not (Mitchell & Gallagher, 2001). 
More recently the CAM has been expanded to understand 
the relationship between music and movement where 
congruency isn’t necessarily desired as an aesthetic outcome 
(Fogelsanger & Afanador, 2006). Fogelsanger and Afanador 
(2006) acknowledge intrinisc and extrinsic choreomusic 
parallels between music and dance such as intertwining 
rhythyms or other temporal accents, but also focus heavily on 
instances where music and dance are not intended to go 
together (Fogelsanger & Afanador, 2006). This acknowledges 
contemporary performances seen more in the 20th century 
where dance and music are performed alongside one another, 
but remain independent (Cunningham & Lesschaeve, 1985). 
Fogelsanger and Afanador (2006) claim that cross-modal 
incongruence is often difficult to achieve, because each 
medium has hooks that grab elements of the other medium so 
that even conincidental events seem complementary, in line 
with the Gestalt principles of perception (Sloboda, 1985). In 
effect this can lead to a sense of ‘capture’, where one element 
affects how the other element is percieved (Mitchell & 
Gallaher, 2001; Fogelsanger & Afanador, 2006). 
In this study we will examine the relationship between 
music and contemporary dance outlined in CAM (Fogelsanger 
& Afandaor, 2006). Congruency between a contemporary 
dance performance and its soundtrack should impact on 
aesthetic audience responses; with the CAM predicting 
increased aesthetic pleasure and spectator arousal for 
congruent as opposed to incongruent presentations (Cohen 
2016). It is also possible that incongruent presentation will 
lead to a sense of capture (Mitchell & Gallaher, 2001; 
Fogelsanger & Afanador, 2006), and it is not yet clear which 
would lead to higher aesthetic rating from the audience. To 
account for the dynamic experience of the performing arts 
(Orgs, Caspersen, Haggard, 2016), we use continuous rather 
than discrete measures to capture audience engagement as the 
performance unfolds (Stevens et. al., 2009; Schubert, Vincs, 
& Stevens, 2013). This method is considered suitable to 
Proceedings of the 25th Anniversary Conference of the European Society for the Cognitive Sciences of Music, 31 July-4 August 2017, Ghent, Belgium 
Van Dyck, E. (Editor) 
 
 92 
evaluate audience agreement in response to disrupted audio-
visual components of dance performance (Cohen, 2016). 
II. METHOD 
A. Participants 
Thirty-Four participants, (9 male, 25 female), ranging in 
age from 18-51 years (M = 27.41; SD = 7.3), volunteered to 
take part. Musicality ranged from 48-100 on the Gold-MSI 
musicality scale, (M = 74.71; SD = 17.85), and 52.9% of 
participants had previous formal dance training, but none were 
professional dancers. See table 1 for demographic breakdown 
by group. 
 
Table 1. Demographics 
 Congruent 
(N = 10) 
Silent 
(N = 14) 
Incongruent 
(N = 10) 
Gender F = 5  F = 11 F = 9 
Age M = 29.6,  SD = 12.1  
M = 26.0,  
SD = 2.9 
M = 26.2,  
SD = 4.6 
Gold MSI score M = 78.2,  SD = 13.1 
M = 73.9,  
SD = 8.5 
M = 80.3,  
SD = 16.2 
Watch recorded dance 
at least once a month 30.0% 28.6% 20.0% 
No. included in 
enjoyment analyses 8 10 8 
Notes. SD = Standard Deviation, M = Mean 
 
Participants were recruited to a time slot depending on their 
availability, and each group was randomised to watch one of 
the three conditions; the dance performance either with a 
congruent soundtrack in which the sounds and movements 
were not altered, the same contemporary dance performance 
with an incongruent soundtrack or the same contemporary 
dance performance presented in silence as a control condition. 
B. Materials 
1) Stimuli. To maximise ecological validity, the stimuli 
for this study was a full length video recording of a 
contemporary dance performance, developed by a 
choreographer, Matthias Sperling (Jola & Christensen, 2015). 
The performance was called ‘Group Study’ and had a running 
time of 33 minutes 54 seconds. The choreography was based 
on a contemporary dance style that consisted of a series of 
group movement tasks. In addition to the rhythmical sounds 
asscoiated with these movements, the score specifed 
vocalisations with a similar, rule based structure. The score 
was performed without externally imposed music, to remove 
the potential bias from externally imposed timing. Participants 
were asked to read a short paragraph of information about the 
performance and choreographic style before watching the 
video stimuli to increase their understanding of the piece. 
2) Soundtracks. The original soundtrack, used in the 
congruent condition was comprised of the original sounds 
created by the dancers according to the choreography of the 
dance. This including breathing, humming, slapping noises, 
and running noises, which were rhythmic for some parts of the 
dance and were not rhythmic at other parts of the dance, 
depending on how synchronous or asynchronous the 
movements were in time. The power of the soundtrack at each 
time point was analysed using the miraudio toolbox for 
Matlab (Lartillot, Toiviainen, & Eerola, 2008). The reversed 
soundtrack used in the incongruent condition, used a 
completely reversed version of the original soundtrack, such 
that the end of the soundtrack was played first, and all the 
corresponding sounds were played backwards in reverse 
order, to disrupt the temporal congruency of the music and 
dance presentation, while maintaining all lower level acoustic 
features of the soundtrack. 
3) Questionnaires. The paper version of the Goldsmiths 
Musical Sophistication Index v1.0 (Gold MSI; Müllensiefen, 
Gingras, Musil, & Stewart, 2014) was used to measure 
participants’ general music ability, before the presentation of 
the dance stimuli. A pre dance questionnaire completed before 
the performance measured participants previous dance 
experience. A post-dance questionnaire, asked participants for 
written comments in response to the performance.  
4) Apparatus. Asus tablets running ‘open sesame’ 
(Mathôt, Schreij, & Theeuwes, 2012) were used to collect 
continuous enjoyment ratings ranging from  from ‘Enjoy this 
alot’ to ‘Enjoy Very Little’, (see figure 1). Participants were 
instructed to drag their finger towards the top of the screen if 
they were enjoying the performance, and to drag their finger 
towards the bottom of the screen if they were not enjoying 
their performance.  Participants were given an opportunity to 
practice using the continuous rating scale in a demo version of 
the experiment directly before the performance started. 
Enjoyment data was collected at a rate of 25 samples per 
second. Ten Empatica E4 wristbands (Empatica, 2015; see 
figure 1) were used to collect the physiological variables of 
blood volume pulse, from which heart rate was derived using 
empatica software (Empatica, 2015); and electrodermal 
activity (EDA); which is indicative of sympathetic neural 
activity and thus an indirect measure of arousal, and 
engagement (Potter & Balls, 2012). 
C. Procedure 
Every performance was shown in a large dimly lit lecture 
theatre with tiered seating and a large projector screen. These 
were specifically chosen to mimic the conditions of a theatre 
in which people would normally observe dance to maximise 
the likelihood of immersion in the performance (Jola & 
Christensen, 2015). As participants arrived they were shown 
to a seat and asked to complete the written consent form, the 
Gold-MSI (Müllensiefen et al., 2014) and pre-dance 
questionnaire. Participants were seated adjacent to each other 
in rows of 3 or 4 participants. Once seated, participants were 
fitted with a wrist sensor on their left wrist and instructed to 
keep that arm as still as possible to minimise movement 
artefact (Picard, Fedor, & Ayzenberg, 2015). Then 
participants were asked to read a piece of information about 
the study that described where the performance was recorded, 
the name of the choreographer and the underlying principles 
of the performance (See Appendix 2). Next participants were 
each given an ASUS tablet, with the ‘open sesame’ 
programme loaded and instructed to hit OK once they had 
read the first set of instructions which brought them to a demo 
version of the measure It was emphasised to participants that 
they should only pay minimal attention to the tablet, so that 
they could focus on the performance. Once everyone was 
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comfortable with handling the tablet, particpants watched the 
enire performance video without further interruption. As soon 
as the performance ended participants completed a brief 
follow-up questionnaire assessing their summative aesthetic 
judgement. Particpants were debriefed at the end of the 
experimental session. 
III. RESULTS 
A. Granger Causality Analysis 
Granger causality analysis requires stationary and 
normally distributed time series. Accordingly, the normality 
of each dataset was checked for normality using the explore 
function on SPSS (PASW, 2013). Box-Cox transformations 
were performed to correct the normality of data (Osborne, 
2010). In total 15 granger causality analyses were conducted 
and a Bonferroni correction was applied so 0.003 was used as 
the level of significance, see table 2 for results of bivariate GC 
analysis. GC analysis indicated that visual change of the 
stimulus granger caused EDA, at the Bonferroni corrected 
significance level of 0.002 alpha level for the congruent sound 
condition (F = 10.49, p = 0.00125), and the incongruent 
condition (F = 9.99, p = 0.00163), but not in the silent 
condition (F = 1.19, p = 0.27). No other significant granger 
causal relationships were found at the Bonferroni corrected 
alpha level of 0.002.  
Table 2.  Results of Granger Causality Analysis 
 Y Heart Rate EDA Enjoyment 
X  F p F p F p 
Co
ng
rue
nt 
So
un
d Visual Change 1.24 0.26 10.49 .00125* 0.01 0.92 
Power of 
Soundtrack 0.68 0.41 0.77 0.38 0.15 0.69 
        
In
co
ng
ru
en
t 
So
un
d 
Visual 
Change 6.43 0.01 9.99 .00163* 0.08 0.77 
Power of 
Soundtrack 4.50 0.03 0.26 0.61 5.25 0.02 
        
Si
le
nc
e 
Visual 
Change 2.93 0.09 1.19 .27 0.75 0.38 
Notes. p = significance level, Bonferroni corrected at the alpha 
= .003 level, F = Fischer’s F; *analysis is testing whether X predicts 
Y. 
B. Enjoyment  
The frequency distribution of group mean enjoyment 
scores indicates that participants were in agreement that they 
did not enjoy the congruent sound condition or the silent 
condition (see figure 2a and 2b, respectively). An agreement 
analysis was performed on the enjoyment data as outlined by 
Schubert, Vincs, and Stevens (2013). This analysis 
demonstrated that participants in the congruent condition were 
in agreement as to whether or not they enjoyed the video 
71.73% of the time, whereas the silent and incongruent 
conditions were in agreement, 67.41% and 68.52%, 
respectively. Looking to the means, it is evident that people 
actively disliked the congruent and silent conditions which 
had mean enjoyment scores of  -79.27 (SD = 46.75) and -
75.45 (SD = 46.93), respectively. However people were less 
negative about the incongruent condition which had a mean 
enjoyment score of -4.6 (SD = 1.18). ], and spent more time 
liking the video with the reversed soundtrack (see figure 2c), 
compared to the silent or congruent sound conditions. 
C. Qualitative Responses 
Participants were asked to ‘please make a comment’ after 
the performance and thirty three participants decided to do so. 
Although comments tended to be brief, a summative content 
analysis was performed (see table 4 for summary) in line with 
recommendations from Hseih and Shannon (2005). Several 
categories were repeated across comments including; 
boredom, searching for meaning, physical movement, sound,, 
patterns, enjoyment, and unpleasant. Notably participants did 
not mention boredom or searching for meaning in response to 
the incongruent stimuli, but did report unpleasant which was 
not mentioned in response to the silent or congruent 
conditions. 
IV. DISCUSSION 
The aim of this study was to explore the impact of the 
interplay between music and movement in contemporary 
dance on physiological arousal and aesthetic judgements, in 
relation to the congruence association model and the theory of 
kinaesthetic empathy. The results demonstrate that electro-
dermal arousal was predicted by visual change of the stimulus 
in both sound conditions, but not by aesthetic ratings, 
suggesting that EDA response is mediated by soundtrack 
versus silence. However, the fact that the soundtrack did not 
directly predict EDA itself suggests that it may be due to an 
interactive effect of the audio-visual media as opposed to a 
direct audio response. This is underlined by participant reports 
that their engagement with piece was reliant on sound, and 
suggests that arousal moderates absorption, rather than 
aesthetic ratings. This places a higher emphasis on the 
soundscape in relation to sense of physical presence than 
previously accounted for in previous studies (Reason, Jola, 
Kay, Reynolds, Kauppi, Grobras, Tohka, & Pollick, 2016), 
and may point to evidence of auditory entrainment or beat 
induction as the basis for a heightened sense of physical 
presence.  
Additionally looking at the frequency distribution of mean 
enjoyment scores, people were more negative in response to 
the silent and congruent conditions compared to the 
incongruent condition. Suprisingly the incongruent condition 
was associated with a more positive aesthetic response than in 
the congruent conditions, meaning that enjoyment increased 
when the soundtrack was no longer coupled to the actions 
directly. Overall the performance was not enojoyed, perhaps 
because participants found it boring as indicated in the 
qualitative report. Similar to Reason and others (2016) novice 
participants did not enjoy the sounds of movements in the 
absence of music. Perhaps decoupling sound and movement 
turns the live video recording into something else. Rather than 
simply showing what happened on stage, it adds another layer 
to the performance. This turns the sounds the performers 
Proceedings of the 25th Anniversary Conference of the European Society for the Cognitive Sciences of Music, 31 July-4 August 2017, Ghent, Belgium 
Van Dyck, E. (Editor) 
 
 94 
make into a composition more similar to music which 
increases enjoyment relative to the other two conditions. 
These results are in line with the findings of Reason and 
others (2016). 
In the context of the congruence association model, 
soundscapes are considered to direct viewing patterns with an 
increased spread of visual attention for incongruent 
soundscapes (Cohen et.al., 2006; Cohen & Siau, 2008). It may 
be that this wider spread of visual attention enabled a greater 
global perception of the performance, leading to a greater 
appreciation. In contrast boredom may have arisen from 
heavily focussed attention on individual movements. 
Accordingly, these results show that an incongruent sound 
stimulus can compensate for negative affective responses to 
watching dance movement. In the context of contemporary 
dance, direct congruency of sound and movement may be 
boring. This contrasts to alternative multimedia presentations 
where increased congruency has been found to enhance 
aesthetic judgements (Cohen, MacMillan, & Drew, 2006; 
Cohen & Siau, 2008; Bolivar, Cohen, & Fentress, 1994). 
Although this study attempted to disrupt the temporal 
congruency between the soundtrack and the visual dance, it 
seems that participants had similar patterns of arousal to both 
the incongruent stimuli and congruent stimuli. In line with 
Fogelsanger and Afanador (2006) it seems that in practice, 
multi-modal incongruence is difficult to achieve because it is 
hard to keep the reception of each stimulus separate, which 
has led to a sense of auditory capture since the visual stimulus 
is perceived differently when combined with the auditory 
stimulus (Mitchell & Gallaher, 2001; Fogelsanger & Afanador, 
2006). Each instance of coincident movement and sound is 
perceived as a perceptual unity, in line with gestalt principles 
of perception (Sloboda, 1985). This is similar to what is seen 
in the McGurk effect (McGurk & McDonald, 1976), where 
people blend the audio stimulus of a person saying ‘Ga’ with a 
visual stimulus of a person saying ‘Ba’ and feel that they have 
seen and heard a person saying ‘Da’. Support for this 
phenomenon lies in the fact that one participant reported a 
sense of congruency in the incongruent condition, and a 
similar outcome has been reported in previous studies 
(Bolivar, Cohen & Fentress 1994; Iwamiya, 1994; Lipscomb 
& Kendall 1994). It seems that the presence of seemingly 
arbitrary relationships between sound and music increased 
enjoyment perhaps ‘they seemed to make sense’ or produced 
surprising combinations. In effect, the incongruent sounds 
were immersive and strange, with less obvious relationships, 
similar to the effect of an external soundtrack. Previous 
studies have also identified perceived matching between 
music and dances, not intended to go together (Mitchell & 
Gallagher, 2001) which implicates a top down process of 
meaning making or pattern synthesising irrespective of 
stimulus features. In contrast the congruent condition was 
immersive but created an experience that was too intimate 
(Reason et al., 2016), and the silent condition was less 
immersive and likely perceived as boring. 
A major strength of this study is that it provides empirical 
support for extension of the congruence association model to 
contemporary dance settings, which until now was not 
empirically investigated (Cohen, 2016). This was achieved by 
applying advanced methodological approaches to the study of 
aesthetic responses to dance. In line with Jola and Christensen 
(2015) this study used a full-length video recording of a dance 
performance designed by a dance professional, presented in a 
theatre setting. This not only enhances the ecological validity 
because the context of the dance moves are within a complete 
narrative, but also maintains scientific rigour as all groups of 
participants were exposed to exactly the same dance 
movements. This contrasts with Reason and others (2016) 
who had varying performance duration for each condition and 
failed to control for order effects of stimulus presentation. A 
further strength of this study is the fact that it included 
continuous enjoyment ratings as well as self-report accounts 
which gives a more complete picture of enjoyment rating 
(Schubert et. al., 2013), compared to previous studies that tend 
to solely rely on post-hoc accounts (Reason et.al., 2016; 
Kirsch, Drommelschmidt, & Cross, 2013). Nevertheless, there 
are some weaknesses that must be addressed. Using GC 
analysis should be applied with caution to indirect 
relationships such as audio-visual perception and physical 
hand movement (Friston, Moran, & Seth, 2013). However, 
since this experiment was controlled with different 
experimental conditions the likelihood of making false 
inferences is reduced (Friston, et.al., 2013). Second, while the 
sample used was comparable in size to those used in the 
published literature (Reason et.al. 2016; Cross, Kirsch, Ticini, 
Schütz-Bosbach, 2011) a larger, gender balanced sample 
would help to verify the external validity of these results. 
Finally, future studies should include a wider range of 
spectator experiences, fro example the Sense of Presence 
Inventory questionnaire (Lessiter, Freeman, Keogh, & 
Davidoff, 2001). However, this measure is not specific to 
dance performances, and would need to be adjusted from its 
current form. 
Future studies should actively try to understand the 
different conditions in which the visual or auditory elements 
will dominate, and assess which combination is perceived as 
the most enjoyable, and integrate with current models of 
dance aesthetics. Additional research should focus on the 
extent to which perceptual congruence formed by capture are 
higher order versus automatic cognitive processes.  
V. CONCLUSION 
The relationship between music and dance is incredibly 
complex, and while participants tend to be good at identifying 
music and dance that are intended to match (Mitchell & 
Gallagher, 2001), it almost seems more challenging for people 
to dissociate dance and music stimuli when they are presented 
simultanesouly. This may be due to evolutionary development, 
encouraging the brain to automatically search for meaning of 
a combined stimulus. It may also be because the 20th century 
has seen an increasing aesthetic tendency towards dance 
compositions where sound and movement tend to be more 
complementary, or in direct competition (Fogelsaner & 
Afanador, 2006), where each source is perceived as two 
separate stimuli rather than promoting congruency. In this 
regard more arbitrary combinations of dance and music 
benefit from being relative abstract, allowing people to project 
their own interpretation onto the performance. Contrary to 
initial iterations of the congruence association model (Cohen, 
2008), the current study demonstrates that there are instances 
in contemporary dance where cross-modal incongruence is 
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perceived as aesthetically more pleasing. This is likely due to 
the fact that viewers actively look for cross-modal perceptual 
congruences formed by capture (Mitchell & Gallaher, 2001; 
Fogelsanger & Afanador, 2006), where each separate stimulus 
is perceived to complement the other rather than compete with 
it. 
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ABSTRACT 
Joint attention is an important basis for social interaction such as 
making music together. The emergence of joint attention in infants 
around the age of 9 to 15 months is studied through joint attentional 
skills, i.e. communicative, non-verbal, observable behaviors. 
Although there are plenty of studies investigating this period of 
emergence, research extending to a possible further enhancement of 
joint attentional skills alongside the infants’ social cognitive 
development is rare. Therefore, the goal of our current study is 
investigating whether joint attentional skills show enhancement in 
the later course of development of typically developed children and 
thus potentially facilitate increasingly more complex social 
interaction. In the current paper, we first introduce the design of our 
observational study to investigate joint attentional skills in a natural, 
musical joint action setting. Secondly, we present our coding scheme, 
which comprises two categories social gaze and musical gestures. 
Concerning social gaze, we then discuss the code gaze following in 
comparison with that used in Carpenter et al. (1998). Our results 
suggest that our coding scheme is appropriate for our observational 
study and reflects the natural, interactive setting.  
I. BACKGROUND 
Almost all of us are familiar with the feeling to get 
involved in social interaction through music and one can 
easily see that music provides a variety of ways to engage in 
social interaction in our everyday life. For example, music 
may make you dance together with your friends, you could 
share an aesthetic experience with your partner, or people may 
play music together in an ensemble. Music making requires 
coordinated motor and social actions (Overy & Molnar-
Szakacs, 2009) and, thus, can be considered as joint action, i.e. 
any form of social interaction in which the agents have to 
coordinate their actions to bring about a change in the 
environment (Knoblich & Sebanz, 2008). 
Indeed, the importance of social components over complex 
acoustic features in music are pointed out by several authors 
repeatedly (e.g., Overy & Molnar-Szakacs, 2009; Kirschner & 
Tomasello, 2009, 2010; Cross, 2012; Aucouturier & Canonne, 
2017). However, few (but, for example, Kirschner & 
Tomasello, 2009, 2010) investigate the basic social 
communicative capacities that are needed to engage in a joint 
musical activity, such as joint attention.  
Joint attention is a set of non-verbal, communicative 
behaviors (“joint attentional skills”) which develop during the 
so-called 9-month revolution around 9 to 15 months of age 
(Carpenter et al, 1998). These behaviors “indicate a newly 
emerging understanding of other persons as intentional beings 
whose attention to outside objects may be shared, followed 
into, and directed in various ways” (Carpenter et al., 1998: v). 
That is, joint attention is viewed as gradually arising social 
cognitive and interactive skills. 
Joint attentional skills are observable by definition and 
include, for example, joint engagement, which is necessary to 
share attention with other social agents, and gaze or point 
following, which are needed to coordinate one’s own attention 
with others in a social setting. Joint attentional skills are 
proposed to emerge in the following order, reflecting their 
increasing complexity: sharing attention which includes joint 
engagement, following attention which includes gaze and 
point following as well as imitative learning, and directing 
attention which includes declarative and imperative gestures 
to direct attention (Carpenter et al., 1998). 
 
 
Figure 1. Chart depicting the joint attentional skills 
The emergence of joint attention is linked to the 
emergence of the capacity to view other people as intentional 
agents (Tomasello, 1999) or, in other words, to recognize that 
others are ‘like me’, i.e. so-called ‘like-me’-stance (Meltzoff, 
2007). This ability marks the beginning of intersubjective 
joint attentional interactions and joint attention can thus be 
regarded as a milestone of the social cognitive development.  
Further social cognitive mechanisms such as Empathy and 
Theory of Mind develop in the later developmental stage. 
Empathy is a complex, high-level cognitive ability to simulate 
another person's mental as well as affective state (while being 
able to clearly differentiate between one's own and other's 
mental state) (Coplan, 2011). Theory of Mind is the ability to 
infer on one’s own or others’ mental states and reflect upon it 
while being able to clearly differentiate between self and other 
mental states. The former develops around the age of 1.5 to 2 
and the latter emerges around the age of 4 (Bischof, 2009). 
Because joint attention marks the beginning of complex 
social interactions through viewing others as intentional 
agents, it is possible that joint attention scaffolds those higher 
social cognitive mechanisms. Indeed, joint attentional skills 
have been suggested as “precursors to the understanding of 
the thoughts and beliefs of others that emerges at around 4-5 
years of age” (Carpenter et al., 1998: 1), i.e. Theory of Mind. 
Until now, the emergence of joint attention has been 
extensively studied, but research on a possible further 
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enhancement of joint attentional skills alongside the infants’ 
social cognitive development is rare. Especially, research on a 
possible enhancement exceeding the period of the 
development of social cognitive mechanisms like Theory of 
Mind is still missing. 
II. AIMS 
The goal of our current study is investigating whether joint 
attentional skills show enhancement after the age of 
emergence, which is between 9 and 15 months of typically 
developed children.  
Through linking a possible enhancement of joint 
attentional skills to joint musical interaction behavior, this 
study also aims at investigating a potential facilitation of 
enhanced joint attention to increasingly more complex social 
interaction. Especially, in the current paper, we present a 
coding scheme for analyzing joint attentional skills in a more 
natural, group interaction setting. Additionally, this coding 
scheme is discussed in comparison to the coding scheme of 
Carpenter et al. (1998). 
III. METHOD 
In order to investigate the possible enhancement of joint 
attentional skills an observational study was conducted with 
children of different age groups (see Section B: Participants) 
in a musical joint action setting. Music, because of its social, 
non-verbal communicative aspects, is an appropriate domain 
to study joint attention independently of children’s language 
skills. 
A. Structured Observation 
In contrast to conventional experiments which require 
controlled environment, stimuli, and tasks, an observational 
study allows us to examine children’s nonverbal behavior in a 
natural, less controlled environment as well as it enables us to 
investigate processes, i.e. behavior that unfolds in time 
(Bakeman & Quera, 2012). Observational studies can be 
structured or unstructured. Structured observations, which are 
used in the current study, include a predefined catalog of 
behaviors that is going to be observed (so-called “coding 
scheme”), as well as trained, unbiased observers, that code 
these behaviors (so-called “coders”). Unstructured 
observations are similar to narrative reports in that the 
observer decides which behavior is being observed (Bakeman 
& Gottman, 1997). 
Coding schemes determine which behavior is being 
observed through a set of descriptive codes which represent 
certain type of observable behavior and are usually designed 
for a particular study according to the hypothesis being tested 
(Bakeman & Gottman, 1997). Coders analyze the behavior on 
the basis of the coding scheme either live or through 
reviewing previously video recorded materials (Bakeman & 
Gottman, 1997). In the current study, the latter method was 
used. 
Because observational studies are faced with several 
problems regarding observer agreement like perception and 
memory errors as well as coder bias, observer agreement is 
necessary to obtain reliable data. Methods that are being used 
to ensure high observer agreement include training multiple 
coders and checking for agreement between coders using 
Cohen’s Kappa (Bakeman & Gottman, 1997). Cohen’s Kappa 
is a type of agreement statistic that corrects for two observers 
agreeing by chance (Bakeman & Gottman, 1997). 
B. Current Study 
1) Participants. Twenty-six children participated in the 
study which were grouped based on similar age as follows: 
Group 1 consists of 4 children, the age ranging from 1.5 to 2 
y.o.; Group 2 consists of 6 children, the age ranging from 1.5 
to 3 y.o.; Group 3 consists of 4 children, the age ranging from 
3 to 3.5 y.o.; Group 4 consists of 4 children, the age ranging 
from 4 to 4-5 y.o.; Group 5 consists of 6 children, ranging 
from 5 to 6 y.o.. 
Table 1.  List of Participants 
Group No. of children Age range 
1 4 1.5 - 2 
2 6 1.5 - 3 
3 4 3 - 3.5 
4 4 4 - 4.5 
5 6 5 - 6 
 
2) Session. Every Group participated in one session of 
lessons of music education for young children. All sessions 
took place in the „Fröbel-
Kindergarten  Regenbogen“ (Cologne, Germany) and were 
video-recorded with four cameras, placing one camera  in 
each corner of the room (see figure below). 
 
Figure 2.  Layout of the room including the position of the tutor, 
the children, and the cameras. 
The sessions were identical for every group and lasted 
about 30 minutes. The lessons consist of music making in a 
group setting under the guidance of a tutor and are designed 
for children to obtain rudimentary music skills and experience 
joy in making music and singing together. A lesson comprised 
six songs that were being played in succession. 
The songs were interactive in nature and varying in tasks 
as well as instruments used. Each song included different 
“tasks”: children imitated certain arm or leg movements, 
stomped or clapped in rhythm with the song and tutor and 
made certain facial and vocal expressions. The tutor played 
the guitar in all but two songs. In these two songs, the tutor 
and the children played either drums or claves together. 
3) Materials for analysis. For the analysis, a short opening 
song was selected. We chose this song, as it provides less 
restrictive tasks (as in quantity and duration of tasks) as other 
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songs of the lessons and thus give children more freedom to 
interact with other subjects, the tutor or the group as they see 
fit. This will result in more natural and spontaneous 
intersubjective behavior. 
This song is performed three times in total: First, the tutor 
is singing the song with the children (a “welcome” song) in a 
normal manner. Afterwards the “task” is to sing this song as 
quietly as possible. The song concludes with singing the song 
as loud as possible. At the end of each of the three songs, the 
children pound on the floor in a “normal”, quiet and loud 
manner, respectively. The duration of the “set” (i.e. the song 
sung three times) is about 1.5 minutes in total. 
IV. RESULTS 
A. Coding Scheme 
To analyze the abovementioned joint attentional skills and 
non-verbal interactive behavior of children across a broad age 
range, we developed a coding scheme, which includes two 
categories: social gaze and musical gestures.  
Social gaze is comprised of two code events: gaze and 
gaze following. The former is described as the act of 
switching one’s gaze to a target, while the latter as the act of 
following one’s gaze to a target. Gaze following was chosen 
as a code, because it is a key component of joint attention 
(Falck-Ytteret et al., 2015) and easily observable in a natural 
interactive setting. By investigating the frequency of gaze in 
relation to gaze following, we are able to examine a possible 
enhancement of gaze following and thus joint attention. 
Musical gestures include musical joint action behavior 
such as rocking, singing and clapping together and enable us 
to investigate how and how intensive children interact with 
others within our musical joint action setting. 
Moreover, by examining the relation between those two 
categories, it is possible to investigate whether children’s 
interactive joint action behaviors are facilitated by enhanced 
joint attentional skills. 
Coders are tasked to record behavior on the basis of this 
coding scheme. The code gaze following, a central code to our 
study, is described as follows: when a subject (A) changes his 
gaze from one subject (B) to a second subject (C) by 
following the gaze of the first subject (B) to the second 
subject (C).  
In contrast, the study of Carpenter et al. (1998) used a 
more elaborated description of the code gaze following. For 
example, the initiation and process of the gaze following task 
was under the experimenter’s control: 
 
1) Initiation 
a) The infant plays with an uninteresting toy to begin 
with;  
b) Experimenter 1 (E1) calls the infant by name and 
waits for him to create eye contact before looking at 
the assigned target. 
2) Process:  
a) After establishing eye contact, E1 looks at the 
assigned target with “an excited facial expression and 
vocalization (a gasp)” (Carpenter et al., 1998: 39); 
b) E1 alternates her gaze between the infant’s eyes and 
the target several times waiting for the infant to 
respond with following her gaze. 
B. Comparison of the Coding Scheme 
The code gaze following is described differently in 
Carpenter et al. (1998) and our current study, which reflects 
the unique setting of each study.  
Carpenter et al. (1998) are utilizing a more controlled 
setting and thus create an “unnatural” situation in which the 
infant is expected to perform gaze following. This situation is 
created through the experimenter calling the infant by its 
name and waiting for eye contact, thus controlling for the 
initiation of gaze following.  
The code description for “gaze following” in our study is 
reflecting the more naturalistic design of our study, in which 
the children interact much more freely with one another. Thus, 
our code description leaves great freedom regarding for 
example the initiation of gaze following.  
The differences between the description of the code “gaze 
following” in Carpenter et al. (1998) reflect the differentiation 
between controlled and naturalistic measurement methods 
regarding gaze following discussed by (Falck-Ytteret et al., 
2015). By not controlling the setting and external factors as 
much as Carpenter et al. (1998) and not being able to control 
the children’s behavior, our codes are much less restrictive, 
but also, more natural and better suited for our study. 
V. CONCLUSION 
To the best of our knowledge, our study is the first 
empirical developmental study that studies joint attentional 
skills and children’s interactive behavior by analyzing gaze 
and musical gestures in an ecologically valid musical joint 
action setting in such a broad age range. In the current paper, 
we presented and discussed the design of the coding scheme 
in detail. 
By coding social gaze, i.e. gaze and gaze following as well 
as analyzing between-group differences in frequencies of gaze 
and gaze following, we are able to study a possible 
enhancement of joint attentional skills. Musical gestures allow 
us to determine possible changes in children’s interactive 
behaviors. By examining the relationship between gaze and 
musical gestures, it is possible to investigate whether 
children’s interactive behaviors are facilitated by enhanced 
joint attentional skills.  
By comparing our coding scheme, especially our code 
description of gaze following to that of Carpenter et al (1998), 
we showed that both our coding scheme and the coding 
scheme of Carpenter et al. (1998) reflect the design of each 
setting: our natural, observational study stands in contrast to 
the more controlled setting used by Carpenter et al. (1998). 
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ABSTRACT 
A closer look on research about music and emotion reveals that the 
distinct but related phenomena ‘emotion’ and ‘feeling’ are often used 
interchangeably. In order to obtain valid results, one should be aware 
of the phenomenological differences of these two affective states. In 
addition, there is an urgent need to find separate methodologies for 
studying the two distinct phenomena of perceived emotion in music 
and music-induced emotion in order to obtain valid data, and to draw 
valid conclusions regarding individual hypotheses and research 
question. This paper evaluates the limitations attached to the state-of-
the-art methods and introduces a novel method that may be able to 
fill the gaps that traditional methods like self-report and 
physiological measurements are not able to fill at the moment. Using 
facial expressions of emotion for studying music-induced emotion 
may lead to new insights on experienced emotion and enable the 
possibility of studying musical emotions cross-culturally without the 
limitations language provides. 
I. BACKGROUND 
One challenge when studying emotions in music is the 
need for further specification in emotions perceived in music, 
and emotions induced or evoked by music. Emotions 
perceived in music can briefly be described as emotional 
features that can be recognized in music, based on cultural 
background, frequent exposure to music, as well as features 
music shares with other means of communicating emotions 
(e.g. prosody in language) (see e.g. Davies, 2010). Emotions 
induced by music, on the other hand, are experiences or 
sensations that are subjectively felt in response to music 
(Koelsch, 2012; Koelsch, Siebel, & Fritz, 2010). These two 
phenomena can occasionally, but do not necessarily need to, 
overlap, meaning that music that is perceived as sad, does not 
have to evoke a feeling of sadness (or any feeling) in the 
listener (Robinson & Hatten, 2012).    
Although emotions perceived in music and music-induced 
emotions are rather different, methods used for investigating 
these two phenomena tend to overlap which challenges the 
reliability of some of the obtained results. Kelley (1927) 
suggests that reliability can simply be reached by measuring 
the data one was aiming to measure (p.14). In the case of 
measuring musical emotion, this suggestion may not always 
be followed as strictly as it should be. The reason might be 
that often the distinction between emotion and feeling is not 
taken into consideration. In addition, applying the same or 
very similar research methods for studying both, music-
induced emotion and perceived emotion in music, can be 
speculated to contribute to non-reliable data and conclusions. 
 
 
 
II. STUDYING EMOTIONS 
A. Emotion vs. Feeling 
Not only can the awareness of the distinction between the 
two different kinds of musical emotion be a challenge, also 
the differentiation between the two related but dissimilar 
concepts of emotion and feeling is not always made clearly. 
Often these two terms are used interchangeably which does 
not help when trying to understand their underlying 
mechanisms and meaning.  
One of the reasons that there is no consequent 
categorization is that researchers are struggling to find 
consensus about the actual characteristics that can be ascribed 
to emotion, and how emotions can be differentiated from 
other affective states such as mood and feeling (Zentner & 
Eerola, 2010). I evaluated the definitions offered by Keltner 
and Gross (1999), Niedenthal, Krauth-Gruber, and Ric (2006), 
Johnson-Laird and Oatley (1989) and Sloboda and Juslin 
(2010) (see Kayser (2016) for a more detailed overview) and 
found that they boil down to the conclusion that emotions are 
brief and episodic phenomena in response to events that are 
perceived in either the internal or external environment. 
Furthermore, they can be characterized as spontaneous, 
involuntary, and automatic, and lead to measurable changes in 
physiology, such as heart rate and perspiration. There are at 
least three characteristics that are embodied when an emotion 
is experienced: behaviors (e.g., gait, posture, facial 
expressions), changes in physiology (heart-rate, perspiration), 
and subjective feelings (Sloboda & Juslin, 2010; Yiend & 
Mackintosh, 2005). Emotions are activated by changes in 
arousal on a level beyond consciousness and it depends on 
one’s attentional focus if, and to what extent, emotions are 
consciously experienced, and how they are interpreted in 
terms of their valence (positive – negative). In their study on 
emotional memory, Kensinger and Corkin (2004) found that 
two distinct neural and cognitive processes are involved in 
information about arousal (amygdalar-hippocampal network) 
and information about valence (prefrontal cortex-hippocampal 
network). Damasio (1995) states that even covert emotional 
experiences not available to consciousness can still influence 
the reasoning and decision-making mode (p.185). This has for 
example been shown in studies on the subliminal influence of 
music on customer behavior (North & Hargreaves, 1996; 
North, Hargreaves, & McKendrick, 1999; Spangenberg, 
Grohmann, & Sprott, 2005; Turley & Milliman, 2000). 
Emotional experience thus does not need to involve cognition 
(in the sense that it does not require attentional focus and 
awareness), but can lead to changes in cognition. 
Simultaneously changes in cognition and certain thoughts can 
lead to emotional responses, which may be the case in “over-
thinking”, causing emotions related to fear (e.g. anxiety). It 
can be speculated that two separate neural routes are involved 
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in these processes, but as far as I am aware there is not enough 
empirical evidence yet to support this idea. 
Feelings can be understood as the cognitive representation 
and/or interpretation of an emotion. Damasio (1995) argues 
that even though some feelings are related to emotions, not all 
feelings result from emotions and not all emotions result in 
feelings (p.143). Feelings that do not relate to emotions are 
called background feelings. Rather than being based on an 
emotion, Damasio regards these feelings as body states 
prevailing between emotions (p.150). Feelings of (basic 
universal) emotions on the other hand result from the dynamic 
and uninterrupted change of body signals that are monitored 
by different parts of the brain and can be measured based on 
(electrical) neural and neurochemical (hormonal) signals. 
Damasio further argues that “a feeling depends on the 
juxtaposition of an image of the body proper to an image of 
something else”, for example a visual image or an auditory 
image (p.145). Changes in cognitive processes are 
simultaneously induced by neurochemical substances (e.g., 
neurotransmitters released during the initial emotional 
response) and contribute to the completion of a feeling. He 
concludes that “[a] feeling about a particular object is based 
on the subjectivity of the perception of the object, the 
perception of the body state it engenders, and the perception 
of modified style and efficiency of the thought process as all 
of the above happens” (Damasio, 1995:147). 
Emotion and feeling are two complex concepts that can, 
but not always have to be, interdependent. Being able to grasp 
the difference between the two phenomena is crucial for the 
choice of research methods. 
B. Emotion Models 
Theories about emotions have been developed already in 
the Antiques by Aristotle (Dow, 2011) and this puzzling 
phenomenon has been of interest to philosophers, 
psychologists, and neuroscientists over the last millennia. In 
the last few decades the two most influential emotion theories 
have been developed: the Dimensional Model of Affective 
States and the Discrete Emotions Theory. As these models 
also influence research on emotions in music, I am 
introducing these two models very briefly in this section.  
The most influential model has been developed by Russell 
(1980) in an attempt to represent emotion inside a circular 
two-dimensional space. The so-called circumplex model 
classifies emotion by valence (pleasure – displeasure) on the 
horizontal axis and arousal (activation-deactivation) on the 
vertical axis. In this model, eight affect concepts (arousal, 
excitement, pleasure, contentment, sleepiness, depression, 
misery, distress) are placed in the circular model in such a 
way that opposite concepts form a bipolar dimension (e.g., 
arousal-sleepiness). Russel furthermore conducted several 
studies to validate his model, for example by letting subjects 
place emotion words inside the model based on perceived 
valence and arousal. 
The Discrete Emotions Theory (also: Categorical Emotion 
Theory) suggests that emotions are experienced as distinct 
categories (Sloboda & Juslin, 2010). Yiend and Mackintosh 
(2005) argue that basic emotions form the basis for the 
immense variety of emotion that can be experienced. There 
are different theories among scholars on how many and which 
emotions are to be included in the set of basic emotions. 
Ekman (1992) defines nine characteristics that need to be 
fulfilled to classify an emotion as basic emotion. One of these 
characteristics states that an emotion needs to be accompanied 
by a distinct facial expression. Facial expressions of emotion 
are regarded as readouts of inner states (Buck, 1994) which 
occur involuntarily and spontaneously with little to none 
volitional control (Ekman, 1991). So far, five basic emotions 
have been identified: anger, fear, sadness, disgust, and 
enjoyment (Ekman, 1992:170). Ekman further suggests that all 
other emotional states can be derived from these categories 
(see also Sloboda & Juslin, 2010). Further emotion categories 
may be added to the list if further studies show empirical 
evidence that the required characteristics are present.  
III. AIM 
The first aim of this paper is to open a discussion about 
current methods that are used for studying emotions in music 
while focusing on the more complex phenomenon of emotions 
that are experienced or felt in response to music. Another goal 
is to raise concerns over the reliability of the data collected 
with the methods predominantly applied in research on 
emotions in music, and suggest how research strategies may 
be improved so researchers can work towards a better 
understanding of emotional experiences with music. Along 
these lines I will introduce the possibility of including the 
automatic analysis of facial expressions of emotions in 
connection with studies on music-induced emotion with an 
attempt to bridge some gaps that are accompanying more 
traditional approaches. 
IV. STUDYING EMOTIONS IN MUSIC 
When studying emotions in music, one first has to 
determine if one wants to focus on perceived emotions in 
music or music-induced emotion (or possibly both). The 
challenge here is not only the distinction of the two 
phenomena qua definition, but also to understand the different 
mechanisms that are involved in these experiences. In his 
book Embodied Music Cognition and Mediation Technology 
(2007) Marc Leman suggests three different approaches to 
describe a musical experience. In the following section I give 
a brief summary of the first-, second-, and third person 
description of musical experience, which will be the basis for 
the discussion of methodologies that can be used for studying 
the different kinds of musical emotion in the remainder of this 
paper.   
A. First, Second, and Third Person Description of Musical 
Experience  
Leman (2007) defines the first person description of 
musical experience as a language-based description of the 
world, which results from a subjective interpretation. First 
person descriptions cannot be observed from the outside and 
solely be obtained through introspection. Leman refers to this 
phenomenon as cerebral intentionality (p.79). The second 
person description of musical experience is formed by the 
expression and articulation of a subjective experience from 
one person to another. Leman proposes that corporeal 
articulations may serve as a form of second person description 
of musical experience. He stresses that the most important 
difference between the first person and the second person 
description is that the first person description is characterized 
by a (cerebral) interpretation of an intended act whereas the 
second person description reflects the (corporeal) articulation 
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of an intended act (p.77). Articulations defined as second 
person description are considered being more spontaneous and 
body based. The third person description of musical 
experience is based on repeatable measurements (p.79), for 
example of phenomena that cannot be observed from the 
outside, but are known to indicate an underlying emotional 
experience, for example heart-rate variability, pulse, 
perspiration, etc. 
B. Methods for Studying Emotions in Music 
1) Self-report. Self-report is a form of first person 
description. When studying emotions in music, self-report is 
the most popular method used. Self-report can be obtained in 
many different ways. The most common strategies used are 
forced choice categories where listeners have to choose from a 
researcher-selected set of categories, e.g. from the Differential 
Emotions Scale (Izard, Libero, Putnam, & Haynes, 1993), and 
free descriptions methods, where listeners describe the 
experience in their own words. Information is gathered either 
offline (static, after a stimulus has been presented) or online 
(continuously, during stimulus presentation). Judgments are 
made either by using rating scales (e.g. ratings of arousal, 
intensity, or valence) that are inspired by the dimensional 
model of affective states, or by selecting one or more emotion 
words. These emotion words are not necessarily taken from 
the basic emotion categories, as it has been suggested that 
music evokes a much wider and manifold emotional spectrum. 
Based on that idea, Zentner, Grandjean, and Scherer (2008) 
introduced the Geneva Emotional Music Scale (GEMS) to 
study music-induced emotions. Additional to the basic 
emotions “sadness” and “joy” the scale includes the following 
emotions that are associated with music: tender longing, 
amazement, tranquility, activation, power, sensuality, 
transcendence, and dysphoria.   
In a study on emotion models, Vuoskoski and Eerola 
(2011) compared the dimensional model, discrete emotion 
model, and the GEMS and that the application of the discrete 
emotion model appears to be the least efficient as some 
participants had difficulties applying the provided scales to 
their own responses. Even though the nine categories of the 
GEMS may be more nuanced and more related to musical 
emotions, the dimensional model appeared to be the most 
reliable approach for collecting data on experienced emotions.  
2) Physiological Measurements. Emotions can be inferred 
from physiological changes in heart-rate, perspiration, etc.. 
This approach can be classified as a form of third person 
description and has frequently been used in studying emotions 
in music. These physiological measurements only give 
information about the change in arousal, and should be 
interpreted with great care as they can also occur under 
several other circumstances, like fever in illness (Yiend & 
Mackintosh, 2005:494). Because of this ambiguity they are 
often combined with some form of self-report.   
3) Behavioral Measurements. Behavioral measurements 
(or observations) are a form of second person description of 
musical experience. One distinct behavior related to emotion 
is the display of facial expressions of emotion. Facial 
expressions of emotion are spontaneous and involuntary 
manifestations of an emotional experience that are displayed 
with little to none volitional control. Ekman and Friesen 
Ekman and Friesen (1978) identified more than 40 facial 
muscles that are involved in displaying emotion and other 
means of communication and extracted distinct patterns of 
muscle activity that are forming the basic emotions. Based 
their findings the developed the Facial Action Coding system 
which is a catalogue for coding facial behavior. Not many 
studies on emotions in music have looked at facial expressions 
of emotion. The main focus has been on two muscles: 
zygomaticus major (involved in smiling) and corrugator 
(involved in frowning). The zygomaticus is an indicator for 
positive valence whereas the corrugator is seen in relation to 
negative valenced experience (Hunter & Schellenberg, 2010). 
Facial muscle activity can be measured by using 
Electromyography (EMG). In EMG electrodes are placed 
above the skin above the center of the muscle of interest. 
Using facial EMG, Livingstone, Thompson, and Russo (2009) 
measured zygomatic and corrugator activity in the context of 
emotional singing, and found increased zygomatic-activity 
when “happy”-rated songs were imitated  and increased 
corrugator activity during the imitation of “sad”-rated songs. 
Witvliet and Vrana (2007) found greater zygomaticus activity 
for music that was positively valenced and high in arousal and 
activation of the corrugator muscle for negatively valenced 
music, independent of level of arousal. Weth, Raab, and 
Carbon (2015) have applied automated face analysis in 
combination with self-report for studying self-selected sad 
music (SSSM) and reported that a trend of happy facial 
expressions could be detected when happiness was reported in 
response to SSSM which was not the case in unfamiliar sad 
music.  
IV.   CRITICAL EVALUATION OF 
METHODS WITH A FOCUS ON 
STUDYING MUSIC-INDUCED 
EMOTION 
In the first part of this paper I have pointed out that the 
difference between emotion and feeling is crucial when one 
wants to study emotions in music, as both phenomena require 
different approaches.  
Any form of self-report can only grasp something one is 
either aware of experiencing or perceiving. This method is 
most sufficient when studying either perceived emotion in 
music as this requires a judgment and interpretation of 
musical features, based on cultural understanding, previous 
exposure to music, background in music theory and 
composition practices, etc.. It seems to be easier to investigate 
perceived emotions in music rather than music-induced 
emotions. At least in Western society, a shared cultural 
knowledge exists about how e.g. ‘sad’ or ‘happy’ music 
should sound like. This is one reason why the mood induction 
procedure, used in movies to create a certain atmosphere with 
music and sounds, is used so frequently. Because of this 
shared knowledge and frequent exposure, listeners tend to 
agree more often on perceived emotional characteristics than 
it is the case with music-induced emotions as these are more 
dependent on individual factors. For studying emotions 
evoked by music self-report may not be not the ideal method 
to use. As emotions are a subconscious phenomenon and not 
always consciously experienced as feelings, it is difficult to 
access them. Another issue are demand characteristics 
(Zentner & Eerola, 2010): as emotion categories in the forced 
choice format are fixed, it cannot be sure whether a listener 
experiences any of the emotions that can be selected, or 
selects one of the options because he or she assumes that a 
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certain emotion word represents the emotional feeling he is 
supposed to feel. In addition, the emotion reported could be an 
emotional feeling that is experienced independently from the 
music, or a background feeling.  
Another issue here is that the amount of emotion 
categories as well as the categories themselves that can be 
selected by a listener are biased by the preferences of the 
researcher (researcher bias). This leads to different emotion 
categories in different studies, which makes comparison and 
generalization of results difficult.    
When a free-description method is applied, listeners are 
able to choose their own emotion labels. This enables listeners 
to freely express their experiences in very short to very long 
descriptions. Problematic here is that the collected terms have 
to be clustered subsequently so that data analysis is possible.  
Listeners sometimes have difficulties expressing their 
emotional experiences with words. In addition, not every 
culture uses the same emotion categories. They may be more 
fine- or coarse grained than in the Western culture. In 
addition, emotion words used in the English language do not 
always translate to other languages, which makes a cross-
cultural application and an attempt to generalize result 
impossible. This does not mean that the experience of emotion 
is not universal, but that language used to describe them is 
ambiguous and shaped by the preferences of cultures and 
individuals. 
Some of the difficulties mentioned above can be avoided 
when emotions are reported on the basis of two or more 
dimensions, like valence and arousal, as described in the 
circumplex model. As with the other forms of self-report 
described, an uncertainty about what is reported (music-
induced emotional feeling, perceived emotion in music, or 
background feeling) remains. In addition, self-report is often 
collected after stimulus representation (offline) and thus does 
not take into account that several and different emotions can 
be evoked during a listening experience. No information about 
the time-development of an emotion episode is available.  
Measurements of physiological changes only give 
information about the change of arousal over time. Peak 
moments in the data stream indicate emotional experiences. 
As the measurements are made continuously (online) during a 
listening experience we can assess the development of one or 
several emotional experiences over time. This information is 
especially important if one wants to investigate music-induced 
emotion as the data can be compared with different features 
(e.g., waveform, lyrics) of the musical stimulus. This can lead 
to a better understanding about the musical features that are 
correlating with the time point at which a peak experience is 
detected. A disadvantage with this method is that we one can 
only infer whether an emotion is experienced, but to obtain 
information about the emotion-type, physiological 
measurements are usually combined with self-report.  
Behaviour measurements have not been used much in the 
study of emotions in music, probably because it is challenging 
to find ways for data quantification.  
Since the development of the Facial Action Coding 
System, facial expressions of emotion have been used 
frequently for studying emotions. When studying emotions in 
music, on the other hand, facial expressions of emotion have 
only gotten very little attention. As at least for a distinct set of 
emotions facial expressions of emotion are suggested to be 
universal across cultures, one cannot only infer whether an 
emotion is experienced but also which emotion. Facial 
expressions of emotion can be coded manually but this 
process is very time-consuming, as has been discussed 
elsewhere (see Kayser, 2016, 2017). Facial EMG has been 
successfully used in some experiments to determine the 
valence of an emotion (Livingstone et al., 2009; Witvliet & 
Vrana, 2007), but as electrodes have to be placed on facial 
muscles, the listener’s attention is put on the area of interest. 
This might reveal the research question and decrease the 
reliability of the measurement. Using automated face analysis 
seems to be an ideal strategy: the only equipment needed is a 
video camera, which can be concealed. Faces of listeners can 
be recorded and then analyzed by using software, like 
FaceReader by Noldus Information Technologies (2015), 
which has been. FaceReader uses 500 key points to create a 
face model. The key points serve as a template in which the 
recorded face is implemented. The software then 
automatically detects changes in muscle movement, assigns 
action units to the areas of the face where activation is 
detected, and identifies six facial expressions of emotion 
(sadness, happiness, surprise, anger, fear, and disgust), in 
addition to a neutral expression. FaceReader gives a real-time 
intensity rating of the displayed expression and provides a 
summary of the overall most dominant emotion(s). The 
algorithm is based on the Facial Action Coding System and 
has been trained with more than 10.000 annotated images 
(Noldus, 2015). The advantage of using commercial software 
such as FaceReader is that emotional experiences can be 
tracked over time. As opposed to facial EMG, nothing needs 
to be attached to the face so that the research question is not 
likely to be revealed up to the point where participants are 
debriefed. The emotion categories are predetermined in the 
software. No information about emotional experiences has to 
be assessed through language, which makes this method 
useful for cross-cultural application. As distinct facial patterns 
are associated with distinct emotion categories, their 
spontaneous and involuntary nature indicates that information 
about emotion induced by a musical stimulus is displayed. As 
opposed to facial EMG, automated face analysis is not 
invasive or limited to a small number of muscle movements 
that can be assessed at the same time. It allows for assessing 
the face as a whole and thus get a new perspective on how 
emotions evoked by music develop over time (Kayser, 2016, 
2017 (under review)). 
V. DISCUSSION 
When studying emotions in music and especially music-
induced emotion, traditional methods such as self-report and 
physiological measurements may not provide reliable data. 
Reasons are that there is no strict use of the terminology and 
categorization of ‘emotion’, ‘emotional feeling’ and ‘feeling’, 
which is crucial for the selection of research methods. In 
addition, methods for using perceived emotion in music and 
music-induced emotion occasionally overlap.  
The state-of-the-art methods that have been used for the 
last decades are vulnerable to demand characteristics and 
researcher bias, which leads to unreliable results and 
misleading conclusions. Applying a method that uses a 
second-person description of musical experience may help 
avoiding some of the flaws that are characteristic to the first-
and third person description of musical experience. One 
method that can be applied for getting a better understanding 
about the nature and development of emotions induced by 
music is automated face analyzes. The spontaneous 
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manifestations of an emotional experience occur 
automatically and thus function as a mirror for an underlying 
emotion. Due to the suggested universality of facial 
expressions of the basic emotions, this would allow for 
studying this phenomenon cross-culturally without the 
ambiguity of language and the barriers it creates. In addition, 
it would shed light on strong emotional experiences that 
listeners fail to describe with words, and get new insights on 
emotional experiences in populations suffering from certain 
medial and psychiatric illness where the feedback loop that 
‘translates’ an emotion into a feeling is disrupted. 
Alexithymia, meaning ‘no words for feelings’ (Sifneos, 1973), 
for example, is a condition where the ability to identify one’s 
feelings is disrupted. The alexithymic trait is suggested to be 
prevalent in 13% of the general population (Salminen, 
Saarijärvi, Aarela, Toikka, & Kauhanen, 1999). If more than 
10% of the general population are not able to identify their 
feelings and express them through language, any form of first-
person description is reaching its limitations. Using facial 
expressions of emotion for studying music-induced emotion in 
favor to more traditional approaches may thus help getting 
new insights on experienced emotion in general and music-
induced emotion in particular. Future research will reveal if 
this method is able to fill some of the gaps that self-report and 
physiological measurements are not able to fill. 
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ABSTRACT 
Hooked on Music (Burgoyne, Bountouridis, van Balen, & Honing, 
2013) is a citizen science project developed to uncover what makes 
music memorable. The game consists of two stages: firstly, 
recognizing a song fragment, secondly, verifying that one actually 
knows that song well, by correctly singing along to it. Half of the 
time, the music actually continues in the correct spot, half of the time 
it does not. This study aims to uncover individual differences in 
long-term musical memory and demonstrate the use of Multivariate 
Item Response Theory (MIRT; Hambleton, Swaminathan, & Rogers, 
1991) for this purpose. We performed a MIRT-based exploratory 
factor analysis to research individual differences in the Hooked on 
Music data, and used demographic data and audio-based corpus 
analysis to interpret the results. To the best of our knowledge, MIRT-
based analysis has not been used in this area before. For the 
recognition data, we found a four-factor model (R2 = .47) that we 
interpreted as individual differences in music preference and/or 
attention to musical characteristics (female vocals, rap/hip-hop, 
strong beat), and age (music released in the 1990s). Our verification 
models seemed to mostly be a result of the participants’ direct task at 
hand, representing player’s abilities to sing along with the music and 
catch big changes in the music fragments (correct continuation, R2 
= .09; incorrect continuation, R2 = .14). This demonstrated the use of 
MIRT in uncovering individual differences and showed which 
factors are of relevance in long-term musical memory, although 
confirmatory analysis is necessary. 
I. INTRODUCTION 
The Spice Girls singing “if you wanna be my lover” will 
instantly trigger the memory of anyone who is somewhat 
familiar with the tune. They have been “hooked” into the 
popular 1990s hit “Wannabe” (whether they wannabe or not). 
Hooked on Music (Burgoyne, Balen, Bountouridis, & Honing, 
2013) is a citizen science project developed to uncover what 
makes music this memorable. The data can help study which 
aspects of popular songs are more memorable than others, and 
due to its wide reach, they can also help study which factors 
influence individual differences in remembering these popular 
songs. Not everyone, of course, will become hooked on the 
Spice Girls’ 1990s hit.  
Hooked on Music is an online game that consists of two 
stages. First, in the recognition stage, the player hears a 
fragment from a pop song, randomly beginning at a 
structurally new part of the song (e.g., the beginning of a 
verse or chorus). The player has 15 seconds to decide if they 
recognize the song or not. If they recognize the song, the next 
stage comes into play: verification. When the player has 
answered “Yes” to the recognition question, the sound is 
muted for four seconds. When the sound is unmuted again, the 
player is asked whether the music continued in the correct 
spot or not. Half of the time the music does not continue in the 
right spot, i.e., if you were able to (correctly) sing along 
during the muted four seconds, your singing and the song are 
not in sync. This verifies whether the player really knew the 
song. 
In previous research, Hooked on Music was able to show 
what the musical characteristics of a hook are (Van Balen, 
Burgoyne, Wiering, & Veltkamp, 2013). Our paper uses 
Hooked on Music’s results to go a step further and uncover 
individual differences in recognizing popular music, using 
multivariate item response analysis (MIRT; Hambleton, 
Swaminathan, & Roger, 1991; Reckase, 1991). MIRT can be 
adapted to a form of factor analysis, where one takes into 
account the ability of the individual, as well as the difficulty 
of the item. In the case of Hooked on Music, this results in 
different factors that can explain individual differences in 
game performance, while acknowledging that not all song 
fragments themselves are equally easy to remember at 
baseline.  
The literature points to several possible sources of 
individual differences. Our musical lexicon (Peretz & 
Coltheart, 2003) can be influenced by our age (reminiscence 
bump; Krumhansl & Zupnick, 2013, Schulkind, Hennis, & 
Rubin, 1999). This age effect was also apparent in the results 
of an older version of Hooked on Music, in which players 
were able to choose a playlist from one particular decade. 
Figure 1 shows that people who were born between, e.g., 1940 
and 1949 were most likely to select a 1960s playlist; music 
from when they were ‘in their reminiscence bump’. This trend 
continues in people born in later decades (people born before 
1940 were very low in number, making those results 
unreliable) 
Simply put, that to which you expose yourself will be that 
which you remember, so we can expect that individual 
differences in the game performance would also be influenced 
by a person’s musical preferences. Besides division into 
(often arbitrary) musical genres, musical expression could 
also express itself as the five-factor model MUSIC (Rentfrow, 
Goldberg, & Levitin, 2011). A third possible source of 
influence might be the level of processing (Radvansky, 2011). 
That is, people have different listening styles, with some only 
treating it as background music and others immersing 
themselves in the music completely (Ter Bogt, Mulder, 
Raaijmakers, & Nic Gabhainn, 2010). This can influence 
recall and recollection (Craik & Lockhart, 1972; Hyde & 
Jenkins, 1973) and might influence recognition (similar to 
recall) and verification (which requires some recollection for 
the continuation of the song) differently. Finally, one might 
expect that music listeners would show individual differences 
in the different aspects of music they pay attention to. Not 
much research has been done in this area, but one study 
showed that, for example, people may be differently attuned 
to the beat (Grahn & McAuley, 2009; McAuley, Frater, Janke, 
& Miller, 2006). All these sources of individual differences 
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could also influence each other and be influenced by other 
individual differences like personality or socio-economic 
status. 
The nature of this study is exploratory. We will use our 
literature findings as a framework for interpreting our results, 
but keeping in mind that many different factors could be at 
play. Our ultimate aim is two-fold: to uncover individual 
differences in long-term musical memory and to demonstrate 
the use of MIRT analysis in this type of research. 
II. METHODS 
A. Multivariate Item Response Theory 
 MIRT was developed in response to classical test theory. 
In classical test theory, it is not possible to separate a 
participant’s ability from the difficulty of the test items. In 
classical factor analysis, these differences between test items 
would also be averaged out, whereas in an MIRT factor 
analysis, they are considered to be a source of information 
(Hambleton, Swaminathan, & Roger, 1991; Reckase, 1991). 
One can take into account not only the particular ability of a 
participant one is curious about, but also how a given test item 
might be easier to answer than another. Each song fragment of 
Hooked on Music is a test item, which will be more or less 
difficult to recognize or verify based on the ability of the 
player and the inherent difficulty of the fragment. This type of 
analysis has, to the best of our knowledge, not been used in 
long-term musical memory research before. 
B. Factor Analysis 
  This study has an exploratory approach. Although we 
could make some predictions based on the literature reviewed 
above, we performed an exploratory factor analysis to uncover 
how many factors are at play in the recognition and 
verification stage. We based the number of factors to extract 
on several methods, as there is no one perfect method for 
doing so. We looked at parallel analysis, very simple 
structures (VSS), scree plots, and AICc values, to determine 
what number of factors was the most explanatory, without 
unnecessary complexity. 
 After factor extraction, we fitted the model to our output 
data. The factor loadings of the factors on each item, in this 
case, represent discrimination (a) parameters of the item 
characteristic curve (ICC; Reckase, 1991). These parameters 
represent the steepness of the item response curve at the point 
where the probability of a correct answer is .50. The steeper 
the curve – i.e., the higher the a-value – the more sharply an 
item differentiates between responders with high ability (θ) 
and low ability on that factor. In the case of recognitions, a 
high discrimination value for a song fragment on a particular 
factor indicates that the fragment distinguishes well between 
players scoring low and high on that factor with respect to 
whether the players will recognize the fragment; in the case of 
verifications, this is with respect to whether the players will 
correctly identify if the song continued in the right place. If 
the a-value is around zero, the test item does not distinguish 
well for a particular factor. With a negative discrimination 
value, the ICC is reversed: although an item also distinguishes 
well between people with low and high ability on that factor, a 
high ability increases the chances of not recognizing a test 
item or not being able to verify correctly. 
 Preliminary analysis showed that participants were very 
strongly inclined to answer that a song continued in the right 
spot, regardless of the correct answer. Therefore, correctly 
verifying that a song continued in the right spot proved to be 
much easier than correctly detecting that a song did not, 
indicating that these two tasks are not similar. This moved us 
Figure 1. Proportion of playlists selected by Hooked on Music players 
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to run the factor analysis three times: once for recognitions, 
once for verifications with correct continuations, and once for 
verifications with incorrect continuations.  
C. Feature Analysis 
 To determine what these factors represent, we listened to 
the highly loading song fragments for each factor and 
determined what they had in common. To aid us in this 
listening process, we conducted two additional analyses. First, 
we correlated the demographic information with the predicted 
factor scores. Second, we extracted audio corpus description 
features from all the item-sets loading high on the factors with 
the CATCHY toolbox (Van Balen, 2016; Van Balen, 
Burgoyne, Bountouridis, Müllensiefen, & Veltkamp, 2015) 
and performed multiple regression analyses predicting the 
factor loadings.  
D. Materials  
 All the music fragments were selected from the top 20 
songs from the British pop charts of every decade since the 
1940s. Songs for which a license could not be obtained were 
excluded from the selection. Each fragment started at a 
structurally new section of the song, as determined with the 
Echo Nest Analyzer (Burgoyne et al., 2013). For the 
verification stage, an incorrect continuation started 15 seconds 
after the time point of correct continuation.  
E. Participants 
 From July 2014 to August 2015, 130.000 participants 
played Hooked on Music a total of 1.8 million times.1 We 
could not take all these participants and plays into our 
analysis, because the quality of engagement varied widely. 
Data were excluded based on the following criteria: 
• Any plays with recognition time under 1 s, which are 
not likely to be genuine attempts (0.2% of the plays 
discarded). 
• Any participant that either always skipped 
recognition, always answered that a continuation was 
correct, or always answered that it was incorrect, 
which were also likely not genuine attempts (29% of 
the participants discarded). 
• Any participant that played less than 50 song 
fragments. This enabled us to take only the most 
engaged participants’ data into account, although 
there was no obvious cut-off point that distinguished 
engaged from casual participants (66% of the 
participants discarded). 
• Any songs that were not appropriate for audio-based 
analysis, like Beatles Symphony Orchestra 
recordings that were used as proxies for unlicensable 
Beatles songs (7.2% of the songs discarded). 
 
This resulted in a dataset of almost 140.000 plays (25% of 
the raw data), which came from 4082 participants and 184 
song fragments. At the moment of analysis, the number of 
participants that answered all demographic questions was 494, 
but partially answered questionnaires were also used for 
analysis.  
                                                                  
1 hookedonmusic.org.uk 
 Most participants were born between 1990 and 1999 (n = 
1264) or 2000 and 2009 (n = 513), and as few as 46 
participants were born in 1960-1969. The gender distribution 
was also skewed, with 1569 females, 632 males, and 48 
people stating “other” as their gender. Most participants had 
finished post-secondary education (n = 567) or master’s 
education (n = 154). Most participants deemed their memory 
to be good (n = 846) or average (n = 675). Most participants 
also stated they listened to 1 to 3 hours of music daily (n = 
984) and attended 1 or 2 music events annually (n = 873). 
Finally, most participants had either taken no music lessons at 
all (n = 671) or 1 to 5 years of music lessons (n = 703).  
III. RESULTS 
A. Factor Extraction 
 For the recognition data, scree plots, VSS, and parallel 
analysis did not give conclusive results about the number of 
factors to extract, ranging from a wholly unrealistic 57 (scree 
plot) to a more realistic 4 (VSS). A model with four factors 
also resulted in the best model fit based on the AICc values, 
explaining 47 percent of the variance. For both correct and 
incorrect verifications, there were again inconclusive results, 
but in both cases a one-factor model lead to the best possible 
fit based on AICc. This explained 9 percent of variance for 
correct and 14 percent for incorrect continuations. 
B. Recognition Model 
 Factor 1, the Gender factor, of the recognition model 
explained 18 percent of the variance. The positively loading 
song fragments, of which the most significant appear in Table 
1, had a female vocal prominence in common and were 
released around the same time, between 2006 and 2013. There 
was a small correlation with being female (r = .14), daily 
listening hours (r = .14) and annual music events (r = .12), but 
not with any of the other demographic variables. Table 2 
shows intensity and tonal conventionality as negative 
predictors and recurrence as a positive predictor, together 
explaining 11 percent of the variation.  
 Factor 2, the Age factor, explained 15 percent of the 
recognition variance. All the positive loading songs were 
released in the 1990s, whereas the low loading songs were 
released more recently (Table 1). Consistent with this pattern, 
there was a moderate correlation with age (r = .41). There was 
also a positive correlation with education (r = .32) and the 
frequency of attendance at music events (r = .22), also 
consistent with the profile of a (relatively) older participant. In 
addition, there were small correlations with a preference for 
world music (r = .10), “other” music (i.e., a genre that was not 
listed, r = .13), being a bowed string player (r = –.10) or a 
brass player (r = .11). A regression model with rhythmic 
irregularity, rhythmic conventionality, and event sparsity as 
positive predictors explained 11 percent of the variance, 
(Table 2). 
 Factor 3, the Rhythm factor, explained 8 percent of the 
variance in the recognition data. The positively loading song 
fragments all featured an element of rap or a prominent beat 
and all had male vocalists. Katy Perry’s low-loading item did 
not have a prominent beat, but rather a female melodic vocal 
prominence (Table 1). The factor showed no correlation with  
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Table 1. Selection of the factor analysis results: Each test item 
with its starting point in the song and factor loading (i.e., a-
value). 
Recognition Factor 1: Gender 
Artist – Song Time (s) Factor Loading 
Fergie – Big Girls Don’t Cry 231.0 .75 
Katy Perry – Roar 49.4 .74 
Leona Lewis – Bleeding Love 99.9 .74 
Lou Bega – Mambo No. 5 (A 
Little Bit of …) 18.4 -.08 
Recognition Factor 2: Age 
Artist – Song Time (s) Factor Loading 
The Fugees – Killing Me 
Softly 11.9 .80 
Bryan Adams – (Everything I 
Do) I Do It for You 223.4 .75 
Aerosmith – I Don’t Wanna 
Miss a Thing 103.8 .73 
Usher – Yeah! 85.7 .05 
Recognition Factor 3: Rhythm 
Artist – Song Time (s) Factor Loading 
Eminem – Without Me 186.2 .90 
Michael Jackson – Beat It 88.5 .67 
Survivor – Eye of the Tiger 10.9 .61 
Katy Perry – Roar 113.4 -.53 
Recognition Factor 4: Residual 
Artist – Song Time (s) Factor Loading 
Las Ketchup – Ketchup Song 35.6 .89 
Michael Jackson – Billy Jean 165.2 .80 
Shakira – Hips Don’t Lie 79.2 .36 
The Human League – Don’t 
You Want Me 77.6 -.43 
Verification – Correct: Sing-along 
Artist – Song Time (s) Factor Loading 
Bill Medley & Jennifer 
Warnes – I’ve Had the Time 
of My Life 
   8.9 .93 
Survivor – Eye of the Tiger 124.2 .79 
UB40 – (I Can't Help) Falling 
in Love with You 37.4 .68 
Survivor – Eye of the Tiger 168.1 -.50 
Verification – Incorrect: Change 
Artist – Song Time (s) Factor Loading 
Aerosmith – I Don’t Wanna 
Miss a Thing 32.5 .70 
Sean King – Beautiful Girls 16.7 .64 
The Fugees – Killing Me 
Softly 160.1 .64 
Beyoncé – Crazy in Love 49.1 .06 
Table 2. Estimated coefficients (!) and standard errors of the 
highest-ranking regression models, predicting discrimination in 
the recognition and verification models.  
 Rec. F1 Rec. F2 Rec. F3 
Intercept 0.70  (0.08) 
-0.21 
(0.08) 
-0.67 
(0.06) 
Intensity -0.26  (0.07)   
Event Sparsity  0.19 (0.08)  
Recurrence 0.15 (0.07)   
Tonal 
Conventionality 
-0.15 
(0.06)   
Rhythmic 
Conventionality  
0.20 
(0.08) 
-0.13 
(0.06) 
Rhythmic 
Irregularity  
0.30 
 (0.09)  
Melodic 
Complexity   
-0.21 
(0.06) 
Harmonic 
Complexity   
-0.11 
(0.05) 
 Rec. F4 Ver. Cor. Ver. Inc. 
Intercept -0.37  (0.11) 
0.44 
 (0.04) 
0.65 
 (0.02) 
Intensity -0.25  (0.22)   
Event Sparsity   -0.06  (0.02) 
Recurrence -0.21  (0.19)   
Tonal 
Conventionality    
Rhythmic 
Conventionality  
-0.09 
 (0.05)  
Rhythmic 
Irregularity    
Melodic 
Complexity    
Harmonic 
Complexity    
Note. Standard error for each coefficient indicated in parentheses. 
 
participants’ gender, but did show correlations with age (r 
= .24), education (r = .17), and frequency of attendance at 
music events (r = .17), albeit smaller than in Factor 2. There 
were also small correlations with a preference for electronic 
music (r = .14), world music (r = .11), and “other” music (r 
= .18, and note that rap or hip-hop music was not given as an 
option). There were also small negative correlations with 
being a bowed string player (r = –.11) or woodwind player (r 
= –.13). The regression model on audio features explained 12 
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percent of the variance, with melodic complexity, rhythmic 
conventionality, and harmonic complexity as negative 
predictors (Table 2). Harmonic complexity did not have a 
significant contribution with a forced entry regression analysis 
(p = .08), but did appear consistently in the five highest 
ranked models with a coefficient magnitude bigger than the 
other coefficients, convincing us that it was also a potentially 
important predictor in our model. 
 Factor 4, the Residual factor, was the least explanatory 
factor of the model, explaining 6 percent of the variance. For 
this factor, it was also not clear what the positive loading 
songs had in common (Table 1). The factor was correlated 
with age (r = .11), education (r = .15), annual music events (r 
= .16), and being a brass player (r = -.16). The regression 
model explained only 4 percent of the variance in the factor 
loadings, with intensity and recurrence as negative predictors. 
The two predictors were not significant in a forced entry 
regression (intensity, p = .08; recurrence, p = .05), but both 
appeared consistently in the five highest-ranking regression 
models (Table 2).  
 C. Verification Models 
 The positive loading songs for the correct continuations, a 
selection of which are shown in Table 1, all appeared to be 
easy to sing along with. Thus, we coined this the Sing-Along 
factor. What stood out is that Survivor’s ‘Eye of the Tiger’ 
has a fragment that loaded positively and a fragment that 
loaded negatively on the factor. In the song, the positively 
loading fragment preceded the negatively loading fragment. 
They both featured – almost – the same melody. The 
negatively loading fragment however, had timing slightly 
deviating from the first time the melody appeared, thus 
tricking the player that its continuation was incorrect whereas 
it actually was correct. The only demographic that the factor 
correlated with was being a singer (r = .12). There were also 
small correlations with the first three recognitions factors: 
Gender, Age, and Rhythm (F1: r = .20; F2: r = .14; F3: r 
= .17), suggesting that there was at least a small relationship 
between recognizing a song and verifying its continuation, for 
the first three factors. Finally, regression analysis showed that 
discriminability was predicted by rhythmic conventionality 
(Table 2), although this only explained 2% of the variance. 
 For the incorrect continuations, there were no song 
fragments with a negative loading. After a careful listen to the 
positively loading fragments, all the items seemed to have a 
very obvious change in the music 20–30 seconds into the 
fragment (Table 1). Thus, if a song continued incorrectly, 15 
seconds after its correct continuation, the song would continue 
in a section of the song that sounded so different that its 
continuation would be obviously wrong. We called this the 
Change factor. It also showed a small correlation with being a 
singer (r = .13) and no correlation with other demographic 
variables. It showed small correlations with the first three 
recognition factors as well, Gender, Age, and Rhythm, in a 
similar pattern as the correct continuations (F1: r = .20; F2: r 
= .14; F3: r = .19). The correct and incorrect verification 
models, however, only showed a very small correlation with 
each other (r = .09). Finally, event sparsity was a significant 
predictor for discriminability (Table 2), explaining only 3% of 
the variability.  
D. Summary of Findings 
 Our factor analysis resulted in a four-factor recognition 
model and a single-factor verification model for both correct 
and incorrect continuations. The Gender factor seemed to 
represent a preference, and thus better recognition, for music 
with a high female vocal prominence. This was corroborated 
by a small correlation with gender. The Age recognition factor 
appeared to be a factor of age, where people only recognized 
music from a certain time period. This can be related to the 
reminiscence bump (Krumhansl & Zupnick, 2013; Schulkind 
et al., 1999). The Rhythm factor appeared to represent a 
preference for music that falls under the genre of rap/hip-hop, 
but could also be interpreted as a preference for or specific 
attention to music’s intense and strongly rhythmic musical 
characteristics. The Residual recognition factor was the only 
factor that wasn’t easily retraceable. We need more detailed 
and different demographic information and a more careful 
analysis of the music fragments to uncover this last factor.   
 The verification with correct continuation model (Sing-
along factor) appeared to be a representation of exactly what 
we asked the players to do; sing along with the music. The 
easier a fragment was to sing along to, and the better 
participants were at singing along, the better they were at 
recognizing that the song continued in the correct spot. The 
incorrect continuation model (Change factor) seemed to also 
be a result of the task at hand, instead of individual 
differences in long-term musical memory. It likely 
represented a technique that people used; listening whether 
the overall sound of the song was very different pre- and post-
mute. Those who did not or could not use this technique, had 
a lot of difficulty recognizing that the song continued in the 
incorrect spot.  
IV. DISCUSSION 
 The aim of this study was twofold. First, we aimed to 
uncover individual differences in long-term musical memory 
based on the large dataset from Hooked on Music. Second, we 
wanted to demonstrate a technique that had not previously 
been used in musical memory research before; MIRT.  
Based on existing literature, we hypothesized about 
several sources of individual differences; age, music 
preference, level of processing, and attention to specific 
musical characteristics. The results of our exploratory factor 
analysis did show some effects of age and music preference or 
attention to specific musical characteristics. In the recognition 
model, we found factors that could be related to preference for 
female vocals (Gender factor), music from a specific genre or 
with specific musical characteristics (Rhythm factor), and age 
(Age factor). 
The verification models did not show many factors of 
individual differences, except what we interpret as a player’s 
ability to execute the task at hand. For verification items that 
continued correctly, the ability to sing along with the music 
(correlated with being a singer) determined individual 
differences. For verification items that continued incorrectly, 
arguably a much harder task, it appeared to be the strategy to 
listen for obvious changes post-mute compared to pre-mute, 
that caused individual differences. This verification task was 
implemented to verify that players actually recognized the 
song, which the task does well given the correlation with all 
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the recognition factors. However, it did not seem to add much 
to the question of what causes individual differences in 
musical memory.  
 A few future directions are of interest for the Hooked on 
Music project and memory research in general. For example, 
our current participants were asked quite few and basic 
demographic questions. The motivation for this was that the 
more instructions and reading material we presented our 
players with, the fewer people were encouraged to participate. 
In the current format, only 12% filled in the complete 
demographic questionnaire. Nevertheless, more detailed 
demographic information could help us learn more about the 
results of the factor analysis; how do they relate to, e.g., to the 
MUSIC model on musical preferences (Rentfrow et al., 2011), 
or the Gold-MSI (Müllensiefen et al., 2014)? A possible way 
to motivate the players to fill out these questions would be to 
provide them with some form of feedback, e.g., their Gold-
MSI score, without influencing their performance.  
Another focus for future research would be the individual 
differences in attention that people pay to specific musical 
characteristics. One of our recognition factors could be the 
result of this, but could also be the result of a music genre 
preference. The research on attention that people pay to 
different musical characteristics, or their sensitivity to it, is 
lacking, with only a few studies on attention to the beat 
(Grahn & McAuley, 2009; McAuley et al., 2006). More 
research should be done on individual differences in the 
attention for specific music characteristics, before we can 
theorize about its effects on our memory.  
A final future direction would be the area of dementia 
research and intervention. Firstly, a version of Hooked on 
Music might be adapted to be used by dementia patients, 
enabling them to reminisce with music and benefit from its 
possible positive effects (McDermott, Orrell, & Ridder, 2014). 
Other applications have already shown that dementia patients 
are able to use modern technology (Alm et al., 2005). 
Secondly, in addition to the possible practical use, a dementia 
adaption of Hooked on Music could be linked to individual 
differences research. On the one hand, our current knowledge 
could provide better personalized playlists for dementia 
patients. On the other hand, data from dementia patients could 
reveal more about individual differences in memory research 
and what is impaired with people suffering from dementia.  
To conclude, this study has taken a next step in uncovering 
musical memory, by demonstrating the use of MIRT analysis 
and taking an individual differences approach. It has shown 
that age and musical preferences or musical characteristics are 
important determinants of individual differences in long-term 
musical memory. This can be of use for researchers studying 
musical memory and developing computations offering 
personalized playlists, to both the general public and a clinical 
population. Future directions with a similar citizen science 
project can also study memory for other music genres besides 
pop-music, or study cross-cultural differences in long-term 
musical memory. In addition to providing new insights on 
long-term musical memory, we hope this study encourages 
future studies to apply similar research techniques. 
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ABSTRACT 
Timbre has been largely studied from a macro-perspective with the 
focus on the sound difference made by a range of instruments; 
Timbral nuances produced from a single instrument have been less 
studied, where the timbre production is closely associated with 
playing techniques and expressive intentions. This paper presents 
part of the results from a semi-structured interview study which 
investigated the specification of piano timbre concepts among 9 
advanced pianists in their piano playing experience, addressing the 
question of how timbre concepts may be related to expressive 
intentions, and to what extent the bodily movements play a role in 
the conceptualization process. Taken together, this research studied 
piano timbre from a holistic and embodied perspective.  
I. INTRODUCTION 
In general, the majority of studies on timbre focus on the 
macro-perspective of timbre and regard timbre as a basis of 
discriminating sounds having the same pitch, loudness, and 
duration. For instance, psychoacoustic studies have been 
conducted to investigate the impact of acoustic structure (such 
as spectral energy distribution) on the perception of timbre 
(Rasch & Plomp, 1982). Recent interest has turned towards 
the micro-perspective of timbre and examined the influence of 
playing techniques on the perception and production of timbre 
from a single instrument, such as the clarinet (Barthet, Depalle, 
Kronland-Martinet, & Ystad, 2010) and guitar (Traube, 2004). 
A few studies have started to explore timbre in piano 
performance. 
Expressive piano performance involves performance of the 
music with precise timing, intensity, and articulation. 
Additionally, pianists regard timbre as an effective device to 
realise their expressive intentions, as can be seen from 
extensive vocabularies to describe the variations of timbre in a 
piano performance (Bellemare & Traube, 2005); as well as 
different playing techniques employed by pianists to create a 
desired sound of their own (Berman, 2002). However, how is 
such an aim achieved? And what aims related to timbre do 
pianists have? This research aims to explore pianists’ concepts 
of piano timbre in their expressive performance from an 
embodied perspective, and to identify the role of the body, 
and different sense modalities such as touch in these timbre 
conceptualizations.  
A. Piano Timbre-Touch Relationship 
Piano timbre has been studied from a scientific perspective 
since Ortmann’s work “the physical basis of piano touch and 
tone” (1925), whose significance and contribution to the piano 
performance study has been pointed out by several following 
researchers (Seashore, 1937; Goebl, Bresin, & Galembo, 
2004). Since then, the touch-sound relationship in the piano 
performance became a long debated question in terms of 
“whether or not touching can change the produced piano 
tones”. Ortmann (1925, 1935) and other scientists (e.g., 
Turner, 1939) claimed that the independent control over tone 
quality is non-existent; Pianists can hardly vary the piano 
timbre independent of its intensity, and intensity is always 
associated with tone quality.  
However for the piano performers, they tended to distrust 
these findings and develop the musicians’ conceptions of 
piano timbre. This can be seen from the extensive utilization 
of timbre descriptors by pianists in the response to piano tones 
as indicated in previous linguistic studies; as well as the 
narratives by famous pianists and piano pedagogies 
(Kochevitsky, 1967; Berman, 2002).  
B. Piano Timbre vs. Other Within-Instrument Timbre 
The investigation on the timbral difference produced from 
the same instrument has been conducted within a range of 
fields. The acoustical analysis of recorded performance 
demonstrated that the timbre of within-instrument is closely 
related to the performers’ playing techniques. For instance, 
the timbre of the clarinet can be changed by the blowing 
pressure, and lip force imposed on the reed (Barthet et al., 
2010); the guitar timbre is strongly associated with the 
plucking position, plucking angle, and the utilization of 
nail/finger (Traube, 2004). It is noticeable that in these 
instruments, the sound is produced through the direct 
interaction between performers’ finger and instruments’ 
string/tube. However, piano tones are produced via the stroke 
of hammers rather than the contact with keyboard surface; 
while the most effective part of hammer stroke is actually 
without the control of the player (Hamilton, 2013). This 
makes the piano timbre mysterious.  
C. Main Approaches in Piano Timbre Studies 
Recent acoustic analysis of recorded piano performance 
indicated that piano timbre can be changed by various 
touching techniques; however, their research emphasis is on 
singular piano tones. For instance, the study of Geobl and his 
colleagues (2004) showed that pianists can distinguish sounds 
of equal dynamic level produced by two types of touching: 
percussive or non-percussive; The acoustic analysis of piano 
tones indicated that the timbral difference results in the 
attacking noise, with bigger “attack noise” in the percussive 
(struck) touches compared with non-percussive (pressed) 
touches. A similar study (Geobl, Bresin, & Fujinaga, 2014) 
also found that musicians were able to discriminate whether a 
tone reached the bottom of the keyboard or not, when other 
physical attributes (hammer velocity, pitch, duration) were 
constant. With careful experimental manipulations, 
researchers identified several factors that influence the touch-
sound relationship. However, piano timbre should be studied 
in a polyphonic and musical context, since piano timbre 
production involves more extensive utilization of bodily 
gestures besides finger touching. Additionally, the timbre 
perception may also be influenced by cross-modal perceptions 
(Parncutt & Troup, 2002).  
Another approach to investigate the perception of piano 
timbre is to examine the verbalization of timbre descriptors. 
Bernays and Traube (2011) quantified the semantic structure 
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of timbre descriptors and identified the most encompassing 
subsets of descriptors based on a previous piano timbre 
verbalization study (Bellemare & Traube, 2005). This study 
created five subsets of timbre descriptors based on the cluster 
analysis of familiarity and similarity ratings given by pianists 
in response to a questionnaire, namely bright, dark, dry, round, 
and velvety.  Kojucharov and Roda (2015) collected pianists’ 
adjective description of touch and timbre definition as 
answered in a questionnaire and categorized their responses 
into five domains: physical-motor (by fingers/arms), 
articulatory (legato/staccato), sensory (heavy/light/soft), 
emotional (relaxed/tender/powerful), and aesthetic-stylistic 
(Baroque/beautiful/modern). This study found that touch 
descriptors were equally distributed into five categories while 
timbre descriptors exclusively fell into the sensory, emotional, 
and aesthetic-stylistic categories.  
D. The Conception of Piano Timbre for Pianists  
Piano timbre concepts differ significantly from one pianist 
to another in the context of piano playing. For instance, 
Kochevitsky (1967) suggested that the quality of piano tones 
depends mainly on pianists’ mental conception. It is the inner 
conception of desired tone quality that guides and motivates 
pianists to move their arms, hands, and fingers. Thus, thinking 
that observing the playing hands of a great pianist will unlock 
the secret of producing a good tone quality, is misguided. 
Therefore, to listen is more important than to look. Berman 
(2002) relate piano timbre to the “sound” of a musical piece: 
the production of a “proper” sound only partly relates to 
playing techniques which emphasized the ability of playing 
rapidly and evenly; it is more relevant to a stylistic awareness 
with which a performer interprets a musical piece with an 
appropriate choice of tempo, rhythm, phrasing, and 
articulation. Therefore, pianists should have a “subjective ear” 
which guides pianists to create an “image of the kind of sound 
he would like to produce”; as well as an “objective ear” which 
“monitor the sound that actually comes from under his fingers” 
(p.13). In both cases, the concepts of piano timbre are not 
purely relevant to physical finger movements; instead, pianists 
create an inner image of sounds in the mind which drives the 
body to move to achieve a desired auditory outcome. In 
another words, the concept of piano timbre becomes a bridge 
between the performers’ body, mind, and the produced sound.  
Several pianists are aware of the relationship of piano 
timbre with other musical attributes such as dynamics, timing, 
and articulation. Hamilton (2012) associated the tone color of 
the piano with “the illusion of different hues by dynamic 
contrasts and shadings”. He argued that there is a limited 
range of tone quality to vary on the piano itself, and that the 
most effective way to vary the tone color is to apply different 
degrees of force. However, tone color can be changed not 
only with force but also various types of touch such as, 
reducing the finger-stroke noise, articulation, and also use of 
pedal. Additionally, Bernays and Traube (2014) applied this 
notion of timbre in a polyphonic and expressive piano 
performance context, in which pianists use the elements of 
articulation, touching techniques, and pedaling to pursue a 
subtle tone combination while keeping the rhythmic and 
melodic structure unchanged. 
E. Introduction of This Study 
The psychoacoustic perspective on piano timbre 
emphasized isolated piano tones, regardless of cross-modal 
associations between musical context and timbre. Parncutt and 
Troup (2002) suggested the role of weak cross-modal 
synaesthesia in the perception of piano timbre, and claimed 
that this is the reason why pianists believe various touches 
could affect the piano timbre and disagree with acousticians’ 
findings. The authors argued that the perception of timbre of 
performers can be influenced by kinaesthetic feedback from 
finger contacts with the keys; while for the listeners, their 
perception of timbre may be influenced by visual perception 
of a music performance (e.g. perceiving a hard/brittle tone 
after watching a pianist brutally hitting the piano, p.290). 
Therefore instead of focusing on singular piano tones, this 
study will examine piano timbre in a polyphonic and natural 
musical context. 
Additionally, the semantic examination of verbal 
descriptors of piano timbre have led to the adoption of a 
disembodied approach when studying the subjective musical 
mind, regardless of the contribution of bodily involvements in 
the conceptualization of musical sounds. This research 
intended to suggest that pianists’ conception of piano timbre 
may also be enriched by the contribution of bodily movements 
in the piano playing. This idea is inspired by few studies 
which examined the extent to which timbre perception may be 
relevant to corporal intentions in response (or preparation) of 
making musical sounds. For instance, Prem and Parncutt 
(2008) investigated to what extent female jazz vocalists 
described the timbre of the voice in relation to the human 
body. One female jazz singer was asked to rate the corporality 
of 250 vocal timbre descriptors on a scale from 1 to 7. This 
study found that 22 of 250 words received the highest ratings 
of corporality, such as “anchor, articulating, attack, avoiding, 
constricted, relaxed etc.” The largest category relating to the 
corporality of timbre referred to the astral body, other than the 
actual physical body. Additionally, several studies indicated 
the perceptual similarity between vowels and guitar sounds 
(Traube, 2004) as well as saxophone sounds (Nykänen & 
Johansson, 2003) by the formant analysis, indicating the close 
association of timbre descriptors (e.g. thin, round, open, and 
sharp) with the phonetics domain.  
This study aims to explore the role of pianists’ gestural 
control and the interaction with the instrument in the 
conceptualization of piano timbre, in other words, the 
embodiments in the expressive production of timbre in the 
piano playing. Due to the fact that the perception of a musical 
performance is multi-modal (auditory/motor/visual/tactile), 
the second research aim is to identify to what extent piano 
timbre perception may be influenced by perceptions from 
other sensory modalities; and what the interaction is with 
other musical components (pitch, dynamics, articulation, 
melodic or harmonic structure). 
II. METHODOLOGY 
A. Overview 
Twelve advanced pianists are interviewed and asked to 
give a performance demonstration. In the semi-structured 
interview, pianists are asked about their understanding of 
piano timbre – what it means to them and how they employ 
the term, and the ways in which they produce different 
timbres on the piano. In the performance demonstration, 
pianists are asked to play an excerpt from a self-selected piece 
of music and to explain their employment and production of 
piano timbre(s).  
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The interview questions functioned at different levels: the 
first category explored pianists’ subjective definitions of piano 
timbre. Instead of emphasizing the given definitions of piano 
timbre, this question intended to identify various perspectives 
(sonic domain, emotional expression, technical production, or 
artistic/aesthetic perspective) that pianists employ. The second 
category explored the significance and importance of timbre 
in the piano playing. This aimed to discover to how pianists 
relate timbre concepts to the interpretation of a musical piece. 
The third category concerned the physical production of piano 
timbre and the methods pianists used to facilitate that process, 
such as imagination, metaphorical thinking, or perceptions 
from other sensory-modalities. 
B. Analysis  
The data analysis focuses on the emerging themes of 
qualitative interview data. This study firstly examined the 
extent to which the pianists’ description of timbre had been 
influenced by other musical features (pitch, tone asynchrony, 
harmonic structure, melodic line); Secondly, it examined the 
verbal description or physical employment (derived from 
video recording) of fingerings, hand positions, and the body, 
in relation to specific timbral intentions. Thirdly, the 
significance and motivation for the employment of a variety 
of timbres in piano performance was explored, in order to 
understand the pianists’ conceptualization of timbre as an 
expressive musical component. 
III. RESULTS & DISCUSSIONS 
A. Overview of Themes and Subthemes 
The analysis of the qualitative data was conducted by 
coding line by line. Emerging themes and subthemes and their 
relationship are shown in the below in Table 1. The table 
shows that three dimensions emerged from pianists’ 
descriptions of piano timbre. The first is the “objective 
listening dimension” in which piano timbre may be affected 
by environmental differences (room temperature, room size 
and space, resonance) and individual difference of each piano. 
The second dimension is a subjective experience of piano 
timbre. It is influenced by: (1) various qualities of touch 
applied to the keyboard; (2) the involvement of other bodily 
parts; (3) and the simultaneous perception from other musical 
attributes. The third dimension is the interpretive dimension of 
timbre production. In this case, the concept of piano timbre 
relates to the interpretation of a musical piece and musical 
expressiveness; the production of piano timbre is affected by 
the composer’s intention, pianist’s expressive intention, and 
the musical title and style.  
Table 1: The sub-themes and themes from the analysis of 
interview data and their relationship. 
Subthemes Themes  
Affordance of the instrument 
Environmental influence  
Individual timbre of each piano 
Objective perspective on 
timbre production 
Attack speed/depth 
Finger percussiveness  
Curved-flatted finger  
Finger touching qualities 
Performed articulation  
Dynamics 
Musical tempo 
Combination of tones  
Relevance with other 
musical features 
Body scope (finger, arm or entire 
body) 
Relaxation and tension 
Weight  
Musical phrasing and body breath 
Leaning forward/back and feeling 
“in/out” 
Corporal intentions in 
timbre 
Musical title creates an 
atmosphere for timbre 
imagination 
Musical style and the timbre of a 
musical piece 
Composers’ narratives/intention 
determines the timbre 
Interpretation as second-
production process 
 
Timbre as essence of the art of 
piano playing 
Get more concentrated on practice  
Important than playing techniques  
Emotional communication to 
audience 
Functional relevance 
 
B. Holistic Perspective on Piano Timbre.  
The holistic perspective on pianists’ conceptualization of 
piano timbre was explored in this study. This research showed 
that pianists occasionally considered the piano timbre as an 
entire impression of tone combination; they may experience 
the process of timbre production as the integration of musical 
aspects and its shaping over time rather than a particular sonic 
state. For instance, pianist JE reported that the production of 
piano timbre became “different things like fingering, position, 
and techniques trying to create the sound I want” and referred 
to the “acoustic journey that you go through with that piece in 
terms of creating the loudness and the softness and how that 
travels through the piece.”  
The perception/production of timbre was strongly 
associated with perceptions of other musical features. The 
following sections illustrate ways in which pianists’ 
descriptions of produced timbre were influenced by other 
performance features, especially dynamics and musical 
structure (pitch, melodic structure, and harmonics).  
1) Musical Dynamics. The results showed that the 
production of making timbral nuances was strongly associated 
with variations in dynamics. When pianists were asked to 
make contrasting piano timbres, it was usually accompanied 
by a changing dynamic. For instance, pianists tended to 
produce louder sounds in the production of “rich”, “bright”, 
“rough”, and “full” timbres; while played softer when making 
“dark”, “hallow”, “tender” timbres.  
Nevertheless, the results also indicated that pianists 
experienced piano timbre and the dynamics differently. 
Hamilton (2013) has clarified the difference between piano 
timbre and the musical dynamics. He argued that the change 
of dynamics relates to the degree of force applied to the 
keyboard; while piano timbre can also be influenced by 
diminishing the attacking noise and using the pedal. Pianist 
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YY gave an explanation of how the timbre of a chord would 
sound differently with equal dynamic level:  
“The timbre of two equally loud chords would sound 
differently if I use different playing techniques. If I play in 
this way [with tensed arms], the timbre is tensed and tighten; 
It is significantly different from playing in this way [pushing 
forward], the sound is moving forward, which sounds better.”  
2) Musical Pitch. The influence of musical pitch on the 
perception of piano timbre was significant. Pianist JE 
explained to what extent the timbre perception of a musical 
fragment was influenced by the high pitch: “This part is a lot 
sparser. I don’t know why…maybe it’s because it’s high 
[pitch]…I feel very open as a pianist, so the sound I want to 
create from that is something very clear. I don’t want to say 
cold, but very distant.” The perception of “sparser” timbre 
might relate to the embodied experience of playing higher 
pitches on the piano, reaching a further distance and resulting 
in a feeling of “being away from” the center of the body. 
In contrast, Pianist LE experienced the impact of low pitch 
on the perception of piano timbre, with an impression of a 
“heavy elephant”. This is consistent with the cross-modal 
association between pitch and physical size (e.g., Marks, 
1987): lower is bigger (i.e. impression of an elephant). 
3) Melodic Line. In the polyphonic context, the variation 
of dynamics levels of tones within a chord or between the 
left/right hand, enables pianists to bring out a melodic line. A 
crucial aspect of the playing techniques is to apply different 
weights to the tones.  
 
 
 
 
 
Figure 1: A musical fragment from Debussy’s Doctor gradus ad 
Parnassum. Red markings are the melodic line pianists LE 
tended to bring out.  
This activity was strongly associated with experiencing 
contrasting timbral intentions between the right/left hands and 
different fingers among pianists. For instance, Pianist LE said 
that “Here [example: Figure 1] are different things. I put more 
pressure on the very first note of each sixteenth note because 
it is the melodic line”. Pianists tended to associate the 
production of contrasting timbres in a polyphonic structure 
with the idea of “playing the melodic line clearly, smoothly, 
and audibly”. 
C. Relationships between the Body and the Sound.  
Observation of the video recordings and accompanying 
explanations indicated that piano timbre was closely 
associated with the way pianists used their bodies, including 
the finger patterns, hand positions, weight of body, and the 
direction/aspiration of the body.  
1) Finger Patterns. Pianists tended to describe the sound 
as “fuller”, “round”, and “rich” with curved fingers. This 
might be because the shape of hands tends to be round and 
that the space under the hand is richer when playing with 
curved fingers, which results in the sound impression of being 
“full” and “round”. As Pianist JE explained that: “This open 
phrasing, it is quite a rich chord to me. It will be under this bit 
(the space under the hand) where to me the sound comes from. 
However, if it is played with the flatter finger, to me it sounds 
a little bit hollow, it is not very pronounced enough to start the 
opening of a phrase.” In this case, the pianists paralleled the 
shape of hand with the mouth, and associated the finger 
touching with embodied experience of vocal pronunciation.  
2) Weight. Weight is closely linked with the dynamics of 
performed sound on the piano. However, the extent to which 
pianists employ the weight of their body, whether it is solely 
from fingers, hands, arms, or the whole body, influences their 
perception of piano timbre. Hamilton (2013) has clarified the 
difference between finger touch, hand touch, arm-weight 
touch, and full-arm touch, suggesting that full-arm touch is 
recommended for heavy work and finger touch is reserved for 
the lightest grade of tone.  
Indeed, chords were described as “thicker” and “fuller”, 
and “firmer” when pianists applied their whole body and 
produce a tone; Chords were described as “thinner” and “not-
at-bottom” when playing with primarily the fingers. This 
finding is also applicable in the production of individual notes. 
Sounds were felt “lighter” and “softer” when played with less 
weight while felt to be “sharper” and “brighter” when played 
with more weight.  
3) Muscle Tension/Relaxation. When playing the strong 
chords, pianists needed to borrow more weight and energy 
from the arm, shoulder, and even the entire body. Failure to 
transfer the weight from the body to the finger left pianists felt 
being “blocked” and “frozen”, resulting in the increased 
tension in their muscles. As a result, the corporal feelings of 
tension and relaxation affected their judgment of piano tones. 
As pianists YY described:  
“The first time when I went to record my performance of 
Chopin’s Etude, I felt very tense, and my body was very tense, 
the performed sounds were quite tense, although it was fast, 
but the sound was stiff and rigid, no articulation and breath. 
The second time I told myself to relax and to breathe. I can 
feel the sound became more softened, with breaths in the 
melody.”  
Charles Rosen (2002) has argued the importance of 
relaxed arms in the production of a chord with fine tone 
quality. He suggested that the relaxation of the arm enables 
the variation of weight that is produced from each finger, and 
makes the possibility to balance the notes within that chord 
and to exploit the harmonics.    
The tense and relaxation of pianists’ body also affected the 
aspiration of pianists and their feeling of aspiration of musical 
phrases. As demonstrated in pianists YY’s description:  
“I will make my finger breath through the breath of myself, 
and this contributes to the breath of the music. When I was 
tense, I want to make individual notes played loudly and 
correctly; while when I became relaxed, I realized that this is 
a sentence not individual note. Maybe I reduced the musical 
unit to individual note (when I was in tension), while being 
relaxed makes me to think in bigger section.” (Pianist YY) 
In other words, the relaxation enables pianists to think the 
musical phrase in bigger and broader sections. In terms of the 
timbre production, relaxation helps pianists to interpret 
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musical phrases in a more coherent way rather than focusing 
on the dynamic and playing techniques of individual notes.  
4) Direction. Timbre involves a sense of physical direction 
as shown in pianists’ descriptions of playing chords, such as 
“going straight down”, “moving forward”, and “spreading”. 
This phenomenon can be seen from the different ways in 
which pianists used their body and fingers. When pianists 
played louder chords, they had to use the energy from the 
shoulder, arms, and hands and shift the weight to the finger, 
like the action of “pushing”. Changing the direction of weight 
resulted in a relative feeling of changing the direction of 
sounds. In terms of understanding “spreading” sounds, 
pianists spontaneously moved their elbow joints outwards and 
stretched the hand to support a heavy chord. This lateral 
weight shifting results in the feeling of “spreading”.  
D. Function of Timbre in the Musical Performance 
The concept of timbre affected the expressive musical 
performance in many ways. Firstly, it helped the pianists to 
make an emotional communication with the listeners. Pianists 
changed the tone colors according to their own interpretation 
of the music and thus considered how they could enable the 
audience share the experience with them. Consequently, 
timbral intention functions as a bridge to connect the thoughts 
of pianists in their performance and perceptions of listeners in 
their listening experience, in order to achieve a shared 
experience. This was demonstrated by pianist JE:  
“It is really an important thing in terms of shaping your 
journey and your audiences’ journey through a piece…in 
terms of creating a relationship with your audience. Because 
you understand how beautiful the piece is in different sounds, 
so it’s about you putting that through, just to hear the different 
sounds and the acoustic, articulation that comes through, to 
hear the richness of the piece.” 
Secondly, awareness of timbre improves pianists’ 
musicality and technical abilities as well as training their ears 
to actively listen to their own performance. Pianists stated that 
they occasionally had the moments of “total absence of mind” 
in piano playing, and what happened as a result was that they 
were producing “fingering-movements” – “like a robot”.  
Thinking about timbre and tone quality let them move beyond 
the technique and fingering, and enabled them to keep the 
sensitivities of timbre variations at the front of their minds.  
 “Finally piano playing is the art of listening. It is not 
about how high and complex technique you have. Timbre lets 
me no longer pursue the complex techniques; instead to a 
higher level, listen to your performance by ears, listen what 
timbre has been performed.” (Pianists YK) 
In this context, active playing means that pianists learn to 
listen sensitively and to concentrate on the sound outcome 
rather than the technical approach. As argued by Wulf and 
Prinz (2001), the performance of golf players would be better 
if their focus was the ball rather than movements of their 
bodies. Parncutt (2013) also suggested that piano performance 
would be more successful if pianists concentrated on the 
sounds produced, rather than techniques.  
IV. CONCLUSION 
The concepts of piano timbre were examined from a 
holistic and embodied perspective. With regard to the holistic 
understanding of piano timbre concepts, pianists experienced 
the timbre of produced piano tones as a combination of 
various elements, including the touch, the bodily movements, 
and the coordination with other musical features. This finding 
differed with previous psychoacoustic studies which regard 
timbre as a physical attribute of sounds and our subjective 
experience of timbre relates to certain physical property of 
sounds. The concept of timbre in a musical context is more 
complicated, and becomes the subjective reaction to 
concurrent perceptual events. These perceptions are multi-
modal: the perception of touching qualities and bodily 
involvements is both visual and tactile, while the perception 
from other musical features is an auditory event, resulting in 
the cross-modal perceptual characteristics in the timbre 
perception.  
In addition, the embodied experience relating to the 
perception of piano was examined. It was found that pianists’ 
description of perception and production of piano timbres 
largely referred to the bodily movements in that activity. This 
research revealed that piano timbre can be perceived with 
various physical features such as space, direction, weight as 
well as senses such as muscle tension and relaxation. Each 
type of experience was found to be relevant with the physical 
utilization of bodies, which was discussed separately in the 
data analysis. This can be seen as the evidence of embodied 
cognition of piano timbre in pianists. These results partly 
explained the phenomenon that pianists believe the piano 
timbre can be changed independently of other musical 
attributes by the various ways of touching and bodily 
movements, since the embodied experience relating to piano 
timbre makes the perception of timbre meaningful and 
colorful. 
The piano timbre concept also has functional relevance to 
the performer. Firstly, the concept of piano timbre relates to 
the artistic and aesthetic dimension of piano playing. It 
enables the performer return to the essence of piano playing 
by being more concentrated on the produced sounds rather 
than focusing on the physical techniques. Secondly, the idea 
of focusing on piano timbre in a piano performance helps with 
pianists’ emotional communication with listeners. All the 
experience makes the piano playing to be life-long meaningful 
and enjoyable.   
One of the limitations of this study is that it failed to make 
the performance recordings of pianists, so it is still unknown 
to what extent the performance parameters (timing, dynamics, 
articulation) will be varied in the production of a certain 
timbral intention. The data analysis merely relied on pianists’ 
subjective descriptions, and observation of video recorded 
data. Future studies are planned that include the performance 
data and examine its relationship to timbre concepts.  
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ABSTRACT 
Running with music is becoming increasingly popular and software 
has been developed that provides music at the runners’ tempo. This 
work aims at investigating the effect of different music 
synchronization strategies on runners' foot strike impact.  Tests were 
performed in the Flanders Sports Arena in Ghent with 28 participants. 
The impact on the tibia was measured by accelerometers. 
Participants were asked to run in five different synchronization 
strategy conditions, each starting with a thirty-second no music 
reference. Speed during each condition was kept constant. Results 
showed no significant difference in impact among the different 
synchronization strategies regarding both impact level and SPM. 
However, a non-negligible average increase of foot strike impact 
could be observed when running with music compared to running 
without music.   
I. INTRODUCTION 
Running is a widespread and growing physical activity 
with known positive effects on health. However, the severity 
of foot strike impact on the ground while running is a known 
cause of lower limb injuries (van Gent, 2007). The 
Department of Movement and Sport Sciences of UGent in 
collaboration with IPEM, performs research on the reduction 
of foot strike impact, through music and sonification of 
movements.  
Positive results towards impact reduction have been 
achieved by Clansey (2014) on treadmill running using audio 
and visual feedback, without influencing running economy. 
When compared to visual feedback, advantages of the audio 
feedback were reported by participants in this specific case. 
The use of music while performing sports has proven to 
have positive effects in terms of reduction of perceived effort 
and pleasantness by several authors (Bood, 2013; Fritz, 2013). 
Specifically, music was shown to improve time-to-exhaustion 
and oxygen consumption, mainly because of its rhythmical 
structures rather than the motivational aspect of the music 
itself. Music with a prominent beat synchronized with the 
runner’s tempo was considered to yield the most optimal 
performance output regarding perceived exertion and running 
economy (Therry, 2012). 
This work aims at investigating the effect of different 
music synchronization strategies on runners' foot strike impact, 
or more specifically, the effect of the alignment of musical 
beats with footfalls. It is hypothesized that synchronized 
music would generate higher levels of foot strike impact 
compared to non-synchronized music. The mechanism 
underlying this hypothesis is based on the theory of embodied 
music cognition (Leman 2007), which formalizes the twofold 
link between music perception and movement. In the case of 
synchronization of the music tempo (BPM) and phase with 
footfalls, entrainment with the musical beat emerges and a 
feeling of agency is generated. This feeling of agency is 
known to have an empowering effect on the listener-agent 
(Leman 2016). For some people, the empowering effect might 
reflect into accentuation of the movement (Leman 2013), 
which was also reported by some subjects in preliminary tests. 
Since speed is kept constant in this specific experiment, it is 
expected that empowerment would have a direct effect on the 
landing mechanisms of the runners. In particular, it is 
hypothesized that the latter would increase the vertical heel 
velocity, directly leading to an increase in foot-strike impact. 
II. METHOD 
An experiment was performed on the indoor running track 
of the Flanders Sports Arena in Ghent. Different 
synchronization (and non-synchronization) strategies were 
implemented to test the above hypothesis. 
A. Ethics Statement 
The study was approved by the Ethics Committee of the 
Faculty of Arts and Philosophy of Ghent University, and all 
procedures followed were in accordance with the statements 
of the Declaration of Helsinki. All participants voluntarily 
participated. They were informed about the physical effort 
required for the experiment and that questionnaires could have 
contained personal questions. 
B. Participants 
Participants consisted of 28 non-professional runners with 
an average age of 24 +/-5 years. The distribution between 
sexes was relatively balanced with 46% women and 54% men. 
61% of the participants were trained in music. Most of them 
(82%) were educated in an academy, 12% was self-educated, 
and 6% took private lessons. A majority of 86% went jogging 
at least once a month; 21% once a month, 25% once a week, 
and 52% several times a week. 
C. Technology and Set-up 
The runners were equipped with 3-axes digital 
accelerometers, one for each leg attached to the tibia, for 
detection of impact strength and cadence. Prior to the 
attachment of the sensor, the skin on the tibia was pre-
stretched with tape to minimize oscillations. The 
accelerometers were connected to a Teensy 3.2 micro-
controller and passed via USB to a Roughpad Panasonic tablet 
mounted on a backpack carried by the runners. The step 
detection was performed in real-time using in-house JAVA 
software (Low Impact Jogger) running on the tablet.  The 
music alignment strategies were implemented in the 
commercial software Max/MSP from Cycling74' and played 
by the same tablet through headphones. 
Speed measurements were performed in real-time using a 
sonar system (MaxBotix, LV-MaxSonar-EZ: MB1010) 
connected to the tablet. The sonar detected marker rods of 
1.90 m height, placed at a regular interval of 10.1 m around 
the running track. Through computation of the time interval 
run between the marker rods, absolute speed was determined. 
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The analogue signal was sampled at 30 Hz, digitized by a 
dedicate Teensy 3.2 micro-controller and sent as OSC 
message via a local network created by a TPLink router, also 
placed on the backpack. 
The OSC speed message was received by 3 Raspberry PI's 
placed along the track at about 100 m distance from each 
other and displayed on screens, to provide feedback to the 
runners. In particular, the current speed was displayed and the 
screen turned blue if the speed dropped below the initial 
reference velocity (first 30 seconds). A red screen indicated 
that the speed was above the reference velocity and a green 
one implied a running velocity within 10% of the initial 
reference velocity.  
 
 
 
 
 
 
 
 
Figure 1. Picture of the experimental set-up. Accelerometers 
installation and pre-stretching (left), backpack and poles 
positioning (middle), speed feedback system: Raspberry pi and 
screens (right). 
Three network extenders were also placed along the track 
to maintain overall network coverage. 
D. Procedure 
The participants were asked to run five times, in five 
different conditions presented in random order. The first 30’’ 
of each condition featured no music and were used to 
calculate the average runner’s velocity and cadence (SPM) 
(which served as a reference throughout the experiment). The 
runner was then requested to keep this speed constant 
throughout the condition. Each condition had a duration of 
3’30’’ (of which 3’ with music).  
 
The 5 conditions consisted of (in alphabetic order): 
 
1. Adaptive Sync: An adaptive BPM and phase 
synchronization based on the D-Jogger technology 
(Moens, 2014). 
2. Initial Sync: A tempo synchronization condition 
based on the initial SPM of the runner. 
3. Min 30%: A non-synchronized condition with music 
BPM adaptively 30% lower than the runner’s SPM.  
4. No Music: A reference condition without music. 
5. Plus 30%: A non-synchronized condition with music 
BPM adaptively 30% higher than the runner’s SPM.  
Condition 2 and 3 are synchronized conditions; 
specifically, in condition 2, synchronization is externally 
imposed by the system, while in condition 3 (commercially 
available), synchronization depends on the user. Conditions 4 
and 5 are non-synchronized conditions in which the alignment 
of the foot strike with the music beat is not regular and cannot 
continuously be achieved. Conditions were randomized across 
participants to minimize fatigue effects.  
E. Music 
In all conditions the same music piece was played. The 
piece was specifically composed for this experiment by 
Myrthe van de Weetering (www.myrthevandeweetering.com). 
The music had to meet the following requirements: to be 
unknown, instrumental (no lyrics), and to have a clear beat in 
order to highlight the difference between synchronized and 
non-synchronized conditions. 
F. Data Acquisition 
For each condition, the 3D force measured by the 
accelerometers was converted into resultant non-dimensional 
g-force and SPM by the JAVA software and was stored 
locally on the tablet, together with the speed measurements 
from the sonar.  
The g-force and SPM (moving average over 5 steps) were 
continuously transmitted as OSC to an in-house MAX/MSP 
program running on the same tablet, which provided the 
sonifications. 
After each trial, participants were asked to fill out BORG, 
PACES, and BMRI questionnaires to respectively rate 
perceived exertion, enjoyment, and the motivational qualities 
of the music.  
G. Data Analysis 
The median values of the g-force, SPM, and speed were 
calculated respectively after 10 seconds from the start of the 
experiment to the start of the music (20 seconds) (part 1) and 
after 30 seconds from the start of the music for a duration of 
two minutes (30 seconds before the end of the song) (part 2) 
for each participant. The differences and ratios of the medians 
(with music / without music) were used to evaluate the effect 
of the different synchronization strategies for all participants 
separately. Different time intervals for calculation of the 
medians with music were tested and provided analogue results. 
Due to technical problems during the acquisition, some 
conditions were not reported for a number of participants. 
Participants with missing conditions have been excluded from 
the analysis. Therefore, the final number of usable participants 
for the analysis was 22. 
The acquired .txt files were first processed in MATLAB, 
while statistical analyses both for impact levels and 
questionnaires were performed in SPSS. 
III. RESULTS 
A. Measurements 
Figure 2 shows the average values of the g-force, SPM, 
and velocity over the 22 participants against time for two of 
the synchronization conditions (initial synch and no music) 
with the most different outcomes. The horizontal (red) lines in 
each plot represent the median values calculated from 10 to 30 
seconds without music and from 60 to 180 seconds with 
music respectively.  
A gradual increase of the g-force can be noticed when the 
music starts (30 seconds, vertical line). The transient phase 
lasts for about 30 seconds. This has been excluded in the 
analysis, as we are hereby interested in steady state values.  
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b) 
 
Figure 2.  Plots of the average g-force, SPM, and speed over 22 
participants against time (ms) for conditions: Initial synch (a) 
and No Music (b). 
Average variations after the start of the music are shown to 
be much lower for the SPM and the speed (the last was an 
imposed constrain).  
The differences and ratios of the medians (with music / 
without music) were used to perform statistical analysis on the 
effect of the different synchronization strategies. The g-ratios 
for all conditions were non-normally distributed, according to 
a KS-test (p < 0.05). A Friedman test showed that ratios did 
not differ significantly among conditions, χ2 = 2.26; p = 0.69. 
Comparison of the g-ratios between people with music 
education and without music education was performed using a 
Kruskall-Wallis test. No significant difference was observed 
between the two groups either, p = 0.13. 
Analysis of the pairwise differences between median g-
force with and without music was also performed for all the 
conditions. A KS-test revealed that differences for adaptive 
sync condition was normally distributed (p = 0.06) as well as 
SPM+30% (p = 0.20). The conditions initial sync (p = 0.02), 
SPM-30% (p = 0.016) and no music (p = 0.001) were not 
normally distributed. A paired t-test was performed on the 
normally distributed pairs, while a Wilcoxon test was 
executed for the non-normally distributed pairs. A summary 
of the results is shown hereafter with effect size Cohen’s d for 
t-tests and Pearson’s correlation coefficient r for Wilcoxon 
tests: 
1. Adaptive Sync: Paired t-test showed a significant 
difference in g-force between the part without music 
(M = 10.27; SE = 0.77) and the part with music (M = 
11.87; SE = 0.93); t = -3.66; p < 0.001; d = 0.78. 
2. Initial Sync: Wilcoxon test showed a significant 
difference in g-force between the part without music 
(Mdn = 9.66) and the part with music (Mdn = 11.95); 
z = -3.39; p < 0.001; r = -0.51. 
3. SPM-30%: Wilcoxon test showed a significant 
difference in g-force between the part without music 
(Mdn=10.05) and the part with music (Mdn = 11.05); 
z = -3.13; p < 0.01; r = -0.47. 
4. No Music: Wilcoxon test showed no significant 
difference in g-force between the first 30 seconds 
(Mdn = 8.74) and the second part (2 minutes) (Mdn =  
9.26); z = -1.77; p = 0.08. 
5. SPM+30%: Paired t-test showed a significant 
difference in g-force between the part without music 
(M = 10.47; SE = 0.82) and the part with music (M =  
11.81; SE = 0.95); t = -3.24; p < 0.001; d = 0.69. 
 
 
Figure 3.  Median g-force with and without music across 
conditions. 
When looking at pairwise comparisons, the no music 
condition (4) reveals to be the only condition without 
significant difference. For the other conditions, a mid to high 
effect size was found, of which the highest for the adaptive 
sync condition. 
In general, an average increase in g-force of about 13% 
over conditions was observed after the start of the music 
compared to the initial g-force level. 
The SPM-values were analyzed in the same way. In this 
case, no significant effect across conditions was found (p > 
0.05). 
B. Questionnaires 
Participants were asked to rate the pleasantness and 
motivational effect of the different synchronization strategies 
on a 7-point Likert scale. No overall significant difference 
was found across conditions (Friedman test). 
When comparing independent groups, differences were 
observed between participants with music education and 
participants without music education. First a summary of the 
pleasantness ratings: 
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1. Adaptive Sync: Mann-Whitney test showed a 
significant difference between the scores of people 
with music education (Mdn = 5) and people without 
music education (Mdn = 4), z = -2.60; p < 0.01. 
2. Initial Sync: Mann-Whitney test showed no 
significant difference between the scores of people 
with music education (Mdn = 5) and people without 
music education (Mdn = 5), z = -1.62; p > 0.05. 
3. SPM-30%: Mann-Whitney test showed no significant 
difference between the scores of people with music 
education (Mdn = 5) and people without music 
education (Mdn = 4), z = -1.62; p > 0.05. 
4. SPM+30%: Mann-Whitney test showed a significant 
difference between the scores of people with music 
education (Mdn = 5) and people without music 
education (Mdn = 4), z = -2.24; p = 0.03. 
Hereafter a summary of the rating about motivational 
effect among the two groups: 
1. Adaptive Sync: Mann-Whitney test showed a 
significant difference between the scores of people 
with music education (Mdn = 5) and people without 
music education (Mdn = 3), z = -2.11; p = 0.04. 
2. Initial Sync: Mann-Whitney test showed no 
significant difference between the scores of people 
with music education (Mdn = 5) and people without 
music education (Mdn = 5), z = -1.14; p > 0.05. 
3. SPM-30%: Mann-Whitney test showed no significant 
difference between the scores of people with music 
education (Mdn = 5) and people without music 
education (Mdn = 4), z = -0.97; p > 0.05. 
4. SPM+30%: Mann-Whitney test showed no 
significant difference between the scores of people 
with music education (Mdn = 5) and people without 
music education (Mdn = 4), z = -0.67; p  > 0.05. 
No significant differences were found across gender and 
across training level of participants.  
IV. DISCUSSION 
The purpose of this study was to investigate the effect of 
synchronized running to music on runners’ foot strike impact. 
The results of these tests will be used in later experiments to 
design novel impact reduction strategies through acoustic 
feedback. The hypothesis was that, using the D-Jogger 
technology, synchronization of the tempo and phase of the 
music with running behavior would increase the motivational 
effect of the music (Bood, 2013; Terry, 2012), and would in 
turn lead to a higher impact level due to accentuation of 
movements (Leman, 2013). However, the latter hypothesis 
was rejected, as no significant effect on foot strike impact 
level could be ascribed to different synchronization strategies.  
However, a non-negligible average difference of the 
impact could be observed between the part without music 
(first 30 seconds) and the part with music (2 minutes after 
start of music), for all conditions with music (average 13% 
increase). This difference is minimal for the no music control 
condition (< 5%) and can be ascribed to fatigue. This should 
be taken into account when designing new experiments on 
impact reduction using sonification. Further analysis will be 
dedicated to consider variations of impact in time due to 
fatigue.  
The increase in foot strike impact with music could also be 
ascribed to the specific music choice. In the present case, a 
song with clear and regular beats was used for all conditions 
and this could have led to accentuation of movements due to 
the activating character of the music (Leman, 2013). Further 
research will be devoted to investigate the effect of specific 
musical features on runner’s foot strike impact.  
The musical background of the participants did not have a 
direct influence on the g-force levels but implied differences 
in terms of pleasantness and motivational effects in the 
questionnaires. In particular, people with music education 
rated the adaptive sync strategy (D-Jogger) as more pleasant 
and motivational (Moens, 2014). Commercial software (e.g., 
Spotify running) is often based on tempo synchronization 
without phase alignment (initial sync condition). Most runners 
are unfamiliar with adaptive phase synchronization and this 
could feel unnatural for some runners when introduced to this 
strategy. Tempo changes and stretching seems to be perceived 
as more natural and appealing by people with musical 
background.  
In order to make the experiment as ecological as possible 
participants were not constrained to keep the same speed for 
all conditions. Speed variations were allowed among 
conditions for all participants. ANCOVA analysis using the 
variations of speed as covariate confirmed non-significant 
differences across conditions. However, it could be argued 
that the mechanism of foot landing might vary for different 
speed regimes and the effect of music synchronization could 
be different at different speeds. 
Some technical problems occurred during the experiment 
mainly due to the attachment of the accelerometers on the skin 
of the participants. Loose attachment of the sensors, due to 
sweat or poor pre-stretching caused irregular oscillations of 
the sensors for some participants. Those participants were 
excluded from further analysis. Furthermore, a wireless 
system could have improved ergonomics and consequently the 
pleasantness of the system.  
This study showed that running to music may increase foot 
strike impact level irrespective of any further synchronization 
with the music. This should be kept in mind for further 
research on impact reduction through acoustic feedbacks. 
V. CONCLUSION 
An experiment was performed to check the influence of 
different music synchronization strategies on runner’s foot 
strike impact. From the analysis, it seems that synchronization 
does not lead to variations in impact level. However, music 
onset seems to cause an average impact level increase up to 
13% compared to running without music, irrespective of the 
synchronization strategy. 
No significant difference in pleasantness and motivational 
effect were observed across the different synchronization 
strategies, although phase alignment of the footfalls with 
musical beats seems to be preferred by people with musical 
background. 
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ABSTRACT 
Relationships between musicians in Jazz performance can be 
understood as autonomous (turn-taking) versus simultaneous 
(playing joint), both assumed as social interactions that take place as 
to create meaning in a participatory way. To participate, in music 
performance, requires expressive alignment, in order to share the act 
of producing and perceiving sound and movement in an embodied-
inter(en)acted phenomenological experience. In such context, 
interaction is assumed as an expressive exchange of meanings. In this 
work we study a trio jazz performance from an inter(en)acted 
approach, applying a methodological design that combines 
objective/statistical measures, and subjective/phenomenological data. 
An experiment that tested different conditions of turn-taking and/or 
joint playing of a Jazz standard was conducted in a recording studio 
session. All the performances were registered through audio/video 
media, and motion capture technology. In addition, in-depth 
interviews before playing/after recordings were conducted. Time 
series data related to sound and movement were analysed to study 
features of expressive alignment, accounting for descriptors of 
participatory sense-making. A Sense Granger measure was 
developed from Granger Causality measures in order to describe 
expressive alignment between-and-within performers. Significant 
differences were found in situations of turn-taking, and simultaneous 
playing between conditions. Results show that, beyond such 
differences, jazz musicians sustain interactional transactions based 
on their phenomenological experience of ‘going together in time’. 
Sense Granger measures serve to account for the ways expressive 
alignment evolves in time, providing significant cues that help 
understanding participatory sense making in jazz performance.  
I. INTRODUCTION 
Role-interaction between musicians in jazz ensembles 
highlights different ways of sharing movement and sound in 
time during performance. When musicians play a jazz 
standard, they play together (J), or take turns (TT) within-and-
or-between phrases during improvisation. These types of 
interaction have been described in the field of the 
ethnomusicology of jazz using the ‘conversation’ metaphor 
(Monson 1996, p. 73), unfolded throughout a mutual ‘giving 
and receiving’ (Berliner 1994, p. 348). From an enactive 
perspective, though, in all these instances the improvisers 
display expressive alignments (Leman, 2016), accounting for 
a dialogical dynamics that might be linked to Participatory 
Sense-Making (PSM) (De Jaegher & Di Paolo, 2007). De 
Jaegher & Di Paolo (2007) elaborate on the concept of PSM 
to focus on the inter-individual level in which people 
participate with each other along a moving present. Social 
interaction can be enacted (i) through the elaboration of an 
individual sense -affected by coordination dynamics-; and (ii) 
as a shared sense, that emerges from the joint action as a 
whole. The apparent opposition between the individual and 
the social enactive dimensions occurs, instead, in the 
framework of a continuum that ranges from the autonomy of 
the human interactors to the process of emergent interaction as 
a whole. Torrance and Froese (2011) claim that PSM in jazz 
improvisation becomes evident in the way an individual 
action is intertwined with the emergence of the group. 
Improvisation is, therefore, an emergent group product that is 
co-created spontaneously. In line both with Torrance and 
Froese (2011), and Schiavio (2014) we assume PSM in music 
as an ongoing, co-constructive process that emerges from the 
phenomenological inter(en)acted experience of playing 
together in time. While playing together, be it that musicians 
take turns or improvise simultaneously through the different 
sections of a Jazz standard, they align expressively with the 
music they create (Leman, 2016). Expressive alignment is a 
method of enaction that allows musicians to coordinate their 
own states with the musical patterns with which they are 
interacting. In this paper we wonder whether expressive 
alignment varies according to what section the improvisers 
play in the standard (theme or improvisation), and also 
whether alignment varies according to the role they play 
during performance (turn-taking (TT) or joint (J)). We apply 
statistical measures to the sound-kinetic moving forms 
musicians produce when they play during music 
improvisation, with the aim of exploring features of 
expressive alignment inherent to PSM.  
II. AIMS 
This paper aims at exploring the flow of mutual influences 
in the sound-and-movement dynamical system displayed by 
the musicians during improvisation exchanges. In so doing, 
the musician's expressive alignment is characterized in order 
to account for feature-descriptions of interactional PSM in 
Jazz improvisation. The musicians’ phenomenological 
experience is also tested as to find verbal cues of the mutual 
influences that unfold in PSM. 
III. METHOD 
A. Participants 
1 ad hoc professional jazz trio (2 tenor saxophones, 1 
piano).  
B. Stimuli  
Jazz Standard “There is no greater love” (I. Jones-M. 
Symes).  
C. Procedure and Design  
The experiment had two parts. In Part 1, the trio performed 
the standard in 4 conditions: c1: Turn Taking - Main Theme 
(TT-Th); c2: Turn Taking - Improvisation (TT-I); c3: Joint 
Action – Improvisation (J-I), and c4: Joint Action – Theme (J-
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Th). The formal structure of the standard in all conditions was 
AABA. In Part 2, individual in-depth qualitative 
phenomenological interviews were administered to the 
musicians immediately after completion of Part 1. The 
interview’s design included questions about intragroup 
interaction experience related both to communication and 
attention to sound production, and to movement of the other 
saxophonist. 
The interview was conducted by the researchers, adopting 
an empathic attitude with the participant. A second person 
perspective was assumed, in order to allow for the emergence 
of the participant’s self-experience description (Høffding & 
Martiny, 2015). 
D. Apparatus and Setup 
Musicians' behaviour was captured and recorded with an 
Optitrack motion capture system composed of 12 infrared 
cameras. For each saxophonist 13 reflective markers were 
placed on the musicians’ bodies; 4 further markers were 
placed on the pianist head; 3 more markers were located on 
each saxophone, totalizing 6; finally, 1 further marker was 
placed in-between the trio, as to set a relative spatial centre to 
allow further inter musicians’ analysis. In the present study, 
we inform results corresponding to data extracted from the 
saxophones markers centroid, and from the saxophonists’ 
heads. Although interactional mappings between musicians 
include the pianist, in order to compare sound-kinetic data 
originated in similar “embodied sources”, taken from body 
postures related to the same instrument -as to bring movement 
modes that allow the most reliable comparisons- pianist’s data 
were not taken into account. The only exception was the 
pianist’s beat extraction data that were used to organize the 
segmentation of the observation windows. The trio 
performance was also audio-recorded as to extract the audio 
data time series that were analysed. Each saxophone was 
recorded on separate audio channels.  
E. Data Processing  
In Part 1 four time-series data, two related to movement 
(1a; 1b), and two related to sound (2a; 2b) were processed. 
(1a), and (1b) measured the Euclidean distance between the 
sax centroid and the saxophonist head and a spatial reference 
centre, respectively; (2a), and (2b) measured respectively the 
amplitude envelope (algorithm: mirenvelope) (Lartillot, 2008), 
and the fundamental frequencies of the audio signal recorded 
in the session (algorithm: vamp plugin melody) (Salamon, 
2012).  
F. Data Suitability, Pre-processing and Analysis  
The Data consisted of 8 sets of time series, 4 sets related to 
each saxophonist. Each of which represents many 
observations of the variable over time. The variables were 
recorded in parallel, so that t = tn in time series 1, corresponds 
to t = tn in all other series. The number of observations 
significantly exceeds the number of variables as 
recommended in Seth (2010).  
Prior to Granger Causality (GC) estimation, time-series 
data were demeaned, detrended, normalized to z-scores and 
windowed into overlapping windows (1 beat temporal sliding 
window, 7 beats overlapping (average beat = 37ms. / average 
window = 296 ms)). Granger causality inference was carried 
out at each window to ensure covariance stationarity. GC was 
estimated using the GGCA toolbox (Seth, 2010).  
We measured the Conditional Granger Causality between 
the two musicians’ time-aligned series, as a way to estimate 
inter-musicians’ communicational situations, and to infer 
Participatory Sense Making cues that were useful to guide 
Part 2 further analyses. 
Based on GGCA, we achieved a further measure, named 
Sense Granger (SG), developped as to test the temporal 
evolving of significant G-Causality observations, collected 
from the correlations between the 4 temporal data series. The 
cca_granger_regress function (GGCA Toolbox) returns 
significant interactions between variables. The statistically 
significant set of G-causality interactions was recovered by 
using a Bonferroni correction. A 0.005 probability threshold 
was applied to control multiple comparisons. Sense Granger 
corresponds to the sum of the significant G-causality 
interactions, weighted by all the observational windows and 
accounting for the overlap instances. SG depends on the 
number of times each musician significantly exerts his 
influence, or exchanges information on each other, rather than 
on the magnitude of these processes.  
In Part 2, a continuous verbal analysis of responses was 
run as to derive categories that explain musicians’ SM 
experience. Interviews were transcribed and analysed using 
QSR NVIVO 8 software. A qualitative analysis method was 
used as to (i) codify relevant categories (nodes) from words 
taken from the text, and from concepts related to the 
theoretical framework underlying this study; (ii) identify 
recurrent descriptions of the phenomenological experience 
that employed metaphorical language; (iii) organize 
metaphors in two types of general descriptions of participants’ 
experience: (1) dynamics, and (2) statics; and (iv) establish 
links between the different metaphors as to know which of 
them was the most pervasive in the statements along all the 
interviews. Also, which of them described best the musicians 
inter(en)active experience of playing together. 
IV. RESULTS 
A. Part 1 
The dataset (4 conditions x 2 participants x 4 time series x 
483 windows) totalized 15.456 sets. An N-way Analysis of 
Variance, with Sense Granger Flow as dependent variable, 
and 3 Factors (Sax (1, 2), Musicians Interaction (TT, J), and 
Standard (Theme (Th), Improvisation (I)), found significant 
differences for factors Sax (F=11.08, p< 0.001), and 
Musicians Interaction (F=58.9, p< 0.001). Factor Standard 
was not significant. As to interactions between factors, 
Sax*Musicians Interaction was significant (F=10.89, p< 
0.001). Standard*Musicians Interaction was also significant 
(F= 89.63, p < 0.001). Finally, interaction Sax*Standard was 
not significant. This indicates that musicians make sense 
differently when they play Thematic sections vs Improvisation 
sections, and when they play Taking Turns, vs playing Joint.  
Sense Granger analyses identified peak areas that 
correspond to moments where expressive alignment between 
musicians is maximum in movement, pitch frequency, and 
dynamics. 
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Figure 1. Condition 1, section B (Turn Taking /Main theme). Subplot 1: Movement variable: Euclidean distance between Sax centroid 
and Spatial reference centre (z-scored). Subplot 2: Movement variable: Euclidean distance between Saxophonist’s head and Spatial 
reference centre (z-scored). Subplot 3: Sense Granger Flow (normalized between all conditions). Subplot 4: Audio variable: 
Amplitude envelope (z-scored). Subplot 4: Audio variable: Fundamental frequencies (Hz).  
 
In Figure 1, for example, Sense Granger peaks are located 
around TT areas. Audio-video observations show an 
increment on sensorimotor communication between musicians. 
Also, sound-kinetic information is transferred from the current 
player onto the player who is about to take the turn. In some 
cases, the increment of SG is linked to the sound production 
of the saxophonist who is finishing the turn. In others, SG 
peaks are related to the improviser who, while waiting to take 
the turn, is moving without making sounds: in those instances, 
the movement appears as central in the communication 
between performers. Thus, the emergence of imitative and 
expressive movements seems as to picture an 
ending/beginning kinetic ‘narrative’ in turn-taking locations. 
As to joint action, SG observations of saxophonists playing 
improvisation sections show, for example, recurrent short, 
imitative sound-kinetic inter(en)action patterns (Figure 2). 
Similar SG peaks located at specific structural points might 
account for the musicians’ need of conveying musical 
structure and expressive intentions between each other during 
performance (Demos et al, 2014).  
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Figure 2. Condition 3, section B ( Joint action / improvisation). Subplot 1: Movement variable: Euclidean distance between Sax 
centroid and Spatial reference centre (z-scored). Subplot 2: Movement variable: Euclidean distance between Saxophonist's head and 
Spatial reference centre (z-scored). Subplot 3: Sense Granger Flow (normalized between all conditions). Subplot 4: Audio variable: 
Amplitude envelope (z-scored). Subplot 4: Audio variable: Fundamental frequencies (Hz).  
 
 Therefore, in spite of the differences accounted for 
musicians’ sense making between conditions, the identified 
sound-kinetic inter(en)action patterns of expressive alignment 
serve further communication, and performer-performer 
information transfer at turn-taking areas and/or improvisations 
sections. 
 
B. Part 2 
As to the interviews, musicians described their 
phenomenological interactive experience in terms of “going 
together”. This metaphor serves to provide an account of the 
diversity of situations in which interaction is experienced: 
going together in time can involve playing separately or 
‘travelling’ through the same places, pushing or drawing back, 
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carrying or being carried, going fighting or carrying it forward. 
However, TT and J playing were experienced differently. In 
the first case, “give and take” instances provided a strongest 
sense of being together in the music, even when they were not 
playing at the same time. On the other hand, playing 
simultaneously the same melody was mostly experienced as 
going separate, or “listen the other as environment”; the last 
statement might have described improvisation instances 
experienced as the by-product of the loss of the other 
saxophonist’s agency in the sensed environmental complexity. 
V. CONCLUSIONS 
Jazz improvisation is a sociocultural practice of 
Participatory Sense Making. Results indicate that musicians 
experience performance as going together in time. 
Nevertheless, they appear to make sense differently whether 
they play Taking Turns compared to Joint playing. Expressive 
alignment, a feature that characterizes musicians inter-
enaction, accounts for the ways sender and receiver engage 
dynamically in encoding-decoding perception-action 
alignment loops. In our study, Sense Granger was elaborated 
as an analytical tool capable of accounting for the ways 
expressive alignment evolves in time. While aligning 
expressively, musicians negotiate meanings by means of 
contingent (playing J) and/or autonomous goal-directed (TT) 
actions during performance. Significant Sense Granger was 
assumed to attests for features of Participatory Sense Making. 
In Taking Turns instances of apparent agents’ autonomy, 
communication loops are sequential, while in Joint instances, 
communication loops are overlapped. These two contexts 
bring about different environments for PSM. Whether or not 
musicians are fully aware of such complexity in their 
phenomenological experience, the sound-kinetic outcomes of 
their joint and-or sequential autonomous actions provide 
significant cues that help understanding the meanings of PSM. 
At the same time, SG peaks located at located at music 
structural instances seem to convey formal meaning in PSM 
expressive alignment.  
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ABSTRACT 
This article presents an ongoing investigation whose goal is to 
model perceived segmentation of music-induced bodily gestures. The 
investigation consists of three stages. The first stage is a database of 
multimodal recordings of people moving to music. The data of these 
recordings are video and motion-capture (acceleration and position at 
several points of the body). In the second stage the videos produced 
in the first stage are manually segmented. This is regarded as ground 
truth for the evaluation of the performance of an automatic gesture 
segmentation system developed in the third stage of the study. This 
system extracts kinetic features from motion-captured data. Then a 
novelty score is computed from the kinetic features. The peaks of the 
novelty score indicate segmentation boundaries. So far the kinetic 
features that have been evaluated are composed of only one 
windowed statistical function. None of them yields a reasonable 
similarity between computed and perceived boundaries. However, 
different functions of the kinetic features yield considerably similar 
results between perceived and computed boundaries at isolated 
regions of the data. This suggests that each of these functions 
performs best on a specific kind of gesture. Further work will 
consider evaluating kinetic features composed of combinations of 
functions. 
I. INTRODUCTION 
A. Background 
In line with the Embodied Music Cognition train of 
thought (Leman, 2008), it has been argued that a person’s 
spontaneous movement when listening to music can reflect 
the person’s perception of the music. Qualitative investigation 
has observed, for example, that music teachers explain 
musical sound with bodily movements, especially with their 
hands (Clayton & Leante, 2011). Quantitative investigation 
has shown that bodily movement induced by music relates to 
features of the music, such as periodicity and kinetic energy  
(Toiviainen, Luck & Thompson, 2010) or tonality 
(MacRitchie, Buck & Bailey, 2013). The correspondence 
between music and bodily movement has been studied under 
the term musical gesture (Schneider, 2010). It has been noted  
that human beings have a remarkable ability to perceive and 
understand musical gestures by visual observation  (Camurri 
& Moeslund, 2010). The first stage in perception of a gesture 
is the identification of when and where it starts and ends, a 
process called segmentation (Kahol, Tripathi & Panchanathan, 
2004). Further phenomenological inquiry has observed that 
musical gestures are perceived in different time scales and that 
the grouping of shorter-scale gestures into larger entities 
depends on musical structure, a phenomenon called co-
articulation (Godøy et al., 2016).  
Several studies have observed the relation between bodily 
movement of people making music and moving to music (e.g., 
dancing) using qualitative analysis of video recordings 
(Wanderley et al., 2005; King & Ginsborg, 2011; Luck, 2011; 
Clayton & Leante, 2011; Trevarthen, Delafield-Butt & 
Schögler, 2011). Because the careful observation of video is a 
time-consuming task, these studies have focused in a few 
examples. Therefore their results, while being important for 
advancing knowledge, are not appropriate for generalization. 
In contrast, a large-scale experimental investigation that could 
yield statistically relevant results, would take the effort of 
people watching many videos. These videos should show a 
range of individuals moving to different kinds of music. The 
observation of videos should include precise annotations of 
where gestures occur and a description of them. Such an 
endeavor appears to be prohibitive in terms of human 
resources.  Thus, it seems reasonable to automate the process, 
which requires first to model human perceived segmentation 
of gestures. 
B. Aim 
The purpose of this study is to model perceived 
segmentation of music-induced bodily movement. 
II. METHODS 
This section presents the three-stage methodology used in 
this investigation project. Data is periodically added and 
methods are refined as the investigation advances. What 
follows corresponds to the state of the project as of April, 
2017. 
A. Multimodal Database 
1) Aim. This stage of the investigation consists in 
collecting multimodal data, which allows to observe people’s 
spontaneous movement to music. The data modalities are: 
• Tri-axial position 
• Tri-axial acceleration 
• Video 
2) Participants. N = 12, of which 7 (58.3%) are female 
and 6 (41.7%) are male. Their range of ages is 23 to 53, 
median 33. All of them are either degree students, researchers 
or other staff at the University of Jyväskylä. None of them is 
associated with the Music, Art and Culture Studies department 
or with research in musicology. All participants sign a 
document giving consent to the use of recorded data for 
research and communication thereof, including audio and 
video recordings. 
3) Apparatus. Data is collected at the motion capture 
laboratory of the Music, Art and Culture Studies department 
of the University of Jyväskylä. The apparatus is composed by 
the following measurement processes: 
• Optical Motion Capture: An array of 8 Qualisys 
Oqus cameras track the position of reflective markers 
attached to a tight suit that the participant wears. 
Markers are placed on every articulation and ending 
point of limbs, as well as on the head. Optical motion 
capture data is recorded using the Qualisys Track 
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Manager software running in a personal computer. 
This system is syncronised to an SMPTE signal 
emitted by a second computer. Also the Qualisys 
system sends back a syncronisation audio signal to 
the second computer. 
• Tri-axial accelerometers: The participant wears a 
Thalmic Myo armband on one forearm beneath the 
motion capture suit. Also the participant holds a 
Nintendo Wii-remote (“wiimote”) controller with the 
hand of the arm that wears the Myo armband. Data 
from these devices are simultaneously recorded at a 
rate of 100 Hz in the second computer, using 
software made with the Pure Data programming 
environment (Puckette, 1997). This software also 
simultaneously records audio.  
• Audio: Stimuli is presented to the participant using 
two Genelec 8030-A studio loudspeakers with their 
base at 110 cm. from the floor. A microphone 
hanging from the ceiling is connected to the audio 
system of the second computer, which 
simultaneously records this audio stream (i.e., room 
audio) in one audio channel and the audio 
synchronization signal from the optical motion 
capture system in a second channel. The starting and 
ending of the audio recording is set to be at the same 
time of the accelerometer devices’ data recording. 
The audio signal is used later to set a common 
starting time for accelerometer, optical motion 
capture and room audio. 
• Video: Two small digital cameras (Vivitar DVR-786 
and Sony DSC-W610) on flexible portable tripods 
record video and room audio. They are placed 
together, pointing perpendicular to the wall. The 
room shape is a rectangle. The image shows the 
participant’s full-body against a white wall. 
Redundancy of video recordings serves as a backup 
strategy. Later the video stream is synchronized to 
the accelerometer and optical motion capture using 
the room audio. This method allows flexibility when 
positioning the cameras, opposed to having cameras 
fixed to the wall or mounted on cumbersome rigging. 
4) Stimuli. The list below shows the excerpts of music that 
have been used and a brief description that explains the 
choice. 
• “Bouzouki Hiphop” (Tetarto Hood, 2014) from the 
beginning to 45.7 s. with no fade-in or fade-out. This 
is Rembetiko instrumental music mixed with Hip-
hop bass and drums, published on the Internet by an 
independent artist. Tempo is 90 BPM and meter is 
4/4. All participants declared to not know this piece. 
• “Minuet in G Major” (Petzold, ca. 1725). MIDI 
rendition with piano sound, from beginning to end 
(104 bars, 93 s.) with no fade-in or fade-out. Tempo 
is ca. 128 BPM and meter is 3/4. All participants 
declared to know this piece. 
• “Ciguri” (Otondo, 2008) from 56 to 180 s. with fade-
out the last 5 s. This is an electroacoustic piece that 
has no perceivable beat that indicates tempo and that 
has “an insistent and virtually isochronic rapid 
percussion attack, together with one or more streams 
of sustained electroacoustic sound with somewhat 
clear pitch structure” (Olsen, Dean & Leung, 2016). 
All participants declared to not  know this piece. 
• “Stayin’ Alive” (Bee Gees, 1977) from the beginning 
to 108 s. with fade-out the last 2.3 s. Tempo is 104 
BPM and meter is 4/4. All participants declared to 
know this piece.  
5) Procedure. Data recording is done with one participant 
at a time. Participants are asked to move spontaneously to the 
stimulus when it starts sounding through the loudspeakers. 
They are not asked to dance as it was observed in pilot 
experiments that if they are asked to dance they feel inhibited 
because they are afraid to fail. This fear derives from the 
association of the word “dance” with movements that have to 
be done correctly, as inferred from participants’ accounts. 
However, if participants are asked to move to music this 
inhibition disappears. In fact, participants usually ask “Do I 
have to dance?”. When they do ask this question, they are 
explained that they can dance if they want, otherwise they can 
move freely. 
Each stimulus is presented twice. Participants are asked on 
the first presentation to move to the music without any 
constraint other than an area of approximately 9m2, which 
corresponds to the bounds of the Optical Motion Capture and 
Video Capture systems. The second time participants are 
asked to hold the Wii-mote with one hand and dance only 
with that arm (this arm is also wearing the Myo armband). In 
this condition participants are asked to remain at the center of 
the area facing to a corner of the room. This is done to get in 
the video recording the most complete visualization of the 
arm’s movement. In this condition participants are allowed to 
move the rest of the body naturally as long as the previous 
constraints are not violated. This procedure (called “trial”) is 
repeated for each stimulus.  
Stimuli are presented in the order of the list above (4. 
Stimuli). However, participants were told that the first 
stimulus (Bouzouki...) was just for practice. Indeed that trial 
was intended to be a practice so that the participant could get 
familiarity with the procedure. Still, data for this stimulus is 
recorded and kept. Participants are allowed to rest as much as 
needed between trials.  
B. Ground Truth 
1) Aims. In this stage the videos from the Multimodal 
Database are manually segmented in two conditions. In each 
condition the time location of segmentation boundaries is 
recorded. This task is called annotation. 
• Real-time annotation: Videos with their 
corresponding audio are segmented as they are 
watched.  
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• Non-real-time annotation: Videos without audio are 
segmented as they are watched, with the option of 
scrolling back and forth to refine the annotation. 
2) Participants and Stimuli. Participants of this experiment 
are called annotators, to differentiate them from the 
participants in data collection for the Multimodal Database. 
So far two annotators have performed only the Non-real-time 
task upon the video corresponding to single-arm movement to 
the “Stayin’ Alive” stimulus. These annotators are doctoral 
students of musicology, one of them the first author of this 
article. This data has been regarded as preliminary. 
3) Apparatus.  
• Real-time annotation: A personal computer running a 
custom-made piece of software made with the Pure 
Data programming environment, which 
automatically presents the video and records the 
elapsed time when depressing a key of the 
computer’s keyboard. These times are recorded in a 
comma-separated-values text file. 
• Non-real-time annotation: A personal computer 
running the Reaper digital audio editing software 
(Cockos Reaper, 2010). This system allows video 
playback at different speeds, scrolling through the 
video and accurately placing markers, which can be 
assigned different colors. These markers are exported 
as a comma-separated-values text file. 
4) Procedure. 
• Real-time annotation: The participant is presented 
with a video of the Multimodal Database and asked 
to depress a key when noticing “a change of 
movement”. This wording is meant to indicate a 
change in bodily gesture without giving an extensive 
explanation of the concept. 
• Non-real-time annotation: The participant is asked to 
place markers where there is a change of movement. 
Additionally, the participant is asked to group the 
annotated markers into larger structures, without 
further explanation of what this means.  To indicate 
the boundaries of these bigger structures a new set of 
markers is placed on top of the existing ones, with a 
different colour. 
5) Data Analysis. Responses by all participants are 
summarized into a single compound response for each 
condition. This is done using Kernel Density Estimation, 
which produces a curve of density. The peaks of this curve, 
over a threshold, indicate the segmentation boundaries of the 
annotators as a group. Additionally, the digital audio file of 
the corresponding stimulus is segmented using Music 
Information Retrieval techniques (Lartillot, Toiviainen & 
Eerola, 2008). 
C. Automation 
1) Aim. In this stage an automated system is developed 
with the goal of predicting human perceived boundaries. The 
system takes as input the accelerometer or optical motion-
capture data from the Multimodal Database. Performance of 
the system is assessed by comparing its output with the 
corresponding annotations obtained in the Ground Truth 
stage. The main challenge is to find an appropriate 
combination of kinetic features and their parameters that are 
consistent and distinct for each gesture.  
2) Procedure. For now only accelerometer data from the 
Wii-mote is being considered. This means that data consists of 
tri-axial acceleration of a single moving point. This is a 
starting point and it is thought that the same method could be 
applied for data of any of the optical-motion-capture markers 
individually or in combination.  The core of the system was 
developed by Foote and Cooper (2003) for media 
segmentation. This method has been adapted and expanded to 
be used in this investigation for the segmentation of kinetic 
data. The procedure involves the choice of multiple free 
variables, which determine the system’s performance. In its 
current state of development, the procedure is as follows: 
• Downsample raw acceleration data from 100 Hz to 
10 Hz. This sampling rate is enough to achieve 
satisfactory results at a lower computational cost than 
using full resolution.  
• Compute magnitude (Euclidean norm). This is a free 
variable, here called “Input Data Type”, as either the 
tri-axial acceleration signal or its magnitude may be 
used as input for the next step. 
• Compute windowed functions. A set of statistical 
functions is computed individually over a sliding 
window with hop of a single sample. The functions 
currently used are a subset of functions evaluated by 
previous investigation on medical surveying of 
physical activity using accelerometers (Lara, & 
Labrador, 2013; Machado et al., 2015). To minimize 
distortion at the borders, the signals are extended at 
the beginning with the value of the first sample and 
at the ending with the value of the last sample. The 
length of each of these extensions is half of the 
sliding window. The width of the window is a free 
variable. Also the choice of functions is a free 
variable.  
The functions currently used are the following: 
○ kurtosis 
○ skewness 
○ mean 
○ root mean square 
○ standard deviation 
○ mean absolute deviation 
○ interquartile range 
○ centered zero-crossings count 
• Convolve the output of the previous step with a 
Gaussian kernel and rescale to a range between 0 and 
1. The same extension procedure of the previous step 
is applied to the input of this step before convolution. 
The window of the kernel is a free variable. If the 
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window length is set to zero, then convolution is not 
done but only rescaling. 
• Compute a distance matrix of a single function or 
combined functions. Here the outputs of one or more 
functions are dimensions of a matrix. Euclidean 
distance between each point with all the other points 
is computed to obtain the distance matrix. 
Additionally, for each function output there is a 
scaling factor 퐶 0 < 퐶 ≤ 1 , which determines the 
contribution (i.e., “weight”) of a function to the 
computed distances. 
• Compute a Novelty Score by convolving a Gaussian-
smoothed Checkerboard Kernel with volume V=1, 
along the diagonal of the distance matrix. Before 
performing the convolution, the matrix is extended to 
half the length of the kernel. The extension section at 
the beginning is set to the mean value of the section 
of the kernel that is in the non-extended distance 
matrix. The same procedure is done at the ending. 
These extensions with mean values help to reduce 
the distortion at the beginning and ending.  Here the 
free variable is the length of the kernel. 
• Extract peaks from the novelty score over a 
threshold. Here the free variable is the factor of the 
threshold 푇 0 < 푇 ≤ 1 . These peaks indicate the 
computed segmentation boundaries. 
 
Computed segmentation boundaries are then compared 
with perceived segmentation boundaries (i.e., ground truth) of 
the corresponding videos, by means of a similarity measure. 
An earlier version of this measure was used to assess 
similarity of computed and perceived segmentation 
boundaries of electroacoustic music (Mendoza, 2014). In this 
study an updated version is used, which is computed as 
follows:  
• a and b are vectors containing indexes (i.e., time 
location) of segmentation boundaries, at the 
downsampled rate. One of them contains perceived 
boundaries (ground truth) and the other contains 
computed boundaries (novelty peaks). 
• L is the length of the downsampled data. La=Lb  
• N is the amount of indexes. Na≥Nb  
• Compute a distance matrix Mjk of vectors a and b: 
푀푗푘 =  푎푗 − 푏푘  
• Find the minima (m) of rows (r) and columns (c): 
 푚푟(푗)  =argmin푀푗푘  푘 ∈ 1, 푛  
푚푐(푘)  =argmin푀푗푘  푗 ∈ 1, 푛  
The values of a and b at the intersection minima 
become vectors a’ and b’, the closest paired 
elements from a and b. 
• Find the mean distance 푑 from the intersection of 
minima: 
 푑(푎, 푏)  = mean( 푚푟  ∩  푚푐) 
• Compute average closeness (c) of paired elements: 
 푐 = 1 − 푑
퐿
 
• Compute fraction of paired elements: 
 ! 푎, 푏 =  푁∗!!! 
N* is the least amount of unique elements and !′′is 
the largest amount of unique elements, in either 
vector a’ or b’. 
• Compute similarity (S): 
푆(푎, 푏)  =  푐 ⋅ 푓 
 
This measure is used because it gives a single value that 
encompasses the hit and misses given by the fraction of paired 
elements and closeness of those elements. In the context of 
this study these elements are the time locations of 
segmentation boundaries. In this way it is not necessary to 
specify a vicinity of annotated boundaries in which a 
computed boundary has to be to be considered a match, as is 
the case of the method used by the MIREX structural 
segmentation evaluation (MIREX Structural Segmentation, 
2016; Turnbull et al., 2007; Levy & Sandler, 2008). The 
MIREX 2016 structural segmentation evaluation considered a 
vicinity of 0.5 s. This is problematic as the transition from one 
gesture to another might take different times at different time-
scales. Therefore the vicinity should be adjusted to those 
transition times. It is not clear how this can be done, so the 
similarity measure described above avoids the problem. 
However, it has the disadvantage that a visual comparison of 
very high values of S (e.g., over 0.8) might not appear to be 
reasonably similar and a very small difference in S might be 
visually perceived as a considerably different. This drawback 
is only a perceptual scaling problem that does not affect the 
computational effectiveness of the similarity measure. The 
selection of features (i.e., combinations of free variables) that 
yield results most similar to the ground truth is an 
optimization problem in a highly dimensional space. The 
amount of possible combinations is astronomical and an 
extensive search (i.e., by brute force) for the highest S value is 
therefore impractical. To overcome this difficulty, the solution 
space is explored by brute-force with constraints that reduce 
the fee-variable space. Then the computed boundaries that 
have highest similarity with ground truth are manually 
inspected to find constraints that would facilitate the search by 
a genetic algorithm. A mixed-integer constrained genetic 
algorithm has previously been used for a similar problem by 
an investigation oriented to find the audio features that yield a 
novelty score that has highest correlation with Kernel Density 
Estimation of perceived audio segmentation (Hartmann, 
Lartillot & Toiviainen, 2016). 
III. RESULTS 
Data collected so far for the ground truth has been deemed 
not enough to make the analysis that compares real-time 
perceived segmentation, non-real-time perceived 
segmentation and computed audio segmentation. Nonetheless, 
the available non-real-time grouped annotated boundaries of 
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single-arm gestures have been used as ground truth in the 
development of the automated segmentation procedure. A 
brute-force search was done for the highest similarity values 
between annotated boundaries given by each annotator 
(ground truth) and computed   boundaries, for isolated time 
regions of the stimulus.   This   search   consisted   of   4900 
sequences of computed boundaries, produced with single 
(non-combined) functions and permutations of free variables 
having the constraints shown in Table 1. 
 
 
 
Table 1. Free variables used in the constrained brute-force 
search. 
FREE VARIABLES VALUES 
Input Data Type {Tri-axial Acceleration,  Acceleration Magnitude} 
Function Window Size 
(samples) {10,20,..,60} 
Gaussian Filter Window 
Size (samples)  {5,10,15,..,60} 
Gaussian Checkerboard 
Kernel Size (samples) {200,300,...,600} 
Peak Threshold Factor {0.1,0.2,...,1} 
 
CONSTRAINED BRUTE FORCE SEARCH 
HIGHEST SIMILARITY (S) BETWEEN GROUND TRUTH AND COMPUTED SEGMENTATION BOUNDARIES 
PARTICIPANT 1 - STAYIN’ ALIVE - SINGLE-ARM 
 
Figure 1. The top panel shows perceived segmentation boundaries (ground truth). The panels below it show the computed 
segmentation boundaries and novelty scores that have highest similarity with ground truth, at the non-shaded regions. 
Visual inspection of the computed boundaries that have 
highest similarity with the perceived boundaries reveals that 
while some boundaries are remarkably close, there are some 
computed boundaries that do not have any matching annotated 
boundary or are too far to be considered as matching. 
However, considering only isolated regions it is possible to 
observe remarkable closeness between perceived and 
computed boundaries, only within those regions. Figure 1 
shows the highest similarity values within regions, compared 
to the annotation of perceived boundaries provided by one 
annotator (i.e., ground  truth). 
IV. CONCLUSIONS 
This article has presented an ongoing investigation project 
towards the modeling of perceived segmentation boundaries 
of bodily gestures induced by music. Preliminary results have 
been obtained to predict perceived segmentation of the 
movement of a person’s arm moving to a stimulus (a section 
of the song Stayin’Alive). Windowed statistical functions 
were applied to tri-axial accelerometer data from a sensor held 
by the hand of the moving arm. The functions kurtosis, 
skewness, interquartile range and root mean square returned 
very close segmentation boundaries compared to perceived 
boundaries, considering specific regions of the stimulus. 
However, no function returned a sequence of boundaries 
reasonably close to the perceived boundaries considering the 
full length of the stimulus. 
Further work in this project will focus in finding an 
appropriate combination functions and their parameters that 
yield computed boundaries reasonably similar to perceived 
boundaries. Also the collection of more multimodal and 
perceptual data will contribute to improve the automated 
system’s performance.  
The resulting model shall predict bodily gesture 
boundaries with data from a single point of the body. 
Nevertheless, the procedure could be used to process multiple 
points. This system can be combined with an unsupervised 
machine-learning technique that clusters the segments, 
completing an automatic unsupervised system for automatic 
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gesture recognition. Such a system will be useful for studying 
relationships between musical sound and bodily movement 
Furthermore, a real-time implementation of this system could 
be integrated into the design of electronic musical 
instruments, as a high-level feature for mapping movement to 
sound. Overall, this automated system provides a cost-
effective solution as it can take advantage of cheap 
accelerometer sensors and computing technology. 
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ABSTRACT 
The use of Rhythmic Auditory Stimulation (RAS) is a potential 
method to help Parkinson Patients improve their gait characteristics. 
By providing auditory stimuli such as a metronome or music, gait 
impairments, which characterize the illness, tend to improve without 
pharmacological or surgical intervention. This work evaluates three 
different RAS approaches: fixed-tempo metronomes, fixed-tempo 
music and adaptive-tempo music. 29 Parkinson Disease (PD) patients 
were tested in a repeated measures experiment to compare 
spatiotemporal gait parameters in different cueing conditions. 
Baseline measures without RAS were taken, followed by 
counterbalanced trials of the three RAS methods. Compared to the 
baseline, beneficial effects were found for all RAS types. Fixed-
tempo metronomes resulted in the highest increase for cadence, 
velocity and stride length, fixed-tempo music increased velocity and 
stride length, and adaptive-tempo music increased stride length. 
However, metronomes lowered the fractal scaling value compared to 
the baseline, possibly increasing the risk for falling, while adaptive 
music increased the fractal scaling to healthy levels, reducing the risk 
for falling. These promising results suggest that rhythmical auditory 
stimuli based on music might have an advantage over metronomes 
that may hold benefits for treatment of Parkinson’s disease. 
I. INTRODUCTION 
A. Parkinson's Disease 
Parkinson’s disease is characterised by an impaired basal 
ganglia function (Braak, 2003; Buhusi & Meck, 2005), which 
can lead to problems of movement timing and rhythm (Grahn 
& Brett 2009; Graybiel, Aosaki & Flaherty, 1994; Schwartze, 
Keller & Patel, 2010). This loss in the ability to produce a 
steady gait can cause gait disturbances, such as shuffling steps, 
start hesitation and freezing. These debilitating symptoms of 
Parkinson’s disease (PD) have been associated with increased 
risk of falling (Hausdorff, 2009; Hove, Suzuki, Uchitomi, 
Orimo & Miyake, 2012).  
Pharmacological (i.e. medication) and surgical (i.e. deep 
brain stimulation) can positively influence gait cadence and 
velocity (Chen, Wang,  Liou & Shaw, 2013). In addition, 
patients can be helped with a non-invasive method: Rhythmic 
Auditory Stimulation (RAS), such as playing metronomes or 
marching music. RAS has been shown to be an effective 
method in improving gait in PD patients (Ashoori, Eagleman 
& Jankovic, 2015; Ashoori, 2015) and reducing costs 
associated with falling. Positive effects of the RAS cueing can 
even lead to benefits beyond gait (Benoit et al., 2014; Bella, 
Benoit, Farrugia, Schwartze & Kotz, 2015), such as 
improvement of quality of life. There are several different 
approaches for RAS, based on the type of stimuli 
(metronomes, marching songs, music) and tempo (fixed 
tempo, adaptive or interactive tempo).  
Fixed tempo RAS has been researched the most, and has 
shown to improve many aspects of gait timing (Thaut & Abiru, 
2010; Rubinstein, Giladi & Hausdorff, 2002; McDonough, 
Batavia, Chen, Kwon & Ziai, 2001). Most notably, the fixed 
tempo RAS can increase gait tempo and stride length 
(McIntosh, Brown, Rice & Thaut, 1997) and decrease the 
magnitude of stride-time variability (Arias & Cudeiro, 2008; 
Hausdorff et al., 1996). Despite these results, the use of fixed 
tempo RAS in Parkinson rehabilitation has limitations because 
it requires synchronization to a metronome or music. PD 
patients, however, have an impaired ability to synchronizing 
gait with the RAS (O'Boyle, Freeman & Cody, 1996). 
Synchronizing gait with auditory rhythms presents attentional 
demands, which can be problematic for PD patients, for 
example due to difficulties with multitasking (Rochester et al., 
2004). The task to synchronize walking to external stimuli is 
sometimes even hard for healthy population (Styns, van 
Noorden, Moelants & Leman, 2007).  
It has been suggested that RAS that adapts to patients’ 
movements may be more effective than fixed tempo RAS 
(Ashoori et al., 2015). Adaptive RAS uses feedback from 
human walking rhythm to determine cueing or RAS rhythm. 
A cueing system that aligns to the patients’ movements could 
reduce attention demand and could improve gait more than 
with fixed, non-adaptive cueing (Hove & Keller, 2015).  
Walk-Mate (Miyake, 2009), for example, is an adaptively 
timed metronome used as adaptive RAS (Uchitomi, Miyake, 
Orimo, Suzuki & Hove, 2011; Hove et al., 2012). The results 
were compared to regular fixed-tempo metronomes and a 
control (silent) condition. In the Walk-Mate study, 
participants were not explicitly instructed to synchronize their 
steps with the beats, and often did not synchronize with the 
metronome, although they all synchronized with the Walk-
Mate because that device also synchronized with them, having 
been programmed to carry out phase correction (Repp & Su, 
2013). They found similar results on spatiotemporal 
parameters (cadence, velocity, step length) for all RAS types. 
Additionally, they showed that the isochronous metronome 
introduced unnatural random variation in the gait timings, but 
that the adaptive RAS raised the patients’ gait timings to 
almost normal or healthy levels. 
The aim of our study is to test if the same positive 
kinematic effects of using fixed and adaptive RAS are also 
present when used with music.  
B. DFA: Fractal Scaling Exponent  
Gait dynamics can be analysed using Detrended 
Fluctuation Analysis (DFA) (Peng, Havlin, Stanley & 
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Goldberger, 1995; Goldberger et al., 2002). The resulting 
fractal-scaling exponent alpha is associated with gait 
adaptability and is one of the best measures of predicting 
falling (Herman, Giladi, Gurevich & Hausdorff, 2005; Bartsch 
et al., 2007; Hausdorff et al., 2000). The main goal of RAS is 
to improve gait patterns and reduce falling, therefore the alpha 
DFA value seems an important tool to asses RAS systems, in 
addition to conventional measures such as stride length, 
cadence, etc.  
DFA analyses long-range correlations in time-series, or in 
this case, stride interval timings. The method, in contrast to 
standard variability, determines whether the gait pattern is 
predictable, based on previous steps. The result of the analysis 
is called the DFA fractal-scaling exponent or the ‘alpha value’ 
which has a useful meaning between 0 and 2.  
The alpha value is an intuitive measure: based on previous 
steps (e.g. short, long) we should be able to predict the next 
step (similar, following a speedup or slowdown trend, etc). If 
the pattern is not predictable, a step interval could be followed 
by any unrelated step interval, which would seem unnatural. 
We note the following alpha levels (Hausdorff et al., 2000) 
with the interpretation to the gait:  
• Alpha < 0.5: anti-persistent stride intervals: long steps 
are often followed by small steps and vica versa 
(Beran, 1994).  
• Alpha = 0.5: stride intervals are random distributed 
and unpredictable, seemingly white noise. 
• Alpha = 1.0: stride intervals represent a 1/f sequence. 
This is a common pattern for self-organizing systems 
(Bak, Tang & Wiesenfeld, 1987) and indicates long-
term correlations in the data. The previous strides can 
be used to predict the next steps. Strides are most 
likely followed by strides of about the same interval; 
but over time the interval tends to fluctuate. This is 
most similar to healthy walking (Jordan, Challis & 
Newell, 2007). 
• Alpha = 1.5: stride intervals represent a random walk 
process or Brownian noise. 
Healthy people show a value of around 1.0 in random 
walks. PD patients often exhibit a fractal scaling value around 
0.5 in random walks without RAS (Bartsch et al., 2007; 
Hausdorff et al., 2000), depending on the advancement in 
functional impairment.  
Fixed-tempo metronome RAS has been show to decrease 
the alpha value away from healthy levels (Delignieres & Torre, 
2009), as stride-time variability becomes organized around a 
single frequency. Hove et al. (2012) have shown that using 
adaptive metronome-based RAS, patients’ alpha value 
increased towards healthy levels, reducing the risk of falling. 
However, this was only tested with metronomes. 
C. D-Jogger and Music Alignment Strategies 
D-Jogger is a music player that adjusts the musical tempo 
to the listeners’ gait rhythm (Figure 1) (Moens & Leman, 
2015). The device has been tested on healthy subjects to study 
the synchronization of gait to adaptive rhythmic cues (Moens 
et al., 2014).  
The detail of how music is synchronized to gait is called a 
music alignment strategy. Among the four proposed strategies 
in Moens & Leman (2015), three were used in this experiment: 
adaptive tempo music, fixed tempo music (similar to typical 
RAS at baseline tempi) and the adaptive tempo and phase 
strategy, where the system forces beat-footfall 
synchronization upon the user – allowing for uninstructed 
synchronization scenarios where all participants are 
synchronized to the music. In a literature review, Ashoori et al. 
(2015) stated that “results from healthy participants motivate 
further testing of D-Jogger on patients with PD or other 
movement disorders”. D-Jogger is used here as a basis to 
implement RAS strategies. 
 
  
Figure 1. D-Jogger interactive cueing system. 
D. Synchronization and Measures 
RAS systems provide auditory stimulus (such as a 
metronome or a song) for a patient to walk on. The patient can 
try to synchronize his or her footsteps to the stimuli, ignore 
the stimuli and have an unsynchronized walk, or somewhere 
in between (partial phase locking). We believe that the 
amount of synchronization could greatly influence the 
efficacy of the RAS, as spontaneous or forced synchronicity 
with music can affect performance (Van Dyck et al., 2015) 
and mood or motivation (Karageorghis & Priest, 20012; 
Karageorghis & Terry, 1997) in healthy participants.  
A global quantifiable synchronization measure over a trial 
is called the resultant vector length (R): it indicates the 
consistency of the timing differences between footfalls and 
beats during a trial and is related to the spread of the 
distribution and its circular variance. R is expressed as a 
number between 0 (no synchronization) and 1 (only 
synchronized steps, i.e. all steps coincide with a beat) (Fisher, 
1993).  
The resultant vector length can be an interesting measure 
for assessing the amount of synchronization with RAS 
systems. For example, is a fixed tempo RAS more efficient 
when patients are synchronized, or is there no need to 
synchronize? The resultant vector length measure is also taken 
into account in this study, and we expect the R-value to be 
high in the adaptive RAS scenario’s as the D-Jogger 
automatically phase-corrects the music so it matches the 
footfalls. 
II. METHODS 
A. Participants 
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29 patients, 17 men and 12 women, (age M = 66.16, SD = 
8.18) with an idiopathic form of Parkinson’s disease were 
included. Patients' disease severity was Hoehn and Yahr Stage 
2.5 to 4, nine patients reported freezing on the NFOG 
questionnaire and the mean duration of disease was 6.84 years 
(SD = 3.52). All patients were able to walk two minutes 
repeatedly. Patients with deep brain stimulation, severe gait 
disorders and Parkinson-plus syndromes were excluded. All 
patients were tested while 'on' medication. 
B. Ethics 
This trial was ethically approved by the Ethical Committee 
of the University Hospital of Ghent.  
C. Design and Procedure 
Before the actual testing procedure began, participants 
completed an intake questionnaire. Afterwards, they 
completed the unified Parkinson’s disease scale (UPDRS) part 
I (evaluation of mentation, behaviour and mood) and III 
(clinician-scored monitored motor evaluation) and the new 
freezing of gait questionnaire (NFOG-Q), a valuable tool for 
assessment of freezing (Nieuwboer et al., 2009). A Borg scale 
was taken to evaluate the influence of fatigue (Borg, 1982). It 
is a valid measurement instrument to determine the exertion 
intensity, showing good results with physiological criteria 
(Chen et al., 2002). 
The participants walked around a rectangular shaped trail 
(15 m long and 3.02 m wide, see Figure 2) whilst allowing for 
big turns. Participants walked for two minutes in four 
different conditions, alternated with six minutes of rest. After 
each condition, in the moment of rest, an oral Borg scale 
rating was taken. After the experiment a short personal 
interview was taken by the experiment supervisors to gather 
information on participants’ experience with music, three 
months later a second series of questions was asked by means 
of a telephone interview.  
 
 
Figure 2. Location of the experiment. 
D. Conditions 
The only instruction, given in the different conditions, was 
to walk for two minutes around the rectangle, enabling to 
determine the effect of RAS on their gait. No instructions or 
explanations about synchronization were given before or after 
the experiment. 
First, participants walked on a comfortable pace without 
RAS as a baseline step rate measurement (= no RAS 
condition). Afterwards, there were three conditions, which 
were counterbalanced to exclude the influence of fatigue. A 
first RAS condition was walking with the use of a metronome 
with a tempo that matched the baseline step rate (= fixed 
tempo metronome condition). A second RAS condition used 
music with a tempo that matched the baseline step rate (= 
fixed tempo music condition). Finally, a third interactive RAS 
condition used music with a tempo and phase that matched the 
step rate during the walking task (= adaptive-tempo music 
condition).  
E. Apparatus 
A GAITRite mat, a sensor-augmented mat of 9 meters 
long, measured spatial and temporal gait parameters such as 
cadence, step length and gait variance (McDonough et al., 
2001; Bilney, Morris & Webster, 2003) with a good test-retest 
reliability. This instrument was placed in the middle of one of 
the lengths of the rectangle.  
Auditory stimuli were provided using a modified version 
of the D-Jogger system, a platform that automatically chooses 
and matches music to activities like walking or running in 
both tempo and phase (Moens et al., 2014; Moens & Leman, 
2015). Custom music alignment algorithms were implemented 
to match this experiment RAS requirement. The D-Jogger 
software was running on a Dell Latitude i7 laptop (Dell 
E6520). Two iPods (4th generation) attached at each ankle 
were used for real-time gait analysis. The wireless connection 
between was provided through a Wi-Fi router (TP-Link 
M5360). Musical tempi were manipulated using a phase 
vocoder, which time-stretched the music without pitch 
modification. Music tempo was adapted based on the selected 
alignment strategy. Finally, the selected and aligned music 
was sent back to the participant using wireless Sennheiser 
HD60 headphones with the base-station connected to the 
computer.  
F. Music Database 
A music database was generated a priori based on Li et 
al’s (2010) recommendations (based on tempo, cultural, and 
beat strength features). We selected popular and stimulating 
radio songs, which we believed to be familiar to the patients; 
with stable tempi in the range of 80-130 BPM. Songs were 
bought at iTunes, converted to wav, normalised so all songs 
matched the perceived loudness, and finally intro’s without a 
clear beat were cut. Tempo’s and beat timings were 
determined and manually verified using BeatRoot (Dixon, 
2007). 
G. Data Capture and Statistical Analysis 
Spatiotemporal data was captured by the GAITRite system, 
synchronization data was provided by the D-Jogger system. 
The D-Jogger system also provided step and stride times for 
each trial used in DFA analysis.  
To calculate the DFA alpha values, the left stride times 
were used because this was the most complete dataset. In 
some cases, sensor data was corrupt (i.e. due to low batteries) 
and the right stride times were used instead. For each trial, the 
first 20 and last 5 strides were ignored, as well as outliers that 
indicate a missed step in the data processing. On average, 123 
± 15 strides were used from each trial to calculate the alpha 
value. The DFA alpha values were calculated using the 
algorithm described by Peng et al. (1995) and Goldberger et al. 
(2013) implemented in Matlab with a maximum bin size of 
100 and an advancement of 10 steps. 
Proceedings of the 25th Anniversary Conference of the European Society for the Cognitive Sciences of Music, 31 July-4 August 2017, Ghent, Belgium 
Van Dyck, E. (Editor) 
 
 137 
Synchronization scores were calculated using the Circular 
Statistics Toolbox in Matlab (Berens, 2009). 
All data were processed in Matlab and analysed in SPSS 
using repeated measures ANOVA with post hoc test using 
Bonferroni corrections.  
III. RESULTS 
A. Population 
Out of the 29 participants, four had a missing value in one 
of the conditions registered by GAITRite. The results of these 
four participants were not included in the data processing or 
statistical analysis, resulting in 25 participants (15 men and 10 
women). Table 1 describes the population. 
Table 1. Population description used in the analysis. 
Characteristics Mean  (±SD)  
Mean  
(±SD)  
men 
Mean 
(±SD) 
women 
Age (years) 66,7 (8,2) 66,9 (7,3) 65,1 (9,7) 
Height (cm) 168,6 (8,6) 173,5 (5,8) 161,2 (6,5) 
Weight (kg) 74,8 (16,9) 81,3 (14,7) 62,6 (13,7) 
BMI body mass index 25,7 (4,2) 26,9 (3,8) 24,0 (4,4) 
Years since diagnosis 6,8 (3,5) 6,2 (2,9) 7,8 (4,3) 
Score UPDRS part I 2,8 (1,4) 2,7 (1,6) 2,8 (1,1) 
Score UPDRS part III 41,0 (11,3) 46,5 (11,1) 32,9 (5,3) 
Freezer NFOGQ (Y - N) 9 - 16 3 - 12 6 - 4 
Men/women 15 - 10 15 - 0 0 - 10 
B. Spatiotemporal Parameters: Velocity, Stride Length 
and Cadence 
Repeated measures ANOVA tests with a Greenhouse-
Geisser correction determined that mean velocity differed 
statistically significantly between conditions (F(2.08, 49.98) = 
4.0, p < .05) and that mean stride length differed statistically 
significantly between conditions (F(2.26, 54.21) = 8.63, p 
< .001). The mean cadence did not differ significantly 
between conditions (p = .057), but indicated a trend to 
significance. Post hoc tests using the Bonferroni correction 
revealed patients walked significantly faster in the fixed 
metronome (p < .05) and fixed music (p < .05) condition 
when compared to the no RAS condition. Stride length also 
increased significantly (Bonferroni correction) for fixed 
metronome (p < .01), fixed music condition (p < .01) and 
adaptive music condition (p < .05) compared to the no RAS 
condition. These results are summarised in Figure 3 and Table 
2. 
C. BORG Ratings 
After each trial a BORG scale was taken. A repeated 
measures ANOVA with a Greenhouse-Geisser correction 
determined that the BORG ratings were not statistically 
different between conditions. This indicates that the type of 
RAS did not appear to have an influence on fatigue. 
D. Fractal Scaling 
A repeated measures ANOVA with a Greenhouse-Geisser 
correction determined that mean fractal scaling differed 
significantly between conditions (F(2.36, 51.53) = 11.06, p 
< .001). Post hoc tests using the Bonferroni correction 
revealed patients had a more natural DFA scaling value using 
adaptive music when compared to fixed metronome (p < .01) 
and fixed tempo music (p < .01). Interestingly, no significant 
difference was found between adaptive music and the baseline 
(no RAS). With the fixed metronome RAS, patients’ stride 
had a lower fractal scaling than during the silent-control 
condition (p < .05). These results are summarised in Figure 4 
and Table 2. 
 
Figure 3. Results of spatiotemporal gait parameters. Significant 
results are indicated with a ‘*’, trend to significance with ‘&’. 
 
 
Figure 4. Results of the fractal scaling and synchronization value. 
Significant results are indicated with a ‘*’. 
E. Resultant Vector Length 
The first condition does not have a valid resultant vector 
length, as this is a measure for synchronicity and no 
music/metronomes were present in this condition, hence the 
subsequent tests were performed on the three RAS conditions. 
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A repeated measures ANOVA determined that mean resultant 
vector length differed significantly between conditions 
(F(2.00,48.00) = 5.332, p < .01). Post hoc tests using the 
Bonferroni correction revealed that there was significantly 
less synchronization in the fixed music condition than in the 
music adaptive condition (p < .02). 
We note that, while not statistically significant, the 
resultant vector length for the fixed metronome condition is 
lower than for the adaptive music condition but higher than 
the fixed music condition. This indicates that the adaptive 
system increased step-beat synchronization (as it was 
designed to do); and that music at a fixed tempo is slightly 
more difficult or less intuitive to synchronize to than 
metronomes. However, spontaneous synchronization to 
metronomes is still lower than the adaptive system. These 
results are summarised in Figure 4 and Table 2. 
F. Survey Results 
The survey immediately after the experiment indicated 
that 14% of the patients did not like the music, so the majority 
felt that the music was good. About half of the patients had 
experience with walking on music, while 40% indicated that 
they used cueing systems before.  
Three months after the experiment, patients were 
contacted again for a follow-up questionnaire. From the 29 
participants in total, 11 could not be reached. The following 
data shows the result for the remaining 18 participants. We 
did not differentiate between the two music conditions 
because these detailed questions might be confusing. First, all 
but one patient indicated to remember the experiment very 
well. 61% of the patients found the music conditions the 
easiest; followed by 22% that found the metronome condition 
the easiest. 17% of the patients indicated not to have an 
opinion. 
When asked if they noticed any difference between the 
two music conditions (adaptive vs. fixed tempo), 61% of the 
patients responded that they noticed a difference while 39% 
did not. 67% of the patients liked the music conditions the 
most, 11% the metronome and 22% did not indicate any 
preference. 
Table 2. Results. 
N = 25 Velocity  (cm/s ± SD) 
Cadence  
(SPM ± SD) 
Stride Length 
(cm ± SD) 
No RAS 119.27 ± 20.71 113.92 ± 12.88 124.29 ± 17.76 
Metro, fixed 124.77 ± 20.53 115.19 ± 11.61 129.69 ± 17.81 
Music, Fixed 124.65 ± 21.35 116.10 ± 11.65 129.31 ± 18.19 
Music, Adaptive 124.55 ± 17.88 116.36 ± 12.02 129.26 ± 16.27 
N = 25 BORG (cm/s ± SD) 
R  
(SPM ± SD) 
Alpha DFA 
(cm ± SD) 
No RAS 9.64 ± 2.66 0.00 ± 0.00 0.67 ± 0.29 
Metro, Fixed 10.20 ± 2.53 0.59 ± 0.33 0.41 ± 0.30 
Music, Fixed 10.20 ± 2.57 0.50 ± 0.31 0.51 ± 0.23 
Music, Adaptive 10.12 ± 2.22 0.72 ± 0.19 0.84 ± 0.37 
IV. DISCUSSION 
The results of our study largely agree with other recent 
studies (Uchitomi et al., 2011; Hove et al., 2012; Rubinstein et 
al., 2002; del Olmo & Cudeiro, 2005). Basic kinematic 
measures (velocity, cadence and step length) did not differ 
significantly between RAS conditions. However, the addition 
of adaptive music together with the measurements of the DFA 
alpha (as a falling predictor) and the resultant vector length 
(as a measure of synchronicity) opened up some interesting 
viewpoints, especially towards the use of metronomes vs. 
music in a RAS system. 
A. Metronomes: Not as Efficient as Hoped? 
Fixed metronome-based RAS provides a significant 
benefit in terms of spatiotemporal gait structure for PD, 
increasing stride lengths and velocity. An increasing trend was 
also found for the cadence. However, while these results are 
very positive, we noted a negative effect of metronome-based 
RAS: the fractal scaling value was lowered significantly, from 
slightly correlated inter-stride times (a ~= 0.65) to anti-
persistent inter-stride times (a ~= 0.4); while optimal walking 
patterns show an alpha of around 1. Lower values have been 
linked to falling (Herman et al., 2005; Bartch et al., 2007), so 
this can be seen as a negative effect of metronome-based RAS. 
Anti-persistent means that large steps are often followed by 
small steps. This could be a result of humans' tendency to 
synchronize to rhythms close to our own (Moens et al., 2014; 
van Dyck et al., 2015) while walking to fixed tempo RAS: we 
tend to 'self-correct' so our steps match the metronome tick; 
even when not instructed to synchronize. The reasoning is 
also strengthened by the negative correlation found between 
the amount of spontaneous synchronization (R) and the alpha 
value. 
Our results show that alpha values were inversely 
correlated to synchronization score: when the patient did not 
synchronize to the RAS, alpha values returned towards the 
baseline level but high synchronization scores lead to lower 
alphas. A Spearman's rank-order correlation was run to 
determine the relationship between the resultant vector length 
R and the fractal scaling values. There was a strong, negative 
correlation between R and alpha for the metronome condition, 
which was statistically significant (r(26) = -.718, p < .001), 
meaning that, if the patient spontaneously synchronized to the 
metronome, the fractal scaling became worse and increased 
the risk of falling. The negative correlation was not present 
with fixed music or adaptive music. Spontaneous entrainment 
or synchronization is only possible when gait and music 
cadence don’t differ much (Van Dyck et al., 2015), so this 
could be a reason why metronome RAS is often used at +10% 
tempo compared to baseline (Willems et al., 2006): to avoid 
synchronization which reduces fractal scaling. 
Furthermore, our survey data shows participants liked 
musical stimuli for RAS more than metronomes. So while the 
kinematic gait parameters such as velocity and step length do 
improve most when using metronome based RAS, this 
intervention might on the other hand increase the risk of 
falling and is not the preferred sound for patients to walk to.  
B. Adaptive Music: Less Efficient to Influence Cadence 
and Velocity but Potential Decreasing the Risk of 
Falling  
In this study we can confirm the positive effects of music 
RAS on velocity (fixed-tempo) and stride length (fixed-tempo 
/ adaptive-tempo). However, the effects of musical RAS were 
less significant than fixed metronome based RAS. We note 
that with these results, the adaptive tempo RAS seems the 
least efficient: it only significantly raises stride length. The 
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lesser efficacy of music could be partially explained by the 
individual preference for music, a more complex stimuli then 
metronomes. For example, it has been shown that the 
familiarity with the music has a significant effect on the 
changing of the gait parameters (Leow, Rinchon & Grahn, 
2015; Ashoori et al., 2015).  
With both music conditions, we found no correlation 
between the synchronization score R and the alpha value, 
whereas for metronomes, a negative correlation was found.  
The advantage of adaptive-tempo music RAS stimuli 
becomes clear when looking at the alpha value. The 
metronome lowered the alpha value compared to the no-RAS 
condition, indicating an increased risk of falling; but the 
adaptive-tempo music significantly increased the alpha value 
compared to the metronome condition. This indicates that 
adaptive-tempo music is significantly better in reducing 
falling risk than regular metronome RAS. Furthermore, 
walking on music was the most preferred condition, which is 
in line with findings of de Bruyn et al. (2010) who showed 
that walking on cadence-matched music is feasible and 
enjoyable for PD Patients,  
C. Synchronization to Different Stimuli 
No explicit instructions to synchronize to the music were 
given. The resulting intuitive synchronization scores are the 
highest for adaptive music, followed by fixed metronome, 
whereas fixed music had the lowest R score. The adaptive 
tempo music RAS was designed to synchronize to the patient 
and also phase-correct, resulting in a high synchronization 
score. In the non-adaptive RAS conditions, the patient needed 
to synchronize (sometimes unsuccessful) to the music to 
obtain a high R. Music is more complex and often deviates 
small fractions from the mean tempo when compared to 
metronomes, which could explain the lower synchronization 
rate to music compared to metronome (yet insignificant). This 
might indicate that spontaneous synchronization to music 
induces a higher cognitive load than synchronization to 
metronomes, and that adaptive cueing lowers the cognitive 
tasks to synchronize. This can be advantageous especially for 
freezers. Nieuwboer (2008) concluded that freezers have less 
effect of cueing when attention is overloaded (e.g. during 
therapy). 
Interestingly, the synchronization result R of the fixed 
metronome condition correlates with the fractal scaling alpha 
of all three conditions. There is a negative correlation for the 
fixed metronome (see earlier) but also for music (r(26) = -
0.378, p < .05), while there is a positive fractal scaling 
correlation (r(26) = 0.485, p <.01) for the adaptive music 
condition. This could indicate that spontaneous ‘synchronizers’ 
(with a high R on the metronome) have the most benefit of 
adaptive music (a high value of alpha).   
D. Limitations 
We are aware of multiple limitations of this presented 
study. To begin with, the lack of a healthy control group 
makes it difficult to know if the results are generally 
applicable or only valid for PD patients. Second, the amount 
of time per participant was restricted, limiting the RAS 
conditions to three. Ideally, an adaptive metronome would 
also have been included in the study. A third constraint is that 
we did not differentiate between freezers and non-freezers, or 
gender, as the resulting groups was quite small. Finally, we dit 
not take into account possible carry-over effects of the 
different conditions (it has been shown that positive cueing 
effects persist for a short while after the training sessions 
(McIntosh et al., 1997; Hausdorff et al., 2007; Benoit et al., 
2014). However, the study was counterbalanced or 
randomized in order to minimize the carry-over effect. The 
exposure to the stimuli was restricted (2 minutes) to study the 
immediate effect and limit carry-over effects. Apart from this, 
the music selection was not standardized which could have 
had an influence on the gait velocity of the patients (Buhmann, 
Desmet, Moens, Van Dyck & Leman, 2016). New 
experiments could benefit from using a personalized music 
selection of the patients in terms of familiarity (Leow et al., 
2015) and motivation. 
V. CONCLUSION 
Metronome-based RAS appears to be the most efficient 
manner to increase step length, cadence and velocity, but 
might induce unhealthy gait timings leading to increased risk 
of falling. Fixed music retains most positive effects of 
metronome RAS, but less pronounced. Adaptive music also 
results in increased step length but has less influence on gait 
velocity. In contrast, gait timings with adaptive music RAS 
are restored to normal timings reducing the risk of falling. 
Finally, participants prefer music to metronome as a stimulus. 
Based on these results, it can be worth considering adaptive 
music as a primary stimulus type for RAS over metronomes.  
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APPENDIX A: SONG AND BPM VALUES 
• 083.78 - The Pixies - Where Is My Mind 
• 087.89 - Inner Circle - Bad Boys 
• 088.02 - Manu Chao - Me Gustats Tu 
• 093.61 - Manau - La Tribu De Dana 
• 094.73 - Joan Jett & Blackhearts - I Love Rock & Roll 
• 095.00 - Roxette - The Look 
• 096.57 - Bob Marley - I Shot The Sheriff 
• 096.66 - Kool And The Gang - Lets Go Dancin 
• 099.64 - Barry White - Let The Music Play 
• 101.96 - Carl Douglas - Kung Fu Fighting 
• 103.73 - Pink Floyd - Another Brick In The Wall 
• 106.02 - Arno - Oh La La La 
• 106.10 - Dolly Parton - 9 To 5 
• 108.02 - Scissor Sisters - I Dont Feel Like Dancin 
• 109.25 - Kc And The Sunshine Band - Thats The Way (I Like It) 
• 109.38 - Jimmy Cliff - Reggae Night 
• 109.81 - Queen - Another One Bites The Dust 
• 111.71 - Prince - Kiss 
• 111.89 - Madonna - Like A Prayer 
• 114.89 - Boney M - Rivers Of Babylon 
• 116.38 - Gloria Gaynor - I Will Survive 
• 117.69 - Arno - Pas Heureux Ni Malheureux 
• 119.18 - Prince - 1999 
• 119.55 - Abba - Gimme Gimme Gimme 
• 122.00 - Mika - Relax (Take It Easy) 
• 122.59 - Status Quo - Whatever You Want 
• 123.16 - Arabesque - In The Heat Of A Disco Night 
• 124.24 - Bob Marley - Jamming 
• 124.70 - Boney M - Daddy Cool 
• 126.01 - Eurythmics - Sweet Dreams 
• 126.37 - Edwyn Collins - A Girl Like You 
• 130.55 - Barry White - The First The Last 
• 131.60 - Golden Earring - When The Lady Smiles 
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ABSTRACT 
In this study, we present a method for the processing and analysis of 
overhead video recordings of dancers in a silent disco. Silent-disco 
events present experimenters with an ecologically valid environment 
in which to study the interactions between music and the social 
environment in large groups of participants compared to laboratory 
settings. The toolbox developed so far allows us to investigate the 
grouping dynamics of dancers in a silent disco, and how these 
dynamics change over time. Specifically, we found that participants 
listening to earworms are more grouped than those listening to 
matched controls. Further development will allow for more detailed 
investigation of grouping, individual movement and switching 
behavior under various conditions. 
I. INTRODUCTION 
Making music and moving to music is very much a social 
experience. Evolutionarily, one theory by Freeman (2000) 
suggests that music as a social experience fosters group 
cohesion and social bonding through jointly synchronized 
movement. For example, it has been shown that people 
synchronize their movements both with rhythms generated by 
musicians or in coordination with other observers. Music 
education also plays an important role in the development of 
social skills, such as empathy (Kalliopuska & Ruókonen, 
1986; Rabinowitch, Cross, & Burnard, 2012). For example, 
joint music making in children has been found to increase 
cooperative behaviour (Kirschner & Tomasello, 2010), and 
drumming with a social partner improves synchronisation 
accuracy in children (Kirschner & Tomasello, 2009). Taken 
together, these findings show that music fulfils a role in the 
development of social behaviour; Freeman (2000) considers 
music and dance to serve as `a technology of social bonding’ 
(Freeman, 2000, p. 411). 
There also seems to be an intrinsic relationship between 
movement and music, as infants are able to induce rhythmic 
regularities from birth (Winkler, Háden, Ladinig, Sziller, & 
Honing, 2009), as well as move in time to such induced 
rhythms (Zentner & Eerola, 2010). The spontaneous 
movement to rhythms is also seen in adults (Madison, 2006; 
Zatorre, Chen, & Penhune, 2007). Entrainment plays an 
important role in linking the musical, rhythmic, movement to 
social behaviour. That is, moving in synchrony with a 
rhythmic pulse (temporal) or with other people (affective). 
The latter plays a role in-group dancing and is shown to 
induce pro-social feelings and behaviour (Phillips-Silver & 
Keller, 2012). 
Research on the interaction of music and social behaviour 
so far has mainly consisted of laboratory experiments and 
(self-report) questionnaires (Kirschner & Tomasello, 2009; 
Hove, Spivey, & Krumhansl, 2010). The silent-disco set-up 
has also been used in the laboratory research: Hadley, Tidhar, 
and Woolhouse (2012) showed that participants listening to 
the same channel are more engaged with each other than with 
participants listening to other channels. Similarly, Leman, 
Demey, Lesaffre, Noorden, and Moelants (2009) recreated a 
dance-club setting in a motion capture laboratory in order to 
investigate music-driven social interaction. While these 
studies allow experimenters to control the conditions of the 
environment carefully, they are limited in the number of 
participants interacting at once. Additionally, laboratory 
participants are faced with demand characteristics that are 
related to their awareness of the study’s true nature and to 
attitudes towards the experimenter (Nichols & Maner, 2008). 
The current study provides an ecologically valid setting to 
study music-driven social interaction through the use of silent-
disco events, with overhead video being recorded. This 
minimises the interaction between experimenter and 
participant, which minimises demand characteristics. For the 
participants, these events should primarily function as a fun 
night out with their peers. In this paper, we present a method 
to process and analyse the data acquired using this overhead 
video recording set up. 
The first dataset was recorded at an event organised as part 
of the ESCOM 2015 conference, where participants were 
divided into one of two conditions: songs known to be 
earworms and matched controls. Earworms, defined by the 
Oxford English Dictionary as ‘a catchy song or tune that runs 
continually through a person's mind’, are a widely 
experienced example of involuntary cognition (Beaman & 
Williams, 2010). Most research on earworms has concentrated 
on the phenomenology of the experiences through interviews, 
diary study and questionnaires (Beaman & Williams, 2010; 
Williamson & Jilka, 2014). The present study places these 
earworms in a social environment and investigates their 
influence on grouping behaviour. We hypothesise that the 
earworm group would show more grouping behaviour 
compared to the control, as measured through increased 
clustering coefficients. One possible rationale for this 
hypothesis is that these songs, by virtue of being earworms, 
could be considered more memorable and thereby facilitating 
participants’ forming social groups with other listeners. 
We use a second dataset to test the pipeline, which 
consists of a standalone silent-disco event where participants 
were able to switch between channels. The channels in this 
event consisted of pop music from three time periods from the 
1940s to present. We hypothesise grouping behaviour to 
increase with recency. One rationale based on personal 
observations is that this is an effect of age, as many 
participants appeared to be in their twenties and thirties. 
However, it is important to note that no demographic data has 
been obtained for the current events. 
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II. METHODS 
A. Data Acquisition 
Data were acquired on two separate events, both being 
held at the Museum of Science and Industry (MOSI) in 
Manchester. Video was recorded using a camera suspended 
above the dance floor at an angle. 
1) ESCOM Dataset. This event was organized as part of 
the evening programme of the ESCOM 2015 conference. This 
event consisted of one session, four hours in length. There 
were two channels: earworms (red) and a matched control 
(green). Participants were unable to switch between channels. 
Care was taken to make sure the dance floor was dark enough 
and a model headphone with large lights on the earpieces was 
used to make them easily distinguishable. Around the 
periphery, some light was present from exhibition pieces, but 
applying a mask before processing filtered this out.  
2) MOSI Dataset. This event was a standalone silent disco, 
consisting of one session, approximately three hours in length. 
Here people could freely switch between three themed 
playlists: 1940s, 1950s, 1960s (blue); 1980s and 1990s (red); 
and post- 2000 (green). The same model of headphones was 
used, and extra care was taken with respect to ambient 
lighting. Again, there was some peripheral lighting present 
that required masking. The first half of this dataset had to be 
discarded because of camera movement (zooming and 
panning) during the first half of the evening, yielding one hour 
and 24 minutes of useful data.  
B. Data Processing 
Data processing consists of the following stages: mask 
creation, modeling of contours and centers, creating 
(undirected) graphs, extracting graph measures, statistical 
analysis. Figure 1 shows example stills of the dance floor and 
the first two processing steps. Image processing was done 
using the OpenCV library (Bradski, 2000), graph creation and 
processing is done using graph-tool module (Peixoto, 2014), 
both for Python 2.7. 
1) Mask Creation. For each video, a mask is created to 
reduce noise from environmental features, such as spotlights, 
such that the masked regions will be ignored in further pro- 
cessing. Mask creation is done manually, with the following 
steps. First, for a number of frames, selected semi-randomly, 
the contours are modelled (following section), drawn on the 
frame. These frames are saved individually as images. Then, 
the contours that belong to environmental features are blacked 
out manually using a graphics editor, by tracing the outline of 
each contour and filling it in. The remainder of the canvas is 
left white. Then, while applying the mask, for a new set of 
frames the contours are modeled and the mask is updated. 
This process is repeated a number of times until no 
environmental features show up.  
2) Contour Modelling. In order to extract the relevant data 
from each frame, contours describing the outline of visual 
features are modelled; in this case, these features consist of 
the lights on the headphones. Contours are modelled for each 
colour layer individually. Given that the video is shot in RGB 
and the headphone colours are red, green and blue, each 
colour layer can be processed separately. Video is sampled at 
a rate of one in every 10 frames (corresponding to 2.5 frames 
per second). First, the sampled images are binarized using 
Otsu’s method for thresholding (Otsu, 1979) with Gaussian 
smoothing (kernel size 5). The mask is applied to these 
binarized images, and contours are extracted from them. 
Finally, the centres of the contours are determined; for each 
centre, the x-axis and y-axis coordinates, colour, and frame 
number are saved.  
3) Graph Creation. Undirected graphs are created based 
on the centers of the modeled contours. These graphs provide 
snapshots of the dance floor at a time and describe how 
connected participants are. Per frame, a number of undirected 
graphs are created: one graph describing the entire dance-floor, 
thus containing all centers present in that frame; and one 
graph for each separate color present, thus with all nodes of a 
given color. The vertices are drawn based on the x-axis and y-
axis location of the centers. Edges are drawn based on the 
 (A)  (B)  (C) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 (D)  (E)  (F) 
Figure 1.  Example data for ESCOM (top row) and MOSI (bottom row) datasets; (A) and (D) example still of the dance floor, 
(B) and (E) dance floor mask with environment light blacked out, (C) and (F) example still with contours drawn. 
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Euclidean distance between the vertices, using a threshold to 
set an upper limit. In other words, two nodes will be 
connected if their distance is less than the predefined 
threshold.  
At first, graphs are created for a period of approximately 
30 minutes in the middle of the event for a wide range of 
thresholds, between 50 and 900 points. For these data the 
clustering coefficients, average vector degree and number of 
vectors (following section) are calculated and plotted. Based 
on visual inspection of these plots three thresholds are 
selected for further analysis, namely 150, 200 and 250 points. 
Criteria used to determine the respective thresholds are the 
amount of noise as indicated by the size of standard deviations 
and the relative stability of the signal over time. For the 
ESCOM dataset, 150 points horizontally correspond to 60–
120 cm at the near and far ends of the dance-floor, 
respectively; 150 points vertically correspond to roughly 120 
cm at the near end of the dance-floor. For the MOSI dataset, 
the same distance thresholds are used, and these correspond to 
roughly the same distances.  
4) Graph Statistics. For each graph the following statistics 
are determined: local clustering, global clustering, and 
average vertex degree. The local clustering coefficient is 
defined as follows by Watts and Strogatz (1998).  !! =  !"#$%#&' !"##$!%&"#' !"#$""% !"#$ℎ!"#$% !" !!!"##$%&' !"##$!%&"#' !"#$""% !"#$ℎ!"#$% !" !!  
Thus, the local clustering coefficient ci increases when the 
neighbours of vertex vi are more interconnected, with 
completely interconnected neighbours of vi resulting in ci = 1. 
Then, this value is averaged over vertices:  ! =  1!  !!!  
Where local clustering takes the mean of a ratio, global 
clustering takes the reverse approach. Newman (2003) defines 
the global clustering coefficient as follows. ! =  3 × !"#$%& !" !"#$%&'()!"#$%& !" !"##$!%$& !"#$%&! 
Here, a connected triple consists of a vertex connected to an 
(unordered) pair of other vertices, when the third edge is filled 
in a triangle is formed. Thus, a triangle consists of three triples, 
hence the multiplication factor.  
Both clustering coefficients measure the density of 
triangles in the graph. However, local clustering gives a 
higher weight to low-degree vertices (Newman, 2003).  
C. Statistical Analysis 
A linear model is fitted for each of the three measures 
respectively, with group and time segment as independent 
variables. For the ESCOM data, group is a factor with two 
levels, corresponding to the green and red channels 
respectively, and time segment is a factor with 30 levels, 
corresponding to approximately eight minutes per segment. 
For the MOSI data, group is a factor with three levels, 
corresponding to the red, green and blue channels respectively, 
and time segment is a factor with 15 levels, corresponding to 
approximately six minutes per segment. 
III. RESULTS 
A. Video Processing 
We created a toolbox for the processing and analysis of 
overhead video data of dancers in a silent disco. The toolbox 
yields consistent measures for both datasets; however, the 
measures are sensitive to the number of people on the dance-
floor. When fewer than 10 participants per colour are present, 
the data seem to become less reliable since the connections 
between participants are less stable; this can be observed in 
figures 2A and 2C and seems to be unrelated to the threshold 
(not shown). The first hour of ESCOM data is unreliable 
because of the low number of participants present (for 
example see figures 2A and 2C). For the MOSI data, the end 
is particularly problematic, because in the last minutes there is 
a sudden jump in the number of vertices present (see figures 
2B and 2D).  
There is also a clear influence of the number of vertices 
detected and the measures themselves. Average vertex degree 
is especially susceptible to this effect; however, both local and 
global clustering measures are also related to the number of 
detected vertices.  
B. Grouping Behaviour (ESCOM) 
For the ESCOM dataset we created a linear model with a 
two-level factor for group and a 30-level factor for time 
segments; then we performed an ANOVA on and calculated 
partial η2 for the model. This was done for three distance 
thresholds (150, 200, 250) and for each of three graph 
measures, respectively (local clustering, global clustering and 
average vertex degree). We follow the guidelines of Cohen 
(1988) for effect sizes, namely small (0.01 < η2 < 0.06), 
medium (0.06 < η2 < 0.14) and large (0.14 < η2). The effects 
discussed in this and the following section will be based on 
the partial η2 using these guidelines; because of the amount of 
data and the number of comparisons we consider significance 
to be less informative of any potential effects.  
Results for local clustering are summarised in table 1. For 
each threshold, there is a main effect of group, a main effect 
of time, and an interaction effect of group × time. The effect 
size for group is inversely related to distance threshold, with 
thresholds 150 (η2 = 0.12) and 200 (η2 = 0.08) showing a 
medium effect and threshold 250 showing a small effect (η2 = 
0.05). The effect size for time does not seem affected by the 
distance thresholds, showing a large effect for each threshold: 
150 (η2 = 0.26), 200 (η2 = 0.27), 250 (η2 = 0.25). The effect 
size for the group × time interaction increases with distance 
thresholds, showing a small effect for thresholds 150 (η2 = 
0.04) and 200 (η2 = 0.05) and a medium effect for threshold 
250 (η2 = 0.06).  
Results for global clustering are summarized in table 2. 
For each threshold, there is a main effect of time and an 
interaction effect of group × time. While there is no main 
effect of group, the effect size seems to be inversely related to 
the distance threshold as seen for local clustering. The effect 
size for time is similar between thresholds 150 (η2 = 0.08) and 
200 (η2 = 0.09), showing a medium effect, but markedly 
higher for threshold 250 (η2 = 0.16) showing a large effect. 
While all group × time interactions are small, as with local 
clustering they seem to increase with the distance threshold: 
150 (η2 = 0.02), 200 (η2 = 0.03), 250 (η2 = 0.04).  
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Results for average vertex degree are summarised in table 
3. For each threshold there is a main effect of group, a main 
effect of time, and an interaction effect of group × time. While 
all effects are large, the effect of time is most pronounced, and 
all reported effects do seem to increase with distance 
thresholds. Group, 150 (η2 = 0.28), 200 (η2 = 0.29), 250 (η2 = 
0.30); time, 150 (η2 = 0.47), 200 (η2 = 0.55), 250 (η2 = 0.59); 
group × time, 150 (η2 = 0.19), 200 (η2 = 25), 250 (η2 = 0.27). 
C. Grouping Behaviour (MOSI) 
For the MOSI dataset we created a linear model with a 
three-level factor for group and a 15-level factor for time 
segments; then we performed an ANOVA on and calculated 
partial η2 for the model. This was done for three distance 
thresholds (150, 200, 250) and for each of three graph 
measures, respectively (local clustering, global clustering and 
average vertex degree).  
Results for local clustering are summarized in table 4. The 
effect size for group is inversely related to distance threshold, 
with thresholds 150 (η2 = 0.16) and 200 (η2 = 0.15) showing a 
large effect, and threshold 250 (η2 = 0.12) showing a medium 
effect. The effect size for time increases with distance 
thresholds, showing a small effect for threshold: 150 (η2 = 
0.04), and a medium effect for thresholds 200 (η2 = 0.06), 250 
(η2 = 0.09). The effect size for the group × time interaction 
does not seem affected by distance thresholds, showing a 
medium effect for each threshold: 150 (η2 = 0.11), 200 (η2 = 
0.11), 250 (η2 = 0.09). 
Results for global clustering are summarized in table 5. 
There is a small effect for all thresholds in both the group and 
the time main effects, as well as for the group × time 
interaction. Group: 150 (η2 = 0.01), 200 (η2 = 0.01), 250 (η2 = 
0.02). Time: 150 (η2 = 0.01), 200 (η2 = 0.01), 250 (η2 = 0.02). 
Group × Time: 150 (η2 = 0.03, 200 (η2 = 0.03), 250 (η2 = 0.04). 
Results for average vertex degree are summarized in table 
6. For all thresholds there is a small main effect of group: 150 
(η2 = 0.04), 200 (η2 = 0.04), 250 (η2 = 0.05). For all thresholds 
there also is a medium main effect of time: 150 (η2 = 0.12), 
200 (η2 = 0.12), 250 (η2 = 0.11). The group × time inter- 
action effect is small for all thresholds: 150 (η2 = 0.04), 200 
(η2 = 0.05), 250 (η2 = 0.06).  
Figure 2. Statistical measures for ESCOM (left) and MOSI (right) datasets with threshold = 200; solid lines show the mean, with 
standard deviation represented by shading for local clustering (C, D), global clustering (E, F) and vertex degree (G, H). 
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IV. DISCUSSION 
The clustering coefficients are related to the number of 
participants present, that is: the number of vertices detected. 
Based on visual inspection of the plots this effect is strongest 
for the average vertex degree. This relation makes intuitive 
sense: as the number of vertices increases it becomes more 
likely for a vertex to be connected to others, especially for 
higher distance thresholds, thus leading to a higher vertex 
degree and increased clustering coefficients.  
Of the graph measures used, it seems that local clustering 
is the best candidate for further investigation and 
interpretation. It shows stability over time compared to the 
global clustering coefficient (compare figure 2C, 2E and 2D, 
2F). While it looks related to the number of vertices present 
(see figure 2), the transformation that happens is not as direct 
as is the case for average vertex degree. In addition, local 
clustering has been used to describe social networks (Newman, 
2003) and it is closely related to the definition of small-
worldness given by Watts and Strogatz (1998) and elaborated 
upon by Newman (2003).  
A. Interpretation of Results 
1) ESCOM. In this dataset, judging from figure 2A, more 
red than green sources are picked up over the course of the 
night. Given that half the headphones were tuned to each 
channel, this suggests that the green light sources were 
detected less reliably than red, there is more red noise present, 
or there is a difference in participant behaviour.  
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The red channel, featuring earworms, shows higher 
clustering compared to the control. One possible explanation 
is that earworms are more memorable, by virtue of running 
through people’s minds. This memorability, in turn, might 
lead to easier synchronization and tighter grouping between 
participants. Following this line of argument, the greater 
number of red sources detected could be attributed to more 
participants listening to earworms being on the dance-floor, 
while the control group was more prone to wandering about.  
2) MOSI. This event allowed people to switch freely 
between channels, figure 2B shows aggregates of people 
switching between channels. The red (1980s and 1990s) and 
green (post-2000) channels seem most popular overall, while 
blue (1940s- 1960s) picks up later during the night. It would 
be of interest to compare songs between the playlists at times 
where a large number of participants switch, specifically 
focusing on popularity and their musical features.  
B. Future Directions 
Investigating (meta-) musical features of music used in 
this experiment was beyond the scope of this research project. 
The songs we used in this experiment all came from the 
Hooked on Music database (Burgoyne, Bountouridis, Van 
Balen, & Honing, 2013). Hooked on Music uses a recognition 
and verification task, combined with musical features, to 
investigate musical memorability and catchiness. These data 
can be combined with the data from these and future silent 
disco experiments. This adds a social dimension to the data, 
informs the analysis and interpretation of current silent disco 
data. Furthermore, in future silent discos conditions can be 
based on the Hooked on Music results.  
While integration of the Hooked on Music data with silent 
disco data could yield richer descriptions, it could also 
increase the complexity given the sheer amounts data present. 
Because of this, we would suggest defining times or sections 
of interest. Suitable targets for further investigation are the 
transitions between songs, and transitions between sections. 
Regions of interest can also be defined around changes in 
musical features, such as tempo changes, as these might have 
an effect on grouping behavior and other measures that can be 
investigated in future silent discos.  
Aside from investigating clustering and other measures 
that consider snapshots of the dance-floor at specific times, 
there is the possibility to examine participants on an 
individual basis. One way this can be done is to track 
individual movement over time, for which (off-the-shelf) 
methods used for surveillance data can be adapted (Ali & 
Dailey, 2012; Fradi & Dugelay, 2015; Hu, Bouma, & Worring, 
2012). This might reveal how movement over time differs per 
listening conditions and to which extent participants 
synchronize their movements. Aside from increasing the 
sampling rate and tracking individual participants, there is the 
possibility to use a smartphone app that records motion, 
borrowing techniques from fitness apps that count steps and 
measure user activity.  
More sophisticated models could be developed to better 
determine a participant’s place in the room. Adding an 
additional camera would allow for more accurate location 
through triangulation, and could potentially take care of 
environmental noise and situations someone is partially 
obscured. Modeling gaze direction would be an ideal addition 
because this allows connections to be drawn more informed 
than when simply using distance as a measure. For example, 
to participants dancing with their backs to one another can be 
very close in physical space, while being part of two different 
social groups existing on the dance floor.  
C. Methodological Improvements 
 Between the three datasets discussed in this paper, there 
have been many improvements regarding the experimental 
setup. However, there are a number of further methodological 
improvements that should be explored. Ambient lighting is a 
clear source of noise in the data. Examples are (spot) lights 
shining on exhibition pieces and walls, as well as reflections 
on the clothes of participants. The masking procedure 
described in section 2.2.1 takes care of the static light sources, 
which account for most of the noise. Moving sources of noise, 
such as reflections on participants, are more difficult to target. 
So far, both ESCOM and MOSI datasets have been processed 
and analyzed using the same parameter settings unless 
mentioned otherwise. The parameters for binarization and 
smoothing can be fine-tuned per dataset to further reduce 
noise. Additionally, in setting up a silent disco, steps can be 
taken to reduce the amount of light on the dance floor while 
maintaining a pleasant environment for the participants.  
The MOSI dataset suffered from camera movement during 
approximately the first half of the evening. To prevent such 
mishaps, all parties should be properly briefed on the 
experimental procedure and setup. This briefing can also 
encompass lighting, as detailed above.  
Channel selection and switching poses a number of 
potential problems. One issue is that the number of 
participants per condition is not static, and cannot be 
controlled directly. While this is an obvious issue, it is also a 
feature, thus it should be controlled for in the analysis through 
normalization. Another issue stems from the location of the 
camera in relation to the dance floor. Since the camera is 
suspended at an angle, occlusions occur when participants 
move around and in front of each other. Using a second 
camera that records simultaneously, if it can be located 
properly, could alleviate these problems as well as noise from 
ambient lighting. However, this would require the images to 
be translated to a common space. This translation is 
technically possible, however given the amounts of data 
generated by these experiments; it could come with a 
significant extension in processing time.  
1) Image Processing. The current image processing 
algorithm uses RGB space, this comes with an ease of use 
since the video is recorded using RGB channels and the data 
source, i.e. the headphone lights, use RGB LEDs. However, it 
might be worthwhile to explore other color spaces, such as 
HSV, in which the RGB geometry is rearranged to be more 
perceptually intuitive. Using HSV color space might reduce 
noise, with the trade-off of being potentially more finicky in 
parameter setting and adjustments to account for changes in 
lighting conditions.  
The current experiment samples one in every ten video 
frames for further processing. Increasing the sampling rate 
will allow individual motion to be tracked. In addition, one 
possibility is to combine nearby frames to inform the contour 
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modeling, thereby boosting signal strength and taking 
advantage of the video’s original frame rate.  
2) Contour Modeling. The current process of contour 
modelling is relatively straightforward, as contours are 
directly estimated from the binarized images. Lower and 
upper bounds for contour area have been defined based on the 
ESCOM data, however these should be fine-tuned per dataset. 
Adding cycles of dilations and erosions will result in contours 
with smoother edges and result in fewer disjointed contours 
coming from the same source. Performance of the algorithm 
can be assessed by comparison with human scoring of 
contours for the same frames, in addition this can indicate 
sources of noise not considered before.  
3) Graph Creation. In graph creation, one major 
improvement would be to use distance as a measure for edge 
strength. Currently, for each distance threshold, separate 
graphs need to be created. After processing video and 
extracting the centres this is the most time-consuming process. 
Using a measure for edge strength, each time point can do 
with only one graph. The formula used for encoding edge 
strength as a measure of distance can then be used to 
determine which connections to use during analysis, and 
which to discard. Additionally, this offers a more detailed 
view of grouping behaviour since groups can now be 
distinguished, not only by their size and being a group or not, 
but also by how close-knit the group is in physical space.  
V. CONCLUSION 
In this study, we developed a toolbox for the processing 
and analysis of overhead video recordings of dancers in a 
silent disco. Silent disco events present experimenters with an 
ecologically valid environment to study the interactions 
between music and the social environment in large groups of 
participants compared to laboratory settings. The toolbox 
developed so far allowed us to investigate the grouping 
dynamics of dancers in a silent disco, and how these dynamics 
change over time. Both datasets we investigated yielded 
consistent data. Specifically, we found that participants 
listening to earworms are more grouped than those listening to 
matched controls. Further development will allow for more 
detailed investigation of grouping, individual movement and 
switching behaviour under various conditions.  
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ABSTRACT 
Mobile music listening is a popular research topic and has been 
studied from various different angles. Drawing on interviews and 
shadowing sessions with 11 participants this paper seeks to show 
how mobile music listening behaviour helps to re-perform everyday 
life. The focus here is on three different definitions of performance: 
as self-presentation, as a Musical Event, and as self-management. 
Through examples from the study it will be demonstrated that mobile 
music listening can be understood as performance according to all 
these definitions. It gives support in everyday life, thereby re-
performing it.  
I. INTRODUCTION 
Music in everyday life is a popular research topic that has 
been investigated in different contexts, e.g. well-being 
(Skanland, 2012), urban soundscapes (Atkinson, 2007), in the 
office (Dibben & Haake, 2013), as motivation for athletes 
(Laukka & Quick, 2013), and many others.  
One particular focus was and still is on mobile music, 
which has been studied from the use of the Walkman 
(Hosokawa, 1984; Bull, 2000) and iPod (Bull, 2006) to the 
wide variety of devices that can be seen in the streets 
nowadays (Goldenbeld et al., 2012; Krause et al., 2015). 
Much has been written about the different purposes mobile 
music listening can serve for the user, but this is not the space 
to recapitulate it all. Instead this article is going to address one 
specific aspect of it, namely how listeners use their portable 
listening devices to re-perform their everyday life. However,  
clarification about the way performance can be understood is 
necessary in order to approach this topic.  
One way of understanding performance is as self-
presentation, as conveying an impression (Goffman, 1956). 
Goffman himself defines performance as follows: "A 
'performance' may be defined as all the activity of a given 
participant on a given occasion which serves to influence in 
any way any of the other participants“ (ibid., p. 7). He does 
not talk about music here, but it may very well be used in this 
context, too. Mobile listening devices, for example, can be 
used as a signal to other people in the streets showing that you 
are busy and do not want to be interrupted (Bull, 2007, 
Garner, 2012). Additionally, they can be used as fashion 
accessories (Griffiths & Cubitt, 2011) and indicators of the 
user's musical identity (Krause & North, 2014). 
The immediate association that comes into mind when 
hearing the word “performance” is something that can be seen 
on a stage; something that is prepared for the purpose of being 
observed by an audience, whether it is a musical or a 
theatrical performance or something related to it. Of course 
portable listening devices could be used in these 
circumstances, e.g. in flash mobs where participants receive 
instructions through their devices, carry them out together and 
then can be watched in a video on the internet (see for 
example Improv Everywhere, 2010). Nevertheless, this is not 
a common occurrence for every user in their day-to-day life. 
 
TIME 1 – Before the Event (All prior history as meaningful 
to A. Actor(s)) 
 
1. Preconditions 
Conventions, biographical associations, previous 
programming practices                                                                                                                          
 
TIME 2 – During the Event (the event may be of any 
duration, seconds to years) 
 
2. Features of the Event 
 A Actor(s) Who is engaging with music? (e.g., 
 analyst, audience, listener, performer, composer, 
 programmer) 
 B Music What music, and with what significance as 
 imputed by Actor(s)? 
 C Act of Engagement with music What is being 
 done? (e.g., individual act of listening, responding to 
 music, performing, composing) 
 D Local conditions of C. (e.g., how came to engage 
 with music in this way, at this time (i.e., at Time 2 – 
 'During the Event')) 
 E Environment In what setting does engagement 
 with music take place? (material cultural features, 
 interpretive frames provided on site (e.g., programme 
 notes, comments of other listeners)) 
 
 
TIME 3 – After the Event 
 
3. Outcome Has engagement with music afforded anything? 
What if anything was changed or achieved or made possible 
by this engagement? And has this process altered any aspect 
of item 1 above? 
Figure 1.  The Musical Event and its conditions (DeNora, 2003, p. 
49) 
It is, however, possible to adapt the chronology of a 
performance understood this way to everyday musical events, 
as DeNora (2003) does. She defines “The Musical Event” as 
“indicative scheme for how we might begin to situate music 
as it is mobilised in action and as it is associated with social 
effects” (ibid., p. 49). The Musical Event is made up of three 
different times (see Fig. 1), specifically Before, During and 
After the Event, with all the processes and information these 
times include. The focus here is on the actor and their use of 
and engagement with the music and not on one specific 
listening condition or device as it has been in various studies 
concerning mobile music listening (e.g., Bull, 2006; Wiredu, 
2007). Since the word “portable” in portable listening device 
implies that the device is not fixed in one place but can be 
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used in changing environments, this scheme suggested here is 
very useful to study and understand more about mobile music 
listening as it is adaptable to different environments and 
conditions.  
Performance can also be seen as management, since the 
performance of self corresponds with self-regulation. DeNora 
(2000) discovered that music listeners are purposeful agents 
who know exactly what they need at a given time and select 
the appropriate music to manage their emotions and 
themselves. She writes that “music is a device or resource to 
which people turn in order to regulate themselves as aesthetic 
agents, as feeling, thinking and acting beings in their day-to-
day lives” (ibid., p. 62). Music can be employed for the 
presentation of the self to others (see again Goffman, 1956) 
and to oneself (DeNora, 2000), the latter to see the self more 
clearly and discover the state of one's identity. This 
performance of the self can happen at any time and place 
where music is available, which makes mobile music listening 
an interesting practice to examine, since it happens in a 
changing environment and is not bound to certain times either. 
Mobile music listening has been studied in relation to self-
regulation before, especially with regards to emotion 
management (e.g., Greasley & Lamont, 2011) or control of 
one's private space (e.g. Bull, 2007). 
In this article I will demonstrate how all of these different 
interpretations of performance can be found in participant's 
own descriptions of their mobile music listening experiences, 
building on research I carried out for my doctoral thesis.  
II. DESCRIPTION OF THE STUDY 
The study on which this article is based was carried out 
between late 2015 and early 2016 in a small city in England. 
Ethical approval was obtained from the University of Exeter. 
Eleven mobile music listeners between the age of 20 and 42 
were recruited through word-of-mouth and snowballing. Each 
of them took part in a semi-structured interview about their 
music listening behaviour with the focus on mobile music 
listening.  
Several days later the second part of the study took place. 
For this I met with the participant again and followed them 
while they demonstrated their usual mobile listening 
behaviour. Pictures were taken of the environment, and the 
participant was approached occasionally to shortly talk about 
their choice of music at that moment in time. This method was 
adapted from DeNora's (2000) “shadowing”, where the 
researcher followed the participant while both carried audio 
recorders and spoke their impressions and thoughts aloud 
while walking through the city. In the current study this 
particular method was used to check the validity of the 
answers the participant had given in the first interview, to 
understand what exactly the participant is doing during mobile 
music listening, and to check for anything that was not 
mentioned during the interview. 
Since talking would interfere with the music listening 
experience, the amount of interruption by the researcher 
during the shadowing was limited to the bare minimum. For 
that reason a second interview was carried out immediately 
afterwards in order to discuss anything that was observed and 
experienced in more detail.  
The purpose of this research was to investigate the process 
of mobile music listening in more depth, especially 
concerning the factors that influence the choice of music and 
how particular music helps achieve the effects that were 
discovered in previous studies. As part of this exploratory 
study questions were asked about the participant's musical 
preferences, the structure and amount of music on their 
portable listening devices, their reasons for using those 
devices, and the situations they encounter in their everyday 
music listening. 
For reasons of validity all of the participants were asked 
whether they thought that the behaviour they displayed in 
front of the researcher would be the same they show in 
everyday life. All of them agreed that the overall impression I 
got during the shadowing was a good representation of their 
normal music listening behaviour, even though some of them 
adapted their pace or mode of transportation, or said that they 
would not normally walk in the city at this time of day. 
The interviews were coded and analysed using 
Interpretative Phenomenological Analysis with the help of 
NVivo. All of the names mentioned here are pseudonyms. 
III. RE-PERFORMING EVERYDAY LIFE 
At the beginning of this article three different definitions 
of performance were given, namely performance as self-
presentation, as a chronology, and as management. For the 
purpose of clarity they are going to be treated as separate 
interpretations here, while they might actually overlap or be 
difficult to distinguish when observed in real-life.  
The word “re-performing” is used instead of “performing”, 
since music is often something that can be understood as 
helping with the mundane task that is actually done, and not 
the task itself. For example, commuting to work might be the 
task that needs to be “performed” and music assists in creating 
a more enjoyable experience out of it, thereby re-performing 
this everyday reality. Or to use Bull's (2005) words: “iPods 
[author's note: insert the word “music“ here instead] are used 
both as a mundane accompaniment to the everyday and as a 
way of aestheticizing and controlling that very experience. In 
doing so the iPod [see above] reorganises the user’s relation to 
space and place” (ibid., p. 350). 
A. Performance as Conveying an Impression 
One aspect all of the participants agreed on is that it is rude 
to listen to music over headphones when in the company of a 
friend and not engaged in an activity like running together. 
Although Goffman's (1956) definition states that self-
presentation is an activity that is done to influence someone 
else, this example might still apply to this definition, since it 
means consciously not doing something in order not to convey 
the wrong impression. Here is how Hayley expresses it: 
 
I would think that would be quite rude. It would be like - ok, we are 
walking together, but I'm going to ignore you and listen to my music. 
 
Another part of mobile music listening that is considered 
rude by most of the participants is to turn up the volume to 
such a level that passersby can hear it. Not only would that 
disturb other people, especially when it does not correspond 
with their musical preferences, but it would also enable others 
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to judge the listener on their musical taste and might cause 
possible embarrassment, which is exactly what everyone tries 
to avoid, according to Goffman (1956). These are the reasons 
why Koko no longer listens to his music through speakers in 
public places, as he did as a child: 
 
Don't know. Like sound pollution. Like maybe people don't like the 
music I'm listening to and I don't want to, you know, wanna be 
judged or it's not like, I don't think people would judge me, because I 
listen with what normally every person of my age would listen. 
 
Anne would sometimes like to sing along to the songs she 
likes, but this would cause embarrassment in public. Her 
alternative is the following: 
 
I like to mouth (laughs) because I'm not singing so nobody's going to 
look around. They're just going to look past me and go - what? 
What's going on? - and chances are I'll never have to see them again 
and be confronted about it (laughs). 
 
Apart from trying not to strike undue attention in public 
and not being rude to friends, there are situations where it is 
necessary to interact with strangers even during mobile music 
listening, e.g. in shops at the counter or with the shop owner 
when being the only customer. Most interviewees would turn 
off their music or take off their headset in order to 
demonstrate that they are available for conversation, and to 
hear what the cashier has to say. Only two of the participants 
mentioned that they prefer self-checkout if available, so they 
do not have to interrupt their music listening experience. 
Headphones can also be used to convey an impression of 
being busy (see also Bull, 2007), which to some participants 
was more socially acceptable than being rude and ignoring 
someone: 
 
Sometimes when you've got your headphones on, you know that 
noone will come and speak with you, because there is you kind of you 
got a shield and you're like - I'm on my own. Don't talk to me. But in 
a nice way. And when you haven't got your headphones on, you kind 
of, you haven't got any defence around you. (Jane) 
 
To summarise, mobile music listening can be used to 
“perform” in the presence of other people, to give the desired 
impression. The listeners I interviewed were all very 
conscious of the privatising aspect of using portable listening 
devices (Bull, 2007) and had different strategies of 
overcoming possible negative reactions of others. 
B. Performance as The Musical Event 
For the purpose of this paper I am going to show what 
mobile music listening as a Musical Event would look like 
using the example of Max, a 42-year old participant who is 
very tech savvy. 
Before the Event, in his case, includes all the preparation 
that is necessary to make mobile music listening possible. 
This includes creating a playlist of music he wants to listen to 
while commuting: 
 
I create playlists where I select the music that I currently like the 
most, the songs that I like the most and I tap them as loved and then I 
create the filter in iTunes where all the songs that I love become in 
that playlist and I shuffle that playlist.  
 
Additionally, he listens out for new music during the 
weekend and adds it to the playlist if he comes across 
something he likes. Part of the preparation is also to make 
sure that his devices are in working order: 
 
I have to go with the train for two hours, then I make sure my battery 
is full or that I bring my charger and actually I'm a bit panicky about 
that stuff. So I always end up making sure I book a flight or a seat 
that is next to a power socket so that I can keep charging my iPod 
and I have an iPad as well. 
 
He also bought his devices specifically for the purpose of 
helping him listen to music while commuting, e.g. he wants to 
be able to skip music while cycling without having to stop, so 
he bought headphones with remote control features or uses his 
Apple Watch in summer, when it is not covered by his sleeve. 
With all this preparation completed, he can go out and listen 
to music through his portable listening devices. 
During the Event there is Max, the actor. He produces his 
own music in his leisure time, but in the music listening 
situation he is mainly a listener. However, while he is in the 
situation he also prepares the next Musical Event by marking 
the songs he loves for a new playlist, as mentioned in the first 
quote, and could therefore be called an analyst, too. 
The second Feature of the Event is music. Max' likes to 
listen to “Alternative 80s and synthesizer music”, e.g. 
“Depeche Mode, Cure, ...”. When he listens to music, his goal 
is the following: 
 
And I just I wanna go back to the essence of what music was all 
about and that's expressing your feelings. And I need to hear that in 
both the melodies and in the lyrics. 
 
The Act of Engagement with music is the logical 
conclusion of Max' roles as the actor, as a listener and analyst.  
The Local conditions of this Act of Engagement are mostly 
influenced by the activity that is done during the mobile music 
listening. When Max cycles he needs to control his playlist 
through his headphones or Apple Watch, while he can use his 
iPhone for the same purpose when he walks. One of his 
reasons for listening to music is that he prefers “listening to 
music than to [his] surroundings”. Nevertheless, he says the 
reason he hardly ever goes out of the house without his 
portable listening devices is this: 
 
I think it part of it is also habit, that I just don't got out without 
putting my headphones in, so... And, yeah, music is just really 
prominent, I don't know, in my life. 
 
The environment surrounding this particular engagement 
with music is mostly outside. Max explains that the only time 
he does not listen to music outside is when he goes there for 
the purpose of going outside, e.g. a walk in the countryside. 
But since he commutes most of the time, this is often 
accompanied by music. To the question whether there is 
anything in his environment that influences his choice of 
music, he says that this is not the case. Instead he describes 
his relationship with music as one of mutual emotional 
influence, i.e. he either chooses music because of his mood or 
changes his mood because of the next song on his shuffled 
playlist. 
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For Max the Outcome of this engagement with music is the 
equivalent of achieving his aims when listening to mobile 
music. He is able to block out unwanted sounds from his 
environment, manage his mood, and do something he loves 
(i.e. listening to music) while doing something he needs to do 
(i.e. commuting to work). Since music successfully helps him 
to achieve all this, it motivates him to engage in this kind of 
musical performance repeatedly. 
C. Performance as Management 
As mentioned before, performance as management has 
been the center of several studies although it has not always 
been named as such. In the present study most of the 
participants mentioned self-regulation/management as a 
reason for mobile music listening, whether that is for the 
purpose of motivation, relaxation, emotion management, or 
avoiding the unwelcome state of silence, amongst others. 
Motivation is often closely connected with exercising, 
which is one of the activities participants carry out during 
mobile music listening. Here, Annabel explains how music 
helps her when she is running: 
 
'Cause I do like my music to help me eh motivate me with my 
running. Give me energy. It energises you, music. Definitely makes a 
difference to your mood and your motivation levels. 
 
This energy appears to be created through loud and upbeat 
music and it helps to “speed me up”, as Cody, who also uses 
music while running, phrases it. Cody describes how he 
sometimes runs in the rhythm of the music and “when it's the 
tempo faster I'll just start run faster as well”. Apart from the 
intrinsic musical qualities and the volume it is played at, for 
Cody, the temporal characteristic of the music itself serves as 
a landmark to check his running performance. He explains: 
 
When I was in the third song I know - now I should be by the river - 
it was like telling me when if I'm running well. 
 
This is the equivalent to what DeNora (2000) had 
discovered, when she found that some participants use certain 
qualities of music to reflect about themselves and their 
emotional and physical state, although in her study it is not 
connected to physical exercise but identity work. 
In addition to motivation, mobile music is often used to 
create, sustain or change a mood. Thomas, another of the 
participants, explained that this was one of his main reasons 
for listening to music. He is very aware which piece of music 
would cause which emotional reaction in him and therefore 
chooses what he wants to listen to according to the emotional 
aims he has in mind: 
 
It's more it's not about the music type as such, it's more about the 
memories for me. For myself. I wouldn't call a song neutral when I 
used to, you know, listen to it with my mum, who is not here. That 
causes me some, you know, like memories. Not bad memories, but I 
miss her. So I wouldn't want to listen to it when I go out for a party. 
(laughs) You know what I mean? 
 
Anne listens to music in order to avoid a certain emotional 
state. She knows from experience that certain environmental 
conditions will influence her mood negatively, so she listens 
to music in order to block out these environmental stimuli: 
You know, it's not necessarily that it's particularly unpleasant noises, 
it's just that it's too chaotic and it becomes distressing and it you 
know, I will get grumpy. (laughs) 
 
It seems that not only can music itself be used for emotion 
management, but the presence of music can help to keep 
external, and even internal, influences at bay, as the next 
example will show. Here, Thomas does not like the thoughts 
that develop in his head when no music is playing: 
 
'Cause when I don't listen to music and it's really quiet, I start to 
think. About anything. About this car (laughs) or this why is this 
happening, why is that. And I don't want this, 'cause it's really tiring 
my brain. 
 
It is not any particular quality of the music he is listening 
to, but the mere presence of music that helps with this 
particular kind of self-performance. Of course, the music that 
is listened to can be chosen to manage emotions, too, so two 
purposes are served at the same time. 
There are many other examples for performance as 
management, which cannot all be mentioned here. The 
examples shown here give a hint of how it is possible to re-
perform certain aspects of the daily life through music. 
IV. CONCLUSION 
As shown in this article, mobile music listening can be used 
to re-perform everyday life in several different ways, using 
multiple definitions of the word “performance”.  
In the first instance performance can be understood as 
conveying an impression, which is done automatically when 
wearing headphones in the presence of others and needs to be 
adjusted occasionally in order not to convey an unwanted 
impression.  
Additionally, performance can be seen as a sequence of 
occurrences, which is adaptable to any kind of musical 
behaviour. Through the example of one participant it was 
demonstrated that mobile music listening is more than can be 
seen in public, and that it consists of three different times 
(before, during, and after the event). In other words, it can be 
described as a Musical Event, too. 
Lastly, understanding performance as management is 
giving a different name to something that has been the topic of 
many previous studies. It was illustrated here, how mobile 
music listening can be utilised to manage emotions and to 
motivate during exercise. 
The main purpose of this article was to show that mobile 
music listening is a complex behaviour that can be 
investigated from many different angles. This article also 
gives the indication that it is necessary for clarification 
purposes to show exactly how “performance” is defined in a 
given context. 
REFERENCES 
Atkinson, R. (2007). Ecology of sound. The sonic order of urban 
space, Urban Studies, 44(10), 1905-1917. 
Bull, M. (2000). Sounding Out the City. Personal Stereos and the 
Management of Everyday Life. Oxford: Berg. 
Bull, M. (2005). No dead air! The iPod and the culture of mobile 
listening, Leisure Studies, 24(4), 343-355. 
Proceedings of the 25th Anniversary Conference of the European Society for the Cognitive Sciences of Music, 31 July-4 August 2017, Ghent, Belgium 
Van Dyck, E. (Editor) 
 
 154 
Bull, M.  (2006). iPod. In C. Jones (Ed.), Sensorium (pp. 156-158). 
Cambridge, MA: MIT Press. 
Bull, M. (2007). Sound Moves. iPod Culture and Urban Experience. 
London: Routledge. 
DeNora, T. (2000). Music in Everyday Life. Cambridge: Cambridge 
University Press. 
DeNora, T. (2003). After Adorno. Rethinking Music Sociology. 
Cambridge: Cambridge University Press. 
Dibben, N., & Haake, A. B. (2013). Music and the construction of 
space in office-based work settings. In G. Born (Ed.), Music, 
Sound and Space. Transformations of Public and Private 
Experience (pp. 151-168). Cambridge: Cambridge University 
Press. 
Garner, B. (2012). iPod use and the perception of social introversion, 
Leisure Studies, 33(1), 22-31. 
Goffman, E. (1956). The Presentation of Self in Everyday Life. 
Edinburgh: The University of Edinburgh Social Sciences 
Research. 
Goldenbeld, C., Houtenbos, M., Ehlers, E., & de Waard, D. (2012). 
The use and risk of portable electronic devices while cycling 
among different age groups, Journal of Safety Research, 43(1), 
1-8. 
Greasley, A. E., & Lamont, A. (2011). Exploring engagement with 
music in everyday life using experience sampling methodology, 
Musicae Scientiae, 15(1), 45-71. 
Griffiths, M., & Cubitt, S. (2011). Mobile/Audience. Thinking the 
contradictions. In M. Rieser (Ed.), The Mobile Audience. Media 
Art and Mobile Technologies (pp. 81-96). Amsterdam: Rodopi. 
Hosokawa, S. (1984). The walkman effect, Popular Music, 4, 165-
180. 
Improv Everywhere (2010). The MP3 Experiment. Available online 
at https://www.youtube.com/watch?v=kVuVhcdQs0k, checked 
on 6/02/2016. 
Krause, A. E., & North, A. C. (2014). Music-listening in everyday 
life. Devices, selection methods and digital technology, 
Psychology of Music, 44(1), 1-19. 
Krause, A. E., North, A. C., & Hewitt, L. Y. (2015). Music-listening 
in everyday life. Devices and choice, Psychology of Music, 
43(2), 155-170. 
Laukka, P., & Quick, L. (2013). Emotional and motivational uses of 
music in sports and exercise. A questionnaire study, Psychology 
of Music, 41(2), 198-215. 
Skanland, M. S. (2012). A Technology of Wellbeing. A Qualitative 
Study on the Use of MP3 Players as a Medium for Musical Self-
Care. Saarbrücken: LAP. 
Wiredu, G. O. (2007). User appropriation of mobile technologies. 
Motives, conditions and design properties, Information and 
Organization, 17, 110-129. 
 
 
Proceedings of the 25th Anniversary Conference of the European Society for the Cognitive Sciences of Music, 31 July-4 August 2017, Ghent, Belgium 
Van Dyck, E. (Editor) 
 
 155 
Regularity and Asynchrony When Tapping to Tactile, Auditory and Combined Pulses 
Joren Six1, Laura Arens, Hade Demoor, Thomas Kint, Marc Leman 
IPEM, University Ghent, Belgium 
1joren.six@ugent.be 
 
ABSTRACT 
This research is carried out with the aim to develop assistive 
technology that helps users following the beat in music, which is of 
interest to cochlear implant users. The envisioned technology would 
use tactile feedback on each musical beat. However, this raises 
fundamental questions about uni- and cross-modal perception, which 
are not addressed in similar context in the literature. The aim of this 
study was i) to find out how well users are able to follow tactile 
pulses, and ii) To gain insights in the differences between auditory, 
tactile and combined auditory-tactile feedback. A tapping experiment 
was organized with 27 subjects. They were requested to tap along 
with an auditory pulse, a tactile pulse and a combined auditory-tactile 
pulse in three different tempi. An evaluation with respect to 
regularity and asynchrony followed. Subjects were found to perform 
significantly better in terms of regularity and asynchrony for the 
auditory and auditory/tactile condition with respect to the tactile only 
condition. Mean negative asynchrony (MNA) for auditory and 
combined (auditory and tactile) conditions were in the range of 
previous studies. The MNA’s for the tactile conditions showed a 
remarkable dependence on tempo. In the 90BPM condition a clear 
anticipation (-20ms) was reported, for the 120BPM condition the 
mean was around zero, the 150BPM condition showed a positive 
MNA (a reaction vs. anticipation). An effect that could be 
incorporated into the design of an assistive technology. 
I. INTRODUCTION 
Humans generally are able to track musical beat and 
rhythm. Synchronizing movement with perceived beats is a 
process that is natural to most. Both processes develop during 
early childhood (Hannon and Trehub, 2005). Bodily 
entrainment with a beat might have biological origins since it 
promotes group cohesion and could play a role in sexual 
selection. Dance is often a persuading display of fitness and 
phenotypic disposition. However, users of cochlear implants 
that were early-deafened but only implanted during 
adolescence or later have difficulties following rhythm (Fuller 
et al., 2013; Timm et al., 2014). This in contrast with post-
lingually deafened CI users who perform almost on par with 
normal hearing persons (McDermott, 2004). 
More specifically, this research was carried out after a 
request of a person that was implanted with a cochlear implant 
later in life. She wants to be able to dance the tango and has 
been managing by following the lead of her dance partners. 
However, she does not want to depend on rehearsed visual 
cues by specific dance partners and wants be able to switch 
dance partners freely. Moreover, she has reached a level at 
which she feels it becomes hard to improve without feeling 
the beat. This paper aims to be a preliminary step in the design 
process of an assistive technology. A combination of a tactile 
metronome – e.g., the commercially available Soundbrenner 
Pulse – and a smartphone application is envisioned. The goal 
of this study is to gain insights into synchronized tapping 
performance, in terms of regularity and asynchrony, while 
following either auditory, tactile or auditory-tactile pulses. 
There is a great body of work around tapping to auditory 
cues - a good overview is given by Repp (2005) and Repp and 
Su (2013). However, much less is known about how 
multisensory integration can affect sensorimotor 
synchronization. Elliott et al. (2010) does focus on this topic 
and finds that multisensory cues can improve synchronization. 
In the study only a fixed metronome of 120BMP is used. This 
study includes a wider variation of tempi (90, 120 and 
150BMP) and focuses on a single type of multisensory 
integration: tactile-auditory cues. 
II. METHOD 
A. Subjects 
27 subjects were recruited, 16 female and 11 male. The 
group contained two professional musicians and three 
participants with cochlear implants (CI) implanted after 
language development. All subject had normal motor skills. 
The three CI users were not included in the main analysis but 
serve as case studies. 
B. Experimental Set-up 
The subjects were placed in a soundproof room with 
dimmed lightning. They were placed at a table with a drum 
equipped with drums placed below the dominant hand and a 
vibrating device in the other. Headphones were used to deliver 
the auditory stimuli. The Ethical Review Committee of Ghent 
University approved the experimental protocols which also 
complied with the Declaration of Helsinki. 
C. Procedure 
Participants were requested to tap along with a) an 
auditory pulse b) a tactile pulse and c) a simultaneous auditory 
and tactile pulse at three tempi (90, 120 and 150BPM). 
Auditory pulses where either discrete (a metronome) or 
continuous (music). The distinction between discrete and 
continuous lays in the sound between the events. In the 
continuous case (music), there is sound information between 
the beats, which can help to predict or anticipate the next beat. 
For the discrete case (metronome), there is only silence in 
between the ticks. The intervals between tactile pulses where 
either rigid (originating from the metronome) or contained 
small micro timing perturbations (originating from the music). 
Which makes a total of 18 conditions. Each condition took 35 
seconds and between each fragment there was a silent pause 
for 5 seconds. The total run-through of all tasks was about 15 
minutes per participant. The order of the conditions was 
randomized but with a rule that no two conditions with the 
same tempo appeared directly in succession. 
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D. Stimuli and Equipment 
A linear resonant actuator (LRA) from Samsung 
(DMJBRN0832BJ) driven by a haptic motor driver from 
Texas Instruments (DRV2605) was used to deliver tactile 
feedback. LRA-motors vibrate on one single axis and have a 
sharp attack. The LRA was chosen over regular eccentric 
rotating mass (ERM) actuators. ERM actuators deliver 
feedback in all directions and are slow to start and stop due to 
inertia. To register the taps by participants a sensor was built 
based on strain gauges. The sensor had the look and feel of a 
regular drum. When hitting the drum, the strain gauges 
underneath respond quickly to deformation of material. When 
the deformation is above a certain threshold, a tap is registered. 
The auditory feedback was done using a closed headphone, 
the HD 215 by Sennheiser. The stimuli were equalized for 
perceptual loudness using a replay gain algorithm in Audacity 
to -89dB. The volume was kept stable during the experiment. 
During the tactile feedback condition noise was used to mask 
the sound made by the participant while hitting the drum. It 
was coloured using the spectrum of the sound produced by 
tapping the drum. The perceptual loudness of the noise was 
also fixed at -89dB.  
Tactile feedback, registering taps and auditory feedback 
was done by a microcontroller. The main advantage of using a 
microcontroller is the precision in time. Here, a Teensy 3.2 
(by PJRC) microcontroller was programmed to perform these 
tasks. Since all timing critical tasks are performed by a device 
that is capable of low-latency, sub-millisecond guarantees can 
be made for timing measurements between feedback (auditory, 
tactile) and input (tapping). The Teensy was equipped with an 
Audio Adapter Board (also by PJRC) to store and play audio.  
During the experiment, the obtained data was sent to a 
laptop (a late 2010 Macbook Air) for storage and analysis 
over a serial port. On the laptop a script in the Ruby 
programming language instructed the Teensy microcontroller 
of which condition to perform and stored the tapping data in a 
text file with a descriptive name.  
E. Data 
The resulting experimental data consists of two lists of 
timestamps in milliseconds: a list for the reference (beats or 
tactile feedback pulses) and a list for the received taps. With 
the first list, the regularity of the inter tap intervals can be 
determined. Using both lists, the asynchrony between taps and 
beats - or tactile pulses - can be analysed.  
After the session each participant was requested to fill out 
a questionnaire with basic personal data and musical 
background. Also they were asked to subjectively describe the 
difficulties during trails. To detect irregularities after the 
experiment, the trails were videotaped.  
 
Since participants need a few seconds to adjust to a tempo 
at the beginning of a 35 seconds trail, four seconds were 
removed at the beginning. One second was removed at the end 
to prevent that the fade-out present in the music trails had any 
effect. This trimming operation ensured 30 seconds of usable 
data. Extreme values were also removed from the dataset. The 
underlying reasoning being that the task was not correctly 
executed in these cases. Values are deemed extreme if 1.5 
times the standard deviation of the inter tap intervals is larger 
than half of the expected Inter Beat Interval. Only four of the 
total of 432 trails were removed. 
 
 
Figure 1.  The data from one trail visualized as a series of dots 
(left) and in a histogram (right). Each Inter Beat Interval is  
mapped to 0 to 360 and each tap contributes to the position and 
size of the mean. The position determines the mean negative 
asynchrony. The size determines the regularity: closer to the unit 
circle means more regular. 
F. Analysis 
Regularity is defined by a list of Inter Tap Intervals (ITI) 
for a trail. The standard deviation of the ITIs was used as a 
proxy for regularity end is expressed in milliseconds. 
Regularity was used to check if participants executed the task 
correctly. Also an univariate ANOVA analysis was done 
using SPSS 23 looking for effects of three factors: 
 
1. Stimulus, it is either auditory, tactile or combined 
auditory-tactile. 
 
2. Sound, which is either music, or metronome. Music 
contains small micro timing variations while the 
metronome is perfectly stable. 
 
3. Tempo, which is either slow, medium, or fast. 
Respectively 90, 120 and 150 beats per minute 
(BPM). 
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Asynchrony was measured by comparing the reference 
with the actual tap. The asynchrony can be expressed using an 
angle. The expected inter beat interval is mapped to a circle, 
and each tap can be seen as a point on this circle. Figure 1 
shows the data of one trail, tap instants are mapped onto a unit 
circle in the left part of the figure. The circular mean is shown 
as a vector (red) where the angle, in degrees, between zero 
and the vector is the mean asynchrony. In this case it shows a 
mean negative asynchrony, which suggests anticipatory 
behaviour: the tap happens before the beat. Conversely, a 
positive angle would mean a delay between (responsivatory) 
the actual event and the response, while zero means perfect 
synchronization. The size of the vector determines how 
regular the participant tapped. A value of 1 would mean 
perfect regularity. For data analysis, circular statistics and the 
circular statistics Matlab toolbox (Berens et al., 2009) is used. 
A circular statistics ANOVA was done using the same factors 
as explained above: Stimulus, Sound and Tempo. 
 
Figure 2.  The asynchronies for slow medium and fast tempi 
while tapping to auditory, tactile or combined pulses. 
III. RESULTS 
In terms of regularity, subjects performed significantly 
better for the auditory and auditory/tactile condition with 
respect to the tactile only condition.  As shown by an 
ANOVA (see Table 1) followed by a post-hoc Tuckey test. 
The standard deviation of the inter tap intervals increases 
from 25.9 ms and 29.5 ms to 37.0 ms in the tactile case. 
The data is also suggests that adding tactile pulses to an 
auditory stream improves regularity, but the data is not 
conclusive. The ANOVA showed a significant main effect 
for factors Tempo (90, 120 and 150BPM), Sound (music 
or metronome) and Stimulus (tactile, auditory or 
tactile/auditory). Modifying these parameters, in other 
words, changes tapping behavior.  
In terms of asynchrony, performance changes were also 
induced mainly by a change in from auditory to tactile 
feedback. A circular statistics ANOVA (see Table 2)  
showed significant effects for Stimulus and Tempo but the 
model only explained 18% of the variance. The data 
showed a similar performance for the auditory and tactile-
auditory condition and worse performance for the tactile 
only condition in terms of synchronization. 
In Figure 2 the mean asynchrony is plotted for all trails, 
grouped by Tempo and Stimulus. In the slow condition it 
hints at a more stable asynchrony for the combined versus 
the auditory case. While in the fast condition adding tactile 
information to the auditory stream helps less to improve 
asynchrony. For the tactile condition there seems to be a 
striking dependence on tempo. In the slow tempo 
anticipation is recorded, while in the fast condition hits are 
registered, on average, too late. 
IV. CONCLUSION 
It is possible to follow a tactile pulse however regularity 
and synchronization both suffer compared to auditory queues. 
Mean negative asynchrony (MNA) for auditory and combined 
(auditory and tactile) conditions were in the range of previous 
studies. The MNA’s for the tactile conditions showed a 
remarkable dependence on tempo. In the 90BPM condition a 
clear anticipation (-20ms) was reported, for the 120BPM 
condition the mean was around zero, the 150BPM condition 
showed a positive MNA (a reaction vs anticipation). If both 
tactile and auditory queues are present at the same time our 
data suggest that tapping performance increases slightly (in 
terms of both regularity and synchronization). 
It is hard to attribute changes in synchronization behavior 
between tactile or auditory conditions to a specific cause. In 
the current experimental design it is not possible to separate 
effects of feedback processing time, anticipatory behavior, 
motor control delay/problems or reaction times. Further 
research is needed for a better understanding of the underlying 
processes.  
 
 
Table 1. Effect of the factors on regularity. Stimulus has the biggest significant effect, followed by 
Sound and Tempo. 
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Table 2. Effect of the factors on asynchrony. Stimulus has the 
biggest significant effect, followed by Tempo. 
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ABSTRACT 
It is well-known that during the hearing process in the ear and in the 
brain an acoustic stimulus, e.g. a musical harmony, is transformed in 
a highly non-linear way. This can be studied by comparing the 
frequency spectrum of the input stimulus and its response spectrum 
in the auditory brainstem. The latter shows additional frequencies 
which are not present in the input spectrum, in particular the 
periodicity pitch frequency (also known as missing fundamental). 
The aim of this paper is to find out relevant factors that lead to this 
occurrence of the periodicity pitch. The most important factor during 
the neural transformation seems to be the transformation of the input 
signal into pulse trains (spikes) whose maximal amplitude is limited 
by a fixed uniform value. This is shown by comparing the response 
frequency spectrum in the brain with one computed by an artificial 
neural network. 
I. INTRODUCTION 
During the hearing process in the ear and the brain an 
acoustic stimulus, e.g. a musical harmony consisting of 
several complex tones, is transformed in a highly non-linear 
way. The input signal, which may be a superposition of 
periodic signals of certain frequencies and their overtones, 
undergoes a neural transformation in the brain. 
Lee et al. (2009, 2015) investigated this by measuring the 
auditory brainstem response to several musical intervals. They 
report experiments with several musical intervals, discovering 
that the phase-locking activity to the temporal envelope is 
more accurate (i.e. sharper) in musicians than non-musicians. 
For instance, (a) the perfect fifth A2–E3 (i.e. tones with 110 
and 166 Hz and approximate frequency ratio 3:2), shows the 
highest response in the brainstem at about 55.3 ≈ 110/2  Hz, 
and (b) the minor seventh F#2–E3 (93 and 166 Hz, frequency 
ratio 9:5) at about 18.5 ≈ 93/5 Hz. In both cases, the 
additionally occurring frequencies coincide very well with the 
periodicity pitch frequencies of the respective musical 
intervals. 
Recent results from neuroscience demonstrate that 
periodicities of complex chords can be detected in the human 
brain by a system of several neurons (Langner, 1997, 2015). 
Firstly, there are oscillator neurons showing regularly timed 
discharges in response to stimuli, not corresponding to the 
temporal structure of the external signal, i.e. intrinsic 
oscillation. The oscillation intervals can be characterized as 
integer multiples n·T of a base period of T = 0.4 ms with n ≥ 2 
for endothermic, i.e. warm-blooded animals (Langner, 2015, 
Chapter 5). The external signal is synchronized with that of 
the oscillator neurons, which limits signal resolution. 
Secondly, there are trigger neurons that transfer signals 
without significant delay. In contrast to them, integrator 
neurons respond with a certain amount of delay. In the dorsal 
cochlear nucleus, periodic signals are transferred with 
different delays. There, onset latencies of integrator neurons 
up to 120 ms have been observed (Langner and Schreiner, 
1988). 
When the delay corresponds to the signal period, the 
delayed response and the non-delayed response to the next 
modulation wave coincide. By this procedure, the missing 
fundamental tone and hence periodicity pitch can be detected 
in the brain. Both groups of neurons are synchronized by the 
oscillator neurons. 
According to Langner (1997, 2015), pitch and timbre (i.e. 
frequency and periodicity) are mapped temporally and also 
spatially and orthogonally to each other in the auditory 
midbrain and auditory cortex as a result of a combined 
frequency-time analysis that is some kind of autocorrelation 
mechanism by comb-filtering, including phase locking, which 
means that phase differences among different signals can be 
neglected. 
But the question remains why actually the periodicity pitch 
occurs in the frequency response spectrum in the brain, 
although it is present neither in the original signal nor in a 
superposition of the signal with delayed versions thereof, 
because summation of signal waveforms does not alter the 
frequencies in the respective spectra, only their amplitudes. In 
addition, autocorrelation may introduce only overtones into 
the spectra, i.e. integer multiples of the frequencies in the 
original signals, but not subharmonics like the periodicity 
pitch frequency. 
Lee et al. (2009, 2015) mention combination tones as a 
possible cause. They are artificially perceived when two real 
tones with two frequencies f1 < f2 sound at the same time and 
have percepts corresponding to the frequencies f1–k·(f2–f1) 
where k is a positive integer. Combination tones are derived 
from the distortion products (cf. Hartmann, 1997, Chapter 22) 
generated by the non-linear behavior of the auditory system. 
However, there are many more combination tones than tones 
occurring in the response spectra, and the value of k yielding 
the periodicity pitch frequency may be rather high. 
II. AIMS 
The aim of this paper is therefore to find out more 
precisely the relevant factors that lead to the occurrence of the 
periodicity pitch in the response spectrum of a signal. Reasons 
may be (among others): 
 
1. Phase-locking induced by oscillator neurons with 
intrinsic oscillation frequency, different from the 
frequencies in the input; 
2. Autocorrelation or distortion products which may be 
realized by superposition of the input signal and a 
delayed version of it; 
3. The transformation of the input signal into pulse trains 
(spikes) whose maximal amplitude is limited by a 
fixed uniform value. 
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We already briefly discussed reasons #1 and #2 in the 
introduction (Section I). On the one hand, they allow to derive 
the periodicity pitch, but on the other hand they do not exactly 
explain why the periodicity pitch frequency is physically 
present in the auditory brainstem response. Let us thus inspect 
reason #3 in more detail: 
In the brain, spikes are created when the action potential of 
a neuron crosses some threshold, namely if the net excitation, 
received by a neuron over a short period of time, is large 
enough. As a side effect, the amplitude of the signal is limited 
by this procedure. As we will demonstrate next (in Sections 
III and IV), this kind of distortion of the original signal yields 
the desired result, because then only specific combination 
tones are present in the frequency spectrum. 
III. METHOD 
The stimuli from other studies are used as input to a 
theoretical model and compared with the corresponding 
response spectra in the brain. Lee et al. (2015) use an electric 
piano sound (Fender Rhodes) recorded from a digital 
synthesizer. The stimuli are binaurally presented to adult 
subjects through insert headphones, and the responses are 
collected using several scalp electrodes. The waveform of the 
original stimulus, in this case the perfect fifth mentioned in 
the introduction, is shown in Figure 1 in blue. As one can see, 
the signal has an overall period length of about 18.1 ms. It 
corresponds to the periodicity pitch of 55.3 Hz (cf. Section I). 
 
 
Figure 1. Perfect fifth (electric piano sound): original signal 
(blue); amplitude-limited response (red).  
 
In the following, we introduce a recurrent artificial neural 
network model for generating and perceiving such periodic 
waveforms. Generally, an artificial neural network consists of 
many neurons which are connected with each other. In 
recurrent networks, e.g. echo state networks (Jaeger, 2001, 
2007), the neurons may be recursively connected and the 
activation of each neuron changes over time. If the neurons 
x1, …, xn are connected to a neuron y, then it holds 
y(t+τ) = g(w1·x1(t)+...+wn·xn(t)). Here, w1, …, wn are weights, 
τ is a discrete time constant, and g is the so-called activation 
function. 
The activation function g may be the identity. In this case, 
one speaks of linear activation. With linear activation and also 
with deviations thereof (see below), pure cosine and sine 
waves can be generated by a simple recurrent network 
consisting of only two neurons (see Figure 2). If we want to 
generate x1(t) = α·cos(ω·t+φ) and x2(t) = α·sin(ω·t+φ), 
respectively, where α is the amplitude, ω = 2π·f the angular 
frequency, and φ the phase shift of the oscillation, then the 
initial state must be x1(0) = α·cos(φ) and x2(0) = α·sin(φ). 
Applying the trigonometric addition theorems, we obtain the 
following recursion formulas below where the coefficients 
correspond to a rotation matrix with rotation angle ρ = ω·τ: 
x1(t+τ) = cos(ρ)·x1(t) –sin(ρ)·x2(t) 
x2(t+τ) = sin(ρ)·x1(t) +cos(ρ)·x2(t) 
More complex waveforms are obtained by superposition, 
i.e. summation of several different simple waveforms. Usually, 
a non-linear, strictly increasing sigmoidal activation function 
g is used in artificial neural networks (cf. Goodfellow et al., 
2016), e.g. the logistic function, the hyperbolic or arc tangent, 
or simply the sign function. By this, the input signal is 
transformed into a rectangular pulse train with uniform 
maximal amplitude. For our running example, the perfect fifth, 
Figure 1 shows in red the amplitude-limited response of the 
artificial neural network by applying the sign function as 
activation function g to the input signal. 
 
 
 
 
Figure 2. Recurrent artificial neural network for sinusoid 
generation and perception. Two neurons suffice. Each neuron 
can act as input and/or output of an external signal. 
IV. RESULTS 
From the given waveforms, the frequency spectra of the 
original signal and the amplitude-limited signal can be easily 
computed. This as well as the implementation of the recurrent 
artificial neural networks has been done by means of a 
MatLab/Octave program (Higham and Higham, 2017) written 
by the author. For this, a Fourier transformation has to be 
performed (cf. Hartmann, 1997, Chapter 8). In the 
implementation, the discrete variant is used, the Fast Fourier 
Transformation (cf. Hartmann, 1997, Chapter 21). 
Figure 3 shows the frequency spectra of the perfect fifth 
(electric piano sound) for the original signal (in blue) and its 
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amplitude-limited response (in red). The periodicity pitch 
occurs physically in the real brainstem response (see Lee et al., 
2015, Figure 5) and the predicted frequency spectrum, 
although our recurrent artificial neural network model is 
rather simple. The key point is the non-linear, sigmoidal 
activation. Neither an autocorrelation analysis nor a complex 
neural model, e.g. with oscillating neurons (see e.g. Shapira 
Lots and Stone, 2008, and Lerud et al., 2014), is required. 
 
 
Figure 3.  Frequency spectra of perfect fifth (electric piano 
sound): original signal (blue); amplitude-limited response (red). 
However, until now only a qualitative comparison of the 
brainstem response spectrum with the spectrum predicted by 
the model has been done. Therefore, of course, this point 
needs further investigation. Nevertheless, both the real 
brainstem response frequency spectrum and that computed by 
the theoretical model show: 
 
• The response spectra contain as expected in addition to 
the original spectrum first and foremost the periodicity 
pitch frequency, not arbitrary difference tones. 
• The peaks in the response spectrum are sharper the 
more pulse-like the transformed input is. 
• The peaks at the periodicity pitch frequencies are more 
salient for more consonant harmonies. In this case, the 
periodicity pitch frequency is comparatively high. 
 
The latter means that the relative periodicity, as defined by 
Stolzenburg (2015), is relatively low. Relative periodicity 
denotes the approximated ratio of the period length of the 
musical harmony (i.e. its periodicity pitch) relative to the 
period length of its lowest tone component. The good 
correlation between relative periodicity and consonance has 
been shown extensively by Stolzenburg (2015). The 
periodicity pitch frequency of our perfect fifth is 
approximately 55.3 Hz. This corresponds exactly to the first 
bigger peak in the response spectrum in Figure 3 (in red). 
How does limiting the amplitude of the input waveform 
introduce additional frequencies into the signal, in particular 
the periodicity pitch frequency? In order to understand this 
more precisely, we consider the input signal as a sequence of 
rectangular pulses with uniform amplitude, as in the brain, and 
analyze its frequency spectrum. A similar procedure has been 
undertaken by Ebeling (2007, 2008) in his mathematical 
model for the analysis of the perception of consonance. 
For the perfect fifth with ground tone frequencies of 110 
and 166 Hz, we have pulses every 1/110 ≈ 9.1 ms and every 
1/166 ≈ 6.0 ms, respectively. After an overall period of 
approximately 18.1 ms, which corresponds to the period 
length of the missing fundamental tone, both signals coincide. 
This can be seen in Figure 4 (in blue). Therefore, the 
amplitude is not uniform at this point. Limitation of the 
amplitude is achieved by introducing an additional signal that 
has the frequency of the periodicity pitch, again consisting of 
rectangular pulses. This is also shown in Figure 4 (in red). 
This is the reason why the periodicity pitch frequency is 
present in the amplitude-limited signal. 
 
 
Figure 4.  Perfect fifth with rectangular pulses: original signal 
(blue); additional periodicity pitch frequency signal to limit the 
amplitude to a uniform height (red). 
In general, the additional frequencies of a complex 
harmony comprising several rectangular pulses with different 
frequencies can be determined as follows. In this context, we 
assume that the respective frequency ratios are integer 
fractions. If this is not the case, they can be approximated up 
to a fixed accuracy, e.g. 1% (see e.g. Forišek, 2007). This 
procedure yields us the harmonic-series presentation of the 
given harmony where the real frequencies f1, …, fn are 
mapped to a set of abstract frequencies and their ratios that are 
small integer numbers (cf. Stolzenburg, 2015, Section 3.2). 
For instance, we have the following abstract frequency ratios: 
(a)  4:5:6 for the major triad in root position 
(b)  3:2 for the perfect fifth 
 
In the amplitude-limited signal, all rectangular pulses must 
have uniform amplitude. This means, whenever two pulses of 
different frequencies coincide, it has to be compensated (as 
shown in Figure 4 in red). In consequence, the set of abstract 
frequencies has to be extended iteratively by all possible 
greatest common divisors. These extended sets of abstract 
frequencies for our two examples are (a) 1,2,4,5,6 and 
(b) 1,2,3, respectively. The amplitudes of the newly 
introduced abstract frequencies (here: 1,2 and 1, respectively) 
are -1 in most cases. This holds in particular for the 
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periodicity pitch frequencies of our two examples which 
correspond to the abstract frequency 1. In general, the 
absolute value of the amplitudes may differ from 1 in this 
model calculation. For this, starting with the uniform 
amplitude α(f) = 1 for each abstract frequency f in the 
extended frequency set, each amplitude is corrected by setting 
α(f1) = α(f1)–α(f2) whenever the abstract frequency f1 is a 
divisor of f2. Anyway the periodicity pitch occurs in the 
frequency spectrum, as desired. 
V. CONCLUSIONS 
In summary, the most important factor during the neural 
transformation for periodicity detection seems to be the 
spiking with uniform, limited amplitude (i.e. reason #3, cf. 
Section 2). Even for random phase difference or slightly 
mistuned intervals the results do not change. Autocorrelation, 
intrinsic oscillation, phase-locking, or similar mechanisms 
(see e.g. Shapira Lots and Stone, 2008, and Lerud et al., 2014) 
are not needed to explain the response spectra but nevertheless 
correlate well with the empirical findings. The result that the 
periodicity pitch appears in the response spectrum and not 
arbitrary difference tones can be reproduced by Fourier 
analysis of amplitude-limited pulse trains. 
Nonetheless, it remains an interesting research question 
whether a similar effect can be noted also in the response 
spectrum when the harmonic tones are not presented 
simultaneously, but in succession. This should be the subject 
of future work. In addition, more extensive studies and 
comparisons with real brainstem responses have to be done. 
Last but not least, the recurrent artificial neural network 
model should be developed further. 
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ABSTRACT 
Sensorimotor integration tasks, such as body movements in time with 
music, can foster the experience of flow – a pleasurable state of full 
engagement and concentration, occurring during a seemingly 
effortless and automatic activity. As it can be argued that both music 
and flow are embodied phenomena, perception-action coupling 
might be the core of the intimate relationship between flow and 
music. Here, we examined whether a direct relationship exists 
between the subjective experience of flow and sensorimotor 
synchronization accuracy and stability in a finger tapping task with 
music. In a between-subjects design, participants tapped in time with 
the beat of music clips with either low, medium, or high rhythmic 
complexity. After the tapping task they rated their flow state on the 
Flow Short Scale (Rheinberg, Vollmeyer, & Engeser, 2003) with the 
two subscales fluency of performance and absorption by activity. 
Tapping accuracy and stability was assessed by the circular variance 
and the SD of inter-tap-intervals (ITIs), respectively. Both the 
circular variance and the SD of ITIs were significantly negatively 
correlated with fluency of performance for music clips with medium 
and high rhythmic complexity, but not for music clips with low 
complexity. No significant correlations were found between the 
tapping performance measures and absorption by activity. Our 
findings add to the evidence that perception-action coupling plays a 
key role in explaining the relationship between flow experience and 
musical activities. They also suggest that absorption by activity is not 
as relevant to the experience of flow during musical activities as one 
might naively assume. 
I. INTRODUCTION 
Flow most commonly occurs in challenging situations that 
demand high personal skills. The experience of flow is 
typically connected to positive affect, concentration, creativity, 
motivation, and satisfaction (Csikszentmihalyi & LeFevre, 
1989). To experience flow, it is advantageous if a task has 
clear goals and provides feedback about the quality of the 
performance; examples for such activities are work, games, 
sports, and musical activities (Csikszentmihalyi & LeFevre, 
1989, Csikszentmihalyi, 1997). Especially in athletic or 
musical performances, sensorimotor integration seems to be 
one key component for evoking a state of flow (Dietrich, 
2004). In a recent study, Gaggioli, Chirico, Mazzoni, Milani, 
and Riva (2016) showed that when playing in a band, the 
averaged flow state across the band members could predict 
self-evaluated global performance and perceived competence. 
However, in the same study, the bands’ flow states could not 
predict more objective performance ratings of experts. 
It is important to note that flow is a phenomenon with 
multiple dimensions. In a study with pianists, de Manzano, 
Theorell, Harmat, and Ullén (2010) found that during piano 
playing, some flow dimensions in a reduced subset of the 
Flow State Scale (Jackson & Eklund, 2004) — such as 
challenge/skill balance or feedback — were not as statistically 
conclusive as others due to low variances between participants. 
They reported that participants had difficulties in estimating 
challenge/skill balance and feedback related flow dimensions 
during playing a self-selected piano piece that they enjoyed 
and had previously practiced. 
Although a variety of studies have investigated links 
between flow and musical activities, such as music listening, 
or musical performance (for a review, see Chirico, Serino, 
Cipresso, Gaggioli, & Riva, 2015), empirical evidence on the 
relationship between sensorimotor synchronization and flow 
is scarce. Here, we tested whether more accurate and stable 
sensorimotor synchronization (i.e., tapping in time with the 
beat of music) is associated with stronger experiences of flow. 
Because flow is a multifaceted phenomenon, we compared the 
relationship between sensorimotor performances and the two 
flow dimensions fluency of performance and absorption by 
activity (Engeser & Rheinberg, 2008). 
II. METHOD 
A. Participants 
Sixty-nine participants (34 female, 35 male, M = 24.5 
years, SD = 4.1) took part in the experiment. Three additional 
participants were excluded because the circular variance of 
their tapping performances was higher than three times the 
interquartile range of the group’s circular variance. 
Participants had M = 15.9 years (SD = 2.5, range: 12 – 22) of 
formal education (school and university). Based on the 
Goldsmiths Musical Sophistication Index (Müllensiefen, 
Gingras, Stewart, & Musil, 2013; Schaal, Bauer, & 
Müllensiefen, 2014), the participants’ musical training 
(M = 24.4, SD = 10.3) was below the 43rd percentile of the 
norm group and the general musical sophistication (M = 72.5, 
SD = 19.9) below the 33rd percentile. Participants provided 
written informed consent.  
B. Music Clips 
Four different audio clips were written and recorded by a 
professional drummer and a professional pianist with MIDI 
instruments (Yamaha DTXtreme e-drum set, Nord Wave 
keyboard). They were instructed to play ‘groovy’ and 
repetitive rhythms and melodies at different tempi (100, 110, 
120, and 130 BPM). The music clips consisted of bass drum, 
snare drum, hi-hat, bass (left hand of keyboard) and organ 
(right hand of keyboard). The four different music clips were 
then adjusted by author JS to conform to three different levels 
of rhythmic complexity (low, medium, and high) with the 
software Ableton Live 8 (Ableton AG, Berlin, Germany). 
Low complexity clips had accented notes on the beat level and 
did not include syncopated notes. Medium complexity clips 
included some syncopated notes and some accents on the off-
beats. High complexity clips were heavily syncopated and 
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included many accents on the off-beats. All clips were 
quantized on a sixteenth note level. Each clip lasted 16 
measures of 4/4 time (31 – 40 s, depending on the tempo) and 
was introduced by four hi-hat quarter notes in the time of the 
corresponding beat. 
C. Design and Procedure 
In a between-subjects design participants were randomly 
assigned to one of three rhythmic complexity groups (low 
[N = 21], medium [N = 24], and high [N = 24]).  
Data were collected as part of a larger study which 
investigated the influence of sensorimotor synchronization on 
neurofeedback training. There were three main blocks: A first 
tapping block, a neurofeedback training block, and a second 
tapping block. Directly after each block, participants filled out 
the Flow Short Scale (Rheinberg, Vollmeyer, & Engeser, 
2003), a 7-point scale with 13 items that measures the flow 
state. After the three blocks, participants filled out a series of 
questionnaires including the Gold-MSI (Goldsmiths Musical 
Sophistication Index, Müllensiefen et al., 2013). MAX/MSP 5 
software was used to present the clips and to record the taps. 
Participants were instructed to tap their right index finger as 
synchronously as possible with the beat. Taps were recorded 
with an Arduino-based circuit board (Makey Makey, 
JoyLabz) connected to a 3×3 cm aluminum pad. The first 
tapping block consisted of 12 trials; the second block 
consisted of 8 trials. In the first block 4 to 8 practice trials 
were monitored by the experimenter to ensure that 
participants understood the task. In total, the experiment took 
approximately 90 minutes. 
D. Data Analysis 
1) Flow state. For the analysis of the flow state, we used 
participants’ mean ratings of the two Flow Short Scale factors 
fluency of performance (6 items) and absorption by activity 
(4 items; Rheinberg et al., 2003; Engeser & Rheinberg, 2008). 
Ratings given after both tapping blocks were combined for 
statistical analyses.  
2) Tapping data. Tapping data of both tapping blocks were 
combined for statistical analyses. We used trials 5– 12 from 
the first tapping block and trials 1– 8 (i.e., all trials) from the 
second block. Tapping stability was assessed by the standard 
deviation of inter-tap-intervals (ITIs). Doubled or missing taps 
with ITIs shorter or longer than two thirds of the quarter note 
interval of the corresponding music clip were removed from 
the analysis (M = 1.3%, SD = 2.5, range: 0 – 12.9%). Tapping 
accuracy was assessed by the circular variance of taps based 
on circular statistical methods implemented in the CircStat 
toolbox (Berens, 2009) for Matlab. The analysis was based on 
the same data used for the analysis of the SD of ITIs. The 
circular variance provides information about the variability of 
the phase of the taps in relation to the beat. The circular 
variance is 0 when all taps fall directly on the beat of the 
stimulus and 1 when the phase of the taps in relation to the 
beat is evenly distributed between 0 and 360°. 
3) Relationship between flow state and tapping 
performances. The relationship between flow dimensions and 
tapping performance measures was assessed by Pearson’s 
correlations. To evaluate the stability of the correlations, we 
performed bootstrapping using k = 10,000 estimations with 
replacement and report the resulting 95% confidence intervals.  
III. RESULTS 
Across all groups, the mean level of fluency of 
performance was 5.20 (SD = 0.88) and the mean level of 
absorption by activity was 4.88 (SD = 0.88). Neither fluency 
of performance nor absorption by activity differed between 
the rhythmic complexity groups (F(2,66) = 0.77, p = .467, and 
F(2,66) = 2.68, p = .076, respectively). 
The circular variance did significantly differ between the 
rhythmic complexity groups (F(2,66) = 12.32, p < .001, 
ηp2 = .27) with higher variances for high rhythmic complexity 
(M = 0.25, SD = 0.24) compared to medium (M = 0.08, 
SD = 0.06) and low complexity (M = 0.05, SD = 0.02). 
Figure 1 depicts the circular histograms of taps for the three 
different complexity groups. The circular mean (i.e., the mean 
Figure 1. Circular histograms of the taps of participants in the three different rhythmic complexity groups. The length of each bin 
represents the total number of taps as indicated by the radial coordinates. The value 0° represents the beat position of the music clips.  
The distribution of taps between 330 and 0° indicates that participants anticipated the beat and successfully tapped in time with the 
beat. 
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of the phase of the taps relative to the beat) did not 
significantly differ between the rhythmic complexity groups 
(F(2,66) = 0.20, p = .821; low complexity: M = -3.6°, 
SD = 22.2; medium complexity: M = -7.2°, SD = 29.2; high 
complexity: M = -2.5°, SD = 28.0). The mean SD of ITIs also 
did not significantly differ between the groups (F(2,66) = 1.31, 
p = .277; overall mean = 28.57 ms, SD = 6.88). 
Figure 2 depicts the relationship between the ratings of the 
flow dimension fluency of performance and tapping accuracy 
(circular variance). The circular variance was significantly 
negatively correlated with fluency of performance in the high 
rhythmic complexity group (r = -.46, p = .022, 95% CI [-.67, -
.19]). Additionally, a trend was found in the medium 
complexity group (r = -.38, p = .067, 95% CI [-.73, .06]). No 
significant correlation was found in the low complexity group 
(r = -.10, p = .657). 
Figure 3 depicts the relationship between the ratings of the 
flow dimension fluency of performance and tapping stability 
(SD of ITIs). The SD of ITIs was significantly negatively 
correlated with fluency of performance in medium (r = -.42, 
p = .040, 95% CI [-.67, -.13]) and high rhythmic complexity 
groups (r = -.49, p = .016, 95% CI [-.69, -.22]). No significant 
correlation was found in the low complexity group (r = .15, 
p = .518). 
No significant correlations between circular variance or 
SD of ITIs and the flow dimension absorption by activity 
were found (all rs between -.24 and .29, ps > .2). 
IV. DISCUSSION 
Higher subjective fluency of performance was associated 
with higher sensorimotor accuracy and stability when tapping 
in time to musical stimuli with medium and high rhythmic 
complexity. In contrast, no such effect was found for stimuli 
with low rhythmic complexity. The flow dimension 
absorption by activity was not significantly correlated with 
tapping performance measures.  
Fluency of performance with items such as “my 
thoughts/activities run fluidly and smoothly”, “I feel that I 
have everything under control” and “the right 
thoughts/movements occur of their own accord”, might be 
related to implicit automatic processes that, in contrast to 
explicit processes, do not strongly depend on higher-order 
cognitive functions. Dietrich (2004) proposed that during the 
experience of flow, analytical and explicit processes might be 
suppressed. Our findings provide some evidence for the 
importance of skill-based implicit processes for the experience 
of flow, as participants with longer musical training 
experienced higher fluency of performance (r = .37, p = .002).  
Musical training was negatively correlated with circular 
variance (r = -.33, p = .006) and SD of ITIs (r = -.46, 
p < .001), indicating that longer musical training is associated 
with better tapping performances. Moving in time with the 
beat of music is a typical example for a sensorimotor 
integration task demanding the coupling of perception and 
action. Nijs, Coussement, Moens, Amelinck, Lesaffre and 
Leman (2012) argue that perception-action coupling is related 
to flow dimensions such as skill/challenge balance, immediate 
feedback, sense of control, and merging of action and 
awareness. They further conclude that the perception-action 
coupling needs to be correct to create an optimal flow 
experience. Feedback is an important factor for the experience 
of flow (Csikszentmihalyi & LeFevre, 1989, Csikszentmihalyi, 
1997), and participants with longer musical training and 
higher musical skills might be better at detecting sensorimotor 
synchronization errors and evaluating the own tapping 
performance. 
Our findings support the assumption that flow states 
typically represent matching high-skill, high-challenge 
situations (Custodero, 2002), as participants with more 
musical training experienced more flow. Additionally, 
positive linear relationships between flow and tapping 
accuracy and stability were only found for stimuli with 
medium and high rhythmic complexity. Tapping in time with 
low complexity stimuli might have been too easy and not 
challenging enough for an optimal experience of flow. This 
might explain why we did not find a linear relationship 
between tapping performances and flow experiences with low 
rhythmic complexity stimuli. 
The flow dimension absorption by activity includes items 
such as “I don’t notice time passing”, “I am totally absorbed 
in what I am doing” and “I am completely lost in thought”. 
Naively, one would probably relate all three items to musical 
Figure 2. Observed data points and linear regression lines describing the relationship between the flow dimension fluency of 
performance and the circular variance of tapping performances (i.e., tapping accuracy) in each rhythmic complexity group. 
Proceedings of the 25th Anniversary Conference of the European Society for the Cognitive Sciences of Music, 31 July-4 August 2017, Ghent, Belgium 
Van Dyck, E. (Editor) 
 
 166 
activities. One might also expect that the better the tapping 
performance, the higher the scores on these items. However, 
we found no significant correlation between tapping 
performance measures and absorption by activity. In their 
recent review, Chirico and colleagues (2015) came to the 
conclusion that “time transformation” and “loss of self-
consciousness” are the least relevant flow dimensions for 
musical activities. These dimensions are comparable to 
absorption by activity. 
A reason for the null-effects for absorption by activity 
might be the low ecological validity of the experiment. A 
tapping task cannot substitute the experience of a real music 
performance. We need further experiments with higher 
ecological validity (e.g., real musical performances, group 
performances, dancing alone or in groups) to disentangle the 
multifaceted nature of flow in the musical domain. 
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ABSTRACT 
In the visual domain people tend to use ensemble coding to represent 
sets of objects by averaging their object features. Extraction of these 
statistical summaries appears to be a very fast and accurate process. 
Recent evidence suggested that listeners can also use ensemble 
coding in perception of auditory sequences with pure tones. In this 
study, we investigated statistical summary representations using 
more music-like stimuli. We found that nonmusician listeners 
performed above-chance when estimating the mean pitch frequency 
of a complex tone sequence with 6, but not 4 or 8 tones. Our study 
presents some evidence for statistical summary extraction in 
nonmusicians with complex tone sequences of moderate length. We 
discuss our results with respect to why complex tones might have 
brought some limit to statistical averaging.  For higher ecological 
validity it is critical that studies on ensemble encoding with auditory 
stimuli start using complex rather than pure tones.  This will also 
prepare grounds for a better understanding of various music-feature -
related mechanisms in music perception.  
I. INTRODUCTION 
Statistical summaries or ensemble representations are 
higher-level representations that seem to occur before 
individual representations of objects. Our perceptual system 
extracts ensemble representations of sets of objects in order to 
overcome capacity limitations that would have been caused 
when representing all parts of a set separately and in detail. It 
is also more efficient to process visual information by taking 
advantage of the redundancies and regularities in the visual 
world (Alvarez, 2011). We seem to make these statistical 
summaries very rapidly and accurately (Chong & Treisman, 
2003). Ensemble representation mechanisms have mostly 
been studied in the domain of visual perception, and observed 
for various features of visual objects such as; size (Ariely, 
2001), orientation (Dakin, 2001; Parkes, Lund, Angelucci, 
Solomon & Morgan, 2001), color (Maule, Witzel & Franklin, 
2014), brightness (Bauer, 2009), facial emotion (Haberman & 
Whitney, 2007), and facial identity (de Fockert & Wolfenstein, 
2009). Further studies extended these findings from static 
displays to sequentially presented sets of objects (Albrecht & 
Scholl, 2010; Albrecht, Scholl, & Chun, 2012). It has been 
shown that, in a sequence of visual objects, contribution of 
early and later items to the summary statistics differ according 
to task demands. When a task requires rapid responses, earlier 
items dominate the statistical summary calculation and a 
primacy effect is observed. On the other hand, when the task 
requires updating for more recent items or when 
representations of early items are lost due to limited storage 
capacity of attention and memory, later objects gain 
importance and a recency effect is observed (Hubert-
Wallander & Boynton, 2015). 
Even though the literature about statistical summary 
representations is dominated with findings from visual 
cognition, the mechanism is not limited to vision. Statistical 
summary representations are also observed with auditory 
features. Albrecht, Scholl, and Chun (2012) showed that when 
people were presented a sequence of {pure tone-visual display} 
pairs, they successfully averaged the pitch frequencies of the 
pure tones as well as the disc diameters of the varying circles.  
Moreover, the absolute error percentages when averaging pure 
tones were even lower than those for the co-presented visual 
objects. This suggested that (1) statistical summary 
representations were not specific to vision but also present in 
auditory perception, and (2) the averaging mechanism was 
even more accurate for auditory perception. 
In another study, Piazza and colleagues (2013) presented 
participants series of six logarithmically spaced and 
sequentially presented pure tones.  Each 6-tone sequence was 
followed by a test tone that was always different from the 
pitch mean.  Participants had to rate if the pitch frequency of a 
subsequent test tone was higher or lower than the mean 
frequency of the set. Findings showed that listeners were 
mostly correct in their answers suggesting that they were 
indeed capable of extracting an average frequency from an 
auditory sequence. They varied the number of tones in the set 
and observed that at least three tones were sufficient for 
accurate averaging. They also found that except for the last 
and somewhat for the first tone, listeners could not reliably 
identify members of the 6-tone sequence in a two-alternative 
forced choice task. The same was true when their task was to 
identify the position of a member within the sequence.  In 
other words, participants seemed to extract the ensemble 
representation of the mean frequency without explicitly 
retrieving the individual tones.  
Given these first pieces of evidence for statistical summary 
representations in pure-tone sequences we aimed at extending 
these findings using (1) complex tones, (2) nonmusicians 
(Albrecht, Scholl, & Chun, 2012, do not report about their 
participants’ musical background; participants in the Piazza et 
al. study, on the other hand, had moderate to higher levels of 
musical training), (3) a different task setup.   
Our study used complex tones with synthesized piano 
timbre to obtain more music-like perception.  Furthermore, we 
decided to use a two-alternative forced choice task as a 
slightly more direct way of testing statistical summaries.  
Piazza et al. (2013) used a test tone that was either higher or 
lower by 0.5 up to 5 semitones than the statistical average. 
Hence, participants in the Piazza et al. study never directly 
judged the statistical average per se, whereas in our setup they 
will (up against a distractor tone that is ± 2 semitones different 
from the target tone).  Albrecht, Scholl, and Chun (2012), on 
the other hand, used a slider, as is commonly done in vision.  
But one potential issue with using a slider in a tone-context is 
that tones are typically part of a categorical rather than 
continuous representational system.  Given that humans form 
tonotopic maps early on (cf. Trainor, 2005), finding lower 
error rates for auditory compared to visual stimuli when using 
a slider may be an artifact of differences in how pitch 
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frequency as opposed to disc diameter is represented.  Even 
nonmusicians should, for instance, be less likely to stop the 
slider at a pitch frequency that does not exist in their 
representational repertoire (e.g. 445 Hz). 
 
EXPERIMENT 1 
 
In the first experiment we aimed to investigate if listeners 
could accurately estimate and encode the mean pitch 
frequency of a sequence of eight complex tones as a statistical 
summary representation. We also wanted to look at potential 
primacy or recency effects in the statistical summary 
extraction process. By adding a between-subjects primacy or 
recency distractor condition to the two-alternative forced 
choice test (2AFC), we aimed to see if mean representations 
might be (falsely) influenced by early or late items in the 
sequence. Given Albrecht et al’s (2012) findings, we expected 
above chance performance for the group that only received the 
correct mean tone together with a distractor tone that was 
either 2 semitones above or below the correct average but 
never the average of the first or last four tones.  For the groups 
who received the correct average tone together with either the 
first (primacy) or last (recency) 4-tone averages, we expected 
a potential primacy effect given the speed of the task (cf. 
Hubert-Wallander & Boynton, 2015). And in light of Piazza et 
al.’s (2013) finding that, despite good single-tone memory for 
the last tone, it was ensemble rather than single-note encoding 
that determined correct statistical summary, we did not expect 
a recency effect. 
I. METHOD 
A. Participants 
Listeners were 45 Boğaziçi University students (16 
participants in the “simple mean estimation” group, 14 
participants in the “primacy distractor” group, and 15 
participants in the “recency distractor” group). They all had 
less than 2 yrs of musical training (M = 1.1 yrs, SD = 1.6, for 
“simple mean estimation group”, M = 1.7 yrs, SD = 4.4, for 
“primacy distractor group”; M = 0.2 yrs, SD = 0.5, for 
“recency distractor group”). They were compensated with 
course credits for their participation. 
B. Stimuli 
We prepared piano-like complex tones using Ableton Live 
9 Suite software. Pitch frequencies of the tones were within 
the range of 82 to 1567 Hz (E2 to G6). Sequences consisted of 
eight isochronous tones of 500 ms duration each.  They were 
generated by selecting a mean value per sequence and then 
composing a set with -7, -5, -3, -1, +1, +3, +5, and +7 
semitones around the mean tone in random order. A 1500 ms 
interval was inserted after each tone sequence exposure.  Two 
test tones appeared for 500 ms each, with a 500 ms ISI. For 
the “simple mean estimation group”, tones in the distractor 
choice of the 2AFC test differed by ±2 semitones from the 
mean frequency and never corresponded to the mean of the 
first or last four notes. For the “primacy distractor group”, the 
mean pitch frequency of the first four notes, for the “recency 
distractor group” the mean pitch frequency of the last four 
notes served as the distractor choice. None of the mean 
frequency (=target) tones used at test were present in the 
preceding complex tone sequence.  
C. Procedure 
The experimental procedure was prepared using PsychoPy 
software. There were 200 trials in total, which were divided 
into four blocks to allow listeners to have small breaks within 
the experiment. In each trial an eight-tone sequence was 
presented, followed by a 2AFC. In half of the trials the mean 
tone (=target), in half the distractor/primacy/recency tone was 
presented first. Whether the mean or 
distractor/primacy/recency tone was played first was 
randomized across each block of 50 trials. Participants were 
instructed to press “1” if they thought the first, and “2” if they 
thought the second test tone represented the mean frequency 
of the sequence.  
Participants first received a demo trial with four examples 
of two-, four-, and eight-tone sequences. Each sequence was 
followed by their mean frequency tone to demonstrate what 
was meant by ‘mean pitch frequency’. Participants then had a 
practice session of eight trials which were just like the 
experimental trials such that after each 8-tone sequence they 
were presented two choices from which to pick the correct 
answer. None of the sequences presented during the demo and 
practice sessions were used during the actual experimental 
sessions.  Participants were told that they should respond fast 
without rehearsing the sequence in their mind. This instruction 
was given to minimize possible interference via top-down 
processes. The experimental trials began once participants 
reported to have understood the task.  The 200-trial 
experimental session lasted about 40 min. At the end, 
participants were given a short post-experimental 
questionnaire about their musical background.  They also 
received questions about whether and if so, which kinds of 
strategies they used during the task. 
II. RESULTS AND DISCUSSION 
We calculated the percentage of correctly choosing the 
mean frequency tone per sequence across trials. A one-sample 
t-test revealed that participants in the “simple mean estimation 
group” performed at 50% chance level (M = .50, p > .10), 
which suggested that they were not able to differentiate the 
mean from the ±2 semitone distractor (Figure 1).  Participants 
of the “primacy distractor group”, on the other hand, showed 
an above-chance choice for the mean tone over the primacy 
tone (M = .56, t(13) = 2.52, p < .05).  When the distractor was 
the mean of the recent four tones, participants once more 
showed chance performance (M = .48, p > .10).   These 
findings could suggest that participants formed some 
ensemble representation based on the entire 8-tone sequence 
but with a resolution that falls within ±2 semitones of the 
mean given that the primacy and recency averages were 
always ±4 semitones apart from the target mean frequency. 
Interestingly this difference facilitated listeners’ choice when 
the mean of the first four tones was presented as the distractor, 
meaning that the last four tones made them “shy away” from 
the primacy distractor.  Yet, when the mean of the last four 
notes was presented as the distractor, they did confuse it to be 
the average despite the fact that it was as much as ±4 
semitones off the actual mean tone.  One could conjecture that 
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the final four tones had an attention-grabbing effect on the 
listeners which caused this confusion. 
 
 
Figure 1. Accuracy percentage for choosing the mean tone target 
over the distractors. 
 
EXPERIMENT 2 
 
In two conditions of Experiment 1, choice for the mean 
tone was at chance level, but it was above chance when the 
correct mean was presented against a ±4 semitone primacy 
distractor.  Yet, we cannot claim that the latter finding 
provides evidence for the existence of a statistical summary 
representation.  Instead, participants probably picked the 
correct choice because the ±4 semitone primacy distractor 
appeared too “off” to be the mean.   
In contrast to our findings, listeners in Albrecht, Scholl, & 
Chun (2012) study were able to accurately average the pitch 
frequency of an eight-tone sequence.  It could be the case that 
when using complex tones, an eight-tone sequence was too 
complex for statistical summary.  The confusion experienced 
with a recency distractor of ± 4 semitones off the real mean 
also hints to such overload in a sequential series.  In the 
second experiment we reduced the sets to six and four 
complex tones to test whether using shorter complex tone 
sequences would yield evidence for statistical summary 
representations. We had to drop the primacy and recency 
conditions because in the six-tone condition of this 
experiment, the mean tone of the first and second half of the 
sequence was always present in the listened sequence, which 
would have created a confounding. Using a primacy and 
recency condition was also not feasible for the four-tone 
condition, since Piazza et al.’s study has shown that averaging 
required at least 3 tones.  
I. METHOD 
A. Participants 
Listeners were 13 Boğaziçi University students (data from 
one participant deleted because of 15 years of musical training, 
which left 12 participants), who head 1.50 yrs (SD = 1.50) of 
musical training on average. They were compensated with 
course credits for their participation.  
B. Stimuli and Procedure 
Hundred four-tone and 100 six-tone sequences were 
prepared in a similar way as described in Experiment 1. 
Otherwise, everything was exactly the same except that there 
were no primacy/recency distractor conditions.  All 
participants went through two blocks of 100 four-tone and 
then 100 six-tone sequences. 
II. RESULTS AND DISCUSSION 
Results of the second experiment showed that choice for 
the mean pitch frequency of the complex tone sequence over 
the distractor was significantly above chance level for the six-
tone sequence (M = .54, t(12) = 2.96, p < .05), but not for the 
four-tone sequence (M = .51, p  >.10) (Figure 2). These results 
implied that listeners could estimate the mean pitch frequency 
of a complex tone sequence at above-chance level when it 
consisted of six but not four tones.  Moreover, the precision of 
that statistical summary representation seemed to be good 
enough to differentiate it from a mean that deviated by only 
±2 semitones. 
 
 
 
Figure 2. Accuracy percentage for choosing the mean tone target 
over the distractor tone for 4 and 6 tone sequence conditions. 
III. CONCLUSION 
To our knowledge, this is the first study to have used 
complex tones.  Overall, results of our study showed that 
participants were able to estimate mean pitch frequency of a 
complex tone sequence for a six- but not four- or eight-tone 
sequence.  
Our finding of above chance performance for six-tone 
sequences replicates Piazza and colleagues’ (2013) results 
despite differences in setup, participant music background and 
stimulus type. Whereas listeners in Piazza and colleagues’ 
(2013) study were given a non-target test tone and asked to 
estimate if it was higher or lower in frequency compared to an 
‘imagined’ mean frequency tone of the preceding sequence, in 
our study, listeners were directly presented with the correct 
choice among two alternatives. This implies that listeners not 
only estimated the mean pitch frequency of an auditory 
sequence relative to another tone, but that they could also 
choose the exact average over a distractor tone that was only 
two semitones away from it.   
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Another critical point is that our task must have been an 
easier task than Piazza et al.’s task.  In Piazza et al., we see 
the exact data of only one participant (all remaining data are 
presented in the form of slope values of each participant’s 
psychometric curve), which shows that s/he was considerably 
better if the test tone deviated by more than two semitones.  
When the test tone deviated by ± 2 semitones, the participant 
seemed to be confused as to whether the tone was above or 
below the average.  Given that we only used ±2 semitones 
distractors, having obtained above-chance results is worthy of 
attention.  If we had used distractors that were ±3 or 4 
semitones off the mean frequency, our above-chance rates 
would have probably been much higher. 
The more perplexing finding is that we found above 
chance performance for six- but not four- or eight-tone 
sequences.  In other words, we found an inverted U function 
type trend hinting to some capacity limitation with longer 
sequences 1  and some non-capacity related limitation with 
shorter sequences.  We are not aware of any study in 
ensemble encoding that consistently manipulated length of 
temporally unfolding sequences.  What Piazza et al. did in 
their Experiment 2 was to present parts of the six-tone 
sequences to see whether partial information was enough for 
listeners to correctly judge test tones against the mean of the 
entire 6-tone sequence. They found that participants produced 
best results with all six tones and incrementally worse results 
with less.  Hence, they concluded that listeners must have 
used all tones to produce a statistical summary rather than 
used some heuristic approximation via a few tones within the 
set.  Yet, this did not test listeners’ ability to do statistical 
summaries of shorter sequences per se.  Given that complex 
unlike pure tones are tones that have harmonics, it could be 
that four notes or less are not sufficient to understand its 
representative mean.  It is also quite likely that different 
statistical processes may be at work for complex as opposed 
to simple pure tones.  One might speculate that some 
extraction of geon-like sub-wholes (see Biederman, 1995; also 
cf. Bigand, Gérard, & Molin, 2009) across harmonics might 
be necessary for statistical representations in a sequence of 
complex tones which may not emerge in sequences that are 
too short.  On the other hand, simple, single-dimension pure 
tones may allow for direct statistical averaging, hence better 
performance also with 8-tone sequences (Albrecht, Scholl, & 
Chun, 2012). 
With this study, we provided some insight about statistical 
summary representations in music-like perception. Our 
findings provide some base for the possibility that 
nonmusicians could use ensemble coding while listening to 
almost musical stimuli. Our future goal is to look for evidence 
of statistical summary representations in more melody-like 
stimuli. For example, listeners could be asked to average the 
pitch height of a melody sequence that consists of transposed 
variations of a melodic motif, or the mean tempo of a melody 
sequence that consists of faster and slower versions of the 
same melodic motif. This would provide us with more 
                                                                  
1 The ensemble encoding literature in vision rejects a capacity-related 
explanation (cf. Alvarez,2011) but many working memory models suggest 
that auditory and visuospatial domains are different (e. g. Baddeley, 2003).  
Moreover, we deal with the specific case of statistcial representation of 
temporally unfolding stimuli. 
information about representations are formed when faced with 
different musical surface features. 
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