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UPPER TAIL LARGE DEVIATIONS FOR A CLASS OF
DISTRIBUTIONS IN FIRST-PASSAGE PERCOLATION
SHUTA NAKAJIMA
Abstract. For first passage percolation with identical and independent exponential
distributions, called the Eden growth model, we study the upper tail large deviations
for the first passage time T. In this paper we show that for any ξ > 0 and x 6= 0,
P(T(0, nx) > n(µ + ξ)) decays as exp (−(2dξ + o(1))n) with a time constant µ and a
dimension d. Moreover, we extend the result to stretched exponential distributions. On
the contrary, we construct a continuous distribution with a finite exponential moment
where the rate function does not exist.
1. Introduction
1.1. Introduction and Main results. First-passage percolation (FPP) was first intro-
duced by Hammersley and Welsh in 1965, as a dynamical version of the percolation model
[8]. Since then, it has been extensively studied both in mathematics and physics. There
are several reasons that FPP is an attractive model in the fields. One reason is that FPP
naturally defines a random metric space. Indeed, the objects of important in FPP, called
the first passage time and the optimal path, correspond to a metric and a geodesic in
a certain random metric space. Another is that FPP is expected to belong to the KPZ
universality class. Moreover, it is widely believed that the boundary of a ball defined by
the first passage time behaves like a KPZ equation [11, 12]. See [1] for more detailed
backgrounds.
In this paper, we consider the FPP on the lattice Ld = (Zd,Ed) with d ≥ 2. The model
is defined as follows. To each edge e ∈ Ed, we assign a non-negative random variable τe.
We assume that the collection τ = (τe)e∈Ed is identically and independent distributions
and there exist c1, c2, α > 0 and r ∈ (0, 1] such that for sufficiently large t > 0
(1.1) P(τe = 0) < pc(d) and c1 exp (−αtr) ≤ P(τe > t) ≤ c2 exp (−αtr),
where pc(d) stands for the critical probablity of d-dimensional percolation. Note that for
exponential distributions, the models are specially called the Eden growth model [6]. For
the generalization of the condition (1.1), see Section 1.3.
A sequence (xi)
l
i=1 is said to be a path if each successive pair is nearest neighbor, i.e.
|xi − xi+1|1 = 1 for any i. We note that a path is seen both as a set of vertices and a set
of edges with some abuse of notation. Given a path γ, we define the passage time of γ as
T(γ) =
∑
e∈γ
τe.
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For x ∈ Rd, we set ⌊x⌋ = (⌊x1⌋, · · · , ⌊xd⌋) where ⌊a⌋ is the greatest integer less than or
equal to a for a ∈ R. Given x, y ∈ Rd, we define the first passage time between x and y as
T(x, y) = inf
γ:⌊x⌋→⌊y⌋
T(γ),
where the infimum is taken over all finite paths γ starting at ⌊x⌋ and ending at ⌊y⌋.
By Kingman’s subadditive ergodic theorem [10], if Eτe <∞, for any x ∈ Rd, there exists
an non-random constant µ(x) ≥ 0 (called the time constant) such that
µ(x) = lim
t→∞
t−1T(0, tx) = lim
t→∞
t−1E[T(0, tx)] a.s.(1.2)
This convergence can be seen as a law of large numbers. The following result shows the
corresponding upper large deviations.
Theorem 1.1. For any ξ > 0 and x ∈ Rd\{0},
(1.3) lim
n→∞
1
nr
log P(T(0, nx) > n(µ(x) + ξ)) = −2dαξr,
where α and r are in (1.1).
Next, we construct a distribution where the rate function does not exist. Let a0 = 0
and we define a sequence an inductively as
an+1 = 2
an .
Let α1 < α2 be positive constants. We now consider a non-negative distribution satisfying
(1.4) P(τe ∈ dx) =
{
c3 exp (−α2x)dx, if x ∈ [a2n, a2n+1) with some n ∈ Z≥0
c3 exp (−α1x)dx, if x ∈ [a2n−1, a2n) with some n ∈ Z≥0,
where c3 > 0 is determined so that
∫∞
0 P(τe ∈ dx) = 1. It is straightforward to check that
E[exp (−ρτe)] <∞ for any ρ < α1.
Theorem 1.2. Suppose (1.4). Then for any ξ > 0,
(1.5) lim sup
n→∞
1
n
log P(T(0, ne1) > n(µ(e1) + ξ)) = −2dα1ξ,
(1.6) lim inf
n→∞
1
n
log P(T(0, ne1) > n(µ(e1) + ξ)) = −2dα2ξ.
In particular,
−∞ < lim inf
n→∞
1
n
logP(T(0, ne1) > n(µ(e1) + ξ))
< lim sup
n→∞
1
n
log P(T(0, ne1) > n(µ(e1) + ξ)) < 0.
1.2. Related work. Large deviation principle (LDP) is one of the major subjects in
probability theory. The study of the large deviations in the first passage percolation was
initiated by Kesten [9]. For the lower tail LDP, by using the usual subadditivity argument,
he obtained that for ξ > 0, the following limit exists and is negative:
(1.7) lim
n→∞
1
n
log P(T(0, ne1) < n(µ(e1)− ξ)).
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On the other hand, he showed that under the boundedness of the distrbution,
−∞ < lim inf
n→∞
1
nd
log P(T(0, ne1) > n(µ(e1) + ξ))
≤ lim sup
n→∞
1
nd
log P(T(0, ne1) > n(µ(e1) + ξ)) < 0.(1.8)
It is worth noting that the rate of upper LDP and lower LDP are different (See [5] for the
heuristics of the difference). Although the existence of the rate function of upper tail LDP
had been an open problem for many years, the authors in [2] solved this recently under
the boundedness of the distribution with some assumption of continuity. The assumption
of boundedness is essential since the rate of (1.8) may change for general distribution [3].
For example, for exponential distributions, it was proved that
−∞ < lim inf
n→∞
1
n
logP(T(0, ne1) > n(µ(e1) + ξ))
≤ lim sup
n→∞
1
n
log P(T(0, ne1) > n(µ(e1) + ξ)) < 0.
The different scalings appear due to different pictures of the upper LDP event
{T(0, nx) > (µ(x) + ξ)n}. Indeed, for bounded distributions, the upper LDP events
are affected by overall configurations. In contrast, for exponential distributions, the upper
LDP events highly depend on the configurations around the starting point and the ending
point. Hence, for general distibution, we need to take a distribution-dependent approach to
study upper LDP in depth. In this paper, we consider exponential and stretched exponen-
tial distributions. In these cases, studying the neighborhood of the endpoints carefully, we
can do a more detailed analysis, which enables us to get the exact value of the rate function.
Incidentally, in the frog models, it is proved that − log P(T(0, nx) > (µf (x) + ξ)n), with
a certain time constant µf (x), grows like (i)
√
n for d = 1; (ii) n/ log n for d = 2; (iii) n
for d ≥ 3 [4]. Hence, it would be interesting if one identifies the rate functions of the frog
models as in our results.
1.3. Remark on the generalization of the condition (1.1). For r < 1, we can weaken
the second condition of (1.1) as follows. Suppose that there exist slowly varying functions
c1(t), c2(t),b1(t),b2(t) and 0 < r < 1 such that lim
t→∞
b1(t)
b2(t)
= 1 and for t > 0,
(1.9) P(τe = 0) < pc(d) and c1(t) exp (−b1(t)tr) ≤ P(τe > t) ≤ c2(t) exp (−b2(t)tr),
where a function f(t) is said to be slowly varying if for any a > 0, f(a) > 0 and
lim
t→∞
f(at)
f(t)
= 1.
Then, (1.3) is replaced by the following:
(1.10) lim
n→∞
1
b1(n)nr
log P(T(0, nx) > n(µ(x) + ξ)) = −2dξr.
See Section 3.2 for their proofs.
1.4. Notation and terminology. This subsection collects some useful notations, termi-
nologies and remarks.
• Given nearest neighbor vertices v,w ∈ Zd, we write 〈v,w〉 for the edge connecting
v and w.
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• Given two vertices v,w ∈ Zd and a set D ⊂ Zd, we set the restricted first passage
time as
TD(v,w) = inf
γ⊂D
T(γ),
where the infimum is taken over all paths γ from v to w with γ ⊂ D. If such a
path does not exist, we set it to be infinity instead.
• Similarly, given a set E ⊂ Ed, we define
TE(v,w) = inf
γ⊂E
T(γ).
• Given K,M ∈ N, we define
BK,M = 3KZ
d−1 ∩ [−M,M ]d−1.
• Given v ∈ BK,M and n ∈ N, we define a slab as
Sv(K,n) = {(xi)di=1 ∈ Zd : 0 ≤ x1 ≤ n, (x2, · · · , xd) ∈ (v + [−K,K]d−1)}.
• Given k ∈ N and x ∈ Zd, we define
Dk(x) = x+ [−k, k]d.
• Given (xi)ki=1 ⊂ R and randoom variables (Xi)ki=1 with k ∈ N,
P
(
k∑
i=1
Xi ≥
k∑
i=1
xi
)
≤ P (∃i ∈ {1, · · · , k} s.t. Xi ≥ xi)
≤
k∑
i=1
P(Xi ≥ xi).
We use this inequality throughout this paper without any comment.
2. Proofs
2.1. Proof of Theorem 1.1. For the simplicity of notation, we only consider the case
x = e1, though the same proof works for general x. We write Tn = T(0, ne1) and
µ = µ(e1).
We start with the lower bound. We fix ξ > 0 and take ε ∈ (0, ξ) arbitrary. Let
E1 = {e ∈ Ed : 0 ∈ e} and L1 = {x ∈ Zd : |x|1 = 1}.
Roughly speaking, the lower bound comes from the event {∀e ∈ E1, τe ≥ ξn} whose
probability is approximately exp (−2dαξrnr). Indeed, on this event, {Tn > (µ + ξ)n} is
likely to occur. We make the heuristics rigorous. If for any x ∈ L1,
τ〈0,x〉 > (ξ + ε)n and TEd\E1(x, ne1) > (µ − ε)n,
then since
Tn = inf
x∈L1
(τ〈0,x〉 +T(x, ne1)) ≥ inf
x∈L1
τ〈0,x〉 + inf
x∈L1
TEd\E1(x, ne1),
we get Tn > (µ+ ξ)n. Thus
P(Tn > (µ+ ξ)n) ≥ P(∀x ∈ L1, τ〈0,x〉 > (ξ + ε)n, TEd\E1(x, ne1) > (µ− ε)n)
= P(∀x ∈ L1, τ〈0,x〉 > (ξ + ε)n)P(∀x ∈ L1, TEd\E1(x, ne1) > (µ− ε)n).(2.1)
The first term can be bounded from below by c2d1 exp (−2dα(ξ + ε)rnr), where c1 is in
(1.1). On the other hand, for the second term, since
Tn ≤ max
e∈E1
τe + min
x∈L1
TEd\E1(x, ne1),
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we obtain
P(∀x ∈ L1, TEd\E1(x, ne1) > (µ− ε)n)
≥ P
(
∀e ∈ E1, τe < εn
2
, Tn >
(
µ− ε
2
)
n
)
≥ P
(
Tn >
(
µ− ε
2
)
n
)
− P
(
∃e ∈ E1, τe ≥ εn
2
)
,
which converges to 1 as n→∞. Therefore, for sufficiently large n, we have
(2.2) P(Tn > (µ+ ξ)n) ≥ c
2d
1
2
exp (−2dα(ξ + ε)rnr).
Since ε is arbitrary, letting ε→ 0 after n→∞, we get
lim inf
n→∞
1
nr
log P(Tn > (µ + ξ)n) ≥ −2dαξr.
Next, we move on to the upper bound. The following lemma is a variant of [5, Lemma
3.1]. In fact, the case r = 1 is proved there. We prove it in Appendix.
Lemma 2.1. For any ε > 0, there exist K = K(ε) ∈ N and a positive constant c = c(ε,K)
such that n ≥ K,
P
(
T[0,n]×[−K,K]d−1 (0, ne1) ≥ (µ+ ε)n
)
≤ exp (−cnr).
Let ε ∈ (0, ξ) and we take such K ∈ N and c > 0. Let M = M(ξ, ε, c,K) ∈ 3KN so that
(2.3)
cM
K
> 12dαξr .
For simplicity, we write Sv = Sv(K,n). Given v ∈ Zd−1, we write
v[1]n = (0, v) and v
[2]
n = (n, v).
Note that v
[1]
n ∈ DM (0) and v[2]n ∈ DM (ne1) for v ∈ BK,M . For v 6= w ∈ BK,M , since
Sv and Sw are disjoint, TSv
(
v
[1]
n , v
[2]
n
)
and TSw
(
w
[1]
n , w
[2]
n
)
are independent. Moreover,
for v ∈ BK,M , Sv is congruent with [0, n] × [−K,K]d−1. Before going into the proof, we
briefly explain the heuristics of the proof. By Lemma 2.1, with high probability, we can
find v ∈ BK,M such that
TSv
(
v[1]n , v
[2]
n
)
≤ (µ+ ε)n.
By the triangular inequality,
Tn ≤ T(0, v[1]n ) + TSv
(
v[1]n , v
[2]
n
)
+T
(
v[2]n , ne1
)
≤ T(0, v[1]n ) + T
(
v[2]n , ne1
)
+ (µ+ ε)n.
Thus, Tn > (µ+ξ)n implies T
(
0, v
[1]
n
)
+T
(
v
[2]
n , ne1
)
≥ (ξ−ε)n. In order to estimate the
latter event, we appeal to the large deviations of the sum of independent random variables
(See Lemma 2.3 below). Let us make the above heuristics rigorous. By using Lemma 2.1
and (2.3), since ♯BK,M ≥M/3K, for n > K,
P
(
∀v ∈ BK,M , TSv
(
v[1]n , v
[2]
n
)
≥ (µ+ ε)n
)
≤ exp (−cnr♯BK,M)
≤ exp (−4dαξrnr).
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Thus,
P(Tn > (µ+ ξ)n)
≤ P
(
Tn > (µ+ ξ)n, ∃v ∈ BK,M s.t. TSv
(
v[1]n , v
[2]
n
)
< (µ + ε)n
)
+ P
(
∀v ∈ BK,M , TSv
(
v[1]n , v
[2]
n
)
≥ (µ+ ε)n
)
≤ P
(
Tn > (µ+ ξ)n, ∃v ∈ BK,M s.t. TSv
(
v[1]n , v
[2]
n
)
< (µ + ε)n
)
+ exp (−4dαξrnr),
where the second term is negligible.
Proposition 2.2. Suppose that Tn > (µ+ ξ)n and there exists v ∈ BK,M such that
TSv
(
v[1]n , v
[2]
n
)
< (µ+ ε)n.
Then there exist x ∈ DM (0) and y ∈ DM (ne1) such that
T(0, x) + T(y, ne1) ≥ (ξ − ε)n.
Proof. Let v ∈ BK,M be such that TSv
(
v
[1]
n , v
[2]
n
)
< (µ+ ε)n. By the triangular inequality,
(µ + ξ)n < Tn ≤ T(0, v[1]n ) + T(v[2]n , ne1) + TSv
(
v[1]n , v
[2]
n
)
< T(0, v[1]n ) + T(v
[2]
n , ne1) + (µ + ε)n.
Thus,
T(0, v[1]n ) + T(v
[2]
n , ne1) ≥ (ξ − ε)n,
and x = v
[1]
n and y = v
[2]
n are the desired objects. 
Using the proposition above,
P
(
Tn > (µ+ ξ)n, ∃v ∈ BK,M s.t. TSv
(
v[1]n , v
[2]
n
)
< (µ + ε)n
)
≤ P(∃x ∈ DM (0), ∃y ∈ DM (ne1) s.t. T(0, x) + T(y, ne1) ≥ (ξ − ε)n)
≤
∑
x∈DM (0)
∑
y∈DM (ne1)
P(T(0, x) + T(y, ne1) ≥ (ξ − ε)n).(2.4)
To estimate the inside of the summation, for n > 8M , we consider 4d disjoint paths
{rxi }2di=1 ⊂ D2M (0) from 0 to x and {ryi }2di=1 ⊂ D2M (ne1) from y to ne1 so that
max{♯rzi : i ∈ {1, · · · , 2d}, z ∈ {x, y}} ≤ 4dM,
where ♯r is the number of edges in a path r as in [9, p 135]. Then,
P(T(0, x) + T(y, ne1) ≥ (ξ − ε)n) ≤ P(∀i ∈ {1, · · · , 2d}, T(rxi ) + T(ryi ) ≥ (ξ − ε)n)
=
2d∏
i=1
P

 ∑
e∈rxi ∪r
y
i
τe ≥ (ξ − ε)n


≤ exp (−2d(1 − ε)α((ξ − ε)n)r),
where we have used Lemma 2.3 below in the last line.
Lemma 2.3. Let (Xi)
k
i=1 be identical and independent distrbutions satisfying (1.1). Then
for any c > 0 there exists n0 = n0(k, c) such that for any n ≥ n0,
P
(
k∑
i=1
Xi > n
)
≤ exp (−(1 − c)αnr).
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Proof. Since E exp (βXr1 ) <∞ for β < α and
(2.5)
(
k∑
i=1
xi
)r
≤
k∑
i=1
xri for xi ≥ 0,
by the exponential Markov inequatliy, for sufficiently large n,
P
(
k∑
i=1
Xi > n
)
≤ exp (−(1 − c/2)αnr)(E exp ((1− c/2)αXr1 ))k
≤ exp (−(1 − c)αnr).

Therefore, (2.4) can be bounded from above by∑
x∈DM (0)
∑
y∈DM (ne1)
exp (−2d(1− ε)α((ξ − ε)n)r)
≤ (4M)2d exp (−2d(1 − ε)α((ξ − ε)n)r)
≤ exp (−(2dαξr + oε(1))nr),
where oε(1) is a positive constant depending on ε, which converges to 0 as ε → 0 after
n→∞. Since ε is arbitrary, letting ε→ 0 after n→∞, we get
lim sup
n→∞
1
nr
log P(Tn > (µ+ ξ)n) ≤ −2dαξr.
2.2. Proof of Theorem 1.2. By (1.4), it is straightforward to check that there exist
c4, c5 > 0 such that for sufficiently large t,
c4 exp (−α2t) ≤ P(τe > t) ≤ c5 exp (−α1t).
Hence, the same argument as in Theorem 1.1 shows
−2dα2ξ ≤ lim inf
n→∞
1
n
log P(T(0, ne1) > n(µ(e1) + ξ))(2.6)
≤ lim sup
n→∞
1
n
logP(T(0, ne1) > n(µ(e1) + ξ)) ≤ −2dα1ξ.
We start with proving (1.5). We consider P(Ta22n−1 > (µ+ ξ)a
2
2n−1). Then, for sufficiently
large n such that ξ ≪ a2n−1, the first term of (2.1) turns out to be
P(∀e ∈ E1, τe > (ξ + ε)a22n−1) ≥
(∫ a2n
(ξ+ε)a22n−1
c3 exp (−α1x)dx
)2d
≥
(∫ (ξ+ε)a22n−1+1
(ξ+ε)a22n−1
c3 exp (−α1x)dx
)2d
≥ (c3 exp (−α1((ξ + ε)a22n−1 + 1)))2d
= c2d3 exp (−2dα1((ξ + ε)a22n−1 + 1)).
Since the second term of (2.1) converges to 1 as before, letting ε→ 0 finally, we have
lim sup
n→∞
1
n
log P(Tn > (µ+ ξ)n) ≥ lim sup
n→∞
1
a22n−1
log P(Ta22n−1 > (µ+ ξ)a
2
2n−1)
≥ −2dα1ξ.
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To prove (1.6), we consider P(Ta22n > (µ+ ξ)a
2
2n). Since E[exp (−ρτe)] <∞ for ρ < α1, [5,
Lemma 3.1] proves Lemma 2.1 with r = 1. Lemma 2.3 is replaced by the following.
Lemma 2.4. Let (Xi)
k
i=1 be identical and independent distrbutions satisfying (1.4). Then
for any c > 0 there exists n0 = n0(k, c) such that for any n ≥ n0,
P
(
k∑
i=1
Xi > (ξ − ε)a22n
)
≤ exp (−(1− c)α2(ξ − ε)a22n).
Proof. By the union bound,
P
(
k∑
i=1
Xi > (ξ − ε)a22n
)
≤ P
(
k∑
i=1
Xi1{Xi<a2n+1} > (ξ − ε)a22n
)
+ P (∃i ∈ {1, · · · , k} s.t. Xi ≥ a2n+1) .
Since a2n+1 = 2
a2n , the second term can be bounded from above by exp (−c2a2n ) with
some c > 0, which is negligible. For the first term,
P
(
k∑
i=1
Xi1{Xi<a2n+1} > (ξ − ε)a22n
)
= P
(
k∑
i=1
Xi1{a2n≤Xi<a2n+1} +
k∑
i=1
Xi1{Xi<a2n} > (ξ − ε)a22n
)
≤ P
(
k∑
i=1
Xi1{a2n≤Xi<a2n+1} + ka2n > (ξ − ε)a22n
)
= P
(
k∑
i=1
Xi1{a2n≤Xi<a2n+1} > (ξ − ε)a22n − ka2n
)
.
Since for β < α2, E[exp (−βXi1{a2n≤Xi<a2n+1})] is uniformly bounded for n, by the expo-
nential Markov inequality and (1.4), for sufficiently large n, this is further bounded from
above by
exp
(
−
(
1− c
2
)
α2((ξ − ε)a22n − ka2n)
)
E
[
exp
(
−
(
1− c
2
)
α2Xi1{a2n≤Xi<a2n+1}
)]k
≤ exp (− (1− c)α2(ξ − ε)a22n).

The same computation with Lemma 2.4 as in Theorem 1.1 shows
P(Ta22n > (µ + ξ)a
2
2n) ≤ exp (−(2dα2ξ + oε(1))n) + exp (−4dα2ξa22n),
where oε(1) is a constant depending on ε, which converges to 0 as ε → 0 after n → ∞.
Thus, letting ε→ 0 after n→∞, we obtain
lim inf
n→∞
1
n
logP(Tn > (µ+ ξ)n) ≤ lim inf
n→∞
1
a22n
log P(Ta2n > (µ + ξ)a
2
2n)
≤ −2dα2ξ.
Together with (2.6), the proof is completed.
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3. Appendix
3.1. Proof of Lemma 2.1. In this section, we show Lemma 2.1: for any ε > 0, there
exist M = M(ε) ∈ N and a positive constant c = c(ε,M) such that n ≥M ,
P
(
T[0,n]×[−M,M ]d−1 (0, ne1) ≥ (µ+ ε)n
)
≤ e−cnr .
Proof. The proof is based on that in [5, Lemma 3.1]. By (1.2), for any s, ε > 0, there exist
K < M ∈ N such that
(3.1) P
(
T[−M,M ]d (0,Ke1) ≥ µ
(
1 +
ε
2
)
K
)
< s.
Given ε > 0, let
s = s(ε) =
ε2
16Eτ2e
,
and K = K(ε, s), M = M(ε, s) in (3.1). For n ∈ N, we write
S
M
n = [0, n]× [−M,M ]d−1.
Let n > KM . If we take ℓ = ⌊n/(KM)⌋, then by the triangular inequality,
P
(
TSMn (0, ne1) ≥ (µ+ ε)n
)
≤ P
(
T
SM
KMℓ
(0, (KM)ℓe1) + TSMn ((KM)ℓe1, ne1) ≥
(
µ+
ε
2
)
KMℓ+
ε
2
n
)
≤ P
(
T
SM
KMℓ
(0, (KM)ℓe1) ≥
(
µ+
ε
2
)
KMℓ
)
+ P
(
TSMn ((KM)ℓe1, ne1) ≥
ε
2
n
)
,
and, by Lemma 2.3, the second term can be bounded from above by e−cn
r
with some c > 0.
Hence, without loss of generalty, We can assume n is divisible by KM , say n = KMℓ with
ℓ ∈ N. Given i ∈ {0, · · · ,Mℓ− 1}, we define
T[i] = T(iKe1+[−M,M ]d)(iKe1, (i+ 1)Ke1).
It follows from the definition and the triangular inequality that if |i − j| > M , then T[i]
and T[j] are independent and
TSMn (0, ne1) ≤
Mℓ−1∑
i=0
T[i] +TSMn (0,KMe1) + TSMn ((n −KM)e1, ne1).
Note that by Lemma 2.3,
P(TSMn (0,KMe1) ≥ εn) + P(TSMn ((n−KM)e1, ne1) ≥ εn) ≤ e−cn
r
,
with some c > 0. Thus, by the union bound and n = KMℓ,
P
(
TSMn (0, ne1) ≥ (µ + 3ε)n
)
≤ P
(
Mℓ−1∑
i=0
T[i] ≥ (µ + ε)n
)
+ P(TSMn (0,KMe1) ≥ εn) + P(TSMn ((n −KM)e1, ne1) ≥ εn)
≤ P
(
M−1∑
m=0
ℓ−1∑
i=0
T[Mi+m] ≥ (µ+ ε)KMℓ
)
+ e−cn
r
≤
M−1∑
m=0
P
(
ℓ−1∑
i=0
T[Mi+m] ≥ (µ+ ε)Kℓ
)
+ e−cn
r
.
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For the first term, we only consider the case m = 0, since the other cases can be treated
in the same way. Then,
P
(
ℓ−1∑
i=0
T[Mi] ≥ (µ+ ε)Kℓ
)
= P
(
ℓ−1∑
i=0
T[Mi]1{T[Mi]<(µ+(ε/2))K} +
ℓ−1∑
i=0
T[Mi]1{T[Mi]≥(µ+(ε/2))K} ≥ (µ+ ε)Kℓ
)
≤ P
(
ℓ−1∑
i=0
(µ + (ε/2))K +
ℓ−1∑
i=0
T[Mi]1{T[Mi]≥(µ+(ε/2))K} ≥ (µ+ ε)Kℓ
)
= P
(
ℓ−1∑
i=0
T[Mi]1{T[Mi]≥(µ+(ε/2))K} ≥ εKℓ/2
)
.(3.2)
For m ∈ N, let us denote
e[m] = 〈me1, (m+ 1)e1〉.
Then, since
T[Mi] ≤
KMi+K−1∑
m=KMi
τe[m],
(3.2) can be bounded from above by
P
(
ℓ−1∑
i=0
KMi+K−1∑
m=KMi
τe[m]1{T[Mi]≥(µ+(ε/2))K} ≥ εKℓ/2
)
= P
(
K−1∑
m=0
ℓ−1∑
i=0
τe[KMi+m]1{T[Mi]≥(µ+(ε/2))K} ≥ εKℓ/2
)
≤
K−1∑
m=0
P
(
ℓ−1∑
i=0
τe[KMi+m]1{T[Mi]≥(µ+(ε/2))K} ≥ εℓ/2
)
.
We writeXmi = τe[KMi+m]1{T[Mi]≥(µ+(ε/2))K}. Then (X
m
i )i are identically and independent
non-negative random variables. By (3.1) and the Cauchy–Schwarz inequality,
EXmi ≤ (Eτ2e )1/2P
(
T[Mi] ≥ (µ + (ε/2))K
)1/2
< (Eτ2e )
1/2s1/2 = ε/4,
and for sufficiently large t > 0, P(Xmi > t) ≤ P(τe > t) ≤ c2e−αt
r
, where c2 is in (1.1).
Thus by [7, (4.2)], there exists c = c(ε,K,M) > 0 such that
P
(
ℓ−1∑
i=0
Xmi ≥ εℓ/2
)
≤ e−cnr .
Putting things together, the proof of Lemma 2.1 is completed. 
3.2. Proof of (1.10). The proof is essentially the same as in Theorem 1.1. We only touch
with the difference. Since c1(t),b1(t) are slowly varying, for sufficiently large n, the first
term of (2.1) is bounded from below by
c1((ξ + ε)n)
2d exp (−2db1((ξ + ε)n)((ξ + ε)n)r) ≥ exp (−2d(1 + ε)b1(n)((ξ + ε)n)r).
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Thus, (2.2) is replaced by
P(Tn > (µ + ξ)n) ≥ 1
2
exp (−2d(1 + ε)b1(n)((ξ + ε)n)r)).
For the lower bound, the rest is the same as before. For the upper bound, the proof is
exactly the same as in Theorem 1.1 except for Lemma 2.1 and Lemma 2.3. Lemma 2.3 is
replaced by the following lemma.
Lemma 3.1. Let (Xi)
k
i=1 be identical and independent distrbutions satisfying (1.9). Then
for any c > 0 there exists n0 = n0(k, c) such that for any n ≥ n0,
P
(
k∑
i=1
Xi > n
)
≤ exp (−(1− c)b2(n)nr).
Proof. Since c2(t),b2(t) are slowly varying, by the local uniformity of slowly varying func-
tions, there exists t1 = t1(c, k) > 0 such that for any t > t1 and t
′ ∈ [ c4k t, t],
(3.3) c2
(
t′
) ≤ 2c2(t), b2 (t′) ≥ (1− c
4
)
b2(t).
Moreover, if
∑
1≤i≤k
x′i > n for x
′
i ∈ R≥0, then there exist ℓ > n− k and xi ∈ Z≥0 such that
x′i ≥ xi and
∑
i xi = ℓ. In fact, we can take xi = ⌊x′i⌋ and ℓ =
∑
i xi. Thus,
P
(
k∑
i=1
Xi > n
)
≤
∑
ℓ≥n−k
∑
∑
i xi=ℓ
P(Xi ≥ xi ∀i)
=
∑
ℓ≥n−k
∑
∑
i xi=ℓ
k∏
i=1
P(Xi ≥ xi)
≤
∑
ℓ≥n−k
∑
∑
i xi=ℓ
∏
i:xi≥
cℓ
4k
P(Xi ≥ xi),
where the second sum runs over all (xi)
k
i=1 ⊂ Z≥0 such that
∑k
i=1 xi = ℓ and the product
in the last line runs over all i ∈ {1, · · · , k} such that xi ≥ cℓ4k . If n− k > t1, by (3.3), this
is further bounded from above by∑
ℓ≥n−k
∑
∑
i xi=ℓ
∏
i:xi≥
cℓ
4k
c2(xi) exp (−b2(xi)xri )
≤
∑
ℓ≥n−k
∑
∑
i xi=ℓ
2k(c2(ℓ) + 1)
k exp

−(1− c
4
)
b2(ℓ)
∑
i:xi≥
cℓ
4k
xri

.(3.4)
For any ℓ ∈ N and (xi)ki=1 ⊂ Z≥0 with
k∑
i=1
xi = ℓ,
(3.5)
∑
i:xi≥
cℓ
4k
xi = ℓ−
∑
i:xi<
cℓ
4k
xi ≥ (1− (c/4))ℓ.
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By (2.5) and (3.5), for sufficiently large n, (3.4) can be further bounded from above by
∑
ℓ≥n−k
∑
∑
i xi=ℓ
2k(c2(ℓ) + 1)
k exp

−(1− c
4
)
b2(ℓ)

 ∑
i:xi≥
cℓ
4k
xi


r

≤
∑
ℓ≥n−k
∑
∑
i xi=ℓ
2−k(c2(ℓ) + 1)
k exp
(
−
(
1− c
4
)(
1− c
4
)
b2(ℓ)ℓ
r
)
≤
∑
ℓ≥n−k
ℓk2−k(c2(ℓ) + 1)
k exp
(
−
(
1− c
2
+
c2
16
)
b2(ℓ)ℓ
r
)
≤
∑
ℓ≥n−k
exp
(
−
(
1− c
2
)
b2(ℓ)ℓ
r
)
≤ exp (−(1− c)b2(n)nr),
where we have used b2(ℓ)ℓ
r ≥ (ℓ/n)r/2b2(n)nr for ℓ > 2n and
∣∣∣ b2(t)b2(n) − 1
∣∣∣ ≪ 1 for
t ∈ [n− k, 2n] in the last line. 
Lemma 2.1 is replaced by the following.
Lemma 3.2. For any ε > 0, there exist M = M(ε) ∈ N and a positive constant c = c(ε,M)
such that n ≥M ,
P
(
T[0,n]×[−M,M ]d−1 (0, ne1) ≥ (µ+ ε)n
)
≤ e−cb2(n)nr .
Using Lemma 3.1 instead of Lemma 2.3, the proof is the same as in Lemma 2.1, so we
omit this. The rest is the same as before.
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