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DISTRIBUTED ONLINE OPTIMIZATION FOR MULTI-AGENT
OPTIMAL TRANSPORT ∗
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Abstract. In this work, we propose and investigate a scalable, distributed iterative algorithm
for large-scale optimal transport of collectives of autonomous agents. We formulate the problem as
one of steering the collective towards a target probability measure while minimizing the total cost
of transport, with the additional constraint of distributed implementation imposed by a nearest-
neighbor graph topology. Working within the framework of optimal transport theory, we realize the
solution as an iterative transport based on a proximal point algorithm. At each stage of the trans-
port, the agents implement an online, distributed primal-dual algorithm to obtain local estimates of
the Kantorovich potential for optimal transport from the current distribution of the collective to the
target distribution. Using these estimates as their local objective functions, the agents then imple-
ment the transport by a proximal point algorithm. This two-step process is carried out recursively
by the collective to converge asymptotically to the target distribution. We analyze the behavior of
the transport in the continuous time and N → ∞ limit, where the discrete-time transport yields a
system of PDEs describing the evolution of the density function of the collective, and we establish the
asymptotic stability of this system of PDEs. We also test the behavior of the algorithm in simulation.
Key words. Optimal transport, Iterative scheme, Proximal point algorithm, Distributed online
optimization, Multi-agent systems
AMS subject classifications. 35B35, 35B40, 49M25, 90C46, 93D05, 93D20
1. Introduction. The problem of transport of multi-agent collectives arises nat-
urally in various settings, from the modeling of cell populations in biology, to engineer-
ing applications of coverage control and deployment in robotics and mobile sensing
networks [11,14,34]. As these scenarios involve physical transport of resources, there
is an associated cost of transport owing to energy considerations. Optimal transport
theory [44], which deals with the problem of rearranging probability measures while
minimizing the cost of transport, presents an appropriate theoretical framework for
these problems. Another consideration in the multi-agent setting is that of scala-
bility of implementation when the size of the collective increases, which underlines
the need for distributed algorithms. In the engineering context, the development of
low-cost sensor, communication and computational systems makes foreseeable in the
near future the deployment of large collectives of robots in diverse areas such as re-
mote monitoring, manufacturing, and construction. Consequently, the emphasis on
distributed implementation is rather stringent, as such a drastic increase in network
size would render centralized implementations unsuitable. Examples of this are also
pervasive in biology, and the exact mechanisms used by biological systems to achieve
scalability remains an active area of research. From a theoretical perspective, as the
number of agents increases, the design and analysis of efficient distributed transport
laws poses new challenges, starting with the choice of appropriate mathematical ab-
stractions. The need for parsimonious descriptions of the collectives, along with the
fact that tasks for these systems are more likely to be specified at a high level, calls
for the use of macroscopic models. We place this work in the above context as an
effort to address the difficulties arising in control design and analysis for large-scale
optimal transport of multi-agent collectives.
∗A preliminary version of this work appeared in the proceedings of the IEEE Conference on
Decision and Control 2018, as [29]
†The authors are with the Department of Mechanical and Aerospace Engineering, University of
California at San Diego, La Jolla CA 92093 USA (email: v6krishn@ucsd.edu; soniamd@ucsd.edu).
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2 V. KRISHNAN, S. MARTI´NEZ
The applications of optimal transport in image processing and various engineering
domains has motivated a search for efficient computational methods for the optimal
transport problem, and we refer the reader to [38] for a comprehensive account. En-
tropic regularization of the Kantorovich formulation has been an efficient tool for
approximate computation of the optimal transport cost using the Sinkhorn algo-
rithms [15], [17]. Data-driven approaches to the computation of the optimal transport
cost between two distributions from their samples have been investigated in [30, 43],
and with an eye towards large-scale problems in [24], [42], [33]. A related problem
of computation of Wasserstein barycenters was addressed in [16]. Optimal transport
from continuous to discrete probability distributions has been studied under the name
of semi-discrete optimal transport, with connections to the problem of optimal quan-
tization of probability measures, in [10]. While computational approaches to optimal
transport often work with the static, Monge or Kantorovich formulations of the prob-
lem, investigations involving dynamical formulations was initiated by [7], where the
authors recast the L2 Monge-Kantorovich mass transfer problem in a fluid mechanics
framework. This largely owes to notion of displacement interpolation originally in-
troduced in [32]. The underlying rationale is that the optimal transport cost defines
a metric in the space of probability measures, which allows for the interpretation
of optimal transport between two probability measures as transport along distance-
minimizing geodesics connecting them. [37] and [8] are other works in this vein. The
problem of optimal transport was also explored from a stochastic control perspective
in [36] and [12], where the latter further explored connections to Schrodinger bridges.
However, there has remained a gap in this literature with regard to distributed compu-
tation of optimal transport, which arises as a rather stringent constraint in multi-agent
transport scenarios.
Markov Chain Monte Carlo (MCMC) methods [3, 25, 39] present another frame-
work for the problem of rearranging probability measures, and can be traced back
to early works by Metropolis [35] and Hastings [26]. MCMC methods involve the
construction of a Markov chain with the target probability measure as its equilibrium
measure, and yield samples of the target measure as t → ∞. From a computational
perspective, MCMC methods allow for the agents to be transported independently of
one another, which results in a fully decentralized implementation. However, MCMC
methods are inefficient with respect to the cost of transport. On the other hand, an
optimal transport-based approach suffers from the need for a centralized implementa-
tion, as the optimal transport plan is computed using global information of the intial
and target probability measures. This further motivates our search for scalable, dis-
tributed iterative algorithms that occupy the middle ground. We attempt to improve
the cost of transport by imposing more structure to the set of agents in the form of a
nearest-neighbor network and using the information from the neighbors to compute
the successive iterates. From a computational standpoint, such an approach would
neither be decentralized to the point of complete independence between agents as in
the case of MCMC, nor would it be centralized as is typical of conventional optimal
transport-based methods.
Transport problems in robotics and mobile sensing network applications arise in
the form of coverage control and deployment objectives, where the underlying goal
is to steer a group of robots towards a target coverage profile over a spatial region.
Among the approaches to the coverage control and deployment problem for large-scale
multi-agent systems are transport by synthesis of Markov transition matrices [4,5,18],
the use of continuum models [20,28] for transport, and coverage control by parameter
tuning and/or boundary control of the reaction-advection-diffusion PDE [19, 23, 47].
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We note, however, that despite the potential for the application of optimal transport
ideas to the multi-agent setting, it has hitherto largely remained unsuccessful. The
papers [22] and [6] represent attempts in this direction, while in the first paper the
problem is formulated as one of optimal control, the second is placed in the framework
of optimal transport. These works, however, present significant limitations either
because they require centralized offline planning [22], or because of a need for costly
computation and information exchange between agents [6]. This serves as a strong
motivation for the development of a distributed iterative scheme for optimal transport
in this paper.
In this work, we propose and investigate a scheme for large-scale optimal trans-
port of multi-agent collectives based on a scalable, distributed online optimization.
Working with a reduction of the Kantorovich duality for metric costs conformal to
the Euclidean metric, we note that the Kantorovich potential is almost everywhere
differentiable and obtain a bound on the norm of its gradient. We then obtain an
iterative scheme for optimal transport of probability measures based on Kantorovich
duality, showing it to be equivalent to optimal transport along geodesics. We propose
a distributed primal-dual algorithm to be implemented online by the agents to obtain
local estimates of the Kantorovich potential, which are then used as local objectives
in a proximal algorithm for transport. In the continuous-time limit and as N → ∞,
we derive a PDE-based flow for optimal transport, and obtain convergence results for
an online implementation of the transport. The paper contributes not only to the
vast literature on computational methods for the optimal transport problem, but also
presents a novel scalable, distributed approach to multi-agent optimal transport ad-
dressing a longstanding concern in the research on multi-agent systems. A preliminary
version of this work appeared in [29].
The paper is organized as follows: Section 2 introduces the notation and mathe-
matical preliminaries used in the paper. Section 3 provides a brief description of the
Monge and Kantorovich formulations of optimal transport. The multi-stage iterative
transport scheme is introduced in Section 4. Section 5 contains the main results in this
paper, where we address the problem of distributed optimal transport. We conclude
with a summary of this work and scope for future work in Section 8.
2. Notation and preliminaries. Let ‖ · ‖ : Rd → R≥0 denote the Euclidean
norm on Rd and | · | : R → R≥0 the absolute value function. We denote by ∇ =(
∂
∂x1
, . . . ∂∂xn
)
the gradient operator in Rd. As a shorthand, we let ∂∂z (·) = ∂z(·) for
a variable z. We denote by Ck(Ω) the space of k-times continuously differentiable
functions on Ω. For any x ∈ Ω ⊂ Rd, we denote by Bmr (x) the closed d-ball of
radius r > 0, with respect to a metric m, centered at x. Let ∂Ω denote the boundary
of Ω, Ω¯ = Ω∪ ∂Ω its closure and Ω˚ = Ω \ ∂Ω its interior with respect to the standard
Euclidean topology. For M ⊆ Ω, let the distance d(x,M) of a point x ∈ Ω to
the set M be given by d(x,M) = infy∈M ‖x − y‖. Let 1M : Ω → {0, 1} be the
indicator function on Ω for the subset M . We denote by 〈f, g〉 the inner product
of functions f, g : Ω → R with respect to the Lebesgue measure, given by 〈f, g〉 =∫
Ω
fg dvol. Let µ ∈ P(Ω) be an absolutely continuous probability measure on Ω ⊂ Rd,
with ρ the corresponding density function (where dµ = ρdvol), with vol being the
Lebesgue measure. We denote by Eµ the expectation w.r.t. the measure µ. Given a
map T : Ω → Γ and a measure µ ∈ P(Ω), we let ν = T#µ denote the pushforward
measure of µ by T , where for a measurable set B ⊂ T (Ω), we have ν(B) = T#µ(B) =
µ(T −1(B)). Let F : P(Ω) → R be a smooth real-valued function on the space of
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probability measures on Ω ⊂ Rd. We denote by δFδµ (x) the derivative of F with
respect to the measure µ, see [21], such that a perturbation δµ of the measure results
in a perturbation δF =
∫
X
δF
δµ d(δµ). The L
p space of functions on a measurable
space U is given by Lp(U) = {f : U → R | ‖f‖Lp(U) =
(∫
U
|f |p dvol)1/p < ∞},
where ‖ · ‖Lp(U) is the Lp norm. Of particular interest is the L2 space, or the space
of square-integrable functions. In this paper, we denote by ‖f‖L2(Ω) the L2 norm
of f with respect to the Lebesgue measure, and by ‖f‖L2(Ω,µ) =
(∫
Ω
|f |2 dµ)1/2 the
weighted L2 norm. The Sobolev space W 1,p(Ω) is defined as W 1,p(Ω) = {f : Ω →
R | ‖f‖W 1,p =
(∫
Ω
|f |p + ∫
Ω
|∇f |p)1/p < ∞}. For two functions f : R × Ω → R and
g : Ω → R, denote f(t, ·) ≡ ft and further denote f →L2 g the convergence in L2
norm of ft to g as t→∞, that is, limt→∞ ‖ft − g‖L2 = 0. Convergence in H1 norm
is denoted similarly by f →H1 g.
We now state some well-known results that we will be used in the subsequent
sections of this paper.
Lemma 2.1 (Divergence Theorem [13]). For a smooth vector field F over a
bounded open set Ω ⊆ Rd with boundary ∂Ω, the volume integral of the divergence
∇ · F of F over Ω is equal to the surface integral of F over ∂Ω:∫
Ω
(∇ · F) dµ =
∫
∂Ω
F · n dS,(2.1)
where n is the outward normal to the boundary and dS the measure on the boundary.
For a scalar field ψ and a vector field F defined over Ω ⊆ Rd:∫
Ω
(F · ∇ψ) dµ =
∫
∂Ω
ψ(F · n) dS −
∫
Ω
ψ(∇ · F) dµ.
Lemma 2.2 (Rademacher’s Theorem [31]). Let Ω ⊂ Rd be open and f : Ω→ Rm
be Lipschitz continuous. Then f is differentiable at almost every x ∈ Ω.
Lemma 2.3 (Poincare´-Wirtinger Inequality [31]). For p ∈ [1,∞] and Ω, a
bounded connected open subset of Rd with a Lipschitz boundary, there exists a con-
stant C depending only on Ω and p such that for every function u in the Sobolev space
W 1,p(Ω):
‖u− uΩ‖Lp(Ω) ≤ C‖∇u‖Lp(Ω),
where uΩ =
1
|Ω|
∫
Ω
udµ, and |Ω| is the Lebesgue measure of Ω.
Lemma 2.4 (Rellich-Kondrachov Compactness Theorem [21]). Let Ω ⊂ Rd be
open, bounded and such that ∂Ω is C1. Suppose 1 ≤ p < n, then W 1,p(Ω) is compactly
embedded in Lq(Ω) for each 1 ≤ q < pnn−p . In particular, we have W 1,p(Ω) is compactly
contained in Lp(Ω).
Lemma 2.5 (LaSalle Invariance Principle [27, 45, 46]). Let {P(t) | t ∈ R≥0} be
a continuous semigroup of operators on a Banach space U (closed subset of a Ba-
nach space with norm ‖ · ‖), and for any u ∈ U , define the positive orbit starting
from u at t = 0 as Γ+(u) = {P(t)u | t ∈ R≥0} ⊆ U . Let V : U → R be a con-
tinuous Lyapunov functional on G ⊂ U for P (such that V˙ (u) = ddtV (P(t)u) ≤ 0
in G). Define E = {u ∈ G¯ | V˙ (u) = 0}, and let E˜ be the largest invariant subset
of E. If for u0 ∈ G, the orbit Γ+(u0) is pre-compact (lies in a compact subset of U),
then limt→+∞ dU (P(t)u0, E˜) = 0, where dU (y, E˜) = infx∈E˜ ‖y−x‖U (where dU is the
distance in U).
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Macroscopic model of multi-agent collectives. Let the configuration of a
collective be denoted by the tuple (I, {xi}i∈I , {vi}i∈I) consisting of agent indices,
their positions and velocities (with |I| = N). We assume that agents are distributed
across a an open and bounded Ω ⊂ Rd. That is, xi ∈ Ω and vi ∈ Rd for all i ∈ I. The
dynamics for an agent i at xi ∈ Ω is given by x˙i = vi.
We abstract a multi-agent collective at any instant t by means of a probability
distribution µt ∈ P(Ω), where P(Ω) is the space of absolutely continuous probability
distributions on Ω. In the limit N → ∞, it follows from the Glivenko-Cantelli theo-
rem [9] that the discrete probability measure generated by the N samples {xi(t)}Ni=1
converges uniformly, almost surely to the underlying measure µt. This allows us to
represent the configuration of the system by the distribution µt.
We now let vi = v(xi), where v is a velocity field over Ω (with a no-flux boundary
condition v · n = 0 over ∂Ω), and let Φ be the flow associated with this field, such
that dd tΦt(x) = v(t,Φt(x)) and Φ0(x) = x, for x ∈ Ω. The position at time t
of a point starting from x at t = 0 and transported by the flow is represented by
Φt(x) ∈ Ω. Let µt ∈ P(Ω) (with dµt = ρt dvol) be a one-parameter family of
probability measures generated by the flow Φ starting from µ0 at t = 0. The evolution
of the density function is then given by the continuity equation:
∂tρ+∇ · (ρv) = 0.(2.2)
We now introduce the notion of gradient flows in the space of probability measures.
Definition 2.6 (Gradient flows in the space of probability measures). For a C1
function F : P(Ω) → R, the transport (2.2) with v = −∇
(
δF
δµ
)
is called a gradient
flow on F .
We refer the reader to [41, 44] for detailed treatments of gradient flows in the space
of probability measures.
3. On the Monge and Kantorovich formulations of optimal transport.
We begin this section with an overview of the Monge and Kantorovich formulations
of optimal transport, followed by preliminary results used later in the paper.
Let µ, ν ∈ P(Ω) be absolutely continuous probability measures on Ω. Let c :
Ω × Ω → R≥0 be such that for x, y ∈ Ω, c(x, y) is the unit cost of transport from x
to y. We now make the following assumptions on the cost c:
Assumption 1. The cost c is continuous and is a metric on Ω conformal to the
Euclidean metric (with strictly positive conformal factor ξ ∈ C1(Ω)).
In the Monge (deterministic) formulation, the optimal cost of transporting the prob-
ability measure µ onto ν is defined as the infimum of the transport cost over the set
of all maps for which ν is obtained as the pushforward measure of µ, as given below:
CM (µ, ν) = inf
T :Ω→Ω
T#µ=ν
∫
Ω×Ω
c(x, T (x))dµ(x).(3.1)
The Kantorovich formulation relaxes the above formulation by minimizing the trans-
port cost over the set of joint probability measures Π(µ, ν) ⊂ P(Ω× Ω), for which µ
and ν are the respective marginals over Ω. The optimal transport cost from µ to ν is
defined as follows:
CK(µ, ν) = inf
pi∈Π(µ,ν)
∫
Ω×Ω
c(x, y) dpi(x, y).(3.2)
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We now present the following lemma on the existence of minimizers to the Monge
and Kantorovich formulations and the equivalence between them. We refer the reader
to [1] for proofs.
Lemma 3.1 (Existence of minimizers). Under Assumption 1, there exists a min-
imizer pi∗ to the Kantorovich problem. Moreover, if the measure µ is atomless (i.e.,
µ({x}) = 0 for all x ∈ Ω), the Monge formulation has a minimizer T ∗ and it holds
that pi∗ = (id, T ∗)#µ.
Following Lemma 3.1, we denote by C(µ, ν) = CM (µ, ν) = CK(µ, ν) the optimal
transport cost from µ to ν. We now present the following key result that the optimal
transport cost C defines a metric on the space of probability measures P(Ω):
Lemma 3.2 (Corollary 3.2, 3.3 [40]). Under Assumption 1, the optimal transport
cost C : P(Ω)× P(Ω)→ R≥0 defines a metric on P(Ω).
Kantorovich duality. The Kantorovich formulation (3.2) allows the following
dual formulation [44]:
K(µ, ν) = sup
φ∈L1(Ω);ψ∈L1(Ω)
∫
Ω
φ(x)dµ(x) +
∫
Ω
ψ(y)dν(y)
s.t φ(x) + ψ(y) ≤ c(x, y), ∀x, y ∈ Ω.
(3.3)
The maximizers of the above dual formulation are pairs of functions (φ, ψ), called
Kantorovich potentials, which occur at the boundary of the inequality constraint,
and satisfy the equations:
φ(x) = inf
y∈Ω
(c(x, y)− ψ(y)) , ψ(y) = inf
z∈Ω
(c(z, y)− φ(z)) .(3.4)
We refer to (φ, ψ) defined above as a c-conjugate pair, and write ψ = φc to denote
that ψ is the conjugate of φ. We therefore have:
φ(x) = inf
y∈Ω
[
c(x, y)− inf
z∈Ω
(c(z, y)− φ(z))
]
.(3.5)
The Kantorovich duality (3.3) can now be rewritten as:
K(µ, ν) = sup
φ∈L1(Ω)
∫
Ω
φ(x)dµ(x) +
∫
Ω
φc(y)dν(y).(3.6)
We recall the following lemma on the strong duality property of the Kantorovich
formulation. We refer the reader to Theorem 5.10 in [44] for a detailed proof.
Lemma 3.3 (Theorem 5.10, [44]). Strong duality holds for the Kantorovich for-
mulation. In other words, the gap between the costs defined in the Kantorovich for-
mulation (3.2) and its dual (3.3) is zero, i.e., C(µ, ν) = K(µ, ν).
Under Assumption 1 on the transport cost function c, we can obtain a further re-
duction of the Kantorovich duality (3.6). The following key lemma allows for such a
reduction:
Lemma 3.4. Under Assumption 1 and from (3.5), the conjugate of the Kan-
torovich potential satisfies φc = −φ and |φ(x) − φ(y)| ≤ c(x, y) for all x, y ∈ Ω.
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Proof. From (3.4), we have:
φ(x) = inf
y∈Ω
(
c(x, y)− inf
z∈Ω
(c(z, y)− φ(z))
)
= inf
y∈Ω
sup
z∈Ω
(
c(x, y)− c(z, y) + φ(z)
)
≥ inf
y∈Ω
(
c(x, y)− c(z, y) + φ(z)
)
= inf
y∈Ω
(
c(x, y)− c(z, y)
)
+ φ(z)
≥ −c(x, z) + φ(z),
where we have used the fact that c is a metric to obtain the final inequality (for
any y, we have c(x, y) − c(z, y) = c(x, y) − c(y, z) ≥ −c(x, z), which implies that
infy∈Ω (c(x, y)− c(z, y)) ≥ −c(x, z)). Moreover, since the above inequality holds for
any x, z ∈ Ω, we have |φ(x)− φ(z)| ≤ c(x, z).
Now, when |φ(x)−φ(y)| ≤ c(x, y), we have that −φ(x) ≤ c(x, y)−φ(y), which im-
plies that −φ(x) ≤ infy (c(x, y)− φ(y)) = φc(x). Equivalently, we obtain the relation
φ(x) ≥ −φc(x).
Similarly, from (3.4) φc(x) = infy c(x, y)−φ(y), we obtain φc(x) ≤ c(x, y)−φ(y).
By setting y = x in the above inequality, and using c(x, x) = 0 we get φ(x) ≤ −φc(x).
In all, we have that φc(x) = −φ(x) when |φ(x)− φ(y)| ≤ c(x, y).
Following Lemma 3.4, we can now reduce the Kantorovich duality (3.6) to obtain:
K(µ, ν) = sup
φ∈L(Ω)
Eµ [φ]− Eν [φ] ,
where L(Ω) = {φ ∈ L1(Ω) : |φ(x)− φ(y)| ≤ c(x, y), ∀ x, y ∈ Ω}.
(3.7)
Remark 1. We note from (3.7) that functions φ ∈ L(Ω) are Lipschitz continuous
(since c is conformal to the Euclidean metric from Assumption 1, and Ω is compact).
It then follows from Rademacher’s theorem (in Lemma 2.2) that φ is differentiable µ-
almost everywhere in Ω. Moreover, its (pointwise a.e.) derivative is equal to its weak
derivative, and we interpret the derivative of the Kantorovich potential in the weak
sense in the rest of the paper. Moreover, we have that the Kantorovich potential φ
is differentiable at every x ∈ Ω that is not a fixed point of the optimal transport
map T ∗ [40].
Furthermore, we would like to obtain a bound on the gradient of functions in the
set L(Ω), with the added assumption that they are everywhere differentiable. To this
end, we characterize the set L(Ω) ∩ C1(Ω) through the following lemma:
Lemma 3.5. Under Assumption 1, the set L(Ω) ∩ C1(Ω) is given by:
L(Ω) ∩ C1(Ω) = {φ ∈ L1(Ω) ∩ C1(Ω) : |∇φ| ≤ ξ in Ω} .(3.8)
Proof. Let φ ∈ L(Ω)∩C1(Ω), and x, y ∈ Ω˚ with x 6= y such that the line segment
joining x and y is contained in Ω. By the Mean Value Theorem and the definition
of L(Ω) in (3.7), for some m ∈ [0, 1], we get:
|φ(y)− φ(x)|
|y − x| =
|∇φ((1−m)x+my) · (y − x)|
|y − x| ≤
c(x, y)
|y − x| .
With y = x + tv, where v ∈ TxΩ (tangent space of Ω at x ∈ Ω), in the limit t → 0,
we get:
|∇φ(x) · v|
|v| ≤ ξ(x),
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where the above inequality holds for all v ∈ TxΩ and ξ is the conformal factor for the
metric c w.r.t the Euclidean metric, which implies that |∇φ(x)| ≤ ξ(x) for any x ∈ Ω˚.
Now, to prove the converse, we suppose that |∇φ(x)| ≤ ξ(x) for any x ∈ Ω˚.
For x, y ∈ Ω˚ with x 6= y, along the geodesic γ (w.r.t the metric c) joining x and y, we
have:
|φ(y)− φ(x)| =
∣∣∣∣∫ 1
0
∇φ(γ(t)) · γ˙(t) dt
∣∣∣∣ ≤ ∫ 1
0
|∇φ(γ(t))| |γ˙(t)| dt
≤
∫ 1
0
ξ(γ(t)) |γ˙(t)| dt = c(x, y)
We now define the restricted Kantorovich duality as follows:
K(µ, ν) = sup
φ∈L(Ω)∩C1(Ω)
Eµ[φ]− Eν [φ],(3.9)
where it is restricted in the sense that the constraint set is L(Ω) ∩ C1(Ω) as opposed
to L(Ω) as given in (3.7).
4. Iterative scheme for multi-stage optimal transport. In this section, we
establish a framework for multi-stage optimal transport of probability measures.
Let µ0 ∈ P(Ω) be a given initial probability measure and µ∗ ∈ P(Ω) the target
probability measure. Our objective is to optimally transport µ0 onto µ
∗ by an iter-
ative scheme. To this end, we begin by constructing a finite sequence {µk}Kk=1 such
that µK = µ
∗, and carrying out optimal transport in stages {µk−1 → µk}Kk=1. The net
cost of transport along the sequence would then be given by
∑K
k=1 C(µk−1, µk), the
sum of the (optimal) stage costs. We now have the following lemma on the retrieval
of the optimal transport cost:
Lemma 4.1. Given atomless probability measures µ0, µ
∗ ∈ P(Ω), the cost of op-
timal transport from µ0 to µ
∗ satisfies:
C(µ0, µ
∗) = min
(µ1,...,µK)
µk∈P(Ω)
µK=µ
∗
K∑
k=1
C(µk−1, µk)(4.1)
Proof. We begin by noting that there clearly exists at least one minimizing se-
quence for the optimization problem (4.1) (the trivial sequence µk = µ
∗ for all k =
1, . . . , T , minimizes the cost).
From the Monge formulation (3.1) and Lemma 3.1, we have:
C(µ0, µ
∗) = min
T :Ω→Ω
T#µ0=µ
∗
∫
Ω
c(x, T (x)) dµ0(x),
and let T ∗ be a minimizing map above. Let T0 be the identity map on Ω and
let {Tk}Kk=1 be a sequence of maps on Ω such that TK ◦ . . . ◦ T0 = T ∗, with µk =
(Tk ◦ . . . ◦ T0)#µ0 = Tk# . . . T0#µ0. Since c is a metric, we have:
c(x, T ∗(x)) ≤
K∑
k=1
c(Tk−1 ◦ . . . ◦ T0(x), Tk ◦ . . . ◦ T0(x)).
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It then follows that:
C(µ0, µ
∗) =
∫
Ω
c(x, T ∗(x)) dµ0(x)
≤
∫
Ω
K∑
k=1
c(Tk−1 ◦ . . . ◦ T0(x), Tk ◦ . . . ◦ T0(x))dµ0(x)
=
K∑
k=1
∫
Ω
c(Tk−1 ◦ . . . ◦ T0(x), Tk ◦ . . . ◦ T0(x))dµ0(x)
=
K∑
k=1
∫
Ω
c(x, Tk(x))dµk−1(x)
=
K∑
k=1
C(µk−1, µk).
We also have:
c(x, T ∗(x)) = min
T1,...,TK
Tk:Ω→Ω
TK◦...◦T0=T∗
K∑
k=1
c(Tk−1 ◦ . . . ◦ T0(x), Tk ◦ . . . ◦ T0(x)),
where the minimum is attained when the point Tk ◦ . . . ◦ T0(x) lies on the geodesic
from Tk−1◦. . .◦T0(x) to T ∗(x). This can be seen from the fact that for any x1, x2 ∈ Ω,
z∗ ∈ arg minz∈Ω c(x1, z) + c(z, x2) lies on the geodesic from x1 to x2. Thus, we get:
C(µ0, µ
∗) = min
T1,...,TK
Tk:Ω→Ω
TK◦...◦T0=T∗
Tk#µk−1=µk
K∑
k=1
C(µk−1, µk).
We further note that any minimizing sequence {µk}Kk=1 must be generated by a se-
quence of maps {Tk}Kk=1 such that for any x ∈ Ω, Tk ◦ . . . ◦ T0(x) lies on the geodesic
from Tk−1 ◦ . . . ◦ T0(x) to T ∗(x), which yields (4.1).
From the set of minimizing sequences characterized by Lemma 4.1, we are interested
in those sequences for which the individual stage costs are upper bounded by an  > 0.
We thereby consider the following optimization-based iterative scheme to generate a
minimizing sequence:
µk+1 ∈ arg min
ν∈P(Ω)
C(µk, ν) + C(ν, µ
∗)
s.t. C(µk, ν) ≤ ,
(4.2)
where the iterative scheme (4.2) additionally satisfies the constraint limk→∞ µk = µ∗.
Now, let T ∗k be an optimal transport map from µk to µ
∗. We now construct the
following optimization-based iterative process:
x(k + 1) ∈ arg min
z∈Ω
c(x(k), z) + c(z, T ∗k (x(k)))
s.t. c(x(k), z) ≤ ,
(4.3)
where x(k + 1) obtained from the above process lies on the geodesic connecting x(k)
and T ∗k (x(k)). We now have the following lemma on the connection between the
process (4.3) and the iterative scheme (4.2):
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Lemma 4.2. The law of the process (4.3), when x(0) ∼ µ0, evolves according
to (4.2).
Proof. This result follows from the arguments in the proof of Lemma 4.1.
Following Lemma 4.2, it is clear that if we can compute the optimal transport map T ∗k ,
then (4.3) defines an iterative scheme for multi-stage optimal transport from an ini-
tial µ0 to µ
∗. We achieve this equivalently using the Kantorovich duality via the
following process:
x(k + 1) ∈ arg min
z∈Bc (x(k))
c(x(k), z) + φµk→µ∗(z),(4.4)
We recall that Bc (x(k)) is the closed -ball with respect to the metric c, centered
at x(k). The following lemma establishes that the processes (4.3) and (4.4) are equiv-
alent.
Lemma 4.3. The processes (4.3) and (4.4) are equivalent. The equivalence is in
the sense that the sets of minimizers in (4.3) and (4.4) are equal.
Proof. We recall from (3.4) and Lemma 3.4 that for the transport µk → µ∗, and
for any x ∈ Ω, we have:
φµk→µ∗(x) = inf
y∈Ω
c(x, y) + φµk→µ∗(y).(4.5)
Also, for any x, y ∈ Ω, we have the inequality φµk→µ∗(x) ≤ c(x, y) + φµk→µ∗(y).
This implies in particular that for any transport map Tk from µk to µ
∗, we get
φµk→µ∗(x) ≤ c(x, Tk(x)) + φµk→µ∗(Tk(x)). It then follows that:∫
Ω
(φµk→µ∗(x)− φµk→µ∗(Tk(x))) dµk(x) =
∫
Ω
φµk→µ∗dµk −
∫
Ω
φµk→µ∗dµ
∗
≤
∫
Ω
c(x, Tk(x))dµk(x).
We see that the LHS is the optimal transport cost obtained from the Kantorovich dual
formulation, while an infimum over the RHS w.r.t. Tk would again yield the optimal
transport cost from the Monge formulation and an equality would then be attained.
Therefore, we get that the equality is attained when Tk = T
∗
k , the corresponding
optimal transport map from µk to µ
∗. Thus, we infer that φµk→µ∗(x) = c(x, T
∗
k (x))+
φµk→µ∗(T
∗
k (x)) µk-almost everywhere in Ω. Since c(x, T
∗
k (x)) = c(x, z) + c(z, T
∗
k (x))
for any (and only) z on the geodesic from x to T ∗k (x), we can write:
φµk→µ∗(x)− φµk→µ∗(z) + φµk→µ∗(z)− φµk→µ∗(T ∗k (x)) = c(x, z) + c(z, T ∗k (x)),
which implies that:
[φµk→µ∗(x)− φµk→µ∗(z)− c(x, z)] + [φµk→µ∗(z)− φµk→µ∗(T ∗k (x))− c(z, T ∗k (x))]
= 0.
Moreover, since the expressions on the LHS are each non-positive, and their sum is
zero, we get that they are individually zero. In other words, for any (and only) z on
the geodesic from x to T ∗k (x) we get φµk→µ∗(x)− φµk→µ∗(z)− c(x, z) = 0, and these
z ∈ Ω are in fact minimizers in (4.5). Therefore, set of minimizers obtained from (4.4)
is essentially the segment of the geodesic from x(k) to T ∗k (x(k)) contained in the
ball Bc (x(k)) which is also the set of minimizers obtained from (4.3), establishing
equivalence in this sense between the processes (4.3) and (4.4).
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5. Multi-agent optimal transport. Working within the framework estab-
lished in Section 4, we develop in this section the algorithm for multi-agent optimal
transport based on distributed online optimization.
Let {xi(0)}Ni=1 be the positions of the N agents, distributed independently and
identically according to a probability measure µ0. The idea is to transport the agents
by the iterative scheme (4.4) to obtain {xi(k)}Ni=1 at any time k. Let µ̂N (k) =
1
N
∑N
i=1 δxi(k) be the empirical measure generated by the agents {xi(k)}Ni=1 at time k.
To this end, we formulate a (finite) N -dimensional distributed optimization to be im-
plemented by the agents to obtain local estimates of the Kantorovich potential. We ap-
proximate the true Kantorovich potential by a Φd : N×Ω→ R generated by an (finite)
N -dimensional vector φ(k) = (φ1(k), . . . , φN (k)) ∈ RN , such that Φd(k, xi(k)) = φi(k)
for i ∈ {1, . . . , N} and Φd(k, x) for x ∈ Ω \ {x1(k), . . . , xN (k)} is defined by a suit-
able multivariate interpolation. In particular, let {Vi(k)}Ni=1 be the Voronoi partition
of Ω generated by {x1(k), . . . , xN (k)} w.r.t. the metric c, and Φd =
∑N
i=1 φ
Vi(k) (de-
composed into a sum of N functions φVi(k) with supports Vi(k)). We assume that at
time k, the agents i, j corresponding to neighboring cells Vi(k) and Vj(k) are connected
by an edge, which defines a connected graph
G(k) =
({xi(k)}Ni=1, E(k)) (where E(k) is the edge set of the graph G(k) at time k).
Dropping the index k (as is clear from context), the finite dimensional approxima-
tion of the Kantorovich duality (3.7) for the transport between µ̂N and µ
∗, restricted
to the graph G, is given by:
max
(φ1,...,φN )
N∑
i=1
(
1
N
· φi − Eµ∗ [φVi ]
)
s.t. |φi − φj | ≤ c(xi, xj), ∀(i, j) ∈ E.
(5.1)
We call (5.1) a restriction of (3.7) to the graph G because we only impose the con-
straint |φi − φj | ≤ c(xi, xj) on neighbors i, j on the graph.
We solve the optimization problem (5.1) by a primal-dual algorithm, and its
solution is used to update the agent positions by (4.4). We take Φd here to be a simple
function, such that φVi(x) = φi for x ∈ Vi. The Lagrangian for the problem (5.1),
with Φd a simple function and c(xi, xj) = cij , is given by:
Ld =
N∑
i=1
φi
(
1
N
− µ∗(Vi)
)
− 1
2
N∑
i=1
∑
j∈Ni
λij
(∣∣φi − φj∣∣2 − c2ij) .
The primal-dual (primal-ascent, dual-descent) algorithm (with step size τ) is then
given by:
φi(l + 1) = φi(l)− τ
∑
j∈Ni
λij(l)
(
φi(l)− φj(l))+ ( 1
N
− µ∗(Vi)
)
,
λij(l + 1) = max
{
0, λij(l) + τ
(
1
2
∣∣φi(l)− φj(l)∣∣2 − c2ij)} , where j ∈ Ni.
(5.2)
We note from the structure of the above algorithm that it renders itself to a distributed
implementation by the agents, where agent i uses information from its neighbors j ∈
Ni to update φi and {λij}j∈Ni . The primal algorithm is in fact a weighted Laplacian-
based update.
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At the end of every step xi(k) 7→ xi(k + 1) from (4.4), the agent i assigns φi ←
Φdk(xi(k+1)) as the initial condition for the primal algorithm (5.2) at the time step k+
1 of the transport. Moreover, we are interested in an on-the fly implementation of the
transport, in that the agents do not wait for convergence of the distributed primal-
dual algorithm but carry out n iterations of it for every update step (4.4), as outlined
formally in the algorithm below..
Algorithm 5.1 Multi-agent (on-the-fly) optimal transport
Input: Target measure µ∗, Transport cost c(x, y), Bound on step size , Time step τ
For each agent i at time instant k of transport:
1: Obtain: Positions xj(k) of neighbors within communication/sensing radius r (r ≤
diam(Ω), large enough to cover Voronoi neighbors)
2: Compute: Voronoi cell Vi(k), Mass of cell µ∗(Vi(k)), Voronoi neighbors Ni(k)
3: Initialize: φi ← Φdk−1(xi(k)), λij ← λij(k − 1) (with Φd0 = 0, λij(0) = 0)
4: Implement n iterations of primal-dual algorithm (5.2) (synchronously, in commu-
nication with neighbors j ∈ Ni) to obtain φi(k), λij(k)
5: Communicate with neighbors j ∈ Ni to obtain φj(k), construct local estimate
of Φdk by multivariate interpolation
6: Implement transport step (4.4) with local estimate of Φdk (which approxi-
mates φµk→µ∗)
6. Analysis of PDE model. We investigate the behavior of the multi-agent
transport by the update scheme (4.4) by studying the candidate system of PDEs for
the continuous time and N → ∞ limit. The results contained in this section are
summarized below:
1. The candidate PDE model for transport in the continuous-time and N →∞
limit of the transport scheme (4.4) is derived formally in Section 6.1. The
transport is described by the continuity equation (2.2) with the transport
vector field (6.1).
2. In Section 6.2, we first derive the candidate PDE model (6.4) for the primal-
dual algorithm (5.2) in the continuous-time and N → ∞ limit. We then
establish analytically that the solutions to (6.4) converge as t → ∞ to the
optimality condition of the Kantorovich duality, in Lemma 6.2.
3. Section 6.3 deals with the stability of the feedback interconnection between
the transport PDE (continuity equation with the transport vector field (6.1))
and the primal-dual flow (6.4). Convergence of the probability density (as
solutions to the transport PDE) to the target density in the limit t→∞, pro-
vided that the primal-dual flow is always at steady state, is first established
in Theorem 6.4. On-the-fly implementation is considered next, and a conver-
gence result is obtained under a second-order relaxation of the dual flow in
Theorem 6.5. Although the primal-dual flow is asymptotically stable and the
transport PDE under the action of the field (6.1) is asymptotically stable, the
stability of the feedback interconnected system of PDEs, in general, does not
follow. This motivates the second-order relaxation of the dual flow, and we
are able to establish asymptotic stability of the feedback interconnected sys-
tem through a backstepping control of the dual flow. We reserve the feedback
interconnection of the transport PDE directly with the primal-dual flow (6.4)
for investigated by numerical simulations in Section 7. Although we are only
able to obtain analytical stability results for the feedback interconnection
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with a relaxed dual flow, we observe convergence in simulation of the original
feedback interconnected system, which motivates us to conjecture that it is
indeed stable.
6.1. Transport PDE. We recall that the continuous-time evolution of a prob-
ability density function is described by the continuity equation (2.2):
∂tρ+∇ · (ρv) = 0,
where v is the underlying transport vector field. In what follows, we derive the
transport vector field which is the candidate for the continuous-time limit of the
update scheme (4.4). We assume that all the probability measures considered have
the same support Ω.
Let x ∈ Ω, µ ∈ P(Ω) and x+ ∈ arg minz∈Bc (x) c(x, z) + φµ→µ∗(z), where x+ is
the update by the scheme (4.4). It then follows that:
c(x, x+) + φµ→µ∗(x+) ≤ φµ→µ∗(x),
where x+ ∈ Bc (x). We interpret the iterative scheme as a discrete-time dynam-
ical system with uniform timestep ∆t between successive instants, and derive the
continuous-time limit by letting ∆t = g() → 0 (where g : R → R is a monotonically
increasing function). We have that φµ→µ∗ is bounded and continuously differen-
tiable, which implies that lim→0 x+ = x and limx+→x∇φµ→µ∗(x+) = ∇φµ→µ∗(x).
Let v(x) = lim∆t→0 1∆t (x
+ − x) (we note that this limit indeed exists), and we have:
lim
∆t→0
1
∆t
c(x, x+) ≤ lim
∆t→0
1
∆t
(
φµ→µ∗(x)− φµ→µ∗(x+)
)
,
and it follows that:
ξ(x) |v(x)| ≤ −∇φµ→µ∗(x) · v(x).
The above inequality is satisfied only if v(x) = −α∇φµ→µ∗(x) when λ 6= 0 (the
Lagrangian dual function corresponding to the constraint |∇φµ→µ∗ | ≤ ξ) and for
any α ≥ 0. This follows from the fact that |∇φµ→µ∗ | = ξ, as φµ→µ∗ is the solution
to (3.9) for the transport from µ to µ∗, satisfies (3.8) and occurs at the boundary of
the constraint. Therefore, as ∆t→ 0, we have the candidate velocity field:
v = −α∇φµ→µ∗ ,(6.1)
where α can be any non-negative function on Ω. The implementation of the trans-
port with the vector field (6.1) requires the computation of the Kantorovich poten-
tial φµt→µ∗ at any time t. Thus, we set up a primal-dual flow to obtain the Kan-
torovich potential as the solution to (3.9) (to which (5.1) is seen as the discrete
counterpart as noted earlier).
6.2. Primal-Dual flow. The Lagrangian functional corresponding to the re-
stricted Kantorovich duality (3.9) (to which (5.1) is seen as the discrete counterpart
as noted earlier) for the optimal transport from µ to µ∗ is given by:
L(φ, λ) =
∫
Ω
φ(ρ− ρ∗)− 1
2
∫
Ω
λ(|∇φ|2 − |ξ|2),(6.2)
where all the integrals are with respect to the Lebesgue measure, and λ ≥ 0 is the
Lagrange multiplier function for the constraint |∇φ| ≤ ξ (which corresponds to the
set L(Ω)∩C1(Ω)), as specified in (3.8), which we have rewritten here as |∇φ|2 ≤ |ξ|2.
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Lemma 6.1 (Optimality conditions). The necessary and sufficient conditions for
a feasible solution φ¯ of (3.9) to be optimal are:
−∇ · (λ¯∇φ¯) = ρ− ρ∗, (in Ω)
λ¯∇φ¯ · n = 0, (on ∂Ω)
λ¯ ≥ 0, |∇φ¯| ≤ ξ, (Feasibility)
λ¯(|∇φ¯| − ξ) = 0 a.e., (Complementary slackness)
(6.3)
where λ¯ is the optimal Lagrange multiplier function.
Proof. We consider the Lagrangian (6.2), for which the first variation with respect
to a variation δφ, is given by:〈
δL
δφ
, δφ
〉
=
∫
Ω
(ρ− ρ∗)δφ−
∫
Ω
λ∇φ · ∇δφ
=
∫
Ω
(ρ− ρ∗)δφ+
∫
Ω
∇ · (λ∇φ)δφ−
∫
∂Ω
λ∇φ · nδφ,
where we have used the divergence theorem to obtain the final equality. We have〈
δL
δφ , δφ
〉
= 0 for any variation δφ around the stationary point (φ¯, λ¯). Therefore,
we obtain −∇ · (λ¯∇φ¯) = ρ − ρ∗ in Ω and λ¯∇φ¯ · n = 0 on ∂Ω. Also, λ¯ ≥ 0 is the
feasibility condition for the Lagrange multiplier, |∇φ¯| ≤ ξ is the feasibility condition
on φ and λ¯(|∇φ¯|−ξ) = 0 is the complementary slackness condition. These correspond
to the necessary KKT conditions, which for this problem (linear objective function
and a convex constraint) are also the sufficient conditions for optimality.
We now define a primal-dual flow to converge to the saddle point of the La-
grangian (6.2). For this, we henceforth consider the functions φ and λ to be addition-
ally parametrized by time t. The primal-dual flow for the Lagrangian (6.2) is given
by:
∂tφ = ∇ · (λ∇φ) + ρ− ρ∗,
∇φ · n = 0, on ∂Ω,
∂tλ =
1
2
[|∇φ|2 − |ξ|2]+
λ
,
φ(0, x) = φ0(x), λ(0, x) = λ0(x),
(6.4)
where [f ]+λ =
{
f if λ > 0
max{0, f} if λ = 0 is a projection operator.
We note that ∂tφ =
δL
δφ and ∂tλ =
[− δLδλ ]+λ , and we have a gradient ascent
on L(φ, λ) w.r.t. φ and a projected gradient descent on L(φ, λ) w.r.t. λ.
Remark 2 (On the connection between (6.4) and (5.2)). The primal-dual algo-
rithm (5.2) is the discretization of the primal-dual flow (6.4) over a graph G (as de-
fined in the previous subsection) with a step size τ . The term −∑j∈Ni λij(l) (φi(l)− φj(l))
in (5.2) is the action of the weighted Laplacian matrix (with weights λij(l)) on φ(l),
which is the discretization over the graph of the term ∇ · (λ∇φ) in (6.4).
Remark 3 (Existence and Uniqueness of solutions to (6.4)). We first note that
(6.4) generates a strongly continuous semigroup of operators and we interpret any solu-
tion of (6.4) as generated by this operator semigroup. We now consider the evolution
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of the Lagrange multiplier function λ. Letting λ0 ≡ 0 and h = 12
[|∇φ|2 − |ξ|2]+
λ
,
we note that at any x ∈ Ω, we have λ(t, x) = ∫ t
0
h(τ, x)dτ . Thus, a unique solu-
tion λ exists if h(t, x) = 12
[|∇φ|2 − |ξ|2]+
λ
is integrable in time at every x ∈ Ω, which
depends on the regularity of the solution φ. However, we do not apriori character-
ize or establish the desired level of regularity of the solutions φ, but instead assume
that λ ∈ L∞(0, T ;L∞(Ω)) for any given T > 0. For any given T > 0, under the
assumptions that λ ∈ L∞(0, T ;L∞(Ω)) and ρ, ρ∗ ∈ L2(0, T ;L2(Ω)), there exists a
unique weak solution φ ∈ L2(0, T ;H1(Ω)) to the primal-dual flow (6.4) (we recall that
we impose the Neumann boundary condition as ∇φ · n = 0 on ∂Ω). The existence
and uniqueness results follow by adapting the arguments presented in [21], Section 7.1
to the current problem (a homogenous second order parabolic PDE with a Neumann
boundary condition). We note that the solution φ completely determines λ. To guar-
antee that λ ∈ L∞(0, T ;L∞(Ω)) is consistent with the solution φ, it may be necessary
to add further regularity assumptions on ρ, ρ∗. However, further investigation into
the regularity of solutions of the primal-dual flow is beyond the scope of this present
work.
Assumption 2 (Well-posedness of primal-dual flow). We assume that (6.4) is
well-posed, with solution (φ, λ) such that φ ∈ L∞(0,∞;H1(Ω)) and the Lagrange
multiplier function λ ∈ L∞(0,∞;L∞(Ω)) and is precompact in L2(Ω).
The following lemma establishes the convergence of solutions of (6.4) to the optimality
conditions (6.3):
Lemma 6.2 (Convergence of primal-dual flow). The solutions (φt, λt) to the primal-
dual flow (6.4), under Assumption 2 on the well-posedness of the primal-dual flow,
converge to an optimizer (φ˜, λ˜) given in (6.3) in the L2 norm as t→∞, for any fixed
ρ, ρ∗ ∈ L2(Ω).
Proof. Let (φ˜, λ˜) be an optimizer of (6.3) and let V (φ, λ) = 12
∫
Ω
∣∣φ− φ¯∣∣2 dvol + 12 ∫Ω ∣∣λ− λ¯∣∣2 dvol.
Clearly, V (φ, λ) ≥ 0 for all φ, λ ∈ L2(Ω). The time-derivative of V along the solutions
of the primal-dual flow (6.4) is given by:
V˙ =
〈
δL
δφ
, φ− φ¯
〉
+
〈[
−δL
δλ
]+
λ
, λ− λ¯
〉
=
〈
δL
δφ
, φ− φ¯
〉
−
〈
δL
δλ
, λ− λ¯
〉
+
〈
δL
δλ
+
[
−δL
δλ
]+
λ
, λ− λ¯
〉
.
Since L is concave in φ and convex in λ, we get:
V˙ ≤ L(φ, λ)− L(φ¯, λ) + L(φ, λ¯)− L(φ, λ) +
〈
δL
δλ
+
[
−δL
δλ
]+
λ
, λ− λ¯
〉
= L(φ¯, λ¯)− L(φ¯, λ) + L(φ, λ¯)− L(φ¯, λ¯) +
〈
δL
δλ
+
[
−δL
δλ
]+
λ
, λ− λ¯
〉
.
We have that L(φ¯, λ¯) − L(φ¯, λ) ≤ 0 and L(φ, λ¯) − L(φ¯, λ¯) ≤ 0 (recall that (φ¯, λ¯) is a
saddle point of L). Moreover, by definition, when λ(t, x) > 0, we have
[− δLδλ ]+λ = − δLδλ
at (t, x), and when λ(t, x) = 0 (which implies that λ− λ¯ ≤ 0), we have [− δLδλ ]+λ ≥ − δLδλ
at (t, x). This implies that
〈
δL
δλ +
[− δLδλ ]+λ , λ− λ¯〉 ≤ 0 at any (t, x). We therefore
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can say that V˙ ≤ 0. Moreover, by Assumption 2, it holds that the orbit φ is bounded
in H1(Ω) which, by Lemma 2.4, is compactly embedded in L2(Ω). It then follows
that the orbit is precompact in L2(Ω). Moreover, by Assumption 2, we have that λ is
precompact in L2(Ω). We get that V˙ = 0 only at an optimizer (φ˜, λ˜), which implies
that the flow converges asymptotically to a (φ˜, λ˜).
6.3. Convergence of PDE-based transport. Following the outline from ear-
lier in the section, we now investigate the convergence properties of transport by the
vector field v = −α∇φµ→µ∗ . However, as discussed earlier, the scenario of particular
interest to us is that of an on-the-fly implementation of the transport, where we do not
wait for the convergence of the primal-dual flow to its steady state to obtain φµ→µ∗ .
This results in a coupling between the transport PDE and the primal-dual flow, and
we investigate the convergence of solutions of this system of PDEs later in this section.
Lemma 6.3. The transport (2.2) by the vector field (6.1) is a gradient flow, in
the sense of Definition 2.6, on the optimal transport cost C(·, µ∗) : P(Ω)→ R≥0.
Proof. From Lemma 3.3, we have the strong duality K(µ, µ∗) = C(µ, µ∗). The
Kantorovich potential φµ→µ∗ is such that∇φµ→µ∗ = ∇
(
δK
δµ
)
(since φµ→µ∗ = δKδµ , and
we refer the reader to Chapter 7 in [40] for a proof). Therefore, the transport vector
field v = −α∇φµ→µ∗ yields a gradient flow on the optimal transport cost C(µ, µ∗).
Remark 4 (Existence and uniqueness of solutions to the transport PDE). We
refer the reader to [2] for a detailed treatment of existence and uniqueness results for
the continuity equation, for transport vector fields with Sobolev regularity. We make
the necessary well-posedness assumption for our purposes.
Assumption 3 (Well-posedness of gradient flow on optimal transport cost). We
assume that the desired distribution µ∗ is absolutely continuous (with density func-
tion ρ∗ in H1(Ω)) with supp(µ∗) = Ω. Further, we assume that (2.2) is well-posed for
the gradient flow on the optimal transport cost, with solution ρ ∈ L∞(0,∞;H1(Ω)).
Theorem 6.4. Under Assumption 3 on the well-posedness of the gradient flow
on the optimal transport cost and for absolutely continuous initial distributions µ0
with supp(µ0) = Ω, the solutions ρ to the transport (2.2) by the vector field v =
−λµ→µ∗ρ ∇φµ→µ∗ (where φµ→µ∗ and λµ→µ∗ are the Kantorovich potential and the op-
timal Lagrange multiplier function for the transport µ → µ∗) converge exponentially
to ρ∗ in the L2 norm as t→∞.
Proof. From the optimality conditions (6.3), we have that ∇· (λµ→µ∗∇φµ→µ∗) =
ρ∗−ρ, which implies that ∂tρ = −∇·(ρv) = ∇·(λµ→µ∗∇φµ→µ∗) = ρ∗−ρ when ρ > 0.
Moreover, we have that ρ0 and ρ
∗ are strictly positive in Ω. Therefore, for any t ∈
[0,∞] and x ∈ Ω˚, we have ρ(t, x) > 0. Consequently, since ρ(t, x) > 0, the transport
vector field v = −λµ→µ∗ρ ∇φµ→µ∗ is well-defined on Ω. Let V : L2(Ω) → R≥0 be
defined by V (ρ) = 12
∫
Ω
|ρ− ρ∗|2 dvol, where ρ is the density function of the absolutely
continuous probability measure µ. The time derivative V˙ , under the transport (2.2)
by v = −λµ→µ∗ρ ∇φµ→µ∗ is given by:
V˙ =
∫
Ω
(ρ− ρ∗)∂tρ = −
∫
Ω
(ρ− ρ∗)∇ · (ρv)
=
∫
Ω
(ρ− ρ∗)∇ · (λµ→µ∗∇φµ→µ∗).
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Further, from (6.3), we get:
V˙ = −
∫
Ω
|ρ− ρ∗|2 = −2V,
which implies that V is a Lyapunov functional for the transport by the vector field v =
−λµ→µ∗ρ ∇φµ→µ∗ . Moreover, by Assumption 3, we have that the solution ρ is bounded
in H1(Ω), which by the Rellich-Kondrachov theorem 2.4 is compactly contained
in L2(Ω). We then infer that the solution ρ to the transport (2.2) by the vector
field v = −λµ→µ∗ρ ∇φµ→µ∗ is precompact, and therefore by the invariance principle
in Lemma 2.5, converges to ρ∗ in the L2-norm in the limit t → ∞, i.e. limt→∞ ‖ρ −
ρ∗‖L2 = 0. Moreover, since we have V˙ = −2V , we note that the convergence is
exponential.
Remark 5 (Adaptation to tracking of time-varying target distributions). The
exponential convergence result in the above theorem permits adaptation of the transport
scheme to multi-agent tracking scenarios involving target distributions that evolve on
a much slower timescale.
We now present an on-the-fly implementation of the transport, where we do not wait
for the primal-dual flow to reach steady state, but instead set the transport vector
field as v = −λρ∇φ, where φ and λ are supplied by (6.4). This results in a coupling
between the transport PDE (2.2) and the primal-dual flow (6.4), and we investigate
the behavior of the transport in simulation in Section 7.
We now establish the convergence of the on-the-fly transport under the primal
flow and a fixed dual function λ > 0, which we define as follows:
∂tφ = ∇ · (λ∇φ) + ρ− ρ∗,
∇φ · n = 0, on ∂Ω,
λ = λ(x) > 0.
(6.5)
We note that transport under the relaxed primal-dual flow differs from the transport
under (6.4) only in that the Lagrange multiplier function λ that weights the primal
flow is fixed and does not vary in time.
Remark 6 (Existence and uniqueness of solutions to on-the-fly transport). We
first note that (6.5) generates a strongly continuous semigroup of operators and we
interpret any solution of (6.5) as generated by this operator semigroup. We recall
from Remark 3 that a unique weak solution φ ∈ L2(0, T ;H1(Ω)) to the primal flow
exists if ρ, ρ∗ ∈ L2(0, T ;H1(Ω)) and λ ∈ L∞(Ω).
Assumption 4. We assume that the desired distribution µ∗ is absolutely continu-
ous (with density function ρ∗ in H1(Ω)) and supported on Ω. Further, we assume that
the primal flow (6.5) and the transport (2.2) are well-posed, with solutions φ and ρ
such that φ ∈ L∞(0,∞;H1(Ω)), and strictly positive ρ ∈ L∞(0,∞;H1(Ω)).
Theorem 6.5 (Convergence of on-the-fly transport). Under Assumption 4, the
solutions ρ to (2.2) with the transport vector field v = −λρ∇φ, with φ from (6.5),
converge in the L2-norm to ρ∗ as t→∞, while the solutions to the primal flow (6.5)
converge to the optimality condition (6.3) corresponding to ρ = ρ∗.
Proof. We first note that since ρ > 0 from Assumption 4, the transport vector
field v = −λρ∇φ is well-defined on Ω. We now consider the following Lyapunov
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functional:
E =
1
2
∫
Ω
λ|∇φ|2 + 1
2
∫
Ω
|ρ− ρ∗|2,
where all the integrals are with respect to dvol. The time derivative of E under the
flow (6.5) and v = −λρ∇φ is given by:
E˙ =
∫
Ω
λ∇φ · ∇∂tφ+
∫
Ω
(ρ− ρ∗)∂tρ.
Applying the divergence theorem and using the boundary condition for the first term,
and the continuity equation (2.2) for the second, we obtain:
E˙ = −
∫
Ω
∇ · (λ∇φ)∂tφ−
∫
Ω
(ρ− ρ∗)∇ · (ρv)
= −
∫
Ω
|∇ · (λ∇φ)|2 −
∫
Ω
∇ · (λ∇φ)(ρ− ρ∗)
+
∫
Ω
(ρ− ρ∗)∇ · (λ∇φ)
= −
∫
Ω
|∇ · (λ∇φ)|2.
By Assumption 4 we have that the orbits φ and ρ are bounded in H1(Ω) and by
Lemma 2.4 (Rellich-Kondrachov theorem) we have that the orbits are precompact
in L2(Ω). Now, from the invariance principle in Lemma 2.5, we infer that the orbits
of the system converge to the largest invariant set in E˙−1(0). We have that E˙ = 0
implies ‖∇ · (λ∇φ)‖L2(Ω) = 0, from which it follows by substitution in (6.5) that the
transport (2.2) with v = −λρ∇φ yields ρ→L2 ρ∗, while φ converges to the optimality
conditions corresponding to ρ = ρ∗.
This leads us to the following algorithm for on-the-fly multi-agent transport under
fixed, positive dual weighting:
Algorithm 6.1 Multi-agent (on-the-fly) optimal transport with fixed (dual) weight-
ing
Input: Target measure µ∗, Weights (dual variable) λij , Bound on step size , Time
step τ
For each agent i at time instant k of transport:
1: Obtain: Positions xj(k) of neighbors within communication/sensing radius r (r ≤
diam(Ω), large enough to cover Voronoi neighbors)
2: Compute: Voronoi cell Vi(k), Mass of cell µ∗(Vi(k)), Voronoi neighbors Ni(k)
3: Initialize: φi ← Φdk−1(xi(k)) (with Φd0 = 0)
4: Implement n iterations of primal algorithm (6.5) (synchronously, in communica-
tion with neighbors j ∈ Ni) to obtain φi(k)
5: Communicate with neighbors j ∈ Ni to obtain φj(k), construct local estimate
of Φdk by multivariate interpolation
6: Implement transport step (4.4) with local estimate of Φdk (which approxi-
mates φµk→µ∗)
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7. Simulation studies and discussion. In this section, we present simulation
results for multi-agent optimal transport in R2, based on the the iterative multi-stage
transport scheme (4.4) (with c being the Euclidean metric and  = 0.02), where the
local estimates of the Kantorovich potential are computed by the distributed online
algorithm (5.2) with a step size τ = 1. We also present simulation results for the
PDE-based transport (2.2) under the primal-dual flow (6.4).
We considered a bivariate Gaussian distribution with covariance Σ =
[
2 0
0 2
]
and mean randomly chosen in [0, 1]2 as the target probability measure, and N = 30
agents for the transport. Figure 1 shows the agents along with the corresponding
Voronoi partition of the domain, at three different stages (time instants k = 0, 5, 10)
during the course of their transport. We observe that the agents are transported
towards the target probability measure and that a quantization of the target measure
is obtained. This is clarified further in Figure 2, as described below.
Fig. 1. Positions of agents along with the Voronoi partition generated by them at three different
stages (time instants k = 0, 5, 10) of transport by the iterative scheme (4.4) with local estimates of
Kantorovich potential supplied by (5.2). Target probability measure shown in grayscale with a darker
shade indicating a region of higher target density. The plots show convergence in time of the agents
to full coverage of the target coverage profile (represented by the target probability distribution).
As we had noted in the previous section, there exists a fundamental trade-off be-
tween optimality and an on-the-fly implementation of the distributed optimal trans-
port. We sought to investigate the extent of this trade-off in simulation by running
multiple iterations n of the primal-dual algorithm (5.2) for every iteration of the trans-
port (4.4). The underlying rationale is that the distributed computation is many times
faster than the transport. Figure 2 shows the rate of convergence (w.r.t. the variance
in target mass µ∗(Vi) across the partition) for various values of n. Figure 3 is a plot
of the net cost of transport w.r.t. n.
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Fig. 2. Variance in target mass µ∗(Vi)
across the partition vs time for various itera-
tion steps n of the primal-dual algorithm (5.2)
for every step of the transport (4.4).
Fig. 3. Net cost of transport for vari-
ous iteration steps n of the primal-dual al-
gorithm (5.2) for every step of the trans-
port (4.4).
Figure 4 shows the evolution of the distribution of the agents over time. The
grayscale images show the distribution of the agents in the domain, with darker shades
representing higher density of agents at any given location. The domain is a 50× 50
grid, and the PDE (6.4) was discretized over the grid. The initial distribution value
was randomly generated (a random number was generated by the rand function in
MATLAB for each cell of the grid and then normalized to obtain the probability
distribution over the grid). The target density was defined by a grayscale image, as
seen in the final subfigure in Figure 4. The cost of transport was chosen to be cij = 1
between neighboring cells i and j in the grid.
Fig. 4. Distribution at various stages of the PDE-based transport (2.2) under the primal-
dual flow (6.4). The figure shows convergence in time of the distribution to the target distribution
represented by the final image.
We observe convergence of the on-the-fly transport under the primal-dual flow
(6.4). Although we have established convergence of the transport analytically only
under a primal flow with a fixed dual function, we conjecture that an on-the-fly
transport under the primal-dual flow (6.4) also possesses the asymptotic stability
property.
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Fig. 5. Density error ‖ρ−ρ∗‖L2(Ω) vs time for various multiples n of the time scale of primal-
dual flow (6.4) w.r.t the time scale of transport (2.2). The plot shows the rate of convergence to the
optimal transport gradient flow (represented by n = 10).
Figure 5 is the plot of the L2-density error e(t) = ‖ρ− ρ∗‖L2(Ω) as a function of
time, for various iteration steps of the primal-dual flow (to converge to the optimal
gradient flow velocity) for every iteration of the transport PDE. We notice a significant
improvement in the tracking performance (as measured by e(t)) within a few iterations
of the primal-dual flow per iteration of the transport PDE, and the convergence
to true optimal transport (in the sense of decay rate of the error e(t)) is obtained
with approximately an order (n ≈ 101) of magnitude time scale separation between
computation and transport.
Fig. 6. Density error ‖ρ− ρ∗‖L2(Ω) vs time for various multiples n of the time scale of primal
flow (6.5) with a fixed dual function, w.r.t the time scale of transport (2.2). The plot shows the rate
of convergence to the optimal transport gradient flow (represented by n = 10).
8. Conclusion. In this work, we proposed a scalable, distributed iterative prox-
imal point algorithm for large-scale optimal transport of multi-agent collectives. We
obtained a dynamical formulation of optimal transport of agents, for metric trans-
port costs that are conformal to the Euclidean distance. We proposed a distributed
primal-dual algorithm to be implemented by the agents to obtain local estimates of
the Kantorovich potential, which are then used as local objectives in a proximal point
algorithm for transport. We studied the behavior of the transport in simulation and
presented an analysis in the continuous time and N → ∞ limit for the system of
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PDEs describing the evolution of the collective, establishing asymptotic stability of
the transport. We explored in simulation the suboptimality of the on-the-fly imple-
mentation. Characterizing analytically the extent of the trade-off between optimality
and on-the-fly implementation is left for future work.
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