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Abstract: The presence of a BRST symmetry in topologically twisted gauge theories
makes a precise analysis of these theories feasible. While the global BRST symmetry
suggests that correlation functions of BRST exact observables vanish, this decoupling
might be obstructed due to a contribution from the boundary of field space. Motivated
by divergent BRST exact observables on the Coulomb branch of Donaldson-Witten
theory, we put forward a new prescription for the renormalization of correlation
functions on the Coulomb branch. This renormalization is based on the relation
between Coulomb branch integrals and integrals over a modular fundamental domain,
and establishes that BRST exact observables indeed decouple in Donaldson-Witten
theory.a
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1. Introduction
Topological twists of supersymmetric quantum field theories have been of immense
importance in the last thirty years in both physics and mathematics. Such theories are
sometimes referred to as cohomological field theories (CohFTs), and have provided the
foundation for the physical formulation of mathematically defined invariants, such as
Donaldson invariants [1] and Gromov-Witten invariants [2]. More recently, they have
played a prominent role in the study of the geometric Langlands program [3], and the
evaluation of central charges in superconformal theories [4].
Let us briefly recall the main principles of topological gauge theories on a Rieman-
nian four-manifold M with metric g [1, 5, 6, 7, 9, 10]. One of their key properties is
that they contain a scalar fermionic BRST operator1, Q, such that
Q2 = 0 modulo gauge transformations.
This operator divides observables of the theory in three sets: i) those O for which2
{Q,O} 6= 0, ii) the Q-commutators (or Q-exact) ones, which can be expressed as
O = {Q,O′} for some O′, and iii) the Q-closed ones, which satisfy {Q,O} = 0 without
being Q-exact. An important example of a Q-exact operator in such theories, is the
variation of the action S with respect to the metric g. For a suitable Wµν , we can
express it as
δgS(X) = 12
∫
M
√
g gµν{Q,Wµν}, (1.1)
where X is a short hand for the collection of fields of the theory.
The path integral measure DX and the action S(X) are both invariant under the
global symmetry Q. The Ward-Takahashi identity for this symmetry then suggests
that the vev of a gauge invariant Q-exact operator vanishes,
〈{Q,O} 〉 =
∫
[DX] {Q,O} e−S(X) = 0, (1.2)
or equivalently, ∑
i
〈{Q,Oi}
∏
j 6=i
Oj〉 = 0. (1.3)
Moreover, Q-exact observables decouple from Q-closed observables, since
〈{Q,O′}
∏
j
Oj〉 = 0, if {Q,Oj} = 0 for all j. (1.4)
1It is possible that topological field theories contain more than one such operator as in “balanced
topological field theories” [11, 12] of which Vafa-Witten theory [13] is an example.
2Throughout the text we use the brackets {, } for both commutators and anti-commutators de-
pending on the parity of O.
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The decoupling of Q-exact operators is particularly important for the presence of topo-
logical observables in the theory. To see this explicitly, let us recall that the metric
variation of the vacuum expectation value (vev) of an operator O is given by
δg 〈O〉 =
∫
[DX] (δgO −O δgS) e−S(X). (1.5)
This variation vanishes if O is independent of the metric (or δgO is at least Q-exact),
and if O is Q-closed. With Equation (1.1), we arrive at the fundamental and well-
known statement that the Hilbert space H of topological observables is identified with
the Q-cohomology,
H = KerQ/ImQ. (1.6)
Such observables in Donaldson-Witten theory match the mathematically defined Don-
aldson polynomials [1, 14, 15].
The validity of Equations (1.2) and (1.5) requires a careful analysis. Since the
operator Q can be expressed as a derivative in field space (see for example Equation
(2.10)), we should anticipate that 〈{Q,O}〉might receive contributions from boundaries
or non-compact regions of field space. It turns out that some simple choices of such
Q-exact observables exhibit a worrisome divergent contribution from such noncompact
regions. Indeed in the topologically twisted version of N = 2 SU(2) gauge theory, aka
Donaldson-Witten theory [1], many observables diverge near the singularities of the
Coulomb branch. Moreover, in asymptotically conformal theories such as SU(2) gauge
theory with Nf = 4 [9], and Argyres-Douglas theory [16], boundary contributions are
known to lead to a (continuous) metric dependence of correlation functions.
We will analyze in this paper Q-exact observables on the Coulomb branch of
Donaldson-Witten theory. Even among Q-exact observables which are regular on the
interior of the u-plane, we will identify examples whose correlation functions appear
to diverge rather than vanish. Motivated by this shortfall, we will put forward a new
prescription for the regularization and renormalization of correlation functions. We will
demonstrate that the prescription ensures the decoupling of the Q-exact observables,
while it is also consistent with previous results [9, 10, 17].
To explain the new regularization, let us describe the contribution of the Coulomb
branch to the path integral in some more detail. The contribution of this branch
is non-vanishing for four-manifolds with b+2 ≤ 1, which provide a powerful arena for
the analysis of this phase of the theory. We will concentrate on four-manifolds with
b+2 = 1, for which the path integral reduces to an integral over the order parameter
u = 1
16pi2
〈Tr[φ2]〉R4 [9, 10], where φ is the adjoint valued Higgs field of the theory, and
〈. . . 〉R4 denotes the vev in a normalized vacuum state of the theory on R4. The order
parameter u determines the effective coupling constant τ ∈ H. Changing variables
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from u to τ maps the u-plane to six SL(2,Z) images of the fundamental domain F∞ =
H/SL(2,Z) in the upper-half plane [9]. As a result, the path integral can be written as
a sum of integrals of the form
Lm,n,s =
∫
F∞
dτ ∧ dτ¯ qmq¯ny−s, (1.7)
where τ = x + iy is the effective holomorphic coupling of the theory. Such integrals
have also appeared in the context of one-loop amplitudes in string theory [18, 19, 20],
and much earlier in mathematics as the (Petersson) inner product for cusp forms [21].
The integral (1.7) is finite for m + n > 0 and s ∈ R, and also for m + n = 0
with s > 1. The integrand however diverges exponentially for y = Im(τ) → ∞ if
m + n < 0. For a large class of such (m,n), namely when one of the two numbers
is non-negative, the integral can be evaluated using a, by now standard, prescription
[19, 20, 22]. Simply put, this prescription is to carry out first the integral over x = Re(τ)
and then the integral over y, such that
Lm,n,s ∼ δm,n
∫ ∞
dy y−se−4piyn, (1.8)
where we have just highlighted the potentially divergent part. The (m,n, s) encountered
for the famous Donaldson-Witten observables in the formulation of [9] are all such that
this regularization applies.
On the other hand, the condition that one element of the pair (m,n) is non-
negative, may appear artificial, and as suggested above, we will present observables
within Donaldson-Witten theory which lead to integrals as (1.7) but with both m and
n < 0. The integrand in (1.8) diverges in such cases, and the standard prescription
does not cure the infinity. The examples we present are in fact Q-exact, such that the
divergence leads to some tension with the expectation that vacuum expectation values
of Q-exact operators vanish in topological field theory. Rather than excluding these
operators based on their boundary behavior, we will demonstrate that they vanish
once appropriately regularized and renormalized. One observable we will study in this
context is ∫
x
{Q,Tr[φ¯ χ]} =
∫
x
du¯
da¯
F+ + . . . , (1.9)
where φ¯ is the complex conjugate of the Higgs field φ, χ is the self-dual Grassmann
valued two-form field, F+ is the self-dual part of the curvature F of the gauge connection
and x is a two-cycle in the rational homology ring of M . The dots in (1.9) represent
terms involving fermions and the auxiliary field. This operator has appeared previously
in the context of the CohFT interpretation of Witten-like indices [23], and more recently
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for the evaluation of Coulomb branch integrals using indefinite theta functions in [24,
25].
This article proposes a new renormalization prescription for the u-plane integral3,
which is based on the analytic continuation of the incomplete Gamma function. This
renormalization was recently developed by Bringmann-Diamantis-Ehlen [26] in the con-
text of modular integrals. See also [27] and [28]. For all Q-exact operators which are
regular in the interior of the u-plane, that is away from the strong and weak coupling
cusps, we show that this prescription ensures the decoupling of Q-exact states from
Q-closed states. It reduces to the standard prescription described below equation (1.7)
where applicable, while it also could in principle be applied to evaluate correlation
functions for non-Q-closed observables. We hope that the new regularization makes
the evaluation of new observables possible, and that this will lead to further useful
results concerning topologically twisted theories and four-manifold topology.
The outline of this article is as follows. We give a brief overview of Seiberg-Witten
theory and its topologically twisted formulation, Donaldson-Witten theory, in Section
2. Section 3 discusses the path integral and correlation functions of the theory. Section
4 introduces the renormalization prescription, which will be applied to the Q-exact
observables on the u-plane in Section 5. We include various appendices with details on
modular forms and some of the computations in the main body of the paper.
2. Seiberg-Witten theory and Donaldson-Witten theory
This section gives a brief review of pure Seiberg-Witten theory [29] with a rank one
gauge group, and its topologically twisted counterpart known as Donaldson-Witten
theory [1]. We refer to [30, 31] for a detailed introduction to both.
2.1 Seiberg-Witten theory
Seiberg-Witten theory is the low energy effective theory of N = 2 supersymmetric
Yang-Mills theory with gauge group SU(2) or SO(3). The theory contains a vector
multiplet which consists of a gauge field A, a pair of (chiral, anti-chiral) spinors (ψ, ψ¯),
a complex scalar Higgs field φ (valued in the complexification of the Lie algebra), and
an auxiliary scalar field Dij (symmetric in i and j) and possible matter representations.
Here we will consider pure Seiberg-Witten theory with gauge group as above, which is
broken to U(1) on the Coulomb branch B. The supersymmetry algebra of the theory
contains a central charge Z ∈ Hom(Γ,C) where Γ is the lattice of electric and magnetic
3With “u-plane integral”, we refer to correlation functions on the Coulomb branch of rank one
Donaldson-Witten theory, while “Coulomb branch integral” is used for arbitrary rank.
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charges of the theory fibered over B,
Z(ne, nm) = nea+ nmaD,
where (ne, nm) ∈ Γ is the pair of electric-magnetic charges, and the pair (a, aD) ∈ C2 are
the central charges for a unit electric or magnetic charge. The central charge determines
the mass of BPS states, mBPS = |Z|.
The Coulomb branch parameter a and its dual aD are related by the holomorphic
prepotential F of the theory
aD =
∂F(a)
∂a
, (2.1)
which in turn determines the effective coupling constant τ = θ
pi
+ 8pii
g2
∈ H,
τ =
∂2F(a)
∂a2
. (2.2)
where θ is the instanton angle, g the Yang-Mills coupling and H is the complex upper
half-plane. The Coulomb branch B is parametrized by a single order parameter u,
u =
1
16pi2
〈
Tr[φ2]
〉
R4 , (2.3)
where the subscript indicates that this is a vev in a normalized vacuum state of the
theory on R4. The renormalization group flow relates the Coulomb branch parameter
u and the effective coupling constant τ . Using the Seiberg-Witten geometry, the order
parameter u can be exactly expressed as function of τ in terms of modular forms,
u(τ)
Λ2
=
ϑ42 + ϑ
4
3
2ϑ22ϑ
2
3
=
1
8
q−
1
4 +
5
2
q
1
4 − 31
4
q
3
4 +O(q
5
4 ), (2.4)
where Λ is a dynamically generated scale, q = e2piiτ , and the Jacobi theta functions
ϑi(τ) are explicitly given in Appendix A. The function u(τ) is invariant under trans-
formations τ 7→ aτ+b
cτ+d
for elements of the congruence subgroup Γ0(4) ⊂ SL(2,Z).4 See
Appendix A for the definition of Γ0(4). This identifies the u-plane with a fundamental
domain of Γ0(4) in the upper-half plane H, which we choose as the images of the stan-
dard key-hole fundamental domain of SL(2,Z) under τ 7→ τ + 1, τ + 2, τ + 3, τ + 4,
−1/τ and 2− 1/τ . The fundamental domains are displayed in Figure 1.
At the cusps τ → 0 (respectively τ → 2) a monopole (respectively a dyon) becomes
massless, and the effective theory breaks down since additional degrees of freedom need
4One way to understand this duality group is that the Seiberg-Witten curve of the theory is an
elliptic curve for Γ0(4) ⊂ SL(2,Z) [29].
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Figure 1: Upper-half plane H with the area bounded by blue (F∞) a fundamental
domain of H/SL(2,Z), and the shaded area a fundamental domain of H/Γ0(4).
to be taken into account. Another quantity which we will frequently encounter is the
derivative da
du
, which can be expressed as function of τ as
da
du
(τ) =
ϑ2(τ)ϑ3(τ)
Λ
. (2.5)
It transforms under the generators of Γ0(4) as
da
du
(τ + 4) = −da
du
(τ),
da
du
(
τ
τ + 1
)
= (τ + 1)
da
du
(τ).
(2.6)
2.2 Donaldson-Witten theory
Donaldson-Witten theory is the topologically twisted version of Seiberg-Witten theory
with gauge group SU(2) or SO(3) [29]. As mentioned in the introduction, topological
twisting preserves a scalar fermionic nilpotent symmetry Q of the N = 2 Yang-Mills
theory on an arbitrary four-manifold5 [1]. For a four-manifold whose holonomy is
5Note that in [9, 24] this operator is denoted as Q.
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SO(4) ' SU(2)− × SU(2)+ the twist replaces the initially flat SU(2)R R-symmetry
bundle, by the SU(2)− subgroup of SU(2)− × SU(2)+, thereby changing the represen-
tations of operators under the rotation group. The original supersymmetry genera-
tors transform as the (1,2,2)⊕ (2,1,2) representation of SU(2)+ × SU(2)− × SU(2)R
group. Their representation under the twisted group SU(2)′+ × SU(2)− × U(1)R is
(1,1)+1 ⊕ (2,2)−1 ⊕ (1,3)+1. Each term in this direct sum plays an important role
in Donaldson-Witten theory. The first term (1,1)+1 corresponds to the BRST-type
operator Q we mentioned above, whose cohomology provides topological invariants of
the four-manifold. The second term (2,2)−1 corresponds to the one-form operator K.
This operator provides a canonical solution to the descent equations [1]
{Q,O(i+1)} = dO(i), i = 0, . . . , 3, (2.7)
by setting O(i) = KiO(0) [8, 9, 10]. Integration of these operators over i-cycles gives
topological observables since {Q, K} = d.
Finally, we denote the third representation (1,3)+1 by L, which will be used to
express the Q-exact operator (1.9) in Section 3.3.6 This operator anti-commutes with
the BRST supercharge to give {Q, L} = −(σ¯mn)ABZ¯AB dxm∧dxn, where m,n are SO(4)
indices while A,B are SU(2)R indices. We argue in Appendix C that for a compact
Ka¨hler surface M , this commutator can be written as
{Q, L} =
√
2iZ¯J, (2.8)
where Z¯ := Z¯12 and J ∈ Ω1,1(M) the Ka¨hler form associated with the metric g of M .
The field content of the low energy topologically twisted theory is a one-form gauge
potential A, a complex scalar a, together with anti-commuting (Grassmann valued) self-
dual two-form χ, one-form ψ and zero-form η. The auxiliary fields of the non-twisted
theory combine to a self-dual two-form D. The action of the BRST operator Q on
these fields is given by
{Q, A} = ψ, {Q, a} = 0, {Q, a¯} =
√
2iη,
{Q, D} = (dψ)+, {Q, η} = 0, {Q, ψ} = 4
√
2 da, (2.9)
{Q, χ} = i(F+ −D).
Later, it will be useful to express Q as a derivative in field space,
Q = ψ ∂
∂A
+ (dψ)+
∂
∂D
+ 4
√
2da
∂
∂ψ
+
√
2iη
∂
∂a¯
+ i(F+ −D) ∂
∂χ
. (2.10)
6The operator L is denoted Q+µν in Reference [32, Section 2.1].
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The low energy Lagrangian of the Donaldson-Witten theory is given by [9]
L = i
16pi
(τ¯F+ ∧ F+ + τF− ∧ F−) + y
8pi
da ∧ ∗da¯− y
8pi
D ∧ ∗D
− 1
16pi
τψ ∧ ∗dη + 1
16pi
τ¯η ∧ d ∗ ψ + 1
8pi
τψ ∧ dχ− 1
8pi
τ¯χ ∧ dψ
+
√
2i
16pi
dτ¯
da¯
ηχ ∧ (F+ +D)−
√
2i
27pi
dτ
da
ψ ∧ ψ ∧ (F− +D)
+
i
3 · 211
d2τ
da2
ψ ∧ ψ ∧ ψ ∧ ψ −
√
2i
3 · 25pi
{Q, χµνχνλχ µλ }√g d4x.
(2.11)
3. Correlation functions of Q-exact observables
We start in this section an analysis of correlation functions of Q-exact observables to
verify the Ward identities (1.2) and (1.4). After collecting a few useful facts about four-
manifolds with b+2 = 1, we recall the contribution to the path integral of the u-plane in
Subsection 3.2. In the remainder of the section, we discuss Q-exact observables at an
increasing level of generality. We summarize our findings in Subsection 3.6.
3.1 Four-manifolds with b+2 = 1
Let M be a smooth, simply connected, compact four-manifold without boundary. Its
basic topological numbers are its Euler character χ(M) = 2 − 2b1(M) + b2(M) and
signature σ(M) = b+2 (M) − b−2 (M), where b1(M) = dim(H1(M,R)) and b±2 (M) =
dim(H2(M,R)±). We will omit the dependence on M unless a confusion may arise. We
will restrict in the following to four-manifolds with b+2 = 1, since the u-plane integral
only contributes for this class of four-manifolds. A four-manifold M with b+2 = 1 admits
an almost complex structure, since any simply connected four-manifold with b+2 odd
does [15]. We denote the canonical class of M by KM ∈ H2(M,Z), which equals the
second Stiefel-Whitney class modulo H2(M, 2Z).
The intersection form on the middle cohomology provides a natural bilinear form
B : H2(M,R)×H2(M,R)→ R that pairs degree two co-cycles,
B(k1,k2) :=
∫
M
k1 ∧ k2, (3.1)
and whose restriction toH2(M,Z)×H2(M,Z) is an integral bilinear form with signature
(1, b2−1). The bilinear form provides the quadratic form Q(k) := B(k,k) ≡ k2, which
can be brought to a simple standard form [15, Section 1.1.3]. We denote the period
point by J , i.e. the harmonic two-form, satisfying
∗J = J ∈ H2(M,R), J2 = 1, (3.2)
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with ∗ the Hodge ∗-operation. Using the period point, we can decompose elements
k ∈ H2(M) to its self-dual and anti-self-dual components: k+ = B(k, J) J and k− =
k− k+, the anti-self-dual part of k. For later use, we mention that the canonical class
is a characteristic vector of H2(M,Z) and satisfies
K2M = σ + 8. (3.3)
3.2 Path integral of the Donaldson-Witten theory
We consider Donaldson-Witten theory on a four-manifold M with b+2 = 1 as detailed
above. We choose a fixed ’t Hooft flux [Tr(F/4pi)] = 2µ ∈ H2(M,Z) for the gauge
bundle (we think of H2(M,Z) as a lattice in H2(M,R), thus modding out by torsion).
Then we can divide by 2 and in particular µ can be half-integral.) The Coulomb branch
integral ΦJµ [9] of Donaldson-Witten theory, without any operator insertions, is defined
as the usual path integral over the infinite dimensional field space,
ΦJµ =
∫
[DaDa¯DADηDψDχDD] e−S ≡ 〈1〉.
We will review in this subsection that the path integral is well-defined and reduces
to a modular integral over the domain H/Γ0(4). For the chosen class of four-manifolds,
ΦJµ reduces to a finite dimensional integral over the zero modes [9]. For simplicity, we
restrict to simply connected manifolds, pi1(M) = 0 and therefore b1(M) = 0, which
do not admit ψ zero modes. The path integral of the effective theory on the Coulomb
branch becomes then
ΦJµ =
∑
U(1) fluxes
∫
da ∧ da¯ ∧ dη ∧ dχ ∧ dD A(u)χ(M) B(u)σ(M) e−
∫
M L0 , (3.4)
where the a, a¯ and η denote now the zero-modes, i.e. they are constant functions on
M . The Lagrangian L0 is L (2.11) restricted to the zero modes including the ones of
the gauge field.
The functions A(u) and B(u) are curvature couplings; they are holomorphic func-
tions of u, given by [9, 33]
A(u) = α
(
du
da
) 1
2
,
B(u) = β (u2 − 1) 18 ,
(3.5)
where we have set Λ = 1, and α and β are numerical factors. In more general theories
including matter, such as the Nf = 4 theory, they may depend on parameters such as
masses and coupling constants.
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To integrate over the auxiliary field, let us introduce the Lagrangian L0,D, which
consists of the terms in L0 involving D,
L0,D = − y
8pi
D ∧D +
√
2i
16pi
dτ¯
da¯
ηχ ∧D. (3.6)
After a Wick rotation D → iD, the Gaussian integration over its zero mode yields∫
dD e−
∫
M L0,D = 2pii
√
2
y
. (3.7)
The only remaining term involving fermion zero-modes in L0 is
L0,f =
√
2i
16pi
dτ¯
da¯
ηχ ∧ F+, (3.8)
such that integrating over the η and χ zero modes gives∫
dη ∧ dχ e−
∫
M L0,f =
√
2i
4
dτ¯
da¯
B(k, J), (3.9)
where the vector k equals the U(1) flux [F ]/4pi ∈ H2(M,Z) + µ.
The sum over k in (3.4) takes the form of a Siegel-Narain theta function
ΨJµ [Kp] (τ, τ¯) =
∑
k∈Λ+µ
Kp(k) (−1)B(k,KM ) q−
k2−
2 q¯
k2+
2 , (3.10)
where the kernel Kp equals
Kp(k) = − pi√
y
B(k, J), (3.11)
which follows from multiplying (3.7) and (3.9), and dividing by the factor dτ¯
da¯
since this
provides the change of variables from the Coulomb branch parameter a to τ ∈ H/Γ0(4).
When we consider correlation functions in the next subsection, we will find different
expressions for the kernel depending on the inserted fields. Appendix B lists a number
of useful properties of ΨJµ[1].
We can express the integrand in (3.4) more compactly, using Matone’s formula [34]
du
dτ
=
4pi
i
(u2 − 1)
(
da
du
)2
, (3.12)
and the identities (2.4) and (2.5). This gives for ΦJµ
ΦJµ =
∫
H/Γ0(4)
dτ ∧ dτ¯ ν˜(τ) ΨJµ[Kp](τ, τ¯), (3.13)
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with
ν˜(τ) := −8i(u2 − 1)da
du
ϑ4(τ)
σ, (3.14)
and whose modular transformations for the two generators ST−1S : τ 7→ τ
τ+1
and
T 4 : τ 7→ τ + 4 of Γ0(4) are:
ν˜
(
τ
τ + 1
)
= (τ + 1)2−b2/2e−
piiσ
4 ν˜(τ),
ν˜(τ + 4) = −ν˜(τ).
(3.15)
The measure ν˜(τ) behaves near the weak coupling cusp τ → i∞ as ∼ q− 38 , and near
the monopole cusp, τM = −1/τ → i∞ as ∼ q1+
σ
8
M .
An important requirement for (3.13) is modular invariance of the integrand under
Γ0(4) transformations. We can easily determine the modular transformations of ΨJµ[Kp]
from those of ΨJµ[1] (B.5). The effect of inserting the kernel Kp in ΨJµ[1] is to increase
the weight by (1
2
, 3
2
). (The factor 1/
√
y contributes (1
2
, 1
2
) and B(k, J) contributes (0, 1)
to the total weight.) We then arrive at
ΨJµ[Kp]
(
τ
τ + 1
,
τ¯
τ¯ + 1
)
= (τ + 1)
b2
2 (τ¯ + 1)2e
pii
4
σ ΨJµ[Kp](τ, τ),
ΨJµ[Kp](τ + 4, τ¯ + 4) = e2piiB(µ,K) ΨJµ[Kp](τ, τ¯),
(3.16)
where we used that K2M = 8 +σ. We see that the integrand of (3.13) is invariant under
the τ 7→ τ
τ+1
transformation. However, if B(µ, K) = 0 mod Z, the τ 7→ τ + 4 does
multiply the integrand by −1, but one can show that ΨJµ[Kp] vanishes in this case,
such that there is no violation of the duality. We conclude therefore that the Coulomb
branch integral (3.13) is well-defined since the measure dτ ∧ dτ¯ transforms as a mixed
modular form of weight (−2,−2) while the product ν˜ ΨJµ[Kp] is a mixed modular form
of weight (2,2) for the congruence subgroup Γ0(4).
The evaluation of ΦJµ will be discussed in more detail in upcoming work [35]. We
will continue in the next subsection by considering correlation functions of BRST exact
observables, which need to satisfy the same requirements of modular invariance of the
integrand as above. We summarize in Table 1 the weights of the various ingredients
that appear in u-plane integral for future use.
3.3 An anti-holomorphic Q-exact observable
We will analyse in this subsection the u-plane integral with the insertion of a specific
anti-holomorphic Q-exact surface observable. Our analysis will demonstrate that its
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Ingredient Mixed weight
dτ ∧ dτ¯ (−2,−2)
y (−1,−1)
∂τ¯ f (k, 2) if f has weight (k, 0)
ν˜(τ) (2− b2/2, 0)
ΨJµ[1]
1
2
((b2 − 1), 1)
Table 1: Various modular weights for the u-plane integral. Transformations are in
SL(2,Z) for the first three rows, while in Γ0(4) for the last two rows.
vev appears to diverge rather than vanish as suggested by the Ward-Takahashi identity,
which will motivate the new regularization in the next section.
The observable of interest is
I+(x) = − 1
4pi
∫
x
{Q,{L,Tr[φ¯2]}}
= − 1
4pi
∫
x
{Q,Tr[φ¯ χ]} , (3.17)
where x ∈ H2(M,Q) is a two-cycle, and L is the twisted supersymmetry generator
discussed in Section 2.2. The subscript + is to indicate that it involves a self-dual
two-form field, and is in a sense a self-dual counterpart of the holomorphic, anti-self
dual Donaldson observable I−(x) [24]. Using the action of L, we can determine the
image of I+(x) in the IR theory, denoted by I˜+(x), in terms of the IR fields,
I˜+(x) = − 1
4pi
∫
x
{
Q, du¯
da¯
χ
}
= − i√
2pi
∫
x
(
1
2
d2u¯
da¯2
η χ+
√
2
4
du¯
da¯
(F+ −D)
)
.
(3.18)
As for the partition function, we first integrate over the D zero mode using (3.7)
and ∫
dD
[∫
x
D
]
e−
∫
M L0,D = 2pii
√
2
y
(√
2i
4y
dτ¯
da¯
∫
x
ηχ
)
. (3.19)
Next, we integrate over the fermion zero modes;
∫
dη ∧ dχ ∧ dD I˜+(x) e−
∫
M L0,f+L0,D
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evaluates to dτ¯
da¯
K+(k), with K+(k) given by
K+(k) := 2B(x, J)√
y
(
−1
2
d2u¯
da¯ dτ¯
+
i
8 y
du¯
da¯
+
pii
2
du¯
da¯
k2+
)
. (3.20)
Once combined with the sum over the U(1) fluxes, Equation (3.18) can be written in a
compact form. One arrives at a total derivative with respect to τ¯ ,
ΨJµ[K+](τ, τ¯) = −∂τ¯
(
B(x, J)√
y
du¯
da¯
ΨJµ[1](τ, τ¯)
)
. (3.21)
This expression demonstrates that ΨJµ[K+] vanishes for B(µ, KM) = 12 mod Z, since
ΨJµ[1] vanishes in this case. If non-vanishing Ψ
J
µ[K+] has the required modular proper-
ties: it transforms with modular weight ( b2
2
, 2), and changes by a sign under τ 7→ τ + 4.
For the one-point function of I˜+(x), we arrive at the integral
〈I˜+(x)〉 = −
∫
H/Γ0(4)
dτ ∧ dτ¯ ∂τ¯
(
ν˜
B(x, J)√
y
du¯
da¯
ΨJµ[1]
)
. (3.22)
We can easily evaluate this integral using Stokes’ theorem. This reduces to arcs close
to the three cusps of H/Γ0(4), τ → i∞, 0 and 2. But here is where the surprise occurs:
since du¯
da¯
diverges as q¯−
1
8 for τ →∞ and ν˜(τ) as q− 38 , we find integrals Lm,n,s (1.7) with
both m and n < 0 for the cusp at i∞! The standard prescription mentioned above
Equation (1.8) therefore does not cure the divergence if ΨJµ ∼ q
1
4 for τ → i∞. We will
explain in Section 5 that the integral can be properly renormalized. This will result in
〈I˜+(x)〉 = 0, in agreement with the global BRST symmetry.
3.4 General Q-exact observables
Motivated by the example I˜+, we will make an analysis of general Q-exact observ-
ables in this subsection. We assume that these observables satisfy the constraints of
single-valuedness on the u-plane, and that these would be automatically satisfied if we
derive them from Q-exact UV operators. We will find that the u-plane integrands for
such observables always take the form of a total τ¯ -derivative, which facilitates their
evaluation in Section 5.
We grade the Q-closed and exact observables by their form degree:
0-form operators
A general 0-form operator O0 can be written as
O0 = V0(a, a¯) + V1(a, a¯) η, (3.23)
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where we require that Vj are real-analytic functions in the real and imaginary part of
a on the interior of the u-plane, in other words, the Vj do not have singularities away
from the weak and strong coupling cusps in the u-plane. After acting with Q (2.9) on
this expression, we find that the most general Q-exact 0-form operator is
G0 = {Q,O} =
√
2i ∂a¯V0(a, a¯) η. (3.24)
The vev 〈G0〉 vanishes after integration over the fermionic modes, sinceG0 is Grassmann
odd and the action only contains Grassmann even terms. We thus find that any 0-form
operator satisfies the Ward identity (1.2). Moreover, any product
∏
j O0,j with O0,j
Q-exact 0-form operators is also of the form (3.23).
Let us next consider Q-closed 0-form observables. We deduce from (3.24) that for
any Q-closed observable the η0 term is necessarily holomorphic, thus
C0 = W0(a) +W1(a, a¯) η, (3.25)
where Wj are again real-analytic functions on the interior of the u-plane. For single
valuedness of the u-plane integrand, W0 must be invariant under Γ
0(4) transformations.
For example the famous point operator is u. Comparing (3.24) and (3.25), we deduce
that there exist Q-closed forms, linear in η, which are not Q-exact. They do however
not contribute to correlation functions since they are Grassmann odd. For the same
reason, the Ward-Takahashi identity (1.4) is satisfied for 0-form observables: for any
0-form observable O0,
〈{Q,O0}
∏
j
O0,j〉 = 0, (3.26)
if all O0,j are Q-closed 0-form observables.
2-form operators
We continue with Q-exact 2-form operators G2 = {Q,O2}. We let O2 be the most
general 2-form field, expressed as
O =
∑
X ∈{χ, F±, D, ψ∧ψ}
VX,j(a, a¯) η
j X. (3.27)
where VX,j(a, a¯) are again real-analytic functions without singularities away from the
strong and weak coupling singularities. Comparing with Equation (3.18), we find that
for I˜+ the function Vχ,0(a, a¯) that
Vχ,0(a, a¯) = − 1
4pi
du¯
da¯
, (3.28)
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and all other VX,j equal to 0. Acting with Q on O gives the following expression for G2
G2 =
√
2i ∂a¯Vχ,0η χ+ i Vχ,0 (F+ −D)
+
√
2i ∂a¯VF±,0η F± + VF±,0 (dψ)±
+
√
2i ∂a¯VD,0η D + VD,0 (dψ)+
+
√
2i ∂a¯Vψ∧ψ,0η ψ ∧ ψ − 8
√
2Vψ∧ψ,0 ψ ∧ da
− iVχ,1η (F+ −D)− VF±,1η (dψ)±
− VD,1η (dψ)+ − 4
√
2Vψ∧ψ,1η ψ ∧ da,
(3.29)
where in the second and fifth line ± represents a sum over + and −.
In correlation functions, we integrate G2 over a two-cycle x ∈ H2(M,Z). For
simplicity of notation, we set
G2(x) ≡
∫
x
G2. (3.30)
To evaluate 〈G2(x)〉 for the class of four-manifolds relevant to this paper, we reduce to
zero modes and integrate over the η and χ zero-modes. This ensures that all all terms
on the right hand side of (3.31) have a vanishing contribution to 〈G2(x)〉, except the
two terms with Vχ,0. We will proceed with only these two terms, which is similar to
the analysis in Section 3.3. Integrating over D gives∫
dDG2(x) e
− ∫M L0,D =
2pii
√
2
y
[∫
x
(√
2i ∂a¯Vχ,0 +
√
2
4y
dτ¯
da¯
Vχ,0
)
ηχ+ 4piiVχ,0B(k+,x)
]
.
(3.31)
Integrating subsequently over the η and χ zero modes gives the sum over fluxes ΨJµ[K2],
with kernel
K2 = − 4pi√
y
B(x, J)
(
∂τ¯Vχ,0 − i
4y
Vχ,0 − piiVχ,0k2+
)
, (3.32)
which can be simplified to
ΨJµ[K2](τ, τ¯) = ∂τ¯
(
4piB(x, J)√
y
Vχ,0Ψ
J
µ[1](τ, τ¯)
)
. (3.33)
We can easily deduce the modular properties of Vχ,0 necessary for single-valuedness of
the integrand: Vχ,0 must have weight (0,−1), and transform with the same multiplier
system as du¯/da¯.
Our next aim is to consider correlation functions of a Q-exact operator with a
Q-closed operator. To this end, let us analyze the form of the most general Q-closed
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two-form operator C2 =
∑
XWX,jX η
j. Since we integrate over a closed two-cycle,∫
x
O, the right hand side of (3.31) can vanish up to a total derivative. The relations
this imposes on the functions W∗,j are easily read off from (3.31). We obtain
Wψ∧ψ,0 =
1
8
√
2
∂aWF−,0, Wχ,1 =
√
2∂a¯WF+,0,
WF−,0 = WF+,0 +WD,0 = holomorphic, (3.34)
WD,1 +WF+,1 = WF−,1 = Wψ∧ψ,1 = Wχ,0 = 0.
Then we see that C2 can be expressed as
C2 = WF−,0 (F− +D) +
1
8
√
2
∂aWF−,0 ψ ∧ ψ
+
√
2∂a¯WF+,0ηχ+WF+,0 (F+ −D)
+WF+,1(a, a¯) η (F+ −D),
(3.35)
and
{Q, C2} = d
(
WF−,0(a)ψ
)
. (3.36)
The first two terms in (3.35) are holomorphic and do match the terms in the standard
Donaldson surface observable as derived using the descent formalism. Comparing with
Equation (2.17) in [9], we find that for the surface observable7
WF−,0(a) = −
i
4pi
du
da
. (3.37)
The last three terms on the rhs of (3.35) are Q-exact, and the first two are of form
which do not automatically vanish.
We consider next the correlation function for the product of a Q-exact and a Q-
closed operator, G2(x)C2(x
′). As before, the path integral restricts to zero modes and
Grassmann even terms. Integration over the zero modes of D, η and χ gives∫
dη ∧ dχ ∧ dDG2(x)C2(x′) e−
∫
M L0,D+L0,f =
16pi2
dτ¯
da¯
B(x, J)B(x′, J)B(k, J)
[(
∂τ¯
Vχ,0WF+,0√
y
)
− Vχ,0WF+,0√
y
piik2+
]
+ 16pi2
dτ¯
da¯
WF− B(x, J)B(x
′,k−)
[(
∂τ¯
Vχ,0√
y
)
− Vχ,0√
y
piik2+
]
,
(3.38)
where the first line is due to the product of the non-holomorphic Q-exact part of C2
with G2, and the second line is the contribution of the product from the holomorpic
7Note that we find a different sign of the ψ ∧ ψ term compared to [9, 24].
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part of C2 with G2. Note that the term in brackets on the second line is very similar
to (3.32), since the holomorphic part commutes with ∂τ¯ . Using (3.38), we may write
the u-plane integrand for 〈G2(x)C2(x′)〉 as8
B(x, J)B(x′, J) ∂τ¯
(
ν˜ Vχ,0WF+,0 Ψ
J
µ[K(2)2 /i]
)
+B(x, J) ∂τ¯
(
ν˜ WF−,0 Vχ,0 Ψ
J
µ[K−]
)
,
(3.39)
where the kernels read
K(2)2 =
16pi2i√
y
B(k, J), K− = 16pi
2
√
y
B(x′,k−). (3.40)
We have thus demonstrated that the u-plane integral takes for this correlator also
the form of a total derivative. We will not develop further products of Q-closed 2-
form operators multiplied by a Q-exact operator, which will require contact terms
[9, 10]. Such cases are included implicitly in the discussion in on the “General Q-exact
operator”.
We can give a closed expression for an arbitrary product of Q-exact two-form
operators, 〈∏`
j=1
G
(j)
2 (xj)
〉
, (3.41)
with
G
(j)
2 =
√
2i ∂a¯V
(j) η χ+ iV (j) (F+ −D), j = 1, . . . , `. (3.42)
We will prove below that the sum over fluxes can written as the following total derivative
∂τ¯
((∏`
j=1
B(xj, J)V
(j)
)
ΨJµ[K(`)2 ]
)
, (3.43)
where the kernel K(`)2 is given by Equation (3.60) in terms of the Hermite polynomial
H`−1. The results of Vigne´ras [36] imply that the integrand single valued if the V (j)
transform as du¯/da¯.
We have thus demonstrated that any product of Q-exact two-form observables can
be expressed as a total τ¯ -derivative. The form of the kernel ensures moreover that the
integrand is well-defined, as long as the functions V (`) transform with the same weight
and multiplier system as du¯
da¯
under Γ0(4) transformations.
8We have divided by i in the first kernel of ΨJµ for consistency with Equation (3.60) at the end of
this subsection.
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4-form operators
We can similarly treat the most general Q-exact 4-form operator. If we leave aside
terms which have an odd number of fermionic fields and terms involving derivatives,
the most general operator has the form
G4 =
{Q, Vχ,F+χ ∧ F+ + Vχ,Dχ ∧D}
=
√
2i∂a¯Vχ,F+ ηχ ∧ F+ + i Vχ,F+ (F+ −D) ∧ F+
+ iVχ,D(F+ −D) ∧D.
(3.44)
We aim to evaluate 〈∫
M
G4〉. Using (3.7), (3.19) and∫
dD
[∫
M
D ∧D
]
e−
∫
M L0,D = −8pi
2i
y
√
2
y
, (3.45)
we find∫
dD
∫
M
G4 e
− ∫M L0,D = 2pii
√
2
y
[√
2i∂a¯Vχ,F+
∫
M
ηχ ∧ F+
+i Vχ,F+
∫
M
(F+ − i
√
2
4y
dτ¯
da¯
ηχ) ∧ F+ + iVχ,D
∫
M
(F+ ∧ i
√
2
4y
dτ¯
da¯
ηχ) +
4pii
y
Vχ,D
]
(3.46)
Integrating over the fermionic zero-modes gives the kernel K4 for ΨJµ,
K4(k) = 8
√
2pi2B(k, J)√
y
(
∂τ¯Vχ,F+ −
i
4y
Vχ,F+ − piiVχ,F+k2+
)
. (3.47)
Also ΨJµ[K4] can be expressed as an anti-holomorphic derivative in accordance to the
previous subsection
ΨJµ[K4] = 4
√
2i∂τ¯
(
Vχ,F+Ψ
J
µ[Kp]
)
. (3.48)
with Kp as in (3.11).
General Q-exact operator
We have seen now a number of classes of Q-exact operators, whose u-plane integrand
can be expressed as a total derivative with respect to τ¯ . We will demonstrate that
this is not a coincidence but a generic phenomenon. To this end, we reduce to the
zero-mode sector from the beginning and include the Q-exact part of the Lagrangian
in the observable. Recall that the zero-mode Lagrangian can be expressed as
L0 = i
8pi
τF ∧ F + {Q,W} , (3.49)
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with W = − i
8pi
y χ (F+ +D). We can rewrite
{Q,O} e−L0 =
{
Q, O˜
}
q−k
2/2, (3.50)
with O˜ = O e−
∫
M{Q,W}. This will simplify the integrations over the fermion and auxil-
iary zero modes.
To this end, let us expand O˜ in terms of η and χ, and integrate χ over a cycle
x ∈ H2(M,Q), such that the operator O˜ ∈ H0(M). The expansion then reads
O˜(x) =
∑
m=0,1
O˜m,0 ηm +
∑
m=0,1
O˜m,1 ηm
∫
x
χ, (3.51)
where O˜m,n are functions of a, a¯,
∫
F and
∫
D. With theQ-commutaters (2.9) restricted
to zero modes, we have{
Q, O˜(x)
}
=
√
2i∂a¯O˜0,0 η +
√
2i∂a¯O˜0,1 η
∫
x
χ− i
∫
x
(F+ −D)
∑
m=0,1
O˜m,1 ηm. (3.52)
Only the term with O˜0,1 survives the integration over fermion zero modes,∫
dη dχ
{
Q, O˜(x)
}
= −
√
2i B(x, J) ∂a¯O˜0,1, (3.53)
where
O˜0,1 = O0,1 q−k2−/2q¯k2+/2 exp
(
y
8pi
∫
M
D2
)
. (3.54)
We thus find that the u-plane integrand can be expressed as a total τ¯ -derivative for any
Q-exact observable. Moreover, the only term of O˜ which contributes to the integrand
is linear in χ and independent of η.
Let us consider a product
∏`
j=1G2(xj) of Q-exact operators. We can express this
as {Q,O(`)}, with
O(`) = V (1)
∫
x1
χ ×
∏`
j=2
G
(j)
2 (xj), (3.55)
with G
(j)
2 as in (3.42). The coefficient of η
0
∫
x1
χ, O(`)0,1, of this operator is given by
O(`)0,1 = i`−1B(F+ −D, J)`−1 V (1)
∏`
j=2
V (j) B(xj, J). (3.56)
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Integrating out D leads to expressions in terms of the Hermite polynomials as suggested
below Equation (3.43). To this end, recall the following integral formula for the Hermite
polynomials,
H`(s) =
2`√
pi
∫ ∞
−∞
dt (s− it)` e−t2 . (3.57)
The first few H` read
H0(s) = 1,
H1(s) = 2s,
H2(s) = 4s
2 − 2.
(3.58)
Using the identity (3.57), we find∫
dDO(`)0,1 exp
(
y
8pi
∫
M
D2
)
=
2
√
pi
(
i
√
2pi
y
)`
H`−1(
√
2piy B(k, J))
∏`
j=1
V (j) B(xj, J).
(3.59)
We now arrive at Equation (3.43) for the sum over fluxes, with kernel K(`)2
K(`)2 = −2i
√
2pi
(
i
√
2pi
y
)`
H`−1(
√
2piy B(k, J)). (3.60)
3.5 A holomorphic self-dual operator
We have seen in the previous subsections examples of a holomorphic operator combined
with anti-selfdual field strength, and an anti-holomorphic operator combined with a
self-dual field strength. The low energy expressions illustrate that they neatly satisfy
the constraints of the duality group. In this section, we consider a Q-exact operator
which is holomorphic in a and involves a self-dual field strength. We denote the UV
operator by I, which reads explicitly
I(x) =
∫
x
{Q,Tr[φχ]}. (3.61)
Since the integrand is not a descendant of K or L, the IR operator I˜(x) does not
follow straightforwardly from the UV expression. The discussion in this subsection is
therefore of a more speculative nature.
We take the following Ansatz for the IR observable
I(x)
RG flow−−−−→ I˜(x) =
∫
x
(
du
da
(F+ −D) + g(τ) du
da
(F+ +D)
)
, (3.62)
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where g(τ) is an unknown function, which we aim to fix below. From the UV definition,
one would expect that g vanishes, but we will see below that the integrand is not
modular invariant in that case. We will require that g is a non-perturbative correction,
and vanishes exponentially fast in the weak-coupling limit τ → i∞. We will then
demonstrate that g is uniquely determined by modularity.
Integration over the fermion zero modes after insertion of I˜(x), leads to the kernel
K(k) =iB(x, J)
2
√
2y
du
da
{(
4pi k2+ +
1
y
)
− g(τ)
(
4pi k2+ −
1
y
)}
. (3.63)
To satisfy the requirements that the integrand is Γ0(4) invariant and g is non-
perturbative, we set
g(τ) =
pi
6
(
2E2(τ)− ϑ3(τ)4 − ϑ4(τ)4
)
= −16pi q +O(q2), (3.64)
where E2 is the Eisenstein series, and the ϑj are Jacobi theta series (A.3). We set
furthermore
ĝ(τ) =
pi
6
(
2Ê2(τ)− ϑ3(τ)4 − ϑ4(τ)4
)
, (3.65)
with Ê2(τ) the non-holomorphic Eisenstein series Ê2(τ) = E2(τ) − 3piy . We see that ĝ
transforms as a weight two modular form of Γ0(4), and that for τ → i∞, the function
ĝ(τ) behaves as − 1
y
+O(q). We can now express ΨJµ as a total derivative to τ¯
ΨJµ[K](τ, τ¯) =
i
2
B(x, J)
du
da
d
dτ¯
(√
y ĝ(τ) ΨJµ[1](τ, τ¯)
)
, (3.66)
where as before we have not included the term dτ¯
da¯
, which is the Jacobian for the change
of variable to τ¯ . One may verify that ΨJµ[K] has the same transformation properties
as ΨJµ[K+].
3.6 Summary
Let us give a summary of the results of this section. We have found that vacuum
expectation values of Q-exact operators can be expressed as integrals whose integrands
can be written as a total τ¯ -derivative after integration over the auxiliary field D and
the fermionic zero modes. The vev of a Q-exact operator takes therefore the form
〈{Q,O}〉 =
∫
H/Γ0(4)
dτ ∧ dτ¯ ∂τ¯
(
ν˜ WOΨJµ[KO]
)
, (3.67)
for some non-holomorphic function WO and kernel KO, which both depend on O. Given
the total derivative, we can easily evaluate the integral using Stokes’ theorem, which
reduces the integral to three arcs around the cusps of H/Γ0(4).
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For a more standard treatment, we map the integral over H/Γ0(4) to an integral
over F∞, by mapping the six SL(2,Z)/Γ0(4) images of F∞ in H/Γ0(4) back to F∞.
Equation (3.67) can then be expressed as
〈{Q,O}〉 =
∫
F∞
dτ ∧ dτ¯ ∂τ¯FO, (3.68)
where FO is the sum of the six transformations of ν˜ WOΨJµ[KO] by the elements of
SL(2,Z)/Γ0(4). It has a q-expansion of the form
FO = y−s
∑
m,n
c(m,n) qmq¯n, (3.69)
or a finite sum of such terms with different s. For the Q-exact operator I˜+(x), we have
seen that m and n can be both negative leading to a divergence for τ → i∞. Moreover,
it is possible that m = n < 0, for which the standard renormalization does not apply.
We introduce a new renormalization prescription in the next section which also allows
us to work with operators leading to terms with m = n < 0.
4. Renormalization of modular integrals
The previous section discussed the importance of integrals of the form
If =
∫
F
dτ ∧ dτ¯ y−s f(τ, τ¯), (4.1)
for supersymmetric field theories, where f is a non-holomorphic modular form of weight
(2 − s, 2 − s), and F a fundamental domain for the modular group, F = H/SL(2,Z).
We will discuss in this section the evaluation, regularization and renormalization of
integrals of this form, which has been developed in the mathematical literature in the
context of inner products for weakly holomorphic modular forms [26].9
4.1 Renormalization of integrals over F∞
We start by considering the integral over a single term qm q¯n in the Fourier expansion
of f .10 To this end, consider the set T of triples (m,n, s), defined by
T = {m,n ∈ R, s ∈ Z/2 |m− n ∈ Z} . (4.2)
9A weakly holomorphic modular form f(τ) is a modular form which is holomorphic on the interior
of H but may diverge for τ → i∞∪Q.
10We will justify in Section 4.2 that the Fourier series and the integral can be exchanged.
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For (m,n, s) ∈ T , we consider the integral
Lm,n,s =
∫
F∞
dτ ∧ dτ¯ y−s qmq¯n, (4.3)
where F∞ is the common keyhole fundamental domain F = H/SL(2,Z) pictured in
Figure 1. Since F∞ is non-compact and the integrand may diverge for y →∞, this is
an improper integral. It should be understood as the limiting value of integrals over
compact domains, which approach F∞. To this end, we introduce the compact domain
FY by restricting Im(τ) ≤ Y for some Y ≥ 1.11 The boundaries of FY are given by the
following arcs
1 : τ = 1
2
+ iy, y ∈ [1
2
√
3, Y ],
2 : τ = x+ iY, x ∈ [−1
2
, 1
2
],
3 : τ = −1
2
+ iy, y ∈ [1
2
√
3, Y ],
4 : τ = i eiϕ, ϕ ∈ [−pi
6
, pi
6
].
(4.4)
In the limit, limY→∞FY we recover F∞. We then regularize Lm,n,s as
Lm,n,s(Y ) =
∫
FY
dτ ∧ dτ¯ y−s qmq¯n, (4.5)
for (m,n, s) ∈ T , and define
Lm,n,s = lim
Y→∞
Lm,n,s(Y ), (4.6)
provided the limit exists. To study the dependence on Y , we split the compact domain
FY into F1 plus a rectangle [−12 , 12 ] × [1, Y ] as shown below in Figure 2. The split of
FY , gives for Lm,n,s(Y )
Lm,n,s(Y ) =
∫
F1
dτ ∧ dτ¯ y−s qmq¯n − 2i
∫ 1
2
− 1
2
∫ Y
1
dx ∧ dy y−s qmq¯n. (4.7)
The first term on the right hand side is finite and independent of Y . In the second
term, we integrate over x, which gives zero unless m = n,
−2i δm,n
∫ Y
1
dy y−s e−4pimy. (4.8)
11One may consider a more general upperbound with Y being a function of Re(τ) = x. This will
not affect the final result.
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− 12 12
Y
Re(τ)
Im(τ)
Figure 2: Splitting of FY into F1 (the blue region) and the rectangle RY (gray region).
We thus find that limY→∞ Lm,n,s(Y ) converges, except if m = n < 0, or if m = n = 0
with s ≤ 1. Let us denote this set by D,
D = {(m,n, s) ∈ T |m = n < 0} ∪ {(0, 0, s) ∈ T | s ≤ 1} . (4.9)
The correlation functions discussed in Section 3 give rise to (m,n, s) ∈ D, sug-
gesting that Q-exact observables appear to diverge rather than vanish. To resolve the
tension of this divergence with the structure of topologically twisted theories, we aim to
regularize and renormalize such integrals. The cases with m = n = 0 are renormalized
in the standard way [19, 20, 22]: as the constant term of the integral for sufficiently
large s, which gives 0 for (4.8) if s = 1 and otherwise 2i/(s − 1). To treat the cases
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with m = n < 0, we put forward in this section a regularized and renormalized version
Lrm,n,s, of Lm,n,s for all (m,n, s) ∈ T .
Before introducing Lrm,n,s, let us note that the limit of the sum
lim
Y→∞
[
Lm,n,s(Y ) + 2i δm,n
∫ Y
1
dy y−s e−4pimy
]
= Lm,n,s(1), (4.10)
is finite. In the definition for Lrm,n,s, we will subtract from the two terms in the brackets,
an appropriately regularized counter part of the second term. To this end, let us
introduce the generalized exponential integral E`(z). For Re(z) > 0, E`(z) is defined
by
E`(z) =
∫ ∞
1
e−z tt−`dt. (4.11)
Integral shifts of the parameter ` are related by partial integration
e−z = z E`(z) + `E`+1(z). (4.12)
We can also express E`(z) in terms of the incomplete Gamma function Γ(k, z),
Γ(k, z) =
∫ ∞
z
e−t tk−1dt = zkE1−k(z). (4.13)
With the analytic continuation of Γ(k, z), we can extend the domain of E`(z) to the
full complex plane. We define
E`(z) =

z`−1
∫
z
∞
e−t t−` dt, for z ∈ C∗,
1
`− 1 , for z = 0, ` 6= 1,
0, for z = 0, ` = 1,
(4.14)
where for non-integral `, we fix the branch of t−` by specifying that the argument
of any complex number ρ ∈ C∗ is in the domain (−pi, pi]. For s ∈ R+, we have
Im(E`(−s)) = −pi s`−1Γ(`) .
In terms of this function E`(z), we finally define L
r
m,n,s for all (m,n, s) ∈ T :
Lrm,n,s =
∫
F1
dτ ∧ dτ¯ y−s qmq¯n − 2i δm,nEs(4pim), (4.15)
which regularizes and renormalizes the ill-defined Lm,n,s.
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4.2 Modular invariant integrands
We provide in this subsection the prescription to renormalize If . Let us start with the
integral of a modular form over the fundamental domain,
If =
∫
F∞
dτ ∧ dτ¯ y−s f(τ, τ¯), (4.16)
where f(τ, τ¯) is a non-holomorphic modular form for SL(2,Z) of weight (2− s, 2− s),
with Fourier expansion
f(τ, τ¯) =
∑
m,n−∞
c(m,n) qmq¯n, (4.17)
where the c(m,n) are only non-zero if m−n ∈ Z by the requirement that f is a modular
form. We assume that f is in fact a function on H× H¯, which satisfies
f
(
aτ + b
cτ + d
,
aσ + b
cσ + d
)
= (cτ + d)2−s(cσ + d)2−sf(τ, σ), (4.18)
where for s ∈ Z + 1
2
, we specify the branch of the square root by requiring that the
argument of cτ+d is in (−pi, pi]. For a single factor (cτ+d)2−s, consistency of the square
root and SL(2,Z) requires a non-trivial multiplier system. For f(τ, σ), the multiplier
systems for τ and σ are complex conjugate and multiply to 1 on the rhs of (4.18).
For the physical correlation functions of Section 3, we have to allow f with a finite
number of polar terms, i.e. there is an M ∈ Z such that c(m,n) = 0 if m < M or
n < M , such that the number of terms with m + n < 0 is finite. For sufficiently large
m and n, double application of the well-known saddle point argument shows that the
coefficients c(m,n) are bounded by
c(m,n) < e
√
Km+
√
Kn, (4.19)
for some constant K > 0. The sum over m and n is therefore absolutely convergent for
Im(τ) <∞.
Due to the terms with m+n ≤ 0, the integrand in (4.16) diverges for y →∞, such
that the integral is ill-defined. If there are no terms with m = n < 0, the integral is
defined using a well-known regularization [19, 20, 22], but we have seen in Section 3 also
terms with m = n < 0 may appear in correlation functions on the Coulomb branch.
To regularize these integrals, we introduce a cut-off Y for Im(τ) as in Subsection 4.1,
and define the integral If (Y ) of f over this domain FY (4.4),
If (Y ) =
∫
FY
dτ ∧ dτ¯ y−s f(τ, τ¯). (4.20)
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We regularize the divergence of If (Y ) by subtracting terms involving the general-
ized exponential function Es(z) defined in (4.14). More precisely, we replace If by its
regularized and renormalized version Irf , defined as
Irf = lim
Y→∞
[
If (Y )− 2i
∑
m−∞
c(m,m)Y 1−sEs(4pimY )
]
. (4.21)
Let us verify that the limit is well-defined. Since the domain FY is compact and
the sum over m and n is absolutely convergent on FY , we can exchange the double
integral and the sum. Thus,
If (Y ) =
∑
m,n−∞
c(m,n)Lm,n,s(Y ), (4.22)
with Lm,n,s(Y ) as in (4.7). We substitute this expression in (4.21). Using∫ Y
1
dy y−s e−4pimy = Es(4pim)− Y 1−sEs(4pimY ),
we arrive at
Irf =
∑
m,n−∞
c(m,n)Lrm,n,s , (4.23)
with Lrm,n,s as in (4.15). This is finite since there are at most a finite number of terms
with m = n < 0, and the sum over the other m and n is absolutely convergent.
4.3 Evaluation using Stokes’ theorem
If we assume that the integrand can be expressed as a total derivative with respect to
τ¯ , we can evaluate the integral using Stokes’ theorem, and we will find that Irf takes
an elegant form in this case. To this end, let us write y−sf(τ, τ¯) as
∂τ¯ ĥ(τ, τ¯) = y
−sf(τ, τ¯), (4.24)
such that the integrand of (4.16) is in fact exact and equal to −d(dτ ĥ). Note that this
does not imply that dτ¯ ∂τ¯ ĥ is exact, since dĥ = dτ ∂τ ĥ+ dτ¯ ∂τ¯ ĥ. For our application to
modular integrals, ĥ(τ, τ¯) transforms as a modular form of weight two. Eq. (4.24) can
be integrated using E`(z). For s 6= 1,12
ĥ(τ, τ¯) = h(τ) + 2i y1−s
∑
m,n−∞
c(m,n) qm−nEs(4piny), (4.25)
12We follow here the convention for Maass forms as in [27]. In other literature on Maass forms such
as [26], E`(s) is sometimes replaced by the function s
`−1W`(−s/2) = Re(E`(s)), (s 6= 0). This has no
effect for s > 0, but terms with s < 0 lead to additional contributions involving Im(E`(s)) in the final
result for Irf (4.30). Ref. [26, Definition 3.1] corrected for this in the definition of their inner-product.
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while for s = 1, the terms with n = 0 in the sum should be replaced by
−2i log(y)
∑
m−∞
c(m, 0) qm.
The c(m,n) in (4.25) are the Fourier coefficients of f (4.17), and h is a (weakly)
holomorphic function with Fourier expansion
h(τ) =
∑
m−∞
m∈Z
d(m) qm. (4.26)
Since there are no holomorphic modular forms of weight two for SL(2,Z), h(τ) is
uniquely determined by the coefficients d(m) with m < 0. However, since the d(m),
m < 0, are not determined by the c(m,n), the space of weakly holomorphic modular
forms of weight 2 gives an ambiguity in h(τ). We will discuss below (4.30), that the
integral Irf is independent of this ambiguity.
Note that if f = f(τ¯) is a (weakly) anti-holomorphic, ĥ(τ, τ¯) is annihilated by
the weight s hyperbolic Laplacian, and in this case almost satisfies the requirements
for a harmonic Maass form [37].13 Moreover, if f is anti-holomorphic, h(τ) is a mock
modular form with shadow f [38, 39].
The modular properties of ĥ(τ, τ¯) imply interesting transformations for h(τ). Let
us consider this for the case that f depends on both τ and τ¯ , but is such that the
c(m,n) in (4.25) are only non-vanishing for n > 0 (or n ≥ 0 and s > 1). We can then
express ĥ as
ĥ(τ, τ¯) = h(τ) + 2s
∫ i∞
−τ¯
f(τ,−v)
(−i(v + τ))sdv. (4.27)
Note that the two terms on the right hand side are separately invariant under τ → τ+1,
while the transformation of the integral under τ → −1/τ implies for h(τ),
h(−1/τ) = τ 2
(
h(τ) + 2s
∫ i∞
0
f(τ,−v)
(−i(v + τ))s dv
)
. (4.28)
Let us return now to the generic case with f(τ, τ¯) of the form (4.17) and evaluate
Irf . The integral over FY can then be carried out using Stokes’ theorem, which reduces
to a contribution from the interval [−1
2
+ iY, 1
2
+ iY ]. We thus find that the integral
If (Y ) in (4.21) equals for s 6= 1,
d(0) + 2i
∑
m−∞
Y 1−s c(m,m)Es(4pimY ), (4.29)
13A harmonic Maass form of weight k is annihilated by the weight k hyperbolic Laplacian, whereas
the weight of ĥ(τ, τ¯) is 2 independently of s.
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using expression (4.25) for ĥ. For s = 1, we apply the renormalization by analytic
continuation in s mentioned below (4.9), which gives the same result.
The last step is to combine (4.29) with the other term in Equation (4.21), which
gives
Irf = d(0). (4.30)
As a result the only contribution to the integral arises from the constant term of h(τ).
This obviously reduces to the standard renormalization for If if either m or n is non-
negative [9, 20]. We mentioned below Equation (4.26), that there is an ambiguity in h
due to the possibility to add a weakly holomorphic modular form of weight two. Since
the constant terms of such modular forms vanishes, the result (4.30) does not depend
on this ambiguity.
To see that the constant terms of such modular forms vanishes, let C(τ) be a weakly
holomorphic modular form of weight two. Since the first cohomology of F∞ is trivial,
the one-form C(τ) dτ is necessarily exact. The period
∫ Y+1
Y
C(τ) dτ therefore vanishes,
which implies that its constant term vanishes. Indeed, a basis of weakly holomorphic
modular forms of weight 2 is given by derivatives of powers of the modular invariant
J-function, ∂τ
(
J(τ)`
)
, ` ∈ N, which have all vanishing constant terms.
5. Evaluation of correlation functions of Q-exact observables
We return to the u-plane integrals for correlation functions of Q-exact observables
〈{Q,O}〉, where {Q,O} may be a product of Q-exact and Q-closed operators as dis-
cussed in Section 3. As discussed in Subsection 3.4, the corresponding u-plane integrals
take the form of a total τ¯ -derivative for Q-exact observables. This is the key property
for their evaluation, and we can therefore treat all such correlation function simultane-
ously as indicated in Section 3.6.
Using the regularization of Section 4, we will show that the correlation functions
of the form 〈{Q,O}〉 vanish, confirming the Ward-Takahashi identities of the BRST
symmetry. At this point recall from Subsection 3.6, that 〈{Q,O}〉 can be expressed as
〈{Q,O}〉 =
∫
F∞
dτ ∧ dτ¯ ∂τ¯FO, (5.1)
with
FO(τ, τ¯) = y−s
∑
m,n
c(m,n) qmq¯n, (5.2)
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where only a finite number of c(m,n) 6= 0 for m + n < 0. Let us first evaluate (5.1)
using Section 4.3. Since
∂τ¯FO = −i y−s
∑
m,n
c(m,n) (2pi n+ 1
2
s y−1) qmq¯n, (5.3)
we can identify FO with ĥ1 + ĥ2 following (4.24). Here ĥ1 is of the form (4.25) and
ĥ2 as well, but with s replaced by s + 1. FO is a (non-holomorphic) modular form of
weight 2, and the discussion in Section 3 did not include a holomorphic function h1+h2.
Indeed, since FO is a modular form of weight 2, vanishing of h1 + h2 is consistent with
the modular properties. The sum of constant terms d1(0) + d2(0) thus vanishes, which
demonstrates that 〈{Q,O}〉 vanishes.
Alternatively, one may start from (4.21) with f = ∂τ¯FO, such that 〈{Q,O}〉 reads
〈{Q,O}〉 = lim
Y→∞
[∫
FY
dτ ∧ dτ¯ ∂τ¯FO
−2Y −s
∑
m−∞
c(m,m)(2pimY Es(4pimY ) +
s
2
Es+1(4pimY ))
]
.
(5.4)
To evaluate the integral over FY , we use Stokes’ theorem. Modular invariance of the
integrand implies that only the arc at Im(τ) = Y contributes. Using (4.12) for the
second line, we arrive again at the desired result
〈{Q,O}〉 =
∑
m
c(m,m) lim
Y→∞
[
Y −s e−4piY m − Y −s e−4piY m]
= 0.
(5.5)
We have thus demonstrated that the correlation function of a generic Q-exact observ-
able vanishes with the current prescription.
Given that the vev of any Q-exact observable vanishes, power series of Q-exact
observables vanish as well. We have in particular
〈(1− eα{Q,O})O′〉 = 0,
for arbitrary α ∈ C and assuming that O′ is Q-closed. We can therefore safely add Q-
exact terms to the action. This justifies the inclusion of eI˜+(x) in the u-plane integrand
as in [24]. It was, in fact, precisely this question which motivated the present article.
6. Discussion and conclusion
We have revisited the evaluation of correlation functions on the Coulomb branch of
Donaldson-Witten theory. While vanishing of correlation functions of Q-exact observ-
ables is important for the topological nature of the theory, we have seen there are
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natural Q-exact observables whose correlation functions appear to diverge due to con-
tributions from the boundary of field space. The divergences become most manifest
after a change of variables from u to the complexified coupling constant τ ∈ H/Γ0(4).
Depending on the observable, the integrand may contain terms qmq¯n with m,n both
negative (where q = e2piiτ ), which diverge for τ →∞.
We have demonstrated that such divergences can be cured using a new prescription
to regularize and renormalize the integrals over modular fundamental domains. This
prescription employs the analytic continuation of the incomplete Gamma function, and
was recently developed for for the definition of regularized inner products of weakly
holomorphic modular forms [26]. Strikingly, this results in a vanishing expectation
value for the correlation functions of Q-exact observables in Donaldson-Witten theory,
confirming its BRST symmetry. With the new regularization we have demonstrated
that all valid Q-exact observables decouple from the Q-closed operators. A central
aspect of our analysis was that Q-exact observables lead to a u-plane integrand which
is a total derivative with respect to τ¯ . We will further elaborate on this aspect for
Q-closed observables in upcoming work [35].
As we have restricted our analysis to Donaldson-Witten theory and four-manifolds
with b+2 = 1, there are immediate directions for future work. We plan to analyze in
future work the BRST symmetry of other twisted theories including those with matter
and with superconformal symmetry. We would like to extend our discussion also to
four-manifolds with b+2 = 0, where one-loop determinants contribute in addition to the
zero modes.
Besides theQ-closed observables, the new prescription also renormalizes correlation
functions of observables outside the Q-cohomology, which are “unphysical” from the
point of view of the topological theory. An example is 〈Tr[φ¯2]〉. We leave it for future
work to see whether such correlation functions may contain interesting information.
Another potential area of applications are string amplitudes; the context in which
previous regularizations were developed [19, 20]. In particular, it is a standard result
that the one-loop contribution A1−loop to the vacuum energy in the bosonic string is
divergent due to the presence of a tachyon [40]. Curiously, the new prescription gives
a definite finite value for this amplitude! Recall that A1−loop = i If with f(τ, τ¯) =
|η(τ)|−48. We find for the value Ar1−loop after regularization
Ar1−loop = −i
227 pi14
Γ(14)
+
∑
m,n≥−1
c(m,n) Re(Lrm,n,14)
= −i 196 620.04 . . . + 64 021.15 . . . ,
(6.1)
where we used Im(E`(−s)) = −pi s`−1Γ(`) for s > 0. Note that the tachyon gives rise to the
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imaginary part of the amplitude. What, if any, are the physical consequences of this
mathematical fact is an interesting open question.
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A. Modular forms and theta functions
We collect a few aspects of the theory of modular forms and Siegel-Narain theta func-
tions. See for more comprehensive treatments for example [41, 42, 43].
Modular groups
The modular group SL(2,Z) is the group of integer matrices with unit determinant:
SL(2,Z) =

 a b
c d
∣∣∣∣∣∣ a, b, c, d ∈ Z; ad− bc = 1
 . (A.1)
The congruence subgroup Γ0(n) is defined as:
Γ0(n) =

 a b
c d
 ∈ SL(2,Z)
∣∣∣∣∣∣ b = 0 mod n
 . (A.2)
Jacobi theta functions
The four Jacobi theta functions ϑj : H× C→ C, j = 1, . . . , 4, are defined as
ϑ1(τ, v) = i
∑
r∈Z+ 1
2
(−1)r− 12 qr2/2e2piirv,
ϑ2(τ, v) =
∑
r∈Z+ 1
2
qr
2/2e2piirv,
ϑ3(τ, v) =
∑
n∈Z
qn
2/2e2piinv,
ϑ4(τ, v) =
∑
n∈Z
(−1)nqn2/2e2piinv.
(A.3)
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We let ϑj(τ, 0) = ϑj(τ) for j = 2, 3, 4. Their transformations under the generators
of Γ0(4) are
ϑ2(τ + 4) = −ϑ2(τ), ϑ2
(
τ
τ + 1
)
=
√
τ + 1ϑ3(τ),
ϑ3(τ + 4) = ϑ3(τ), ϑ3
(
τ
τ + 1
)
=
√
τ + 1ϑ2(τ),
ϑ4(τ + 4) = ϑ4(τ), ϑ4
(
τ
τ + 1
)
= e−
pii
4
√
τ + 1ϑ4(τ).
(A.4)
In particular, from the above we see that ϑ1(τ) gives a one dimensional representation
of SL(2,Z) while ϑi(τ) for i = 2, 3, 4 give a three dimensional representation of SL(2,Z).
B. Siegel-Narain theta function
Siegel-Narain theta functions form a large class of theta functions of which the Jacobi
theta functions are a special case. For our applications in the main text, it is sufficient
to consider Siegel-Narain theta functions for which the associated lattice Λ is a uni-
modular lattice with signature (1, n − 1) (or a Lorentzian lattice). We denote the
bilinear form by B(x,y) and the quadratic form B(x,x) ≡ Q(x) ≡ x2. Let K be a
characteristic vector of Λ, such that Q(k) +B(k, K) ∈ 2Z for each k ∈ Λ.
Given an element J ∈ Λ⊗ R with Q(J) = 1, we may decompose the space Λ⊗ R
in a positive definite subspace Λ+ spanned by J , and a negative definite subspace Λ−,
orthogonal to Λ+. The projections of a vector k ∈ Λ to Λ+ and Λ− are then given by
k+ = B(k, J) J, k− = k − k+. (B.1)
Given this notation, we can introduce the Siegel-Narain theta function of our in-
terest ΨJµ[K] : H→ C, as
ΨJµ[K](τ, τ¯) =
∑
k∈Λ+µ
K(k) (−1)B(k,K)q−k2−/2q¯k2+/2, (B.2)
where µ ∈ Λ/2 and K : Λ → C is a summation kernel. We also introduce the theta
function including an elliptic variable z,
ΨJµ[K](τ, τ¯ ,z, z¯) =
∑
k∈Λ+µ
K(k) (−1)B(k,K)q−k2−/2q¯k2+/2
× exp (−2piiB(z,k−)− 2piiB(z¯,k+)) .
(B.3)
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The modular properties of ΨJµ[K] depend on K. For K = 1 and ΨJµ[1], the modular
transformations under the SL(2,Z) generators are
ΨJµ+K/2[1](τ + 1, τ¯ + 1, z, z¯) = e
pii(µ2−K2/4)Ψµ+K/2[1](τ, τ¯ ,z + µ, z¯ + µ),
ΨJµ+K/2[1] (−1/τ,−1/τ¯ ,z/τ, z¯/τ¯) = (−iτ)
n−1
2 (iτ¯)
1
2 exp(−piiz2/τ + piiK2/2)
× (−1)B(µ,K) ΨJK/2[1](τ, τ¯ ,z − µ, z¯ − µ).
(B.4)
For the case of the partition function in Section 3.2, we set the elliptic variables z, z¯
to zero. Using the above SL(2,Z) transformations and Poisson resummation one verify
that ΨJµ[1] is a modular form for the congruence subgroup Γ
0(4). The transformations
under the generators of this group read
ΨJµ[1]
(
τ
τ + 1
,
τ¯
τ¯ + 1
)
= (τ + 1)
n−1
2 (τ¯ + 1)
1
2 exp
(
pii
4
K2
)
ΨJµ[1](τ, τ¯),
ΨJµ[1](τ + 4, τ¯ + 4) = e
2piiB(µ,K) Ψµ[1](τ, τ¯),
(B.5)
where we have set z = z¯ = 0. Transformations for other kernels appearing in the main
text are easily determined from these expressions.
C. The self-dual twisted operator
We discuss in this appendix the twisted supersymmetry generators Q, K and L, and
we give a formula for {Q, L} for an arbitrary Ka¨hler surface. Recall the global bosonic
symmetry group of our theory G = SU(2)− × SU(2)+ × SU(2)R × U(1)R. The first
two factors correspond to the global “Lorentz” rotations while the latter two factors
correspond to the R-symmetry.
The supersymmety generators QαA, Q¯
B
α˙ , written explicitly, have the following non-
zero anticommutator for a local patch given by coordinates xm such that m,n = 0, . . . , 3
{QαA, Q¯Bα˙ } = 2 δ BA (σm)αα˙ Pm,
{QαA, QβB} = 2
√
2 αβ ZAB,
(C.1)
with Z the central charge, Pm ≡ ∂m is the generator of translations, and σm the Pauli
matrices
σ0 =
 1 0
0 1
 , σ1 =
 0 1
1 0
 , σ2 =
 0 −i
i 0
 , σ3 =
 1 0
0 −1
 .
The α, α˙ = 1, 2 are indices of SU(2)− and SU(2)+ respectively. We define furthermore
σmn =
1
4
(σmσ¯n − σnσ¯m), (C.2)
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with σ¯m the complex conjugate of σm.
Topological twisting amounts to redefining the spins of the fields of the vector
multiplet and eventually allows to formulate a supersymmetric theory on a compact
four-manifold. Our supercharges transform in the (1,2,2)1⊕ (2,1,2)−1 representation
under the global group G. Originally, the rotation group is K ′ = SU(2)− × SU(2)+ in
the untwisted theory. The twist redefines the rotation group of the theory. There are
two choices (related by conjugation)
(i) K ′1 = diag(SU(2)− × SU(2)R)× SU(2)+,
(ii) K ′2 = diag(SU(2)+ × SU(2)R)× SU(2)−.
We choose K ′1. The supercharges transform then under K
′
1 × U(1)R as
(2,2)1 ⊕ (1,1)−1 ⊕ (3,1)−1,
The three terms combine naturally to the following operators [30, 32]
Q = α˙β˙Q¯α˙β˙,
Km =
i
4
(σ¯m)
α˙βQβα˙,
Lmn = (σ¯mn)
α˙β˙Q¯α˙β˙.
(C.3)
In terms of differential forms, we define K and L as
K = Km dx
m ∈ Ω1(M),
L = Lmn dx
m ∧ dxn ∈ Ω2(M).
The (2,2)1 representation gives thus a 1-form K ∈ Ω1(M), the (3,1)−1 representation
gives a self-dual two-form L ∈ Ω2(M), while the (1,1)−1 representation gives Q ∈
Ω0(M).
To determine {Q, L}, let us first determine the six components {Q, Lmn}. Using
the algebra (C.1) and (C.3), we find for (m,n) = (0, 2) and (1, 3),
{Q, L02} = 2
√
2Z¯,
{Q, L13} = −2
√
2Z¯,
while for the other choices of (m,n), {Q, Lmn} = 0. As a result, the commutator
{Q, L} reads on R4 as
{Q, L} = 2
√
2 Z¯ (dx0 ∧ dx2 − dx1 ∧ dx3). (C.4)
– 36 –
In complex coordinates z1 = x0 + ix2, z2 = x1 + ix3, we can write this commutator as
follows
{Q, L} =
√
2i Z¯
∑
j=1,2
dzj ∧ dz¯j ∈ Ω1,1(C2), (C.5)
We extend to an arbitrary Ka¨hler surface M with Ka¨hler form J , by realizing that
Ω1,1(M) contains a one-dimensional subspace of self-dual forms. Since Equation (C.5)
is a (1, 1)-form and self-dual, this suggests that
{Q, L} =
√
2i Z¯ J, (C.6)
were J ∈ Ω1,1(M,R) is the Ka¨hler form which spans the one-dimensional space of
(1, 1)-forms over M .
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