Abstract. We provide new hash functions into (hyper)elliptic curves over finite fields. These functions aims at instantiating in a secure manner cryptographic protocols where we need to map strings into points on algebraic curves, typically user identities into public keys in pairingbased IBE schemes.
Introduction
Many asymmetric cryptographic mechanisms are based on the difficulty of the discrete logarithm problem in finite groups. Among these groups, algebraic curves on finite fields are of high interest because of the small size of keys needed to achieve good security. Nonetheless it is less easy to encode a message into an element of the group.
Let F q be a finite field of odd characteristic p, and H/F q : y 2 = f (x) where deg f = d be an elliptic (if d = 3 or 4) or hyperelliptic (if d 5) curve, we consider the problem of computing points on H in deterministic polynomial time. In cryptographic applications, computing a point on a (hyper)elliptic curve is a prerequisite for encoding a message into its Jacobian group. In this regard, pairing-based cryptosystems do not make exception. Boneh-Franklin IdentityBased Encryption scheme [3] requires for instance to associate to any user identity a point on an elliptic curve.
In the case of elliptic curves, we may remark that it is enough to compute one rational point G, since we can have other points t G from integers t (at least if G is of large enough order). To compute such a G, one might test random elements x ∈ F q until f (x) is a square. But without assuming GRH, we have no guarantee of finding a suitable x after a small enough number of attempts, and none deterministic algorithm is known for computing square roots when p ≡ 1 mod 4. Moreover, encoding t into t G voids the security of many cryptographic protocols [10] .
Maybe a more serious attempt in this direction for odd degrees d is due to Atkin and Morain [1] . They remark that if x 0 is any element of F q and λ = f (x 0 ), then the point (λx 0 , λ (d+1)/2 ) is on the curve Y 2 = λ d f (X/λ). But again, the latter can be either isomorphic to the curve or its quadratic twist, following that λ is a quadratic residue or not, and we have no way to control this in deterministic time.
In 2006, Shallue and Woestjine [13] proposed the first practical deterministic algorithm to encode points into an elliptic curve, quickly generalized by Ulas [14] to the family of hyperelliptic curves defined by y 2 = x n + ax + b or y 2 = x n + ax 2 + bx. Icart proposed in 2009 another deterministic encoding for elliptic curves, of complexity O(log 2+o(1) q), provided that the cubic root function, inverse of x → x 3 on F * q , is a group automorphism. This turns into q ≡ 2 mod 3. This encoding uses Cardano-Tartaglia's formulae to parameterize the points (x : y : 1) on any elliptic curve E : x 3 + ax + b = y 2 .
1
In this paper, we propose a strategy for finding other families with such properties (Section 2). As an example, we first show how the strategy works for genus 1 curves and come to a new encoding map for Hessian elliptic curves (Section 3.1). We then study more carefully genus 2 curves and exhibit several large families (Section 3.2). Finally for all genus g 2, we propose families of hyperelliptic curves which admit an efficient deterministic encoding function (Section 4), provided some conditions on q (typically q = 2 mod 3 and q coprime to 2g + 1). Remark 1.1. In the paper, we use indifferently the words "parameterization" or "encoding", even if, strictly speaking, we do not have fully parameterized curves. We are aware that these maps are at least improperly parameterizations since there might correspond more than one parameter to one point. There are numerous points which lie outside the image of our maps too. Remark 1.2. Each of our encodings is a weak encodings in the sense of [6] . Combined with a cryptographic hash function, we can thus construct hash functions into the set of rational points of these curves that are indifferentiable from a random oracle.
A strategy
Given a genus g, we describe a basic strategy for finding curves of genus g which admit a deterministic encoding for a large subset of their points.
It's worth noting first that only genus 0 curves are rationally parameterizable. That is, any curve which admits a rational parameterization shall be a conic, see [12, Theorem 4.11] . Encoding maps into higher genus curves shall thus be algebraic. We are then reduced to the parameterization of roots of polynomials. Hence, the main idea of our general strategy is to start from polynomials with roots which are easily parameterizable and then deduce curves with deterministic encoding.
2.1. Solvable Polynomials. Classical Galois theory offers a large family of polynomials with easily parameterized roots: polynomials with roots that can be written as radicals, which are polynomials with solvable Galois group. Our strategy is based on these polynomials.
More precisely, let f a (X) be a family of parameterized polynomials (where a denotes a ktuple (a 1 , a 2 , . . . , a k ) of parameters) with solvable Galois group. We are interested in such parametric polynomials but also in the parametric radical expression of their roots χ a . For instance f A (X) = X 2 + A in degree 2, or more interestingly f A,B (X) = X 3 + A X + B in degree 3, are such polynomials with simple radical formulae for their roots. The former verifies χ A = √ −A and a root of the second one is given by the well-known Cardano-Tartaglia's formulae (see [8] ). The application of our general strategy to this family of degree 3 polynomials with the parameterization of its roots is described in Section 3.
Let us note that we might use the classical field machinery to construct new solvable polynomials from smaller ones. Look for instance at De Moivre's polynomials of degree d: we start from the degree 2 field extension θ 2 + Bθ − A d , followed by the degree d Kümmer extension γ d − θ = 0. Then the element X = γ − A/γ is defined in a degree d subfield of the degree 2d extension. The defining polynomial of this extension is given by the minimal polynomial of X, which is equal to the De Moivre's polynomial,
A more straightforward similar construction is to consider Kümmer extensions over quadratic (or small degree) extensions, which yields X 2d + AX d + B . From these two specific families of solvable polynomials, we provide, in Section 4.1 and 4.2, hyperelliptic curves for all genus g 2 which admit an efficient deterministic encoding function.
2.2.
Rational and deterministic parameterizations. Given a parameterized family of solvable polynomial f t (X), and a genus g, we now substitute a rational fraction F i (Y ) in some variable Y for each parameter a i in a.
now defines a plane algebraic curve C, with variables (X, Y ). The largest are the degrees in Y of F (Y ) the largest is (generically) the genus of C. So if we target some fixed genus g for C, only few degrees for the numerators and denominators of F (Y ) can occur. Since we can consider coefficients of these rational fractions as parameters a = (a 1 , . . . , a k ′ ), this yields a family of curves C a . Less easily, it remains then to determine among these F (Y ) the ones which yield roots χ F (Y ) which can be computed in deterministic time. The easiest case is probably when no square root occurs in the computation of χ t , since then any choice for F (Y ) will work, at the expense on some constraint on the finite field. But this is usually not the case, and we might try instead to link these square roots to some algebraic parameterization of an auxiliary algebraic curve 2.3. Minimal Models. In some case (typically hyperelliptic curves), it is worth to derive from the equation for C a a minimal model (typically of the form y 2 = g a (x)). In order to still have a deterministic encoding with the minimal model, we need explicit birational maps x = Λ a (X, Y ), y = Ω a (X, Y ) too. For hyperelliptic curves, the usual way for this is to work with homomorphic differentials defined by C a . This method is implemented in several computer algebra systems, for instance MAPLE [11] or MAGMA [5] . All in all, we obtain the following encoding for a minimal model g a :
• Fix some Y as a (non-rational) function of some parameter t so that all the square roots are well defined in χ F (Y ) ;
2.4. Cryptographic applications. Once we will have found an encoding, it is important for cryptographic applications to study the cardinality of the subset of the curve that we parameterize. This ensures that we obtain convenient weak encodings for hashing into curves primitives (see [6] ).
We also need to know in advance which values of F q cannot be encoded using such functions, in order to deterministically handle such cases. In the genus 1 as in other sections of our paper, this subset is always quite small considered to cryptographic sizes (at most several hundred elements) and it depends only on the once and for all fixed curve parameters, therefore it can be taken into account and handled appropriately when setting up the cryptosystem. Furthermore, cryptographic encodings of [6] make a heavy use of hash functions onto the finite field before encoding on the curve; the output of the hash function can then be encoded with overwhelming probability.
In the degree 3 examples given below, as in the higher genus family given in Section 4.2, we always will be able to deduce from the encoding formulae (sometimes after some resultant computations), a polynomial relation P a (Y, t) between any Y of a point of the image and its preimages. Then the number of possible preimages is at most the t-degree of P a (Y, t). Factorizing P a (Y, t) over F q gives then precisely the number of preimages.
We detail this process for the genus 1 application of our method in Section 3.1.2 and sketch how to obtain such a polynomial in other sections.
Degree 3 polynomials
In this section, we consider degree 3 polynomials. After easy changes of variables, any cubic can be written in its "depressed form" X 3 + 3 A X + 2 B, one root of which is
In order to make use of this root while avoiding square roots, aiming at (non-rationally) parameterizing curves of positive genus, we first restrict to finite fields F q with q odd and q ≡ 2 mod 3, so that computing cubic roots can be done thanks to a deterministic exponentiation to the e-th 
This can be done with rational formulae when this curve is of genus 0, or with non-rational Icart's formulae when this curve is of genus 1. In the case of irreducible plane curves, this means that T and S are of low degree. Instead of parameterizing an auxiliary curve, we could have directly chosen T and S such that
for some rational function Z. With comparable degrees for T and S as in the rest of the section, we obtain only genus 0 curves. Thus we have to greatly increase the degree of S and T in order to get higher genus curves. Those curves then have high degree but small genus: they have many singularities.
So, we finally consider in the following degree 3 equations of the form
We could have considered the case A = 0 too, that is polynomials of the form f B = X 3 + 2B.
Our experiments in genus 1 and genus 2 yield curves that are isomorphic to hyperelliptic curves of any genus constructed from De Moivre's polynomials given in Section 4.2. We thus do not study this case further.
3.1. Genus 1 curves.
3.1.1. Parameterization. We made a systematic study of Curves The only case of interest is when S(Y ) is a polynomial of degree at most 1 and T (Y ) is a polynomial of degree at most 2. When q = 2 mod 3, these elliptic curves all have a F q -rational 3-torsion point, coming from X = 0.
Elliptic curves with a F q -rational 3-torsion point are known to have very fast addition formulae when given in "generalized" or "twisted" Hessian forms [9, 2] . Since q = 2 mod 3, we even restrict in the following to classical Hessian elliptic curves. 
Let us start from S(Y
3) is birationally equivalent to the Hessian model
The only remaining case is d = −2, that is the Hessian curve E −2 (the quadratic twist of the curve E 0 , both have their j-invariant equal to 0). This curve is for instance isomorphic to a curve of the type (3.2) with S = (1 − 7 Y )/4 and T = −26 (3 Y 2 + 1)/27. We might use this to parameterize E −2 , but it is much simplier to start from the curve Y 2 + Y = X 3 , which can be much more easily parameterized with
We summarize these calculations in Algorithm 1.
Algorithm 1:
HessianEncode
return (xt : yt : 1) 
A way of quantify the number of curves defined by Eq. (3.4) is to compute their j-invariant. Here, we obtain
When q ≡ 2 mod 3, there are exactly ⌊q/2⌋ distinct such invariants. Additionally, one can show that there exists q − 1 distinct F q -isomorphic classes of Hessian elliptic curves (see [9] ).
Cardinality of the image.
It is obvious to see that | Im e −2 | = q − 1, simply because Y = t = 0. Now, determining | Im e d | for d = 1, −2 needs some more work, but can still be evaluated exactly. 
3 is a quadratic non-residue, and two distinct roots denoted Y 0 and Y 1 otherwise (if a = 1/27, the curve C 0,a degenerates into a genus 0 curve).
Let us summarize when (d − 1) / (d + 2) is a quadratic residue in F q .
•
we obtain two distinct points e d (t i ) = (x t i : y t i : 1); • (q − 5 elements) Else, for each remaining t, there exists exactly one other t ′ such that e d (t) = e d (t ′ ) = (x t : y t : 1). We thus obtain (q − 5)/2 + 2 + 2 = (q + 1)/2 distinct rational points on the curve. Similarly
is a quadratic non-residue in F q , we obtain (q − 1)/2 distinct rational points on E d .
Related work.
Compared to Icart's formulae [10] , this encoding has two drawbacks of limited practical impact:
• it does not work for any elliptic curves, but only for Hessian curves;
• the subset of the curve which can be parameterized is slightly smaller than in Icart's case: we get ≃ q/2 points against approximately 5/8#E ± λ √ q.
Nonetheless, it has three major practical advantages:
• recovering the parameter t from a given point (x : y : 1) is much easier: we only have to find the roots of a degree 2 equation instead of a degree 4 one; • the parameter t only depends on y: we can save half of the bandwidth of a protocol by sending only y and not the whole point (x : y : 1); • y t is computable using only simple (rational) finite field operations: no exponentiation is required, but it carries the whole information on the encoded point We can see that there are three cases of interest:
• S(Y ) and T (Y ) be both a rational fraction of degree 1 ;
• S(Y ) be a rational fraction of degree 2 and T (Y ) be a constant ;
• S(Y ) be a constant and T (Y ) be a rational fraction of degree 2. We now study the two first cases. We omit the third one because it turns out that it yields curves already obtained in the second case. Besides, Curve
S(Y ) and T (Y )
is birationally equivalent to the Weierstrass elliptic curve
The latter can now be parameterized with Icart's method. This yields
Now, back by the birational change of variables between Curve (3.9) and Curve (3.8), we get Y and Z from U and V (cf. Algorithm 2 for precise formulae). The total number of field elements which cannot be encoded finally amounts to at most 35.
Cardinality of the image.
Let (X, Y ) be a rational point on a C 1,a,b,c curve, let t be a possible preimage of (X, Y ) by our encoding e 1,a,b . Then there exists a polynomial relation in Y and t of degree at most 8 in t (cf. Algorithm 2). Hence (X, Y ) has at most 8 preimages by e 1,a,b . Therefore, | Im e 1,a,b | (q − 35)/8.
Number of curves. Igusa invariants of these curves are equal to
The geometric locus of these invariants is a surface of dimension 2 given by a homogeneous equation of degree 90 (which is far too large to be written here). Consequently, Eq. (3.7) defines O(q 2 ) distinct curves over F q .
S(Y ) be a rational fraction of degree 2. Let now S(Y ) = (αY
and T (Y ) = κ, then Curve (3.2) is birationally equivalent to curves of the form y 2 /λ = (x 3 + 3 µx + 2 a) 2 + 4 b where
Many of theses curves are isomorphic to each other and, without any loss of generality, we can set λ and µ to be either any quadratic residues (for instance λ, µ = 1) or any non-quadratic residues (for instance λ, µ = −3 because q = 2 mod 3).
We finally arrive to
where u = µ 3 /2 w − w/2 − a for some w ∈ F * q . Then, when b 3 λ 10 (µ 6 + 2 µ 3 a 2 − 2 bµ 3 + a 4 + 2 ba 2 + b 2 ) = 0, Curve (3.2) is birationally equivalent to the Weierstrass model of a genus 2 curve, 
We may remark that computing v and w from b is the same as computing a point (v : w : 1) on the elliptic curve v 2 /λ − (µ 3 /2 w − w/2 − a) 2 − b = 0. This can be done in deterministic time 8 from Icart's formulae when one can exhibit a F q -rational bilinear change of variable between this curve and a cubic Weierstrass model, typically when λ = 1 (but no more when λ = −3).
Besides, let z = w/2 + r 3 /2w and thus (u + a) 2 
Again, back by a birational change of variables between Curves (3.12) and (3.11), we get Y and Z from U and V (cf. Algorithm 3 for precise formulae). Proof. The previous formulae defines a deterministic encoding provided that t, W , λY 2 − 4 and Z − S are not 0. The condition W = 0 yields a polynomial in U of degree 2, we thus have at most 2 values for U for which W = 0. Each value of U then yields a polynomial in t, derived from δ, of degree 8. We thus have at most 16 values for t to avoid in this case.
The condition λY 2 − 4 = 0 similarly yields 2 values for Y . Each such value yields in return a polynomial of degree 2 in U , and degree 1 in V , which can be seen as a curve in t and τ = 3 √ 2 t δ of degree at most 6. Besides τ 3 = 2 t δ is a curve of degree at most 9. Bezout's theorem yields thus a maximal number of 2 × 6 × 9 = 108 intersection points, or equivalently values for t, to avoid in this case.
Finally, the condition Z = S can be seen as a curve in t and τ of degree 12. Thus, this yields a maximal number of 12 × 9 = 108 values too.
So, the total number of field elements which cannot be encoded finally amounts to at most 1 + 16 + 2 × 108 = 233.
3.2.6. Cardinality of the image. Let (X, Y ) be a rational point on H 2,λ,µ,a,v,w and t a preimage by e 2,λ,µ,a,v,w . Then we have seen in the proof of Theorem 3.4 that t and τ = Algorithm 4 computes a deterministic encoding e a :
Genus of H a . Let q 1,a ∈ F q [X] and H a : q 1,a (x) = y 2 , where q 1,a has degree 2d. We have requested that the discriminant of q 1,a is not 0. This implies that q 1,a has exactly 2d distinct roots. Thus H a has genus d − 1 provided H a has no singularity except at the point at infinity. It remains to study the points of the curve where both derivatives in x and y are simultaneously 0. This implies y = 0. Thus the only singular points are the common roots of q 1,a (x) and its derivative. Since we request that the discriminant of q 1,a is not 0, there are no singular point. For d = 3, H a is the well known family of genus 2 curves with automorphism group D 12 [7] . The geometric locus of these curves is a one-dimensional variety in the moduli space. Moreover, when x → x d is invertible over F q , these curves all have exactly q + 1 F q -points (but they have a much better distributed number of F q 2 -points). The encoding. The parameterization is quite simple. Let H a : x 2d + x d + a = y 2 be a quasiquadratic hyperelliptic curve. Setting x = α 1/d reduces the parameterization of H a to the parameterization of the conic α 2 + α + a − y 2 = 0, which easily gives α = (−a + t 2 )/(1 − 2 t) and y = (−a + t − t 2 )/(1 − 2 t) for some parameter t. We finally obtain Algorithm 4. Cardinality of the image. Proof. As in the case of degree 5 (see [4] ), we do the variable substitution x = γ − a/γ, then γ d is a root of the polynomial q a,b (θ).
De Moivre's polynomials also define a family of deterministically parameterized hyperelliptic curves for any genus. Conversely, given a point on H we study how many elements in F q yield this point. We give below proofs of these two theorems. This curve can be parameterized with Icart's method. This yields A = 6 /27 . We finally obtain Algorithm 5.
Algorithm 5: DeMoivreEncode
Restrictions. Previous necessary conditions on an encoding are also sufficient to give an encoding for t ∈ F q provided that every variable substitution is computable.
In order to compute A and Y using the encoding from [10] , we need t = 0. Then computing y and α from A and Y we also request −3A + b = 0, that is δ = (b/3 − t 2 /3) 3 
from which it is easy to derive numerous algebraic relations. This reduces the set of curves from an expected q 2 because of the two parameters a and b to a set of cardinality O(q).
Finite fields of characteristic two.
The case of characteristic 2 is very similar. De Moivre's polynomials are solvable using the same auxiliary polynomial. A dimension 1 family of genus 2 curves is given by p a,b (x) = y + y 2 which are also p a,b+y+y 2 (x) = 0. Remark that b − y − y 2 = α 0 + α 1 . This implies that y and α 0 lie on the genus 1 curve E : α 2 0 + y 2 α 0 + bα 0 + a 5 = 0. This curve can be easily parameterized using [10] .
4.3. Encoding into the Jacobian of an hyperelliptic curve. Let H be a genus g hyperelliptic curve defined over a finite field F q coming from the families defined in the previous sections 3.2, 4.1 and 4.2. We provide deterministic functions e H which construct rational points on H from elements in F q \ S, where S is a small subset of F q which depends on the definition of H.
In this section, we present two straightforward strategies for encoding divisors in J H (F q ) the Jacobian of H.
Recall that each class in J H (F q ) can be uniquely represented by a reduced divisor. A divisor D is said to be reduced when it is a formal sum of points r i=1 P i − rP ∞ with r g, P i = −P j for i = j and this sum is invariant under the action of the Galois group Gal(F q /F q ). Encoding 1-smooth reduced divisors. There is a particular subset, denoted by D 1 , of reduced divisors which are called 1-smooth. These divisors are the ones with only rational points in their support. From our encoding function e H , one easily deduces a function providing elements in D 1 : in a first step, a set of r g points (none of these points in this set is the opposite of another one) is produced then a divisor is constructed from this set. This first step can be done deterministically by computing g points with e H and eliminating possible collisions after negation. When q is large enough, the proportion of D 1 in J H (F q ) is ≈ 1/g! moreover, since e H is not surjective, this function may be not surjective too. If one wants to construct more general reduced divisors, another strategy has to be used. Extension of the base field and encoding. In the definition of the encoding e H , we assume specific conditions on the base field F q so that some power functions are deterministically bijective. If one wants to directly encode in the Jacobian of an hyperelliptic curve H defined over F q , one can change the conditions in the following way. These specific conditions are now assumed for the extension field F q g (and thus no more on F q ). The function e H becomes an encoding e ′ H from F q g \ S ′ (where the set S ′ can be computed in the same manner as S) to the set of F q grational points of H. From this new function e ′ H one can compute a set of k points in H(F q g ) such that the sum of their degree over F q is less than g. By constructing the F q -conjugates of these points and eliminating the possible collision after negation, we deduce a reduced divisor of J H (F q ). This second strategy is more general than the former but it does not assume the same conditions on the field F q .
Remark that these two encodings are clearly "weak encoding" in the sense of [6] .
Conclusion and future work
We have almost extensively studied families of genus 1 and 2 curves which admit a deterministic algebraic encoding using the resolution of a degree 3 polynomial. We come to a new encoding map for Hessian elliptic curves and we give, for the first time to our knowledge, encoding maps for large families of genus 2 curves. We have also sketched families of higher genus hyperelliptic curves whose deterministic algebraic parameterization is based on solvable polynomials of higher degree arising from Kümmer theory.
On-going work is being done to extend these families to finite fields of small characteristic. A natural question is to generalize the method to solvable degree 5 polynomials too, in the hope to first find a deterministic algebraic parameterization of every genus 2 curve, then of families of higher genus curves.
