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Abstract. Sensor technologies play an essential part in the agricultural commu-
nity and many other scientific and commercial communities. Accelerometer sig-
nals and Machine Learning techniques can be used to identify and observe be-
haviours of animals without the need for an exhaustive human observation which 
is labour intensive and time consuming. This study employed random forest al-
gorithm to identify grazing, walking, scratching, and inactivity (standing, resting) 
of 8 Hebridean ewes located in Cheshire, Shotwick in the UK. We gathered ac-
celerometer data from a sensor device which was fitted on the collar of the ani-
mals.  The selection of the algorithm was based on previous research by which 
random forest achieved the best results among other benchmark techniques. 
Therefore, in this study, more focus was given to feature engineering to improve 
prediction performance. Seventeen features from time and frequency domain 
were calculated from the accelerometer measurements and the magnitude of the 
acceleration. Feature elimination was utilised in which highly correlated ones 
were removed, and only nine out of seventeen features were selected. The algo-
rithm achieved an overall accuracy of 99.43% and a kappa value of 98.66%. The 
accuracy for grazing, walking, scratching, and inactive was 99.08%, 99.13%, 
99.90%, and 99.85%, respectively. The overall results showed that there is a sig-
nificant improvement over previous methods and studies for all mutually exclu-
sive behaviours. Those results are promising, and the technique could be further 
tested for future real-time activity recognition.   
Keywords: accelerometer data, animal activity recognition, feature extraction, 
machine learning, random forest , sheep behaviour ,signal processing 
1 Introduction 
Sheep play an essential role in our society as they are kept for meat, wool, as well as 
pasture management. According to research conducted, sheep are shown to be as effec-
tive as herbicides in controlling winter weed, as well as insecticides [1-2]. In order to 
manage the land they graze, human observation is the traditional mean of monitoring 
the distribution of the animals, which is a time consuming and labour intensive process. 
Thus, development of smart devices is essential for efficient monitoring and controlling 
of the animals’ distribution on the pasture. 
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Automated monitoring of animals also allows early detection of illness, particularly 
lameness; present in an estimated 80% of UK flocks  [3] [4–6]. Furthermore, evidence 
showed that the reduced activity or decreased food intake of the animal might be an 
indicator of disease. Therefore, computerized monitoring of animals in real-time has 
become a pressing requirement in sheep production systems. Using insight from auto-
matic monitoring capability can offer sufficient knowledge of the animal’s welfare and 
food intake, and the decision making of the land and animal managers can be made 
more efficiently.  
Accelerometers are widely used with machine learning techniques to identify animal 
behaviour such as cattle [7–14], horses [15], sharks [16], goats [17, 18] and other do-
mesticated or wild animals. However, in this study, we focused only on previous re-
search that involves sheep behaviour in order to identify challenges concerned with this 
type of animal and be able to compare between previous studies. Additionally, we aim 
to improve prediction performance of the activities of the animals. 
The reminder of this paper is organized as follows. Section 2 consists of background 
information. Section 3 provides information about the materials and methodology, 
while Section 4 demonstrates results and discussions. Section 5 includes the conclusion 
and the future work. 
2 Background 
Marais et al. [19] developed a device capable of collecting accelerometer signals at 
100Hz from a collar. The authors extracted features using 5.12-second windows and 
applied linear discriminant analysis (LDA) and quadratic discriminant analysis (QDA) 
using 10 features to classify five common behaviours of the animals (lying, standing, 
walking, running and grazing). LDA and QDA achieved an overall accuracy of 87.1% 
and 89.7%, respectively. Discriminant analysis was tested by Giovanetti et al. to clas-
sify grazing, ruminating, and resting of sheep using a 60-second window and accel-
erometer data. The algorithm yielded an overall accuracy of 93.0% and k coefficient of 
89.0% [20].  
Nadimi et al. [21] classified five mutually exclusive behaviours (grazing, lying, 
walking, standing, and others) with 76.2% success rate. Additionally, they classified 
two behaviours (grazing and lying) with a success rate of 83.5% using the Nguyen–
Widrow method and the Levenberg– Marquardt back-propagation algorithm. Com-
pared to similar studies, the authors showed significant improvement of the designed 
system.  
Kamminga et al. compared several machine learning algorithms to detect five mutu-
ally exclusive behaviours using data gathered from goats and sheep using accelerome-
ter, gyroscope, and magnetometer signals. The best results were obtained using a 1s 
window and Deep neural networks with a 94% accuracy [22]. The same dataset were 
used by Kleanthous et al. that tested multilayer perceptron, random forests, extreme 
gradient boosting, and k-Nearest neighbors to classify sheep and goat behaviour [23]. 
The best results achieved using random forest algorithm and classified grazing, lying, 
scratching or biting, standing, and walking with an overall accuracy of 96.47% and 
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kappa value of 95.41%. The authors conducted another experiment and they gathered 
accelerometer and gyroscope data from more sheep using smartphones to test the per-
formance of random forest and their previous method using a smaller sample rate; 10Hz 
[24]. The technique proved successful and they achieved accuracy and kappa value of 
96.43%, and 95.02%, respectively by using only accelerometer features.  
Mansbridge et al. collected accelerometer and gyroscope signals from sensors at-
tached to the ear and collar of sheep at 16Hz [25]. Various machine learning algorithms 
were tested using multiple features from the signals. Random forest yielded the highest 
results using 39 feature characteristics and a 7s window, achieving accuracy of 92% 
and 91% for collar and ear data, respectively.  
Barwick et al. were also interested in applying machine learning to describe sheep 
behaviour using accelerometers to evaluate the effectiveness by placing accelerometers 
on different parts of the body; ear, collar, leg [26]. The authors applied QDA and best 
results obtained from the ear acceleration data, at 94%, 96% and 99% for grazing, stand-
ing, and walking, respectively. 
Walton et al. evaluated sampling frequency (8, 16, and 32 Hz), window size (3, 5, 
and 7s) and sensor position (ear and collar) to classify sheep behaviour using random 
forests [27]. Their results suggested that the 16Hz sampling frequency and a 7-second 
window offer benefits concerning battery energy and it has the potential to be used for 
real-time monitoring system. The authors achieved results of  91%–93% accuracy and 
F-score of 88%–95%.  
Alvarenga et al. [28] evaluated the performance of decision trees for accelerometer 
data obtained from sheep. The algorithm was validated for 3, 5 and 10-second epochs. 
The best results in terms of accuracy were achieved for the 5-second epoch having 
accuracy of 85.5%. 
The sheep activity was also evaluated from Le Roux et al. [29] The authors devel-
oped an energy-aware feature and classifier selection technique for low-power sensor 
applications to minimize the energy consumed and also minimizing the accuracy loss 
of the classifier. The sheep data that they used included accelerometer signals and the 
authors were able to achieve a reduction in energy consumption while achieving an 
accuracy of 88.4% for classification of five behaviours. The authors, in a previous 
study, also evaluated sheep behaviour based on accelerometer data [30]. The classifi-
cation algorithm achieved an accuracy of 82.4% for standing, walking, grazing, running 
and lying behavioural classes.  
Guo et al. gathered signals from an IMU (Inertial Measurement Unit) sensors at a 
20Hz sampling rate and compared the grazing behaviour results according to different 
sward surface heights  [31]. The authors applied Linear discriminant analysis on several 
datasets which they consisted of three sward surface heights. Overall, they achieved 
accuracy over 95% with the best results achieved using a 10s window having accuracy 
of 98.2%. The authors showed that the IMU sensors are capable of providing robust 
information on the grazing behaviour of the animal despite the sward surface heights.  
Decandia et al. [32] evaluated the performance of canonical discriminant analysis 
(CDA), and discriminant analysis (DA) to distinguish between three behaviours of 
sheep; grazing, ruminating, and others. The authors aimed to identify the window which 
provides the best algorithm performance and they evaluated windows of 5, 10, 30, 60, 
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120, 180 and 300 s from accelerometer signals sampled at 62.5Hz. Best results were 
achieved with the 30s epoch having accuracy and kappa value of 89.7% and 80%, re-
spectively. Vazquez et al. [33] aimed to develop a combined online (k-means) and of-
fline (k nearest neighbors) algorithm, which deals with concept drift to deal with three 
behaviours of sheep. The combined algorithm produced results with average accuracies 
of 85.18%, average specificities of 82.84%, and an average recall of 57.82%. 
All of the abovementioned studies involve the use of Machine Learning techniques 
to identify sheep behaviour at pasture, however there is still a need for improvement of 
the prediction accuracy. The aim of our study is to significantly improve our previously 
tested method [24] by expanding the feature set and decreasing the sliding window to 
5 seconds. In our experiment, we focused on four behaviours; grazing, walking, scratch-
ing, and inactive. For the experiment, we used only accelerometer data sampled at 
12.5Hz, which was previously demonstrated adequate and did not compromise the bat-
tery life of the device [27].  
3 Materials and Methods 
This section describes the materials and methods used to examine the performance of 
Random Forest algorithm regarding the classification of four mutually exclusive be-
haviours of sheep; grazing, walking, scratching, and inactive. Fig. 1 , shows the process 
followed to conduct the study. 
Fig. 1. Methodology 
3.1 Animals, Location, and sensor device 
This study was conducted in July-August 2019 in Cheshire Shotwick (OS location 
333781,371970), UK. Eight Hebridean ewes between the ages of 5-12 years were fitted 
with a sensor device collar. The animals were free to use a paddock of 1500m2 area size 
and had access to grass and water all the time. The Senior Research Officer and LSSU 
Manager of Liverpool John Moores University approved the protocol of the experiment 
(approval AH_NKO/2018-13). 
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The MetamorionR® [34] wearable device was used for the current experiment. The 
sensor device collects motion and environmental data, however for this experiment we 
only used accelerometer measurements. The device weights 0.3oz and its dimensions 
are of 36mm x 27mm x 10mm with the case. Additionally, a 60mAH MicroUSB re-
chargeable li-po battery powers it. For this study, we used only accelerometer measure-
ments at a sample rate of 12.5Hz. The device logged and saved the data on its offboard 
memory as a CSV file. 
3.2 Data Collection and Annotation 
The animals were fitted with collars, which had the device attached in a nonfixed 
position to have a more generalised algorithm performance independent of the sensor 
orientation and position. The animals were video recorded during the morning, 
afternoon or night, and one observer was present each time. At the end of each day, the 
CSV file was saved for later use. Once all the recordings were completed with a total 
of 40 hours of recorded behaviours, the accelerometer readings were time synchronised 
with the video recordings for behavioural annotation. For animal behaviour annotation, 
we used ELAN_5.7_AVFX Freeware tool [35] and manually labeled the behaviours as 
grazing, walking, scratching, and inactive.  
3.3 Data Preprocessing 
After the data annotation, all the CSV files were merged and imported in Rstudio® 
for visualization and analysis. The behaviours of interest for this study were: grazing, 
walking, scratching, resting, and standing. Behaviours such as fighting, shaking, and 
rubbing were not considered for this study. This resulted in utilising 28 out of 40 hours 
for analysis. Missing values were present in the data and therefore they were eliminated. 
The behavioural data comprised of a set A={ ti, axi, ayi, azi, yi} for i=1,..,n, where n is the 
number of observations. The t is the timestamp, (ax, ay, az) are the accelerometer meas-
urements, and y is the target vector where y∈{grazing, walking, scratching, inactive}. 
The following equations (1), (2), and (3) define the acceleration vector: 
 ax = 1g*sinθ                         (1) 
 ay = -1g*sinθ*sinϕ               (2) 
 az = 1g*cosθ                                 (3) 
Where θ is the angle between az relative to gravity, ϕ is the angle of ax relative to 
ground, and g is the gravitational constant where 1g=9.81m/s2.In this step we extracted 
the magnitude of the acceleration (4):  
 Magnitude = "𝑎𝑥! 	+	𝑎𝑦! 	+	𝑎𝑧! (4) 
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3.4 Feature Extraction, Feature Importance, and Dimensionality 
Reduction 
A total of 17 features were calculated from the x, y, z, and magnitude of the acceleration 
signals for each activity resulting in a total of 68 newly created features (i.e. 17 features 
× 4 activities). Those features include the mean, standard deviation, root mean square, 
root mean square velocity, energy, sum of changes, mean of changes, absolute and 
squared integrals, madogram [36] , peak frequency, peak to peak value, kurtosis and  
skewness, zero crossing, crest factor, and signal entropy. The features were extracted 
using a 5-second sliding window. Having a greater window in a real-time classification 
could provoke mislabeling because the animal might exhibit more than one behaviour 
in a short time interval; therefore, a 5-second window is considered sufficient.   
The distributions for first four principal components (PCs) with respect to target 
class, original attributes and corresponding impacts of the target classes within the da-
taset are represented in Fig. 3(a) and (b). These figures also indicate the non-linearity 
of the problem specifically in terms of first four PCs covering the highest variances 
(~65%) within the overall principal components. Though, there is a small degree of 
overlap between all activities. However, this was expected since the head movements 
of the animal might exhibit similar patterns in some instances. Furthermore, the plots 
help to understand the corresponding influence of the features within the datasets on 
the classification of animal behaviours (i.e. 4 target classes). For instance, in Fig. 3(a)  
the madogram of the magnitude & the madogram of ay measurement have a clear im-
pact on class ‘inactive’ as compared to root mean square velocity which influence the 
‘scratching and grazing’ classes. 
We used the most commonly used dimensionality reduction technique PCA[37] to 
identify the most significant attributes/features within the dataset set and eliminating 
the unnecessary features. In other words, PCA can be used to transform a large dataset 
containing large number of features/variables to a lower dimension which still holds 
most of the information contained in the original high dimensional dataset. One of the 
important properties of PCA is the attribute loadings on the principal components that 
can also be used for the identification of attribute importance within the original dataset. 
The correlation coefficient between the dataset attributes is represented by the principal 
components’ loadings (i.e. obtained through PCA). The component rotations provide 
the maximized sum of variances of the squared loadings. The absolute sum of compo-
nent rotations gives the degree of importance for the corresponding attributes in dataset. 
Fig. 4 shows the feature significance score within the original dataset which is calcu-
lated through the PCs loadings. There are variations in the importance measure of fea-
tures which can be used to identify and hence remove the unnecessary features from 
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the dataset. For instance, ‘madogram’ of z, and x axis are indicated the top-ranked var-
iables compared to magnitude ‘integrals’ and ‘rms’ of the ay axis which are indicated 
the least important variables within the original dataset.  
(a)                                                              (b) 
Fig. 2.  (a) First two PCA components’ distributions; (b) 3rd and 4th components’ distributions 
within the PCA components 
Fig. 3. Measure of feature importance within the Dataset using principal components loading 
 
To further investigate the features/attributes within the dataset, we used the correla-
tion coefficients. The correlated features with correlation above 80% were removed and 
the remaining features are in agreement with the feature importance ranking indicated 
by the PCA. Therefore, we eliminated our features from 17 to 9. The remaining features 
are the mean, crest factor, root mean square velocity, skewness, kurtosis, madogram, 
zero crossing rate, squared integrals, and signal entropy.  
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3.5 Classification 
The classification algorithm selected to evaluate our dataset and test the activity pre-
diction performance of the animals was the Random Forest as it was proved successful 
in our previous studies, as well as other studies concerned with animal behaviour [9–
11, 14, 24]. Random forest [38] is an ensemble method which consists of a combination 
of decision trees which are dependent on random values. All trees are sampled inde-
pendently with the same distribution. The classification decision is then made based on 
the majority of votes from each tree.  
To estimate the performance of the algorithm, we evaluated the model with the Out 
of bag (OOB) accuracy. The idea behind OOB was since the decision trees are learning 
from a subset of the dataset (63%), then we have unseen data (37%) to be used for 
evaluation. This method is a good estimate of the ability of the model to generalize on 
unseen data [39]. We then recursively evaluated the performance using sensitivity, 
specificity, accuracy, and kappa value quality measures by means of 10-fold cross val-
idation. The results are presented in the next section. 
4 Results and Discussion 
The performance of random forest is presented in Table 1. The four behaviours are 
classified correctly at a high rate. The overall accuracy of the algorithm is 99.43% with 
kappa value of 98.66%. Additionally, the f1-score is between 91.53%-99.90%. The 
lowest F1-score is resulted from scratching, and the highest from inactive behaviour. 
The sensitivities of all behaviours are between 98.26% to 99.87%. Also, the specifici-
ties are between 99.60% to 99.92%. Scratching was misclassified only once with graz-
ing, while grazing was misclassified with scratching and walking in some cases. The 
same is valid with walking as it was misclassified with grazing and scratching.  
Table 1. Random Forest Performance on unseen data 
 
 
 
Activities 
Grazing Walking Scratching Inactive 
Sensitivity 98.26% 98.66% 99.87% 99.86% 
Specificity 99.91% 99.60% 99.92% 99.84% 
F1-score 98.97% 94.64% 91.53% 99.90% 
Balanced Accuracy 99.08%% 99.13% 99.90% 99.85% 
Overall Accuracy : 99.43%, Kohen’s Kappa value : 98.66% 
 
Only limited cases misclassified inactive behaviour with the other behaviours However, 
the misclassification is limited, and consequently, the results showed high accuracy, 
sensitivity, and specificity in all 4 cases.  
In this study, we noted that the movements the animals are conducting while they 
graze can sometimes have similarities with the walking and scratching behaviour. Ad-
ditionally, resting and standing provide a similar pattern of the acceleration signals, 
because of the animals’ inactive state and this was also noted by Barwick et al. [26]. 
On the other hand, while the animals scratch or bite, the activity is detected easily as 
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the magnitude changes markedly. While the animals are ruminating, the head move-
ments are relatively small, and stationary compared with grazing and it does not inter-
fere with the correct classification of the activity they perform. From the results, we 
noted that 5-second windows can provide a very good activity pattern representation 
and therefore could be suggested that this size is adequate. However, Decandia et al. 
[32], conducted experiments with various window sizes, such as 5, 10, 30, 60, 120, 180 
and 300 seconds, and they identified that the best performance was obtained from a 30 
second window having sensitivity 94.8% for grazing, 80.4% for ruminating, and 92.3% 
for other behaviours. Though, the two studies cannot be compared because the ML 
model applied, the selection of features, and the position of the sensor is different. On 
the other hand, a 5-second window achieved best performance in a study of Alvarenga 
et al.[28] when they compared 3, 5, and 10 second windows. The authors achieved an 
overall accuracy of 85.50% with Decision Trees and 5 second windows which exhibited 
higher accuracy in comparison with 3 and 10 second windows. However, the variety of 
feature combinations, ML techniques, sample rate, and window size used in previous 
and the current study show that there is still need for further investigation and there is 
no clear indication yet on the technique that is more suitable to be used for sheep activ-
ity recognition. 
5 Conclusion and Future Work 
This study was focused on detecting four mutually exclusive behaviours of interest 
to the animal health and production industry. Data was collected from eight Hebridean 
ewes located in Cheshire Shotwick, UK. Accelerometer signals were collected from a 
sensor which was attached on the collar of each animal. A total of 28 hours was used 
to test the performance of random forest to detect each behaviour. The behaviours of 
interest were the grazing, walking, scratching, and inactive. To test the algorithm, 17 
features were extracted from the x, y, z, and magnitude of the acceleration signal re-
sulting in 68 newly created variables. We then removed features with higher than 80% 
correlation and eliminated the features to 9. The evaluation of the random forest algo-
rithm was then assessed using out-of-bag (OBB) estimate which is empirically proven 
that is as accurate as using a test set of the same size as the training set [39].  
The results were very high for all the activities having accuracies of 99.08% for 
grazing, 99.13% for walking, 99.90% for scratching, and 99.85% for inactive. The 
overall accuracy and kappa value were 99.43% and 98.66%. The results showed that 
there is an important improvement over previous methods. The technique can be further 
tested and used for online activity recognition system and be part of a multifunctional 
smart device for monitoring and controlling animal behaviour and position. In future 
work, we will use GPS coordinates to track the position of the animals and monitor the 
land they mostly graze. The implementation of such a device can be used as an intelli-
gent assistant to provide valuable information regarding the food intake of the animals 
and their activities during the day, which can improve the decision making of the land 
managers. Such information can contribute to the animal’s welfare, pasture utilisation 
and overall farm and animal decision management approach. 
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