Let C be the middle-third Cantor set. In this paper, we show that for every x ∈ [0, 4], there exist x1, x2, x3, x4 ∈ C such that x = x 2 1 +x 2 2 +x 2 3 +x 2 4 , which was conjectured in [Athreya, J. S.; Reznick, B.; Tyson, J. T. Cantor set arithmetic.
Introduction
The middle-third Cantor set
is a classical object in fractal geometry. The arithmetic on middle-third Cantor set has been studied in [1, 2, 3, 4, 5, 6, 8] . The first classical result is that the set (1.1) C − C := {x − y : x, y ∈ C} equals to the interval [−1, 1]. The proof of (1.1) was first given by H. Steinhaus in 1917. The result was rediscovered by J. F. Randolph in 1940 [7] . Using the symmetry of C, we can deduce that C + C = C + (1 − C) = 1 + (C − C) = [0, 2], where C + C := {x + y : x, y ∈ C}. The multiplication and division on middle-third Cantor set were discussed in [1] . They proved that L(C · C) ≥ 17 21 and
where C · C := {xy : x, y ∈ C}, C C := x y : x, y ∈ C, y = 0 and L denotes the Lebesgue measure on R. Gu, Jiang, Xi and Zhao [4] gave the complete topological structure of C · C. Moreover, they also proved that the Lebesgue measure of C · C is about 0.80955.
The main motivation of this paper is due to a conjecture posed by Athreya, Reznick and Tyson [1] . They conjectured {x 2 1 + x 2 2 + x 2 3 + x 2 4 : x i ∈ C} = [0, 4] and claimed that there is strong numerical evidence supporting it. In this paper, we will prove this conjecture.
Fixing α > 1, let C α (the middle-1 α Cantor set) be generated by the iterated function system Φ = {f 1 (x) = rx, f 2 (x) = rx + 1 − r} with r = 1 2 1 − 1 α . Thus the classical middlethird Cantor set C = C 3 . In the present paper we prove Theorem 1.1. Let C α be the middle-1 α Cantor set for α > 1. Then
This paper is organized as follows. In section 2, we discuss the set {x 2
The proof of Theorem 1.1 is arranged in the section 3.
Sum of three squares
As stated in the previous section, C α is the unique nonempty compact set satisfying
We will use this simple observation in Lemma 3.1. For each positive integer n let
Then the sequence F n , n = 1, 2, · · · , of nonempty compact sets is decreasing and
It is easy to see that for σ = σ 1 σ 2 · · · σ n ∈ {1, 2} n f σ (0) = 1 − r r n k=1 (σ k − 1)r k and so
Each element of F n , called an n-level basic interval, has length r n . For an n-level basic interval f σ ([0, 1]), it contains two (n + 1)-level basic intervals f σ1 ([0, 1]) and f σ2 ([0, 1]). 
Denote by L n the collection of left endpoints of all n-level basic intervals. For u ∈ L n , we associate u with an n-level basic interval
and two (n + 1)-level basic intervals denoted by
The key to discuss the sum of squares of Cantor set is the following lemma, which is an easy exercise in real analysis.
Since ϕ is continuous, we have ϕ(x) = y. Note that the sequence {x n j } j≥m is in K m for every m ∈ N. It follows from compactness that x ∈ K m for every m ∈ N. Therefore,
For a positive integer k and a nonempty set
In order to show f (C 4 α ) = [0, 4], we need to discuss the set g(C 3 α ) and find some intervals in
Applying Lemma 2.1 for the continuous function g, we obtain the following corollary.
If an interval I ⊆ g(F 3 n ) for every n ∈ N, then I ⊆ g(C 3 α ). The following two lemmas give a sufficient condition to find intervals in g(C 3 α ).
Proof. At first we have r = 1
Without loss of generality, we can assume that u ≥ v ≥ w. By (2.1) we have u > 0 and so u ≥ f 1 n−1 2 (0) = (1 − r)r n−1 > r n . In addition, (2.2) reduces to
It is routine to verify that
Note that
Therefore, we have
It is also routine to verify that
Since u > r n , we have
≥2(3r − 1)wr n + 2ur n+1 + (2r − 1)r 2n >2(3r − 1)wr n + (4r − 1)r 2n > 0, and t + 2(ru + rv + w)r n + (1 + 2r 2 )r 2n − (t + 2v(1 − r)r n + (1 − r) 2 r 2n ) =2(ru + 2rv − v + w)r n + (r + 2)r 2n+1 ≥2(3r − 1)vr n + (r + 2)r 2n+1 > 0, and t + 2(ru + v + rw)r n + (1 + 2r 2 )r 2n − (t + 2(v + w)(1 − r)r n + 2(1 − r) 2 r 2n ) =2(ru + rv + 2rw − w)r n + (4r − 1)r 2n ≥2(4r − 1)wr n + (4r − 1)r 2n > 0.
It follows from condition (2.3) that
Thus, the intervals in (2.4) and (2.5) overlap and so
Note that g(I u × I v × I w ) = t, t + 2(u + v + w)r n + 3r 2n . Therefore, we conclude that
Proof. For k ≥ n, we define
By Corollary 2.2, it suffices to show that for k ≥ n,
We now prove it by induction on k.
When k = n, we have F 1,n = I u , F 2,n = I v , F 3,n = I w , and thus
Next, assume that (2.7) is true for some m ≥ n, i.e.,
Now condition (2.6) implies that max{u, v, w} > 0, and thus
Moreover, it follows from (2.6) that
Obviously, we have I u ′ ,i ∈ F 1,m+1 , I v ′ ,j ∈ F 1,m+1 and I w ′ ,ℓ ∈ F 1,m+1 . Therefore,
This shows that (2.7) is true for k = m + 1.
and g r − r 2 , r × r − r 2 , r × 1 − r, 1 − r + r 2 = [a, b]. We claim that the intervals g ([0, r] × [1 − r, 1] × [1 − r, 1]), g ([1 − r, 1] × [1 − r, 1] × [1 − r, 1]) and g r − r 2 , r × r − r 2 , r × 1 − r, 1 − r + r 2 are all included in g(C 3 α ). By Lemma 2.4 these just are done by checking condition (2.6). In fact, we have
The proof of Theorem 1.1
For E ⊆ R and t ∈ R, we define t · E = {tx : x ∈ E}.
. Similarly, the result for g(C 3 α ) can be proved. Proof. Note that
The sufficiency follows from Lemma 3.1.
Now we are ready to prove Theorem 1.1.
The proof of Theorem 1.1. For 1 < α < 3, we have 0 < r < 1 3 , which implies 4r 2 < (1 − r) 2 . Thus,
Then we have (1 − r) 2 ≤ 4r 2 . By Lemma 3.2, it suffices to prove that
In Corollary 2.5, we have
Applying Corollary 2.5 and Lemma 3.1, we have
where a, b are given in Corollary 2.5. Note that for each positive integer n
where the last equality and the last inclusion hold because Note that for each positive integer n 
