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1
Abstract
An SO(4) gauge invariant model with extended field transformations is examined in
four dimensional Euclidean space. The gauge field is (Aµ)αβ = 1
2
tµνλ(Mνλ)αβ where Mνλ
are the SO(4) generators in the fundamental representation. The SO(4) gauge indices
also participate in the Euclidean space SO(4) transformations giving the extended field
transformations. We provide the decomposition of the reducible field tµνλ in terms of fields
irreducible under SO(4). The SO(4) gauge transformations for the irreducible fields mix
fields of different spin. Reducible matter fields are introduced in the form of a Dirac field
in the fundamental representation of the gauge group and its decomposition in terms of
irreducible fields is also provided. The approach is shown to be applicable also to SO(5)
gauge models in five dimensional Euclidean space.
1 Introduction
Pure Yang-Mills gauge models with extended field transformations (or extended gauge mod-
els) were introduced some time ago [1]. In these models the gauge group indices also par-
ticipate in the space-time “Lorentz” transformations. Two features of such models of note
are the expansion of the gauge field in terms of a number of fields which are “Lorentz”
irreducible, and the mixing of these fields in the gauge transformations of the model.
In this paper we examine the special case of an extended gauge model in four dimensional
Euclidean space (4dE) with gauge group SO(4). The “Lorentz” transformations in 4dE are
then SO(4) transformations. The SO(4) gauge group indices participate in the SO(4) space-
time transformations in a well defined way. This model has recently been examined [2] and
shown to have a number of interesting features. We now examine the field content of the
model in terms of fields irreducible under the “Lorentz” SO(4) space-time transformations.
We also introduce matter fields coupled to the gauge fields: the matter fields being Dirac
4-spinors in the fundamental representation of the SO(4) gauge group. For the matter fields
also the gauge group indices participate in the SO(4) space-time transformations. As a
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consequence, the matter fields also are SO(4)-reducible. Their decomposition in terms of
SO(4)-irreducible fields is straightforward.
Once the decomposition of the gauge and matter fields has been established, it is a
relatively easy exercise to deduce the form of the SO(4) gauge transformations for the
irreducible fields. In these gauge transformations we observe the mixing of the different
SO(4)-irreducible representations. Indeed, in terms of their spin content, we see mixing in
the same transformation of
(i) fields of spin 1 and fields of spin 2 and spin 1, and
(ii) fields of spin 1
2
and fields of spin 3
2
and 1
2
.
This mixing of fields of different spin is not to be confused with supersymmetry. The set
of fields which mix together under the gauge transformations are always either integer spin
multiplets, or half-odd-integer spin multiplets. This mixing of fields of different spin under
a symmetry transformation provides a second example (in addition to supersymmetry) of
how the strictures of the Coleman-Mandula theorem can be circumvented.
In a recent paper [3] we have examined in detail the spinor representations of SO(4) and
the associated four- and two-component spinor fields in 4dE. The spinor representations
of SO(4) are quite different from those of SO(3, 1), the Lorentz group of space-time trans-
formations in four dimensional Minkowski space. We include in the appendices a review of
the salient features of this analysis together with a list of relevant mathematical formulae
required in our discussion.
The remainder of this paper is organized as follows. In Section 2 we introduce the ex-
tended SO(4) gauge model. In Section 3 we expand the SO(4)-reducible gauge field in terms
of SO(4)-irreducible gauge fields. In Section 4 we carry out the corresponding expansion
for the reducible matter spinor fields. In Section 5 we examine the gauge transformations
in terms of the SO(4) irreducible fields. We also examine the Lagrangian density in terms
of the SO(4) irreducible fields. In Section 6 we discuss some of the general features of the
model, and we indicate how the analysis can be extended to higher dimensions.
3
2 Extended SO(4) Gauge Model
The Lagrangian density for an extended pure Yang-Mills gauge model in 4dE has the usual
structure in terms of the gauge field Aµ and the associated field strength Fµν , namely
LYM =
1
4
TrF µνF µν (1)
where
F µν = ∂µAν − ∂νAµ + i[Aµ, Aν ]. (2)
In ordinary gauge theories the gauge group and the set of fields can be chosen quite indepen-
dently and arbitrarily. The same is not true in the extended gauge models. In order that the
gauge indices participate in the space-time transformations of the fields it is necessary that
the dimensionality of the fundamental matrix representation of the gauge group, say d× d,
exactly matches the corresponding representations of the space-time symmetry group. This
restricts greatly the possible choice of gauge group. We make the simplest choice of gauge
group, namely SO(4) itself. The Hermitian generators of SO(4) are, in the fundamental
representation,
(Mµν)αβ = i
(
δµαδνβ − δµβδνα
)
(3)
satisfying [
Mµν ,Mλρ
]
= i
(
δνλMµρ + δµρMνλ − δµλMνρ − δνρMµλ
)
(4)
and we will write the gauge field as
(Aµ)αβ = 1
2
tµνλ(Mνλ)αβ
(
tµνλ = −tµλν
)
. (5)
= itµαβ . (6)
Despite the occurrence of the factor of i in (6), we note that the tµαβ are real fields, as
(Aµ†)αβ = (Aµ)βα∗ = (itµβα)∗ = itµαβ . In terms of t the field strength is, from (2), given by
(F µν)αβ = 1
2
[
∂µtνλρ − ∂νtµλρ + 1
2
(
tµτλtντρ − tντλtµτρ
)]
(Mλρ)αβ (7a)
= i
[
∂µtναβ − ∂νtµαβ + 1
2
(
tµταtντβ − tνταtµτβ
)]
. (7b)
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We now introduce Dirac 4-spinor matter fields in the fundamental representation of SO(4)
Ψα. For the matter fields we choose the following SO(4) gauge invariant, and Hermitian,
Lagrangian density in 4dE
Lmatter = Ψ
†(iγ · ∂ + γ · A)Ψ
= Ψα†(iδαβγ · ∂ + γ · Aαβ)Ψβ. (8a)
= iΨα†γµ(δαβ∂µ + tµαβ)Ψβ. (8b)
We use Hermitian γ-matrices. Our Euclidean space conventions are summarised in Appendix
A and are discussed in more detail in [3]. The action
S =
∫
d4x (LYM + Lmatter) (9)
is clearly invariant under the usual local SO(4) gauge transformations
Ψ(x) −→ U(ω(x))Ψ(x) (10a)
Aµ(x) −→ U(ω(x))(Aµ + i∂µ)U−1(ω(x)) (10b)
where U(ω(x)) = exp
[
i
2
ωλρ(x)Mλρ
]
. The model of (9) is an SO(4) gauge model.
The space-time symmetry group in 4dE is SO(4). In our model we extend the usual field
transformations under this SO(4) group by allowing the gauge group indices (αβ on Aµ and
µ on Ψ) to participate in the transformations, as follows,
(Aµ)αβ(x) −→ (A′µ)αβ(x′) = Λµν
(
U(λ)Aν(x)U−1(λ)
)αβ
= ΛµνU(λ)αρ(Aν(x))ρσU−1(λ)σβ (11)
Ψµi (x) −→ Ψ
′µ
i (x
′) = Sij(λ) (U(λ)Ψj(x))
µ
= Sij(λ)U(λ)
µρΨρj (x) (12)
where
Sij(λ) = exp
[
i
2
λµνΣµν
]
ij
, (13)
U(λ)αρ = Λαρ, (14)
5
x′µ = Λµνxν . (15)
(Here, λµν = −λνµ is the matrix of four dimensional angles parametrising the general four
dimensional rotation matrix Λ; for the precise relationship between λ and Λ see [4].)
It is clear that the gauge potential tµνλ introduced in (5) is reducible under SO(4), i.e.
the gauge potential transforms, under the space-time SO(4) transformations, according to
a non-irreducible representation. (The use of non-irreducible representations of the Lorentz
group has previously been suggested by Dirac [5].) Indeed, the matter field Ψα is similarly
SO(4)-reducible. We now consider the decomposition of tµνλ and Ψα into SO(4)-irreducible
components.
The gauge potential tµνλ decomposes in terms of
• a vector field vµ
• an axial vector field aµ
• two rank 3 tensor fields ∆µνλS,A which are
(1) anti-symmetric in the final two indices:
∆µνλS,A = −∆
µλν
S,A (16)
(2) traceless over the first and either the second or third indices:
∆µµλS,A = ∆
µλµ
S,A = 0 (17)
(3) self-dual S and anti-self dual A respectively with respect to the final two indices:
∗∆µνλS,A =
1
2
ǫνλαβ∆µαβS,A = ±∆
µνλ
S,A . (18)
The decomposition of the gauge potential is given by
tµνλ = δµνvλ − δµλvν + ǫµνλρaρ +∆µνλS +∆
µνλ
A . (19)
The matter field 4-spinor Ψα decomposes in terms of
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• a Dirac 4-spinor Ψ, and
• an anti-symmetric tensor-spinor Ψαβ where
(1) ΨαβR =
1
2
(1 + γ5)Ψ
αβ is self-dual
∗ΨαβR =
1
2
ǫαβλρΨλρR = Ψ
λρ
R (20)
(2) ΨαβL =
1
2
(1− γ5)ψ
αβ is anti-self dual
∗ΨαβL =
1
2
ǫαβλρΨλρL = −Ψ
αβ
L (21)
(together (20) and (21) imply that ∗Ψαβ = γ5Ψ
αβ) and the decomposition of the matter field
is
Ψα = 1
2
γαΨ+ γλΨλα. (22)
The derivation of these results, (19) and (22), and the spin content of these SO(4) irreducible
decompositions are treated in the following sections, and the spin content of these SO(4)
irreducible decompositions discussed.
3 Decomposition of Reducible Gauge Potential
It is well known [6] that SO(4) = SU(2) × SU(2), and that the representations of SO(4)
can be labelled by pairs of SU(2) labels. The occurrence of half-odd-integer labels for
SU(2) indicates spinor representations, eg the (1
2
, 0) and (0, 1
2
) representations correspond
to the two fundamental inequivalent 2-spinor representations of SO(4). The bispinor (1
2
, 1
2
)
representation corresponds to the fundamental, or 4-vector, representation of SO(4).
The reducible gauge potential tµνλ involves a product of three (1
2
, 1
2
) representations. In
a product of two (1
2
, 1
2
) (representations)
(1
2
, 1
2
)⊗ (1
2
, 1
2
) = (1, 1)⊕ (1, 0)⊕ (0, 1)⊕ (0, 0) (23)
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the anti-symmetric combination of the two 4-vector indices ν and λ corresponds to (1, 0)⊕
(0, 1), while the symmetric combination corresponds to (1, 1)⊕ (0, 0). Consequently, corre-
sponding to tµνλ is the product of representations
(1
2
, 1
2
)⊗ [(1, 0)⊕ (0, 1)] = (3
2
, 1
2
)⊕ (1
2
, 1
2
)⊕ (1
2
, 1
2
)⊕ (1
2
, 3
2
). (24)
Each of the representations on the right-hand side of (24) is irreducible. This is the decom-
position that we are seeking.
The spin-content of these irreducible representations can be identified if we focus on the
SO(3) subgroup of SO(4) corresponding to spatial rotations: (3
2
, 1
2
) and (1
2
, 3
2
) each contain
spins one and two while (1
2
, 1
2
) contains spin zero and one. Thus tµνλ will involve two spin-two
states, four spin-one states and two spin-zero states - in all twenty four independent degrees
of freedom in agreement with the expected number for tµνλ = −tµλν .
To describe the decomposition of tµνλ corresponding to (24) it is necessary to use the
dotted and undotted spinor notation for SO(4). This notation is explained in detail in
Appendix [3] and a summary of its salient features is provided in Appendix A. It is crucial
to note that the analysis differs considerably from the corresponding analysis for SO(3, 1) in
four dimensional Minkowski space.
The first step in the decomposition is to write tµνλ as the sum of self-dual and anti-self-
dual parts
tµνλ = tµνλS + t
µνλ
A (25a)
where
t
µνλ
S =
1
2
[
tµνλ + ∗tµνλ
]
, (25b)
t
µνλ
A =
1
2
[
tµνλ − ∗tµνλ
]
, (25c)
with
∗tµνλ = 1
2
ǫνλαβtµαβ . (25d)
The second step is to transform from the anti-symmetric ν, λ indices for the self-and
anti-self-dual parts of tµνλ to spinor indices (see Appendix B)
t
µνλ
S = −
1
2
t
µ b
S a (σ
νλ) ab , (26a)
8
t
µνλ
A = −
1
2
t
µ a˙
A b˙
(σ˙νλ)b˙ a˙ (26b)
where
t
µ b
S a = t
µνλ
S (σ
νλ) ba , (26c)
t
µ a˙
A b˙
= tµνλA (σ˙
νλ)a˙
b˙
. (26d)
Next, we transform from the remaining 4-vector index µ to bi-spinor indices (see Appendix
B)
t
µ b
S a =
1
2
(tS)
b
mn˙a (σ
µ)n˙m, (27a)
t
µ a˙
A b˙
= 1
2
(tA)
m˙na˙
b˙
(σµ)nm˙, (27b)
where
(tS)
b
mn˙a = t
µ b
S a (σ
µ)mn˙, (27c)
(tA)
m˙na˙
b˙
= tµ a˙
A b˙
(σµ)m˙n. (27d)
Putting these three steps together we find
tµνλ = −1
4
[
(tS)
b
mn˙a (σ
µ)n˙m(σνλ) ab + (tA)
m˙na˙
b˙
(σµ)nm˙(σ˙
νλ)b˙ a˙
]
= 1
4
[
(tS)mn˙ab(σ
µ)n˙m(σνλ)ba + (tA)
m˙na˙b˙(σµ)nm˙(σ˙
νλ)b˙a˙
]
. (28)
(tS)mn˙ab is explicitly symmetric in (a, b) but has no particular symmetry with respect to
(m, a) (or (m, b)). Thus we can expand it in terms of the anti-symmetric matrix ǫma and the
symmetric matrices (σαβ)ma
(tS)mn˙ab =
1
2
[
pan˙ǫmb + pbn˙ǫma + (∆S)
αβ
an˙ (σ
αβ)mb + (∆S)
αβ
bn˙ (σ
αβ)ma
]
= 1
2
[
pan˙ǫmb + pbn˙ǫma + (∆S)
µαβ
(
(σµ)an˙(σ
αβ)mb + (σ
µ)bn˙(σ
αβ)ma
)]
. (29)
In this expansion pan˙ corresponds to the (
1
2
, 1
2
) part of (tS)mn˙ab while (∆S)
µαβ
(
= 1
2
(∆S)
αβ
an˙ (σ
µ)n˙a
)
corresponds to the (3
2
, 1
2
) part. However, the (3
2
, 1
2
) part must be totally symmetric in the
three spinor indices (m, a, b); as the second term in (29) is not explicitly symmetric in (m, a)
we impose this symmetry by contracting the term with ǫam and equating to zero
∆µαβS ǫ
am
[
(σµ)an˙(σ
αβ)mb + (σ
µ)bn˙(σ
αβ)ma
]
= 0 (30)
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which immediately gives (see Appendix A)
0 = ∆µαβS (σ
αβσµ)bn˙ = −
1
2
∆µαβS
[
δαµσβ − δβµσα + ǫαβµρσρ
]
bn˙
. (31)
But, as ǫµαβρ∆µαβS = 2
∗∆µµρS = 2∆
µµρ
S , we find
∆ µµρS σ
ρ
bn˙ = 0 . (32)
We conclude that the (3
2
, 1
2
) part of (tS)mn˙ab is identified by imposing the tracelessness con-
straint
∆ µµρS = 0 . (33)
Using (29) in the first term of (28) allows us to identify the self-dual part of tµνλ as
t
µνλ
S =
1
4
[
pρ(σρ)an˙(σ
µ)n˙b(σνλ) ab −∆
ραβ
S (σ
ρ)an˙(σ
αβ) bm (σ
µ)n˙m(σνλ) ab
]
= 1
4
(
pρ Tr
[
σρσµσνλ
]
−∆ ραβS Tr
[
σρσµσαβσνλ
])
. (34)
Evaluating the traces of the products of σ-matrices using the various identities provided in
Appendix A we find
t
µνλ
S =
1
4
(
δµνpλ − δµλpν + ǫµνλρpρ
)
+ 1
2
(
∆ µνλS −∆
νλµ
S −∆
λµν
S
)
. (35)
The term in (35) involving ∆S can be simplified using the result (B.4) derived in Appendix
B, namely
∆ µνλS +∆
νλµ
S +∆
λµν
S = 0
to give
t
µνλ
S =
1
4
(
δµνpλ − δµλpν + ǫµνλρpρ
)
+∆ µνλS . (37)
We note that ∆ µνλS has
1
2
(4.6)− 4 = 8 degrees of freedom - the self-duality condition giving
rise to the factor 1
2
and the tracelessness constraint giving rise to the −4 - appropriate to
the (3
2
, 1
2
) representation.
The anti-self-dual part of tµνλ can be expanded in an analogous manner. In that case we
find
t
µνλ
A =
1
4
(
δµνqλ − δµλqν − ǫµνλρqρ
)
+∆ µνλA (38)
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where qλ belongs to the (1
2
, 1
2
) representation and ∆ µνλA is anti-self-dual
∗∆µνλA =
1
2
ǫνλαβ∆ µαβA = −∆
µνλ
A , (39a)
satisfies
∆µµρA = 0, (39b)
and belongs to the (1
2
, 3
2
) representation.
Combining the results (37) and (38) for tS and tA we finally obtain for the decomposition
of the reducible gauge potential in terms of irreducible SO(4) components
tµνλ = δµνvλ − δµλvν + ǫµνλρaρ +∆ µνλS +∆
µνλ
A (40)
where vλ = 1
4
(p + q)λ and aλ = 1
4
(p − q)λ. We note that the decomposition derived here is
somewhat different from that proposed in [1].
To assist in the analysis of the gauge transformations of the fields in Section 5 we indicate
now the projection from the reducible gauge potential to each of its irreducible components.
The projection for the vector field is straightforward
vλ = 1
3
tµµλ . (41)
The projection for the axial vector field can be similarly written, noting the dual of (40)
above, namely
∗tµνλ = δµνaλ − δµλaν + ǫµνλρvρ +∆ µνλS −∆
µνλ
A (42)
so that the roles of v and a are interchanged in ∗tµνλ. The projection is
aλ = 1
3
∗tµµλ = 1
6
ǫµβγλtµβγ . (43)
We introduce two “orthogonal” linear combinations of the fields ∆S and ∆A, namely
∆ µνλ± = ∆
µνλ
S ±∆
µνλ
A (44)
which are dual to one another
∗∆µνλ+ =
1
2
ǫνλαβ∆µαβ+ = ∆
µνλ
− . (45)
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The projection from t to ∆+ is found by using (41) and (43) above in
∆ µνλ+ = t
µνλ −
(
δµνvλ − δµλvν + ǫµνλρaρ
)
to find
∆ µνλ+ =
1
3
[
2tµνλ − tλµν − tνλµ − δµνtααλ + δµλtααν
]
. (46)
The relationship between ∗t and ∆− evident in (42) above leads to a similar projection from
∗t to ∆−, namely
∆ µνλ− =
1
3
[
2 ∗tµνλ − ∗tλµν −∗ tνλµ − δµν ∗tααλ + δµλ ∗tααν
]
. (47)
Combining (46) and (47) we now find the projections to ∆S,A
∆ µνλS,A =
1
6
[
2(tµνλ ± ∗tµνλ)− (tλµν ± ∗tλµν)− (tνλµ ± ∗tνλµ)
−δµν(tααλ ± ∗tααλ) + δµλ(tααν ± ∗tααν)
]
(48)
where the + sign is used for ∆S and the − sign for ∆A.
4 Decomposition of Reducible Matter Spinor Fields
The matter 4-spinor field introduced in Section 2 Ψµi carries a 4-vector index in that par-
ticipates in both the SO(4) gauge and SO(4) Euclidean space transformation, and a Dirac
spinor index that participates only in the SO(4) Euclidean space transformation. Thus it is
associated with the reducible product of representations
(1
2
, 1
2
)⊗ [(1
2
, 0)⊕ (0, 1
2
)] = (1, 1
2
)⊕ (0, 1
2
)⊕ (1
2
, 0)⊕ (1
2
, 1). (49)
Each of the representations on the right hand side of (49) is SO(4)-irreducible. To understand
this decomposition it is necessary to use the 2-spinor notation in terms of which
Ψµi =

 ψ
µ
a
χa˙µ

 . (50)
12
We will focus separately on the undotted and dotted spinor components. The spinors ψµa ,
χa˙µ correspond respectively to the reducible representations
(1
2
, 1
2
)⊗ (1
2
, 0) = (0, 1
2
)⊕ (1, 1
2
), (51a)
(1
2
, 1
2
)⊗ (0, 1
2
) = (1
2
, 0)⊕ (1
2
, 1). (51b)
As the (1, 1
2
) and (1
2
, 1) representations each contain a spin 3
2
and spin 1
2
state we see that
each of ψµa and χ
a˙µ contain one spin 3
2
state and two spin 1
2
states. This corresponds to
2.(4 + 2.2) = 16 states, appropriate to the vector-spinor field Ψµ.
We first transform the vector index on ψµa to bispinor indices as follows
ψµa =
1
2
ψ b˙ca (σ
µ)ab˙ =
1
2
ψ b˙a dǫ
cd(σµ)cb˙ (52a)
where
ψ b˙ca = ψ
µ
a (σ
µ)b˙c. (52b)
The (0, 1
2
) component corresponds to that part of ψ b˙a d anti-symmetric in (a, b) while the
(1, 1
2
) corresponds to the symmetric part. Thus we have the expansion
ψ b˙a d = −ψ
b˙ǫad + (ψ
αβ
S )
b˙(σαβ)ad (53a)
where
∗ψ
αβ
S =
1
2
ǫαβρσψ
ρσ
S = ψ
αβ
S (53b)
is self-dual. This leads at once to the decomposition of ψµa in terms of its SO(4)-irreducible
components
ψµa =
1
2
σ
µ
ab˙
ψb˙ − σα
ab˙
(ψµαS )
b˙ . (54)
The projection from ψµa to the (0,
1
2
) spinor ψb˙ is
ψb˙ = 1
2
(σµ)b˙cψ µc . (55)
To derive the appropriate projection from ψµa to the (1,
1
2
) spinor (ψαβS )
b˙ we use (55) in (53a)
to find
(ψαβS )
b˙(σαβ)ad = −ψ
b˙
a d +
1
2
(σµ)b˙cψµc ǫad . (56)
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Raising the d index in this equation and using (52b) to relate ψ b˙ca to ψ
µ
a we obtain
(ψαβS )
b˙(σαβ) ca = −ψ
µ
a (σ
µ)b˙c − 1
2
(σµ)b˙eψµe δ
c
a . (57)
Multiplying this equation by (σµν) dc and tracing over the (a, d) indices leads to the projection
(ψµνS )
b˙ = 1
4
[
δµαδνβ − δµβδνα + ǫµναβ
]
(σα)b˙aψβa (58a)
= 1
4
[
(σµ)b˙aψνa − (σ
ν)b˙aψµa + ǫ
µναβ(σα)b˙aψβa
]
. (58b)
The decomposition of χa˙µ into (1
2
, 0) and (1
2
, 1) states proceeds in a very similar manner.
We first transform to the spinor indices
χa˙µ = 1
2
χa˙bc˙(σ
µ)c˙b = 1
2
χa˙ d˙b ǫc˙d˙(σ
µ)c˙b , (59)
and then expand χa˙ d˙b in terms of a part anti-symmetric in (a˙, d˙) and an anti-self-dual part
symmetric in (a˙, d˙)
χa˙ d˙b = −χbǫ
a˙d˙ +
(
χ
αβ
A
)
b
(σ˙αβ)a˙d˙ (60)
giving us for the decomposition
χa˙µ = 1
2
(σµ)a˙bχb − (σ
α)a˙b(χµαA )b. (61)
The projection of χa˙µ to the two SO(4) irreducible components are, then,
χa =
1
2
(σµ)ab˙χ
b˙µ (62a)
(χµνA )a =
1
4
[
(σµ)ab˙χ
b˙ν − (σν)ab˙χ
b˙µ − ǫµναβ(σα)ab˙χ
b˙β
]
. (62b)
The decompositions (54) and (61) can be combined together to give the SO(4) decomposition
of the vector-spinor matter field Ψµ in terms of a Dirac 4-spinor
Ψ =

 χa
ψa˙

 (63a)
and a tensor-spinor
Ψαβ =

 χ
αβ
A a
ψ
αβa˙
S

 . (63b)
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We find
Ψµ = 1
2
γµΨ+ γαΨαµ . (63c)
It is clear that the right chirality part of Ψαβ is self-dual
ΨαβR =
1
2
(1 + γ5)Ψ
αβ =

 0
ψ
αβa˙
S

 (64a)
while the left chirality part of Ψαβ is anti-self-dual
ΨαβL =
1
2
(1− γ5)Ψ
αβ =

 χ
αβ
A a
0

 , (64b)
so that ∗Ψαβ = γ5Ψ
αβ. The projection from Ψµ to Ψ and Ψαβ , or to their right- and left-
chirality parts, can be written in 4-component form as
Ψ = 1
2
γµΨµ (65a)
ΨR =
1 + γ5
2
Ψ = 1
2
γµΨµL (65b)
ΨL =
1− γ5
2
Ψ = 1
2
γµΨµR (65c)
and
Ψαβ = 1
4
(
γαΨβ − γβΨα + ǫαβλργ5γ
λΨρ
)
(66a)
ΨαβR =
1
4
(
γαΨβL − γ
βΨαL + ǫ
αβλργ5γ
λΨρL
)
(66b)
ΨαβL =
1
4
(
γαΨβR − γ
βΨαR + ǫ
αβλργ5γ
λΨρR
)
. (66c)
In 4dE the adjoint of the matter vector-spinor field is the Hermitian conjugate Ψµ†. The
conjugate of the decomposition (63c) is simply
Ψµ† = 1
2
Ψ†γµ −Ψµα
†
γα (67)
as the Dirac γ-matrices have been chosen to be Hermitian. In terms of the SU(2) 2-spinors
these fields are
Ψµ† =
[
ψ
µα
,−χµa˙
]
, (68a)
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Ψ† =
[
χb ,−ψb˙
]
, (68b)
Ψµα
†
=
[
χ
µαb
A ,−ψ
µα
S b˙
]
. (68c)
The decompositions in terms of SO(4)-irreducible components are found by taking Hermitian
conjugates of (54) and (61)
ψ
µa
= −1
2
ψb˙(σ
µ)b˙a + ψ
µα
S b˙(σ
α)b˙a, (69a)
χ
µ
a˙ = −
1
2
χb(σµ)ba˙ + χ
µα b
A (σ
α)ba˙. (69b)
In taking Hermitian conjugates of 2-spinors in 4dE we must pay particular attention to
the index structure of the fields involved. The rules are derived in [3] and summarised in
Appendix A.
5 Gauge Transformations and Gauge Invariant Lagrangian
in terms of Irreducible Fields.
The SO(4) gauge model with extended field transformations was described in Section 2 in
terms of the reducible gauge potential Aµ and vector-spinor matter field Ψµ. Using the
results of Sections 3 and 4 we now consider the SO(4) gauge transformations (10a,b) and
the SO(4) gauge invariant action (9) in terms of the irreducible fields.
Equations (10a,b) are the finite gauge transformations. In this section we restrict our
attention to the transformations for which the gauge parameters ωαβ(x)(= −ωβα(x)) are
infinitesimal. The corresponding gauge transformations for the reducible gauge potential
tµαβ can be written in three equivalent ways
δtµαβ =


∂µωαβ + tµαρωρβ − tµβρωρα (70a)
∂µωαβ + ǫαβλρ ∗tµλνωνρ (70b)
∂µωαβ + ∗tµαρ ∗ωρβ − ∗tµβρ∗ωρα. (70c)
The equivalence of these three transformations, and the equivalence in a number of other
cases below, can easily be established using the result (B.5) in Appendix B. A similar gauge
transformation can be established for ∗tµαβ
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δ ∗tµαβ =


∂µ ∗ωαβ + tµαρ ∗ωρβ − tµβρ ∗ωρα (71a)
∂µ ∗ωαβ + ǫαβλρ tµλν ωνρ (71b)
∂µ ∗ωαβ + ∗tµαρ ωρβ − ∗tµβρ ωρα. (71c)
In a very obvious way we can deduce the following equivalent gauge transformations for the
vector field vµ and the axial vector field aµ
δvµ =


1
3
[
∂αωαµ + 2vαωαµ + 2aα ∗ωαµ +∆αµβ+ ω
αβ
]
(72a)
1
3
[
∂αωαµ + 2vαωαµ + 2aα ∗ωαµ +∆αµβ−
∗ωαβ
]
(72b)
δaµ =


1
3
[
∂α ∗ωαµ + 2vα ∗ωαµ + 2aαωαµ +∆αµβ+
∗ωαβ
]
(73a)
1
3
[
∂α ∗ωαµ + 2vα ∗ωαµ + 2aαωαµ +∆αµβ− ω
αβ
]
. (73b)
The gauge transformations for ∆µνλ± are more tedious to derive; we give here just one of
the equivalent forms in each case. The transformations are
δ∆µνλ+ =
1
3
{[
(∂µ − vµ)ωνλ − aµ ∗ωνλ
]
−
[
(∂ν − vν)ωλµ − aν ∗ωλµ
]
−δµν
[
(∂α − vα)ωαλ − aα ∗ωαλ
]
− δµν∆αλβ+ ω
αβ
+ (∆µνα+ +∆
νµα
+ )ω
αλ +∆λνα+ ω
αµ
}
− (ν ↔ λ) (74)
δ∆µνλ− =
1
3
{[
(∂µ − vµ) ∗ωνλ − aµωνλ
]
−
[
(∂ν − vν) ∗ωλµ − aνωλµ
]
−δµν
[
(∂α − vα) ∗ωαλ − aαωαλ
]
− δµν∆αλβ+
∗ωαβ
+ (∆µνα+ +∆
νµα
+ )
∗ωαλ +∆λνα+
∗ωαλ
}
− (ν ↔ λ). (75)
These transformations can be used to find the gauge transformations of the SO(4) irreducible
fields ∆S,A
δ∆µνλS,A =
1
6
{
(∂µ − vµ − aµ)
(
ωνλ ± ∗ωνλ
)
− (∂ν − vν − aν)
(
ωλµ ± ∗ωλµ
)
−δµν (∂α − vα − aα)
(
ωαλ ± ∗ωαλ
)
− δµν(∆S +∆A)
αλβ
(
ωαβ ± ∗ωαβ
)
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+ [(∆S +∆A)
µνα + (∆S +∆A)
νµα]
(
ωαλ ± ∗ωαλ
)
+ (∆S +∆A)
λνα (ωαµ ± ∗ωαµ)
}
− (ν ↔ λ) (76)
where the + sign is used for δ∆S and the − sign for δ∆A. By inspection of the SO(4) gauge
transformations (72) - (76) we see that the gauge transformations mix together the different
SO(4) irreducible fields. For instance in eq. (72a) the vector vµ is mixed with the axial
vector aµ and the ∆+ field, which contains both spin 2 and spin 1 components.
In a similar vein, using the projections derived in the previous section from the reducible
matter field Ψµ to the “irreducible” 4-spinors Ψ and Ψαβ we can deduce from eq. (10a) the
following SO(4) gauge transformations
δΨ = i
2
ωµνΣµνΨ− [iΣµαωαν + ωµν ] Ψµν (77)
δΨαβ =
(
ωαβ + ∗ωαβγ5
)
Ψ− 1
2
ǫαβλν
(
∗ωλµ + γ5ω
λµ)Ψµν
)
+ i
2
[(
Σαµωβν − Σβµωαν
)
+ ǫαβλργ5Σ
λµωρν
]
Ψµν . (78)
Again, we see the inevitable mixing of Ψ and Ψµν in the gauge transformations.
The Lagrangian density is very simple in terms of the reducible fields as seen in LYM
and Lmatter-eqs. (1) and (8). In terms of the irreducible fields, however, we find a large
number of induced couplings. It must be emphasized that the resulting Lagrangian density,
though complicated, is gauge invariant under the gauge transformations derived above. We
now examine LYM and Lmatter separately.
Using the decomposition of the reducible gauge potential tµνλ derived in Section 3 in the
field strength (F µν)αβ of eq. (7b), we can see that the pure Yang-Mills Lagrangian density
is
LYM =
1
4
[
X
µναβ
(1) +X
µναβ
(2) − (µ↔ ν)
]2
(79)
where Xµναβ(1) is linear in the irreducible fields
X
µναβ
(1) = δ
να∂µvβ − δνβ∂µvα + ǫναβλ∂µaλ + ∂µ∆ναβ+ (80)
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and Xµναβ(2) is quadratic in the irreducible fields
X
µναβ
(2) =
1
2
[
δµβvνvα − δµαvνvβ + δµαδνβ(v · v)
+δµβaνaα − δµαaνaβ + δµαδνβ(a · a) + ∆µλα+ ∆
νλβ
+
+
(
ǫµναρvβ − ǫµνβρvα
)
aρ +
(
δµβǫανλρ − δµαǫβνλρ
)
vλaρ
+
(
∆µνα+ v
β −∆µνβ+ v
α
)
+
(
δµβ∆νλα+ − δ
µα∆νλβ+
)
vλ
+
(
∆µλα+ ǫ
νλβρ −∆µλβ+ ǫ
νλαρ
)
aρ
]
. (81)
We refrain from expanding out LYM in full detail satisfying ourselves instead with the kinetic
part which is quadratic in the fields
L
(2)
YM =
1
4
(
X
µναβ
(1)
)2
= −vµ(2✷δµν + ∂µ∂ν)vν − aµ(2✷∂µν + ∂µ∂ν)aν
−∆µαβ+ (✷δ
µν − ∂µ∂ν)∆ναβ+ − v
α∂µ∂ν∆µνα+
−∆µνα+ ∂
µ∂νvα −∆µνρ− ∂
µ∂νaρ − aρ∂µ∂ν∆µνρ− . (82)
The Lagrangian density for the matter fields is simpler to derive. We consider separately
the kinetic and interaction parts, which upon using γαγβγγ = δαβγγ − δαγγβ + δβγγα +
ǫαβγδγ5γδ becomes
L
(2)
matter = −
i
2
Ψ† 6∂Ψ+ iΨ†αµ(2γµ∂ν − δµν 6 ∂)Ψαν
−iΨ†µν(γν∂µ)Ψ− iΨ†(γν∂µ)Ψµν (83)
L
(3)
matter = −
3
2
iΨ†γ · aγ5Ψ+Ψ
αµ†ΣαµγνΨνβvβ − vαΨαµ
†
γµΣβνΨβν
+iǫαµβρΨαλ
†
γλγµγνΨνβaρ − i∆µαβ+ Ψ
αλ†γλγµγνΨνβ
+2iΨ†γµΨµνvν + 1
2
Ψ†γ · vΣµνΨµν +Ψ†Σµνγ5γ
αΨαµaν
+2i vµΨαµ
†
γνΨ+ 1
2
Ψµν
†
Σµνγ · vΨ−Ψαµ
†
γµΣανγ5Ψa
ν
+ i
2
(
Ψ†γαγµγνΨνβ −Ψαν
†
γνγµγβΨ
)
∆µαβ+ . (84)
It is curious to note that the only term in (84) which is bilinear in Ψ and Ψ† involves just
the axial field aµ and does not involve the vector field vµ or the tensor field ∆
µνλ
+ .
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6 Discussion
In this paper we have examined a particular gauge invariant model in four dimensional
Euclidean space which has extended field transformations: we allow the gauge group indices
on the fields to participate in the Euclidean space SO(4) field transformations. This requires,
of necessity, that the gauge group in question has a four-dimensional representation. In this
paper we have chosen SO(4) itself as the gauge group, availing of the fundamental, or vector,
representation. Gabrielli [1] availed of the gauge group U(4).
The SO(4) gauge model is defined by its action and the gauge transformations under
which the action is invariant. The structure of the SO(4) gauge model is very standard –
we choose as action density the sum of a pure SO(4) Yang-Mills F 2 term and a standard
(for Euclidean space) gauge-invariant matter-gauge field term Ψ†( 6p+ 6A)Ψ where the matter
field is in the fundamental representation of the gauge group. However, the gauge potential
(Aµ)αβ and the matter field Ψµ are now reducible under SO(4).
In field theory models we always work with fields which transform irreducibly under the
symmetry transformations of the space the model is built on. Consequently we investigated
the decomposition of the reducible gauge potential tµνλ = −i(Aµ)νλ and the reducible matter
field Ψµ in terms of SO(4) irreducible component fields. The results of this analysis can be
presented in two ways which may be related by parity transformations.
We consider first the decomposition of the gauge potential. We found the tµνλ can
be decomposed in terms of a vector field vµ, an axial vector field aµ, a rank 3 tensor
∆µνλS
(
= −∆µλνS
)
, self-dual with respect to the (ν, λ) indices and traceless over the (µ, ν)
indices, and another rank 3 tensor ∆µνλA
(
= −∆µλνA
)
, anti-self-dual with respect to the (ν, λ)
indices and traceless over the (µ, ν) indices.
This decomposition corresponds to
(1
2
, 1
2
)⊗ [(1, 0)⊕ (0, 1)] = (1
2
, 1
2
)v ⊕ (
1
2
, 1
2
)a ⊕ (
3
2
, 1
2
)S ⊕ (
1
2
, 3
2
)A . (85)
Alternatively we can consider two linear combinations of ∆S and ∆A which are dual to one
another, ∆± = ∆S ±∆A,
∗∆+ = ∆−.
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In treating the matter fields Ψµ we can choose to use 2-component or 4-component spinor
notation. In the former case we found that Ψµ can be decomposed in terms of 2-component
spinors in the (1
2
, 0) and (0, 1
2
) representations, χ and ψ respectively, and 2-component spinors
in the (1
2
, 1) and (1, 1
2
) representations, namely χαβA (= −χ
βα
A ) and ψ
αβ
S (= −ψ
βα
S ) which are,
respectively, anti-self-dual and self-dual. In the 4-component notation we have Ψ in the
(1
2
, 0) ⊕ (0, 1
2
) representation and Ψαβ(= −Ψβα) in the (1
2
, 1) ⊕ (1, 1
2
) representation as the
two components in the decomposition of Ψµ.
Having the SO(4)-irreducible field structure of the model in hand, we proceeded to an
examination of the induced gauge transformations for each of these fields. The resulting
gauge transformations, while complicated, have the distinctive feature of mixing the fields.
In a sense, (vµ, aµ,∆µνλS ,∆
µνλ
A ) can be thought of as a multiplet of fields under the SO(4)
gauge transformations. The same comment applies to (χ, χαβA ) and (ψ, ψ
αβ
S ).
Finally, we considered the standard action density in terms of the irreducible field com-
ponents.
Although Gabrielli [1] considered a different gauge group, and consequently the multiplet
of gauge fields in his case is different to the one we have found, our tµαβ corresponds to his
Cµαβ . In his paper the action density involves not only the LYM which we have in eq. (79) but
also the induced interactions with the other fields in his multiplet (φ, φ, A,A, T S, T
S
, TA, T
A
)
and their self-interaction and kinetic terms. The explicit form of the action density in terms
of the fields contained within Cµαβ was not considered.
It is interesting to note that we could have made a different choice of gauge group repre-
sentation for both the gauge potential and the matter field Ψ. If instead of the fundamental
representation of SO(4) we had chosen the 4-component spinorial representation, the result-
ing decomposition in terms of SO(4) irreducible fields would be very different. In that case
we would use 1
2
Σµν in place of Mµν throughout. The gauge potential would correspond ex-
actly to that considered by Gabrielli. Furthermore the extended SO(4) field transformations
would be
(Aµ)ij(x)→ (A′µ)ij(x′) = Λµν
[
S(λ)Aν(x)S−1(λ)
]ij
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= ΛµνS(λ)im(Aν)mn(x)S−1(λ)nj (86)
Ψki (x)→ Ψ
′k
i (x
′) = Sij(λ) [S(λ)Ψj(x)]
k
= Sij(λ)S
km(λ)Ψmj (x). (87)
The decomposition of Ψki into irreducible component fields inevitably includes fermionic
scalar and vector fields. This type of result has previously been found in applying these
ideas in three Euclidean dimensions [7].
In an examination of the pure Yang-Mills sector of the model presented here, the presence
of instantons has previously been noted [2].
There are a number of directions in which the approach of this paper can be developed.
First however, we should note a direction that is unlikely to be useful, namely, applying the
analogous approach in flat four dimensional Minkowski space: SO(3, 1) is not a compact
group and, as a consequence, there will be unwelcome ghost states [8]. A more promising
direction of further study would be to extend the gauge group from SO(4) to SO(4) ⊗ G
where G could be any compact Lie group.
The approach of gauge models with extended field transformations can also be applied
in higher dimensional Euclidean spaces. For example, in five dimensions the gauge poten-
tial (Aµ)αβ = −(Aµ)βα has 50 independent components. The decomposition of the gauge
potential analogous to our discussion in Section 3 is
(Aµ)αβ = iT µαβ = i
[
δµαV β − δµβV α + ǫµαβλσEλσ +Dµαβ
]
(88)
where
Dµαβ = −Dµβα , (89a)
Dµµβ = 0, (89b)
Eλσ = ǫλσαβγDαβγ . (89c)
The vector field V µ has 5 components, the anti-symmetric tensor Eλσ has 10 components
while the rank 3 tensor field Dµαβ has 45 components. The constraint (89c) leads to 50
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independent components in total, effectively saying that the Eλσ are not independent com-
ponents.
It is of interest to consider the further decomposition of V µ and Dµαβ into SO(4) irre-
ducible fields, thereby making contact with the analysis of Section 3. It is understood that
the SO(4) rotations are in the space spanned by x1, x2, x3, x4. We also identify the SO(3)
spin content where the SO(3) rotations are in the space spanned by x1, x2, x3. In what fol-
lows Greek indices are understood to take values 1 to 5, while Latin indices take the values
1 to 4. For the vector field we find
V µ = (V i, V 5)
where
V i = (spin 1, spin 0)
V 5 = (spin 0).
Next consider the fields Dµαβ when none of the indices has the value 5, namely Dijk = −Dikj.
This is just the gauge potential tijk considered in detail in Section 3. We identify
(i) the trace over the first pair of indices vk = 1
3
Diik
vk = (spin 1, spin 0)
(ii) the trace over the first pair of indices of the dual ak = 1
3
∗Diik
ak = (spin 1, spin 0)
(iii) the self-dual and anti-self-dual parts of the traceless part of Dijk,∆ijk = Dijk− 1
3
δijDiik
∆ijkS = (spin 2, spin 1)
∆ijkA = (spin 2, spin 1).
We need only consider one of the indices of Dµαβ taking the value 5, as Dµ55 = 0 and
D55k = −Diik due to the constraint (89b). We first consider Dij5 and note that this is
traceless as (89b) implies Dαα5 = Dii5 = 0. We can then identify
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(iv) the symmetric traceless part T ij(= T ji) = 1
2
(Dij5 +Dji5)
T ij = (spin 2, spin 1, spin 0)
(v) the self-dual and anti-self-dual parts of the anti-symmetric part of Dij5, namely BijS ,
B
ij
A where B
ij = 1
2
(Dij5 −Dji5).
B
ij
S = (spin 1)
B
ij
A = (spin 1).
Finally, we consider D5ij = −D5ji ≡ C ij
(vi) the self-dual and anti-self-dual parts C ijS , C
ij
A
C
ij
S = (spin 1)
C
ij
A = (spin 1).
In all we count 3 spin 2 fields, 10 spin 1 fields and 5 spin 0 fields arriving at 50 independent
components as expected. The mixing of the above fields under an SO(5) Yang-Mills gauge
transformation is inevitable. It is interesting to note that the maximum spin we need to
consider is spin two, in both four and five dimensions.
The quantization of extended gauge models of the type proposed in this paper has not yet
been considered. One of the first questions to be addressed in that procedure will be the most
appropriate form of gauge fixing. It is important to identify which of the field components
are dynamical and which are gauge artifacts. In this way it will be possible to identify
clearly the dynamical degrees of freedom. Although it seems more efficient to do explicit
calculations of quantum effects in terms of the original reducible Yang-Mills and matter fields
rather than in terms of the SO(4) irreducible fields, this will depend on the identification
of dynamical degrees of freedom. We note in the action density many occurrences of ǫµναβ
and γ5; both quantities are intrinsically connected with four dimensions. This indicates that
the regularization scheme to be used should be one which preserves the gauge invariance
and does not alter the number of spatial dimensions. Operator regularization [9] is one such
regularization scheme.
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Appendix A. Spinor Notation in 4dE.
In this appendix we summarize the spinor notation in 4dE developed in [3].
A.1 γ-matrix conventions
{γµ, γν} = 2δµν µ, ν = 1, . . . , 4
γµ† = γµ µ = 1, . . . , 4
γµ =

 0 σ
µ
σµ 0


σµ = (i~τ , 1), σµ = (−i~τ , 1) = (σµ)†
γ5 =
1
4!
ǫµνλργµγνγλγρ =

 −1 0
0 1

 , ǫ1234 = 1
Σµν = i
2
[γµ, γν ] = Σµν† = −1
2
ǫµναβΣαβγ5 =

 iσ
µν 0
0 −iσ˙µν


σµν = 1
4
(σµσν − σνσµ)
σ˙µν = 1
4
(σµσν − σνσµ)
C =

 −iτ2 0
0 iτ2

 = −CT = −C† = −C−1 = C∗
A.2 2-spinors and 4-spinors
Ψ =

 ψa
χa˙

 Ψ† =
[
ψ
a
,−χa˙
]
ΨC =

 −ψa
χa˙

 ΨC† = [ψa, χa˙]
Raising and lowering 2-spinor indices:
ψa = ǫabψ
b , ψb = ǫbaψa , χa˙ = ǫa˙b˙χ
b˙ , χb˙ = ǫb˙a˙χa˙
ǫab =

 0 1
−1 0


ab
ǫa˙b˙ =

 0 1
−1 0


a˙b˙
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ǫabǫ
bc = δ ca ǫa˙b˙ǫ
b˙c˙ = δ c˙a˙
Index summation:
undotted indices are summed top to bottom: ψaλa = −ψaλ
a = λaψa
dotted indices are summed bottom to top: χa˙φ
a˙ = −χa˙φa˙ = φa˙χ
a˙
Complex conjugation of 2-spinors:
∗ conjugation raises/lowers 2-spinor indices accompanied by a (±) (+ if the index is in its
“natural position”, − if not) and adds a conjugation bar above the spinor (or removes the
bar already there). For an unconjugated spinor the natural position for either an undotted
or dotted index is as a lower index, so
(ψa)
∗ = ψ
a
=⇒ (ψ
a
)∗ = ψa
(χa˙)
∗ = χa˙ =⇒ (χa˙)∗ = χa˙
but
(ψa)∗ = −ψa =⇒ (ψa)
∗ = −ψa
(χa˙)∗ = −χa˙ =⇒ (χa˙)
∗ = −χa˙
and we deduce that for a conjugated spinor the natural position for an index is as an upper
index.
A.3 Various properties of the σ-matrices:
Products of matrices σµ
ab˙
, σµ a˙b, σµν ba , σ˙
µνa˙
b˙
σµσν = δµν1 + 2σµν
σµσν = δµν1 + 2σ˙µν
σµνσκλ = −1
4
(δµκδνλ − δµλδνκ)1− 1
4
ǫµνκλ1
−1
2
(δµκσνλ + δνλσµκ − δµλσνκ − δνκσµλ)
σ˙µν σ˙κλ = −1
4
(δµκδνλ − δµλδνκ)1 + 1
4
ǫµνκλ1
−1
2
(δµκσ˙νλ + δνλσ˙µκ − δµλσ˙νκ − δνκσ˙µλ)
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σαβσγ = −1
2
(δαγσβ − δβγσα)− 1
2
ǫαβγρσρ
σ˙αβσγ = −1
2
(δαγσβ − δβγσα) + 1
2
ǫαβγρσρ
σασ˙βγ = 1
2
(δαβσγ − δαγσβ)− 1
2
ǫαβγρσρ
σασβγ = 1
2
(δαβσγ − δαγσβ) + 1
2
ǫαβγρσρ
Fierz identities:
δ ba δ
e
f =
1
2
(δ ea δ
b
f − σ
µν e
a σ
µν b
f )
δ ba δ
c˙
d˙
= 1
2
σ
µ
ad˙
σµc˙b
Duality Relations
∗σµν ≡ 1
2
ǫµνλσσλσ = σλσ
∗σ˙µν = −σ˙µν
Other identities
(σ˙µν)a˙ a˙ = 0
(σµν)aa = 0
(σµ)ab˙ = (σµ)b˙a
(σµ) b˙c = (σ
µ)b˙c
(σλσκ)ba = −(σ
κσλ)ab
σλac˙σ
κ c˙
b = (σ
λσκ)ab = −(σ
κσλ)ba
A.4 Complex conjugation of multi-spinors
By a multi-spinor we mean any quantity which has more than one spinorial index (dotted
or undotted, upper or lower). The action of ∗ on such an object is to
(i) raise a lower index,
(ii) lower an upper index
in each case taking account of the natural position of the index,
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(iii) invert the order of the indices
(iv) place a conjugation bar on the multispinor (or remove it from an already conjugated
multispinor).
We can include the σ-matrices in this discussion by noting that if the multispinor is Hermitian
there is no need to introduce a bar. Thus,
(Vab˙)
∗ = V
b˙a
, (V
b˙a
)∗ = Vab˙ , (V
b˙
a )
∗ = −V
a
b˙
(σµ)ab˙
∗ = (σµ)b˙a
(σµν) ba
∗ = −(σµν) ab
(σµν)ab∗ = (σµν)ab = (σ
µν)ba
(σ˙µν)a˙
b˙
∗ = −(σ˙µν)b˙ a˙
(σ˙µν)a˙b˙
∗ = (σ˙µν)b˙a˙ = (σ˙µν)a˙b˙
ǫab
∗ = ǫba , (ψ c˙ab )
∗ = −ψ
ba
c˙
(ψ bc˙a )
∗ = ψ
a
c˙b , (ψ
bc˙
a )
∗ = −ψ ac˙b , etc.
Appendix B.
B.1 2-spinor indices for a 4-vector
Vab˙ = V
µ(σµ)ab˙ =⇒ V
µ = 1
2
Vab˙(σ
µ)b˙a
W a˙b = W µ(σµ)a˙b =⇒ W µ = 1
2
W a˙b(σµ)ba˙
B.2 2-spinor indices for self-dual part of rank-2 anti-symmetric ten-
sor
Sµν = −Sνµ , ∗Sµν = 1
2
ǫµναβSαβ = Sµν
S ba = S
µν(σµν) ba
=⇒ S ba (σ
αβ) ab = S
µνTr[σµνσαβ ]
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=⇒ Sαβ = −1
2
S ba (σ
αβ)b a
We note Sab = Sba.
B.3 2-spinor indices for anti-self dual part of rank-2 anti-symmetric
tensor
Aµν = −Aνµ , ∗Aµν = 1
2
ǫµναβAαβ = −Aµν
Aa˙
b˙
= Aµν(σ˙µν)a˙
b˙
=⇒ Aa˙
b˙
(σ˙αβ)b˙ a˙ = A
µνTr[σ˙µν σ˙αβ]
=⇒ Aαβ = −1
2
Aa˙
b˙
(σ˙αβ)b˙ a˙
We note Aa˙b˙ = Ab˙a˙.
B.4 Special cyclic sum property of ∆S, ∆A, ∆+, and ∆−
∆µνλi +∆
νλµ
i +∆
λµν
i = 0 i = S,A,+,−
where ∆µνλi = −∆
µλν
i and ∆
µµλ
i = 0. To see this we define
H
µνλ
i = ∆
µνλ
i +∆
νλµ
i +∆
λµν
i
and consider the dual of Hµνλi with respect to (νλ) for i = S,A. We find
∗H
µνλ
i =
1
2
ǫνλαβ
[
∆µαβi +∆
αβµ
i +∆
βµα
i
]
= ±
[
∆µαβi ∓ ǫ
νλαβ∆αβµi
]
= ±
[
∆µαβi +
1
2
ǫνλαβǫβµρτ∆αρτi
]
= ±
[
∆µαβi −∆
µαβ
i
]
= 0
from which the result follows.
B.5 Special property of anti-symmetric tensors
If Aµν = −Aνµ and Bµν = −Bνµ and the anti-symmetric tensors T and X are defined by
T αβ = AµαBµβ − AµβBµα
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Xαβ = ∗AµαBµβ − ∗AµβBµα
then X is the dual of T ,
∗Xαβ = T αβ.
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