Abstract: Fundamental solution for a Schrödinger equation with a time-dependent potential of long-range type is constructed. The solution is given as a Fourier integral operator with a symbol uniformly bounded global in time, when measured in natural semi-norms of a symbol class.
Introduction and main result
We consider a Schrödinger operator of the form
defined in H = L 2 (R n ) (n ≥ 1). Here
is Laplacian with domain D(H) = H 2 (R n ), the Sobolev space of order two, and the timedependent potential V (t, x) satisfies the following assumption. We use the notation: ∂ x = (∂/∂ x 1 , · · · , ∂/∂ xn ), ∂ α x = (∂/∂ x 1 ) α 1 · · · (∂/∂ xn ) αn for a multi-index α = (α 1 , · · · , α n ) with α j ≥ 0 being an integer, |α| = α 1 + · · · + α n , and y = 1 + |y| 2 for y ∈ R d (d ≥ 1).
Assumption (V) V (t, x) is a real-valued C ∞ function of x ∈ R n for each t ∈ R such that the derivatives ∂ α x V (t, x) are continuous in (t, x) ∈ R n+1 for any multi-index α and satisfy the condition: There exists a constant ǫ (1 > ǫ > 0) such that for any α with |α| ≥ 1 with some constant C α > 0 independent of x ∈ R n and t ∈ R.
Thus H(t) is considered a self-adjoint operator with D(H(t)) = H 2 (R n ) for each t ∈ R.
Under the assumption we will give a construction of the fundamental solution U (t, s) of the Schrödinger equation (D t + H(t))U (t, s)f = 0, U (s, s)f = f (1.1)
in the form of a Fourier integral operator U (t, s)f (x) = R n R n e i(xξ−φ(s,t,y,ξ)) u(t, s, ξ, y)f (y)dyd ξ for t ≥ s ≥ T or t ≤ s ≤ −T for a sufficiently large T > 0, where the integral is interpreted as an oscillatory integral (see e.g. [7] , [8] ), D t = −id/dt, and ξ = (2π) −n ξ. A construction of this form of U (t, s) was given in [6] with φ(s, t, y, ξ) = (t − s)ξ 2 /2 + yξ. However the amplitude function u(t, s, ξ, y) obtained there is not necessarily uniformly bounded in time t ∈ R when measured in semi-norms of the symbol class, although the uniformly boundedness of the family U (t, s) with t, s ∈ R in operator norm of L 2 (R n ) has been given. There are other works [1] , [3] , [8] , etc. in which fundamental solutions of Schrödinger equations are constructed under more general assumptions on the time-dependent potentials or Hamiltonians. However the uniformly boundedness in time of the symbols or the amplitude functions of the fundamental solutions has not been considered. The purpose of the present paper is to give a construction of U (t, s) such that the semi-norms of the symbol or the amplitude function u(t, s, ξ, y) are uniformly bounded globally in time.
The present type of Schrödinger operators have been considered in [4] and the scattering theory for them has been established. Concrete examples have been listed in Example 1.3 of [4] . We mention an example which was not stated there. Consider N -body Hamiltonian
is a relative coordinate between the i-th and j-th particles. If the pair potential V ij (y) is a C ∞ long-range potential in y ∈ R d satisfying for any α
with some δ (1 > δ > 0), then the time dependent potential V (t, x) defined below satisfies Assumption (V) with 0 < ǫ < δ:
Here χ(x) is a C ∞ function of x ∈ R d which satisfies 0 ≤ χ(x) ≤ 1, and χ(x) = 1 when |x| ≥ 2 and χ(x) = 0 when |x| ≤ 1. This potential describes the effective contribution of V (x) when the N particles scatter and go to N pieces as t → ±∞. This observation was utilized to show the asymptotic completeness of modified wave operators for two-body Schrödinger operators with long-range potentials in [2] , [9] , [10] , etc. The method in the present paper gives a result in N -body case. In fact we can prove that the range of the (modified) clustered wave operator W is defined in [7] , Definition 7.4, as a space of wave functions f with natural asymptotic behavior that e −itH N f decomposes into N clusters in a linear fashion in time t, when t → +∞. The same holds for the case t → −∞ with an obvious modification. As every observable particle is a scattering particle (see [7] , Chapter 4), this result gives the effective asymptotic completeness of the N body scattering problem for general long-range pair potentials. These will be discussed elsewhere.
To state our main result, we define H(t, x, ξ) (x, ξ ∈ R n , t ∈ R) by
We will construct a solution φ(s, t, x, ξ) (t ≥ s ≥ T ) of Hamilton-Jacobi equation
when T > 0 is large. Let S denote the space of rapidly decreasing functions on R n , and let B be a class of complex-valued C ∞ functions p(x, ξ, y) of x, ξ, y ∈ R n with the semi-norms
Our main result is the following, where 1 denotes the constant function. 
for any initial function f ∈ S. The amplitude function u(t, s) = u(t, s, ξ, y) satisfies for any
The similar estimate holds for the negative time t ≤ s ≤ −T (≤ −T 1 < 0).
Phase function φ(s, t, x, ξ)
We will construct the phase function φ(s, t, x, ξ) in this section. For this purpose we consider the Hamilton equation:
with initial condition
This is a system of ordinary differential equations, and can be solved by successive approximation and we have the following estimates. In the following I denotes the identity operator in the sense appropriate to each context. Proposition 2.1 There exist constants T 0 > 0 and C 0 > 0 such that the following holds.
For the details of the proof, see [4] .
Then by the proposition, the mapping T x (y) = x + y − q(s, t, y, ξ) : R n → R n is a contraction mapping when t ≥ s ≥ T ≥ T 1 . Thus by the fixed point theorem for contraction mapping, there is a unique y ∈ R n such that T x (y) = y for each x ∈ R n . From this follows that the equation x = q(s, t, y, ξ) has a unique solution y ∈ R n for each x ∈ R n , and hence defines a mapping x → y = y(s, t, x, ξ) from R n to R n . It is shown further by contraction mapping theorem that this is a bijection, and by the above proposition this mapping becomes a C ∞ -diffeomorphism. Similarly, we can show that η → ξ = p(t, s, x, η) is a C ∞ -diffeomorphism and has the inverse ξ → η(t, s, x, ξ), which is also a C ∞ -diffeomorphism. Summarizing these and using the estimates in Proposition 2.1, we have the following.
Proposition 2.2
There is a constant T 1 ≥ T 0 such that the mappings y → x = q(s, t, y, ξ) and η → ξ = p(t, s, x, η) have the inverse C ∞ -diffeomorphisms x → y(s, t, x, ξ) and ξ → η(t, s, x, ξ) for t ≥ s ≥ T ≥ T 1 , and they satisfy the following.
i) q(s, t, y(s, t, x, ξ), ξ) = x, p(t, s, x, η(t, s, x, ξ)) = ξ.
ii) q(t, s, x, η(t, s, x, ξ)) = y(s, t, x, ξ), p(s, t, y(s, t, x, ξ), ξ) = η(t, s, x, ξ).
iii) There is a constant C 1 > 0 such that for any t ≥ s ≥ T and x, ξ ∈ R n |η(t, s, x, ξ)
iv) For any α, β with |α| + |β| ≥ 2, there is a constant C αβ > 0 such that for any t ≥ s ≥ T and x, ξ ∈ R n
We fix T ≥ T 1 arbitrarily below and define the phase function.
Definition 2.1 Let
be the Lagrangian, and set w(s, t, y, η) = y · η + s t L(τ, q(τ, t, y, η), p(τ, t, y, η))dτ.
Then for t ≥ s ≥ T , we define φ(s, t, x, ξ) = w(s, t, y(s, t, x, ξ), ξ).
By a direct calculation we can show that the following holds.
Proposition 2.3 Let t ≥ s ≥ T . Then the above φ satisfies
∇ x φ(s, t, x, ξ) = η(t, s, x, ξ), ∇ ξ φ(s, t, x, ξ) = y(s, t, x, ξ).
Furthermore φ is a solution of the Hamilton-Jacobi equations
∂ s φ(s, t, x, ξ) + H(s, x, ∇ x φ(s, t, x, ξ)) = 0, ∂ t φ(s, t, x, ξ) − H(t, ∇ ξ φ(s, t, x, ξ), ξ) = 0, φ(s, s, x, ξ) = xξ, and the function φ is uniquely determined by these equations.
Approximate fundamental solution
We define for t ≥ s ≥ T and f ∈ S E(t, s)f (x) = e i(xξ−φ(s,t,y,ξ)) f (y)dyd ξ.
Since f ∈ S, this oscillatory integral is justified by using the differential operator
Namely using the relation P e i(xξ−φ(s,t,y,ξ)) = e i(xξ−φ(s,t,y,ξ)) ,
we integrate by parts in (3.1). From the equality ∇ y φ(s, t, y, ξ) = η(t, s, y, ξ) and Proposition 2.2, it follows the estimate
for some constant C, C ′ > 0. Utilizing this estimate and making integrations by parts we see that the integral in (3.1) converges. It is clear that E satisfies E(s, s) = I. We set for t ≥ s ≥ T and f ∈ S
G(t, s)f (x) = −i(D t + H(t))E(t, s)f (x). (3.2)
Then we have the following theorem. for some constant C > 0 independent of t ≥ s ≥ T . Here S denotes the operator norm of a linear operator S :
The proof is done by usual calculus of Fourier integral operators. See [4] for the details. E(t, s) is called an approximate fundamental solution.
Proof of Theorem 1.1
By the result of [6] we know that U (t, s) exists under our assumption (V). Our purpose is to show that this U (t, s) is expressed in the form of (1.3) for t ≥ s ≥ T when T > 0 is large and the symbol u(t, s) satisfies (1.4). We compute using (D t + H(t))U (t, s) = 0 and (3.2)
Here we note that for f ∈ S
We have
where
is close to ξ by Propositions 2.2 and 2.3. Then we can make a change of variable from ξ to η in (4.2) by
and get
is the Jacobian of the inverse mapping ξ = ∇ y φ −1 (s, t, x, η, y) of (4.3). By Propositions 2.2 and 2.3, J(s, t, x, η, y) is close to 1, so that E(t, s) * E(t, s) is close to the identity operator. We set p(t, s, ξ, y) = e −izη {1 − J(s, t, y + z, ξ − η, y)}dzd η, and define a pseudodifferential operator P (t, s) by
Then by utilizing Fourier's inversion formula (see [5] , Proposition 2.1, or [8] , Theorem 1.4), we have
By Propositions 2.2 and 2.3, and integrations by parts, we get for the symbol p(t, s) = p(t, s, ξ, y)
, · · · ) be the symbol of the multi-product
of the pseudodifferential operator P (t, s). Then using the estimate for the symbol of the multiproduct of pseudodifferential operators (see [5] , Theorem 2.2, [7] , section 5.3, or [8] , Theorem 1.8), we have
for some even integer n 0 > n and some constants C 0 , C ℓ > 0. We remark that the factor ν ℓ comes from the sum
in the estimation formula of the symbol of multi-product (see [5] , [7] , [8] ). Thus when T > 0 is large, the series of symbols
and gives the symbol of the inverse operator
Therefore E(t, s)(I − P (t, s))
gives the inverse operator (E(t, s) * ) −1 of E(t, s) * . Using the product formula of a Fourier integral operator and a pseudodifferential operator ( [5] , Theorem 3.1, the adjoint of the equation ( 
for all ℓ = 0, 1, 2, · · · . (See [5] . The argument above is an easy modification of the one of [5] , Theorem 3.4.) Multiplying (4.1) by (E(t, s) * ) −1 on the left, we get
Applying this expression to U (τ, s) on the right hand side, and iterating the process, we get with writing t = τ 0
We can show that R(τ, s) = G(τ, s) * (E(τ, s) * ) −1 (τ ≥ s ≥ T ) is written as a pseudodifferential operator in a way similar to the above for E(t, s) * E(t, s). Namely we have
By [5] , Proposition 2.1, or [8] , Theorem 1.4, we can further rewrite
where r(τ, s, ξ, y) = e −izηr (τ, s, y + z, ξ − η, y)dzd η.
Integrations by parts with respect to the variables z and η on the right hand side show that r(τ, s, ξ, y) satisfies for some constants for some constants C 0 , C ℓ > 0. The right hand side of (4.6) converges and is bounded by a finite constant K ℓ (T, ǫ, n 0 ) = 2C ℓ C 0 b ℓ+2n 0 ǫ −1 T −ǫ > 0 independent of t ≥ s(≥ T ) when T > 0 is large. Using the product formula of a Fourier integral operator and a pseudodifferential operator again, we see from these and (4.5) that U (t, s) = (E(t, s) * ) −1 K(t, s) has the form (1.3) of a Fourier integral operator and the symbol u(t, s, ξ, y) of U (t, s) is given by u(t, s, ξ, y) = e −i(y−z)ηẽ (t, s, ξ, z)k(t, s, η + ∇ y φ(s, t, y, ξ, z), y)dzd η.
Propositions 2 and 3, integrations by parts, and (4.4) now yield the estimate |u(t, s) − 1| ℓ ≤ C ′ ℓ {(1 + |ẽ(t, s) − 1| ℓ+2n 0 ) (1 + |k(t, s) − 1| ℓ+2n 0 ) − 1} ≤ C ′ ℓ {(1 + Q ℓ+4n 0 (T, ǫ, n 0 )) (1 + K ℓ+2n 0 (T, ǫ, n 0 )) − 1} for some constant C ′ ℓ > 0 independent of t ≥ s ≥ T (≥ T 1 > 0). The proof of Theorem 1.1 is complete.
