Introduction
In this paper we deal with the following bilevel mathematical programming problem: 
}.
We suppose that at least one of these pairs exists. We consider the case of convex bilevel programming, i.e. f and g are convex functions in y. Thus, the lower level problem (1.1) is convex.
The particular structure of bilevel programs facilitates the formulation of several practical problems that involve an hierarchical decision making process like engineering design, analysis of competitive economies, transport system planning, signal optimization, network design, strategic offensive and defensive force problems, government regulation, management, etc., see for example [1] , [2] , [3] .
Convex bilevel optimization presents difficulties normally not encountered in singlelevel mathematical programming. Since the mapping x → y is not differentiable, the objective function F and all the constraints are generally nonsmooth. Thus, the nature of this nondifferentiability is different from the classical nonsmooth optimization. If we substitute the lower level problem by its Karush-Kuhn-Tucker (KKT) conditions, see [4] , we obtain a so-called mathematical program with equilibrium constraints (MPEC), [5] . This is a problem that does not satisfy linear independence constraint qualification ( [4] ) because of the presence of the complementarity slackness condition of the lower level problem together with its primal and dual feasibility conditions into the set of constraints. In consequence, optimization methods based on KKT conditions can not be applied to this MPEC problem.
Various approaches have been developed in different branches of numerical optimization to solve bilevel programs. We mention extreme point, branch and bound algorithms, cutting plane techniques, mixed integer programming, grid search, parametric complementary pivoting, and penalty function methods. A detailed list of references can be found in [1] and [2] .
In this paper we propose necessary and sufficient optimality conditions for bilevel programming that involve an auxiliary single-level mathematical program. Under appropriate assumptions this single-level program satisfies the linear independence constraint qualification and is obtained by substituting the lower level problem by its KKT con-ditions without the primal and dual feasibility conditions. We prove that the set of solutions of the bilevel program is the same as the set of solutions of the auxiliary problem that are primal and dual feasible for the lower level problem.
To solve these conditions, we employ Herskovits' interior point technique for nonlinear constrained optimization, [6] . Neither our optimality conditions nor the algorithm involve any penalization and we solve the bilevel program with an effort similar to that required by a classical well-behaved nonlinear constrained optimization problem.
Employing a model based on bilevel programming, the present method was applied to optimal control of variational inequalities ( [7] ), shape design of solids in contact ( [8] )
and Stackelberg-Cournot-Nash equilibrium problem ( [9] ).
We give numerical results for a set of test problems having linear, quadratic and nonlinear objective functions and constraints. Also an example of Stackelberg-Cournot-Nash equilibrium problem is included. In all numerical experiments and applications the problems were solved in a very efficient way, without any change in the internal parameters of the algorithm.
Optimality Conditions
Letȳ be the solution of problem (1.1) with fixedx. If f and g are differentiable at the point {x,ȳ} with respect to y, under an appropriate constraint qualification, the following KKT necessary and sufficient optimality conditions for problem (1.1) hold.
There exists a vector of Lagrange multipliersξ ∈ R k such that
Here ∇ y denotes the gradient with respect to the variable y. We say that the solution y of the problem (1.1) is nondegenerate, if the strict complementary condition holds:
A solution of the bilevel problem (1) is said to be nondegenerate if this is the case for the lower level problem. We use the term "solution" to mean "local or global solution" and consider the nondegenerate situation.
Replacing under an appropriate constraint qualification the lower level problem (1.1) by its KKT optimality conditions, the following necessary and sufficient optimality conditions for problem (1) 
We have that (2) is a single-level minimization problem. However, since the set of
does not satisfy the linear independence constraint qualification, this problem cannot be solved with classical algorithms exploiting KKT conditions. In fact, let {x, y, ξ} be a feasible point of (2). We have that We are going to show that the solution of problem (1) can be found from the set of solution of the problem 
} is a solution of (1). 2
The proof is trivial. Thus, (3)- (4) can be considered as a optimality condition for a nondegenerate solution of (1). Now, it is possible to assume that problem (3) verifies linear independence constraint qualification. This assumption is not strong, even if counterexamples can be found. This is the case when the set of derivatives of both levels constraints of Problem (1) are not linearly independent.
A Numerical Algorithm
Our approach to find points that verify the present optimality conditions, consists in solving iteratively the nonlinear program (3) so that all the iterates verify (4). This can be done with Herskovits' Feasible Direction Interior Point Algorithm, FDIPA, [6] ,
with only an additional test in the line search.
This algorithm consists in Newton like iterations to solve the system of nonlinear equations, in the primal and the dual variables, given by the equalities included in KKT optimality conditions. Since all the iterates are primal and dual feasible, they converge to KKT points.
Let us consider the nonlinear program
where
We suppose that problem (5) verifies the assumptions required in [6] . That is, let Ω be the following set {X ∈ R A line search is then performed looking for a step length t such that X + td ∈ Ω
• and a decrease of F is obtained.
We use the following notations: Parameters. γ ∈ (0, 1), η ∈ (0, 1), ϕ > 0 and ν ∈ (0, 1).
Step 1. Computation of a search direction
(ii) Compute (d 1 , λ 1 , µ 1 ) by solving the linear system
Step 2. Line search
Compute t, the first number of the sequence {1, ν, ν
Step 3. Updates (ii) Go to Step 1. 2
In [6] it was proved that any sequence of X generated by this algorithm converges to a Karush-Kuhn-Tucker point of problem (5) To solve problem (1) we take
Then, q ≡ m + n + k and p ≡ n + k. In order to find solutions of (5) Global convergence can be proved following the same procedures as in [6] . Based on 
Tests Examples
We carried out several numerical experiments with the proposed algorithm applied to the solution of benchmark problems. These problems are: CF1 from [11] , BCC3 from [12] , YZ1 from [13] , EB1 from [14] , FTC5 and FTC4 form [15] , VSJ1 and VSJ2 from [16] , CV1 from [17] , GS1 from [18] , YZZ2 and YZZ1 from [19] , AS1 from [20] , B5 from [21] , T1 (Stackelberg-Cournot-Nash equilibrium problem) from [22] . We note that all these problems have only nondegenerate solutions.
The numerical results are presented in Table 1 .
Since the present is an interior point algorithm, all solutions are feasible with respect to the inequality constraints of problem (5). Thus, they also verify upper and lower level inequality constraints of the problem (1).
Conclusions
In this paper, we propose new optimality conditions for bilevel programming and a numerical algorithm to solve them, based on an interior point optimization technique.
Even if our conditions require a nondegeneracy assumption, they only involve a non-linear program verifying linear independency regularity conditions and can be a basis to solve bilevel programs using standard optimization algorithms. In this sense our technique, based on a feasible direction interior point algorithm, is simple and efficient. Our numerical experience and the fact that we solve this problem without any kind of penalization, suggest that the present method is very reliable. We believe that this approach can be extended to mathematical programs with equilibrium constraints (MPEC) and generalized bilevel programming problems. 
