The co-evolution and co-movement of financial time series are of utmost importance in contemporary finance, especially when considering the joint behaviour of asset price realizations. The ability to model interdependencies and volatility spill-over effects introduces interesting dimensions in finance. This paper explores co-integrating relationships between crude oil and distillate fuel prices. Existence of multivariate co-integrating relations and bidirectional Granger-Causality is established among the series. It is also established that even after fitting a full VECM, the residuals are not necessarily multivariate normal suggesting the noise could as well be multivariate GARCH.
Introduction
In empirical finance, most realistic applications are actually multivariate in nature. The co-evolution and covariation between the prices of financial assets is essentially important in Finance. Often, the interest is not merely in the behaviour of a single stock but rather in the joint behaviour of several stocks, and such joint behaviour is described using multivariate distributions. Multivariate analysis provides a framework for describing the properties of individual series as well as any possible correlations among series that are interrelated both contemporaneously and across time lags [1] . Co-integration, which provides a sound methodology for modelling both short-run and long-run dynamics in a How to cite this paper: Aduda, J., Weke,equilibrium relationship between the prices of crude oil and the distillate fuels.
The findings from this study will aid in gaining insights into the interdependencies between energy input and output products, information which is useful in portfolio diversification from the refiner's perspective, both for purposes of profit maximization and risk management.
The positive correlation of price variations or volatility clustering, evidenced in speculative markets motivated the introduction of the autoregressive conditional heteroscedastic (ARCH) process by Engle [5] , and it's generalization to the generalised autoregressive conditional heteroscedastic (GARCH) by Bollerslev [6] later. Given their univariate nature, these models neglect the possibility of any further information embedded in multiple measurements with temporal and cross-sectional dependence in empirical stock price variation and the contemporaneous cross correlation implied by economic theory, such as a set of asset prices, exchange and interest rates, stock market indices among other macroeconomic variables.
For dynamic volatilities, multivariate models provide the natural framework to account for cross sectional information. Haigh and Holt [7] employ a Multivariate GARCH (MGARCH) model that allows direct incorporation of the time to maturity effect in accounting for the time-varying volatility spill overs between related markets when considering the possibility of hedging crude oil, unleaded gasoline and heating oil price risk simultaneously in a time varying setting. Their results show the importance of cross market linkages between crude oil, unleaded gasoline and heating oil markets. Veiga and McAleer [8] use the vector autoregressive moving average asymmetric generalised autoregressive conditional heteroscedasticity (VARMA-AGARCH) model of Hoti et al. [9] to show the existence of volatility spillovers between the Standard & Poor's 500 Index (S & P 500), the Financial Times Stock Exchange 100 Index (FTSE 100) and Nikkei 225.
This study builds on the work of Aduda et al. [10] and causal relationships are investigated. The analysis is done using MATLAB [11] and R. The rest of the document is organized as follows: Section 2 discuses the methods used in empirical analysis, Section 3 gives a brief discussion of the data used, and the empirical analysis and the results obtained and finally Section 4 gives a summary of the work and the findings.
Methodology
In this section, we test for cointegration using the trace test, fit a full VECM and test for Grangercausality. The Durbin-Watson (D-W) is also used to check for spurious regression.
Co-Integration
The error processes from two non-stationary series can be represented as a combination of two cumulated error processes. These cumulated error processes form stochastic trends which produce another non-stationary process if combined. If two series, say x t and y t , are related, they would be expected to move together and their two stochastic trends would be similar. If when combined, it would be possible to find a combination of them which eliminates the non-stationarity, then the two series would be co-integrated.
Co-integrated series evolve together, staying close to each other, even if individually, their systems drift about. If the series are not co-integrated, then, their spreads can deviate without bounds and spread trading for risk management would not be optimal [4] . If spreads are mean-reverting, and asset prices are tied together by a common stochastic trend in the long-term, then, the prices are said to be co-integrated. This means there are system feedbacks that keep variables mutually aligned [12] . Co-integration simply augments correlation analysis to include a first stage where the price data are analysed and a second stage that includes dynamic analysis of correlations which inform about any lead-lag behaviour between returns [13] .
According to Engle and Granger [14] 
. It is possible to have up to n − 1 linearly independent co-integration vectors.
Co-integration analysis seeks to detect any common stochastic trends in price data and use these trends for dynamic analysis of correlations in returns, through, the error correction model (ECM 
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Error Correction Model
The time paths of co-integrated variables are influenced by the extent of any deviation from long-run equilibrium. In any case, for the system to return to the long-run equilibrium, the movements of at least some of the variables must respond to the magnitude of the disequilibrium. These movements are captured using an ECM. When two random walk I(1) variables are co-integrated, an ECM can be formulated to study their short-run dynamics as influenced by the deviations from equilibrium [17] . An ECM is a dynamic model in which the movement of a variable in any period is related to the previous period's departure from the long-run equilibrium. In such a model, the changes in a variable depend on the deviations from some equilibrium relation [15] . This implies that in the long run elasticity between y and x, assuming 1 α < , is correlation [18] . These problems could be solved by estimating the first differences of Equation (3) to obtain
however, introduces problems of loss of information about the long-run equilibrium. A more suitable approach is to adopt the ECM, which is set up by subtracting y t − 1 from both sides of the short-run model in Equation (3) and further subtracting γ 0 x t − 1 from both sides of the resulting equation and then re-parametrizing to give
if we take Positive values would imply that the system diverges from the long-run equilibrium path. z t here is the disequilibrium error or the co-integrating residual. The expected value of z t defines a long term equilibrium relationship between x t and y t and the periods of disequilibrium occur as the observed value of z t varies around its expected value.
All terms in the ECM are stationary, so standard regression techniques are valid, assuming co-integration and that we have estimates for β 0 and β 1 [18] . According to Engle and Granger [14] , if
and conversely, the ECM generates a co-integrated series.
The ECM can also be specified in multivariate form. In order to do this, we consider vector autoregressive and moving average (VARMA) or multivariate autoregressive and moving average (MARMA) models. A general V ARMA (pq)
is written as 
where α and β are k × r matrices, though this representation is of course not unique. For interpretations, it is often convenient to normalize or identify the co-integrating vectors by choosing a specific coordinate system in which to express the variables. An arbitrary normalization, suggested by Johansen [19] , is to solve for the triangular representation of the co-integrated system. The elements of β'p t − 1 may be interpreted as equilibrium relations and the elements of α, as adjustment coefficients which multiply the co-integrating relationship β'p t − 1 to help counterbalance the deviations from the equilibrium. α can also be considered (6) represents a VECM and the rank r of the matrix Π determines the number of co-integrating relationships.
The ECM also satisfies the assumptions of classical normal linear regression model (CNLRM) which include a linear regression model, normally distributed residuals, no serial autocorrelation of residuals, and no multicollinearity. As such, diagnostic tests must be carried out to ensure these assumptions are not violated. Among the tests employed are Jarque-Bera (JB) [20] to determine the normality of the ECM, Lagrange multiplier (LM) [21] test for ARCH effects and
Ljung-Box (LB) [22] for serial autocorrelation or cross correlation in the residuals.
Estimation and Testing for Co-Integration
Testing for co-integration is necessary in checking if the models being built are empirically meaningful. With no evidence of co-integration, time series data is considered in differences. Spurious regression can also occur when completely unrelated time series appear to be related [23] . According to [23] , Co-integration allows for the regression of one integrated series over other integrated series [26] . Testing for co-integration implies testing the existence of a long run relationship between two or more non stationary series. Because of this, it is important that a sufficiently long period of data is used, in order to detect the common long term trends among the series under consideration [13] . The two most common methods used for testing co-integration among series are the Engle-Granger (E-G) [14] test, which is based on an ordinary least squares (OLS) regression model, and [27] test, also found in [28] [29], which is based on eigenvalue analysis.
Engle-Granger (E-G) Test for Co-Integration
The residual based E-G test [14] follows in two steps. The first step involves fitting the static OLS regression (after confirming that the series are I(1)) which captures any potential long-run relationship between the series and then carrying out a stationarity test on the residuals of this OLS regression. The second step describes the dynamic adjustment of the series towards an equilibrium.
Since the E-G method produces only one co-integrating vector, it involves pairwise comparison of two co-integrating regressions and it is affected by the choice of the dependent variable. Testing for co-integration using the E-G test is essentially equivalent to testing for unit roots in the estimated residual series us- This test is based on the examination of the long-run coefficient matrix Π = αβ', described in Equation (6), so that testing for co-integration between variables is achieved by examining the rank of Π through the eigenvalues. These 
The trace statistic
The trace test is a test whether the rank of the matrix Π = r. The null hypothesis of the trace statistic is that there are no more than r co-integrating relations. Restricting the number of co-integrating equations to be r or less implies that the remaining k − r eigenvalues are zero, where k is the maximum number of possible co-integrating vectors. Johansen [27] derives the distribution of the trace sta- 
where T is the number of observations and the ˆi λ are the k − r estimated ei- 
Granger-Causality
If two or more time-series are co-integrated, then there must be Granger causality between them-either one-way or in both directions. However, the converse is not true. Co-integration usually indicates the existence of a long-run relationship between variables. Even when the variables are not co-integrated in the long-run, they could still be related in the short-run. If the prediction of one time series is improved by incorporating the knowledge of a second time series, then the latter is said to have a causal influence on the first. Granger [30] proposed a time-series data based approach that can be used to determine causality.
Specifically, two autoregressive (AR) models are fitted to the first time serieswith and without including the second time series-and the improvement of the prediction is measured by the ratio of the variance of the error terms. A ratio larger than one signifies an improvement, hence a causal connection. At worst, the ratio is 1 which signifies causal independence from the second time series to the first. The Granger causality test is based on a standard F-test which seeks to determine if changes in one variable cause changes in another variable.
Data and Results
This study explores the co-integration relationships and interdependencies between the Cushing OK WTI and RBOB and the number 1 heating oil traded in the NYMEX, for the period running from 2 nd January 2006 to 22 nd May 2015.
The data was obtained from the U.S. Energy Information Administration (EIA), the principal agency of the U.S. Federal Statistical System responsible for collecting, analysing, and disseminating energy information [31] . EIA can be accessed at http://www.eia.gov/petroleum/data.cfm.
Spot and futures prices of crude oil and distillate fuels are non-stationary and integrated of order one [10] , and therefore co-integration analysis is suitable. We use the E-G method to test for the existence of a co-integrating relationship between the six series. In this test, we take the crude futures CF series as the dependent variable and obtain the results summarised in Table 1 . 
and the plot of the co-integrating relations (the error correction term), which depicts stationarity, is shown in Figure 1 . Testing for stationarity using the ADF test gives a p-value < 0.001 indicating we reject the null hypothesis of existence of unit roots. However, as has been discussed previously, one of the main drawbacks of the E-G technique of testing for co-integration is that it identifies only a Figure 1 . Co-integrating residuals for the co-integrating relationship in the six series taking crude futures prices as the dependent variable.
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single co-integrating relation, among what might be many such relations. When we consider more than two series, we will have a different co-integrating relationship for every dependent variable specified as shown in Figure 2 where each of the six price series under consideration is taken as the dependent variable.
These relations are not unique and change according to how the dependent variables are chosen. In all the six relationships, we reject the null hypothesis of no co-integration with p-values < 0.001 in all the six instances indicating six co-integrating relations.
For the Johansen co-integration trace test, we examine whether the rank of the matrix Π = r. As such, testing proceeds sequentially for 1, 2, , r k =  and the first non-rejection of the null is taken as an estimate ofsmallest lag for which we obtain a rank of r. In our case this happens for r = 4 at 44, making this the optimal lag length. The trace test indicates 4 lags with a p-value of 0.0746 as shown in Table 2 . Lag 4 is the co-integrating equations at the α = 0.05 level and * denotes Figure 2 . Six co-integrating relations obtained when all six series are considered as dependent variables. 
so that for most cases, the 6 × 6 matrix Π represented in Equation (6) 
After fitting this model, an analysis of the residuals show that they are not white noise. Figure 4 shows plots for the residuals from the VECM. They do not seem to be multivariate normal, and this is confirmed by the results shown on This test is applicable since individual variables from a set of variables that are jointly multinomial distributed are also normally distributed, although if a number of variables are normally distributed individually, they are not necessarily also multivariate normal [32] . The test statistic is given by equation (14) 6 24
The null hypothesis for this test is that the residuals are multivariate normal and this is rejected as can be seen from the p-values reported in Table 3 .
A visual inspection of Figure 4 suggests the presence of volatility clustering.
Further investigation of the residual series reveals the presence of arch effects as shown in Table 4 . The null hypothesis of no ARCH effects is rejected. The noise is therefore MGARCH.
For this study, the results for Granger-causality in levels are reported in Table 5 and results for causality in differences are recorded in Table 6 .
From Table 5 , we see bidirectional causality between almost all the series except for gasoline futures which doesn't Granger cause gasoline spot though gasoline spot Granger causes gasoline futures. This result is confirmed by the joint test also. This actually shows the presence of spillover effects across the series.
From Table 6 , we see, returns from gasoline futures do not Granger cause gasoline spot returns and we also note that gasoline spot returns only Granger causes heating oil futures and maybe heating oil spot returns.
Discussion
In this study, both the E-G test [14] and Johansen's test [27] are used to explore the presence of co-integrating relations between the daily prices of crude oil and distillate fuels. Given the multivariate nature of the data under consideration, Johansen's test becomes more efficient given its ability to test for co-integration Causal relationships are also explores and bidirectional Granger-causality is exhibited for all cases except for the gasoline futures which do not seem to
Granger cause gasoline spot prices. This underscores the importance of the spill-over effects in the volatilities of these price series. It confirms the presence of cointegrating relations and hence spill-over effects.
