This research provides a theoretical foundation for our previous empirical finding that leverage effect has a role in estimating and forecasting volatility. This empirics is also related to earlier econometric studies of news impact curves (Engle and Ng, Chen and Ghysels). Our new theoretical development is based on the concept of projection on stable subspaces of semimartingales. We show that this projection provides a framework for forecasting (across time periods) that is internally consistent with the semi-martingale model which is used for the intra-day high frequency asymptotics. The paper shows that the approach provides improved estimation and forecasting both theoretically, in simulation, and in data.
Introduction
The estimation of volatility from high frequency data is a well researched topic. In a continuous semimartingale (Itô process)
the object is to estimate integrated volatility for time period (day, or other) #i
In the absence of microstructure, the basic estimator is realized volatility (RV), 1 given by
When microstructure is present, more complex estimators are in order, and we shall return to this matter below. To cover both scenarios, we write IV i to denote an estimator of IV i based on intraday data.
Under certain conditions, the RV is a nonparametric maximum likelihood estimator of integrated volatility, 2 and hence efficient. One of these conditions, however, is the absence of leverage effect,
i.e., that W t and σ 2 t are independent. However, this is typically not the case. 3 This raises the question of whether an estimator of the leverage effect can be parlayed into a better estimator of integrated volatility.
Our purpose in this paper is to show that this is indeed the case.
Specifically, we shall argue that an improved estimator of volatility for time period #i is obtained by using an optimal linear combinaion of IV i and the alternative estimator IV i = IV i−1 + an estimator of (C i + P i )
where
(T i+1 − t) d dt log σ, X t dX t and
Similarly, a close to optimal forecast of IV i is given by P IV i = IV i−1 + an estimator of P i .
The estimator of d log σ, X t /dt is based on the estimator of leverage effect developed in (Wang and Mykland (2014) ). Meanwhile, dX t is replaced by ∆X t j when there is no microstructure, and by a preaveraged ∆X τ j when microstructure is present. 4 The estimators are described in detail in Section 3.
The approach in (4)-(6) has two parts. On the one hand, one can draw on the past to better estimate or predict current volatility. On the other hand, and this is new, we have a specific formula for how to draw on the past.
The paper is closely related to earlier work by Meddahi (2002) and Ghysels, Mykland, and Renault (2012) , The premise in these papers is that one can reinforce the current day's estimate of volatility with the previous day's estimate. 5 . Our approach follows this tradition, but with the variation that one can to some extent estimate the quantities P i and C i from high frequency data, without relying on stationarity assumptions. We here use high frequency regression, as discussed in Section 2.
In particular, if the quantities IV i−1 and P i were observed, the prediction equation (6) can be used without further estimation. In our data analysis, however, we shall rely on stationarity-based 4 Pre-averaging with flat weights (see Jacod, Li, Mykland, Podolskij, and Vetter (2009a) , Podolskij and Vetter (2009a,b) , Jacod, Podolskij, and Vetter (2009b) , Mykland and Zhang (2016) ). Other approcahes to estimation under microstructure include are Two and Multi Scales Realized Volatility Aït-Sahalia (2005), Zhang (2006) ), Realized Kernel Volatility, which uses weighted autocovariances (Barndorff-Nielsen, Hansen, Lunde, and
Shephard (2008)), Quasi-likelihood (Xiu (2010) ), and the spectral approach of Bibinger and Reiß (2014) and Altmeyer and Bibinger (2015) . 5 There is, of course, also a lively literature on forecasting, see Andersen, Bollerslev, and Meddahi (2005) and the references therein estimation to obtain the coefficients of IV i−1 andP i (for forecasting) and also ofĈ i and IV i (for estimation) because the relevant quantities are observed with error (i.e., estimated), so the theoretical coefficients may not be optimal. The linear combination of IV i and IV i also needs to be determined empirically.
We shall see in Remark 1 below that the quantities C i and P i are closely related to leverage effect and skewness. In continuous processes, these two concepts are the same object up to a constant (Section 7 of Wang and Mykland (2014) ). The current paper therefore provides a way for skewness to predict volatility. This has earlier been studied in the conext of news impact curves (Engle and Ng (1993) , Chen and Ghysels (2011) ).
The plan of the paper is as follows. In Section 2 we review high frequency regression and the notion of projection on a stable subspace. This provides the theoretical foundation for formulae (4)-(6). Section 3 describes how to estimate the relevant quantities, while consistency and asymptotic normality is shown in Section 4. The theoretical theoretical asymptotic normality is further corroborated in simulation in Section 4.1. Theoretical results under market microstructure noise are provided in Section 5. We explore the method in estimating and forecasting volatilities from the standpoint of simulation in Section 6, and provide a data example in Section 7.
High frequency regression
Consider two continuous semimartingales X t and Y t . In the hypothetical case of continuous observation, the regression of Y on X is given by
The integral f t dX t is the projection of Y on the stable subspace generated by X (Jacod (1979) ).
For the standard case of two general processes Y and X, estimation of f t is similar to the estimation of spot volatility. 6
In our case, a special form of regression emerges. Write
Theorem 1. (Projection Result.) Assume that σ 2 is a continuous seminartingale. Also assume that the T i are equidistant. Write
with
and the regression (7) of Y (i) on X has regression coefficient f (i) given by
with f (i) t = 0 for t ≤ T i−1 and t > T i+1 .
Proof of Theorem 1. The form (11) follows from Theorem 2 (p. 206) of Mykland and Zhang (2017) . The high frequency projection is then obtained using (13) below.
The theorem yields the formulae (4)-(6) as a corollary.
Thus, on the one hand, d log σ 2 , X t /dt is the regression coefficient from the projection of σ 2 on X. 8 On the other hand, it is itself a form of leverage effect, which can be estimated using the methods of Wang and Mykland (2014) . From the right hand side of (13), we also note that the regression coefficient is a normalized high frequency skewness (ibid, Section 7). 2
Estimators
We shall start from the equidistant case when microstructure noise is not present. In addition to the log price process, we will assume the volatility process is another semi-martingale.
Assumption (H): The log-price and volatility processes are both Itô semimartingales:
where W and B are independent standard Brownian motions; Additionally, (a) The processes µ t (ω),μ t (ω), a t (ω), and b t (ω) are locally bounded; (c) The processes σ 2 and σ 2 − (left limit of σ 2 ) are bounded away from zero.
Under Assumption (H), the regression coefficient can be written as
Suppose the data are observed every ∆ n = T /n units of time without any measurement error. The full grid containing all of the observation points is given by:
where t n j = j∆ n for each j. Then the increment (log-return) of log-prices over the j-th interval is ∆ n j X := X t n j − X t n j−1 .
We will take a local window of m n = c √ n time intervals for estimating the spot volatility, since it provides the optimal convergence rate while estimating leverage effect (see Wang and Mykland (2014) ). Let I − n (i) = {i − m n , . . . , i − 1} (if i > m n ) and I + n (i) = {i + 1, . . . , i + m n } define two local windows in time of length m n ∆ n , just before and after time i∆ n . Furthermore, we need to take another window of k n time intervals for estimating the spot leverage effect. k n will be an integer number taking the value c 1 m n n b . Then if we can define
X, and
Remark 2. If b ≥ 1/4, the above estimators need to be modified by tail estimators, as follows.
and
The modified estimators become C i + C e i and P i+1 + P e i+1 , and for b ≥ 1/4, these are the estimators for which limit behavior is presented below. 
Theorem 3. For some positive constant c and c 1 , let m n = c √ n and k n = c 1 m n n b with 0 < b < 1 2 . Then, under Assumption (H), C i converges stably in law to a limiting random variable defined on an extension of the original probability space. That is,
where B is a standard Wiener process independent of F, and η t satisfies:
Then, under Assumption (H), C i converges stably in law to a limiting random variable defined on an extension of the original probability space. That is,
Normality demonstration
In the simulation, we use the Heston model to generate the log-price process X t and the volatility
9 Here, Z n T u.c.p.
−−−→ ZT means that the sequence of stochastic processes Z n T converges in probability, locally uniformly in time, to a limit ZT , that is, sup s≤T | Z where W and V are independent standard Brownian motions. We take the following parameter values: θ = 0.1, η = 0.5, κ = 5, ρ = −0.8 and µ = 0.05.
We simulate data using daily 23400 observations. We repeat each simulation run 2000 times.
We take k n in 3 different settings: m n n 1/4 , 0.1m n n 0.4 and 0.1n. The last setting is stretching the theorem to the boundary case. 
Market Microstructure Noise
In high-frequency financial applications, the presence of market microstructure noise in asset prices can be non-negligible. To deal with market microstructure noise, we employ pre-averaging. The contaminated log return process Y t is observed every ∆t n,i = T /n units of time, at times 0 = t n,0 < t n,1 < t n,2 < · · · < t n,n = T . The noise term has the following structure: Assumption 1.
Blocks are defined on a much less dense grid of τ n,i 's, also spanning [0, T ], so that
(the last block, however, includes T ). We define the block size, M n,i , by In principle, the block size can vary across the trading period [0, T ], but for this development we take L n,i = L: it depends on the sample size n, but not on the block index i. We then use as an estimated value of the efficient price in the time period [τ n,i , τ n,i+1 ):
. . , j + (m n + 1)L} define two local windows in time of length m n L∆ n just before and after time jL∆ n .
Then if b < 1/4, we can define
, and
Remark 3. For b ≥ 1/4, the estimators will be modified in the similar way as mentioned in Remark 2, by adding tail estimators. Denote t = T i+1 − (k n + m n )L∆ n and the tail estimators are defined
by
The modified estimators again become C i + C e i and P i+1 + P e i+1 . 2 
10 Here, Z n T u.c.p.
−−−→ ZT means that the sequence of stochastic processes Z n T converges in probability, locally uniformly in time, to a limit ZT , that is, sup s≤T | Z . Then, under Assumption (H), C i converges stably in law to a limiting random variable defined on an extension of the original probability space. That is,
Normality demonstration
In the simulation, the Heston model 25 is adopted and the parameterization remains unchanged.
The additional noise term is assumed to be an independent normal random variable, N (0, 0.005 2 ).
Due to the pre-averaging step, a larger sample size 10 6 is taken to show the behavior of the estimators. For brevity, in the case with microstructure noise, b is chosen as 0.25. For other choice of b, the simulation results are similar and thus omitted due to issue of space. The simulation results are presented in Figure 2 , and the estimators exhibit a close fit to normal random variables. In the first step, we study the projection of IV i on to IV in fomula 4 as an alternative estimator of integrated volatility. Before studying the estimation performance, we starts from illustrating the theoretical results in formula 11 and 12 with the true values of all the covariates in Table 1 , the true values of integrated volatility, C i and P i . Table 1 shows that all the coefficients are around 1 and significantly different from zeros, which is consistent with the theories of high frequency projection.
Then we examine the estimation of integrated volatilities by substituting the estimated covariates as in formula 4. Table 2 : Volatility prediction results of IV i by IV i−1 , C i and P i .
6. Similar to the previous study, we provide the prediction results in two scenarios, with true values of IV i−1 and P i and the estimated values of IV i−1 and P i . The results with all true covariates are presented in Table 3 . Clearly, besides the well acknowledged predictor IV i−1 , P i is a significant additional predictor for integrated volatilities. This significance can be seen by both the small p -value and the sum of square. Table 3 : Volatility prediction results of IV i by IV i−1 and P i with the true values of all the covariates.
This should be compared to formula (6).
In addition to the prediction of true IV i , the prediction of IV i by IV i−1 and P i is also studied, since in application, true IV i is not available and the meaningful prediction of integrated volatility Table 4 : Volatility prediction results of IV i by IV i−1 and P i .
is the prediction of IV i . Clearly, P i still contributes significantly to IV i on top of IV i−1 . Table 5 : Volatility prediction results of IV i by IV i−1 and P i .
The third step of the simulation illustrates how the combination of IV i and IV i will improve the estimation of integrated volatility. For the sake of space, on the results with estimated covariates are presented in Table 2 . With no argument, IV i is the most significant predictor. But it is surprising to find that IV i also explains quite a lot of variation in integrated volatilities.
Estimate P(> |t|) SS explained vif
Intercept i −3.152 × 10 −9 0.86271 Table 6 : Volatility prediction of true IV i by the estimated IV , C i and P i .
To further examine the performance of IV i , we also consider a time series model to incorporate dependence structure within sequence and extra noise terms. Results from VARMA(1,1) model are shown in Table 7 . Even with extra MA noise, the prediction of IV i still relies on both IV i−1 and P i significantly. And with the extra MA part, C i is not as significant as in the previous regression.
But this is alright since in prediction, C i is not observable. 
A data illustration
In the empirical study, we employ Microsoft stock trades data from the New York Stock Exchange Table 8 and Table 9 . Table 8 are not as significant, the variability explained by P i is much higher than that explained by IV i−1 .
The results suggest that P i is at least as powerful as IV i−1 in forecasting volatilities. Table 8 : Volatility prediction results of IV i by IV i−1 and P i in empirical study . Table 9 : Volatility prediction results IV , C i and P i in empirical study .
over every year, the C i and P i have significant contribution to the volatility estimation. There are significant extra powers in addition to the ones from the previous period's integrated volatility.
When the previous period's integrated volatility is not significant in the prediction, the C i and P i still contribute considerably in explaining the variation in the integrated volatility, such as in year 2010.
Conclusion
In this paper, we have shown that (1) the leverage effect has a rôle to play in estimating and forecasting volatility, and (2) that it permits the extraction of information from previous days' data. This is the first theoretical result to this effect that does not rely on stationarity or other additional conditions. We have also seen that the resulting method improves estimation and prediction of volatility, both in simulation and in data. The improvement for real data is particularly striking, as we have seen in Table 9 in Section 7.
APPENDIX: PROOFS
A Preliminary results
A.1 Localization
As shown in, for example, Jacod and Protter (2012) , localization is a simple but very powerful standard procedure to prove limit theorems for discretized processes over a finite time interval.
Adopting the localization procedure, it is sufficient to prove our results only under a stronger version of Assumption (H), and the same results will remain valid under the original Assumption (H). In particular, we can strengthen Assumption (H) by replacing the locally boundedness conditions by boundedness, and we only need to prove our results under the boundedness condition. More precisely, we set Assumption (SH): We have (H) and, for some constant Λ and all (ω, t, x),
the coefficients of a t are also bounded by Λ.
To prove the consistency and CLT, we will consider a decomposition of the difference between the estimators and the parameters. First, we will define two intermedia processes C i and P i as follows:
X and
From the definition, C i and P i can be viewed as intermedia estimators of C i and P i by substituting true spot volatilities for the estimated ones. With C i and P i , we have the following decomposition:
We shall prove that the two terms on the right hand side will converge to zero in probability for the consistency. In addition, they converge stably to asymptotic random variables up to proper scaling with the correct convergence rate. In the proof of consistency and CLT, we will mainly discuss P i since the corresponding proofs for C i can be argued from analogy.
For simplicity, the second summation will be denoted as
for some positive constant K. At any time t i we have
) is a vector of normal random variables independent of F. They have zero Fconditional covariance and
B Proof of Theorem 3
Step 1. Let u n = n b and b < 1/4. In this step we analyze √ u n V n t . Define
The variable ξ n i has a vanishing F (i−1)∆n -conditional expectation, but it is not F i∆n -measurable. To induce "some conditional independence" of the successive summands, we split the sum over i into big blocks of sizemk n (m will eventually go to infinity, to ensure that the summation over these big blocks is asymptotically equivalent to the summation over all blocks), separated by small blocks of size 2k n ; cf. Section 12.2.4 of Jacod and Protter (2012) . The condition onm ism → ∞.
More specifically, define I(m, n, l) = (l − 1)(m + 2)k n + 1. Then the l-th big block contains ξ n λ for all i between I(m, n, l) + k n + 1 and I(m, n, l) + (m + 1)k n , and the total number of such blocks is l n (m, t) = t/∆n −1
We are going to show that Z(m) n t is asymptotically negligible first. By successive conditioning, we get E I(m,n,λ)−kn−1 ξ I(m,n,λ)+r = E I(m,n,λ)−kn−1
As before, ψ n → 0, and it may change from line to line. Observe that, for any given n andm, there is no overlap among the sequence ξ(m) n i . Then it is easy to verify that
The first term on the right-hand side of the expression above is O p (k n ∆ n ). For the second term, when j > r, by successive conditioning, we get E I(m,n,λ)−kn−1 ξ I(m,n,λ)+r ξ I(m,n,λ)+j
where O p (1) comes from the standardized estimation error of spot volatility. Irrespective of whether ∆ n j X is correlated with its associated O p (1) or not, the conditional expectation of their product is O p (∆ n ). The same argument applies to ∆ n r X . Hence, the above result readily follows. Then, as long asm goes to infinity, Lemma 4.1 in Jacod (2012) yields that Z(m) n t u.c.p.
Next, notice that the variable ξ(m) n i has vanishing F I(m,n,i) -conditional expectation, and is F I(m,n,i+1) -measurable. That is, it behaves like a martingale difference. We are going to prove that
The remaining difficulty is that the ξ n λ may have overlaps within the big block. To deal with this, recall that I − n (i) = {i−k n , . . . , i− 1} if i > k n and I + n (i) = {i + 1, . . . , i + k n }, which define two local windows of length k n ∆ n just before and after the time point i∆ n . Let I ± n (i) be the union of them. Furthermore, let
With these notations, we can decompose the conditional second moment of ξ(m) n λ , as follows:
From Lemmas 1 , we have
Next, notice that, when j ∈ J(m, n, i, r), there is no overlap between ξ I(m,n,i)+r and ξ I(m,n,i)+j .
Hence, by successive conditioning, we obtain
The calculation of the fourth moments is even more tedious; we present partial results and omit the remainder of the calculations for brevity:
As for the last equation in (B.10), we first note that it holds when M is orthogonal to W and B.
Besides, when M = W or M = B, according to the proof of Lemma 1, one can verify by successive conditioning that
In any other case, M can be decomposed into the sum of two components, one driven by W and B and the other orthogonal to B and W . Thus the result readily follows.
Step 2. In this step, we are going to prove the following result for j = 1, 2, 3:
For D(2) n t , we have by Itô's formula:
Consequently, we obtain
Hence, Lemma 4.1 in Jacod (2012) implies that √ u n D(2) n t u.c.p.
− −− → 0.
For √ u n D(1) n t , by the Cauchy-Schwarz inequality, we obtain
− −− → 0 readily follows from the fact that lim sup
Since D(3) n t is a Itô integral, its quadratic variation can be calculated as:
When b ≥ 1/4, the proof will go through the similar analysis from step 1 to step 2. But in the first step, besides considering V n t , D(3) n t should be added because of the tail estimator. Therefore, in step 1, the asymptotic variance will be derived from √ u n (V n t + D(3) n t ). We will only provide some details in step 1. For step 2, all the convergence can be verified in the similar manner as in the proof under b < 1/4.
The big block and small block technique will still be applied and the last big block will be the block [n − k n − m n , n]. On this block, the asymptotic variance of D(3) n t will be calculated and added to the variance of √ u n V n t D(3) T i+1 −(kn+mn)∆ n (t − T i ) 2a t dX t
Then we can deploy essentially the same ideas as in the proof of Theorem 3. The last three terms in the decomposition will still converge to 0 if b < 1/4. If b ≥ 1/4, D(3) n t will be added into V n t as the last piece of the big block.
For the asymptotic variance, if we consider ∆ n as the unit of time change, then we can keep the same notation as in the proof for the case without microstructure noise. There is only one difference that we need to point out: ∆ n jLX and ∆ n (j+1)LX are not conditionally independent while ∆ n j X and ∆ n j+1 X are. Therefore, except for the conditional second moments, there will be an extra cross product term contributing to the asymptotic variance. In particular, The first equation is proven by the summation of (C.13) and (C.14). The remaining two equations can be proven through tedious calculations, analogous to the ones in the proof of Theorem 3. As a result, we complete the proof of Theorem 3.
