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1. Introducció i objectius del projecte 
1.1. Descripció del projecte 
Avui en dia, els usuaris informàtics habituals no conceveixen l’ús d’un processador de textos 
que no incorpori l’ajuda d’un corrector que ens faciliti la tasca d’escriure un text. De fet, es 
normal trobar aquest tipus d’eines en els paquets d’ofimàtica, navegadors webs, smartphones, 
gestors de correu electrònic o en planes webs. 
Un corrector és una eina que analitza les faltes que apareixen dins un text i les corregeix, 
substituint les faltes trobades al text per altres paraules trobades dins un diccionari. Aquest 
procés es pot realitzar de forma automàtica o bé d’una forma semiautomàtica, suggerint un 
conjunt d’opcions possibles i deixant que l’usuari esculli quina de les opcions suggerides per 
l’aplicació és correcta.  
 
Figura 1: Captura del corrector ortogràfic de Microsoft Word 
El disseny d’un corrector, queda definit segons la resposta que dona als diferents tipus 
d’incorrecció amb la que es pot trobar. Aquesta incorrecció es pot classificar segons dos 
criteris, la tipologia dels errors deguts al tipus de text a corregir i  la capacitat de descobrir els 
diferents tipus d’errors que poden aparèixer en el text. 
La font de la qual prové el text que es vol corregir, influeix en el procés de construcció d’un 
corrector d’una forma molt significant, ja sigui pel tipus de font en el que obtenim el text que 
es vol corregir, com el domini del qual tracta el text. El tipus de font (fòrums d’internet, 
fragment d’un diccionari enciclopèdic o llibre editorial, historial d’una conversa de chat, etc. ) i 
el domini del qual tracta pot facilitar l’aparició d’un vocabulari o d’un conjunt de formes de la 
llengua (anglicismes, neologismes, llenguatge ‘slang’ o col·loquial,...) als que hem d’estat 
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preparats per donar una resposta correcta, si no és coneix la terminologia o bé no estem 
preparats per a les estructures típiques de la font, es detectaran falses paraules errònies o bé 
no es realitzarà la correcció de forma correcta. 
Hem parlat que el corrector ha de treballar amb la natura del tipus d’error que es troba en el 
text, així el corrector pot donar suport als diferents tipus d’errors que poden estar presents en 
el text: errors ortogràfics, sintàctics o semàntics. 
L’error ortogràfic és aquell degut a una incorrecció de l’ús dels símbols gràfics amb que s’escriu 
un llenguatge. Un error ortogràfic pot provocar que la paraula erròniament escrita es 
confongui amb una altra paraula existent en la llengua amb un significant diferent o bé una 
inexistent directament. 
Me gustaría navegar por el oceano pacifico. - Me gustaría navegar por el océano pacífico. 
Cojed lo primero que encontréis. – Coged lo primero que encontréis. 
L’error sintàctic és aquell degut a una mala combinació de paraules que no compleixen de 
forma correcta el conjunt de regles que es defineixen en la sintaxis d’un idioma, com la 
concordança de gènere i nombre entre un nom i els seus complements. 
Venir a verme el martes – Venid a verme el martes. 
La perro del jardinero. – El perro del jardinero 
 L’error semàntic és degut a construccions sintàcticament correctes, però que o bé tenen un 
significat ambigu o bé tenen una manca de sentit. 
Mi amigo es contento. – Mi amigo está contento. 
La idea del projecte és oferir una eina de suport software lliure, fàcilment configurable i 
ampliable segons les necessitats d’un usuari, que pugui realitzar un procés de correcció centrat 
en la correcció dels errors ortogràfics que apareixen en un text pla, incorporant alguns detalls 
de correcció sintàctica i semàntica. Els textos que es corregeixen no tenen cap format enriquit, 
per a que pugui ser emprat en qualsevol procés posterior. 
  
11 
1.2. Motivació del projecte 
La possibilitat de realitzar aquest projecte em va sorgir mentre cursava l’assignatura de 
Processament del Llenguatge Natural (PLN) quan se’ns va informar que hi havia la possibilitat 
de realitzar una beca en un projecte dins el departament de LSI que provenia d’una empresa 
anomenada Vi-Clone que realitza assistents virtuals per a planes web i que necessitava, entre 
d’altres coses, d’un corrector ortogràfic que es pogués utilitzar en un assistent virtual que 
treballa en l’àmbit de serveis de telefonia. 
Així doncs, partint de la proposta de l’empresa Vi-Clone de realitzar un conjunt d’eines per a la 
correcció, la meva implicació en el projecte consistia en realitzar modificacions en un mòdul ja 
existent en el conjunt de llibreries FreeLing que pogués oferir una utilitat de correcció 
ortogràfica, seguint les directrius dels meus directors i sense una coordinació directe amb 
l’empresa. El mòdul permetria que, donada una entrada de text es generés un conjunt 
d’alternatives per a cada paraula incorrecta que hi aparegui i que posteriorment, es pogués 
realitzar un procés de correcció complert que triï la combinació d’alternatives més idònia. 
Personalment, vaig acceptar la possibilitat de fer el projecte conjuntament amb la beca per tal 
de poder formar part d’un projecte real i alhora posar en pràctica els coneixements que he 
anat assolint al llarg de la carrera. També per aprofundir en els meus coneixements en 
diferents llenguatges de programació i scripting com C++, bash i Perl, familiaritzar-me amb 
diferents opcions de les eines de compilació i de l’entorn de desenvolupament Linux i 
consolidar alguns conceptes apresos a l’assignatura de PLN. 
1.3. Objectius 
Després de realitzar les primeres reunions i un cop avançat el projecte es van poder definir els 
objectius del projecte, que es troben definits a la llista següent: 
- Desenvolupar un seguit de classes i biblioteques que permetin la generació de 
candidats per a les paraules incorrectes d’un text. 
- Desenvolupar una utilitat per processar les alternatives suggerides i triar aquelles més 
adients. 
- Realitzar un algorisme de generació de candidats basat en A* guiat per una heurística 
relacionada amb les paraules previstes com a correctes dins un diccionari i uns 
operadors basats en les operacions aplicables en una distància d’edició. 
- Les distancies d’edició emprades per comparar la paraula original amb les alternatives 
o candidats han de ser configurables, es presenten tres possibilitats: Distància d’edició 
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clàssica, distància d’edició fonètica i distància heterogènia, que resulta d’una 
configuració que permet emprar més d’un tipus de distància de les anteriors 
- Incorporar el conjunt de classes i utilitats dins la plataforma FreeLing, seguint l’estil de 
programació i documentació establerts. 
- Construir un sistema que sigui fàcilment configurable. 
- Construir un sistema que sigui ampliable amb poques dificultats. 
- Estudiar possibles heurístiques per guiar la cerca de candidats, així com la selecció 
d’aquests, realitzant un seguit de proves per comprovar el funcionament correcte del 
procés en un àmbit general i en un domini particular com el domini telefònic. 
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2. Conceptes bàsics 
Els conceptes bàsics per a podes seguir sense dificultats el desenvolupament de la memòria es 
citen a continuació. 
2.1. FreeLing 
Com ja he comentat anteriorment, un dels objectius principals d’aquest projecte era la 
integració de les utilitats de correcció i el software desenvolupat dins el FreeLing. Aquest 
apartat pretén ser una breu descripció de què és el FreeLing i que implica realitzar aquest 
projecte dins el marc d’aquesta plataforma. 
El FreeLing és un conjunt de biblioteques en desenvolupament constant que ofereixen serveis 
d’anàlisi del llenguatge natural amb suport per a diferents idiomes amb aplicacions tals com 
anàlisi morfològica i PoS tagging, reconeixement de dates i entitats nombrades, etc. (Definició 
extreta de la documentació del FreeLing). 
Observem alguns exemples de les funcionalitats amb l’analitzador inclòs a les llibreries i a 
l’eina de proves de la web. 
Pos Tagging            Named Entity Detection 
Entrada: El gato come pescado. 
 
 
 
Sortida: 
El el DA0MS0 
gato gato NCMS000 
come comer VMIP3S0 
pescado pescado NCMS000 
. . Fp 
 
 
 
Figura 2: Exemples de serveis d’anàlisi del FreeLing 
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És per tant un conjunt de biblioteques orientades a desenvolupadors, programada en el 
llenguatge C++ i realitzat sota llicencia GPL, que divideix les diferents funcionalitats que ofereix 
en els seus respectius mòduls, que poden ser operatius o no per als diferents idiomes que 
suporta el FreeLing. La versió que s’ha utilitzat com a base per a realitzar el projecte ha estat la 
versió FreeLing 3.0, que consta dels següents mòduls operatius per als diferents llenguatges: 
 
Cadascun d’aquests mòduls consta d’un seguit de classes que permeten realitzar la tasca 
corresponent a l’objectiu concret del mòdul, el nostre projecte consistirà en l’ampliació d’un 
petit mòdul de correcció ortogràfica disponible per al castellà (es). 
2.2. Distància de Levenshtein o d’edició 
La distància de Levenshtein, comunament anomenada distància d’edició, és una mesura per 
comparar dues cadenes de caràcters i es defineix com el mínim nombre de canvis que s’han de 
fer sobre una cadena per a transformar-la en una copia de la segona cadena. 
Aquesta distància sembla útil per abordar el nostre problema donat que, en molts casos, els 
errors ortogràfics tenen a veure amb substitucions, eliminacions o afegits de lletres en la 
paraula. 
Figura 3: Serveis d’anàlisi del FreeLing disponibles per als diferents idiomes 
15 
Les operacions permeses per al càlcul d’aquesta distància són la substitució de caràcters, la 
inserció i l’eliminació d’un caràcter. Les tres operacions tenen el mateix pes per a calcular el 
nombre mínim d’operacions. 
Aquesta mesura pot ser utilitzada per a tècniques de cerca aproximada de cadenes 
(aproximate string matching), comunament utilitzades en cerca de patrons, correctors 
ortogràfics, etc. 
 
Per veure un exemple, considerem les paraules verde i vendo en castellà. En la figura x es 
mostra la taula que es construeix amb l’algorisme. Podem veure que els canvis que s’han de 
realitzar són 2 substitucions, verde i vendo, substituir la r per la d compta com a una operació i 
substituir la segona e per una o seria la segona operació per a que les dues paraules siguin 
iguals, per tant, la distància de Levenshtein entre aquestes dues paraules és 2. 
  
   // m i n son les dimensions de les cadenes 
   Matriu enters d[m, n] 
 
   i, j enters 
   //Iniciar els valors de la primera columna 
    Per i des de 1 fins a m 
        d[i, 0] := i 
    Fi Per 
 
    //Iniciar els valors de la primera fila 
    Per j des de 1 fins a n 
        d[0, j] := j 
    Fi Per 
 
    Per j des de 1 fins a n 
        Per a i des de 1 fins a m 
            Si s[i] = t[j] llavors   
                d[i, j] := d[i-1, j-1] 
                //No es necesaria cap operació 
            Sino 
                d[i, j] := minim( 
                     d[i-1, j] + 1,  // Eliminar un caràcter 
                     d[i, j-1] + 1,  // Insertar un caràcter 
                     d[i-1, j-1] + 1 // Substitució d’un caràcter 
                ) 
            Fi Si 
        Fi Per 
    Fi Per 
    //El valor resultant es trova a d[m,n] 
Figura 4: Algorisme per calcular la distancia d’edició 
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  v e r d e 
 0 1 2 3 4 5 
v 1 0 1 2 3 4 
e 2 1 0 1 2 3 
n 3 2 1 1 2 3 
d 4 3 2 2 1 2 
o 5 4 3 3 2 2 
Figura 5: Exemple de taula de canvis mínims amb distancia de Levenshtein 
2.3. Distància de Damerau-Levenshtein 
La distància de Damerau-Levenshtein és una altra mesura per comparar dues cadenes de 
caràcters també definida com el mínim nombre d’operacions que s’han de realitzar sobre una 
seqüència de caràcters per a que sigui idèntica a una segona seqüència. 
La diferència entre aquesta distància i la distància definida anteriorment correspon al nombre 
d’operacions possibles i el pes que tenen aquestes en el càlcul del nombre mínim 
d’operacions. 
Les operacions permeses per al càlcul d’aquesta distància són les mateixes que en el cas de la 
distància de Levenshtein i s’afegeix una operació de permutació de 2 caràcters consecutius 
d’una mateixa cadena.  
És per aquesta raó que es considera que la distància de Damerau-Levenshtein pot ser d’utilitat 
per al nostre projecte, ja que la permutació de 2 lletres d’una paraula també és un possible 
error ortogràfic a tenir en compte. 
El pes per a les operacions de substitució, inserció i eliminació és el mateix per a les 3 i 
compten com a una operació, la operació de permutació compta com dues operacions en el 
moment de fer el càlcul del nombre mínim de canvis pel fet de ser una operació més 
complexa. 
Seguint amb l’exemple anterior, verde i vendo continuarien tenint una distància de Damerau-
Levenshtein de 2, degut a que el nombre d’operacions a realitzar és el mateix que en el cas 
anterior. En canvi, si considerem les cadenes vedne i vende, veiem que amb el nou algorisme 
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només hem de realitzar una operació de permutació de cost 2, que correspon a 2 operacions 
de substitució del algorisme de Levenshtein amb cost 1.Podem observar la taula creada per 
l’algorisme en la figura XXXX. 
  v e d n e 
 0 1 2 3 4 5 
v 1 0 1 2 3 4 
e 2 1 0 1 2 3 
n 3 2 1 2 1 2 
d 4 3 2 1 2 2 
e 5 4 3 2 2 2 
Figura 6: Exemple de taula de canvis mínims amb Damerau-Levenshtein 
2.4. Distància d’edició fonètica 
La distància d’edició fonètica és una distància utilitzada en aquest projecte per obtenir 
comparar dues cadenes de fonemes basada en una modificació de la distància de Damerau-
Levenshtein. 
El fonema és una abstracció del so i és l’entitat mínima que el representa, cada llenguatge té 
un conjunt finit de fonemes i varien segons el llenguatge. Els fonemes es classifiquen segons si 
corresponen a sons vocàlics o sons consonàntics i dintre d’aquestes divisió es poden classificar 
segons altres factors tals com el mode d’articulació, punt d’articulació, sonoritat, trajecte de 
l’aire,etc.  
La distància d’edició fonètica es defineix com al mínim valor obtingut per el mínim nombre de 
canvis que s’han de realitzar sobre els fonemes obtinguts a partir d’una transcripció fonètica 
d’una cadena de caràcters per a que la cadena resultant sigui idèntica fonèticament parlant. 
Les operacions que es poden realitzar per a calcular el nombre mínim d’operacions són les 
mateixes que les definides en la distància de Damerau-Levenshtein, a recordar: substitució, 
inserció, eliminació i permutació, però aplicades a la representació fonètica d’una cadena de 
caràcters o paraula. 
Així doncs, aquesta informació ens pot ser d’utilitat per abordar el problema de correcció 
ortogràfica, ja que incorpora totes les operacions comentades fins el moment i afegeix un 
18 
aspecte fonètic que ens resultarà útil per corregir els errors ortogràfics degut a una mala 
escriptura d’un fonema. 
La base que s’ha utilitzat per realitzar aquest tipus de distància ha estat el treball dut a terme 
per el Phd. Pere Comes en el seu projecte de tesi i que utilitza per a la implementació del 
PHAST Algorithm
1per a l’alineació de seqüències fonètiques. 
En el cas de la distància fonètica, es defineix un cost per a les operacions realitzades sobre els 
fonemes segons el tipus d’operació i dels fonemes als que s’aplica, p.e.: la substitució d’un 
fonema per un altre serà menys costosa si els fonemes són similars entre si i comparteixen 
moltes característiques. 
Per obtenir els valors d’aquest costos associats a cada operació, s’ha partit d’una taula que 
indica els diferents factors amb que es classifiquen els fonemes i s’ha aplicat un algoritme per 
tal d’obtenir un concepte numèric de similitud i diferència entre un parell fonemes, amb 
aquesta noció podem donar valors diferents a la substitució d’un fonema per un altre.  
Suposem que volem calcular la distància d’edició fonètica entre les paraules perro i pero, la 
primera acció que realitzem es obtenir la transcripció fonètica de les paraules per tal de poder 
treballar i construir la taula de distàncies mínimes. Obtenim les transcripcions pero i pe4o per a 
les paraules introduïdes i procedim a mostrar la taula de distancies: 
  p e r o 
 0 1000 1250 2250 2500 
p 250 0 250 1250 2250 
e 1250 250 0 1000 1250 
4 2250 1250 1000 2000 2250 
o 2500 2250 1250 2250 2000 
Figura 7: Exemple de taula de canvis mínims per a la distancia fonètica 
  
                                                           
1 Spoken Question Answering, Pere R. Comes i Umbert, memòria del DEA i projecte de tesi, Universitat 
Politècnica de Catalunya, Gener del 2008 
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2.5. Algorisme de cerca A* 
Aquest algorisme ens permetrà trobar una possible paraula correcta a una paraula errònia 
donada. 
L’algorisme A* és un algorisme de cerca informada o heurística que permet trobar el camí de 
cost mínim entre el punt de partida d’un problema i el seu punt final. Els elements bàsics que 
composen l’algorisme A* són: 
• Estats: Un estat descriu el problema en un moment determinat del procés de cerca. 
Trobem tres tipus d’estats: 
o Estat inicial: Estat que descriu el problema en el seu punt de partida. 
o Estat final: Aquell que descriu el problema en el seu punt final. 
o Estat actual: Descriu el problema en un moment donat del procés de cerca 
heurística. 
El conjunt d’estats accessibles entre ells s’anomena espai d’estats i es representable 
amb un graf dirigit on cada node representa un estat i cada aresta l’ús d’un operador 
que transforma l’estat en un altre. 
• Operadors: Conjunt d’operacions aplicables al problema que modifiquen la informació 
d’un estat i ens porten a un altre. 
• Funció heurística: Funció que s’utilitza per conèixer quin serà el cost esperat del camí 
entre un estat i l’estat final. 
Per minimitzar el cost del camí trobat, algorisme A*es caracteritza per utilitzar una funció 
d’avaluació      	 que combina el càlcul del cost real  amb un cost 
heurístic 	. Es defineixen de la següent forma: 
• El cost real  es defineix com la suma de costos dels diferents operador aplicats per 
anar de l’estat inicial a l’estat actual. 
• El cost heurístic 	 és el valor obtingut per la funció heurística que ens indica si 
l’estat final es troba a prop o no. 
L’algorisme A*, donat un estat actual, realitza una cerca en els estats veïns de l’actual guiada 
per el valor de la funció d’avaluació, emmagatzemant aquests nodes veïns en una estructura i 
visitant primer aquells que tenen un valor de  inferior. Podem veure l’algorisme que 
representa aquest procés en la figura XXXXXXXX. 
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En la figura XXXXX podem observar un petit exemple d’un graf que indica els valors dels costos 
reals i heurístics per a cada estat, el cost real es representa al costat de l’arc  i l’heurístic és el 
valor dins el node en qüestió.  
  
// start, goal són els nodes origen i objectiu 
 
nodesTancats := Conjunt buit // Nodes ja visitats 
nodesOberts := {start}       // Nodes a avaluar 
 
camí := camí Buit// Camí de nodes visitats 
  
g[start] := 0    // Cost inicial, q[]: map de costos reals 
f[start] := g[start] + h(start, goal) // f[] map de f per node 
  
Mentre nodesOberts != Buit fer 
    current := node amb menys cost f dels nodesOberts 
     
    Si current = goal llavors 
        Imprimir cami 
        Fi 
    Fi Si 
    Eliminar current de nodesOberts 
    Afegir current a nodesTancats 
    Per cada node veí de current fer 
        g := g[current] + dist(current, veí) 
  
        Si veí no està en nodesOberts o g < g[veí] llavors  
            Afegir veí a nodesOberts 
            Afegir current al camí 
            g[veí] := g 
            f[veí] := g[veí] + h(veí, goal) 
        Fi Si 
    Fi Per 
    Retornar error // No s’ha trobat un camí 
Fi Per 
Figura 8: Algorisme A* 
 Figura 
 
Recordem que el cost real és 
estat actual, mentre que l’heurístic és un valor estimat del cost d’arribar d’un estat 
estat final que té la solució del problema.
per als estats etiquetats com B i D.
perque és la suma dels costos dels arcs que ens porten des de l’estat inicial A al 
estat actual B. En el cas de l’estat F, 
Els avantatges d’utilitzar aquest algo
• L’A* es un algorisme complet, que trobarà una solució si aquesta existeix.
•  Si l’heurístic és admissible
sobreestima mai el cost d’arribar al node final. 
• Si l’heurístic és consistent, l’algorisme obté el camí òptim entre el node inicial i el node 
objectiu. 
 
21 
9: Graf d’estats amb anotacions de costos g i h 
la suma de valors dels operadors aplicats entre l’estat inicial i l’ 
 En la figura XXXXXX, podem observar aquests valors 
 En el cas de B, la 
 i 
risme són els següents: 
, el propi algorisme A* és admissible, és a dir, no es 
 
 
 
actual a un 
, 
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3. Estat de l’art 
El conjunt d’eines de correcció disponibles avui en dia és molt gran com per a fer un anàlisi 
exhaustiu de totes elles, comentarem unes poques solucions que trobem al nostre problema, 
comentant aspectes del seu disseny, funcionament i limitacions de cadascuna. 
• Ispell (http://www.cs.hmc.edu/~geoff/ispell.html) 
Ispell és una eina de correcció per a sistemes Unix que dona suport a un gran nombre 
d’idiomes, basat en el còmput de distàncies de Damerau-Levenshtein sobre una transcripció 
fonètica del vocabulari amb el que treballa, generant correccions per a distàncies inferiors o 
iguals a 1. Incorpora diferents interfícies per ser usat com a eina individual o amb un editor 
com emacs. Com a sistema, llegeix el fitxer d’entrada i quan troba un error, genera una llista 
de possibles suggeriments que es mostra a l’usuari, per tal de que l’usuari triï si es vol 
modificar la paraula incorrecta per un suggeriment, ignorar-la o afegir-la al diccionari base. La 
seva limitació principal es que es centra en la generació de candidats. 
• GNU Aspell (http://aspell.net/) 
Aspell és una corrector dissenyat per reemplaçar a Ispell, és el corrector estàndard per al 
sistema GNU i s’ha integrat en altres programes de software com Opera, LyX, Notepad++ o 
AbiWord entre d’altres. Tal i com passa amb el seu antecessor, suporta un gran conjunt 
d’idiomes i pot ser utilitzat per a diferents interfícies, com una eina individual o com un 
conjunt de llibreries. Facilita la tasca de treballar amb fitxers UTF-8 i l’ús de diferents 
diccionaris al mateix temps per fer la correcció. De les eines descrites, és l’eina que ofereix més 
suggeriments en el moment de realitzar el procés de correcció. Com el seu predecessor, inclou 
un bon generador d’alternatives però no realitza correcció automàtica. 
• Language tool (http://www.languagetool.org/) 
És una eina software lliure implementada en Java, amb suport multi idioma, entre els quals 
inclou el castellà. Incorpora diverses eines per al processament del llenguatge on destaca un 
corrector sintàctic basat en regles (concordança de persona i nombre, dequeismes, etc.). Es 
pot executar com un programa individual, com un afegit a l’open office o bé com un procés 
concurrent executat com a servidor. Inclou 2 eines de spellcheck, morfologik basat en fsa  I 
hunspell, un altre corrector ortogràfic, que no destaca per la quantitat de suggeriments que 
realitza. Aquesta eina es capaç de corregir errors sintàctics de forma eficaç, però no incorpora 
un bon corrector ortogràfic.  
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• Microsoft Word (http://office.microsoft.com/es-es/word/?CTT=97) 
Si bé no és una eina de correcció pròpiament dita, es conegut que el software de Microsoft 
incorpora un corrector ortogràfic i gramàtic, que en certa forma s’utilitza per comparar els 
resultats d’altres eines de correcció. L’eina dona suport per un gran nombre d’idiomes. El 
software es privatiu i no s’hi pot accedir al codi, com tampoc es pot utilitzar de forma 
automàtica per corregir grans quantitats de text, ja que la gran majoria d’errors ortogràfics 
trobats s’han de corregir seleccionant una alternativa de forma manual. 
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4. Anàlisi de requisits 
4.1. Introducció 
Definim quin és el sistema que s’ha de construir sense entrar en detalls del disseny o de la 
implementació ja que s’ha de realitzar de forma independent a la tecnologia emprada.  
Després de realitzar les primeres reunions i estudiar la documentació disponible per a resoldre 
el problema, s’han pogut establir quins son els requeriments funcionals i no funcionals del 
projecte. 
D’una banda, descriurem quins són els requeriments funcionals del projecte, que indiquen 
quines seran les funcionalitats que tindrà el sistema resultant.  
Els requeriments no funcionals són aquells que descriuen com ha de ser el sistema sense 
indicar quines funcions ens aporta.  
4.2. Requisits funcionals 
Els requisits funcionals són aquells que descriuen aquelles funcionalitats que ha de tenir el 
software desenvolupat obtingudes per les necessitats de l’empresa interessada en el projecte i 
l’estudi de funcionalitats que serien útils en un conjunt d’eines per a l’anàlisi lingüística. Hem 
definit els següents: 
• El conjunt de software realitzat ha de donar un servei de correcció ortogràfica amb 
una certa precisió d’una entrada de text sense format, destriant la millor opció de 
correcció d’entre diverses possibles paraules candidates. 
• S’ha de realitzar un petit executable que realitzi el procés de correcció complet sobre 
una entrada donada. 
• L’usuari o desenvolupador que treballi amb les biblioteques ha de poder realitzar 
canvis en la configuració de tots els paràmetres que afecten al procés de correcció. 
• El sistema ha de permetre la utilització de diferents diccionaris per augmentar el 
nombre de formes correctes del sistema,enriquint el vocabulari d’aquest i millorant el 
procés de correcció 
• S’han de realitzar un seguit de eines per poder fer una avaluació del comportament del 
sistema, comprovant el seu ús en un àmbit general i en un àmbit restringit, amb 
l’elaboració dels corpus de test necessaris per cada cas. 
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4.3. Requisits no funcionals 
Els requisits no funcionals son aquells que no recullen les funcionalitats del sistema, però que 
tenen certa importància en el producte final com ara el rendiment del sistema, la 
documentació, etc. A continuació indiquem els requisits descoberts en el projecte: 
• Control de l’eficiència, evitant càlculs redundats per reduir l’ús de memòria i el temps 
d’execució. 
• El sistema ha de ser fàcilment ampliable i modificable. 
• Crear una petita documentació per a l’usuari o desenvolupador que vulgui treballar 
amb el sistema. 
• El sistema s’ha de realitzar en el llenguatge de programació C++ i integrar-se 
perfectament dins l’estructura del FreeLing 3.0. 
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5. Tecnologies emprades 
La programació de les biblioteques realitzades s’ha realitzat en el llenguatge de programació 
C++, utilitzant les classes definides a les biblioteques ja desenvolupades de FreeLing i les 
classes i operacions que ens proporciona la Standard Template Library més comunament 
coneguda com STL. 
La programació del projecte i la experimentació han estat realitzades sota un Ubuntu Linux 
10.04 (32 bits) utilitzant com a entorn de desenvolupament vim i l’editor de textos gedit. Es va 
triar aquesta opció ja que les llibreries estan pensades per a ser utilitzades en un entorn Linux i 
aquesta era la configuració disponible al despatx on he realitzat la meva feina de becari, però 
es podria haver emprat un altre entorn de desenvolupament amb qualsevol altra distribució de 
Linux que tingues instal·lades les llibreries necessàries pel seu correcte funcionament, així com 
l’ús d’un IDE com NetBeans per a facilitar les tasques de programació. 
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6. Arquitectura del corrector 
La figura XXXXXXXXXX mostra el procés de correcció que realitza la eina desenvolupada, 
desglossant aquest procés en els següents subprocessos: Filtratge de paraules correctes, 
transcripció, generació de candidats i selecció de candidats. 
El procés de filtratge es composa d’una cerca en un diccionari i un anàlisi morfològica i 
etiquetat de les paraules que ens indica quines són les paraules que no han pogut ser trobades 
i que podríem categoritzar com incorrectes i quines paraules són considerades com perilloses i 
per a les quals forcem el procés de correcció. 
El procés de correcció s’inicia després i processa l’entrada etiquetada. Quan es detecta una 
paraula incorrecta (que no presenta cap etiqueta o bé que es pot considerar errònia en el 
context), es procedeix a transcriure la paraula a la seva forma fonètica o a eliminar els 
caràcters sensibles per poder dur a terme el següent subprocés. 
La cerca de candidats o alternatives per a la paraula errònia s’inicia emprant un algorisme A* 
que en acabar, ens permetrà obtenir una llista de paraules candidates per a la paraula errònia. 
El procés s’aplica per a totes les paraules errònies del text fins obtenir un text amb totes les 
paraules o bé etiquetades segons la seva cerca en el diccionari i etiqueta morfològica o bé amb 
una llista d’alternatives etiquetades obtingudes per el procés de generació de candidats. 
Finalment el corrector s’encarrega de processar el conjunt de text i utilitzar la informació 
morfosintàctica de les paraules del text i els seus candidats per escollir quina és la cadena de 
paraules que es suggereix com a correcció del text.  
Figura 10: Arquitectura del procés de correcció 
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6.1. Preprocés 
L’etapa de preprocés inclou les tasques relacionades amb la tria de quines paraules es 
corregeixen i quines no, per poder dur a terme aquesta funcionalitat necessitem l’ajut d’un 
diccionari, una llista de paraules considerades com a excepcions i un conjunt d’eines 
d’etiquetatge com el reconeixedor de números, locucions, quantitats, dates, etc. 
La tasca a realitzar consisteix en anar aplicant aquest seguit d’eines damunt del text que es vol 
corregir per tal de donar etiquetes d’informació morfològica per a cada paraula que s’ha trobat 
en el diccionari, llista d’excepcions o en algun mòdul.  
Les paraules que es troben ala llista d’excepcions són substituïdes i etiquetades de forma 
automàtica, sense iniciar el procés de generació de candidats. 
Les paraules que són reconegudes per aquestes eines es classificaran com a paraules correctes 
i no serà necessari realitzar el procés de generació de candidats per elles a no ser que s’indiqui 
el contrari. 
Abans d’enviar aquesta informació a la següent etapa del corrector, provem de realitzar 2 
processos per trobar paraules que pertanyen al diccionari, les funcions word_split i word_join, 
que es defineixen en la llista següent: 
• word_split: Funció que prova de dividir una paraula en dos fragments que es trobin 
dins el diccionari o la llista d’excepcions, en cas afirmatiu, es substitueix la paraula 
errònia per les dues paraules trobades amb els seus anàlisis corresponents. 
• word_join: Procés de fusió de dues paraules sense etiquetar consecutives si la fusió 
resultant resulta ser una paraula trobada en un diccionari o una llista d’excepcions 
donada. 
En el nostre cas obliguem a realitzar la cerca a totes aquelles paraules que no tenen cap 
etiqueta d’anàlisi morfològic un cop acabades d’executar totes les eines esmentades 
anteriorment i per a aquelles paraules que tenen associada un anàlisi morfològica de Verb en 
subjuntiu(VMS segons les etiquetes PAROLE que utilitza el FreeLing), ja que acostumen a 
donar problemes per compartir la mateixa transcripció fonètica que una forma de preterit 
perfecte simple d’indicatiu. 
Cante una canción el sábado pasado. – Canté una canción el sábado pasado. 
                 VMS                                                               VMI 
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6.2. Transcripció 
Tant pel procés de correcció com pel procés de generació d’índexs, es necessari realitzar 
algunes tasques de transcripció de les entrades per tal de poder-hi treballar amb els diferents 
tipus de distàncies que suporta el sistema. 
Les transcripcions que es poden realitzar són la transcripció fonètica i l’eliminació de caràcters 
sensibles, aquestes dues tasques es poden realitzar amb un algorisme que segueix el mateix 
esquema. La idea general de ambdues tasques es processar cadenes de caràcters per tal de 
donar la sortida desitjada modificant el conjunt de caràcters de l’entrada, emprant operacions 
de substitució d’uns símbols per uns altres o l’eliminació d’un seguit de caràcters. 
 
L’algorisme que es mostra en la figura 6.1.1 consisteix en l’aplicació d’unes regles de 
transformació que afecten a nivell de caràcters individuals o conjunt de caràcters i han estat 
prèviament definides, que s’apliquen de forma seqüencial sobre la cadena de caràcters 
introduïda. Mitjançant aquest esquema, es pot definir una certa prioritat en l’aplicació de les 
regles segons si aquestes són més generals o específiques. 
Funció transcripció(entrada c: cadena) retorna  s: cadena 
 
    R := carregarRegles()// R és el conjunt de regles 
 
    s := input; // S es la cadena que retornem 
  
    Per cada r dins de R fer 
        llegir(r, R) 
        aplicar(r, s) 
    Fi Per 
 
    Retornar s 
 
Fi Funció 
 
Funció aplicar(ent r: Regla, ent/sor s: cadena) 
 
    Per cada c: caracter en s fer 
            Si aplicable(r,c) llavors 
                Modificar(s, c, r) //Modifiquem el caracter 
            Fi Si 
    Fi Per 
 
Fi Funció 
Figura 11: Algorisme de transcripció 
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El conjunt de regles que s’apliquen per al cas de la transcripció fonètica són les següents: 
  
<Rules> 
 
############ 
# Categories 
############ 
 
# vowels, long, short 
U=áéíóú 
V=aeiou 
F=aou 
W=ei 
 
########## 
## Rules 
########## 
 
# remove accents 
U/V/_ 
 
# strong and soft "r" in Spanish. 
# NOTE: "4" is not SAMPA standard (should be "rr") 
# This is adapted to get an encoding of one character 
# per sound, which is convenient for the corrector. 
rr/4/_ 
r/4/^_ 
 
# make these first to avoid interactions with  
# rules handling "c" or producing "x". 
# NOTE: "X" is not SAMPA standard (should be "tS"). 
# This is adapted to get an encoding of one character 
# per sound, which is convenient for the corrector. 
ch/X/_ 
x/X/_ 
 
# occlusive k sound for strong (F) and weak (W) 
vowels 
# and /T/ sound of "c" with weak vowels (cero,cielo) 
qu/k/_W 
qu/ku/_F 
qü/ku/_ 
q/k/_ 
c/T/_W 
c/k/_F 
c/k/_ 
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Si observem el conjunt de regles donant com exemple, veiem que les regles segueixen un 
format que permet substituir el subconjunts de lletres per els símbols fonètics corresponents 
amb una versió adaptada de la codificació SAMPA segons si es poden aplicar com a expressions 
regulars. Cal destacar també la possibilitat de realitzar una transcripció directa en els casos 
categoritzats com a excepcions. 
6.3. Generació de candidats 
La generació o cerca de candidats és el pilar bàsic de la correcció ortogràfica d’aquest projecte, 
mitjançant aquest algorisme generem un conjunt de paraules candidates per a cada paraula 
incorrecta. 
Com ja hem comentat anteriorment, un dels objectius dels projecte era realitzar una eina que 
oferís aquest servei que funcionés mitjançant un algorisme de cerca heurística basat en A* 
amb la incorporació de diferents heurístiques. 
# gutural fricative (girafa,jarra) vs plosive 
(gato,guerra) g/j sound in Spanish 
j/x/_ 
g/x/_W 
gu/g/_W 
gu/gu/_ 
gü/gu/_ 
 
# other sounds 
ph/f/_ 
ll/L/_ 
 
z/T/_ 
h//_ 
v/b/_ 
i/j/_V 
y/j/_ 
ñ/J/_ 
 
</Rules> 
 
<Exceptions> 
software sofwar 
hardware xardwar 
whisky wiski 
shakespeare Xespir 
</Exceptions> 
Figura 12: Fitxer de regles de transcripció fonètica 
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Tot i que l’estructura del corrector permet l’ús de qualsevol tipus de distància per a realitzar la 
cerca de candidats, escollim utilitzar la distància fonètica per aprofitar els operadors que 
ofereix i el fet de corregir més fàcilment els errors produïts deguts a l’escriptura incorrecta 
d’una paraula degut a un error fonètic. 
El procés de generació o cerca de candidats parteix d’una paraula incorrecta que no ha pogut 
ser etiquetada o bé d’una que ha estat etiquetada, però a la que obliguem a realitzar el procés 
de generació de candidats que suposem incorrecta en el context, realitzem un procés de 
transcripció de la paraula errònia (a la versió fonètica o eliminant caràcters especials) que 
utilitzarem com a base per guiar la cerca A* sobre l’índex. 
Me gustaría saber el estado de la portavilidad del numero xxxxxxxxx. 
En l’exemple anterior, trobem dues paraules errònies, la primera portavilidad, és una paraula 
incorrecta que no es troba en un diccionari i per tant arriba al corrector sense etiqueta. La 
segona paraula incorrecta és numero, que es trobada en un diccionari com a una forma del 
indicatiu del verb numerar, però que en el context és incorrecte, ja que hauria d’aparèixer 
número com a nom. 
Per tal de fer un més eficient la cerca de paraules correctes realitzem un procés d’indexació del 
diccionari, obtenim una estructura molt similar a la que observem en la figura xxxxxxxx. On 
observem que les arestes del graf es troben etiquetades amb lletres i que si anem seguin les 
arestes i navegant per l’índex podem trobar les paraules. En el nostre cas particular, les arestes 
vindrien marcades per els símbols transcrits i s’incorporaria la paraula en la seva forma 
correcte en el node al que s’arriba mitjançant la transcripció indicada des de l’estat inicial fins 
a l’actual. 
L’estructura del graf o índex és la següent, els nodes emmagatzemen la informació de les 
paraules que poden ser considerades com a alternatives d’una paraula incorrecta i la 
informació que necessitarem per calcular el cost heurístic de la cerca, les transicions entre els 
diferents nodes venen donades per les arestes, que tenen associats el valor d’un símbol 
fonètic. Així, les diferents paraules que volem incloure en el nostre graf estaran situades dins 
els nodes als que s’arriben passant pels camins indicats amb els símbols que pertanyen a 
aquesta paraula. 
Definim l’estat de l’algorisme com a la combinació del node actual del graf, el camí d’arcs amb 
que hem arribat al node actual i la resta de símbols que queden per processar de la paraula 
introduïda.   
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Seguint la definició anterior, l’estat inicial és aquell en que ens trobem en el node inicial del 
graf, el camí per arribar a aquest estat es buit i encara ens queden tots els símbols de la 
paraula errònia i transcrita per consumir i l’estat final és aquell en que ens trobem en un node 
marcat com a final per al qual el camí des de el node inicial fins al node final correspon a la 
transcripció de les paraules que es contenen en el node i ja s’han consumit tots els símbols de 
la paraula errònia. 
 
Per moure’ns per l’índex que representa el conjunt de paraules del diccionari fem servir un 
seguit d’operadors, aquests operadors estan extrets del càlcul d’una distància d’edició. La llista 
d’operadors possibles és la següent: 
• Substitució del símbol actual de la paraula errònia per el valor etiquetat d’un arc que 
ens porta a un node veí, consumint el símbol en el procés. 
• Inserció del valor etiquetat en un arc que ens porta a un node veí abans de la posició 
del símbol actual de la cadena sense consumir el símbol actual. 
• Eliminació del símbol actual de la cadena, quedant-nos en el node actual. 
• Permutació de 2 símbols consecutius de la cadena de símbols de la paraula errònia si 
aquesta es troba dins el graf. 
• Consumir el símbol actual si existeix un arc etiquetat amb el mateix símbol que parteix 
del node actual. 
 Partint del node inicial, l’algorisme comprova quines transicions estan definides des del node 
actual i per cadascuna d’aquestes es realitza el càlcul de la funció d’avaluació , dividit en 
s 
s 
s e 
o 
n 
a j a 
c 
e n o 
s 
j a b 
a 
Figura 13: Fragment de l’estructura d’un diccionari indexat 
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un càlcul del valor de l’heurístic 	 i un càlcul del cost real  de visitar el següent node 
aplicant un operador de la llista anterior. 
El valor del cost real  ve donat per el tipus d’operació que podem aplicar utilitzant dos 
tipus d’informació: el càlcul d’una distància normalitzada entre la paraula que es construeix 
(arcs per els que es passa per arribar al node actual des de el node inicial) i el conjunt de 
símbols consumits de la paraula incorrecta i la probabilitat de realitzar el operador 
corresponent basant-nos en un model de trigrames de símbols extrets del diccionari, deixant 
sempre un valor normalitzat. 
La distància d’edició normalitzada no és més donar un valor normalitzat per mesurar la 
diferència entre dues cadenes de caràcters, dividint el valor resultant entre un màxim teòric 
calculat deixant el valor resultant comprès entre 0 i 1. És un procés necessari per deixar els 
costos dels diferents operadors equilibrats entre ells, ja que les insercions es calculen 
únicament amb la informació del model de trigrames però per realitzar substitucions hem 
d’utilitzar el càlcul de distàncies mitjançant les quals podem obtenir valors de fins a una 
distància de 8900 entre 2 símbols fonètics. 
El màxim teòric es calcula de la forma següent: 


, 
  
  	
, 	
 
On c és el cost màxim d’una operació de la distància i 
 i
 són les dues cadenes de caràcters 
de les quals estem calculant la distància normalitzada. Així la distància normalitzada s’obté de 
la forma: 

, 
 

, 



, 
 
 
El valor de l’heurístic 	 es calcula amb una suma ponderada de dos elements. 
• El primer s’obté comparant el conjunt de símbols no consumits de la paraula amb la 
llista de futurs infixos que esperem trobar en els nodes veïns a l’actual. Si tots els 
infixos o conjunts de símbols consecutius pendents de consumir es troben a la llista de 
futurs símbols, el valor de l’heurístic és 0, en cas contrari, l’heurístic augmenta.  
• El segon element de la suma és la divisió del número de símbols que queden per 
consumir respecte el total de símbols de la paraula errònia. 
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La cerca es realitza seguint l’algorisme A*que mostrem a la figura xxxxxxxxx, per a un node 
donat i un símbol actual consumit de la paraula donada, comprovem tots els nodes veïns als 
que podem moure’ns i quines operacions sobre la paraula es poden realitzar calculant per a 
tots ells els valors de  i 	 i afegint tota aquesta informació a la llista ordenada d’estats 
oberts. De la qual un cop haguem tractat tota la informació de l’estat actual, extraurem la 
informació del següent estat(node del graf, símbol a tractar i paraula parcialment construïda). 
La cerca continua fins emplenar una llista d’alternatives de mida prèviament delimitada. 
Només s’introdueixen paraules en aquesta llista en el moment en que l’estat indica que ens 
trobem en un node final (que conté paraules que poden ser alternatives) i s’han consumit tots 
els símbols de la paraula introduïda. En aquest cas es realitza un càlcul de distància entre les 
paraules trobades i la forma introduïda i responent al valor d’aquesta distància, la paraula 
s’introdueix o no a la llista. 
Un cop s’ha emplenat la llista, es finalitza el procés de cerca i es procedeix a tractar la llista 
obtinguda, eliminant possibles repetits i ordenant els possibles candidats segons la distància 
d’edició amb la paraula introduïda originalment. És en aquest moment quan si es vol es pot 
realitzar un procés de poda de candidats. 
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6.3.1. Generació de l’estructura d’un índex 
Un dels primers passos abans de poder realitzar cap procés de correcció, concretament la 
cerca d’alternatives o candidats, és realitzar la indexació del diccionari en forma de graf de 
forma que s’emmagatzemin totes les paraules que disposem i que podran ser suggeriments 
que el corrector ofereixi per una possible paraula incorrecta. 
// Estat: Tupla(n: Node, c: Cadena, i: Enter) 
 
Funció generacióCandidats (ent/sort t: TextEtiq, ent i: índex) 
    //t: transcriptor 
 
    Per cada p: Paraula en t fer 
        tag := obtenirPoSTag(p, t) 
        forma := transcriure(p,t) // Obtenir forma transcrita 
        lCandidats := cercarCandidats(forma, tag, i) 
        assignarCandidats(p, t) 
    Fi Per 
Fi Funció 
 
Funció cercarCandidatsParaula(ent f: Cadena[1..n], ent t: PoS tag, 
ent i: Índex) retorna ll: llista<Paraula> 
 
    g[eInicial.n] := 0    // Cost inicial, q[]: map de costos reals 
    f[eInicial.n] := g[eInicial.n] + h(eInicial.n, cad[1..n]) // f[] 
map de f per node 
 
    eInicial.n := obtenirNodeInicial(i)  
    eInicial.c := Buit 
    eInicial.i := 0 
    ll: {} 
     
    eOberts := {nInicial} //LLista ordenada per cost d’estats 
    nTancats := {} //LLista de nodes tancats 
    eActual := eInicial 
    Mentre eOberts != Buit i size(ll) < nCandidats fer 
        Si esFinal(eActual.n) llavors 
            afegirAlternatives(eActual.n, ll) 
        Fi Si 
        Per cada nodeVeí := Node de obtenirVeïns(eActual.n) fer 
            simbolActual := EtiquetaArc(eActual.n, nodeVeí) 
            Per cada op: operació fer 
                Si aplicable(op, simbolActual, cad[i]) llavors 
                    eVeí := crearEstat(eActual, símbolActual, op, i) 
                    g[eVeí] := g[eActual] + dist(arc, cad[i], op) 
                    f[eVei] := g[eVei]+h(eVei, cad[i..n]) 
                    afegir(eVei, eOberts) 
                Fi Si 
             Fi Per 
        Fi Per 
        afegir(eActual.n, nTancats) 
        eActual : = first(eOberts) 
    Fi Mentre  
Fi Funció 
Figura 14: Algorisme de generació d’alternatives 
L’estructura concreta ja ha estat explicada amb anterioritat, ara ens centrarem en quin és 
l’algorisme que ens transforma el 
que treballarem. 
La idea general de l’algorisme es llegir una entrada que prèviament ha estat processada per 
l’algorisme de transcripció de forma que tenim disponibles la forma transcrita i l’orig
cada paraula del diccionari.  
 
En la fig. XXXXXXXXX, podem veure com la paraula 
fonètica i afegida a l’estructura del graf. Partint del node inicial 0, es van creant la resta de 
nodes als que s’arriba amb els símbols fonètics de la paraula.
L’algorisme seguit per realitzar aquesta tasca es mostra a la figura xxxxxxxxx i es realitza de la 
forma següent. Per a cada entrada del diccionari, es fragmenta la forma modificada obtinguda 
per la transcripció en símbols individuals(fonemes o caràcters) i anem generant un índex que 
comença amb un node buit, que representa les paraules de longitud 0. 
Al consumir un símbol, es mira si existeix un node veí al que s’arribi amb un arc etiquetat amb 
el símbol que estem considerant, si no es així, es genera un nou node i l’arc que arriba a aquest 
etiquetat amb el símbol considerat, en cas contrari s’actualitza la informació del node existent 
si escau. En ambdós casos ens movem a aquest node al que s’arriba amb l’arc etiqu
símbol actual.  
El procés es repeteix fins que consumim tots els símbols de la paraula, llavors l’últim node 
creat o visitat es marca com a node final i s’afegeix quina era la forma original de la paraula. 
Un node final només indica que quan es
suggerir com a alternatives la llista de paraules que conté aquest node, no indica que el node 
sigui una fulla de l’arbre o del graf dirigit acíclic.
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diccionari en aquest índex amb forma de graf acíclic amb el 
perro, es canviada a la seva representació 
 
 
 realitza la cerca i s’arriba a aquest punt, es poden 
 
Figura 15: Generació de l’índex I 
inal per a 
etat amb el 
 En la figura xxxxxxxxxxxx podem observar l’evoluc
d’haver inserit les paraules perros
com a nodes finals i emmagatzemen la llista de paraules que es poden trobar consumint els 
fonemes dels arcs. El node 9, conté una llista de dues paraules degut a que la transcripció 
fonètica és idèntica en ambdós casos.
Cal destacar que seguint aquest algorisme mai es donarà el cas que dues cadenes d’arcs 
diferents vagin a parar a un mateix node, ja que els arcs i el
demanada segons les entrades de les que consta el diccionari. 
La informació que s’emmagatzema en els nodes del graf són bàsicament 3 aspectes:
• Si el node es final o no, en cas de que sigui final la llista de paraules que es po
suggerir seguint el camí des de el node inicial fins l’actual
• Un mecanisme per a poder calcular el valor de l’heurístic, en el nostre cas i com ja hem 
comentat, una llista dels infixos que podem trobar en les paraules que podem trobar 
ens els futurs nodes als que podem arribar a partir dels arcs que connecten el node 
considerat amb els següents.
• La llista de nodes veïns i amb quin símbol s’arriba a cadascun d’aquests
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ió de l’índex introduït anteriorment després 
, cerró i cerro, observem que els nodes 4, 5 i 9 estan marcats 
 
s nodes es construeixen sota 
 
 
 
Figura 16: Generació de l’índex II 
 
den 
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6.4. Selecció de candidats 
Un cop realitzat el procés de generació de candidats, es realitza la tria del candidat més adient 
segons el context. La informació del context pot venir donada de dues maneres diferents, per 
la informació que obtinguda amb les etiquetes del PoS tagger seleccionades amb un procés 
previ de desambiguació morfològica i per la probabilitat de combinació de les paraules i les 
alternatives d’aquestes en el text. 
D’aquest procés s’han realitzat un seguit de versions diferents  que podem classificar segons si 
és necessari un procés previ de desambiguació morfològica amb el tagger. Les primeres 
versions realitzen aquest procés previ i es diferencien en com obtenen la informació necessària 
per a destriar els candidats correctes: La versió original fa la tria segons quin és el candidat 
etiquetat de la llista amb menys distància respecte la forma errònia que està etiquetat amb la 
mateixa categoria que la paraula errònia, mentre que la segona realitza la tria de candidats 
aplicant un algorisme de Viterbi, introduint així informació del content en el procés de 
selecció. 
Funció indexador(ent D: diccionari) retorna g: Graf 
    g := Graf buit 
    n := crear_node_inicial() 
    inserir_node(g,n) 
    Per cada d: entrada en D fer 
        d2 := transcripció(d) // d2 := cadena de símbols 
        nActual:= nodeInicial(g) //nAcual: Node actual del graf 
        Per cada s: símbol en d2 fer 
            Si s no pertany a arcsVeins(nActual) llavors 
                n := crear_node(g, d2) 
                crearArc(nActual, n, s) 
            Sino 
                n := NodeVei(nActual, s) 
            Fi Si 
            actualitzarDades(n, d, d2) 
        Fi Per 
    Fi Per 
Fi Funció 
 
Funció actualitzarDades(ent n: Node, ent d: Paraula, ent d2: Cadena 
símbols) 
    afegirInfixos(n,d,d2) //Afegim la llista d’infixos al node 
    Si simbol es final llavors 
         esFinal(n, true) //Marquem el node com a node final 
         afegirForma(n, d) //Afegim la paraula al node 
    Fi Si 
Fi Funció 
Figura 17: Algorisme de generació d’un índex 
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La versió més sofisticada unifica el procés de desambiguació morfològica del tagger amb la 
selecció de candidats, realitzant al mateix temps la desambiguació morfològica i la selecció 
dels candidats més probables amb la utilització d’un únic algorisme de Viterbi. 
6.4.1. Selecció basada en l’etiquetat individual de la paraula errònia 
Aquesta versió es caracteritza per ser la solució més senzilla per obtenir el candidat més 
aconsellable tenint en compte la informació gramatical que ens ofereix el tagger.  
La selecció consisteix en recórrer les paraules incorrectes del text i per cadascuna d’aquestes, 
obtenir els candidats els quals el seu anàlisi gramatical coincideix amb el de la paraula a 
corregir, de entre tots aquests s’escull el candidat que té una relació de distància menor amb 
la paraula del text original, utilitzant la distància definida en el procés de generació de 
candidats. 
En la llista de candidats per a la paraula pribado presents a la figura xxxxxxxx, es triaria el 
candidat privado, ja que el seu etiquetat correspon amb l’etiquetat esperat i es el que presenta 
una distància menor. 
 
 
 
 
  
Figura 18: Algorisme de selección basat en el tag individual 
Funció seleccióCandidats1 (ent/sort t: TextEtiq, ent d: Distancia) 
    //t: transcriptor 
     
    candidatEscollit : Paraula 
    dMin = 1 //Distancia normalitzada mínima 
    Per cada p:Paraula en t fer 
        Si teCandidats(p) llavors 
            Per cada c: Candidat en candidats(p) fer 
                t1 := transcripcio(t, p) 
                t2 := transcripcio(t, c) 
                Si distanciaNormalitzada(d, t1, t2) < dMin llavors 
                    candidatEscollit := c 
                    dMin := distanciaNormalitzada(d, t1, t2) 
                Fi Si 
            Fi Per 
            p := candidatEscollit 
        Fi Si 
    Fi Per 
Fi Funció 
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6.4.2. Selecció basada en el context: Algorisme de Viterbi 
Una ampliació de la solució anterior, seria afegir més informació del context on apareix de 
l’error per tal de seleccionar el candidat adient amb més informació. Aquesta informació 
l’obtenim de les paraules que envolten la paraula errònia i que pertanyen a la mateixa oració. 
L’algorisme ideat pretén utilitzar la informació de cada oració del text per seleccionar quina és 
la cadena més factible d’obtenir substituint les diferents paraules possiblement errònies amb 
els candidats trobats per cadascuna. 
Aquest procés és du a terme mitjançant un algorisme de Viterbi, que ens permet obtenir les n 
millors cadenes probabilístiques dins una cadena de Markov Oculta(HMM) a partir d’un 
conjunt d’observacions (les categories adjudicades a cadascuna de les paraules errònies), 
comunament utilitzat per a obtenir la desambiguació morfosintàctica d’una frase. 
L’algorisme obté quins són els estats més probables a partir d’una observació donada, en el 
nostre cas representats per el conjunt d’anàlisis i candidats de cadascuna de les paraules de la 
frase en qüestió, tant els anàlisis com els candidats es troben etiquetats morfològicament i 
Suggereix la cadena d’alternatives etiquetades més probable on cada candidat que substitueix 
a la paraula errònia té la mateixa etiqueta morfosintàctica que la obtinguda per la paraula 
errònia. 
En la figura XXXXX podrem observar un exemple on es mostren els possibles anàlisis i 
candidats per a cada paraula i quina es la cadena de candidats més probable marcada en 
negreta. 
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Figura 19: Estats de l’algorisme de Viterbi aplicats a candidats 
Per a realitzar aquest procés ens es útil comptar amb un corpus del idioma en el que volem 
corregir, per a poder calcular les probabilitats necessàries per poder fer funcionar l’algorisme, 
la probabilitat inicial dels estats, la probabilitat de transició i la probabilitat d’emissió. 
• La probabilitat inicial es calcula amb les probabilitats de que una paraula sigui la 
paraula inicial d’una frase segons un corpus estudiat. 
• La probabilitat de transició es calcula com la probabilitat d’aparició d’un bigrama de 
paraules dins el corpus estudiat. 
• La probabilitat d’emissió és la probabilitat d’aparició de cada paraula dins el corpus. 
 
6.4.3. Procés unificat de tagger i selecció 
Cal remarcar que en ambdós mètodes de selecció de candidats comentats anteriorment, és 
molt important la informació obtinguda prèviament per el tagger, la desambiguació 
morfosintàctica del text és un procés que pot contenir errors i que ens condicionarà els 
resultats obtinguts en el procés de correcció si una de les etiquetes suggerides és errònia. 
El procés de desambiguació morfosintàctica que realitza el tagger es realitza mitjançant un 
algorisme de Viterbi que ens proporciona la cadena d’etiquetes morfològiques més probables 
per a l’observació (cadena de text) donada. Durant aquest procés, utilitza la paraula errònia i li 
suggereix una etiqueta morfosintàctica que pot ésser errònia degut a l’error del text. 
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Per a millorar aquest procés de desambiguació, volem introduir informació de les ocurrències 
de les paraules mitjançant un procés de generació d’alternatives per a totes les paraules del 
text. Així, utilitzant la informació de probabilitats de bígrams de paraules extreta d’un corpus, 
per a poder donar la probabilitat d’emissió d’una etiqueta. El valor donat a aquesta 
característica s’obté de la suma de combinacions de candidats etiquetats per a cada parell de 
paraules consecutives. 
Aquesta versió utilitza una representació de l’estat representat amb l’ús d’etiquetes amb 
extensió reduïda, que ens complica el procés de desambiguació, ja que no podem representar 
la persona i nombre de les paraules i alternatives i pot fer que els candidats escollit en una 
posició de la frase sigui de la mateixa categoria que la correcció que s’hauria d’assolir però 
variant el seu gènere o nombre. Aquest fet es comenta en l’apartat de conclusions i línies de 
futur i s’indica que el problema es podria solucionar amb la utilització de les etiquetes PAROLE 
de forma extensa per a representar els estats del HMM. 
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7. Especificació 
 
Figura 20: Casos d’ús del programa del corrector 
Definim l’únic cas d’ús que apareix en el programa del corrector:  
• Corregir un text: L’usuari utilitza l’eina proporcionada per a corregir un text que 
introdueix com a entrada. El sistema processa l’entrada i mostra per la sortida 
estàndard el text corregit, mostrant la informació morfosintàctica i els candidats 
generats per a cada paraula corregida. 
Com podem observar, només es defineix un únic actor que interactua amb el sistema, això es 
degut a que el projecte desenvolupat consisteix en un seguit de llibreries que donen suport a 
les tasques de correcció i només un únic programa executable que permet dur a terme el 
procés de correcció de forma completa i per tant no és necessari definir més d’un únic actor. 
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7.1. Especificació del cas d’ús: Corregir un text 
Actors participants: Usuari, Sistema 
Objectiu: Corregir l’entrada donada i mostrar la informació resultant per pantalla 
Resum: El sistema realitza una cerca de totes les entitats amb diferents mòduls i per aquelles 
que no troba una etiqueta possible, genera un conjunt de candidates que són destriades i 
mostrades. 
Curs típic d’esdeveniments: 
Actor Sistema 
El cas d’ús s’inicia quan l’usuari 
executa l’aplicació i introdueix 
el fragment de text a corregir. 
 
 El sistema realitza una cerca de les paraules en el diccionari i 
utilitza diferents reconeixedors per donar una etiqueta a 
cada component del text. 
 Per a aquelles paraules no etiquetades, el sistema realitza un 
procés de unió de paraules seguides i/o la separació de les 
paraules en fragments per trobar noves solucions existents 
en un diccionari. 
 Per a les paraules no etiquetades o definides com a 
possiblement errònies, s’inicia el procés de generació 
d’alternatives.  
 El sistema destria la millor combinació de candidats possibles 
per a cadascuna de les paraules errònies i substitueix la 
forma errònia per l’alternativa escollida en cada cas. 
 El sistema mostra el text introduït amb tota la informació 
morfosintàctica i la llista de candidats de cada paraula 
corregida a l’usuari 
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8. Disseny 
En aquest capítol veurem els elements de disseny del projecte. Primer s’explicarà el diagrama 
de classes principals del programa i quina és la funció de cadascuna i seguidament el 
diagrames de seqüència de la funcionalitat principal del projecte. 
8.1. Classes desenvolupades del domini 
Les classes que formen el projecte i que han estat desenvolupades o ampliades per mi són les 
següents: 
• Cleaner (cleaner): Encarregada d’aplicar un seguit de regles de transcripció per 
eliminar o substituir els caràcters sensibles no desitjats d’una entrada donada. 
• Corrector (corrector): Classe que representa el programa que realitza tot el procés de 
correcció, utilitzant les altres classes per a les tasques de preprocés i generació de 
candidats i realitzant ella mateixa la selecció dels candidats més adients. 
• Distància (distancia): Inclou totes les dades necessàries per realitzar un càlcul de 
distancia d’edició. Es pot configurar de 3 formes diferents, distancia d’edició bàsica, 
distancia d’edició fonètica i distancia heterogènia.  
En aquest últim cas, podem aprofitar-nos de l’estructura recursiva que ens permet 
definir altres distàncies com a subdistàncies d’una distancia heterogènia. 
• Generador d’alternatives (gen_alternatives): Classe que s’encarrega de realitzar la 
generació de candidats per a totes aquelles paraules d’una entrada donada.  
Es pot definir quan s’obliga a realitzar aquesta cerca de candidats mitjançant una llista 
de paraules prohibides o bé considerant les etiquetes que compleixin una expressió 
regular donada. 
• Índex (indexor): Classe que representa l’estructura de graf que incorpora tota la 
informació que necessitem per realitzar la cerca de candidats. 
• Indexador (indexador): Classe que implementa tot el procés de lectura del diccionari i 
construcció d’un índex transcrit. 
• Node (node): Inclou tota la informació present en un node o estat de l’índex: Les 
transicions cap a altres nodes, els futurs infixos que trobarem en nodes veïns i la llista 
de paraules finals que pengen d’aquest node  
• Phonetics (phonetics): Classe encarregada d’aplicar un seguit de regles de transcripció 
per tal d’obtenir la representació fonètica d’una entrada donada. 
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• Searcher (searcher): Classe que realitza la cerca de candidats d’una paraula donada 
dins un índex definit. La cerca es realitza seguint un esquema basat en A*, tal com hem 
comentat anteriorment. 
• Excepcions(special_dict): Classe encarregada de realitzar un procés de substitució 
automàtica d’una llista de paraules considerades com a excepcions. 
• Transició (transition): Classe que representa una transició dins l’índex i que conté tota 
la informació necessària: Etiqueta de la transició i node destí. 
8.2. Altres classes del domini utilitzades 
Per a la realització del projecte, també s’ha utilitzat altres classes ja definides per les llibreries 
del FreeLing com són les següents: 
• DatesDetection (dates): Mòdul d’etiquetatge per la detecció de dates. 
• Dictionary (dictionary): Mòdul d’etiquetatge de les paraules mitjançant la cerca en un 
diccionari que dóna a cada paraula trobada totes les seves possibles etiquetes de 
morfosintaxi. 
• HMMTagger (hmm_tagger): Mòdul que realitza la desambiguació morfosintàctica de 
les paraules introduïdes mitjançant les etiquetes que disposa cada paraula. 
• LocutionsDetection (locutions): Mòdul de detecció de locucions. 
• NumbersDetection (nums): Mòdul de detecció i etiquetat de nombres i xifres. 
• Probabilities (probs): Mòdul per donar valor probabilístic a les diferents etiquetes 
d’anàlisi morfològic que disposa cada paraula. 
• PunctuationDetection (punts): Detecció i etiquetat de símbols de puntuació. 
• QuantitiesDetection (quantities): Detecció i etiquetat de expressions que representen 
quantitats. 
• Splitter (splitter): Mòdul que divideix un conjunt de paraules en frases segons els 
símbols de puntuació que troba. 
• Tokenizer (tokenizer): Mòdul que processa el text i n’extreu la llista de paraules o 
tokens. 
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8.3. Diagrama de classes 
 
Figura 21: Classes relacionades amb la generació de candidats 
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Figura 22: Diagrama conceptual de clases emprades pel corrector 
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8.4. Diagrama de seqüència del corrector 
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Figura 23: Diagrama de seqüència de corregir un text 
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9. Implementació 
En aquest apartat de la memòria definirem alguns conceptes relacionats amb com s’ha dut a 
terme la implementació del projecte, amb quins problemes m’he trobat i quina ha estat 
l’evolució d’algunes de les classes descrites en l’especificació del projecte. 
9.1. Format dels fitxers de configuració 
Tots els fitxers de configuració que podem trobar dins la plataforma FreeLing segueixen el 
mateix tipus d’esquema per emmagatzemar la seva informació. L’esquema que segueixen 
aquests fitxers és una implementació similar al XML amb extensió .dat on cada paràmetre de la 
configuració representa una etiqueta i el valor d’aquesta es posa en el seu interior. 
Podem veure un exemple en el següent fragment del fitxer de configuració de la classe 
searcher, per a la seva versió basada en operadors i distància fonètica, el fitxer 
searcher_ph.dat: 
 
Podem observar que els diferents paràmetres necessaris per a la construcció i execució de la 
classe searcher es troben definits en aquest fitxer, els noms dels paràmetres es posen entre els 
símbols < i > de la forma <Paràmetre> indicant que a partir de la línia següent es troben els 
<Dictionary> 
./indexall_ph.ind 
</Dictionary> 
<PhoneticRulesFile> 
./../phonetics.dat 
</PhoneticRulesFile> 
<TransitionDistanceThreshold> 
0.9 
</TransitionDistanceThreshold> 
<WordDistanceThreshold> 
0.4 
</WordDistanceThreshold> 
<PermutationCostFile> 
./permutations_l2_ph.txt 
</PermutationCostFile> 
<InsertionRulesFile> 
./insertionscv_ph.txt 
</InsertionRulesFile> 
<ConsonantVowelREFile> 
./phonemascategories 
</ConsonantVowelREFile> 
<TrigramsFreqFile> 
./trigramsFreq.txt 
</TrigramsFreqFile> 
Figura 24: Fitxer de configuración de la clase searcher 
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valors del paràmetre i aquests acaben amb una línia que tanca l’etiqueta de la forma 
</Paràmetre>. 
9.2. Ubicació dels elements del projecte dins el FreeLing 
Definim quina és l’estructura que segueix la plataforma FreeLing per emmagatzemar tota la 
informació dels programes, classes i fitxers de configuració elaborats. 
• Fitxers de configuració: Es situen dins de l’apartat data/’Idioma’/’Mòdul/’, on idioma i 
mòdul poden ser qualsevol dels definits per FreeLing. Si una classe pot ser utilitzada 
només per uns idiomes en concret, el fitxer ha d’aparèixer en cadascun dels apartats 
corresponents, si en canvi té un comportament global, es pot situar dins de 
data/common/’Mòdul/’. Es recomanable que segueixin l’estructura emprada pel 
FreeLing descrita en l’apartat anterior. 
• Especificacions de classes: Es troben dins l’apartat src/include/freeling/morfo/ amb la 
resta de definicions de classes. 
• Implementació de classes: Els fitxers que són la implementació en codi de les classes 
es situa a src/libfreeling/’Mòdul’/. 
• Programes i classes auxiliars: La resta de codi auxiliar es situa dins l’apartat 
src/utilities/’Mòdul’/. 
• Programes executables principals: Els programes principals com l’analyzer o el 
corrector es troben als apartats src/main/’Programa’/ juntament amb el seu fitxer de 
configuració. 
9.3. Evolució en la implementació de classes importants 
Durant la realització del projecte s’han dut a terme els següents canvis: 
9.3.1. Indexador 
• En l’etapa inicial el índex generat per el indexador agrupava un conjunt de paraules 
similar que no compartien la mateixa transcripció en un node final, provocant que les 
paraules que es trobaven en un node poguessin ser molt diferents entre elles. La llista 
d’infixos només admetia infixos de longitud 1, era una llista de futurs caràcters a 
trobar en els nodes veïns. 
• Es va augmentar la mida de la llista de infixos, que admet infixos de mida 1 fins a n, 
sent el més comú n = 2 degut al temps que es triga en generar un índex. 
• Es va eliminar el procés d’agrupació de paraules en els nodes finals, deixant l’índex 
com un graf acíclic en el que cada node que està marcat com a node final només conte 
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el conjunt de paraules que tenen la mateixa transcripció, modificant el procés de 
generació d’una funció iterativa a una recursiva. 
 
 
void indexor::addWord(int i, int actualState, wstring word, 
list<wstring>& infix) { 
  nod nd; 
  int nextState=-1; 
  if(automat.find(actualState) != automat.end()) { 
    nd = automat[actualState]; 
  } 
  wcerr << L"actualState: " << util::int2wstring(actualState) << endl; 
  map<wchar_t, int> t = nd.getTransitions(); 
  if (word.size() - i > 0) { 
    wchar_t c = word[i]; 
    wcerr << L"char: " << wstring(1,c) << endl; 
    nextState = (nd.existsCondition(c))?t[c]:-1; //Obtenim l’estat si     
                                                 //existeix 
  
    if (nextState == -1) { 
      nextState = newState(); 
      nd.addTransition(c, nextState); 
      nd.setDeep(i); 
    } 
    wcerr << L"nextState: " << util::int2wstring(nextState) << endl; 
    addWord(i+1, nextState, word, infix); // Crida recursiva 
    for (list<wstring>::iterator it = infix.begin(); it != 
infix.end();it++) { 
      wcerr << L"Inf:" << *it << endl; 
      nd.addFutureInf(*it); 
    } 
  } 
  else { 
    list<wstring> lwaux = id->getForms(word); 
    list<wstring>::iterator w_iter; 
    for (w_iter = lwaux.begin(); w_iter != lwaux.end();w_iter++) { 
      nd.addDictio(*w_iter); 
    } 
    nd.setFinal(); 
    automat[actualState]=nd; 
  } 
  for (int s = 1; s <= MAXINFIXSIZE ;s++) { //Creació de infixos 
    nd.addFutureInf(word.substr(i,s)); 
    infix.push_back(word.substr(i,s)); 
  } 
  automat[actualState] = nd; 
} 
Figura 25: Implementació del indexador 
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9.3.2. Searcher 
• En l’etapa inicial tots els costos reals es realitzaven segons el càlcul de la distància 
d’edició entre la construcció de la paraula i la paraula errònia. Només es permetien 
dos tipus d’operacions amb el mateix cost, substitució i inserció de caràcters. 
• Posteriorment, es va realitzar el procés d’adaptació per utilitzar els 5 operador que 
trobem definits actualment, aquest procés va ser molt dur degut als problemes de 
disseny que vam trobar per donar costos a les operacions segons les probabilitats 
donades per els trigrames. 
9.3.3. Programa principal del corrector 
• La primera versió del procés de selecció de candidats només suggeria 
candidats que tinguessin la mateixa etiqueta morfològica que l’associada a 
aquella posició, per realitzar aquest procés s’havia de realitzar una copia de la 
frase original, unificant la llista de possibles anàlisis amb la de possibles 
candidats, que em va provocar molts de mal de caps per tractar els repetits. 
• Actualment, el procés de correcció realitza la tasca mitjançant una 
implementació pròpia d’un algorisme de Viterbi, que recorre les llistes de 
candidats i alternatives de cada paraula de la frase, trobant la cadena més 
probable. Per fer aquest servei, encara es continua utilitzant el sistema 
d’unificar les llistes d’alternatives i anàlisi i el procés de copia per a realitzar la 
desambiguació morfosintàctica. 
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10. Proves 
En aquest apartat es detallen algunes de les proves que s’han realitzat per comprovar el bon 
funcionament del projecte i poder extreure característiques del seu rendiment. Les proves que 
comentaré a continuació estan dividides en 2 blocs segons en quina part del procés de 
correcció es realitzen. Així doncs, mostrarem les proves de la generació de candidats i les 
proves del procés complet de correcció. 
Les proves s’han realitzat en un MacBook Pro amb processador Intel Core 2 Duo T9400 
2,53GHz amb 4GB de memòria RAM sota un Linux Ubuntu 10.04 de 32 bits. Aquesta 
informació es rellevant perquè mostrarem el temps mig del procés de generació de candidats. 
10.1. Proves del procés de generació de candidats 
Les proves del procés de generació de candidats s’han realitzat utilitzant 2 petits programes 
anomenats tester i tester2.  
El primer processa una llista de paraules d’entrada amb la corresponent llista de solucions, 
genera el conjunt de candidates per cadascuna de les paraules errònies i comprova si alguna 
de les candidates generades és la correcció proposada. El programa calcula i mostra unes 
estadístiques en funció de si es troba o no la correcció dins de la llista de candidats i en quina 
posició es dóna. 
El segon programa també processa una llista de paraules per les quals es realitza el procés de 
generació de candidats, per a cadascuna d’elles es mostra la llista obtinguda i el temps emprat 
en realitzar el procés. 
Les proves han utilitzat una llista de 4000 paraules errònies que pertanyen a un àmbit general. 
Per treballar amb aquest conjunt de proves, hem generat 2 índexs diferents, el primer s’ha 
extret del diccionari incorporat al FreeLing i el segon, més restringit, incorpora vocabulari de 
l’àmbit telefònic i un conjunt de les paraules amb lemes més comuns. 
L’índex es recorre utilitzant els paràmetres d’una distància d’edició fonètica. 
S’han realitzat proves amb 3 objectius: 
• Obtenir temps mig de generació de la llista de candidats. 
• Obtenir estadístiques de accuracy, precisió, cobertura, etc. del generador de 
candidats. 
• Fer un estudi de la millor combinació possible dels valors alfa i beta. 
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10.1.1. Proves de càlcul de temps mig 
Les proves es van realitzar mitjançant el programa tester2, obtenint els temps de resposta de 
cada procés de generació per al total de conjunt de paraules dels 2 corpus i realitzant la 
mitjana aritmètica. 
Temps mig 1,61028424 s 
Desv. Std 0,12310816 s 
 
10.1.2. Estadístiques de rendiments 
Aquestes proves tenen l’objectiu de mostrar quin és el rendiment de l’algorisme de generació 
de candidats i veure quina és la bondat de la solució mitjançant un esquema d’avaluació de 
caixa blanca. Els paràmetres que es calculen són els següents: 
• Accuracy: Es calcula com el nombre de vegades que la solució es el primer candidat 
dividit pel nombre de paraules total. 
• # NILS: Número de cops que el generador no suggereix cap alternativa. 
• Recall: Nombre de cops que es troba la solució entre les 10 primeres alternatives 
dividit pel nombre total de paraules. 
• Precisió: Nombre de vegades que es troba la solució correcta entre les 10 primeres 
alternatives dividit pel nombre de paraules per a les que el sistema dóna resposta. 
• F1:Es defineix segons la funció següent 2   
• MRR5: És un factor que ens indica com de probable és que la solució estigui en les 5 
primeres candidates d’una paraula, es calcula mitjançant la formula següent. 
!""5   1%&'( )
1
'*+
,-./
+0
 
On nWords és el nombre de paraules i ranki és la posició del candidat correcte en la 
llista de candidats de la paraula corresponent, limitant ranki a les primeres 5 
alternatives. 
• MRR10: Igual que en el cas anterior, aquesta variable ens indica si es factible trobar la 
solució de cada paraula entre les 10 primeres candidates de cada paraula. En aquest 
cas es limita ranki a les primeres 10 alternatives. 
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Les proves s’han realitzant sobre el conjunt de paraules d’àmbit general utilitzant l’índex de 
vocabulari general, fent un 5-fold,és a dir, dividint el conjunt en 5 particions diferents i 
obtenint els resultats de cadascun d’ells. Posteriorment calculem la mitjana i la desviació 
estàndard per a cadascuna de les magnituds que volem mesurar. Els resultats obtinguts són els 
següents: 
 
Fold Acc NILs Recall Prec f1 MRR5 MRR10 
1 0,8 2 0,8875 0,910256 0,898734 0,839583 0,839583 
2 0,683544 8 0,734177 0,816901 0,773333 0,694515 0,694515 
3 0,64557 6 0,721519 0,780822 0,75 0,674051 0,675633 
4 0,759494 2 0,848101 0,87013 0,858974 0,798523 0,798523 
5 0,7625 5 0,775 0,826667 0,8 0,76875 0,76875 
Mean 0,7302216 4,6 0,7932594 0,8409552 0,8162082 0,7550844 0,7554008 
StdDev 0,06346748 2,60768096 0,07221446 0,05013115 0,06148971 0,06972937 0,06927184 
 
Trobem poca diferència entre el MRR5 i MRR10 que són els valors que considerem més 
importants, el que ens indica que la probabilitat de que el candidat correcte es trobi en els 5 
primers candidats d’una paraula és força alta. 
10.1.3. Combinació dels paràmetres alfa i beta 
Com hem comentat abans, per calcular el cost real d’aplicar un operador de substitució 
utilitzem una suma ponderada amb alfa i beta, amb valors entre 0 i 1 per cadascun d’ells.  
Alfa indica el pes de la distància d’edició entre la paraula que es construeix i l’ introduïda, 
mentre que Beta indica el pes de la probabilitat del trigrama. 
Hem realitzat un estudi per comprovar quina combinació de valors ens dona un millor resultat, 
per fer-ho hem seguit el mateix procés que amb la obtenció de les estadístiques de rendiment, 
però afegint un factor més en les iteracions que és la combinació de alfa i beta corresponent. 
Les variacions es corresponen en l’augment d’un valor i la disminució del segon en 0,1 de 
forma progressiva. 
La millor combinació trobada ha estat Alfa = 0,6 i Beta = 0,4, que obté uns millors valors de 
MRR5 i MRR10 i és la que ens dóna els resultats obtinguts a l’apartat anterior. 
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10.2. Proves del procés global 
Les proves realitzades en aquest apartat es centren en comprovar el comportament global del 
procés de correcció, comprovant si les frases resultat són correctes o no i indicant quin procés 
provoca l’error per a que no es trobi l’alternativa correcta i es seleccioni. 
Els errors que trobem en un text poden no corregir-se de la forma esperada per 3 factors: 
• No generar l’alternativa correcta, que indicaria que l’error no es resolt pel generador 
d’alternatives. 
• Trobar la paraula errònia en el diccionari tot i que aquesta és errònia en el context i no 
obliguem a generar candidats per a aquesta paraula. Ex:. (linea – línea). 
• Realitzar un procés de separació de la paraula abans de provar de generar alternatives. 
Per realitzar aquestes proves comptem amb un conjunt de 190 frases, de les quals només 81 
frases si eliminem les frases repetides. En total formen un conjunt de 509 paraules i en les que 
podem trobar un seguit de 49 paraules amb errors ortogràfics. 
S’han realitzat dos tipus de proves per comprovar el funcionament del corrector, una primera 
prova on suposem que posseïm el coneixement de tota la terminologia del domini 
corresponent i una segona on disposem d’un conjunt de vocabulari més reduït amb cert 
coneixement del domini. 
Les proves s’han realitzat sobre dos models de selecció de candidats: El basat en l’algorisme de 
Viterbi per seleccionar els candidats i el que realitza la millora en el procés de desambiguació 
morfològica o POS tagging tenint en compte els candidats. 
10.2.1. Proves a la selecció de candidats basada en l’aplicació de l’algorisme 
de Viterbi 
Les dues primeres taules mostren la informació obtinguda amb una primera versió on 
coneixem tota la terminologia. 
Així doncs la taula següent mostra els nombre de diferents tipus d’errors trobats en el procés 
de correcció que han provocat no corregir correctament la paraula errònia: 
#Paraules corregir #Errors gen. candidats #Errors dicc #Errors splitter 
46 4 9 5 
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Es corregeixen 28 paraules, que ens fan pensar que l’accuracy del procés de correcció no serà 
gaire alta, anem a comprovar aquesta afirmació: 
Acc global Acc. sense splitter Acc. sense splitter ni dict NILs 
0,6086956 0,717391304 0,913043478 1 
 
Podem observar que el valor de l’accuracy es del 60,8%, però si desactivéssim la funció del 
word splitter o no trobéssim problemes amb el diccionari, l’accuracy podria pujar fins a un 
màxim del 91,3%. 
En una segona prova, dividim el conjunt de frases de test en 5 subgrups, per a cada prova que 
realitzem a cada subconjunt, utilitzem el vocabulari aprés dels altres 4 conjunts. 
Fold #Frases #Paraules 
#Paraules 
corregir 
#Errors gen. 
candidats 
#Errors 
dicc 
#Errors 
splitter 
1 16 90 4 1 2 1 
2 16 83 10 0 2 2 
3 16 97 9 5 1 2 
4 16 126 11 2 2 0 
5 17 105 12 6 1 1 
Total 81 501 46 14 8 6 
Mean 16,2 100,2 9,2 2,8 1,6 1,5 
Stdev 0,4472136 16,574076 3,1144823 2,588435821 0,547722558 0,57735027 
 
Es corregeixen 18 paraules, veurem quina és l’accuracy mitjana i quin seria el màxim teòric en 
aquest cas: 
Fold Acc global Acc. sense splitter Acc. sense splitter ni dict NILS 
1 0,25 0,5 1 0 
2 0,6 0,8 1 0 
3 0,111111111 0,333333333 0,888888889 2 
4 0,636363636 0,636363636 0,818181818 0 
5 0,333333333 0,416666667 0,5 1 
Mean 0,386161616 0,537272727 0,841414141 0,6 
Stdev 0,22655656 0,18464221 0,205946691 0,89442719 
 
Observem que el valor de l’accuracy a baixat fins al 38,61%, que desactivant la funció del word 
split i millorant la opció de forçar a generar alternatives per a paraules que hem trobat al 
diccionari, arribaríem a obtenir un màxim teòric del 84,14%. 
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Proves a la selecció de candidats amb la versió unificada del tagger 
Com a l’apartat anterior, primer observarem els valors de les proves suposant el coneixement 
de tot el vocabulari terminològic. 
Els tipus d’errors generats durant el procés han estat els següents: 
#Paraules corregir #Errors gen. candidats #Errors dicc #Errors splitter 
46 5 9 4 
 
Es corregeixen 28 paraules altre cop, però com ens varia el nombre d’errors trobats en la 
generació de candidats, ens variarà també el valor obtingut de l’accuracy màxima teòrica: 
Acc global Acc. sense splitter Acc. sense splitter ni dict NILs 
0,6086956 0,695652173 0,891304347 1 
 
Partim d’un mateix valor de l’accuracy per als dos models, 60,8% però en aquest cas el màxim 
teòric baixa una mica respecte a l’anterior, arribant al 89,13%. 
Realitzem el mateix procés que en l’apartat anterior per dividir el conjunt de proves en 5 
subgrups i realitzem les tasques corresponents. Els valors dels errors per cada subgrup són els 
següents: 
Fold #Frases #Paraules 
#Paraules 
corregir 
#Errors gen. 
candidats #Errors dicc 
#Errors 
splitter 
1 16 90 4 1 2 1 
2 16 83 10 0 3 2 
3 16 97 9 5 1 1 
4 16 126 11 2 2 0 
5 17 105 12 6 1 1 
Total 81 501 46 15 9 5 
Mean 16,2 100,2 9,2 2,8 1,8 1,25 
Stdev 0,4472136 16,5740761 3,1144823 2,588435821 0,836660027 0,5 
 
En aquest cas, es corregeixen 17 paraules, veurem quina és l’accuracy mitjana i el màxim teòric 
en aquest cas: 
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Fold Acc global Acc. sense splitter Acc. sense splitter ni dict NILS 
1 0,25 0,5 1 0 
2 0,5 0,7 1 0 
3 0,222222222 0,333333333 0,444444444 2 
4 0,636363636 0,636363636 0,818181818 1 
5 0,333333333 0,416666667 0,5 1 
Mean 0,388383838 0,517272727 0,752525253 0,8 
Stdev 0,175885243 0,151513636 0,267152145 0,83666003 
 
Observem que el valor de l’accuracy és de 38,83% un valor molt similar al cas anterior, tot i 
que el màxim teòric en el cas actual és del 75,25%. Es curiós que el valor obtingut s’apropi tant 
al cas anterior ja que la versió que modifica el tagger acostuma a fallar més que la versió prèvia 
en el procés de selecció de candidats, aquest fet pot ser degut a la senzillesa de les frases del 
conjunt de test. 
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11. Planificació del projecte 
11.1. Fases del projecte 
Les fases principals del projecte han estat les següents: 
• Estudi previ del projecte i de solucions prèvies: La fase inclou la definició del projecte i 
l’estudi de les eines disponibles i solucions prèvies per a realitzar el projecte. 
• Anàlisi de requeriments del projecte: Definició dels requisits funcionals i no funcionals 
del projecte. 
• Especificació i disseny del mòdul de correcció del FreeLing: Definir els casos d’us i la 
construcció del sistema independentment de l’arquitectura finalment emprada per a la 
seva implementació. Inclou els processos de transcripció de les dades, la generació 
d’índexs, l’estructura de les diferents distàncies d’edició i la generació d’alternatives. 
• Implementació del mòdul de correcció: Es construeix el sistema seguint els diagrames 
i les descripcions resultants de la fase anterior. 
• Proves de la generació de candidats: Es genera un conjunt de corpus de test, d’àmbit 
genèric i reduït per provar el bon funcionament del procés de generació de candidats i 
obtenir estadístiques del seu funcionament. 
• Especificació i disseny del programa del corrector: Definim els casos d’ús i la 
construcció del sistema per tal de realitzar un procés de correcció complet d’una 
entrada, amb especial èmfasi en la tria dels candidats més adients segons el context. 
• Implementació del corrector principal: Es construeix el sistema seguint el resultat de 
la fase anterior. 
• Proves generals: En aquesta fase realitzem un seguit de proves per comprovar el 
funcionament global del corrector en un domini restringit. 
• Documentació i preparació del manual d’usuari: Es redacta tota la documentació 
necessària per a la defensa del PFC i per la utilització del projecte. 
11.2. Planificació inicial del projecte 
En aquest apartat mostrarem quina ha estat la planificació temporal de realització de les fases 
del projecte, així com la planificació dels costos del projecte.   
64 
11.2.1. Planificació temporal inicial 
 
Figura 26: Gantt de planificació temporal inicial 
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11.2.2. Planificació econòmica inicial 
Per a realitzar la planificació econòmica o pressupost del projecte, s’han dividit els costos en 
costos derivats del personal i costos materials. Per tal de realitzar un pressupost de les 
despeses derivades del grup de professionals que treballa en el projecte, s’han definit 4 perfils 
de treballador i s’ha especificat el preu/hora de cadascun d’ells i així facilitar obtenir el preu de 
cada fase del projecte segons els perfils associats a cadascun d’ells. 
Els perfils definits per a la realització del projecte han estat els següents: 
• Cap de projecte: Encarregat de dirigir el projecte i realitzar totes les tasques de 
planificació del projecte. (85 €/h) 
• Analista/dissenyador: Persona encarregada de la especificació del sistema i el seu 
disseny. (45€/h) 
• Programador: Personal encarregat de implementar el projecte, realitzar les proves i la 
documentació. (23 €/h) 
 
Tasca Perfil associat Preu/hora(€/h) Durada(h) Preu (€) 
Estudi previ N/A 0 120 0 
Anàlisi requisits Cap de projecte 85 46 3910 
Especificació i disseny mòdul Analista/dissenyador 45 80 3600 
Implementació mòdul Programador 23 375 8625 
Proves generació candidats Programador 23 40 920 
Especificació i disseny 
corrector 
Analista/dissenyador 45 72 2520 
Implementació corrector Programador 23 225 5175 
Proves generals Programador 23 60 1380 
Documentació Programador 23 110 2530 
  Total: 1.128h 28.660€ 
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Podem observar els costos materials en la taula següent: 
Material Quantitat (unitats) Preu(€) 
Estació de treball 1 894 
Material fungible N/A 20 
Llic. Microsoft Word 1 - 
Ubuntu 1 - 
GanttProject 1 - 
Total: 4 914€ 
 
Les despeses planificades totals sumen un import de: 
Tipus de despeses Import 
Personal 28.860 € 
Material 914 € 
Total: 29.574 € 
 
11.3. Planificació real del projecte 
Durant la realització del projecte, vam trobar un seguit de problemes durant l’etapa de 
disseny, implementació i proves de la generació de candidats que provocaven que els resultats 
obtinguts per les proves fossin força pitjors als esperats. 
Per poder arreglar aquest aspecte, es va decidir ajornar la presentació del projecte al 
quadrimestre de primavera i així poder solucionar tots aquests problemes, provocant un 
desfalcament del procés al voltant de 6 mesos, provocant l’aparició de 2 noves fases de 
disseny i implementació per al procés de generació d’alternatives.  
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Aquest endarreriment i prolongació de tasques, també ens ha provocat un canvi en la 
planificació econòmica del projecte que es veu afectada en el càlcul del cost del personal i en 
el de material necessari.  
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11.3.1. Planificació temporal real 
 
Figura 27: Gantt de planificació temporal real 
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11.3.2. Planificació econòmica real 
L’endarreriment de les etapes comentades a l’apartat anterior, ha resultat en un major 
nombre d’hores de treball que ens modifiquen el pressupost presentat inicialment. 
Així, recalculem els costos derivats de l’equip de treball que porta a terme el projecte amb el 
còmput de les hores extres. 
Tasca Perfil associat Preu/hora(€/h) Durada(h) Preu (€) 
Estudi previ N/A 0 120 0 
Anàlisi requisits Cap de projecte 85 46 3910 
Especificació i disseny mòdul Analista/dissenyador 45 90 4050 
Implementació mòdul Programador 23 425 9775 
Proves generació candidats Programador 23 70 1610 
Especificació i disseny 
corrector 
Analista/dissenyador 45 72 2520 
Implementació corrector Programador 23 225 5175 
Proves generals Programador 23 60 1380 
Documentació Programador 23 110 2530 
  Total: 1.218h 30.950€ 
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Les despeses relacionades amb material només s’amplien en la compra de material fungible, 
deixant la taula de costos de la següent forma: 
Material Quantitat (unitats) Preu(€) 
Estació de treball 1 894 
Material fungible N/A 30 
Llic. Microsoft Word 1 - 
Ubuntu 1 - 
GanttProject 1 - 
Total: 4 924€ 
 
Les despeses totals reals són les següents: 
Tipus de despeses Import 
Personal 30.950 € 
Material 924 € 
Total: 31.874 € 
 
Podem observar una diferència de 2300 € entre el pressupost inicial i les despeses 
econòmiques totals finals, un desfasament no gaire gran tot i la llargada del projecte. 
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12. Conclusions 
Un cop acabat el projecte és moment de fer una reflexió i veure si es compleixen els objectius 
plantejats. 
El sistema construït presenta un mòdul per a la generació d’alternatives per a les paraules 
errònies i inclou una eina que permet realitzar la correcció d’una entrada de text. Aquesta 
utilitat genera la llista de candidates per a cada paraula identificada com a errònia mitjançant 
les funcionalitats del mòdul, tria quina paraula candidata és la millor correcció possible segons 
el context i mostra tota aquesta informació a l’usuari en forma de text. 
En aquest sentit, el projecte ha complert amb els requisits definits a la fase inicial del projecte, 
doncs s’ha realitzat el software demanat consistent del programa executable i les eines per a la 
generació d’alternatives. Tant el programa com les llibreries desenvolupades es poden 
configurar fàcilment, modificant els paràmetres desitjats als arxius de configuració 
corresponents. 
Durant la realització del projecte s’han elaborat un seguit de diccionaris i els corresponents 
índexs per a comprovar el funcionament del sistema en diferents àmbits del llenguatge, 
comprovant l’eficiència i els resultats de les diferents versions desenvolupades. 
El sistema s’ha integrat dins la plataforma FreeLing 3.0, seguint els estils de programació i 
documentació adients per tal de que pugui ser fàcilment ampliable i modificable a posteriori. 
Les proves realitzades sobre el procés de generació d’alternatives basat en les transcripcions 
fonètiques i els operadors de la seva distància ens fan pensar en que la solució implementada 
genera resultats raonables i esperançadors, però hem de tenir en compte que els corpus 
d’estudi i test són de mida molt reduïda i dificulten poder concloure amb rotunditat  la bondat 
de la solució. 
Ens trobem amb el mateix problema quan parlem dels resultats obtinguts per el procés global 
de correcció, tot i que en aquest cas els resultats obtinguts per a l’accuracy no són molt 
elevats. El procés es troba limitat per les aparicions de falses paraules correctes i per l’ús 
excessiu de les utilitats del word join i word split que provoquen que la resposta que ens 
ofereix el sistema sigui pitjor, controlant aquests aspectes de forma més informada, podríem 
arribar als màxims teòrics descrits en l’apartat de proves. 
També cal comentar que cal treballar més en el procés conjunt de POS Tagging amb la selecció 
de candidats, per corregir els errors actuals derivats de representar les etiquetes en la seva 
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versió reduïda, ja que actualment funciona amb certes deficiències que no es poden observar 
al test. 
12.1. Línies de futur 
Aquest projecte parteix d’una línia d’investigació i com a tal es pot seguir desenvolupant per 
millorar la seva qualitat i capacitat de resposta. En aquest apartat exposarem algunes idees per 
expandir el projecte. 
Una primera tasca a desenvolupar seria traslladar tot el procés de selecció i tria de candidats a 
un mòdul de FreeLing, per tal d’unificar encara més el sistema construït amb la plataforma. 
Seria interessant desenvolupar una distància d’edició que tingués en compte dos criteris de 
distància per a corregir els errors: D’una banda, que utilitzi la distància fonètica per resoldre 
errors ortogràfics derivats dels errors de lletres que corresponen al mateix fonema i d’altra 
banda, una distància d’edició que resolgués els errors ortogràfics derivats dels errors a 
l’escriure mitjançant un teclat. 
Es podria desenvolupar més la idea d’utilitzar les llistes de candidats suggerits per a resoldre 
tasques de POS tagging, millorant la resposta d’aquest servei d’anàlisi per evitar que el tagger 
resolgui una desambiguació de forma errònia degut a l’aparició d’un error ortogràfic. 
També es podria ampliar el procés de selecció de candidats utilitzant elements semàntics que 
restringeixin la tria, ampliant el model actual que ja té en compte aquest tipus d’informació 
d’una forma vaga, emprant les probabilitats de paraules i bigrams de paraules extretes d’un 
corpus per a definir les probabilitats emprades en l’algorisme de Viterbi. 
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14. Annexos 
14.1. Glossari 
Definim diverses paraules que han estat utilitzades al llarg de la memòria, però que no són 
d’ús corrent. 
• HMM: Model estadístic d’estats desconeguts en el que es vol trobar aquests estats 
mitjançant la informació donada per una observació de fets. Molt utilitzat per a 
tasques de PLN i reconeixement del llenguatge. 
• IDE (Integrated Development Environment): Programa informàtics que incorpora un 
conjunt d’eines per a tasques de programació I que pot suportar un o més llenguatges 
de programació. 
• Llenguatge natural: Es aquell que es emprat pels humans per comunicar-se de forma 
escrita o parlada. 
• PAROLE (etiqueta): Format d’etiquetes per a l’anàlisi morfològica que segueix el 
FreeLing i que es van definir en el projecte PAROLE. 
• PLN: Disciplina de la IA que avarca totes aquelles tasques per a la comunicació entre 
persones o persones i màquines mitjançant el llenguatge natural. 
• Reconeixement d’entitat nombrades (NER): Reconèixer elements atòmics que 
pertanyen a un text i que poden estar formats per més d’una paraula. Aquests 
elements es poden categoritzar  com noms propis (J. Smith), gentilicis, valors 
monetaris, etc... 
• SAMPA (Speech Assessment Methods Phonetic Alphabet): Transcripció dels fonemes 
definits en el alfabet fonètic internacional en una codificació ASCII. 
• Soroll: Informació no desitjada que introdueix errors en les dades. 
• Software lliure: Software que dona totes les llibertats als usuaris i que permet que 
l’usuari utilitzi, estudiï, copiï, modifiqui i redistribueixi el software si ho vol. El software 
lliure es distribueix sota una llicencia que pot limitar algun d’aquests serveis. 
• STL (Standard Template Library ): Conjunt de llibreries per al llenguatge C++ que 
defineixen algorismes, patrons, classes i iteradors. 
• Viterbi: Algorisme que permet trobar la cadena d’estats més probable dins un HMM, 
partint d’una observació. 
• XML (eXtensible Markup Language): Llenguatge basat en etiquetes per representar la 
informació de la forma més abstracta i reutilitzable possible.  
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