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Abst rac t - -Th is  paper presents two parallel algorithms for forecasting implemented on a linear 
array and a tree model [1]. Both the algorithms are based on the weighted moving average tech- 
nique [2,3]. Given that m and n are the numbers of the input observed ata values and the numbers 
of weights, respectively, the algorithm on a linear array of n processors requires m + 1 steps and 
that on a tree model with (2n - 1) processors (n being a power of 2), needs (m - n + 2) + log 2 n 
steps. It has also been shown how the corresponding algorithms can be extended to the case when 
the number of available processors i less than n (for a linear array) or 2n - 1 (for a tree model). 
The corresponding algorithms mapped on an ST-array (Store and Trigger array with p processors, 
p ~ n) [4] and an ST-tree (Store and Trigger tree with 2p - 1 processors, p _< n, p being a power of 2) 
require n/p(m - n + 1) +p - 1 and n/p[(m - n + 2) + log2p ] steps, respectively. 
Keywords--Forecasting, Weighted moving average, Matrix by vector multiplication, Linear array, 
Tree model. 
1. INTRODUCTION 
Forecasting usually means predicting a future event from the information on a set of past events. 
There are many kinds of forecasting, e.g., forecasting of economy, prices, interest rates, business 
conditions, technology, weather, etc. In the commercial field, demand forecasting plays an impor- 
tant role and it is an integral part of management information systems, especially the inventory 
control systems. Among the different quantitative forecasting models [3] available for successful 
implementation of decision making systems, the time series models are very popular. In these 
models, if we have an observed time series say, d(1),d(2), . . .  ,d(m), where d(i) represents the 
data at the i th time instant i < i < m, then the problem of forecasting is to estimate d(m + 1) or, 
more generally, d(m+r) ,  where r is a small positive integer. All forecasting methods assume that 
some pattern or relationship exists that can be identified and that pattern is used as the basis 
for forecasting. For the qualitative methods of forecasting [3], these patterns can take virtually 
any form and need not be identified explicitly. In quantitative methods of forecasting, however, 
each technique does make explicit assumptions about the type of underlying pattern. Therefore, 
the ability of a given technique to forecast effectively in a specific situation depends largely on 
matching the pattern in that situation with a technique that can handle that pattern [5]. In 
other words, different models may be applied to the same data  pattern, but one model will usu- 
ally fit the data in the best best poseible manner. For example, a simple moving average usually 
provides a good fit for a constant process uch as that shown in Figure la. I f  the plot of data 
is cyclical around a constant rend, a weighted moving average is much more suitable. Similarly, 
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an exponential smoothing model is the best to use if the plot of data exhibits a constant process, 
with or without cyclical tendencies [2]. The four types of commonly observed ata patterns have 
been shown in Figure 1. 
D(I) i ~ ~ ~ ~ p ~ b ~ - - M  e a n 
t 
(a) Constant data pattern. 
D(t )~ 
t 
(b) Seasonal data pattern. 
D(t)[ ,,~ 
(c) Tread data pattern. 
D(t)J ~ 
t 
(d) Cyclical data pattern. 
Figure 1. Common types of data patterns. 
Evans and Gusev [6] have presented systolic implementations of a moving average (MA) filter 
with the minimal time steps of m + n + 1 on n + 1 processors. 
In this paper, we propose two systolic parallel algorithms for forecasting implemented on a 
linear array and a tree model. Both the algorithms are based on the weighted moving average 
technique. Given that m and n are the numbers of the input observed ata values and weights, 
respectively, we show that 
(1) the algorithm on n processors connected in the form of a linear array requires m + 1 steps, 
and 
(2) the algorithm on the tree model using 2n - 1 processors, n being a power of 2, requires 
m - n -}- 2 + log 2 n steps for execution. 
We then show how the corresponding algorithms can be extended to the cases when the number 
of available processors i less than n (for the linear array model) or 2n - 1 (for the tree model). 
These algorithms mapped on ST-array (Store and Trigger array) with p processors (p ~ n) [3] 
and ST-tree (Store and Trigger tree) with 2p - 1 processors, where p ~ n and p is a power of 2, 
require n/p(m - n ÷ 1) -bp - 1 and n/p[ (m - n + 2) + log2p ] steps, respectively. 
The paper is organized as follows. A sequential algorithm for the weighted moving average is 
discussed in Section 2, followed by the two parallel algorithms in Section 3. 
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2.  WEIGHTED MOVING AVERAGE 
For short term forecasting, the weighted moving average is a widely accepted technique. If the 
plot of data exhibits a cyclical pattern around a constant trend, the weighted moving average is 
the best to use as a forecasting method. The method is briefly described as follows. 
Given a set of positive weights say, w(1),w(2),...  ,w(n) for the n most recent observations 
d(t),d(t - 1),. . .  ,d(t -n  + 1), the weighted moving average of these observations at time t is 
given by 
wM(t  ) = w(n) d(t) + w(n - 1) d(t - 1) +. . .  + w(1) d(t - n + 1) 
w(n) +w(n-  1) +. . .  +w(1)  
where 0 < w(1) _< w(2) < ... < w(n). The weighted average wM(t) is used as the forecast value 
d(t + r)  at the time t + r, that is, d(t + r)  = wM(t), r being a small positive integer. Given rn 
past observed ata values d(1), d(2), . . . ,  d(ra) and n (n < m) fixed weights w(1), w(2) , . . . ,  w(n), 
ra - n + 1 weighted moving averages can be computed by shifting the window of size n over the 
data set d(1), d(2), . . . ,  d(m). The corresponding mean square error of forecasting can then be 
defined as 
t--n+r ( 1)" 
As an example, let r = 1. Then, for a fixed value of n, the m - n + 1 weighted moving averages 
and the corresponding errors in prediction are computed as follows. 
Weighted Moving Average Error 
WM(n ) = w(1)d(1) + w(2)d(2) +.-.  + w(n)d(n) E(n + 1) = d(n + 1) - WM(n) 
w(1) +w(2) +. "  +wCn) 
wM(n + 1) = w(1) d(2) + w(2) d(3) +-..  + w(n) d(n + 1) E(n + 2) = d(n + 2) -- wM(n + 1) 
w(1) + w(2) +. . .  + w(n) 
WM(n + 2) = w(1) a(3) + w(2) a(4) +. . .  + w(n) a(n + 2) E(n + 3) = d(n + 2) - W"(n  + 2) 
'w(1) + w(2) -I" • • • -I- ao(n) 
w ~ (ra) = w(1) a (m - n + 1) + w(2) d(m - n + 2) +. . .  + w(n)  d(m) E (m)  = d(m)  - W ~ (m - 1) 
w(1) + w(2) +.-. +w(n) 
MSE= E -El 
'm, -- n" 
i=n+l  
The objective is to choose the optimum value of n so that the MSE is minimized. In practice, 
using different values of n, say nl, n2, . . . ,  nq, along with a set of predefined weights, the weighted 
moving averages are computed. The value of n which gives the least MSE is chosen for forecasting 
the value d(t + r). 
2.1.  Special  Cases 
CASE A. SIMPLE MOVING AVERAGE. Th is  method is most appropriate for a constant process as 
shown in Figure la. In this case, equal weights are given to all observations. Thus, each weight 
is set to 1/n and the corresponding weighted average is given by 
sM(t  ) = d(t) + d( t -  1) +. . -+d( t -  n+ 1) 
n 
CASE B.  SIMPLE EXPONENTIAL SMOOTHING. A major shortcoming of the simple moving av- 
erage technique is that it assigns equal weights to all the past observations, leading to a larger 
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error in prediction. On the other hand, in the simple exponential smoothing technique, the more 
recent observations are given larger weights than the older ones and this leads to a smaller error 
in prediction than the simple moving average technique. Because of this, exponential smoothing 
has gained wider acceptance as a forecasting method. This technique is recommended when the 
data exhibits a constant process, with or without cyclical tendencies. Mathematically, we express 
it in terms of weighted average as 
EM(t) = ad(t)  + ~(1 - ~) d(t - 1) + a(1 - ~)2 d(t - 2) +- . .  + a(1 - ~)n-1 d(t - n + 1), 
where the weights w(i) = a(1 - a)n- i ,  1 < i < n, and 0 < ~ _< 1. Clearly, the weights w(1), 
w(2),. . .  ,w(n)  are in decreasing order of magnitude. The value of a determines the relative 
values of these weights. A large value of a (close to 1.0) assigns most of the weight to the 
recent observations and vice versa. When a value of ~ close to 1.0 gives the best result, it may 
indicate that trends or seasonalities are present and that simple exponential smoothing is not the 
best approach [5]. Exponential smoothing has been applied extensively in a number of business 
situations. It is easy to understand, straightforward to apply, and intuitively appealing to a 
manager, because he has some control over the weights through assigning a value to c~. A major 
drawback of this method, however, is that there is no easy way to determine an appropriate value 
of a. 
The sequential algorithm for computing the weighted moving averages with • = 1 and a given 
value of n runs as follows. 
2.2. Sequent ia l  A lgor i thm 
Input:  d(1), d(2), . . . ,  d(m); w(1), w(2), . - . ,  w(n) 
output: WM(n) ,  WM(n  + 1), .. .  , WM(m),  MSE 
1. weight_sum := 0; sum := 0; square_error := 0 
2. fo r /=  1 ton  do 
weight_sum := weight_sum + w(i) 
endfor  
3. for i=ntomdo 
begin 
sum :-- 0; 
for j= i -n+l to ido  
sum := sum + w(n  + j - i) * d ( j )  
wM (i) :=  sum/weight_sum 
end for 
if i < m then  square_error :=  square_error + (d(i + 1) - wM( i ) )  2 
end 
4. MSE = square_error/(m - n) 
3. PARALLEL  ALGORITHMS 
From the previous section, it is clear that for different values of n say, nl, n2, . . . ,nq,  the 
weighted moving averages are to be computed and it requires q iterations. For n = ni, 1 <_ i _< q, 
we need to compute m - ni + 1 weighted moving averages. In the parallel implementation f the 
weighted moving average technique, we exploit the parallelism among different steps to reduce 
the execution time of the weighted moving averages per iteration. In this section, we present 
two parallel algorithms implemented on two systolic architectures, one on a linear array and the 
other on a tree. We would also show how the corresponding algorithmR can be implemented on 
an ST-array (with p processors, p <_ n) and an ST-tree with 2p-  1 processors, where p is a power 
of 2 and p _< n. 
Algorithms for Forecasting 43 
Let the weighted moving averages WM(n + i), 0 ( i < m - n, as given in Section 2, be 
represented as 
WM (n + i) = NM (n + i) 
AM(n + i) '  
where N ~t and A M stand for the numerator and the denominator of W M. Hence, NM(n + i)'s 
can be written in terms of the following matrix by vector multiplication: 
NM(n + 1) d(2) d(3) ... d(n + 1) / w(2) 
NM(n: + 2) = d(3). d(4) ... d(n :+ 2) w(3). = D * W, 
\ NM(m) d(m-n+l )  d (m-n+2)  ... d(m) \w(n) 
where D is the (m - n + 1) × n data matrix and W is the n x 1 weight vector as given above. 
The denominator AM(n + i) is equal to w(1) + w(2) +. . .  + w(n) for all values of i. 
d(m-n+l) . . . d(3) d(2) d(l) ~ w0) 
I I 
d(---s+2) . . . d(4) dO) d~2) • ~ wt2) 
d(m4+3) . . . d(5") d(4) d(3) * * i 
$ 
d(m) . . ,  d(n.e.2) d(n+l) d(o) * . . .  * * - -~PE.  [ 
I I 
4 
WM(m) 
WM(m÷l) 
WM(s÷I )  
WM(s) 
Figure 2. Computation on the linear array. 
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3.1. Imp lementat ion  on  Linear Array  
We use a linear array o fn  processors PE1, PE2,... ,  PEn as shown in Figure 2. We assume that 
every processor PE~, 1 < i < n has five registers D/~, WP~, N/~,  LP~, and VRi. Registers DP~ 
and WR~ will be used for storing the input data and weights, respectively. The register V/~ will 
be used for communication with the processors PE~-I and PE~+I in the vertical direction, when 
they exist. Initially, LRi and N/~,  1 < i < n, are set to zero. The weights w(1), w(2), . . .  ,w(n) 
are given to the WR-registers of the processors PE1, PE2,... ,  PEn once for all. The jth column 
elements of the D-matrix, 1 _< j < n are fed successively to the DR-register of the processor PEj 
with an initial delay of (j - 1) units for synchronization purposes as shown in Figure 2 (a star- 
mark (*) in Figure 2 indicates a delay of one unit time). The algorithm is described below. 
ALGORITHM A. 
S tep  1 : for j := 1 to n do in para l le l / *  initialization */ 
begin  
load w(j) to WRj register of the processor PEj; 
VRj := WRj; LRj :=O; NRj :=O 
end. 
Step2:  for i := l to m do 
beg in  
for j := 1 to n do in paral le l  
begin  
for j < i < m - n + j, PEj does the Steps 2.1 and 2.2 in paral le l  
2.1 it sends the content of its VRj to VRj+I of PEj+I ;  
2.2 it loads the next (appropriately delayed) input data element, 
that is, DRj receives the data d(i); 
NRj := NRj + DRj • WRj; 
if i = j - 1 then  LRj := LRj + VRj 
else if j < i < m - n + j then  NRj := NRj + VRj; 
vRj := NRj; 
end; 
if i > n then  NP~ := NR~/LP~ 
and PEn outputs the content of NP~ as wM(i); 
end. 
/*Eventually, the moving averages emerge from the processor PEn */ 
T ime complex i ty  
Step 1 of Algorithm A takes a constant time. After this initialization phase of Step 1, the loop 
in Step 2 is executed m times. Let ti, to, ta, tin, tr, and td be the times required for inputting one 
data element, one data communication, one addition, one multiplication, one register transfer, 
and one division, respectively. Hence, Algorithm A can be completed in m + 1 basic execution 
cycles where each cycle needs ti + t~ + tr + 2ta +tm + td time, i.e., the time complexity of this 
algorithm is O(m). 
3.1.1.  Imp lementat ion  on ST-array 
The previous linear array is applicable for the cases when the number of columns of the ma- 
trix D is less than or equal to the array size. But when n exceeds the number of processors, we 
implement the algorithm on an ST-array [3] as follows. 
Let us assume that n = pr, p > 1, r > 1, and p is the number of available processors. Here, 
we use another control register CP~ for every processor PE~, 1 <_ i <_ p. Initially, L/~ and NP~, 
1 < i < p, are both set to zero. The computation can be done in two phases. In the first phase, 
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the following elements are inputted to WR/and CR/registers of each PEi, after an initial delay 
of (i - 1) units for synchronization purposes. 
(1) A sequence of weights w(i), w(i +p), w(i + 2p),.. . ,  w(i + (r - 1)p), is successively inputted 
to the W/~ register. 
(2) A sequence of (r - 1) O's followed by a T ,  is successively inputted to the CR/register. 
Each time an input is received by the WR/and CR/registers, PE~, 1 _~ i _~ p performs the 
following operations in order. 
(1) The content of LR/ is  updated as 
LR / := LR/+ WR/. 
(2) If CR/= 1 then 
if i < p then 
the content of LR/of  PEi is transmitted to 
the register LR/+I of PEi+I 
/* After all inputs are consumed by PEp, the the register LP~ will contain the sum w(1)+w(2)+ 
• .. + w(n) at the end of the first phase */ 
In the second phase, the following inputs are given to each PEi. 
(I) The data elements d(i), d(i + p), d(i + 2p),... ,d(i + (r - l)p; d(i + i), d(i + p + I), 
d(i+2p+ 1),. . . ,  d(i+(r- 1)p+ 1);... ,  d(i+p- 1), d(i+2p- 1), d(i+3p- 1),. . . ,  d(i +rp- 1) 
are successively inputted to the DRi register. 
(2) A repetitive sequence of weights w(i), w(i +p), w(i + 2p),... ,  w(i + (r - 1)p) is successively 
inputted to the WR/register. This sequence is repeated so long as there will be an input 
to the DR/register. 
(3) A repetitive sequence of (r - 1) O's followed by a '1', is successively inputted to the CR/ 
register. This sequence is repeated so long as there will be an input to the DR/register. 
Each time an input is received by each of the DR/, WR/, and CR/registers, PEi, 1 <_ i <_ p 
performs the following operations in order: 
(1) The content of NR/ is  updated as 
NR/:= NR/+ WR/* DR/. 
(2) If CR/= 1 then 
if i < p, then 
the content of NR/o f  PEi is transmitted to 
the register NR/+I of PEi+t and after that 
NR/ is  reset to zero. 
else/* i = p */ 
NR/:= NR//LR/, the value of NR/is ouputted 
and NR/ is  reset to zero. 
/* At the end of this step, the weighted moving averages emerge from the NP~ register of the 
processor PEp */ 
In fact, the execution of phase 1 can easily be overlapped with that of phase 2 by using an 
additional flag in each processor, which can be initialized to T and will be reset o '0' when a '1' 
is received in the CR/. Execution of both phase 1 and phase 2 will be started at the same time, 
but phase 1 execution will not be repeated any more when this flag is reset o '0'. 
The method is illustrated with an example for m = 11 and n = 9 as shown in Figure 3 (a 
star-mark (*) in Figure 3 indicates a delay of one unit time). 
T ime complexity 
The processor PEp gets the first input data after an initial delay of p - 1 steps. After that, 
PEp computes each of the m - n + 1 weighted moving averages W M (n), W M (n + 1),..., W M (m) 
in r = nip steps. Hence, by overlapping the executions of phase 1 and phase 2, it turns out that 
the total computation can be done in n/p(m - n + 1) + p - 1 steps. 
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1 0 O 1 O O 1 0 0 
d(9) d(6) d(3) d(S) d($) d(2) d(7) d (4)d( l )  -,Iv I 
w(7) w(4) w(l) w(7) w(4) w(l)  w(7) w(4)w(1)...~ " [ 
/ I 
1 0 0 1 0 0 1 0 0 * --~ ] 
dot(}) d(7) d(4) d(9) d(6) d(3) d(8) d(S) d(2) , 
w(8) w(S) w(2) w(8) w(S) w(2) w(8)w(S) w(2) • 
1 0 0 I 0 0 1 0 0 * *"~ I 
dOLl) d(8) d($) dO.O) d(7) d(4) d(9)d(6)  d(3) * * 
w(9) w(6) w(3) w(9) w(6) w(3) w(9)w(6) w(3) • , 
wM(I1) 
WM(IO) 
WM(9) 
Figure 3. Computation f the ST-array. 
3.2. Imp lementat ion  on Tree  
In order to do the same job, we can also use a complete binary tree of 2n - 1 processors (we 
assume that n is a power of 2). The arrangement of the processors for m = 9 and n = 4 is shown 
in Figure 4 with n processors PE1, PE2,. . . ,  PEn at the leaf nodes. 
In the first step of the algorithm, every leaf processor PE~, 1 < i < n is given the input w(i) 
to be stored in its W/~ register. These weights are summed up using the binary tree connections 
and the result is stored in the LR-register of the root processor. The LR-register of the root 
processor now contains the sum w(1) + w(2) +- . .  + w(n). 
In the second step of the algorithm, the ith column elements of the D matrix are successively 
inputted to the leaf processor PEi, 1 < i < n, as shown in Figure 4. When the leaf processor PEi 
receives an input d(j), it computes the product d(j).w(i) and sends the result to its parent. When 
an intermediate processor receives two inputs from both of its children, it adds them and sends 
the result to its parent. When the root processor receives two inputs from both of its children, 
it adds them, divides the sum by the content of its LR-register and outputs the result as the 
weighted moving average. 
T ime complex i ty  
Since there are m - n + 1 rows and n is the number of leaf processors, then the first step of the 
algorithm requires log 2 n steps and the second step requires (m-n+ 1) +log 2 n steps. However, it 
is easy to pipeline the operations in phase 1 and phase 2 so that the algorithm earl be completed 
in 1 + (m - n + 1) + log 2 n = (m - n + 2) + log 2 n steps. 
3.2.1. Implementation on ST-tree 
When we have a fewer number of leaf processors than the number of columns in the D matrix, 
the store and trigger method can be applied for computing the weighted moving averages on the 
tree model as well. The method is described below. 
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WM(9) 
w ' (8 )  
WM(7) 
WM(6) 
WM(S) 
WM(4) 
p 
d(l) d(2) d(3) d(4) 
d(2) d(3) d(4) d(5) 
d(3) d(4) d(S) d(6) 
d(4) d($) d(6) d(7) 
d(S) d(6) d(7) d(8) 
d(6) d(7) d(8) d(9) 
Figure 4. Computation on the tree. 
Suppose n = pr and we have a complete binary tree of 2p - 1 processors with p leaf processors 
(assume that p is a power of 2). Each of the two phases of computation described in Section 3.2 
is now completed in several steps. The following operations will be done in the two phases. 
1. In the k th step of the first phase I ( k < r, the weights w(k), w(k + 1) , . . . ,  w(k + p - 1) 
are inputted in parallel to all the leaf processors. Whenever a leaf processor receives an 
input, it forwards that data to its parent. When an intermediate processor eceives the 
data from two of its children, it adds them and sends the sum to its parent. If the root 
processor receives the data from both of its children, it adds them and stores the sum in 
a temporary register. After the completion of all the steps in the first phase, the root 
processor contains the sum w(1) + to(2) + . . .  + w(n). 
2. In the second phase, computation over m-  n + 1 rows of the D matrix is done in m-  n + 1 
subphases to get a weighted moving average after every such subphase. However, each 
subphase now consists of r steps. In the k th step of the jth subphase, 1 _< j _< (m - n + 1), 
1 _< k <_ r, the dements Djt,  Dj,t+;, . . . .  Dj,k+p-i of the D matrix and the weights w(k), 
w(k + 1),. . .  ,w(k +p-  1) are inputted in parallel to all the leaf processors. Whenever 
the leaf processor PEi receives these inputs, it multiplies them and sends the product o 
its parent. An intermediate processor adds the two inputs received from its two children, 
and sends the result to its parent. The root processor _m_~i_ntains a counter, initialized to 
zero and does the same job like an intermediate processor plus the following additional 
operations. 
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(i) It increments the counter by 1. 
(ii) If the value of the counter is equal to r, then it divides the current sum of the 
products by the sum w(1) + w(2) +. . .  + w(n), outputs the quotient as a weighted 
moving average, and resets the counter to zero; otherwise, it just stores the partial 
sum of the products in a temporary register. 
The method is illustrated in Figure 5 for m = 9, n = 8, and p = 4, i.e., r = 2. 
WM($) 
wM(9) 
d(1) d(2) d($) d(4) 
w(1) w(2) w(3) w(4) 
d(S) d(6) c1(7) d(S) 
w(S) w(~) w(7) w(8) 
d(2) d(3) d(4) d($) 
w(1) w(2) wO) w(4) 
d(6) d(7) d(8) d(9) 
w(S) w(S') w(V) w(s) 
Figure 5. Computation on the ST-tree. 
T ime complex i ty  
By properly pipelining the operations in phase 1, it can be completed in n ip  + log2p steps. 
Similarly, through pipelining, the computations in phase 2 can be done in r t /p [ (m-n+ 1)+ log 2 p] 
steps. Moreover, it is also possible to pipeline phase 1 and phase 2 as in the case of a tree, when 
the overall computation can be done in n/p[(zn - n + 2) + log2p ] steps. 
4. CONCLUSION 
Two parallel algorithms for short-term forecasting have been developed. The algorithms are 
based on the weighted moving average technique and have been implemented on a linear array 
and a tree. On a linear array of n processors, it requires m + 1 steps and on a complete binary 
tree of (2n - 1) processors, n being a power of 2, it requires (m - n + 2) + log 2 n steps, where 
is the number of input observed ata values and n weights are used to compute the weighted 
moving averages. We have also shown how the corresponding algorithms can be extended to 
the cases when only fewer processors are available. These algorithms mapped on an ST-array 
(Store and Trigger array with p processors) and an ST-tree (Store and Trigger tree with 2p - 1 
processors, p being a power of 2) require n/p(m - n + 1) + p - 1 and n/p[ (m - n + 2) + log 2 p] 
steps, respectively. 
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