This paper discusses a feedback iteration technique that provides the enhancement of backward reconstruction in acoustical imaging. Reconstruction of a vibrating surface motion from acoustic holographic data causes computational difficulties because the problem is ill posed. In order to deal with these difficulties, a method is developed based on a recursive algorithm, where the inverse problem is converted to a well-posed forward propagation problem. An initial guess regarding the source images is required to activate the iterative inversion method. Then, the tentative image is propagated forward to the hologram plane and the residue is determined. Next, a feedback operator is used to process the residue by which the image is updated. Two types of feedback operators were investigated: (1) a Wiener suboptimal operator, and (2) a dynamic, optimal operator (designed subject to minimum mean-square-error optimization criteria). The performance of these iteration methods was investigated by numerical simulations of the holographic reconstruction of a baffled piston field. Both iteration methods provided satisfactory convergence and were found to be relatively insensitive to the choice of initial guess and noise parameters used in the feedback operators.
INTRODUCTION
An increasing interest has been seen in recent years in the study of acoustical imaging which has become an important tool of analysis in acoustic research.
• Among the applications of acoustical imaging, backward reconstruction exhibits advantages over other methods for source radiation analysis. For instance, backward reconstruction can be used for noise source identification. This approach is more effective in dealing with distributed sources than some other point-to-point methods (e.g., multiple input-one output spectral analysis that provides the estimate of a lumped contribution from each source at certain known location. 2
The main idea of backward reconstruction is to backpropagate the field to the source surface on the basis of the field measured on a surface in the vicinity of the source. Given the properties of the medium and the geometry of the source boundary, we are seeking to determine the acoustic field or radiation impedance on the source surface. In this connection, the problems relevant to this paper are different from the inverse problems in general where the actual physical boundaries of the sources are not known, Backward reconstruction per se is an inverse problem in a somewhat restricted sense since some prior knowledge is required. For the backward reconstruction considered in the study, it is well known that this type of problem suffers from numerical discontinuity despite that the existence and uniqueness of their solutions are fulfilled in the mathematical sense. 3-6 More precisely, associated with the process of backward reconstruction, the measured data reveals very little information about the source and its near-field. Two dramatically different sources are likely to be mapped into the far-field image within the same level of tolerance.
In order to alleviate this numerical difficulty, a variety of methods have been invented. The majority of these schemes fall into the class of windowing usually performed in the wave spectrum domain, e.g., Bartlett, Blackman, Hamming, Hanning, Kaiser, exponential, Butterworth, and Wiener filtering. 7-9 Alternativelye, backward reconstruction can be carried out in the spatial domain through certain pseudoinversion procedure, e.g., s•ngular value decomposition. 8 Most of these methods achieve numerical stability by means of the attenuation of the high-frequency components corresponding to small eigenvalues in the reconstructed image. A more thorough survey can be found in Ref. 10 .
In contrast to the above-mentioned methods, the objective of this paper is to propose a feedback iteration technique that provides the improvement of backward reconstruction in acoustical imaging. In the development of this method, prior knowledge about the source such as global bounds, smoothness conditions, statistical properties, and geometric extent is incorporated in the computational algorithms as the supplementary constraints in order to restrict the class of admissible functions. Consequently, the numerical anomalies are considerably reduced through the restoration of the solution continuity. To this end, the proposed method employs an iterative deconvolution concept n'•2 that reformulates the Problem is such a way that the ill-posed backward reconstruction is converted to the well-posed forward propagation. In diffraction tomography, two similar methods have been used in the past. Thus sortie filtering is required to reduce the distortions; however, at the same time, high-frequency components that contain a certain amount of real information are lost (see Fig.   3 ). In summary, numerical solutions of the acoustic inverse problem are generally nonunique and unstable. This is because convolution represents a smoothing process that causes the near-field details to become obscured as the field propagates away from the source. Conversely, in backward reconstruction, the input may be exceedingly sensitive to small changes in the output. Small errors in the output are magnified and eventually the accuracy becomes very poor. 
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Optimized algorithm and the constraint function
Up to this point, no special condition has been imposed on the choice of the feedback operator except that convergence is guaranteed. However, we can improve the convergence by taking into account some optimization criteria, which is the crux of the following proposed technique.
Referring to a general system shown in 
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However, the following parameters must be introduced because the extraneous noise terms M' and N' are generally unknown a priori:
fi=<M'M' *)/<N'N'*), 
In addition, it can be proved that the following properties 
, y, ,, , Some guidelines in applying the iterative inversion techniques are in order. Despite the previously discussed low sensitivity of the iteration methods to the initial guess of the image, heavy filtering is required to avoid false convergence. With a reasonable initial guess, one can usually obtain a satisfactory image by choosing a somewhat large noise parameter within a sufficient number of iterations. For lowfrequency sources, it is advisable to use the iteration method based on an optimized feedback operatorsWith constraint. In some cases, however, the constraint might cause slow con-vergence at the central region of the source, and thus the noise parameter a• must not be too large.
The iterative inversion technique appears to be a promising alternative to other techniques because of higher accuracy and flexibility in dealing with inverse reconstruction. However, the iteration method is not restricted to acoustic imaging, and it can be readily extended for more general inverse problems. In addition, the potential of iterative inversion techniques in industrial applications, e.g., source characterization (shape and motion) and noise source identification, will be explored by experimental investigations in the future.
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