Abstract. We characterize extensions of commutative rings R ⊂ S such that R ⊂ T is minimal for each R-subalgebra T of S with T = R, S. This property is equivalent to R ⊂ S has length 2. Such extensions are either pointwise minimal or simple. We are able to compute the number of subextensions of R ⊂ S. Besides commutative algebra considerations, our main result is a consequence of the recently introduced by van Hoeij et al. concept of principal subfields of a finite separable field extension. As a corollary of this paper, we get that simple extensions of length 2 have FIP.
Introduction and Notation
This paper has twin objectives. One of them is to answer a question on length 2 ring extensions, raised when writing our earlier joint paper with P.-J. Cahen on pointwise minimal extensions [3] . Indeed co-pointwise minimal extensions have length 2. Are there other extensions of length 2? The other objective is to study towers of two minimal ring extensions. Dobbs and Shapiro already considered them without the above length condition [10] . Our methods are completely different and lead to a characterization which allows us to compute cardinalities of sets of intermediate extensions and then to answer a question addressed by these authors. As a deep consequence, we show that length 2 simple extensions have FIP. The terminology is explained in the next paragraphs and in Section 4 for t-closedness.
We consider the category of commutative and unital rings. Epimorphisms are those of this category. Let R ⊆ S be a (ring) extension. Its conductor is denoted by (R : S) and the set of all R-subalgebras of S by [R, S]. We set ]R, S[:= [R, S] \ {R, S} (with a similar definition for [R, S[ or ]R, S]). Moreover, R is the integral closure of R in S. Any writing [R, S] supposes that there is an extension R ⊆ S.
The extension R ⊆ S is said to have FIP (or is called an FIP extension) (for the "finitely many intermediate algebras property") if [R, S] is finite. A chain of R-subalgebras of S is a set of elements of [R, S] that are pairwise comparable with respect to inclusion. We say that an extension R ⊆ S has FCP (or is called an FCP extension) (for the "finite chain property") if each chain in [R, S] is finite. An extension R ⊆ S is called an FMC extension if there exists a finite maximal chain from R to S. D. Dobbs and the authors characterized FCP and FIP extensions [6] . Our main tool will be the minimal (ring) extensions, a concept that was introduced by Ferrand-Olivier [11] . Recall that an extension R ⊂ S is called minimal if [R, S] = {R, S}. The key connection between the above ideas is that if R ⊆ S has FCP, then any maximal (necessarily finite) chain of R-subalgebras of S, R = R 0 ⊂ R 1 ⊂ · · · ⊂ R n−1 ⊂ R n = S, with length n < ∞, results from juxtaposing n minimal extensions R i ⊂ R i+1 , 0 ≤ i ≤ n − 1. For any extension R ⊆ S, the length of [R, S], denoted by ℓ[R, S], is the supremum of the lengths of chains of R-subalgebras of S. It should be noted that if R ⊆ S has FCP, then there does exist some maximal chain of R-subalgebras of S with length ℓ[R, S] [8, Theorem 4.11] .
In an earlier paper [3] , P-J. Cahen and the authors characterized pointwise minimal extensions, a concept introduced by P.-J. Cahen, D. Dobbs and T. Lucas [2] . An extension R ⊂ S is called a simple (or monogenic) extension if S = R[t] for some t ∈ S and is called a pointwise minimal extension if R ⊂ R[t] is minimal for each t ∈ S \ R, whereas it is called a co-pointwise minimal extension if R [x] ⊂ S is minimal for each x ∈ S \ R [3] . In particular, R ⊂ S is a co-pointwise minimal extension ⇒ R ⊂ S is a pointwise minimal extension.
In the present work, we study a notion connected to the previous contexts. We will temporarily call an extension R ⊂ S a minimal pair (resp. a co-minimal pair) if each extension R ⊂ T (resp. T ⊂ S) is minimal for T ∈]R, S[. We show in Section 2 that such extensions coincide with length 2 extensions and they are either pointwise minimal or simple (Proposition 2.2). Dobbs and Shapiro considered a close situation, namely extensions that are a tower of two minimal extensions. Their main theorem [10, Theorem 4.1] characterizes such extensions having FIP, exhibiting 13 mutually exclusive cases. We recall them in (Theorem 6.3). Their extensions are not necessarily of length 2 and worse: they may have an infinite length. The present paper is written with a point of view different from Dobbs-Shapiro's. By the way, we answer two questions raised in [4, Remark 2.11 (a)] by Dobbs. As usual, Spec(R) and Max(R) are the set of prime and maximal ideals of a ring R, and Rad(R) is the (Jacobson) radical of R. We recall that the support of an R-module E is Supp R (E) := {P ∈ Spec(R) | E P = 0}, and MSupp R (E) := Supp R (E) ∩ Max(R). We say that R ⊂ S is locally minimal if R M ⊂ S M is minimal for each M ∈ Supp R (S/R). Next notions and results are involved in our study. Recall that an extension R ⊆ S is called Prüfer if R ⊆ T is a flat epimorphism for each T ∈ [R, S] [13] . An extension R ⊆ S is classically called a normal pair if T ⊆ S is integrally closed for each T ∈ [R, S]. Then R ⊆ S is Prüfer if and only if it is a normal pair [13, Theorem 5.2(4) ]. In [22] , we observed that an extension is a minimal flat epimorphism if and only if it is Prüfer and minimal. In this paper, we also call an extension R ⊆ S quasi-Prüfer if R ⊆ S is a Prüfer extension [22] . An FMC extension is quasi-Prüfer. From now on, we use these terminologies.
A first result is that a ring extension R ⊂ S of length 2 is quasi-Prüfer and |Supp R (S/R)| ≤ 2 (Proposition 2.3). In Section 3, we characterize extensions R ⊂ S of length 2, such that |Supp R (S/R)| = 2. These extensions are simple. In Section 4, we characterize extensions R ⊂ S of length 2, such that |Supp R (S/R)| = 1. The quasi-Prüfer property of these extensions induces a first characterization where the integral closure is involved. For integral extensions, seminormalizations and t-closures are also involved.
Examples attest that all cases of our exhaustive classification occur. For a length 2 t-closed extension R ⊂ S, such that Supp R (S/R) = {M}, we get that M = (R : S). This allows us to reduce our study to the field extension R/M ⊂ S/M. Finite separable field extensions are surprisingly difficult to handle and need the whole Section 5. To get conditions in order that a field extension k ⊂ L has length 2, we need a tight study of the k-subalgebras of L. We use the noteworthy notion of principal subfields introduced by van Hoeij, Klüners and Novocin [27] . Here again, several examples show that various situations may occur. Section 6 collects in the preceding sections, 11 mutually exclusive and comprehensive conditions that extensions R ⊂ S do verify to have length 2. For each of them, we give the cardinality of [R, S]. Our classification differs from Dobbs-Shapiro's as the reader may see with the help of a comparative table.
A local ring is here what is called elsewhere a quasi-local ring. The characteristic of an integral domain k is denoted by c(k). If E is an R-module, L R (E) is its length. If R ⊆ S is a ring extension and P ∈ Spec(R), then S P is both the localization S R\P as a ring and the localization at P of the R-module S. Finally, ⊂ denotes proper inclusion, |X| the cardinality of a set X, for a positive integer n, we set N n := {1, . . . , n} and P is the set of all prime numbers. In a ring R, for a, b, c ∈ R such that c divides a − b, we write a ≡ b (c). Definition 1.1. Let R ⊆ S be a ring extension and M ∈ Spec(R). We say that M is the crucial ideal C(R, S) of the extension if Supp R (S/R) = {M}. Such an extension is called M-crucial. A crucial ideal needs to be maximal because a support is stable under specialization. Proposition 1.2. Let R ⊂ S be an extension, with conductor C. The following statements hold:
(
(2) If R ⊂ S is integral, then R ⊂ S has a crucial ideal if and only if √ C ∈ Max(R), and then C(R, S) = √ C.
Proof.
(1) If the extension is M-crucial, suppose that there is some x ∈ C \ M, then it is easily seen that R M = S M , a contradiction. We denote by {R α | α ∈ I} the family of all finite extensions R ⊂ R α with R α ∈ [R, S] and conductor C α .
(2) For M ∈ Spec(R), observe that M is a crucial ideal of R ⊂ S if and only if M is a crucial ideal of each R ⊂ R α . Then it is enough to use the following facts: Three types of minimal integral extensions exist, characterized in the next theorem, (a consequence of the fundamental lemma of FerrandOlivier), so that there are four types of minimal extensions. Theorem 1.4. [6, Theorems 2.2 and 2.3] Let R ⊂ T be an extension and M := (R : T ). Then R ⊂ T is minimal and finite if and only if M ∈ Max(R) and one of the following three conditions holds: (a) inert case: M ∈ Max(T ) and R/M → T /M is a minimal field extension; (b) decomposed case: There exist M 1 , M 2 ∈ Max(T ) such that M = M 1 ∩ M 2 and the natural maps R/M → T /M 1 and R/M → T /M 2 are both isomorphisms; or, equivalently, there exists q ∈ T \ R such that
, and the natural map R/M → T /M ′ is an isomorphism; or, equivalently, there exists q ∈ T \ R such that T = R[q], q 2 ∈ M, and Mq ⊆ M.
We give here two lemmas used in earlier papers and recall some needed results. Lemma 1.5. Let R ⊂ S be an extension and T, U ∈ [R, S] such that R ⊂ T is a finite minimal extension and R ⊂ U is a Prüfer minimal extension. Then, C(R, T ) = C(R, U), so that R is not a local ring.
Proof. Assume that C(R, T ) = C(R, U) and set M := C(R, T ) = (R : T ) = C(R, U) ∈ Max(R). Then, MT = M and MU = U because R ⊂ U is a Prüfer minimal extension [22, Scholium A (1) ]. It follows that MUT = UT = MT U = MU = U, a contradiction.
be a finite maximal chain such that R 0 := R and 
is minimal of the same type as S ⊂ T and P = C(R, S ′ ); and S ′ ⊂ T is minimal of the same type as R ⊂ S and
First properties of extensions of length 2
Next Theorem allows us to only speak of length 2 extensions. Theorem 2.1. Let R ⊂ S be a non-minimal extension. The following statemens are equivalent:
(1) R ⊂ S is a minimal pair.
(2) R ⊂ S is a co-minimal pair. Proof. (1) ⇒ (2) Let T ∈]R, S[ be such that R ⊂ T is minimal. If T ⊂ S is not minimal, there exists a tower of extensions R ⊂ T ⊂ T ′ ⊂ S. But the assumption gives that T ∈]R, T ′ [ with R ⊂ T ′ minimal, a contradiction and then T ⊂ S is minimal.
(2) ⇒ (1) and (3) Let T ∈]R, S[ be such that T ⊂ S is minimal. Assume that R ⊂ T is not minimal. There is a tower of extensions R ⊂ T ′ ⊂ T ⊂ S. As T ∈]T ′ , S[ contradicts T ′ ⊂ S minimal, it follows that R ⊂ T is minimal. In particular, any maximal chain from R to S has length 2 and ℓ[R, S] = 2.
The last result is obvious.
Proposition 2.2. Let R ⊂ S be a length 2 extension. Then:
(1) Either R ⊂ S is pointwise minimal (equivalently, co-pointwise minimal) or there exists x ∈ S such that S = R [x] , that is S is simple and these conditions are mutually exclusive.
(2) R ⊂ S is a quasi-Prüfer extension; so that either R ∈ {R, S}, or R ⊂ R and R ⊂ S are minimal.
Proof. (1) Obviously, R ⊂ S is not minimal. Asssume that S = R [x] for any x ∈ S. Let x ∈ S \ R and set T := R [x] . Then, T ∈]R, S[ so that R ⊂ T and T ⊂ S are minimal (Theorem 2.1). By definition, R ⊂ S is a pointwise minimal extension and a co-pointwise minimal extension.
The first part of (2) is [22, Corollary 3.4] . For the second part, consider the tower R ⊆ R ⊆ S whose length is ≤ 2. Proof. By definition, R ⊂ S is an FCP extension. It follows from (Proposition 1.6) that |Supp(S/R)| ≤ 2. In particular, for any T ∈ ]R, S[, we have Supp(S/R) = {C(R, T ), C(T, S) ∩ R}.
We recall the characterization of co-pointwise minimal extensions gotten in [3, Theorem 3.2, Proposition 3.9 and Corollary 5.9]: Proposition 2.4. Let R ⊂ S be a ring extension. Then R ⊂ S is a co-pointwise minimal extension if and only if there is a maximal ideal M of R such that MS = M and one of the following mutually exclusive conditions is satisfied, where k := R/M and p := c(k).
In each case, S = R [x, y] , where {x, y} is a minimal system of generators and ℓ[R, S] = 2.
Taking into account the above results, to obtain a complete characterization of length 2 extensions, we need only to study those who are simple. In view of (Proposition 2.3), each possible cardinality of the support is examined in different sections.
Length 2 extensions whose support has two elements
We remark that an extension whose support has two elements is not pointwise minimal (Theorem 1.3) and is necessarily simple. (
, and in this case,
there is at most one T ∈]R, S[ satisfying ( * ), and, in the same way, there is at most one T ′ ∈]R, S[ satisfying ( * * ). Hence, |[R, S]| ≤ 4. In particular, R ⊂ S has FMC and, using (Lemma 1.7), there exist
′ ⊂ S, either T and T ′ are comparable, or they are incomparable. In this last case there are only two maximal chains of length 2 from R to S, because |[R, S]| = 4. If T and T ′ are comparable, we have a chain of length 3, containing necessarily two minimal extensions
and M 2 are comparable, a contradiction. Using again the Crosswise Exchange Lemma, we get that there is some R Proof. Set Supp(S/R) = {M, P }. Since a support contains necessarily a maximal ideal, we can assume that M ∈ Max(R). Moreover, since P ∈ Max(R), we have P ⊂ M because any maximal ideal of R containing P belongs to Supp(S/R). Observe that R ⊂ S is quasi-Prüfer (Proposition 2.2). We have either R ∈ {R, S} or R ⊂ R and R ⊂ S both minimal. Assume R = S, then R ⊂ S is an integral extension and Supp(S/R) ⊆ Max(R) by [6, 
M-crucial extensions of length 2
The remaining case occurs for |Supp(S/R)| = 1, which means that the extension is M-crucial. Next result shows that in the rest of the paper, we can reduce our proofs to the case a local ring. (1) The map ϕ :
Proof. (1) ϕ is obviously a poset isomorphism. This gives the equalities for the lengths and cardinalities.
(2) Let i ∈ {0, . . . , n − 1}. Since MSupp(S/R) = {M}, we get that
It is then enough to check the characterization of each type of minimal extensions to see that
(3) is obvious since ϕ is bijective and (4) comes from properties of localizations.
In this section, we characterize length 2 extensions that are M-crucial (i.e when Supp(S/R) = {M}). If a co-pointwise minimal extension is involved, we recall the ad hoc result. By an exhaustive process, we achieve a characterization of length 2 simple M-crucial extensions. (
If the above equivalent conditions hold, R ⊂ S is simple. Moreover, R ⊂ S is quasi-Prüfer and not Prüfer.
Proof. (1) ⇒ (2) R ⊂ S is not a Prüfer extension in view of [6, Theorem 6.3 and Proposition 6.12]. It follows that R = R, S so that R ⊂ R and R ⊂ S are minimal extensions.
(2) ⇒ (3) R ⊂ S has FCP in view of [6, Theorem 3.13] . Assume that there exists T ∈]R, S[\{R}. Then, T and R are not comparable, and we may assume that R ⊂ T is minimal. Since R ⊂ R is minimal, R ⊂ T cannot be minimal integral and R ⊂ T cannot be minimal Prüfer (Lemma 1.5). Hence, we get a contradiction and |[R, S]| = 3.
(3) ⇒ (1) Obvious. Moreover, R ⊂ S is simple beause of (Proposition 2.2) and the classification of co-pointwise minimal extensions of (Proposition 2.4). Here is an explicit example [23, Example 1, page 376]. It is enough to choose an order of algebraic integers R such that R ⊂ T is minimal inert with conductor M = Rp, where T is the integral closure of R and a PID. Setting S := R p , we get that T = R is such that R ⊂ R and
and S := (R) 5 . The last case to consider, which will be the more complicated, is when R ⊂ S is an integral M-crucial extension of length 2. To get a characterization of such extensions, we need the following recalls. [18] (resp.; subintegral [25] ) if all its residual extensions R P /P R P → S Q /QS Q , (with Q ∈ Spec(S) and P := Q∩R) are isomorphisms (resp.; and the spectral map Spec(S) → Spec(R) is bijective). An extension R ⊆ S is called t-closed (cf. [18] ) if the relations b ∈ S, r ∈ R,
Definition 4.4. An integral extension R ⊆ S is called infra-integral
These two properties are stable under the formation of localizations. The seminormalization
Next proposition gives the link between the elements of the canonical decomposition and minimal extensions. 
The following statements hold:
(1) R ⊂ S is subintegral if and only if each R i ⊂ R i+1 is ramified. (2) R ⊂ S is seminormal and infra-integral if and only if each
Proof. [21, Lemma 3.1] asserts that (3) holds and gives the infraintegral part of (1) and (2) . Now (1) is clear since we deal with a bijective spectral map. If R ⊂ S is seminormal, (R : S) is a finite intersection of maximal ideals of S (resp. R i+1 ) by an easy generalization of [6, Proposition 4.9], giving (2). Definition 4.6. Let R ⊂ S be an integral extension of length 2. The
, so that at least two of these elements are equal. This gives the six following cases: S R}, so that R ⊂ T is a minimal extension. Since R ⊂ t S R is minimal, R ⊂ T cannot be minimal infra-integral, so that R ⊂ T is minimal inert. Moreover, we get that S = T ( Proof. Setting T := t S R, we observe that T ⊂ S is minimal inert and R ⊂ T is infra-integral.
Assume that ℓ[R, S] = 2. Then R ⊂ T is minimal either ramified or decomposed. Moreover, R ⊂ S has FCP.
If R ⊂ T is ramified, T and S are local rings, so that |Max(S)| = 1. Let N be the maximal ideal of T . Then, N = (T : S) and is the maximal ideal of S.
and (T : S) is one of the
, which is a radical ideal in S. Conversely, assume that |Max(S)| = L R (N/M) = 1 for Max(S) = {N}. Since T ⊂ S is minimal inert, we get that |Max(T )| = 1 and
In case ( * ), we get that Mx ⊆ M so that M = (R : T ). In case ( * * ), we get that Assume now that |Max(S)| = 2 and M is an intersection of two maximal ideals of S. Since T ⊂ S is minimal inert, we get that |Max(T )| = 2. Then, M is also an intersection of two maximal ideals of T and (
Proof. Because of (Proposition 4.1), we get that
Assume that |Max(S M )| = 1, so that there is a unique N ∈ Max(S) lying over M. In view of the localization formula of Northcott [15, Theorem 12 
It is now enough to translate the conditions of (Corollary 4.8) 
and let x be the class of X in S, so that x 2 = 0 and S = L + Lx = K + Ky + Kx + Kxy. Set R := K + Kx and T := K + Lx = K + Kx + Kxy = R + Rxy = R[xy] (because x 2 = 0). Since K ⊂ R is obviously a minimal ramified extension with crucial maximal ideal 0, it follows that R is a local ring with maximal ideal M = Kx. But, Mxy = Kx 2 y = 0 ⊆ M and (xy) 2 = 0 give that R ⊂ T is minimal ramified, so that T is a local ring with maximal ideal M ′ := M + Rxy = Kx + Kxy. In the same way, L ⊂ S is also a minimal ramified extension, so that S is a local ring with maximal ideal 
In the two previous examples, R ⊂ S is not pointwise minimal because M = (R : S) in (1) and by [3, Proposition 4.14] in (2).
The following tables summarize characterizations of ramified and decomposed extensions gotten in (Theorem 1.4) and (Proposition 4.5). In each table, the two lines of each column are equivalent: Table T 2 : R ⊂ T and T ⊂ S are minimal and R ⊂ S is infra-integral (1) Assume that L R (N/M) = 0 and |Max(S)| = 3. We get 
shows that R ⊂ T is a minimal, necessarily ramified extension.
Since R ⊂ S is infra-integral, we get
2 , which is minimal decomposed, and so is T ⊂ S. Then, R ⊂ S has FCP since it is a tower of two minimal finite extensions [6 We now consider case (e) of (Definition 4.6). Proof. By (Proposition 4.1), we can assume that (R, M) is local since
Assume first that ℓ[R, S] = 2. Since R ⊂ S has FCP, the chain R ⊂ T ⊂ S has length 2 ([6, Lemma 5.4]), so that R ⊂ T is minimal ramified and T ⊂ S is minimal decomposed. Therefore, |Max(S)| = 2 and R ⊂ S is simple by (Proposition 2.2) and because of the classification of co-pointwise minimal extensions described in (Proposition 2.4). We will discuss with respect to the emptiness of ]R,
Assume that there is some
is an ideal of S, so that M = (R : S). Assume there is some
By the same reasoning as for T ′ , we get that R ⊂ T ′′ is minimal decomposed. Then, Example 4.14. We are going to give examples satisfying each condition of (Proposition 4.13) using (Table T 1 ).
(1 We next have to consider extensions R ⊂ S whose seminormalizations and t-closures are either R or S, leading to the following cases of (Definition 4.6) : R ⊂ S is either subintegral (case (f)), or seminormal infra-integral (case (c)), or t-closed (case (a)). In each of these cases, we have either co-pointwise minimal extensions or simple extensions.
We begin with case (f). Proof. Clearly, S is a local ring. Let N be its maximal ideal. Suppose that ℓ[R, S] = 2, then, R ⊂ S is either simple or copointwise minimal by (Proposition 2.2). Assume first that R ⊂ S is simple. Let T ∈]R, S[ so that R ⊂ T and T ⊂ S are minimal ramified by Table T , we infer that there are x, y ∈ k \ {0} such that S ′ = k + kx + ky, with x 2 = y 2 = xy = 0, so that S ′ has {1, x, y} as a basis and is a three-dimensional k-vector space. Let 
Proof. Use (Proposition 4.15) and (Proposition 4.1).
We can say more for a simple extension of length 2. (1) (R :
If these conditions hold, then [R, S]
Proof. By subintegrality, S is a local ring with maximal ideal N and S = R + N. Since R ⊂ S is simple, there is z ∈ S such that S = R[z]. But z = a + y, for some a ∈ R and y ∈ N, so that
Assume first that ℓ[R, S] = 2, so that there is T ∈ [R, S] such that R ⊂ T and T ⊂ S are minimal ramified and then T is a local ring with maximal ideal 
, where k is a field and k ⊂ T ′ and T ′ ⊂ S ′ are minimal ramified, so that there exists
Then, a = 0 and y ′3 = 0. Therefore, N ′3 = 0 and then
Assume that (R : S) = M and y 2 ∈ R. We show that My ⊆ M. Denying, we would have Ry 2 , Ry 3 ⊆ M, so that (R : S) = M, a contradiction. In particular, there is some m ∈ M such that my ∈ R.
and one of the conditions (1), (2) or (3) holds.
(1) Assume that (R : S) = M, N 2 ⊆ M and N 3 ⊆ M. We keep the same notation as in the direct part of (1) for k, S ′ , N ′ and y ′ . Then,
′ is minimal ramified and T ′ is a local ring with maximal ideal kx ′ . In particular,
is minimal ramified, with T a local ring whose maximal ideal is
(3) Assume that (R : S) = M, y 2 ∈ R and dim R/M ((M +My)/M) = 1. We get that y 2 ∈ M and y n ∈ M for any integer n ≥ 4 since M 2 ⊆ (R : S). It follows that S = R + Ry + Ry (1) (R :
Proof. Use (Proposition 4.15) and (Corollary 4.17). ′ := kx. Moreover, T = S because y ∈ T . Since y 2 = x ∈ M ′ and xy = y 3 = 0 ∈ M ′ , we get that T ⊂ S is also minimal ramified and we are in case (1) of (Corollary 4.17) (2) Let (R, M) be a SPIR such that M = Rt = 0, with t 2 = 0. Set
3 ) and let y be the class of Y in S. We have an extension R ⊂ S and (R : S) = M since ty ∈ R. Set x := y 2 ∈ R and T := R [x] . Then, x 2 = tx = 0 ∈ M show that R ⊂ T is minimal ramified. Moreover, T = R + Rx is a local ring with maximal ideal M ′ := M + Rx = Rt + Rx. We claim that T ⊂ S. Deny, and assume that y ∈ T , so that y ∈ M ′ , since y 2 ∈ M ′ . There exist a, b ∈ R such that y = at + bx = at + by 2 , which gives 0 = yt = at 2 + bty 2 = 0, a contradiction. To end, ty = y 2 = x ∈ M ′ and xy = y
show that T ⊂ S is minimal ramified, S = T + T y = R + Rx + Ry is a local ring with maximal ideal N := M ′ + T y = Rt + Rx + Ry. Then (Corollary 4.17(2)) holds since y 2 ∈ R, MS = Rt + Rtx + Rty = Rt + Ry
, which gives an extension R ⊂ S. Let y be the class of Y in S. Then, (R : S) = M because ty ∈ R. Set x := ty ∈ R and T := R [x] . Then, x 2 = tx = 0 ∈ M show that R ⊂ T is minimal ramified. Moreover, T = R + Rx is a local ring with maximal ideal M ′ := M + Rx = Rt + Rx. We claim that T ⊂ S. Deny, and assume that y ∈ T , so that y ∈ M ′ , since y 2 = 0 ∈ M ′ . There exist a, b ∈ R such that y = at + bx = at + bty, which gives 0 = yt = at 2 + bt 2 y = 0, a contradiction. Now ty = x ∈ M ′ and xy = ty 2 = 0 ∈ M ′ show that T ⊂ S is minimal ramified, S = T + T y = R + Ry is a local ring with maximal ideal N := M ′ +T y = Rt+Ry. Then (Corollary 4.17(3)) holds since
, where z is the class of z in S and satisfies z 2 = z and t 3 z = 0. Set x := t 2 z, y := tz, and
. Since x 2 = tx = 0, we get by T 1 that R ⊂ T is minimal ramified, so that T is a local ring with maximal ideal N := M + Rx = Rt + Rx. Now, y 2 = ty = x ∈ N and yx = 0 show that T ⊂ T ′ is minimal ramified, so that T ′ is a local ring with maximal ideal N ′ := N + T y = Rt + Ry. It follows that R ⊂ T ′ is a subintegral simple extension of length 2 because
In particular, T ⊂ S is an infra-integral N-crucial extension of length 2 with
We also get that R ⊂ S is infra-integral with T ′ = + S R. We claim that |[R, S]| = 4. Deny, so that there exists
We may first assume that T ′′ ⊂ S is minimal. Because of T ′ ⊂ S minimal decomposed and (
Proof. Since R ⊂ S is seminormal, (R : S) is a radical ideal of R and S [6, Lemma 4.8]. Then (Proposition 1.2) entails that (R : We may remark that the results hold as well for simple extensions as for co-pointwise extensions. It remains to consider when R ⊂ S is t-closed, integral and Mcrucial, i.e. the case (a) of (Definition 4.6). Then (R : S) = M, by the same reasoning as in the previous proof since R ⊂ S is seminormal and M ∈ Max(S) [17, Lemme 3.10] . Because of the bijection [R, S] → [R/M, S/M], where R/M ⊂ S/M is a field extension, we can reduce our study to field extensions of length 2, which is achieved in next section.
Field extensions of length 2
We will call in this paper radicial any purely inseparable field extension. We recall that a minimal field extension is either separable or radicial ( [19, p. 371] ). We will use the separable closure of an algebraic field extension. 
, which satisfies y p n ∈ k for a least integer n. In particular, for any z ∈ L, we have z p n ∈ k, so that n is the height of the extension k ⊂ L. Let K ∈ [k, L] be such that k ⊂ K and K ⊂ L are minimal field extensions. Then, they are both radicial field extensions of degree p. In particular, y p ∈ K and (y p ) p = y p 2 ∈ k. It follows that for any z ∈ L, we have z
If k ⊂ L is not simple, then it is a co-pointwise minimal extension.
We do not give here a special example since such an extension is of the form k ⊂ k[y], with y p 2 ∈ k, where p := c(k) ∈ P. Let k ⊂ L be a finite field extension and L s (resp. L r ) be the separable (resp. radicial) closure of k in L. 
If the above conditions hold, then k ⊂ L is a simple extension.
In the first case, we have obviously ℓ[R, S] = 2. In the second case, we have 
Deny and assume that there exists some K ∈]k, L[\{L r , L s }. We cannot have k ⊂ K minimal, because in this case it would be either radicial, or sep-
5.2. Finite separable field extension. The last case to consider is a finite separable field k ⊂ L extension of length 2. We need some new concept that will allow us to characterize minimal separable field extensions, namely the family of generating principal subfields of L introduced by van Hoeij, Klüners and Novocin in [27] . The set of monic polynomials of k[X] is denoted by k u [X] .
From now on, our riding hypotheses for the section will be:
, we set F := {f 1 , . . . , f r } because the f ′ α s are different by separability. There are ring morphisms
The L α s are called the principal subfields of k ⊂ L. As we will see later, it may be that L α = L β for some α = β. To get rid of this situation, we define Φ :
} and we say that I(K) is the subset of N r associated to f K . In particular, I(k) = N r . We also set J(K) := {β ∈ N t | Φ(f α ) = E β for all α ∈ I(K)}. For β ∈ N t , we define Γ(β) as the set of α such that the f α are in the same class of equivalence for the equivalence relation associated to Φ, that is Γ(β) :
is an intersection of some of the E β s [27, Theorem 1] and more precisely, the proof of this theorem gives the next result.
for any α such that Φ(f α ) = E β }. In the following, we write K α := K gα , where g α (X) : 
Proposition 5.8. The following statements hold:
, so that f α divides m δ ( * ), and also m β ( * * ). But ( * ) implies that f α ∈ F δ , giving Φ(f α ) = E δ and ( * * ) implies that f α ∈ F β , giving Φ(f α ) = E β . To conclude, we get E δ = E β , a contradiction.
Then, E β ⊂ L is minimal. Assume that these conditions hold.
. . , E t , L} since E β = E δ for β, δ ∈ {1, . . . , t}, δ = β. But E β ⊂ L being minimal for each β ∈ {1, . . . , t}, the E β 's are incomparable and we get that ℓ[k, L] = 2.
Theorem 5.14. The two following statements are equivalent:
Proof. If (1) holds, then, t > 1. Deny. Then t = 1. In this case, 
In particular, m 1 = g 1 , m 2 = f and Γ(2) = {2} ⊂ I(E 2 ) = {1, 2} (see notation before Theorem 5.5 and Remark 5.9).
The case of a Galois extension is a lot simpler.
k] is a product of two prime integers p and q. , where x := (1 − j)y with j = (−1 + i √ 3)/2, a third root of unity. Then, k ⊂ L is a Galois extension of degree 6, ℓ[k, L] = 2 and f (X) = X 6 + 108 = X 6 − x 6 = (X − x)f 1 (X)f 2 (X)f 3 (X)f 4 (x)f 5 (X) where f 1 (X) = X + x, f 2 (X) = X − jx, f 3 (X) = X + j 2 x, f 4 (X) = X + jx, f 5 (X) = X − j 2 x. We get: g 1 (X) = (X − x)(X + x) and K 1 = L 1 = E 1 = k[j 2 y]. g 2 (X) = (X − x)(X − jx) and K 2 = L and L 2 = E 2 = k[j]. g 3 (X) = (X −x)(X +j 2 x) and K 3 = k[y] = L, so that K 3 = L 3 = E 3 . g 4 (X) = (X − x)(X + jx), . Then, g 1 (X) = (X − x)(X + x), g 2 (X) = (X − x)(X − x −1 ) and g 3 (X) = (X − x)(X + x −1 ) giving 
E 2 E 3 տ ↑ ր k Contrary to (1), we have E i = K i for all i = 1, 2, 3.
Summing up length 2 extensions characterization
We are now able to sum up the results of Sections 3,4 and 5 with respect to the cardinality of [R, S] for an extension of length 2. Proof. Use (Theorem 6.1).
Remark 6.5. We emphasize that when R ⊂ S is co-pointwise minimal and either R ⊂ S is a subintegral M-crucial extension such that |R/M| = ∞, or R/M ⊂ S/M is radicial, then R ⊂ S has not FIP and is not simple. See Theorem 6.1 (6) and (8) The next proposition shows that there is some rigidity in extensions of length 2.
Proposition 6.6. Let R ⊂ S be an integral extension of length 2 (resp.; an FMC extension). If R is integrally closed (in Tot(R)) and not a field, S is not an integral domain.
Proof. It is enough to assume that R ⊂ S has FMC. Assume that S is an integral domain and let T ∈]R, S[ so that R ⊂ T is minimal. Let M := (R : T ) ∈ Max(R). Then R M ⊂ T M is a minimal finite simple extension which is torsion-free over R M and with conductor MR M . Seydi Lemma states that a simple and finite extension which is torsion-free over an integrally closed domain is free [24, Corollaire 1.2]. Since R M is integrally closed, T M is free over R M , so that R M ⊂ T M is flat. But [11, Lemme 4.3.1] shows that R M is field, which is absurd.
