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Abstract—Delineation of line patterns in images is a basic step
required in various applications such as blood vessel detection
in medical images, segmentation of rivers or roads in aerial
images, detection of cracks in walls or pavements, etc. In this
paper we present trainable B-COSFIRE filters, which are a model
of some neurons in area V1 of the primary visual cortex, and
apply it to the delineation of line patterns in different kinds
of images. B-COSFIRE filters are trainable as their selectivity
is determined in an automatic configuration process given a
prototype pattern of interest. They are configurable to detect any
preferred line structure (e.g. segments, corners, cross-overs, etc.),
so usable for automatic data representation learning. We carried
out experiments on two data sets, namely a line-network data
set from INRIA and a data set of retinal fundus images named
IOSTAR. The results that we achieved confirm the robustness of
the proposed approach and its effectiveness in the delineation of
line structures in different kinds of images.
I. INTRODUCTION
The delineation of elongated patterns, such as line segments
in images has applications in various fields. Line segments
provide information about the geometric content of images and
are considered important features for various applications. For
instance, delineation algorithms are employed for the detection
and measure of cracks in materials [1] or in walls to estimate
damages after earthquakes [2]. Other applications involve
automatic extraction of roads and rivers in aerial images
for monitoring of road disruption [3] or prevent flooding
disasters [4]. In medical images, the delineation of blood
vessels in retinal fundus or x-ray images serves as a basic
step for further processing in automatic diagnostic systems.
A classical approach for extraction of lines and segments in
images is the Hough transform, which maps the input image
into a parameter space where lines of interest are detected [5].
Other existing methods are based on filtering, region growing
and mathematical morphology techniques, point and object
processes and machine learning techniques.
Filtering techniques were based on multiscale analysis of lo-
cal derivatives (Hessian matrix) [6] or 2D-Gaussian kernels [7]
to model the profile of line structures, with particular attention
to blood vessels in retinal images. Multi-scale information
about line width, size and orientation was also employed
in region growing techniques [8], while a-priori information
about the line network was combined with mathemathical
morphology approaches in [9]. Following the center-line of
thick line structures was, instead, the basic idea of tracking
methods [10].
Point (or object) processes were used for line and object
detection although the simulation of their mathematical models
is an expensive task, especially on large scenes. In [11],
line networks are modeled by an object process, where the
objects correspond to interacting line segments. Extensions of
the point processes were proposed in [12] and [13] where a
stochastic marked point process based on Gibbs model and a
sampling procedure based on a Monte Carlo formalism were
introduced, respectively. Point processes based on sampling
junction-points in input images were combined with structural
information provided by a graph-based representation [14]. A
graph-based method was also employed in automated recon-
struction of tree structures using path classifiers and mixed
integer programming [15].
Machine learning techniques were employed in pixel-based
approaches, where pixel-wise feature vectors were constructed
and used in combination with classifier systems to discriminate
between line and non-line pixels. A k-NN classifier was used
together with the responses of multiscale Gaussian filters and
ridge detectors in [16] and [17], respectively. Multiscale Gabor
wavelet coefficients were used as features to train a Bayesian
classifier in [18]. An ensemble of bagged and boosted decision
trees was proposed in [19]. Recently, a deep learning classifier
was trained with image patches of lines and used for the
extraction of blood vessels from retinal fundus images [20].
In this work, we present the B-COSFIRE filters, originally
proposed in [21], and apply them to the task of delineation
of line structures in different kinds of images. The basic
idea of B-COSFIRE filters is inspired by the functions of
some neurons in area V1 of the primary visual cortex, called
simple cells, devoted to detection of lines and bars of different
thickness. The B-COSFIRE filter is trainable as its structure is
not fixed in the implementation, but it is rather learned in an
automatic configuration process given a pattern of interest. The
concept of trainable filters was previously introduced in [22]
and successfully employed in image processing [23], [24],
object recognition [25] and adapted to audio analysis [26]
applications. Direct learning of the structure of filters from
prototype patterns is a kind of representation learning, which
allows to construct flexible methods for pattern recognition
that can adapt to different applications.
We demonstrate the effectiveness of B-COSFIRE filters in
the task of delineation of line structures in various types
of images, such as retinal fundus, aerial, natural and indoor
images. The results that we achieved, coupled with the small
computational requirements, show the effectiveness of the
B-COSFIRE filters in the image delineation task and their
usability in different applications.
The paper is organized as follows. In Section II, we present
the B-COSFIRE filters while, in Section III, we report and
discuss the experimental results that we achieved on different
types of images. Finally, we draw conclusions in Section IV.
II. METHOD
A. Biological inspiration
The characteristics of the B-COSFIRE filters are inspired
by functions of some neurons, called simple cells, in area V1
of the primary visual cortex [27]. Such neurons are known to
be selective for elongated structures (lines, bars or contours)
as described in the work of Hubel and Wiesel [28].
A B-COSFIRE filter receives input from a pool of co-
linearly aligned Difference of Gaussian filters, which are an
accepted computational model of Lateral Geniculate Nucleus
(LGN) cells [29] in the thalamus of the brain. Such cells detect
contrast changes in the visual signal. In Fig. 1, we show a
sketch of the receptive field (RF) of a B-COSFIRE filter in
which each gray disk corresponds to a sub-unit that receives
input from a center-on (or center-off) model LGN cell. The
selectivity of a B-COSFIRE filter is achieved by combining the
responses of the sub-units aligned along the bar, as illustrated
in Fig. 1.
The position of the sub-units in the model and their pa-
rameters are determined in an automatic configuration process
in which an example bar of a given orientation and polarity
is presented. This input stimulus determines a certain local
configuration of model LGN cell activities in the RF of the
concerned filter. The position of the considered LGN cell
activities can be seen as the structure of the dendrites of
simple cells. We create the model of a B-COSFIRE filter by
considering the spatial arrangement of this local configuration
of sub-unit responses. Finally, we compute the response of the
considered B-COSFIRE filter as the weighted geometric mean
of the responses of its sub-units.
B. B-COSFIRE filters
A B-COSFIRE filter, originally proposed in [21], takes its
input from the responses
cσ(x, y)
def
= |I ∗DoGσ |
+ (1)
of a group of Difference-of-Gaussians (DoG) filters at certain
positions with respect to the center of its area of support,
computed on the input image I . The notation |·|+ indicates
a half-wave rectification operation, also known as Rectified
Linear Unit (ReLU).
The DoG filter with standard deviation σ of the outer
Gaussian function is formally defined as:
DoG+σ =
1
2piσ2
e
(
− x
2+y2
2σ2
)
−
1
2pi(0.5σ)2
e
(
− x
2+y2
2pi(0.5σ)2
)
. (2)
Fig. 1: Sketch of a B-COSFIRE filter. The responses of a group
of DoG filters, shown in a gray disks, are taken along the bar.
The outputs of such group (pool) are mutiplied to produce the
output of the filter.
We set the standard deviation of the inner Gaussian function
to 0.5σ, following the results reported in electrophysiological
studies [30], [31].
An automatic configuration process performed on a pro-
totype pattern (a synthetic bar in our case) determines the
positions at which we consider the DoG responses in the B-
COSFIRE filter model. The configuration process is explained
in the following. A reference point is chosen as center of
the support of the filter and the local maxima of the DoG
responses along a number of concentric circles around such
point are considered. The result of the configuration is a set
of 3−tuples: S = {(σi, ρi, φi) | i = 1, . . . , n}, where σi is the
standard deviation of the outer DoG function and (ρi, φi) are
the polar coordinates of the i-th considered DoG response
with respect to the center of support of the filter. For further
details about the configuration step, we refer the reader to [21].
We formally define the response of a B-COSFIRE filter as
the geometric mean of the responses of its sub-units:
rS(x, y)
def
=


|S|∏
i=1
sσi,ρi,φi(x, y)


1/|S|
(3)
where
sσi,ρi,φi(x, y) =
max
x′,y′
{cσi(x−∆xi − x
′, y −∆yi − y
′)Gσ′(x
′, y′)}, (4)
with −3σ′ ≤ x′, y′ ≤ 3σ′, is the blurred and shifted response
of the i-th sub-unit in the model S. The Gaussian weighting
function G(·, · · · ) introduces tolerance in the position of the
sub-units with respect to the ones configured in the model,
accounting for robustness to deformations of the prototype
pattern. The standard deviation σ′ of the function G(x′, y′) is
a linear function of the distance ρi from the center of support
of the filter: σ′ = σ′0 + αρi.
The orientation selectivity of a B-COSFIRE filter is de-
termined by the orientation of the prototype pattern used
for configuration. In order to achieve tolerance with re-
spect to rotations of the pattern of interest, we manipu-
late the parameter φi in the model S and obtain a new
set Rψ(S) = {(σi, ρi, φi + ψ) | i = 1, . . . , n} with orientation
preference ψ. We compute a rotation-tolerant response by tak-
ing the maximum response at every pixel among the responses
of B-COSFIRE filters with different orientation preferences:
rˆS(x, y)
def
= max
ψ∈Ψ
{
rRψ(S)(x, y)
}
(5)
where Ψ = {0, pinr ,
2pi
nr
, . . . , (nr−1)pinr } is a set of nr preferred
orientations. In this work, we use the straightforward public
Matlab implementation of a B-COSFIRE filter1.
III. EXPERIMENTAL ANALYSIS
A. Data
We performed experiments on two data sets of images con-
taining line networks, namely a data set distributed by INRIA2
and a data set of retinal fundus images called IOSTAR [32].
The INRIA data set is composed of four images that contain
different types of line networks: the nerves of a leaf (Fig. 2a),
a tiled wall (Fig. 2e) and two aerial images of a river and
of a network of roads (Fig. 2i and Fig. 2m, respectively).
Each image is provided with a ground truth image of the line
network (see the images in the second column of Fig. 2). An
important contribution of the INRIA data set is that it allows
to test the robustness of delineation algorithms on images from
different fields and with diverse characteristics.
The IOSTAR data set contains 30 retinal fundus images
with a resolution of 1024 × 1024 pixels. The images are
acquired with an EasyScan camera, based on a Scanning Laser
Ophthalmoscopy technique with a 45 degree Field of View
(FOV). Each image is provided together with a ground truth
image of the vessel tree and a mask of the retina field of view.
B. Performance evaluation
We threshold the response of the B-COSFIRE filters to
obtain a binary segmentation of the input images, in which
pixels that belong to lines are separated from the ones that
belong to the background. We compare the segmented output
with the ground truth image and we count each pixel to belong
to one of the following categories: true positive (TP), false
positive (FP), true negative (TN) and false negative (FN).
In order to compare the performance of the proposed B-
COSFIRE algorithm with the one of other existing algorithms
on the INRIA data set, we compute the true positive rate (TPR)
and false positive rate (FPR):
TPR =
TP
TP + FN
, FPR =
FP
FP + TN
For the evaluation of the performance of algorithms on the
segmentation of blood vessels in retinal images, it is common
to compute the accuracy (Acc), sensitivity (Se) and specificity
(Sp) metrics, which are defined as:
Acc =
TP + TN
N
, Se =
TP
TP + FN
, Sp =
TN
TN + FP
,
1http://www.mathworks.com/matlabcentral/fileexchange/49172
2The images are available at the url
http://www-sop.inria.fr/members/Florent.Lafarge/benchmark/evaluation.html
It is worth noting that in applications of delineation of
elongated patterns from images, the number of line pixels
is usually much lower than the number of the background
pixels. The higher number of background pixels determines
a bias in the evaluation of the performance results of delin-
eation algorithms. Thus, as proposed in [21], we compute the
Matthews correlation coefficient (MCC), which measures the
performance of a binary classifier in the case the number of
samples in the two classes is unbalanced. It is calculated as:
MCC =
TP/N − S × P√
P × S × (1 − S)× (1− P )
,
where N = TN+TP +FN+FP , S = (TP +FN)/N and
P = (TP + FP )/N . We select the threshold for each image
in the INRIA line-network data set as the one the maximize
the value of the MCC measure. For the IOSTAR data set we
choose a single threshold value for all the images in the data
set as the one that maximize the average value of MCC.
C. Results and discussion
In Table I, we report the results that we achieved on the
images in the INRIA data set together with the required
processing time. We also report the results and processing time
achieved by other methods in the literature. The B-COSFIRE
filters achieved the highest MCC value on the leaf and tiles
images, while it obtained comparable results with the ones of
other approaches on the aerial images of rivers and roads. The
time required by the B-COSFIRE filter to process the images
in the INRIA data set is much lower than the ones required by
other methods, making it a suitable approach for large-scale
applications.
In the third column of Fig. 2, we show the responses of the
B-COSFIRE filters that are obtained by processing the images
depicted in the first column. In the fourth column, instead we
show the segmentation output obtained by thresholding the B-
COSFIRE filter response. We evaluate the performance of the
proposed filters by comparing the segmented images with the
ground truth images, reported in the second column of Fig. 2.
It is worth pointing out that the B-COSFIRE filters that we
configured in this work are selective for line patterns of given
lengths and thickness. As it can be seen from the response
images shown in Fig. 2o and 2k, the filters respond also to
elongated linear patterns that are not labeled as parts of interest
in the ground truth. On one side, this corresponds to a decrease
of performance for the specific application. On the other
side, it shows the ability of the proposed filter to effectively
delineate different kinds of elongated patterns. The lower MCC
value achieved on the aerial images of rivers and roads w.r.t.
other approaches is due to a missed reconstruction of occluded
lines. The use of geometric mean, indeed, contributes to a low
output response of the filter in case one or more expected
sub-unit responses are missing. In such case, the effects of
other combination functions, such as arithmetic mean, could
be explored.
We report in Table II the results achieved by the B-
COSFIRE filter on the IOSTAR data set in comparison with
TABLE I: Result comparison on the images of the INRIA line-
network data set. The processing time required by existing
algorithms is aso reported in seconds (s) and minutes (m).
Method TPR FPR MCC Time
L
ea
f
B-COSFIRE 0.7599 0.014 0.7680 0.75s
Chai et al. [14] 0.7060 0.039 0.6143 73.5s
Verdie et al. [13] 0.6490 0.016 0.68015 32.7s
T
il
es
B-COSFIRE 0.8392 0.0066 0.8410 1s
Verdie et al. [13] 0.783 0.018 0.7118 103s
Chai et al. [14] 0.649 0.036 0.5219 227s
Lafarge et al. [12] 0.518 0.046 0.3902 293s
R
iv
er
B-COSFIRE 0.5857 0.0177 0.4950 0.52s
Verdie et al. [13] 0.7500 0.024 0.5542 16.8s
Lafarge et al. [12] 0.5500 0.015 0.4981 108s
Lacoste et al. [11] 0.6500 0.008 0.641 45m
Rochery et al. [33] 0.4990 0.01 0.5073 10m
R
o
a
d
B-COSFIRE 0.6275 0.0082 0.6433 4.4s
Verdie et al. [13] 0.637 0.004 0.7412 15.6s
Lafarge et al. [12] 0.658 0.013 0.665 381s
Lacoste et al. [11] 0.812 0.006 0.8302 155m
Rochery et al. [33] 0.49 0.013 0.5427 60m
the ones achieved by the method published in [32]. The value
of MCC achieved by thresholding the response of the B-
COSFIRE filters is lower than the one achieved by the method
proposed in [32]. The lower performance of the proposed
filters is mainly due to the characteristics of the images
in the IOSTAR data set, which contain vessels with large
range of thickness. A single B-COSFIRE filter is able to
detect elongated patterns with a limited range of thickness,
around the one specified in the configuration step. In order to
improve the delineation results, one can configure B-COSFIRE
filters with different values of the parameter σ, which control
the selectivity for lines of a given thickness, and combine
their responses in a multi-scale approach. However, as it can
be seen in Fig. 2s, a single B-COSFIRE filter is able to
effectively delineate a substantial quantity of vessels also in
the images of the IOSTAR data set. We processed the images
of the first column of Fig. 2 with specific B-COSFIRE filters,
whose parameters are configured to corresponds to average
characteristics of the lines in the images. In Table III, we report
the values of the parameters that we configured for the images
of the concerned data sets.
In general, in order to improve the delineation performance
in cases where the lines of interest have different scales (i.e.
different thickness), one can configure a bank of B-COSFIRE
filters with various sets of configuration parameters and, then,
employ filter selection techniques to determine a subset of
relevant filters for the application at hand [34], [35]. As an
example, the images in the IOSTAR data set contains vessel
of various thickness and the use a set of filters with selectivity
for vessels at different scales can improve the quality of the
TABLE II: Comparison of the results achieved on the IOSTAR
data set of retinal fundus images.
Method Se Sp Acc MCC
B-COSFIRE 0.7008 0.9736 0.9458 0.6945
Zhang et al. [32] 0.7787 0.9710 0.9512 0.7327
TABLE III: Configuration parameters of the B-COSFIRE filter
for the processing of the considered images.
Parameters
Images σ ρ σ0 α
Leaf 2.9 {0, 2, . . . , 10} 2 0.8
Tiles 1.4 {0, 2, . . . , 8} 2 0.4
River 2.4 {0, 2, . . . , 12} 3 0.8
Road 1.7 {0, 2, . . . , 22} 4 1.1
IOSTAR 4.6 {0, 2, . . . , 22} 1 0.3
segmented images.
The trainable character of the B-COSFIRE filter allows to
configure filters selective to any line pattern of interest by
presenting prototype samples to an automatic configuration
process. This possibility is a kind of representation learning,
which involves the construction of a suitable data representa-
tion learned directly form training samples. In the design of
traditional pattern recognition systems, a set of suitable fea-
tures has to be engineered to describe the salient characteristics
of the problem at hand. This process requires domain knowl-
edge and it is not easy to optimize. Similarly to deep learning
methodologies, the COSFIRE approach avoids engineering
of hand-crafted features but it is rather able to determine
important features directly from prototype training patterns.
The automatic learning of suitable data representations allows
to construct flexible and adaptive pattern recognition systems.
Although the computation of the response of a B-COSFIRE
filter is already efficient in its Matlab implementation and
requires a small processing time (see Table I), it can be
further improved by a parallel software implementation. The
blurring and shifting operations for different pairs (σ, ρ) can
be simultaneously processed on different processors.
IV. CONCLUSION
In this work we presented trainable B-COSFIRE filters and
applied them in the task of delineating line patterns various
kinds of images. They are trainable as their structure is learned
from prototype samples in an automatic configuration step,
rather than fixed in the implementation.
We evaluated the performance on different types of images,
such as aerial, indoor, natural and medical images. The perfor-
mance results that we achieved demonstrate the effectiveness
of the proposed method, and are comparable with the ones
obtained by methods that were specifically designed to solve
a particular problem. The robustness of the B-COSFIRE filter
in different kinds of images is attributable to the tolerance
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
(q) (r) (s) (t)
Fig. 2: Examples of different types of images used for the delineation experiments (first column) together with their manually
segmented ground truth (second column). In the third column, we depict the responses of the B-COSFIRE filters configured
with the parameter values reported in Table III, while in the fourth column we show the binary segmentation obtained by
thresholding the B-COSFIRE filter response.
introduced in its application phase. The filter is indeed able to detect the same pattern used for the configuration process and
also deformed versions of it. This properties and the obtained
results make the proposed B-COSFIRE filters applicable to
various problems in which the delineation of elongated pat-
terns is required. The segmentation results that we obtained
are coupled with good computational efficiency.
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