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Noninteracting control of nonlinear systems based on relaxed control
Bayu Jayawardhana
Abstract— In this paper, we propose methodology to solve
noninteracting control problem for general nonlinear systems
based on the relaxed control technique proposed by Artstein.
For a class of nonlinear systems which cannot be stabilized
by smooth feedback, a state-feedback relaxed control can be
designed to decouple the system into several SISO or MIMO
systems and simplify the controller design.
Keywords: relaxed control; noninteracting control problem;
nonlinear control
I. INTRODUCTION
The noninteracting control problem as defined in Nijmeijer
and Schumacher [6] or in Isidori [3] involves the design
of state feedback in order to decouple an affine nonlinear
system into a set of independent single-input single-output
systems. The solvability of this problem allows us to simplify
the design of controller for multi-input multi-output systems.
By means of geometric approach, Nijmeijer and Schumacher
in [6] present local solution of the problem using static state
feedback. By using dynamic controller, Battilotti in [2] gives
sufficient condition for the solvability of the problem.
The results in [2], [6] are restricted to the class of
affine nonlinear systems. The generalization of the result has
appeared in [7] using geometric point of view. These works
can be used to characterize nonlinear systems whose input-
output relationship can be decoupled by static or dynamic
feedback law.
In this paper, we exploit relaxed control in order to extend
the result to a larger class of nonlinear systems.
Artstein in [1] proposes relaxed control methodology
which can overcome the control restriction in the stabiliza-
tion of general nonlinear systems. The concept of relaxed
control replaces the input by a probability measure in order
to relax the control design. Several examples are given in
[1] where the origin of a nonlinear system can only be
stabilized by relaxed control. The paper also gives necessary
and sufficient condition for the nonlinear systems to be
stabilizable by relaxed control.
Suppose that the nonlinear systems are described by the
state equations:
푥˙(푡) = 푓(푥(푡), 푢(푡)), (1)
where 푥(푡) ∈ ℝ푛 and 푢(푡) ∈ ℝ. The relaxed control method
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In other words, the rate changes of the state ’in the average’
is given by the expected value of the vector field function 푓 .
In practice, the relaxed control signal resembles the princi-
ple of control by pulse-width modulation (PWM) [8]. Dither
control introduced by Zames and Shneydor in [12], [11], is
also based on a similar concept. In [12], [11], the sector
condition for the static nonlinearity is relaxed by using an
additional dither signal in the control signal.
As an example of dither signal application, let 휙(푣) =
푣3 + 푣 be the static nonlinearity in the Lur’e problem which
has sector [1,∞) and the matrices 퐴,퐵,퐶,퐷 defines the
state equations of the linear system with input 푢 and output
푦. The sector of 휙 can be changed by adding a dither signal
푤 to the nonlinearity input such that 푣 = 푤+푦 where 푦 is the
output of the linear system in the Lur’e problem. Suppose
that the probability measure of 푤 at every time instance is




푟 := 0.5훿−0.5 + 0.5훿0.5,
훿휖 is a delta measure concentrated at 휖. In this case, the state
equations of the closed-loop system becomes
푥˙ =
∫





휙(푦 − 0.5) + 휙(푦 + 0.5)
)
= 퐴푥+퐵(푦3 + 1.75푦) = 퐴푥+퐵휙˜(푦),
where 휙˜ is the new static nonlinearity with sector [1.75,∞).
We present sufficient conditions for the solvability of
noninteracting control problem by means of relaxed control.
Notations. For vector fields 푓 : ℝ푛 × ℝ푚 → ℝ푛 and




푓(푥, 푢), ∀푖 > 1.
II. RELAXED CONTROL
Throughout this paper, we consider nonlinear systems
described by (1) with locally Lipschitz function 푓 : ℝ푛 ×
ℝ
푚 → ℝ푛. Let 푈푅 be the family of probability measure 휇
defined on the input space ℝ푚. A relaxed input is defined
by applying 휇푣 ∈ 푈푅 to the ordinary input in (1) such that




푓(푥, 푢) d휇푣(푢) =: 푓푅(푥, 푣), (2)
where 푣 ∈ ℝ푞 is a vector of parameters of the probability
measure which becomes the new input variable in the RHS
of (2). The system with the relaxed input 휇푣 as given in (2)
is called relaxed system.
The nonlinear system equations with ordinary input in (1)
can be derived back from (2) by taking 푣 ∈ ℝ푚, 휇푣(퐸) =∫
퐸
푟푣(휏)d휏 where 푟푣 = 훿푣.
The result in [1] describes the stabilization of (1) by
finding state-feedback relaxed control 휇푣(푥) ∈ 푈푅 such that
the resulting differential equation
푥˙ = 푓푅(푥, 푣(푥))
is globally asymptotically stable in the origin. The following
theorem is the main result of [1].
Theorem 2.1: The system (1) with locally Lipschitz 푓 is
stabilizable by a state-feedback relaxed control if and only if
there is a continuously differentiable function 푉 : 푋 → ℝ+




grad 푉 (푥)푓(푥, 푢) < 0 ∀푥 ∈ 푋∖{0}.
It is globally stabilizable by a state-feedback relaxed control
if and only if 푋 = ℝ푛 and 푉 is radially unbounded.
The above theorem provides flexibility in designing a
smooth state-feedback relaxed control for solving controller
design for nonlinear systems which can only be stabilized
by non-smooth state feedback control.






where 푥1(푡), 푥2(푡), 푢(푡) ∈ ℝ. This system can not be
stabilized at any point by using standard state feedback since
there is no equilibrium point associated with a constant input








grad 푉 (푥)푓(푥, 푢) = inf
푢∈ℝ
푥1 sin(푢) + 푥2 cos(푢) < 0,
for all [ 푥1푥2 ] ∈ ℝ2∖{0}. It follows from Theorem 2.1 that (3)
can be globally stabilized by a state-feedback relaxed control.
In fact, using the following state-feedback relaxed control




푟푣1,푣2 = 푣1훿−휋/2 + 푣2훿0 + (0.5− 푣1)훿휋/2 + (0.5− 푣2)훿휋.
where 푣1, 푣2 ∈ [0, 0.5] and using (2), we have
푥˙1 = −2푣1 + 0.5
푥˙2 = 2푣2 − 0.5.
}
(4)
By setting 푣1 = 0.25 + 0.25sat(푥1) and 푣2 = 0.25 −
0.25sat(푥2) where sat is the saturation function, the closed-





which is a globally asymptotically stable system.
Figure 1 shows a numerical example of the implemen-
tation of the above state-feedback relaxed control. The
probability measure 휇(푣1,푣2)(푢) is implemented by a multi-
level PWM signal where the width at each duty cycle is
determined by 푣1, 푣2 and the levels are −휋/2, 0, 휋/2 and 휋.











State trajectory of x1 using the state−feedback relaxed control
(a)











State trajectory of x2 using the state−feedback relaxed control
(b)
Fig. 1. The simulation of the closed-loop system for system (3) using
state-feedback relaxed control: (a). The trajectory of 푥1; (b). The trajectory
of 푥2;
III. NONINTERACTING CONTROL PROBLEM
The system (3) with the output 푦 = [푥1 푥2]푇 defines a
single-input multi-output system. It has been shown before
that the system cannot be stabilized by using state-feedback
law which is assigned to its input 푢. This problem can be
solved when a relaxed input is implemented to (3). In this
case, the system (3) becomes (4) which is two independent
single-input single-output (SISO) systems. The decoupling
of the system into a number of independent SISO systems
has simplified the design of the state-feedback controller.
Throughout this section, we assume the nonlinear system
in (1) with locally Lipschitz 푓 , input 푢 ∈ ℝ푚, state 푥 ∈ ℝ푛
and with the output given by 푦 = ℎ(푥) where 푦 ∈ ℝ푝 and
ℎ is a locally Lipschitz function. Adopting the definition in
[3] for general class of nonlinear systems, the noninteracting
control problem is defined as follows.
Definition 3.1: The feedback 푢 = 푘(푥, 푣) with 푣 ∈ ℝ푞 ,
푞 ≤ 푝, solves the noninteracting control problem if the
closed-loop systems can be decomposed into 푞 independent
input-output subsystems. □
In other words, the system described by
푥˙ = 푓(푥, 푘(푥, 푣)), 푦 = ℎ(푥), (6)
has the property that, for any given initial conditions 푥(0),
if two input signals 푣1 and 푣2 which are equal for almost all
푡 but the 푖-th component, are applied in (6), then the output
signals are almost equal but the 푖-th component(s).
For an affine nonlinear systems with 푚 = 푝 = 푞, the
following theorem establishes the sufficient and necessary
conditions for the solvability of the problem using static
feedback law 푢 = 훼(푥) + 훽(푥)푣 without using the relaxed
input.
Theorem 3.2: [3, Proposition 3.2.] Consider an affine non-
linear systems with 푚 inputs and 푚 outputs, i.e.,




where 푥 ∈ ℝ푛, 푦, 푢 ∈ ℝ푚, 푓, 푔, ℎ are smooth functions
on ℝ푛 with an initial state 푥0. The noninteracting control
problem is solvable with the state feedback law of the form
푢 = 훼(푥) + 훽(푥)푣 if and only if the system has a vector




for all 1 ≤ 푗 ≤ 푚, for all 1 ≤ 푖 ≤ 푚, for all 푘 < 푟푖 − 1
and for all 푥 in a neighborhood of 푥0, where 푔푗 is the 푗-th











푓 ℎ2(푥0) ⋅ ⋅ ⋅ 퐿푔푚퐿
푟2−1
푓 ℎ2(푥0)
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
퐿푔1퐿
푟푚−1






This result can be generalized to affine systems with 푝 <
푚 where the input can be partitioned into 푝 disjoint sets (see
also, Remark 3.3 in [3]). The extension of the work to the
non-affine systems can be found in [7].
For the system (3), it is possible to control independently
each state by applying the input 푢(푡) ∈ {−휋/2, 휋/2} for
controlling 푥1 or 푢(푡) ∈ {0, 휋} for controlling 푥2. However,
we cannot assign a state-feedback 푢 = 푘(푥, 푣) in order to





we have two independent SISO systems. We will deal with
this problem using relaxed input.
In order to formalize the problem, we give below the
definition of noninteracting control problem using relaxed
input.
Definition 3.3: The relaxed input 휇(푣,푥) ∈ 푈푅 with 푣 ∈
ℝ
푞 solves the noninteracting control problem with relaxed
input if the relaxed system (2) with the output 푦 = ℎ(푥)
consists of 푞 independent input-output subsystems. □
Proposition 3.4: The noninteracting control problem is
solvable with relaxed input if for every 푖 ∈ {1, . . . , 푞} there
exist 푢푖(푥), 푤푖(푥) ∈ ℝ푚 such that
퐿푓(푥,푢푖(푥))ℎ푗(푥) = 0 ∀푗 ∕= 푖
퐿푓(푥,푤푖(푥))ℎ푗(푥) = 0 ∀푗 ∕= 푖
퐿푓(푥,푤푖(푥))ℎ푖(푥) < 퐿푓(푥,푢푖(푥))ℎ푖(푥),
hold for every 푥 ∈ ℝ푛.
Proof: Let 푖 ∈ {1, . . . , 푞} and take 푥 ∈ ℝ푛. We denote
훽푖(푥) = 퐿푓(푥,푢푖(푥))ℎ푖(푥), 훼푖(푥) = 퐿푓(푥,푤푖(푥))ℎ푖(푥) and
퐼푖(푥) = [퐿푓(푥,푤푖(푥))ℎ푖(푥), 퐿푓(푥,푢푖(푥))ℎ푖(푥)].













where 푣푖 ∈ 퐼푖(푥).
































for all 푗 ∕= 푖. In other words, the relaxed input 휇(푣푖,푥) only
affect the 푖-th output 푦푖 but not the rest of the output 푦푗 ,
푗 ∕= 푖.
The same construction can be used for every 푖 ∈
{1, . . . , 푞}, to construct the relaxed input 휇(푣푖,푥), 푖 =







Note that (11) is one of the solutions to the noninteracting
control problem using relaxed input. The convex combination
of 휇(푣1,푥), . . . , 휇(푣푞,푥) where 휇(푣푖,푥) are as in the proof of
Proposition 3.4, gives the family of relaxed inputs which
solve the problem.
We remark that using the relaxed input 휇(푣,푥) as in
the proof of Proposition 3.4, the input 푣 of the relaxed
system may not be defined in a proper input space.
At every state 푥, the input 푣 is defined in 퐼(푥) =
1
푞 (퐼1(푥)× 퐼2(푥)× . . .× 퐼푞(푥)) and there is no guarantee
that there exists an input space 푉 such that 푉 ⊂ ∩푥∈ℝ푛퐼(푥).
This can complicate the controller design using 푣 and we deal
with this in the following proposition.
Proposition 3.5: If there exist constants 푎 < 푏 such that
for every 푖 = 1, . . . , 푞 there exist 푢푖(푥), 푤푖(푥) ∈ ℝ푚 such
that
퐿푓(푥,푢푖(푥))ℎ푗(푥) = 0 ∀푗 ∕= 푖
퐿푓(푥,푤푖(푥))ℎ푗(푥) = 0 ∀푗 ∕= 푖
퐿푓(푥,푢푖(푥))ℎ푖(푥) > 푏
퐿푓(푥,푤푖(푥))ℎ푖(푥) < 푎,
hold for every 푥 ∈ ℝ푛, then the noninteracting control
problem is solvable with relaxed input 휇(푣,푥) (as in (11) and
(8)) where 푣 ∈ 1푞 [푎, 푏]푞 .
The proof of Proposition 3.5 follows a similar line as that
of Proposition 3.4 using the fact that [푎, 푏] ⊂ ∩푥∈ℝ푛퐼푖(푥)
for all 푖 ∈ {1, . . . , 푞}.
Remark 3.6: The requirement for the same constants 푎
and 푏 for every 푖 ∈ {1, . . . , 푞} can be weakened by allowing
different 푎푖 and 푏푖 for each 푖.
The previous propositions give sufficient conditions for
systems which can be transformed by relaxed input into sys-
tems with relative degree of one. The natural generalization
of the results is given in the following propositions.
Proposition 3.7: The noninteracting control problem is
solvable with relaxed input if for every 푖 = 1, . . . , 푞 there
exist 푢푖(푥), 푤푖(푥) ∈ ℝ푚 and 푟푖 ∈ ℕ such that
퐿푓(푥,푢푖(푥))ℎ푗(푥) = 0 ∀푗 ∕= 푖









hold for every 푥 ∈ ℝ푛.
Proof: The proof of the proposition is similar to that
of Proposition 3.4. Let 푖 ∈ {1, . . . , 푞} and take 푥 ∈ ℝ푛. If
푟푖 = 1, then the proof is the same as that of Proposition 3.4.









With this notation, 훽푖,1(푥) and 훼푖,1(푥) are the same as
훽푖(푥) and 훼푖(푥) defined in the proof of Proposition 3.4. The
hypotheses of the proposition imply that 훽푖,푘(푥) = 훼푖,푘(푥)
for all 푘 < 푟푖 and for all 푥 ∈ ℝ푛. We define 퐼푖(푥) =
[훼푖,푟푖(푥), 훽푖,푟푖(푥)] which is a non-empty set.












where 푣푖 ∈ 퐼푖(푥).

















where the last inequality is due to 훼푖,1(푥) = 훽푖,1(푥).
















for all 푥 ∈ ℝ푛. By induction, it follows that for every 푘 ∈
{1, . . . , 푟푖 − 1}
푦
(푘)
푖 = 훼푖,푘(푥) ∀푥 ∈ ℝ
푛. (14)


















for every 푥 ∈ ℝ푛. Hence, the new input 푣푖 appears on the
푟푖-th derivative of 푦푖.
On the other hand, using similar technique as in the proof
of Proposition 3.4, (10) holds for all 푥 ∈ ℝ푛 and for all
푗 ∕= 푖.
The same construction can be used for every 푖 ∈
{1, . . . , 푞}, to construct the relaxed input 휇(푣푖,푥), 푖 =
1, . . . , 푞. The combined relaxed input is then given by (11).
This completes the proof.
Proposition 3.8: If there exist constants 푎 < 푏 such that
for every 푖 = 1, . . . , 푞 there exist 푢푖(푥), 푤푖(푥) ∈ ℝ푚 and
푟푖 ∈ ℕ such that
퐿푓(푥,푢푖(푥))ℎ푗(푥) = 0 ∀푗 ∕= 푖




ℎ푖(푥) ∀푘 < 푟푖
퐿푟푖푓(푥,푤푖(푥))ℎ푖(푥) < 푎
퐿푟푖푓(푥,푢푖(푥))ℎ푖(푥) > 푏,
hold for every 푥 ∈ ℝ푛, then the noninteracting control





The proof of the proposition is similar to that of Proposi-
tion 3.5 and 3.7.
IV. CONTROLLER DESIGN FOR STABILIZATION PROBLEM
In the previous section, we can design relaxed input
which approximately solves noninteracting control problem.
Based on the result from previous section, we explore the
application of relaxed input in order to solve stabilization
problem.
Corollary 4.1: In addition to the assumptions in Proposi-
tion 3.5, suppose that 푎 < 0 and 푏 > 0 then state-feedback
relaxed control can be designed such that 푦(푡) → 0 as
푡→∞.
Proof: Let 푖 ∈ {1, . . . , 푞} and construct the same
relaxed input 휇(푣푖,푥) as in the proof of Proposition 3.4 which
gives us (9) and (10). Since [푎, 푏] ⊂ 퐼푖(푥) for all 푥, we prove
the corollary by designing the feedback law for 푣푖 which
satisfies 푣푖 ∈ [푎, 푏] and 푦푖(푡)→ 0 as 푡→∞.
We define 푐 := min{−푎, 푏} and let 푣푖 = −푐 sat(푦푖). Using
this feedback law, it can be checked that 푣푖 ∈ [푎, 푏] for all
푦푖. It follows from (9) that




휎 d휎, we have
푉˙푖 = −(sat(푦푖))2 ≤ 0.
From this inequality, we have that ∣푦푖(푡)∣ ≤ ∣푦푖(0)∣ for all
푡 ∈ ℝ+ and sat(푦푖) ∈ 퐿2(ℝ+). Since sat(푦푖) ∈ 퐿2(ℝ+), (16)
implies that also 푦˙푖 ∈ 퐿2(ℝ+). By using Barbalat’s lemma,
푦˙푖, sat(푦푖) ∈ 퐿2(ℝ+)⇒ 푦푖(푡)→ 0 as 푡→∞.
We use the same arguments for all 푖 ∈ {1, . . . , 푞} to
conclude the proof.
In the Corollary 4.1, the constructed relaxed input pro-
duces relaxed system whose input signal 푣 is defined in a
compact set [푎, 푏]푞 . This enforces limitation in the design of
feedback law and we use saturation function in the proof
of Corollary 4.1. The works of Teel in [10] and Kaliora
and Astolfi in [4] are relevant in this respect which provides
controller design with bounded input signal for the relaxed
systems described by (2) or (9).
Corollary 4.2: In addition to the assumptions in Proposi-
tion 3.8, suppose that 푎 < 0 and 푏 > 0 then state-feedback
relaxed control can be designed such that 푦(푡) → 0 as
푡→∞.
Proof: Let 푖 ∈ {1, . . . , 푞} and construct the same
relaxed input 휇(푣푖,푥) as in the proof of Proposition 3.7 which
gives us (14), (15) and (10). Since [푎, 푏] ⊂ 퐼푖(푥) for all 푥,
we prove the corollary by designing the feedback law for 푣푖
whose domain is [푎, 푏], such that 푦푖(푡)→ 0 as 푡→∞.
For the case 푟푖 = 1, the feedback law constructed in the
proof of Corollary 4.1 can be used to ensure 푦푖(푡) → 0 as
푡→∞.
We will evaluate the case when 푟푖 > 1. Let us denote by
푧1 = ℎ(푥), 푧2 = 훼푖,1(푥), . . ., 푧푟푖 = 훼푖,푟푖−1. It follows from







By an application of Proposition 4 in [4], we can design a
stabilizing controller for the chain integrator form above with
saturated control signal. Using this controller, Proposition 4
in [4] ensures that 푦푖(푡) converges to zero as 푡→∞.
We use the same arguments for all 푖 ∈ {1, . . . , 푞} to
conclude the proof.
V. CONCLUSION
This paper presents methodology to decouple input and
output for nonlinear systems by using relaxed input. It has
been shown that for a certain class of nonlinear systems, the
proposed method can simplify the controller design.
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