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ON A GENERALIZED TIMOSHENKO-KIRCHHOFF EQUATION
WITH SUBLINEAR NONLINEARITIES
JOA˜O R. SANTOS JUNIOR AND GAETANO SICILIANO
Abstract. In this paper we consider a generalized fourth order nonlinear Kirchhoff equation
in a bounded domain in RN , N ≥ 2 under Navier boundary conditions and with sublinear
nonlinearity. We employ a change of variable which reduces the problem to a semilinear one.
Then variational and topological tools are used in order to prove the existence of a solution.
1. Introduction
This paper concerns with the existence of solutions u : Ω → IR to the following nonlocal
problem
(P)
{
∆2u− div (m (u, |∇u|22)∇u) = f(x, u) in Ω,
u = ∆u = 0 on ∂Ω,
where Ω is a bounded and smooth domain in IRN , N ≥ 2 and
m : IR× [0,∞)→ IR, f : Ω× IR→ IR
are given data satisfying suitable conditions. Hereafter we denote with | · |p the usual
Lp(Ω)−norm. We say here, once for all, that by a solution of the above problem we mean
a function u∗ ∈ H2(Ω) ∩H10 (Ω) ∩ L∞(Ω) such that∫
Ω
∆u∗∆ϕdx+
∫
Ω
m(u∗(x), |∇u∗|22)∇u∗∇ϕdx =
∫
Ω
f(x, u∗)ϕdx, ∀ϕ ∈ H2(Ω) ∩H10 (Ω).
Our assumptions on m and f will guarantee that the above identity makes sense.
The equation under study is a slight generalization of the following one
(1.1)
{
∆2u−m (|∇u|22)∆u = f(x, u) in Ω,
∆u = u = 0 on ∂Ω,
known as Timoshenko-Kirchhoff plate equation. Without entering in details here, we say that
problem (1.1) appears in Nonlinear Solid Mechanics and Mechanics of Materials. In particular
it describes the stationary solutions of an elastic plate (in case N = 2), with fixed boundary,
subjected to small transversal vibrations and taking into account (i) the Kirchhoff correction
to the classical wave equation of D’Alambert, (ii) the correction for rotary inertia of the cross
section of the plate and (iii) the influence of shearing strains introduced by Timoshenko.
This model was proposed by Arosio in [2–4] to which we refer the reader for the deduction
of the equation and the study of the local well-posedness of the associated Cauchy problem.
Actually, although the model proposed by Arosio deals mainly with the 1 dimensional case (the
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beam equation) he studies an Abstract Cauchy problem in which the N−dimensional case, i.e.
problem (1.1), falls down, see [3, equation (3.2)].
As we already said, problem (1.1) is a generalization of the “pure” Kirchhoff equation which
involves the Kirchhoff operator K(u) =
(
a+ b|∇u|22
)
∆u. The Kirchhoff equation has been
very studied and is almost impossible to give an exhaustive bibliography. However less results
are present in the literature involving the operator ∆2u+m(|∇u|22)∆u. We just cite the recent
papers [6,11] (see also the references therein) where the authors study the existence of solutions
for an equation of type
∆2u+m(|∇u|22)∆u+ V (x)u = f(x, u), u ∈ H2(IRN )
with suitable assumptions on f and V .
Summing up, the operator appearing in our problem (P) can be seen as a generalization
of the Kirchhoff operator K(u) =
(
a+ b|∇u|22
)
∆u; indeed beside the correction with a fourth
order operator we are also assuming that the velocity of the displacement of the membrane is
proportional to the gradient of the displacement with a factor m depending not only on the
variation of the “superficial area” of Ω, but even on the same displacement:
v = −m (u, |∇u|22)∇u.
Such a model is quite reasonable and there are also physical situations where rather than
on |∇u|2 the function m depends on other quantities such as the L1-norm of u, see e.g. [7].
However, to the best of our knowledge, there are few results concerning the case m(u, |∇u|22).
We mention the recent paper [10] where the problem
−div(m(|∇u|22)∇u) = f(x, u) in Ω, u = 0 on ∂Ω
has been studied in a bounded domain. However in [10] one more assumptions on the function
m with respect to the present paper was given, see condition (m2) in Lemma 2.1 below. We
believe that using the method of this paper the assumption (m2) can be removed in [10].
Coming back to the present paper, we will treat problem (P) separately in the cases
a) f = f(x), and
b) f = f(x, u) with sublinear growth.
We prefer to start with the particular case a) since some results of this case will be used also
in the more general case b).
Before to state our main results, let us specify the assumptions on m. We first introduce
the following convention: for every r ≥ 0, we denote with mr the map
mr : t ∈ IR 7→ m(t, r) ∈ IR.
We suppose that m : IR× [0,∞)→ (0,∞) is a function such that:
(m0) is continuous;
(m1) there is m > 0 such that m(t, r) ≥ m for all t ∈ IR and r ∈ [0,∞);
Then we have the following
Theorem 1.1. If (m0)-(m1) hold, 0 6≡ f ∈ Lq(Ω) and q > N/2, then problem (P) with
f = f(x), has a nontrivial weak solution u∗.
To deal with the general case f = f(x, u) we introduce some notations. Let λ1 be the first
eigenvalue of −∆ in H10 (Ω) and γ denotes a positive constant (independent of h ∈ L∞(Ω) and
u ∈ C1,α(Ω), 0 < α < 1) such that
‖u‖C1,α(Ω) ≤ γ|h|∞,
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where { −∆u = h(x) in Ω,
u = 0 on ∂Ω.
We then assume that f : Ω× IR→ IR is a Carathe´odory function satisfying:
(f1) f(x, 0) 6= 0,
(f2) there exists µ ∈ L∞(Ω), δ ∈ (0, 1] and ν ∈ (0,min{λ(1+3δ)/21 /|Ω|1−δ,mδ/γ}), such that
|f(x, t)| ≤ µ(x) + ν|t|δ a.e. in Ω and ∀t ∈ IR,
(f3) there is θ ∈ (0, λ21) such that
|f(x, t1)− f(x, t2)| ≤ θ|t1 − t2| a.e. in Ω and ∀t1, t2 ∈ IR.
Then we have the following
Theorem 1.2. If (m0)-(m1) and (f1)-(f3) hold, then problem (P) with f = f(x, u), has a
nontrivial weak solution u∗.
Some comments now are in order.
First of all, as we will see the weak solutions we find are indeed in C1,α(Ω). However, arguing
as in [5, Theorem 2.1], these solutions are indeed classical.
Moreover our approach in proving the results mixes variational and fixed points methods.
Indeed the strategy in proving both our theorems is
Step 1: to find solutions for an auxiliary problem depending on a parameter r ≥ 0, let us say
ur; here variational tools are used.
Step 2: prove estimates on ur and obtain a solution of (P) by topological tools.
We aim also to show that a simple change of variable (used also in [10]) can transform our
original problem into a second order semilinear system (this is used in Step 1). Of course
the change of variables is independent on our assumptions on f . So we believe that these
techniques can be used to treat also other type of equations.
For what concern the function m, observe that in contrast to the case in which m depend
only on |∇u|2, no assumptions on the growth at infinity of m with respect to |∇u|22 are made
here.
Finally we leave as an interesting and open problem the case in which m might vanish, which
correspond in some sense to a degenerate operator.
The paper is organized as follows.
In Section 2 we present the general approach to solve problem (P) and give a useful lemma
(see Lemma 2.1). In Section 3 we prove our result in the case f = f(x), i.e. Theorem 1.1. In
Section 4 we consider the general case f = f(x, u) proving Theorem 1.2.
In all the paper we denote with Wm,p(Ω) the usual Sobolev spaces. Whenever p = 2 we
use the notation Hm(Ω). Finally H10 (Ω) is the closure of the test functions with respect to the
norm in H1(Ω).
2. Preliminaries
We attack problem (P), in both cases f = f(x) and f = f(x, u), in the following way. Firstly,
for every fixed r ≥ 0, we consider the auxiliary problem{
∆2u− div (mr (u)∇u) = f(x, u) in Ω,
u = ∆u = 0 on ∂Ω,
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associated to (P) for which we prove the existence of a unique solution ur. Secondly, we show
that the map
S : r 7→
∫
Ω
|∇ur|2dx
has a fixed point r∗, which of course gives a solution u∗ := ur∗ of the original problem (P).
Let us define the map M : (t, r) ∈ IR × [0,+∞) 7→ ∫ t0 m(s, r)ds ∈ IR; it will be convenient
also to introduce the notation, for every r ≥ 0:
Mr :=M(·, r) : IR→ IR.
In the next lemma we list some properties of M which will have an important role in the study
of problem (P) in the next two sections.
Lemma 2.1. Assume (m0)-(m1). Then,
(a) for each r ∈ [0,∞) the map Mr : IR → IR is a strictly increasing diffeomorphism (in
particular it satisfies the “sign condition” Mr(t)t ≥ 0 for all t ∈ IR) and moreover
|Mr(t)| > m|t| for every t 6= 0.
(b) The map M is continuous.
(c) For each r ∈ [0,∞), the inverse map M−1r is Lipschitz continuous with Lipschitz
constant m−1. In particular |M−1r (t)| ≤ m−1|t| for all t ∈ IR.
Assume now also that
(m2) for each r ∈ [0,+∞) the map mr : IR→ (0,+∞) is strictly decreasing in (−∞, 0) and
strictly increasing in (0,+∞).
Then
(d) if tn → t0 and rn → r0 then M−1rn (tn)→M−1r0 (t0).
(e) For each r ∈ [0,+∞), the map t 7→M−1r (t)/t is (continuous and) strictly decreasing in
(0,+∞) and strictly increasing in (−∞, 0).
In the remaining of the paper we will use just itens (a) and (b) of this Lemma. We have
preferred to include also condition (m2) and itens (c), (d), (e) just to have a complete list of
properties which may be useful for future references.
Proof. (a) For the first part see [10, Lemma 2.1]. Moreover, if t < 0, from (m1),
|Mr(t)| = −
∫ t
0
mr(s)ds =
∫ 0
t
mr(s)ds > −mt = m|t|.
The argument is similar if t > 0.
(b) Let tn → t0 and rn → r0. If t0 = 0, then
|Mrn(tn)| ≤ |tn| max
t∈[−ε,ε]
r∈[0,r0+ε]
m(t, r),
for all n ≥ n0 and some ε > 0. Therefore,
Mrn(tn)→ 0 =Mr0(0).
Suppose now t0 > 0. Denote with An = min{t0, tn} and Bn = max{t0, tn}. Note that there
are 0 < T1 < t0 < T2 such that if n ≥ n0 then T1 ≤ An ≤ t0 ≤ Bn ≤ T2. Thus,
|Mrn(tn)−Mr0(t0)| =
∣∣∣∣∫ An
0
[m(t, rn)−m(t, r0)]dt−
∫ Bn
An
m(t, sn)dt
∣∣∣∣ ,
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where sn = rn if tn ≥ t0 and sn = r0 if t0 > tn. Consequently
|Mrn(tn)−Mr0(t0)| ≤
∫ t0
0
|m(t, rn)−m(t, r0)|χ[0,An](t)dt+ (Bn −An) max
t∈[T1,T2]
s∈[T3,T4]
m(t, s),
for all n ≥ n0 where {sn} ⊂ [T3, T4] and χ[0,An] is the characteristic function of the interval
[0, An].
Since
|m(t, rn)−m(t, r0)|χ[0,An](t)→ 0, ∀ t ∈ [0, t0]
and
|m(t, rn)−m(t, r0)|χ[0,An](t) ≤ 2 max
t∈[0,t0]
r∈[0,r0+ε]
m(t, r),
for all n ≥ n0 and some ε > 0, it follows by the Lebesgue Dominated Convergence Theorem
that
Mrn(tn)→Mr0(t0).
The argument is similar for t0 < 0.
The proof of (c)-(d)-(e) is given in [10, Lemma 2.1]. 
3. The particular case f(x, u) = f(x)
In this section we address the problem
(3.1)
{
∆2u− div (m (u, |∇u|22)∇u) = f(x) in Ω,
u = ∆u = 0 on ∂Ω,
with f 6≡ 0. In order to prove Theorem 1.1, let us consider for every r ≥ 0 the auxiliary problem
(Pr)
{
∆2u− div (mr(u)∇u) = f(x) in Ω,
u = ∆u = 0 on ∂Ω,
whose weak solution is, by definition a function ur such that
(3.2) ur ∈ H2(Ω) ∩H10 (Ω) ∩ L∞(Ω)
and
(3.3)
∫
Ω
∆ur∆ϕdx+
∫
Ω
mr(ur)∇ur∇ϕdx =
∫
Ω
f(x)ϕdx, ∀ϕ ∈ H2(Ω) ∩H10 (Ω).
By our assumptions the equality above makes sense.
Let us consider the following system (recall that Mr(t) =
∫ t
0 mr(s)ds):
(**)
 −∆(Mr(u)− v) = f(x) in Ω,−∆u = −v in Ω,
u = v = 0 on ∂Ω,
whose solution is by definition a pair (ur, vr) such that
(3.4) ur ∈ H10 (Ω) ∩ L∞(Ω), Mr(ur), vr ∈ H10 (Ω)
and
(3.5)
∫
Ω
∇(Mr(ur)− vr)∇ξdx =
∫
Ω
f(x)ξdx,
∫
Ω
∇ur∇ξdx = −
∫
Ω
vrξdx, ∀ξ ∈ H10 (Ω).
The equivalence between (Pr) and system (**) is given in the next
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Proposition 3.1. If ur is a weak solution of (Pr) which is also in W
3,2(Ω), then the pair
(ur,∆ur) is a weak solution of (**).
If a pair (ur, vr) solves (**) and ur ∈ W 3,2(Ω), then necessarily vr = ∆ur and ur is a
solution of (Pr).
Proof. If ur is a weak solution of (Pr) which is also in W
3,2(Ω), then vr = ∆ur ∈ H10 (Ω)
and the second identity in (3.5) is trivially satisfied. On the other hand, since ∆(Mr(ur)) =
div(mr(ur)∇ur) in a weak sense, the first identity in (3.5) is satisfied (with vr = ∆ur) since
it is just a consequence of (3.3). It remains to show that Mr ∈ H10 (Ω). However, since Mr is
continuous, ur ∈ L∞(Ω) and Ω is bounded, it is trivially Mr(ur) ∈ L2(Ω). Moreover,∫
Ω
|∇Mr(ur)|2dx =
∫
Ω
|mr(ur)∇ur|2dx <∞
showing that Mr(ur) ∈ H10 (Ω) and then (3.4).
On the contrary assume that a pair (ur, vr) is a solution of (**), and ur ∈ W 3,2(Ω). In
particular ur ∈ H2(Ω), which proves (3.2). Moreover (by definition of solution) vr ∈ H10 (Ω)
and from the second equation in (3.5) we get ∆ur = vr ∈ H10 (Ω). Since again ∆(Mr(ur)) =
div(mr(ur)∇ur) in a weak sense, we have that (3.3) is satisfied since is a consequence of the
first identity in (3.4). 
Moreover with a further change of variable
(3.6) z := u, w :=Mr(u)− v,
system (**) can be written as
(Sr)
 −∆w = f(x) in Ω,−∆z +Mr(z) = w in Ω,
z = w = 0 on ∂Ω.
Clearly (ur, vr) ∈
(
H10 ∩W 3,2(Ω) ∩ L∞(Ω)
)×H10 (Ω) is a solution of (**), in the sense that the
identities in (3.5) hold, if and only if the pair (zr, wr) := (ur,Mr(ur) − vr) solves (Sr) with
additionally ur ∈W 3,2(Ω). Observe now that actually wr does not depend on r.
In order to prove the existence of solution to problem (Sr), and then (Pr), let us recall first
the following result concerning the general Dirichlet problem{ −∆u+ g(u) = µ(x) in Ω,
u = 0 on ∂Ω
whose associated energy functional we denote with E.
Lemma 3.2. (See [9, Lemma 2.4]) Let g : IR→ IR be a continuous function satisfying the sign
condition g(t)t ≥ 0 and let k ∈ IR. Given µ ∈ L∞(Ω) let u ∈ H10 (Ω) be a minimizer of the
functional E on H10 (Ω).
i) If for every t ≥ k, g(t) ≥ |µ|∞ then u ≤ k in Ω.
ii) If for every t ≤ k, g(t) ≤ −|µ|∞ then u ≥ k in Ω.
With this result in hands we can prove the following.
Proposition 3.3. If (m0)-(m1) hold and 0 6≡ f ∈ Lq(Ω), q > N/2, then for each r ≥ 0,
the auxiliary problem (Sr) has a unique nontrivial weak solution (zr, w). Even more, it is
zr ∈ H10 (Ω) ∩W 3,2(Ω) ∩C1,α(Ω), for some α ∈ (0, 1).
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Proof. Let r ≥ 0 be fixed and let us proceed in two steps.
Step 1: Existence
It is clear that the first equation in (Sr) has a unique nontrivial weak solution w ∈
H10 (Ω) ∩ C(Ω), being q > N/2, which obviously does not depend on r.
By the sign condition of Mr in Lemma 2.1 (a) we conclude the existence of numbers
τ1 < 0 < τ2 such that Mr(τ1) = −|w|∞ and Mr(τ2) = |w|∞. Moreover we can invoke Lemma
3.2 ensuring that if zr ∈ H10 (Ω) is a minimum of the functional Ir : H10 (Ω)→ (∞,∞] associated
to the second equation in (Sr), given explicitly by
Ir(z) =
1
2
∫
Ω
|∇z|2dx+
∫
Ω
M̂r(z)dx −
∫
Ω
wzdx,
then τ1 ≤ zr ≤ τ2 and, therefore, zr ∈ L∞(Ω). Above, M̂r denotes the primitive of Mr with
regard to t, such that M̂r(0) = 0.
We are then reduced to find a minimum of Ir which it turns out to be unique. The problem
with this functional is that the integral
∫
Ω M̂r(z)dx, z ∈ H10 (Ω) can be infinite, then our
strategy is to truncate the functional Ir in such a way that now, by standard methods, there
is a unique critical point zr of the truncated functional which is also the unique critical point
of Ir and it belongs to H
1
0 (Ω) ∩W 3,2(Ω) ∩ L∞(Ω). Then we will prove that zr ∈ C1,α(Ω).
So let us consider the truncated map
Mr,[τ1,τ2](t) =
 Mr(τ1) if t ≤ τ1,Mr(t) if τ1 < t < τ2,
Mr(τ2) if τ2 ≤ t
with τ1, τ2 given above, and the new functional
Ir,[τ1,τ2](z) =
1
2
∫
Ω
|∇z|2dx+
∫
Ω
M̂r,[τ1,τ2](z)dx −
∫
Ω
wzdx,
which is well defined (because Mr,[τ1,τ2] is a bounded function) and belongs to C
1(H10 (Ω), IR).
Again M̂r,[τ1,τ2](t) =
∫ t
0 Mr,[τ1,τ2](s)ds.
Note that the functional Ir,[τ1,τ2] is coercive. Moreover by (m1) the function M̂r,[τ1,τ2] is
convex, and then the functional Ir,[τ1,τ2] is also strictly convex and weakly lower semicontinuous.
Then it possesses a unique critical point, which is minimum, zr ∈ H10 (Ω). Thus,∫
Ω
∇ur∇ϕdx+
∫
Ω
M̂r,[τ1,τ2](ur)ϕdx =
∫
Ω
wϕdx, ∀ϕ ∈ H10 (Ω).
As Mr,[τ1,τ2] is nondecreasing and satisfies the conditions of Lemma 3.2, it holds τ1 ≤ zr ≤ τ2.
Therefore zr ∈ H10 (Ω) ∩ L∞(Ω) is a nontrivial minimum point of the original functional Ir.
Now we prove that it is also zr ∈W 3,2(Ω)∩C1,α(Ω), for some α ∈ (0, 1). In fact, by defining
the function
g(x) =
{
Mr(zr(x))/zr(x) if x ∈ {x ∈ Ω : zr(x) 6= 0}
0 otherwise
we have g ∈ L∞(Ω), g ≥ 0. So zr is a weak solution of the problem{ −∆z + g(x)z = w in Ω,
z = 0 on ∂Ω
and recalling that w ∈ C(Ω), it follows from [8, Theorem 9.15] that zr ∈ W 2,p0 (Ω) for all
p ∈ (1,∞). By the Sobolev embedding we get zr ∈ C1,α(Ω) for some α ∈ (0, 1). Finally, being
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w ∈ H10 (Ω) and zr ∈ H10 (Ω) ∩ L∞(Ω) we get w −Mr(zr) ∈ H10 (Ω): therefore from{ −∆zr = w −Mr(zr) in Ω,
zr = 0 on ∂Ω,
we conclude that zr ∈W 3,2(Ω), see [1].
Step 2: Unicity
We show that if zr ∈ H10 (Ω) ∩ L∞(Ω) is another weak solution of the second equation in
(Sr) then zr = zr. In fact, suppose |zr|∞ < c. If c ≤ min{−τ1, τ2} there is nothing to do. On
the other hand, if c > min{−τ1, τ2}, we set ĉ = max{c,max{−τ1, τ2}} and then there exists
numbers τ ′1 < 0 < τ
′
2 such that Mr(τ
′
1) = −ĉ,Mr(τ ′2) = ĉ. As before we define the truncated
map
Mr,[τ ′1,τ ′2](t) =
 Mr(τ
′
1) if t ≤ τ ′1,
Mr(t) if τ
′
1 < t < τ
′
2,
Mr(τ
′
2) if τ
′
2 ≤ t
and the corresponding functional Ir,[τ ′1,τ ′2]. Using the previous arguments, we conclude that
Ir,[τ ′1,τ ′2] has a unique critical point which is a global minimum. Since zr and zr are critical
points of the strictly convex functional Ir,[τ ′1,τ ′2], the result follows. 
Remark 1. It follows by the previous proof that
(3.7) |Mr(zr)|∞ ≤ |w|∞, ∀ r ≥ 0
and so, by Lemma 2.1 (a), the uniform estimate in r:
|zr|∞ < 1
m
|w|∞, ∀ r ≥ 0.
This will be fundamental in the case of the general nonlinearity f(x, u).
As a consequence, recalling that actually zr = ur (see the change of variable (3.6)) we have
Proposition 3.4. If (m0)-(m1) hold and 0 6≡ f ∈ Lq(Ω), q > N/2, for each r ≥ 0, problem
(Pr) admits a unique nontrivial solution ur ∈ H10 (Ω)∩W 3,2(Ω)∩C1,α(Ω), for some α ∈ (0, 1).
Remark 2. We stress here that if ur ∈ H10 (Ω) ∩ L∞(Ω) is the solution of (Pr) then
w :=Mr(ur)−∆ur does not depend on r, due to uniqueness of the solution to the first equation
appearing in (Sr).
The next step is given by the following proposition.
Proposition 3.5. If (m0)-(m1) hold and ur ∈ H10 (Ω) ∩ W 3,2(Ω) ∩ C1,α(Ω) is the unique
solution of (Pr) provided in Proposition 3.4, then the map
S : r ∈ [0,+∞) 7−→
∫
Ω
|∇ur|2dx ∈ [0,+∞)
is continuous, bounded and has a fixed point r∗.
Proof. Let {rn} be a sequence of nonnegative numbers such that rn → r∞ ≥ 0. Setting
un := urn ∈ H10 (Ω) ∩W 3,2(Ω) ∩ C1,α(Ω), Mn :=Mrn , n ∈ N
and using the second equation in (Sr), we have∫
Ω
|∇un|2dx+
∫
Ω
Mn(un)undx =
∫
Ω
wundx, ∀n ∈ IN.
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Hence, from the sign condition, the Ho¨lder and Poincare´ inequalities we infer
(3.8)
∫
Ω
|∇un|2dx ≤ 1√
λ1
|w|2
(∫
Ω
|∇un|2dx
)1/2
, ∀n ∈ IN
so that {un} is bounded in H10 (Ω). Therefore there exists u# ∈ H10 (Ω) such that, passing to a
subsequence,
(3.9) un ⇀ u# in H
1
0 (Ω), un → u# in Ls(Ω), 1 ≤ s ≤ 2∗, un(x)→ u#(x) a.e. in Ω
and |un(x)| ≤ h(x) a.e. in Ω, for some h ∈ L2(Ω).
We will show now that u# = u∞, where u∞ := ur∞ . In fact, from the definition of un∫
Ω
∇un∇ϕdx+
∫
Ω
Mn(un)ϕdx =
∫
Ω
wϕdx, ∀ϕ ∈ H10 (Ω).
Passing to the limit in n→∞ and using (3.7), (3.9) and the Lebesgue Dominated Convergence
Theorem, we get (hereafter M∞ :=Mr∞)
(3.10)
∫
Ω
∇u#∇ϕdx+
∫
Ω
M∞(u#)ϕdx =
∫
Ω
wϕdx, ∀ϕ ∈ H10 (Ω).
Equality (3.10) implies u# = u∞.
Using again the second equation in (Sr) we get∫
Ω
|∇un −∇u∞|2dx = −
∫
Ω
[Mn(un)−M∞(u∞)](un − u∞)dx
≤ 1√
λ1
|Mn(un)−M∞(u∞)|2
(∫
Ω
|∇un −∇u∞|2dx
)1/2
, ∀n ∈ IN.
Thus,
(3.11)
(∫
Ω
|∇un −∇u∞|2dx
)1/2
≤ 1√
λ1
|Mn(un)−M∞(u∞)|2.
From (3.9) and the continuity of M (see Lemma 2.1 (b)), we deduce
|Mn(un(x))−M∞(u∞(x))| → 0 a.e. in Ω
and, from (3.7),
|Mn(un(x)) −M∞(u∞(x))| ≤ 2|w|∞.
So we can use the Lebesgue Dominated Convergence Theorem in (3.11) and deduce that
S(rn) =
∫
Ω
|∇un|2dx→
∫
Ω
|∇u∞|2dx = S(r∞),
i.e. the map S is continuous.
Clearly, being u0 a nontrivial solution of (Pr) with r = 0, it holds
S(0) =
∫
Ω
|∇u0|2dx > 0.
On the other hand, by the definition of ur, we can argue as in (3.8) to conclude that
S(r) ≤ 1
λ1
|w|22 < r,
for all r large enough. We deduce that S has a fixed point r∗ > 0. 
Of course to r∗ is associated u∗ := ur∗ which is a solution of the problem (3.1), proving
Theorem 1.1.
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4. The general case f(x, u)
In this Section we consider the problem
(4.1)
{
∆2u− div (m (u, |∇u|22)∇u) = f(x, u) in Ω,
u = ∆u = 0 on ∂Ω.
and again we start by looking for a solution ur of the auxiliary problem (for every fixed r ≥ 0)
(P ′r)
{
∆2u− div (mr(u)∇u) = f(x, u) in Ω,
u = ∆u = 0 on ∂Ω
associated. Then we show that the map
S : r 7−→
∫
Ω
|∇ur|2dx
has a fixed point, which will give of course a solution of the original problem.
As before, after reducing problem (P ′r) in the unique unknown u to a system in the two
unknowns u, v and considering the same change of variable z := u,w := Mr(u) − v made
in Section 3, we see that ur ∈ H10 (Ω) ∩W 3,2(Ω) ∩ L∞(Ω) solves (P ′r) if, and only if, the pair
(zr, wr) = (ur,Mr(ur)−vr) ∈
(
H10 (Ω) ∩W 3,2(Ω) ∩ L∞(Ω)
)×H10 (Ω) solves the following system
(S′r)
 −∆w = f(x, z) in Ω,−∆z +Mr(z) = w in Ω,
z = w = 0 on ∂Ω,
that is∫
Ω
∇zr∇ϕ1dx+
∫
Ω
Mr(zr)ϕ1dx+
∫
Ω
∇wr∇ϕ2dx
=
∫
Ω
f(x, zr)ϕ2dx+
∫
Ω
wrϕ1dx, ∀ϕ1, ϕ2 ∈ H10 (Ω).
In view of (m0) and (f2), the identity above makes sense. We say that a weak solution (z, w)
of (S′r) is not trivial if z and w are not both zero. From (f1), system (S
′
r) does not admit the
trivial solution.
In the following we denote with with ‖ · ‖ the norm in H10 (Ω).
Proposition 4.1. If (m0)-(m1) and (f1)-(f3) hold then, for each r ≥ 0, system (S′r) has a
unique nontrivial weak solution (zr, wr). Even more, it is zr ∈ H10 (Ω)∩W 3,2(Ω)∩C1,α(Ω), for
some α ∈ (0, 1).
Although this proposition is the analogous of Proposition 3.3, the proof (except the final
part) uses different arguments and is more involved.
Proof. Let us fix r ≥ 0. We begin by proving the existence, and then the uniqueness. In
particular in proving the existence we will suppress the subscript r, so we will prove the
existence of a solution which will be denoted with (z, w).
Step 1: Existence
Let us fix an arbitrary z1 ∈ H10 (Ω)∩L∞(Ω) and plug it into the first equation of (S′r). From
(f2), by classical results there is a unique w1 ∈ H10 (Ω) ∩ C(Ω) such that∫
Ω
∇w1∇ϕdx =
∫
Ω
f(x, z1)ϕdx, ∀ϕ ∈ H10 (Ω).
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Now putting this w1 in the second equation of (S
′
r), by Proposition 3.3, we get a unique
z2 ∈ H10 (Ω) ∩W 3,2(Ω) ∩ C1,α(Ω) such that∫
Ω
∇z2∇ϕdx+
∫
Ω
Mr(z2)ϕdx =
∫
Ω
w1ϕ, ∀ϕ ∈ H10 (Ω).
Continuing this process, we will get two sequences {zn} ⊂ H10 (Ω) ∩W 3,2(Ω) ∩ C1,α(Ω) and
{wn} ⊂ H10 (Ω) ∩ C(Ω) satisfying
(4.2)
∫
Ω
∇wn∇ϕdx =
∫
Ω
f(x, zn)ϕdx, ∀ϕ ∈ H10 (Ω),
and
(4.3)
∫
Ω
∇zn+1∇ϕdx+
∫
Ω
Mr(zn+1)ϕdx =
∫
Ω
wnϕdx, ∀ϕ ∈ H10 (Ω).
By choosing ϕ = zn+1 in (4.3), by the sign condition stated in Lemma 2.1 (a), the Ho¨lder
and Poincare´ inequalities, we get that
(4.4) ‖zn+1‖ ≤ 1
λ1
‖wn‖, ∀n ∈ IN.
On the other hand, choosing ϕ = wn in (4.2) and using (f2) and (4.4) we obtain
‖wn‖2 ≤ |µ|∞
∫
Ω
wndx+ ν
∫
Ω
|zn|δwndx
≤ |µ|∞|Ω|1/2|wn|2 + ν
(∫
Ω
|zn|2δdx
)1/2
|wn|2
≤ |µ|∞|Ω|1/2|wn|2 + ν|Ω|1−δ|zn|δ2|wn|2
≤
(
|µ|∞|Ω|1/2
λ
1/2
1
+
ν|Ω|1−δ
λ
(1+δ)/2
1
‖zn‖δ
)
‖wn‖
≤
(
|µ|∞|Ω|1/2
λ
1/2
1
+
ν|Ω|1−δ
λ
(1+3δ)/2
1
‖wn−1‖δ
)
‖wn‖.
Therefore
(4.5) ‖wn‖ ≤ C1 + C2‖wn−1‖δ, ∀n ≥ 2,
with C1 = max{1, |µ|∞|Ω|1/2/λ1/21 } and C2 = ν|Ω|1−δ/λ(1+3δ)/21 . Observe that, from (4.5),
using that δ ∈ (0, 1] and C1 ≤ 1, we have
‖w3‖ ≤ C1 + C2
(
C1 + C2‖w1‖δ
)δ
≤ C1 + C1C2 + C22‖w1‖δ .
In an analogous way
‖w4‖ ≤ C1 + C1C2 + C1C22 + C32‖w1‖δ ,
and consequently,
(4.6) ‖wn‖ ≤ C1
n−2∑
k=0
Ck2 + ‖w1‖δCn−12 , ∀n ≥ 2.
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Since ν ∈ (0, λ(1+3δ)/21 /|Ω|1−δ) it follows from (4.6) that {wn}, and consequently {zn} by (4.4),
is bounded in H10 (Ω). Hence there are w, z ∈ H10 (Ω) such that, passing to a subsequence,
(4.7) wn ⇀ w and zn ⇀ z in H
1
0 (Ω),
(4.8) wn(x)→ w(x) and zn(x)→ z(x) a.e. in Ω
and for some g, h ∈ L2(Ω),
(4.9) |wn(x)| ≤ g(x) and |zn(x)| ≤ h(x) a.e. in Ω.
We are going to show that (z, w) is the solution we were looking for. From (4.7), we have
(4.10)
∫
Ω
∇wn∇ϕdx→
∫
Ω
∇w∇ϕdx, ∀ϕ ∈ H10 (Ω)
and
(4.11)
∫
Ω
∇zn+1∇ϕdx→
∫
Ω
∇z∇ϕdx, ∀ϕ ∈ H10 (Ω).
Moreover by the Lebesgue Dominated Convergence Theorem (possible in view of (4.8)-(4.9))
we get
(4.12)
∫
Ω
wnϕdx→
∫
Ω
wϕdx, ∀ϕ ∈ H10 (Ω)
and
(4.13)
∫
Ω
f(x, zn)ϕdx→
∫
Ω
f(x, z)ϕdx, ∀ϕ ∈ H10 (Ω).
From (f2), for each n ∈ IN, f(., zn(.)) ∈ L∞(Ω) and
|f(., zn(.))|∞ ≤ |µ|∞ + ν|zn|δ∞,
and then, by using the definition of the constant γ, it follows that
(4.14) |wn|∞ ≤ γ|f(., zn(.))|∞ ≤ γ
(
|µ|∞ + ν|zn|δ∞
)
.
Recalling Remark 1, we have
(4.15) |Mr(zn+1)| ≤ |wn|∞,
and also
(4.16) |zn|∞ ≤ 1
m
|wn−1|∞, ∀n ≥ 2
which, joint with (4.14) furnishes
|wn|∞ ≤ γ|µ|∞ + νγ
m
δ
|wn−1|δ∞ ≤ γ˜ +
νγ
m
δ
|wn−1|δ∞, ∀n ≥ 2
where we have set γ˜ = max{1, γ|µ|∞}.
Now arguing as in (4.5) we get
(4.17) |wn|∞ ≤ γ˜
n−2∑
k=0
(νγ
m
δ
)k
+ |w1|δ∞
(νγ
m
δ
)n−1
.
Since by assumptions ν ∈ (0,mδ/γ), it follows by (4.17) that {wn}, and consequently {zn} by
(4.16), is bounded in L∞(Ω).
From (4.15) and (4.17), we conclude that there exists C > 0 such that
(4.18) |Mr(zn)|∞ ≤ C, ∀n ∈ IN.
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Since Mr is continuous, by (4.8), (4.18) and Lebesgue Dominated Convergence Theorem it
follows that
(4.19)
∫
Ω
Mr(zn+1)ϕdx→
∫
Ω
Mr(z)ϕdx, ∀ϕ ∈ H10 (Ω).
The convergences in (4.8) and the boundedness of {zn} and {wn} in L∞(Ω) tell us that
z, w ∈ H10 (Ω) ∩ L∞(Ω). Thereby, from (4.2)-(4.3), (4.10)-(4.13) and (4.19) it results that the
pair (z, w) is a weak solution of system (S′r).
Step 2: Uniqueness
Suppose that (z1, w1) and (z2, w2) are two weak solutions of system (S
′
r). Thus, for i = 1, 2,
(4.20)
∫
Ω
∇zi∇ϕ1dx+
∫
Ω
Mr(zi)ϕ1dx+
∫
Ω
∇wi∇ϕ2dx
=
∫
Ω
f(x, zi)ϕ2dx+
∫
Ω
wiϕ1dx, ∀ϕ1, ϕ2 ∈ H10 (Ω).
Choosing ϕ1 = z1 − z2, ϕ2 = 0 in (4.20) and subtracting the resulting identities, we get
‖z1 − z2‖2 +
∫
Ω
[Mr(z1)−Mr(z2)] (z1 − z2)dx =
∫
Ω
(w1 − w2)(z1 − z2)dx.
Since Mr is increasing (see Lemma 2.1(a)) we obtain
‖z1 − z2‖2 ≤
∫
Ω
|w1 − w2||z1 − z2|dx
and consequently,
(4.21) ‖z1 − z2‖ ≤ 1
λ1
‖w1 −w2‖.
On the other hand, choosing ϕ1 = 0, ϕ2 = w1 − w2 in (4.20) and subtracting the resulting
identities, we obtain
‖w1 − w2‖2 =
∫
Ω
[f(x, z1)− f(x, z2)] (w1 − w2)dx.
By using hypothesis (f3) and taking into account (4.21) we get
‖w1 − w2‖2 ≤ θ
∫
Ω
|w1 − w2||z1 − z2|dx ≤ θ
λ21
‖w1 − w2‖2
or in other words, (
1− θ
λ21
)
‖w1 − w2‖ ≤ 0.
Since by assumptions θ ∈ (0, λ21), it has to be w1 = w2 and consequently z1 = z2.
The fact that z is actually in H10 (Ω)∩W 3,2(Ω)∩C1,α(Ω) is seen with same arguments as in
the proof of Proposition 3.3. 
As a consequence, since also in this case we have zr = ur, we have
Proposition 4.2. Under the conditions (m0)-(m1) and (f1)-(f3), for each r ≥ 0, problem (P ′r)
admits a unique nontrivial solution ur ∈ H10 (Ω) ∩W 3,2(Ω) ∩ C1,α(Ω), for some α ∈ (0, 1).
The next proposition is the analogous of Proposition 3.5.
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Proposition 4.3. If (m0)-(m2) and (f1)-(f3) hold and ur ∈ H10 (Ω)∩W 3,2(Ω)∩C1,α(Ω) is the
solution of (P ′r) then the map
S : r ∈ [0,+∞) 7−→
∫
Ω
|∇ur|2dx ∈ [0,+∞)
is continuous, bounded and has a fixed point r∗.
Proof. Let {rn} be a sequence in [0,∞) such that rn → r∞. Denoting (un, wn) ∈(
H10 (Ω) ∩W 3,2(Ω) ∩ C1,α(Ω)
)×H10 (Ω) the unique solution of system (S′r) with r = rn, n ∈ N
and recalling that zr = ur, we have∫
Ω
∇wn∇ϕdx =
∫
Ω
f(x, un)ϕdx, ∀ ϕ ∈ H10 (Ω)
and ∫
Ω
∇un∇ϕdx+
∫
Ω
Mn(un)ϕdx =
∫
Ω
wnϕdx, ∀ ϕ ∈ H10 (Ω),
where Mn := Mrn . Arguing exactly as in the proof of Proposition 4.1 (see (4.3)-(4.6)), we
conclude that {un} and {wn} are bounded in H10 (Ω).
Hence, there are w#, u# ∈ H10 (Ω) such that, passing to a subsequence,
wn ⇀ w# and un ⇀ u# in H
1
0 (Ω),
wn → w# and un → u# in L2(Ω),
(4.22) wn(x)→ w#(x) and un(x)→ u#(x) a.e. in Ω
and
|wn(x)| ≤ g(x) and |un(x)| ≤ h(x) a.e. in Ω,
where g, h ∈ L2(Ω).
Again, by following the arguments in (4.10)-(4.19) and remembering that system (S′r), with
r = r∞, has a unique solution (u∞, w∞), we conclude that u# = u∞ and w# = w∞. Note that
(4.23) |Mn(un)| ≤ |wn|∞ ≤ C, ∀n ≥ 0.
Using again the second equation in (S′r) we get (hereafter M∞ := Mr∞)
(4.24) ‖un − u∞‖2 = −
∫
Ω
[Mn(un)−M∞(u∞)](un − u∞)dx+
∫
Ω
(wn − w∞)(un − u∞)dx.
Thus,
(4.25) ‖un − u∞‖ ≤ 1√
λ1
|Mn(un)−M∞(u∞)|2 + 1
λ1
‖wn − w∞‖.
On the other hand, using the first equation in (S′r), it follows that
‖wn − w∞‖2 =
∫
Ω
(f(x, un)− f(x, u∞)) (wn −w∞)dx
and then by (f3), we obtain
(4.26) ‖wn − w∞‖ ≤ θ
λ1
‖un − u∞‖.
Replacing (4.26) in (4.25),
(4.27) ‖un − u∞‖ ≤ 1√
λ1
|Mn(un)−M∞(u∞)|2 + θ
λ21
‖un − u∞‖.
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Therefore, (
1− θ
λ21
)
‖un − u∞‖ ≤ 1√
λ1
|Mn(un)−M∞(u∞)|2,
where θ ∈ (0, λ21).
From (4.22) and Lemma 2.1(b),
|Mn(un(x))−M∞(u∞(x))| → 0 a.e. in Ω.
On the other hand, from (4.23)
|Mn(un(x))−M∞(u∞(x))| ≤ C.
Therefore, by using Lebesgue Dominated Convergence Theorem we conclude from (4.27) that
S(rn) =
∫
Ω
|∇un|2dx→
∫
Ω
|∇u∞|2dx = S(r∞).
Showing that S is continuous. On the other side, by using the sign condition,
S(r) ≤
∫
Ω
wrurdx ≤ 1
λ1
‖wr‖‖ur‖.
Thus,
(4.28) ‖ur‖ ≤ 1
λ1
‖wr‖.
Moreover, the first equation in (S′r) and hypothesis (f3) give
‖wr‖2 ≤ θ
∫
Ω
|wr||µ|dx+ ν
∫
Ω
|ur|δ |wr|.
Using (4.28) and arguing exactly as in the proof of (4.5), we get
‖wr‖ ≤ |µ|∞|Ω|
1/2
λ
1/2
1
+
ν|Ω|1−δ
λ
(1+3δ)/2
1
‖wr‖δ, ∀ r ≥ 0.
Consequently S is bounded and there is R > 0, large enough, such that S(R) < R. Since
S(0) =
∫
Ω
|∇u0|2dx > 0,
the existence of a positive fixed point r∗ is guaranteed. 
Again to r∗ is associates u∗ := ur∗ which gives a solution of problem (4.1), proving Theorem
1.2.
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