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Abstract
We strengthen the classic result about the regularity time t∗
of arbitrary Leray solutions of the Navier-Stokes equations in Rn
(n = 3, 4), which have the form t∗ ≤ K3 ν− 5‖u0 ‖4L2(R3) if n = 3,
and t∗ ≤ K4 ν− 3‖u0 ‖2L2(R4) if n = 4 (in particular, by reducing
the current known values for the constants K
3
, K
4
). Some related
results are also included in our discussion.
1. Introduction
In this note we rederive and slightly improve a fundamental result originally
obtained by J. Leray [15] in dimension n = 3 (see (1.3) below) for the global weak
solutions introduced in [15] to solve the incompressible Navier-Stokes equations
ut + u·∇u + ∇p = ν∆u, (1.1a)
∇· u(·, t) = 0, (1.1b)
u(·, 0) = u0 ∈ L2σ(Rn), (1.1c)
and which is valid more generally for arbitrary solutions u(·, t) ∈ L∞((0,∞),L2σ(Rn))
∩L2((0,∞), H˙1(Rn)) ∩ Cw([0,∞),L2(Rn)) of (1.1), where n = 3 or 4, satisfying the
so-called strong energy inequality
‖u(·, t) ‖2
L2(Rn)
+ 2 ν
∫ t
s
‖Du(·, τ) ‖2
L2(Rn)
dτ ≤ ‖u(·, s) ‖2
L2(Rn)
, ∀ t ≥ s (1.2)
1
for a.e. s ≥ 0, including s = 0.1 Such solutions are now called Leray (or Leray-Hopf )
solutions, after [9, 14, 15]. They have also been constructed in higher dimensions
and other methods, see e.g. [3, 4, 5, 6, 9, 10, 13, 16, 21, 23, 24, 25, 26, 27]. In (1.1),
ν > 0 is a given constant, u = u(x, t) and p = p(x, t) are the unknowns (the flow
velocity and pressure, respectively), and condition (1.1c) is meant in L2(Rn), i.e.,
‖u(·, t)− u0‖L2(Rn)→ 0 as tց 0. As usual, L2σ(Rn) is the space of solenoidal fields
v = (v1, ..., vn) ∈ L2(Rn) ≡ L2(Rn)n with ∇· v = 0 in the distributional sense,
H˙1(Rn) = H˙1(Rn)n, where H˙1(Rn) denotes the homogeneous Sobolev space of or-
der 1 (see e.g. [2], p. 25), and Hm(Rn) = Hm(Rn)n, where Hm(Rn) is the Sobolev
space of order m ([2], p. 38). Also, Cw(I,L
2(Rn)) denotes the set of mappings from
a given interval I ⊆ R to L2(Rn) that are L2-weakly continuous at each t ∈ I.
The result about Leray solutions of (1.1) that concerns us here is the following.
In dimension n = 3 or 4, it is known that u ∈ C∞(Rn× [ t∗,∞)) and
u(·, t) ∈ C0([ t∗,∞),Hm(Rn)), ∀ m ≥ 0 (1.3a)
for some regularity time t∗≥ 0 that satisfies
t∗ ≤ K3 ν− 5 ‖u0 ‖4L2(R3) (if n = 3), (1.3b)
t∗ ≤ K4 ν− 3 ‖u0 ‖2L2(R4) (if n = 4), (1.3c)
with constants K
3
, K
4
that are independent of ν, u0 or the solution u considered.
For example, it follows from ([8], p. 14; [15], p. 246; [17], p. 18) that
K
3
≤ 1
128π2
< 0.000 791572,
which appears to be the best (smallest) estimate presently known for the constantK
3
in the literature. In Section 2, it is shown that
K
3
< 0.000 464 504 284, K
4
< 0.002 727 993 110, (1.4)
along with other improvements regarding the monotonic behavior of ‖Du(·, t) ‖
L2(Rn)
for larget. Moreover, by a similar argument, we note in Remark 2.3 that, for eachm,
‖Dmu(·, t) ‖
L2(Rn)
also becomes monotonically decreasing for t≫ 1. Our analysis is
inspired by the interesting approach to these questions developed in [11, 12, 29, 30].
1For the definition of ‖u(·, t) ‖
L
2(Rn), ‖Du(·, t) ‖L2(Rn) and other similar norms, see (1.5) next.
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Notation. As shown above, boldface letters are used for vector quantities, as in
u(x, t) = (u
1
(x, t), ..., un(x, t)). Also, ∇p ≡ ∇p(·, t) denotes the spatial gradient of
p(·, t), Dj = ∂/∂xj , ∇· u = D1u1 + ...+Dnun is the (spatial) divergence of u(·, t).
| · |
2
denotes the Euclidean norm in Rn, and ‖ · ‖Lq(Rn), 1 ≤ q ≤ ∞, are the standard
norms of the Lebesgue spaces Lq(Rn), with the vector counterparts
‖u(·, t) ‖
Lq(Rn)
=
{ n∑
i=1
∫
Rn
| ui(x, t) |q dx
}1/q
(1.5a)
‖Du(·, t) ‖
Lq(Rn)
=
{ n∑
i, j =1
∫
Rn
|Dj ui(x, t) |q dx
}1/q
(1.5b)
and, in general,
‖Dmu(·, t) ‖
Lq(Rn)
=
{ n∑
i, j
1
,..., j
m
=1
∫
Rn
|Dj
1
···Dj
m
ui(x, t) |q dx
}1/q
(1.5c)
if 1 ≤ q <∞; if q =∞, then ‖u(·, t) ‖
L∞(Rn)
= max
{ ‖ ui(·, t) ‖L∞(Rn): 1 ≤ i ≤ n
}
,
‖Du(·, t) ‖
L∞(Rn)
= max
{ ‖Dj ui(·, t) ‖L∞(Rn): 1 ≤ i, j ≤ n
}
and, for general m≥ 1:
‖Dmu(·, t) ‖
L∞(Rn)
= max
{
‖Dj
1
···Dj
m
ui(·, t) ‖L∞(Rn): 1 ≤ i, j1,..., jm≤ n
}
. (1.5d)
The definitions chosen in (1.5) are very convenient for the discussion that follows.
2. Derivation of (1.4) and related improvements
Here we elaborate on the method used to obtain (1.3b) in ([12], p. 235) in order
to improve the current estimates on the regularity time t∗ (in dimension n = 3, 4)
as defined in (1.3) above. We first recall the elementary Sobolev inequalities
‖ u ‖
L3(R3)
≤ Γ
3
‖ u ‖1/2
L2(R3)
‖Du ‖1/2
L2(R3)
(2.1a)
and
‖ u ‖
L3(R4)
≤ Γ
4
‖ u ‖1/3
L2(R4)
‖Du ‖2/3
L2(R4)
(2.1b)
for functions in H1(R3) and H1(R4), respectively. In both cases, extremals are given
by u(x) = C· sech2(λ | x−x0 |2) for arbitrary C∈ R, λ 6= 0, x0∈ Rn (see [1], p. 761),
so that the optimal constants in (2.1) satisfy
Γ
3
< 0.558 901 115 737, Γ
4
< 0.419 577 519 172. (2.2)
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We begin with the following lemma.
Lemma 2.1. Let n = 3, 4, and u = (u
1
, ..., un) ∈ H2(Rn)n. Then
∫
R
3
{ 3∑
i, j, ℓ=1
|Dℓui | |Dℓuj | |Dj ui |
}
dx ≤ Γ3
3
‖Du ‖3/2
L2(R3)
‖D2u ‖3/2
L2(R3)
(2.3a)
if n = 3, and
∫
R
4
{ 4∑
i, j, ℓ=1
|Dℓui | |Dℓuj | |Dj ui |
}
dx ≤ Γ3
4
‖Du ‖
L2(R4)
‖D2u ‖2
L2(R4)
(2.3b)
if n = 4, where Γ
3
, Γ
4
are the constants in (2.1), (2.2) above.
Proof: By repeated application of the Cauchy-Schwarz inequality, we have
n∑
i, j, ℓ=1
|Dℓui | |Dℓuj | |Dj ui | ≤
n∑
i, ℓ=1
|Dℓui |
{ n∑
j=1
|Dℓuj |2
}1/2{ n∑
j=1
|Djui |2
}1/2
≤
n∑
i=1
{ n∑
j=1
|Djui |2
}1/2{ n∑
ℓ=1
|Dℓui |2
}1/2{ n∑
j, ℓ=1
|Dℓuj |2
}1/2
≤
{ n∑
j, ℓ=1
|Dℓuj |2
}1/2{ n∑
i, j=1
|Djui |2
}1/2{ n∑
i, ℓ=1
|Dℓui |2
}1/2
,
so that
∫
R
n
{ n∑
i, j, ℓ=1
|Dℓui | |Dℓuj | |Dj ui |
}
dx ≤ ‖w ‖3
L3(Rn)
, w(x) :=
{ n∑
i, j =1
|Dj ui |2
}1/2
.
Applying (2.1) to the function w then gives the result, since, by (1.5), we have
‖w ‖
L2(Rn)
= ‖Du ‖
L2(Rn)
, ‖Dw ‖
L2(Rn)
≤ ‖D2u ‖
L2(Rn)
. 
We are now in good standing to reexamine (1.3) of Section 1. Starting with n = 3
and recalling the Leray’s regularity time t∗ given in (1.3a), (1.3b), we have:
Theorem 2.1. Let n = 3, and let u(·, t) be any given Leray solution to the Navier-
Stokes system (1.1). Then there exists t∗∗ satisfying
t∗ ≤ t∗∗ ≤ 1
2
Γ12
3
· ν− 5 ‖u0‖4
L2(R3)
(2.4)
such that ‖Du(·, t) ‖
L2(R3)
is monotonically decreasing everywhere in [ t∗∗,∞), where
Γ
3
is given in (2.1a), (2.2) above.
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Proof: Consider tˆ > 0 satisfying
tˆ >
1
2
Γ12
3
ν− 5 ‖u0 ‖4
L2(R3)
. (2.5)
Since (by (1.2))
∫ tˆ
0
‖Du(·, τ) ‖2
L2(R3)
dτ ≤ 1
2ν
‖u0 ‖2
L2(R3)
, there exists some set E ⊆ (0, tˆ)
of positive measure such that
‖Du(·, t′) ‖
L2(R3)
≤ 1√
2ν
‖u0 ‖L2(R3) tˆ
− 1/2 ∀ t′ ∈ E. (2.6)
By the epochs of regularity property [15] (see also [7]), we can then choose t′∈E such that
u(·, τ) is smooth for τ close to t′. Hence, by (2.5), we have
Γ3
3
‖u(·, τ) ‖1/2
L2(R3)
‖Du(·, τ) ‖1/2
L2(R3)
< ν (2.7)
for all τ ≥ t′ close to the point t′. This gives
‖Du(·, t) ‖2
L2(R3)
+ 2 ν
∫ t
t′
‖D2u(·, τ) ‖2
L2(R3)
dτ
(2.8)
≤ ‖Du(·, t′) ‖2
L2(R3)
+ 2
3∑
i, j, ℓ=1
∫ t
t′
∫
R3
|D
ℓ
ui(x, τ) | |Dℓuj(x, τ) | |Dj ui(x, τ) | dx dτ
≤ ‖Du(·, t′) ‖2
L2(R3)
+ 2
∫ t
t′
Γ3
3
‖Du(·, τ) ‖3/2
L2(R3)
‖D2u(·, τ) ‖3/2
L2(R3)
dτ [ by (2.3a) ]
≤ ‖Du(·, t′) ‖2
L2(R3)
+ 2
∫ t
t′
[
Γ3
3
‖u(·, τ) ‖1/2
L2(R3)
‖Du(·, τ) ‖1/2
L2(R3)
] ‖D2u(·, τ) ‖2
L2
dτ
≤ ‖Du(·, t′) ‖2
L2(R3)
+ 2 ν
∫ t
t′
‖D2u(·, τ) ‖2
L2(R3)
dτ [ by (2.7) ]
for all t ≥ t′ close to t′, where in the fourth line above we used the elementary estimate
‖Du ‖
L2(Rn)
≤ ‖u ‖1/2
L2(Rn)
‖D2u ‖1/2
L2(Rn)
(valid for any n), which is easily obtained using the Fourier transform. This shows that
‖Du(·, t) ‖L2(R3) stays bounded by ‖Du(·, t′) ‖L2(R3), and because ‖u(·, t) ‖L2(R3) cannot
surpass ‖u(·, t′) ‖L2(R3) (in view of (1.2)), it follows that we must then have
Γ3
3
‖u(·, t) ‖1/2
L2(R3)
‖Du(·, t) ‖1/2
L2(R3)
< ν (2.9)
for all t ≥ t′, and in particular u(·, t) is smooth for all t ∈ [t′,∞). So, all the estimates in
(2.8) above can be done on any interval [ t0, t ] ⊆ [ t′,∞), giving, for any t ≥ t0 ≥ t′:
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‖Du(·, t) ‖2
L2(R3)
+ 2 ν
∫ t
t0
‖D2u(·, τ) ‖2
L2(R3)
dτ
≤ ‖Du(·, t0) ‖2
L2(R3)
+ 2
∫ t
t0
[
Γ3
3
‖u(·, τ) ‖1/2
L2(R3)
‖Du(·, τ) ‖1/2
L2(R3)
] ‖D2u(·, τ) ‖2
L2(R3)
dτ
≤ ‖Du(·, t0) ‖2
L2(R3)
+ 2 ν
∫ t
t0
‖D2u(·, τ) ‖2
L2(R3)
dτ . [ by (2.9) ]
This shows that ‖Du(·, t) ‖
L2(R3)
stays finite and is monotonically decreasing everywhere
in [ t′,∞) ⊇ [ tˆ,∞). Therefore, by Leray’s theory, (1.3a) of Section 1 will be satisfied for
any t∗> t
′, with t′< tˆ. Recalling (2.5), this completes the proof of Theorem 2.1. 
In much the same way, using (2.3b) and the 4D version of (2.8), we can show:
Theorem 2.2. Let n = 4, and let u(·, t) be any given Leray solution to the Navier-
Stokes system (1.1). Let t∗ ≥ 0 be defined in (1.3a). Then there exists t∗∗ satisfying
t∗ ≤ t∗∗ ≤ 1
2
Γ6
4
· ν− 3 ‖u0‖2
L2(R4)
(2.10)
such that ‖Du(·, t) ‖
L2(R4)
is monotonically decreasing everywhere in [ t∗∗,∞), where
Γ
4
is given in (2.1b), (2.2) above.
Proof: Consider tˆ > 0 satisfying
tˆ >
1
2
Γ6
4
ν− 3 ‖u0 ‖2
L2(R4)
. (2.11)
As before, from (1.2) it follows the existence of some set E ⊆ (0, tˆ) with positive measure
such that
‖Du(·, t′) ‖
L2(R4)
≤ 1√
2ν
‖u0 ‖L2(R4) tˆ
− 1/2 ∀ t′ ∈ E (2.12)
and so, by the epochs of regularity property, we can again choose t′∈ E such that u(·, τ)
is smooth for τ close to t′. Hence, by (2.11) and (2.12), we have
Γ3
4
‖Du(·, τ) ‖
L2(R4)
< ν (2.13)
for all τ ≥ t′ close to the point t′. This then gives
‖Du(·, t) ‖2
L2(R4)
+ 2 ν
∫ t
t′
‖D2u(·, τ) ‖2
L2(R4)
dτ
≤ ‖Du(·, t′) ‖2
L2(R4)
+ 2
4∑
i, j, ℓ=1
∫ t
t′
∫
R4
|D
ℓ
ui(x, τ) | |Dℓuj(x, τ) | |Dj ui(x, τ) | dx dτ
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≤ ‖Du(·, t′) ‖2
L2(R4)
+ 2
∫ t
t′
Γ3
4
‖Du(·, τ) ‖
L2(R4)
‖D2u(·, τ) ‖2
L2(R4)
dτ [ by (2.3b) ]
≤ ‖Du(·, t′) ‖2
L2(R4)
+ 2 ν
∫ t
t′
‖D2u(·, τ) ‖2
L2(R4)
dτ [ by (2.13) ]
(2.14)
for all t ≥ t′ close to t′. This actually implies that ‖Du(·, t) ‖L2(R4) will stay bounded by
‖Du(·, t′) ‖L2(R4) for all t ≥ t′, so that we actually have
Γ3
4
‖Du(·, τ) ‖
L2(R4)
< ν ∀ τ ≥ t′. (2.15)
In particular, it follows that u(·, t) is smooth for every t ∈ [ t′,∞). This fact and (2.15)
allow us to repeat the derivation of (2.14) above on any interval [ t0, t ] ⊆ [ t′,∞), obtaining
‖Du(·, t) ‖2
L2(R4)
+ 2 ν
∫ t
t0
‖D2u(·, τ) ‖2
L2(R4)
dτ
≤ ‖Du(·, t0) ‖2
L2(R4)
+ 2
∫ t
t0
Γ3
4
‖Du(·, τ) ‖
L2(R4)
‖D2u(·, τ) ‖2
L2(R4)
dτ
≤ ‖Du(·, t0) ‖2
L2(R4)
+ 2 ν
∫ t
t0
‖D2u(·, τ) ‖2
L2(R4)
dτ . [ by (2.15) ]
This shows that ‖Du(·, t) ‖
L2(R4)
stays bounded and monotonically decreasing everywhere
in [ t′,∞) ⊇ [ tˆ,∞). As in the previous proof, (1.3a) must then be satisfied for any t∗> t′,
where t′< tˆ. Recalling (2.11), this completes the proof of Theorem 2.2. 
Remark 2.1. In dimension n = 2, it is well known that u ∈ C∞(R2× (0,∞)) and
u(·, t) ∈ C0((0,∞),Hm(R2)) ∀ m ≥ 0, (2.16)
with
‖Du(·, t) ‖2
L2(R2)
+ 2 ν
∫ t
t0
‖D2u(·, τ) ‖2
L2(R2)
dτ = ‖Du(·, t0) ‖2
L2(R2)
(2.17)
for all t ≥ t0> 0, so that, in particular, ‖Du(·, t) ‖L2(R2) is monotonically decreasing
in (0,∞). Since monotonic functions f ∈ L1(t0,∞) satisfy: f(t) = o(1/t) as t→∞
(because, in this case: t |f(t) | ≤ 2∫ t
t/2
|f(τ) | dτ for all t ≥ 2t0), it follows that
lim
t→∞
t1/2 ‖Du(·, t) ‖
L2(Rn)
= 0 (2.18)
if 2 ≤ n ≤ 4, as partially observed in [11, 12]. (For a derivation of (2.18) in the case
of more general n, see [19, 22].)
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Remark 2.2. From (2.18), one can easily obtain that all Leray solutions to (1.1)
satisfy the asymptotic property
lim
t→∞
‖u(·, t) ‖
L2(Rn)
= 0 (2.19)
if 2 ≤ n ≤ 4, as shown in [20, 30].2 In fact, in view that u(·, t) is smooth for large t,
it can be written as
u(·, t) = eν∆(t−t0)u(·, t0) −
∫ t
t0
eν∆(t−τ)Q(·, τ) dτ, t > t0 (2.20)
for t0 large enough, where Q= u ·∇u +∇p is the Helmholtz projection of u · ∇u
in L2σ(R
n), and eν∆t denotes the heat semigroup. In the case n = 4, we can then
get (2.19) as follows: from (2.20), we obtain, recalling that ‖ u ‖
L4(R4)
≤ ‖Du ‖
L2(R4)
for arbitrary u ∈ H1(R4),
‖u(·, t) ‖
L2(R4)
≤ ‖ v0(·, t) ‖L2(R4) +
∫ t
t0
‖u(·, τ) · ∇u(·, τ) ‖
L2(R4)
dτ
≤ ‖ v0(·, t) ‖L2(R4) +
√
2
∫ t
t0
‖u(·, τ) ‖
L4(R4)
‖Du(·, τ) ‖
L4(R4)
dτ
≤ ‖ v0(·, t) ‖L2(R4) +
√
2
∫ t
t0
‖Du(·, τ) ‖
L2(R4)
‖D2u(·, τ) ‖
L2(R4)
dτ
since ‖Q(·, τ) ‖L2(Rn) ≤ ‖u(·, τ) ·∇u(·, τ) ‖L2(Rn) by the orthogonality of the Helm-
holtz projector in L2(Rn) (see e.g. [20]), or directly using Fourier transform [11, 12],
and where v0(·, t) := eν∆(t−t0)u(·, t0). This shows that, given ǫ > 0, taking t0 large
enough we get ‖u(·, t) ‖L2(R4) < ǫ for all t > t0, since the integrand on the righthand
side above is in L1(t∗,∞). A similar argument for n = 2, 3 can be found in [20, 30].
The proof of (2.19) for arbitrary n is significantly harder and given in [28]. 
Remark 2.3. Now that (2.18) and (2.19) are known, it is possible to extend the
monotonicity property of ‖Du(·, t) ‖L2(Rn), n ≤ 4 (cf. (2.17) and Theorems 2.1, 2.2)
to higher order derivatives. Let t∗ be the regularity time given in (1.3) for n = 3, 4,
and t∗ := 0 if n = 2 (cf. (2.16) above). We then have:
Theorem 2.3. Let 2 ≤ n ≤ 4, and let u(·, t) be any particular Leray solution to
the Navier-Stokes system (1.1). Then, for each m ≥ 1: there exists t(m)∗∗ ≥ t∗ such
that ‖Dmu(·, t) ‖
L2(Rn)
is monotonically decreasing everywhere in [ t
(m)
∗∗ ,∞).
2The validity or not of (2.19) was left open by Leray in [15] (p. 248), being first shown in [10, 18].
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Proof: Let t0 > t∗, m ≥ 1. Given t > t0, we have from (1.1a), (1.1b) the energy estimate
‖Dmu(·, t) ‖2
L2(Rn)
+ 2 ν
∫ t
t
0
‖Dm+1u(·, τ) ‖2
L2(Rn)
dτ ≤ ‖Dmu(·, t0) ‖2
L2(Rn)
(2.21)
+ 2
∑∫ t
t
0
∫
R
n
|DjDj
1
···Dj
m
ui(x, τ) | · |Dj
1
···Dj
m
(ui(x, τ)uj(x, τ)) | dx dτ
where the sum is over all indices 1 ≤ i, j, j
1
, ... , j
m
≤ n. Another important inequality is
‖Dℓu ‖
L2(Rn)
≤ ‖u ‖1−θ
L2(Rn)
‖Dmu ‖θ
L2(Rn)
, θ =
ℓ
m
(2.22)
for every 0 ≤ ℓ ≤ m, which can be obtained by Fourier transform. From this point further,
the argument becomes dependent on the dimension n, and we illustrate the typical steps
by considering, say, n = 4. In this case, we observe that, from (2.21) and Ho¨lder’s inequal-
ity,
‖Dmu(·, t) ‖2
L2(R4)
+ 2 ν
∫ t
t
0
‖Dm+1u(·, τ) ‖2
L2(R4)
dτ ≤ ‖Dmu(·, t0) ‖2
L2(R4)
(2.23)
+ Km
m∑
ℓ=0
∫ t
t
0
‖Dℓu(·, τ) ‖
L4(R4)
‖Dm−ℓu(·, τ) ‖
L4(R4)
‖Dm+1u(·, τ) ‖
L2(R4)
dτ
for some constant Km that depends on m only. Recalling that ‖u ‖L4(R4) ≤ ‖Du ‖L2(R4)
(for arbitrary u ∈ H1(R4)), we get, using (2.22) above,
‖Dℓu ‖
L4(R4)
‖Dm−ℓu ‖
L4(R4)
≤ ‖Du ‖
L2(R4)
‖Dm+1u ‖
L2(R4)
(2.24)
for every 0 ≤ ℓ ≤ m, so that (2.23) gives
‖Dmu(·, t) ‖2
L2(R4)
+ 2 ν
∫ t
t
0
‖Dm+1u(·, τ) ‖2
L2(R4)
dτ ≤ ‖Dmu(·, t0) ‖2
L2(R4)
(2.25)
+ (m+ 1)Km
∫ t
t
0
‖Du(·, τ) ‖
L2(R4)
‖Dm+1u(·, τ) ‖2
L2(R4)
dτ .
In particular, choosing t0 > t∗ so that (m+ 1)Km ‖Du(·, τ) ‖L2(R4) < ν for all τ > t0
[ which is possible because lim
τ→∞
‖Du(·, τ) ‖
L2(R4)
= 0 (cf. (2.18)) ], it follows that
‖Dmu(·, t) ‖2
L2(R4)
+ ν
∫ t
s
‖Dm+1u(·, τ) ‖2
L2(R4)
dτ ≤ ‖Dmu(·, s) ‖2
L2(R4)
(2.26)
for all t > s > t0, showing that ‖Dmu(·, t) ‖L2(R4) is monotonically decreasing in [t0,∞).
This concludes the proof when n = 4. The cases n = 2, 3 are handled in a similar way,
using (2.19) instead of (2.18) and appropriate replacements for (2.23) and (2.24). 
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