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Abstract
The sequential decision making is to actively acquire information and then make decisions
in large uncertain options, such as recommendation systems and the Internet. The sequen-
tial decision becomes challenging since the feedback is often partially observed. In this
thesis we propose new algorithms of “bandit learning”, whose basic idea is to address the
fundamental trade-off between exploration and exploitation in sequence. The goal of ban-
dit learning algorithms is to maximize some objective when making decision. We study
several novel methodologies for different scenarios, such as social networks, multi-view,
multi-task, repeated labeling and active learning. We formalize these adaptive problems as
sequential decision making for different real applications. We present several new insights
into these popular problems from the perspective of bandit. We address the trade-off between
exploration and exploitation using a bandit framework.
In particular, we introduce “networked bandits” to model the multi-armed bandits with
correlations, which exist in social networks. The “networked bandits” is a new bandit model
that considers a set of interrelated arms varying over time and selecting an arm invokes the
other arms. The objective is still to obtain the best cumulative payoffs. We propose a method
that considers both the arm and its relationships between arms. The proposed method selects
an arm according to the integrated conﬁdence sets constructed from historical data.
We study the problem of view selection in stream-based multi-view learning, where
each view is obtained from a feature generator or source and is embedded in a reproducing
kernel Hilbert space (RKHS). We propose an algorithm that selects a near-optimal subset
of m views of n views and then makes the prediction based on the subset. To address this
problem, we deﬁne the multi-view simple regret and study an upper bound of the expected
regret for our algorithm. The proposed algorithm relies on the Rademacher complexity of
the co-regularized kernel classes.
We address an active learning scenario in the multi-task learning problem. Considering
that labeling effective instances across different tasks may improve the generalization error
of all tasks, we propose a new active multi-task learning algorithm based on the multi-armed
bandits for effectively selecting instances. The proposed algorithm can balance the trade-off
xbetween exploration and exploitation by considering both the risk of multi-task learner and
the corresponding conﬁdence bounds.
We study a popular annotation problem in crowdsourcing systems: repeated labeling.
We introduce a new framework that actively selects the labeling tasks when facing a large
number of labeling tasks. The objective is to identify the best labeling tasks from these noisy
labeling tasks. We formalize the selection of repeated labeling tasks as a bandit framework.
We consider a labeling task as an arm and the quality of a labeling task as the payoff. We
introduce the deﬁnition of ε-optimal labeling task and use it to identify the optimal labeling
task. Taking the expected labeling quality into account, we provide a simple repeated labeling
strategy. We then extend this to address how to identify the best m labeling tasks, and in
doing so propose the best m labeling algorithm by indexing the labeling tasks using the
expected labeling quality.
We study active learning in a new perspective of active learning. We build the bridge
between the active learning and multi-armed bandits. Active learning aims to learn a classiﬁer
by actively acquiring the data points, whose labels are hidden initially and incur querying
cost. The multi-armed bandit problem is a framework that can adapt the decision in sequence
based on rewards that have been observed so far. Inspired by the multi-armed bandits, we
consider active learning so as to identify the best hypothesis in an optimal candidate set of
hypotheses by involving querying the labels of points as few as possible. Our algorithms are
proposed to maintain the candidate set of hypotheses using the error or the corresponding
general lower and upper error bounds to help select or eliminate hypotheses. To maintain the
candidate set of hypotheses, in the realizable PAC setting, we directly use the error. In the
agnostic setting, we use the lower and upper error bounds of the hypotheses. To label the
data points, we use the uncertainty strategy based on the candidate set of hypotheses.
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