Chi-boundedness of graph classes excluding wheel vertex-minors by Choi, Hojin et al.
ar
X
iv
:1
70
2.
07
85
1v
3 
 [m
ath
.C
O]
  1
4 M
ar 
20
18
Chi-boundedness of graph classes excluding wheel vertex-minors
Hojin Choi1, O-joung Kwon∗2, Sang-il Oum†1, and Paul Wollan‡3
1Department of Mathematical Sciences, KAIST, Daejeon, South Korea.
2Department of Mathematics, Incheon National University, Incheon, South Korea.
3Department of Computer Science, University of Rome, “La Sapienza”, Rome, Italy.
March 15, 2018
Abstract
A class of graphs is χ-bounded if there exists a function f : N Ñ N such that for every
graph G in the class and an induced subgraph H of G, if H has no clique of size q ` 1, then
the chromatic number of H is less than or equal to fpqq. We denote by Wn the wheel graph
on n` 1 vertices. We show that the class of graphs having no vertex-minor isomorphic to Wn
is χ-bounded. This generalizes several previous results; χ-boundedness for circle graphs, for
graphs having no W5 vertex-minors, and for graphs having no fan vertex-minors.
1 Introduction
All graphs in this paper are simple and undirected. A clique of a graph is a set of pairwise adjacent
vertices. The clique number of a graph G, denoted by ωpGq, is the maximum number of vertices
in a clique in G. We denote the chromatic number of a graph G by χpGq.
Gya´rfa´s [15] introduced the concept of a χ-bounded class of graphs. A class C of graphs is
χ-bounded if there exists a function f : N Ñ N such that for every graph G P C and an induced
subgraph H of G, χpHq ď fpωpHqq. Such a function f is called a χ-bounding function. Gya´rfa´s [15]
proved that for every positive integer k, the class of graphs with no induced path of length k is
χ-bounded.
A vertex-minor of a graph G is an induced subgraph of a graph that can be obtained from G
by a sequence of local complementations [1, 2, 3, 4, 5, 17]. The precise definition will be presented
in Section 2.
∗Previous affiliation : Logic and Semantics, Technische Universita¨t Berlin, Berlin, Germany. Supported by the
European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation programme
(ERC consolidator grant DISTRUCT, agreement No. 648527).
†Supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT)
(No. NRF-2017R1A2B4005020).
‡Supported by the European Research Council (ERC) under the European Union’s Seventh Framework Programme
(FP7/2007-2013)/ERC Grant Agreement no. 279558.
0E-mail addresses: hjchoi0330@gmail.com (H. Choi), ojoungkwon@gmail.com (O. Kwon), sangil@kaist.edu (S.
Oum), paul.wollan@gmail.com (P. Wollan)
1
As graph minors are motivated by the study of planar graphs, one of the major motivations to
study vertex-minors is due to its close relation to circle graphs. Circle graphs are intersection graphs
of chords on a circle. Vertex-minors of a circle graph are circle graphs, as local complementations
preserve the property of being circle graphs.
Gya´rfa´s [13, 14] proved the following theorem.
Theorem 1.1 (Gya´rfa´s [13, 14]). The class of circle graphs is χ-bounded.
Dvorˇa´k and Kra´l’ [10] proved that graphs of rank-width at most k are also χ-bounded and it is
also the case that the class of graphs of rank-width at most k is closed under taking vertex-minors.
These motivate the following conjecture of Geelen (see [10]).
Conjecture 1.2 (Geelen (see [10])). For every graph H, the class of graphs with no H vertex-minor
is χ-bounded.
Conjecture 1.2 is known to be true for the following cases. Here, for an integer k ě 3, a wheel
graph Wk is a graph that consists of an induced cycle on k vertices and an additional vertex adjacent
to all vertices of the induced cycle.
(I) Conjecture 1.2 is true if H is a vertex-minor of W5, as shown by Dvorˇa´k and Kra´l’ [10].
Bouchet [6] proved that a graph is a circle graph if and only if the graph has none of W5,W7,
and F7 as a vertex-minor, where F7 is the (unique) 7-vertex bipartite graph such that F7´v is
a cycle of length 6 for some vertex v of degree 3. Geelen [11] gave a decomposition theorem of
graphs with noW5 vertex-minor, using circle graphs as one of the building blocks by applying
a theorem of Bouchet. Dvorˇa´k and Kra´l’ [10] used the decomposition theorem of Geelen and
Theorem 1.1 to prove that the class of graphs with no W5 vertex-minor is χ-bounded.
(II) Conjecture 1.2 is true if H is a vertex-minor of a fan graph (a fan graph is a graph obtained
from the wheel graph by removing a vertex of degree 3), as shown by I. Choi, Kwon, and
Oum [7].
This implies that Conjecture 1.2 is true for all H such that H is a cycle, as every cycle is a
vertex-minor of a sufficiently large fan graph. For such H, the conjecture also follows from a
recent theorem of Chudnovsky, Seymour, and Scott [8], proving a conjecture of Gya´rfa´s that
the class of graphs having no induced cycles of length at least k is χ-bounded for all k.
We prove Conjecture 1.2 for H “Wk for all k ě 3, thus implying both (I) and (II).
Theorem 8.2. For every integer n ě 3, the class of graphs with no Wn vertex-minor is χ-bounded.
Our theorem also provides an alternative proof of Theorem 1.1, as Wn is not a circle graph for
n ě 5. Of course, (I) implies Theorem 1.1, but the proof of (I) by Dvorˇa´k and Kra´l’ [10] depends
on Theorem 1.1. Moreover, (II) does not imply Theorem 1.1 since a fan graph is a circle graph.
The paper is organized as follows. Section 2 provides some preliminary concepts. Section 3
gives a high level overview of the proof of our main theorem. Section 4 presents a lemma that will
help us to arrange finite sets of reals. Section 5 proves a variant of Ramsey’s theorem. In Sections 6
and 7, we explain how to obtain a wheel graph from several large graphs as a vertex-minor. We
prove our main theorem in Section 8.
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Figure 1: The graph G and a contraction G{tp2, p3, . . . , p8u.
2 Preliminaries
For a graph G, let V pGq and EpGq denote the vertex set and the edge set of G, respectively. Let G
be a graph. For S Ď V pGq, we denote by GrSs the subgraph of G induced by S. For v P V pGq and
S Ď V pGq, we denote by G´ v the graph obtained from G by removing v, and by G´S the graph
obtained by removing all vertices in S. For F Ď EpGq, we denote by G´ F the graph with vertex
set V pGq and edge set EpGqzF . For v P V pGq, the set of neighbors of v in G is denoted by NGpvq,
and the degree of v is the size of NGpvq. For S Ď V pGq, we denote by NGpSq the set of vertices in
V pGqzS having a neighbor in S. For an edge e of a graph G, we denote by G{e the graph obtained
by contracting e. Note we are only considering simple graphs, so we delete any parallel edges which
arise from contracting an edge. A graph H is a subdivision of G if H can be obtained from G by
replacing each edge vw by a path with at least one edge whose end vertices are v and w.
For a vertex v in a graph G, to perform local complementation at v, replace the subgraph of
G induced on NGpvq by its complement graph. We write G ˚ v to denote the graph obtained from
G by applying local complementation at v. Two graphs G and H are locally equivalent if G can
be obtained from H by a sequence of local complementations. A graph H is a vertex-minor of a
graph G if H is an induced subgraph of a graph which is locally equivalent to G.
For an edge uv of a graph G, to pivot the edge uv in G, denoted G^ uv, perform the series of
local complementations G˚u˚v ˚u. Note that G^uv is identical to the graph obtained from G by
flipping the adjacency relation between every pair of vertices x and y where x and y are contained
in distinct sets of NGpuqzpNGpvq Y tvuq, NGpvqzpNGpuq Y tvuq, and NGpuq X NGpvq, and finally
swapping the labels of u and v. To flip the adjacency relation between two vertices, we delete the
edge if it exists and add it otherwise.
For a vertex v of a graph G with exactly two neighbors v1 and v2 that are non-adjacent, the
series of operations pG˚ vq´ v is called smoothing the vertex v. The resulting graph is equivalently
the graph obtained by contracting an edge incident with v. Note that if H is a subdivision of
G, then G is a vertex-minor of H because we can construct G from H by repeatedly smoothing
vertices.
We describe another type of contraction that creates a graph isomorphic to a vertex-minor of
the original graph. For a vertex set S of a graph G where GrSs is connected, we denote by G{S the
graph obtained by contracting all edges in GrSs. Thus, all vertices in S are identified to one vertex
in G{S. In general, G{S is not a vertex-minor of G; the following lemma describes a situation,
which will be useful in the coming arguments, where G{S is isomorphic to a vertex-minor of G.
Lemma 2.1. Let m ě 4 be an integer. Let G be a graph and let tp1, . . . , pmu Y tqu be a vertex set
of G such that
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• p1p2 ¨ ¨ ¨ pm is an induced path in G,
• there are no edges between tp2, . . . , pm´1u and V pGqzptp1, . . . , pmu Y tquq,
• q has at least one neighbor in tp3, . . . , pm´1u, and no neighbors in tp1, p2, pmu.
Then G{tp2, p3, . . . , pm´1u is isomorphic to a vertex-minor of G.
Proof. Let G1 :“ G{tp2, p3, . . . , pm´1u and let p be the contracted vertex in G
1. We depict in
Figure 1. We simulate this contraction as follows:
1. First if there is a vertex of degree 2 in tp3, . . . , pm´1u, then we smooth it. We may assume
that there are no vertices of degree 2 in p3, . . . , pm´1.
2. If m ě 7, then we apply local complementation at p4 and remove it. This local complementa-
tion removes edges qp3 and qp5, and links p3 and p5. Then we smooth p3 and p5. By applying
this procedure repeatedly, we may assume m P t4, 5, 6u.
3. If m “ 4, then we smooth p2. If m “ 5, then we apply local complementation at p3 and
remove it, and then smooth p4. If m “ 6, then we pivot p3p4 and remove p3 and p4, and then
smooth p5.
It is not difficult to see that each resulting graph is isomorphic to G1.
3 Overview of the approach
We begin by taking a leveling of the given graph. A sequence L0, L1, . . . , Lm of disjoint subsets of
the vertex set of a graph G is called a leveling in G if
1. |L0| “ 1, and
2. for each i P t1, . . . ,mu, every vertex in Li has a neighbor in Li´1, and has no neighbors in Lj
for all j P t0, . . . , i´ 2u.
Each Li is called a level. We can obtain a leveling that covers all vertices in a connected graph
by fixing a vertex v, and taking Li as the set of all vertices at distance i from v. Given a leveling
L0, L1, . . . , Lm, if each Li can be colored by x colors, then the whole graph can be colored by 2x
colors, because there are no edges between Li and Lj for |j ´ i| ě 2. Therefore, starting with a
connected graph with sufficiently large chromatic number, we may assume that there is some level
Li that still has large chromatic number.
A natural approach to find a wheel vertex-minor is to find a long induced cycle in the level Li
with large chromatic number, using the result by Chudnovsky, Scott, and Seymour (Theorem 8.1),
and then to construct a large wheel vertex-minor using the connected subgraph on L0Y ¨ ¨ ¨YLi´1.
However, this strategy does not work well. For instance, we may find a graph depicted in the first
figure of Figure 2. In this graph, if we apply local complementations to create edges from v to the
bottom cycle, then we obtain a graph obtained from a large wheel by adding some parallel chords,
depicted in the right-hand figure. At this point, it is difficult to remove these chords to finally
obtain a wheel graph as a vertex-minor.
To avoid such problems, we aim to find a similar structure, but having two disjoint large
independent sets having regular neighbors on the cycle. One simple example is depicted in the first
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Figure 2: A problematic case.
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Figure 3: An example procedure to find a large wheel. The graph G2 is pG1 ˚ w1 ˚ w2 ˚ w3 ˚ w4 ˚
z1 ˚ z2q ´ tw1, w2, w3, w4, z1, z2u, and the graph G3 is pG2 ^ p2q2 ^ p5q5q ´ tp2, p5, q2, q5u. Since G3
is isomorphic to a subdivision of W8, it contains W8 as a vertex-minor.
figure of Figure 3. In this example, one independent set of vertices wi is used to create a vertex
having many neighbors on the cycle, and the second set of vertices zj is used to remove the newly
created chords. We depict this procedure in Figure 3. Briefly speaking, to remove the chords that
are newly created from wi’s, we want to add new chords that does not share an end vertex with
chords created from wi’s, and then by pivoting these edges, we remove chords created from wi’s. We
need more involved arguments for dealing with general cases. This is one of the main procedures
we will utilize to find a large wheel as a vertex-minor.
Our argument begins with a structure arising from recursively taking repeated levelings. Ex-
plicitly, we aim to find pairwise disjoint vertex sets Xi and Y1, . . . , Yi and Z1, . . . , Zi in a graph G
with sufficiently large i such that
• GrXis has large chromatic number,
• for each vertex v P Xi and each x P t1, . . . , iu, v has a neighbor in Yx and no neighbors in Zx,
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• for each x P t1, . . . , iu, every vertex in Yx has a neighbor in Zx,
• for each x P t1, . . . , iu, there exists a vertex rx P Zx where for every v P NGpYxq X Zx, there
is a path P from v to rx in GrZxs with NGpYxq X V pP q “ tvu,
• for distinct integers x, y P t1, . . . , iu with x ă y, there are no edges between Zx and Zy Y Yy.
Assume that we have such Xi, Y1, . . . , Yi, Z1, . . . , Zi. If χpGrXisq is sufficiently large, then some
connected component C of GrXis has the same chromatic number as GrXis. We choose a vertex
v in C, and we take a leveling L0, L1, . . . , Lm of C where Li is the set of all vertices at distance
i from v. Then there is a level Lt such that χpGrLtsq ě χpGrXisq{2. If t “ 1, we find a long
induced cycle in GrL1s and thus we can obtain a large wheel vertex-minor directly. Otherwise, it
holds that t ě 2. Assign Xi`1 :“ Lt and Yi`1 :“ Lt´1 and Zi`1 :“ L0 Y L1 Y ¨ ¨ ¨ Y Lt´2. Thus, by
requiring χpGrXisq to be sufficiently large, we can either find Xi`1, Y1, . . . , Yi`1, Z1, . . . , Zi`1 with
the desired properties, or find a large wheel vertex-minor.
From this structure, we will reduce to several types of simpler graphs step by step in Sections 6
and 7. We first find a long induced cycle C “ q1q2 ¨ ¨ ¨ qmq1 in GrXis using the result of Chudnovsky,
Scott, and Seymour (Theorem 8.1). Secondly, we obtain a structure called a pw, ℓq-patched cycle
where w “ i. The definition will be rigorously given in Section 7; for the moment, we proceed more
informally. A pw, ℓq-patched cycle consists of C along with vertex sets Sj “ ts
j
1
, s
j
2
, . . . , s
j
ℓu Ď Yj
for each j P t1, 2, . . . , iu and a sequence of vertices qb1 , qb2 , . . . , qbℓ with 1 ď b1 ă b2 ă ¨ ¨ ¨ ă bℓ ď m
such that
• for each x P t1, . . . , iu and y P t1, 2, . . . , ℓu, sxy is adjacent to qby and non-adjacent to qbz for
all z P t1, . . . , ℓuzt1, . . . , yu.
We prove in Proposition 7.4 that the existence of this structure is guaranteed by assuming that the
graph has no large wheel vertex-minor and the conditions that
• C is sufficiently long,
• for every v P V pCq, v has a neighbor in each Yj ,
• each vertex in Y1 Y Y2 Y ¨ ¨ ¨ Y Yi has at most n´ 1 neighbors in C.
Concerning the final condition, if a vertex in Y1 Y Y2 Y ¨ ¨ ¨ Y Yi has at least n neighbors in C, then
we can directly obtain a Wn vertex-minor (Lemma 6.5).
Up until this point in the argument, we have made no assumptions on the possible edges between
pairs of vertices in the set S1 Y S2 Y ¨ ¨ ¨ Y Si. As we argued in Figure 3, we want to find a large
independent set formed by two disjoint subsets from two distinct sets Sj and Sj1. For this, we
apply a Ramsey-type argument, which we call the rectangular Ramsey lemma (Proposition 5.2).
This lemma implies that there exist a large subset J Ď t1, 2, . . . , ℓu and tc1, c2u P t1, 2, . . . , iu such
that tsc1x : x P Ju Y ts
c2
x : x P Ju is an independent set, if G has no large clique.
We further refine the adjacency relations between tsc1x : x P Ju Y ts
c2
x : x P Ju and C using the
following Ramsey-type argument: for a graph H on the vertex set D Y Y such that
• HrDs is a sufficiently long induced cycle,
• for every v P D, v has a neighbor in Y ,
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Figure 4: The intended application of the regular partition lemma.
• each vertex in Y has at most n´ 1 neighbors in D,
there is a large subset Y 1 Ď Y and a partition of HrDs into at most n ´ 1 paths such that for
each part, either vertices in Y 1 have the exactly same neighborhood, or neighborhoods appear in a
consecutive order. Figure 4 shows the two cases for how the vertices of Y 1 can be adjacent to the
vertices in HrDs which is in one subpath of an element of the partition of HrDs. We prove this
result in a more general setting, which we call the regular partition lemma (Proposition 4.2), with
the hope that it might be of use in other situations.
Depending on the outcome of the application of the regular partition lemma, we show that G
contains a vertex-minor isomorphic to one of several cases we call a drum, a clam, and a hanging
ladder, depicted in Figures 5, 6, 7, respectively.
4 Regular partition lemma
For a sequence pA1, . . . , Aℓq of finite subsets of an interval I Ď R, a partition tI1, . . . , Iku of I into
intervals is called a regular partition of I with respect to pA1, . . . , Aℓq if for all i P t1, . . . , ku, either
• A1 X Ii “ A2 X Ii “ ¨ ¨ ¨ “ Aℓ X Ii ­“ H, or
• |A1 X Ii| “ |A2 X Ii| “ ¨ ¨ ¨ “ |Aℓ X Ii| ą 0, and for all j, j
1 P t1, . . . , ℓu with j ă j1,
maxpAj X Iiq ă minpAj1 X Iiq, or
• |A1 X Ii| “ |A2 X Ii| “ ¨ ¨ ¨ “ |Aℓ X Ii| ą 0, and for all j, j
1 P t1, . . . , ℓu with j ă j1,
maxpAj1 X Iiq ă minpAj X Iiq.
The number of parts k is called the order of the regular partition.
The following lemma is a strengthening of Erdo˝s-Szekeres theorem. We simply follow the proof
of Seidenberg [18]. We say that a sequence is identical if all elements of the sequence are same.
Lemma 4.1. For every sequence pa1, . . . , apℓ´1q3`1q of real numbers, there exists a subsequence
pai1 , . . . , aiℓq that is identical or strictly increasing or strictly decreasing.
Proof. For each ai, we define a triplet pa
1
i , a
2
i , a
3
i q where
• a1i is the length of the longest identical subsequence ending at ai,
• a2i is the length of the longest strictly increasing subsequence ending at ai, and
• a3i is the length of the longest strictly decreasing subsequence ending at ai.
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Note that pa1i , a
2
i , a
3
i q ‰ pa
1
j , a
2
j , a
3
j q for all i ‰ j, since aj “ ai or aj ą ai or aj ă ai. However,
the number of different triplets such that 0 ă a1i , a
2
i , a
3
i ă ℓ is at most pℓ ´ 1q
3. Therefore, there
exists ak such that one of a
1
k, a
2
k, and a
3
k is ℓ, completing the proof.
Proposition 4.2 (Regular partition lemma). Let I Ď R be an interval. For all positive integers
k and ℓ, there exists a positive integer N “ Npk, ℓq satisfying the following. For every sequence
pA1, . . . , AN q of k-element subsets of I, there exist a subsequence pAj1 , . . . , Ajℓq of pA1, . . . , AN q
and a regular partition of I with respect to pAj1 , . . . , Ajℓq that has order at most k.
Proof. We recursively define tpn, ℓq,Mpn, ℓq, Npn, ℓq as follows
tpn, ℓq “
#
maxtNpi,Npn ´ i, ℓqq : i “ 1, 2, . . . , n´ 1u if n ą 1,
ℓ if n “ 1.
Mpn, ℓq “ ptpn, ℓq ´ 1qpℓ´ 1qn ` 1.
Npn, ℓq “
#
pMpn, ℓq ´ 1qp2
nq ` 1 if n ą 1,
pℓ´ 1q3 ` 1 if n “ 1.
We proceed by induction on k. If k “ 1, the statement is implied by Lemma 4.1. If ℓ “ 1, then the
partition tIu of I is a regular partition with respect to A1. We may assume that k, ℓ ě 2. Note that
Mpk, ℓq ě tpk, ℓq. By slightly abusing notation, let us identify Ai with a strictly increasing sequence
pai,1, ai,2, . . . , ai,kq of its elements. Let M “ Mpk, ℓq, and t “ tpk, ℓq. Let A0 “ pA1, . . . , AN q. For
each i “ 1, 2, . . . , k, there exists a subsequence Ai of Ai´1 such that the sequence of the i-th
elements of terms of Ai is (not necessarily strictly) increasing or decreasing where
|Ai| ě
a
|Ai´1|´ 1` 1
by the Erdo˝s-Szekeres Theorem. Then |Ak| ěM . Let A “ pAi1 , . . . , AiM q be a subsequence of Ak
of length M .
By the construction, for each j P t1, 2, . . . , ku, the sequence pai1,j, ai2,j, . . . , aiM ,jq of the j-th ele-
ments of terms of A is increasing or decreasing. By symmetry, we may assume that pai1,1, . . . , aiM ,1q
is increasing, because otherwise we consider the reverse pAN , AN´1, . . . , A1q.
Suppose that there exists an integer 0 ă j ă k such that pai1,j , . . . , aiM ,jq is increasing and
pai1,j`1, . . . , aiM ,j`1q is decreasing. Let x P paiM ,j , aiM ,j`1q. As pai1,j, . . . , aiM ,jq is increasing, the
first j elements of each term of A are less than x. Similarly the remaining k ´ j elements of each
term of A are greater than x because pai1,j`1, . . . , aiM ,j`1q is decreasing. Thus we observe that
|Ai1 X p´8, xs| “ |Ai2 X p´8, xs| “ ¨ ¨ ¨ “ |AiM X p´8, xs| “ j
and
|Ai1 X px,8q| “ |Ai2 X px,8q| “ ¨ ¨ ¨ “ |AiM X px,8q| “ k ´ j.
Since 0 ă j ă k and M ě t ě Npj,Npk ´ j, ℓqq, by the induction hypothesis applied to pAi1 X
p´8, xs, Ai2Xp´8, xs, . . . , AiMXp´8, xsq, there exist a subsequenceA
1 of A with |A1| “ Npk´j, ℓq
and a regular partition of I X p´8, xs with respect to A1 that has order at most j. Again by the
induction hypothesis, we obtain a subsequence A2 of A1 with |A2| “ ℓ and a regular partition of
I X px,8q with respect to A2 that has order at most k ´ j. The union of the regular partitions of
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I X p´8, xs and I X px,8q is a regular partition of I with respect to A2 of order at most k, so we
are done. Therefore, we may assume that pai1,j, . . . , aiM ,jq is increasing for every j P t1, . . . , ku.
Suppose that ais`t´1,j ă ais,j`1 for some 1 ď s ď M ´ t ` 1 and 1 ď j ď k ´ 1. Then there
exists x P pais`t´1,j , ais,j`1q. We deduce that
|Ais X p´8, xs| “ |Ais`1 X p´8, xs| “ ¨ ¨ ¨ “ |Ais`t´1 X p´8, xs| “ j
and
|Ais X px,8q| “ |Ais`1 X px,8q| “ ¨ ¨ ¨ “ |Ais`t´1 X px,8q| “ k ´ j.
Since t ě Npj,Npk´ j, ℓqq, by applying the induction hypothesis to a partition I X p´8, xs and to
a partition I X px,8q as in the previous paragraph, we are done.
Thus, we may assume that ais`t´1,j ě ais,j`1 for all 1 ď s ď M ´ t ` 1 and 1 ď j ď k ´ 1.
Therefore ais`pt´1qk,1 ě ais`t´1,k ą ais`t´1,k´1 ě ais,k for all s with 1 ď s ď M ´ pt ´ 1qk. This
implies that maxAi1`pt´1qkj ă minAi1`pt´1qkpj`1q for each 0 ď j ď ℓ´2 and therefore tIu is a regular
partition of I with respect to pAi1 , Ai1`pt´1qk , . . . , Ai1`pt´1qkpℓ´1qq.
Corollary 4.3. Let I be an interval in R. For all positive integers k and ℓ, there exists an integer
N “ N 1pk, ℓq satisfying the following: For every sequence pA1, . . . , AN q of sets of at most k reals
in I, there exist a sequence 1 ď j1 ă j2 ă ¨ ¨ ¨ ă jℓ ď N and a regular partition of I with respect to
pAj1 , . . . , Ajℓq that has order at most k.
5 Rectangular Ramsey Lemma
Let G be a graph with vertex set t1, 2, . . . ,muˆ t1, 2, . . . , nu. We would like to show that either G
has a large clique or there exist subsets X Ď t1, 2, . . . ,mu and Y Ď t1, 2, . . . , nu such that X ˆ Y
is an independent set in G and both |X| and |Y | are large. We prove it using the Product Ramsey
Theorem. For a set X and a non-negative integer k, we denote by
`
X
k
˘
the set of all k-element
subsets of X.
Theorem 5.1 (Theorem 11.5 of [19]; See also [12]). Let r, t be positive integers, and let k1, k2, . . . , kt
be nonnegative integers, and let m1,m2, . . . ,mt be integers with mi ě ki for each i P t1, 2, . . . , tu.
Then there exists an integer R “ Rprodpr, t; k1, k2, . . . , kt;m1,m2, . . . ,mtq such that if X1,X2, . . . ,Xt
are sets with |Xi| ě R for each i P t1, 2, . . . , tu, then for every function f :
`
X1
k1
˘
ˆ
`
X2
k2
˘
ˆ
¨ ¨ ¨ ˆ
`
Xt
kt
˘
Ñ t1, 2, . . . , ru, there exist an element α P t1, 2, . . . ru and subsets Y1, Y2, . . . , Yt of
X1,X2, . . . ,Xt, respectively, so that |Yi| ě mi for each i P t1, 2, . . . , tu, and f maps every element
of
`
Y1
k1
˘
ˆ
`
Y2
k2
˘
ˆ ¨ ¨ ¨ ˆ
`
Yt
kt
˘
to α.
Proposition 5.2. For all positive integers a, b, and k, there exist positive integers M “ R1pa, b, kq
and N “ R2pa, b, kq such that for all m ě M and n ě N , every graph G on t1, 2, . . . ,mu ˆ
t1, 2, . . . , nu either has a clique of k vertices or has subsets X Ď t1, 2, . . . ,mu and Y Ď t1, 2, . . . , nu
such that |X| “ a, |Y | “ b, and X ˆ Y is an independent set in G.
Proof. Let t :“ maxpa, b, kq, and let M “ N “ Rprodp7, 2; 2, 2; t, tq. We may assume that G is a
graph on t1, 2, . . . ,Mu ˆ t1, 2, . . . , Nu. Let us write vij “ pi, jq to denote a vertex.
We define a function f :
`
t1,2,...,Mu
2
˘
ˆ
`
t1,2,...,Nu
2
˘
Ñ t1, 2, . . . , 7u as follows. For tx1, x2u Ď
t1, 2, . . . ,Mu and ty1, y2u Ď t1, 2, . . . , Nu with x1 ă x2 and y1 ă y2, let
pe1, e2, e3, e4, e5, e6q :“ pvx1y1vx2y1 , vx1y1vx1y2 , vx1y1vx2y2 , vx2y1vx1y2 , vx2y1vx2y2 , vx1y2vx2y2q,
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and let fptx1, x2u, ty1, y2uq :“ i if G contains ei but does not contain ej for all j ă i, and
fptx1, x2u, ty1, y2uq :“ 7 if G contains no edges in te1, . . . , e6u. By Theorem 5.1, there exist
α P t1, 2, . . . , 7u, X Ď t1, 2, . . . ,Mu, and Y Ď t1, 2, . . . , Nu with |X| ě t and |Y | ě t such that f
maps every element of
`
X
2
˘
ˆ
`
Y
2
˘
to α. If α “ 7, then X ˆ Y is an independent set with |X| ě a
and |Y | ě b, and if α P t1, 2, . . . , 6u, then G contains a clique of size t ě k.
6 Manufacturing wheels
We will use the following Ramsey-type result on connected graphs.
Theorem 6.1 (folklore; see Diestel [9]). For k ě 1 and ℓ ě 3, every connected graph on at least
kℓ´2 ` 1 vertices contains a vertex of degree at least k or an induced path on ℓ vertices.
The following lemma is useful to find an induced matching in a bipartite graph.
Lemma 6.2 (Lemma 7.8 of [16]). Let n be a positive integer. Let G be a bipartite graph with a
bipartition pA,Bq such that
• every vertex in A has a neighbor,
• every vertex in B has at most n neighbors.
Then there is an induced matching of size at least |A|{n.
For every integer n ě 3, let µpnq “ pn´ 1qpRpn, nq2n´3 ` 1q. Lemma 6.4 is useful to reduce the
size of a connected subgraph.
Lemma 6.3 (Choi, Kwon, and Oum [7]). Let H be a connected graph with at least 2 vertices. For
each vertex v of H, either H ´ v or H ˚ v ´ v is connected.
Lemma 6.4. Let n ě 3 be an integer and let G be a graph on the vertex set AY U Y S such that
1. A, U , and S are pairwise disjoint,
2. there are no edges between A and S,
3. U is an independent set,
4. each vertex in U has a neighbor on S, and
5. there exists a vertex w P S where for every v P NGpUq X S, there is a path P from v to w in
GrSs with NGpUq X V pP q “ tvu.
If |U | ě µpnq, then there exist U 1 Ď U with |U 1| ě n and v P S and a graph G1 on A Y U 1 Y tvu
such that
1. G1rAY U 1s “ GrAY U 1s,
2. v is adjacent to all vertices in U 1 and has no neighbors in A in G1,
3. G1 is a vertex-minor of G.
10
Proof. Let m :“ µpnq and let U :“ tu1, u2, . . . , umu. For each v P NGpUq X S, let Pv be a path
from v to w in GrSs with NGpUq X V pPvq “ tvu.
Suppose w P NGpUq X S. By the assumption that for every v P NGpUq X S it holds that
NGpUqXV pPvq “ tvu, we conclude that NGpUqXS “ twu. Therefore, w is adjacent to all vertices
in U , and we are done. We may assume that w P SzNGpUq.
If there is a vertex in S having at least n neighbors on U , then we are done. We may assume
that every vertex in S has at most n ´ 1 neighbors on U . By Lemma 6.2, there exist a subset
ta1, a2, . . . , am{pn´1qu of t1, 2, . . . ,mu and a subset ts1, s2, . . . , sm{pn´1qu of S such that
• uai is adjacent to sj if and only if i “ j.
Let U1 :“ A Y tuai : 1 ď i ď m{pn ´ 1qu and U2 :“ tsi : 1 ď i ď m{pn ´ 1qu. Let G1 :“
GrU1 Y U2 Y p
Ť
vPU2
V pPvqqs. Note that NG1pU1q “ U2, G1 ´ U1 is connected, and every vertex in
V pG1qzpU1 Y U2q has no neighbors in U1.
Choose a sequence of graphs H1,H2, . . . ,Hy such that
(1) H1 “ G1,
(2) V pHyq “ U1 Y U2,
(3) for each i P t1, 2, . . . , y´1u, Hi`1 “ Hi´vi or Hi`1 “ Hi˚vi´vi for some vi P V pHiqzpU1YU2q,
(4) for each i P t1, 2, . . . , yu, Hi ´ U1 is connected.
We claim that such a sequence always exists. Let H1,H2, . . . ,Hy1 be a maximal sequence satisfying
(1), (3), and (4). Assume, to reach a contradiction, that V pHy1q ‰ U1YU2. By the assumptions, we
have U1 Y U2 Ď V pHy1q, and therefore, V pHy1qzpU1 Y U2q ‰ H. Let vy1 P V pHy1qzpU1 Y U2q. Since
Hy1 ´U1 is connected, by Lemma 6.3, pHy1 ´U1q´ vy1 or pHy1 ´U1q ˚ vy1 ´ vy1 is connected. We fix
Hy1`1 to be one of pHy1 ´U1q ´ vy1 and pHy1 ´U1q ˚ vy1 ´ vy1 which is connected. This contradicts
the maximality of the sequence. We conclude that there exists a sequence H1,H2, . . . ,Hy satisfying
(1) - (4). Let G2 :“ Hy. Note that
• V pG2q “ U1 Y U2,
• G2rU2s is connected,
• G2 ´ EpG2rU2sq “ G1rU1 Y U2s ´ EpG1rU2sq “ GrU1 Y U2s ´ EpGrU2sq.
Since |U2| “ m{pn ´ 1q “ Rpn, nq
2n´3 ` 1, by Theorem 6.1, G2rU2s contains either a vertex of
degree at least Rpn, nq or an induced path on 2n ´ 1 vertices.
Suppose G2rU2s contains a vertex sj of degree at least Rpn, nq for some 1 ď j ď m{pn ´ 1q.
Since sj has at least Rpn, nq neighbors in U2, NG2psjq X U2 contains either a clique of size n or an
independent set of size n. We define
G3 :“
#
G2 ´ uaj if NG2psjq X U2 contains an independent set of size n,
pG2 ´ uaj q ˚ sj otherwise.
Note that NG3psjq X U2 contains an independent set of size n. Let tsd1 , sd2 , . . . , sdnu be an inde-
pendent set in NG3psjqXU2. Note that the application of a local complementation when we obtain
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G3 does not change the adjacency relation between tsd1 , sd2 , . . . , sdnu and tuad1 , uad2 , . . . , uadn u as
sj has no neighbors on tuad1 , uad2 , . . . , uadn u in G2. Let
G1 :“ pG3 ˚ sd1 ˚ sd2 ˚ ¨ ¨ ¨ ˚ sdnqrAY tuadi : 1 ď i ď nu Y tsjus.
Then we have G1rA Y tuadi : 1 ď i ď nus “ GrA Y tuadi : 1 ď i ď nus, and sj is adjacent to all
vertices in tuadi : 1 ď i ď nu and has no neighbors in A in G
1, as required.
Suppose G2rU2s contains an induced path si1si2 . . . si2n´1 . Let
G1 :“ pG3 ˚ si1 ˚ si2 ˚ ¨ ¨ ¨ ˚ si2n´2q ´ tsi1 , si2 , . . . , si2n´2u ´ tui2 , ui4 , ui6 , . . . , ui2n´2u.
Then in G1, si2n´1 is adjacent to all of ui1 , ui3 , ui5 , . . . , ui2n´1 , and tui1 , ui3 , ui5 , . . . , ui2n´1u is an
independent set of size n, and si2n´1 has no neighbor in A, as required.
6.1 From a partial wheel with many spokes
Lemma 6.5. Let n ě 3 be an integer and let G be a graph such that G´ v is an induced cycle of
length at least n` 3. If the degree of v is at least n, then G has Wn as a vertex-minor.
Proof. Let s be the length of the induced cycle G´ v. Let v1, . . . , vs be the vertices of the cycle in
a cyclic order and let vs`ℓ :“ vℓ for 1 ď ℓ ď s. Let t be the degree of v. Note that s ě t.
We prove by induction on s ` t. The following statements cover base cases which are either
t “ n or s “ n` 3:
• (Case 1. t “ n.) Let vi1 , vi2 , . . . , vis´t be the vertices of G ´ v that are non-adjacent to v in
G. The graph obtained from G by smoothing vi1 , vi2 , . . . , vist is isomorphic to Wn.
• (Case 2. s “ n ` 3 and t “ n` 1.) Let vi, vj be the vertices in G ´ v that are non-adjacent
to v. Note that we may assume that i ‰ j ` 1 and i ‰ j ` 2 by symmetry. The graph
pG ˚ vi ˚ vj`1 ˚ vj`2q ´ tvi, vj`1, vj`2u is isomorphic to Wn.
• (Case 3. s “ n ` 3 and t “ n ` 2.) Let vi be the vertex in G ´ v that is non-adjacent to v.
The graph pG ˚ vi`1 ˚ vi ˚ vi´1q ´ tvi´1, vi, vi`1u is isomorphic to Wn.
• (Case 4. s “ n ` 3 and t “ n ` 3.) Let vi be a vertex in G ´ v. The graph pG ˚ vi ˚ vi´1 ˚
vi`1q ´ tvi´1, vi, vi`1u is isomorphic to Wn.
We may assume that s ą n ` 3 and t ą n. Suppose that s ą t. There exists i such that v is not
adjacent to vi and adjacent to vi`1. Let G1 “ G˚vi´ vi. Then G1´ v is an induced cycle of length
s´1 ě n`3 and the degree of v is t in G1. By induction hypothesis, G1 has Wn as a vertex-minor,
which implies that G has Wn as a vertex-minor. Now, we may assume that s “ t ą n ` 3. For a
vertex u in G´ v, let G2 “ G ˚ u´ u. Then G2 ´ v is an induced cycle of length s´ 1 ě n` 3 and
the degree of v is t´ 3 ě n in G2. By induction hypothesis, G2 has Wn as a vertex-minor, which
implies that G has Wn as a vertex-minor.
6.2 From drums, clams, and hanging ladders
A drum on 3n vertices is the graph on the vertex set tv1, v2, . . . , vn, w1, w2, . . . , wn, u1, u2, . . . , unu
such that v1v2 ¨ ¨ ¨ vn is an induced path, w1w2 ¨ ¨ ¨wn is an induced cycle, each ui is adjacent only
to vi and wi, and there are no edges between tv1, v2, . . . , vnu and tw1, w2, . . . , wnu. See Figure 5 for
an illustration.
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Figure 5: A drum
Figure 6: A clam. (A dashed line may be an edge or not.)
Lemma 6.6. For an integer n ě 3, a drum on 3p2n ´ 1q vertices has Wn as a vertex-minor.
Proof. Let G be a drum on 3p2n ´ 1q vertices with the vertex labels as in the definition of drums.
Let H “ G ˚ v1 ˚ v2 ˚ v3 ¨ ¨ ¨ ˚ v2n´2. Then, in H, v2n´1 is adjacent to all of u1, u2, . . ., u2n´1.
Furthermore tu1, u3, u5, . . . , u2n´1u is an independent set in H. Thus,
H ´ tu2, u4, u6, . . . , u2n´2, v1, v2, . . . , v2n´2u
is isomorphic to a subdivision of Wn.
For an integer n ” 1 pmod 3q, a clam on n vertices is a graph on the vertex set tv1, v2, . . . , vn´2, h1, h2u
such that v1v2 . . . vn´2 is an induced path, h1 is adjacent to all of v1, v2, . . ., vn´2, and h2 is adjacent
to vi if and only if 1 ă i ă n ´ 2 and i ı 0 pmod 3q. Note that h1 and h2 may be adjacent in a
clam.
Lemma 6.7. For an integer n ě 2, a clam on 3n ` 4 vertices contains W2n or W2n`1 as a
vertex-minor.
Proof. Let G be a clam on 3n ` 4 vertices with the vertex labels as in the definition. Let
H “ G ˚ v3 ˚ v6 ˚ v9 ˚ ¨ ¨ ¨ ˚ v3n. In H, h1 is non-adjacent to tv2, v4, v5, v7, . . . , v3n´1, v3n`1u, and
h1v1v2v4v5v7v8 ¨ ¨ ¨ v3n´1v3n`1v3n`2h1 is an induced cycle of length 2n`3. Still in H, h2 is adjacent
to 2n vertices among v1, v2, v4, v5, v7, v8, . . ., v3n´1, v3n`1, v3n`2. Thus, H ´ tv3, v6, v9, ¨ ¨ ¨ , v3nu
is isomorphic to a subdivision of W2n or W2n`1, depending on whether or not h2 is adjacent to h1
in H.
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Figure 7: A hanging ladder
A hanging ladder on 6n`5 vertices is a graph on the vertex set tv1, v2, . . . , v3n`2, w1, w2, . . . , w3n`2, cu
such that
• vi is adjacent to wj if and only if i “ j,
• v1v2 . . . v3n`2 and w1w2 . . . w3n`2 are induced paths,
• the set of neighbors of c is tvi, wi : 1 ă i ă 3n` 2, i ı 0 pmod 3qu.
Lemma 6.8. For an integer n ě 2, a hanging ladder on 6n` 5 vertices contains W4n as a vertex-
minor.
Proof. Let G be the hanging ladder on 6n ` 5 vertices with the labels as in the definition. Let
H “ G^ v3w3 ^ v6w6 ^ ¨ ¨ ¨ ^ v3nw3n. Then the vertex set tvi, wi : 1 ď i ď 3n ` 2, i ı 0 pmod 3qu
induces a cycle in H. As c is still adjacent to 4n vertices on this cycle, H is isomorphic to a
subdivision of W4n.
6.3 From extended drums
An extended drum of order n is a graph G on the vertex set tw1, w2, . . . , wn, u1, u2, . . . , unu Y S
such that
• S and tw1, w2, . . . , wn, u1, u2, . . . , unu are disjoint,
• w1w2 ¨ ¨ ¨wnw1 is an induced cycle,
• tu1, u2, . . . , unu is an independent set,
• ui is adjacent to wj if and only if i “ j,
• each ui has a neighbor in S,
• there are no edges between S and tw1, . . . , wnu.
• there exists a vertex w P S where for every v P NGptu1, u2, . . . , unuq X S, there is a path P
from v to w in GrSs with NGptu1, u2, . . . , unuq X V pP q “ tvu.
Lemma 6.9. For an integer n ě 3, an extended drum of order µpnq has Wn as a vertex-minor.
Proof. Let G be an extended drum of order µpnq. By Lemma 6.4, there exist U Ď tu1, u2, . . . , uµpnqu
with |U | ě n and v P S and a graph G1 on tw1, w2, . . . , wµpnqu Y U Y tvu such that
• G1rtw1, w2, . . . , wµpnqu Y U s “ Grtw1, w2, . . . , wµpnqu Y U s,
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• v is adjacent to all vertices in U and has no neighbors in tw1, w2, . . . , wµpnqu in G
1,
• G1 is a vertex-minor of G.
Then G1 is a subdivision of Wn, and therefore, G contains a vertex-minor isomorphic to Wn.
6.4 From extended clams
An extended clam of order n is a graph G on the vertex set
tp1, p2, . . . , p2n, v1, v2, . . . , vn, w1, w2, . . . , wn, hu Y S
such that
• S and tp1, p2, . . . , p2n, v1, v2, . . . , vn, w1, w2, . . . , wn, hu are disjoint,
• p1p2 ¨ ¨ ¨ p2n is an induced path,
• tv1, . . . , vn, w1, . . . , wnu is an independent set,
• vi is adjacent to pj if and only if j “ 2i´ 1,
• wi is adjacent to pj if and only if j “ 2i,
• h is adjacent to all vertices in tv1, . . . , vnu, but non-adjacent to tp1, . . . , p2nu Y S,
• each wi has a neighbor in S, and there are no edges between S and tv1, . . . , vn, p1, . . . , p2nu,
• there exists a vertex w P S where for every v P NGptw1, w2, . . . , wnuq X S, there is a path P
from v to w in GrSs with NGptw1, w2, . . . , wnuq X V pP q “ tvu.
The simple extended clam is an extended clam such that S consists of one vertex z that is adjacent
to all vertices in tw1, . . . , wnu and h is adjacent to all vertices in tw1, . . . , wnu.
Lemma 6.10. For an integer n ě 2, the simple extended clam of order 2n` 1 contains a clam on
3n` 4 vertices as a vertex-minor, and thus contains W2n or W2n`1 as a vertex-minor.
Proof. Let G be the simple extended clam of order 2n`1, and let G1 :“ G˚w1 ˚w2 ˚w3 ˚ ¨ ¨ ¨ ˚w2n.
In G1, both z and h are adjacent to p2i for all i P t1, . . . , 2nu. Then
G1 ´ tw1, w2, . . . , w2n`1, v3, v5, . . . , v2n´1, p4n`2u
is a subdivision of a clam on p4n`2q´ pn´1`1q`2 “ 3n`4 vertices. By Lemma 6.7, it contains
a vertex-minor isomorphic to W2n or W2n`1.
Lemma 6.11. For an integer n ě 3, an extended clam of order µpnq ` µp2n` 1q ´ 1 contains Wn
as a vertex-minor.
Proof. Let G be an extended clam or order µpnq ` µp2n ` 1q ´ 1. There exists I Ď t1, . . . , µpnq `
µp2n` 1q ´ 1u such that either
• |I| ě µpnq and h is anti-complete to twi : i P Iu, or
15
SFigure 8: A simple extended hanging ladder of order 5.
• |I| ě µp2n` 1q and h is complete to twi : i P Iu.
When |I| ě µpnq and h is anti-complete to twi : i P Iu, G contains a subdivision of an extended drum
of order µpnq, with the cycle hv1p1p2...pp2µpnq`2µp2n`1q´3qvpµpnq`µp2n`1q´1qh. Then by Lemma 6.9,
it contains a vertex-minor isomorphic to Wn. We may assume that |I| ě µp2n ` 1q and h is
complete to twi : i P Iu. Let G1 :“ G ´ tvi, wi : i P t1, 2, . . . , µpnq ` µp2n ` 1q ´ 1uzIu, and let
A :“ V pG1qzptwi : i P Iu Y Sq.
By Lemma 6.4, there exist U Ď twi : i P Iu with |U | ě 2n ` 1 and v P S and a graph G2 on
AY U Y tvu such that
• G2rAY U s “ GrAY U s,
• v is adjacent to all vertices in U and has no neighbors in A in G2,
• G2 is a vertex-minor of G.
Then G2 is a subdivision of the simple extended clam of order 2n` 1, and therefore, G contains a
vertex-minor isomorphic to W2n or W2n`1 by Lemma 6.10.
6.5 From extended hanging ladders
For integers t, n ě 2, a t-extended hanging ladder of order n is a graph G on the vertex set
tp1, p2, . . . , p2n, v1, v2, . . . , vn, w1, w2, . . . , wnu Y tq1, q2, . . . , qru Y S
for some r such that
• S and tp1, p2, . . . , p2n, v1, v2, . . . , vn, w1, w2, . . . , wnu Y tq1, q2, . . . , qru are disjoint,
• p1p2 ¨ ¨ ¨ p2n, q1q2 ¨ ¨ ¨ qr are induced paths, and pi is not adjacent to qj,
• tv1, . . . , vn, w1, . . . , wnu is an independent set,
• vi is adjacent to pj if and only if j “ 2i´ 1,
• wi is adjacent to pj if and only if j “ 2i,
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• there exists a sequence 1 ď b1 ă b2 ă ¨ ¨ ¨ ă bn ă bn`1 “ r`1 such that for each i P t1, . . . , nu,
vi is adjacent to qbi and non-adjacent to qx for all x P t1, . . . , ruztbi, bi`1, bi`2, . . . , bi`1´1u,
• every wi has a neighbor in S, and has at most t´ 1 neighbors on tq1, q2, . . . , qru,
• there are no edges between S and tp1, p2, . . . , p2n, v1, v2, . . . , vnu Y tq1, q2, . . . , qru,
• there exists a vertex w P S where for every v P NGptu1, u2, . . . , unuq X S, there is a path P
from v to w in GrSs with NGptu1, u2, . . . , unuq X V pP q “ tvu.
A simple extended hanging ladder is a t-extended hanging ladder for some t ě 2 such that
• r “ 2n,
• vi is adjacent to qj if and only if j “ 2i´ 1,
• wi is adjacent to qj if and only if j “ 2i.
Note that the value t is not important in a simple extended hanging ladder because every wi has
exactly one neighbor on tq1, q2, . . . , qru. We depict a simple hanging ladder in Figure 8.
Lemma 6.12. For an integer n ě 3, a simple extended hanging ladder of order µp2n` 2q contains
W4n as a vertex-minor.
Proof. Let G be a simple extended hanging ladder of order µp2n ` 2q, and let A :“ V pGqzpS Y
tw1, w2, . . . , wµp2n`2quq. By Lemma 6.4, there exist U Ď tw1, w2, . . . , wµp2n`2qu with |U | ě 2n ` 2
and v P S and a graph G1 on AY U Y tvu such that
• G1rAY U s “ GrAY U s,
• v is adjacent to all vertices in U and has no neighbors in A in G1,
• G1 is a vertex-minor of G.
Let U :“ twi1 , wi2 , . . . , wi2n`2u where i1 ă i2 ă ¨ ¨ ¨ ă i2n`2. Then
G1 ˚ wi1 ˚ wi2 ˚ ¨ ¨ ¨ ˚ wi2n`1 ˚ vi1 ˚ vi2 ˚ vi4 ˚ vi6 ˚ ¨ ¨ ¨ ˚ vi2n`2
contains an induced subgraph isomorphic to a subdivision of a hanging ladder on 6n ` 5 vertices,
and by Lemma 6.8, it contains a vertex-minor isomorphic to W4n.
Lemma 6.13. For every integer n ě 3, there exists an integer L “ Lpnq such that an n-extended
hanging ladder of order L contains Wn as a vertex-minor.
Proof. Let
• m1 :“ µpnq,
• m2 :“ 8n,
• m3 :“ µp2n` 2q,
• m4 :“ m1 ` 2pm2 ´ 1qpn ´ 2q ` 4, and
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vj1`2 vj1`4 vj1`6
p2j1`3 p2j1`11
wi
qbj1`2 qbj1`4 qbj1`6
vj1`2 vj1`4 vj1`6
wi
p2j1`3 p2j1`11
Figure 9: An example of contractions in Claim 6.15 of Lemma 6.13. We will contract dashed parts
in the first figure to obtain the second figure.
• L :“ pm3 ´ 1qm4 `
m4`m1
2
.
Let G be an n-extended hanging ladder of order L. We claim that G containsWn as a vertex-minor.
We first prove two special cases.
Claim 6.14. Suppose there exists i P t0, 1, . . . , L ´ m1u such that there are no edges between
twi`1, wi`2, . . . , wi`m1u and tqbi`1 , qbi`1`1, qbi`1`2, . . . , qbi`m1`1u. Then G contains a vertex-minor
isomorphic to Wn.
Proof. Suppose there exists such an integer i. Let i1 be the maximum integer such that vi`1 is
adjacent to qi1 . Note that bi`1 ď i
1 ă bi`2. Then
qi1qi1`1 ¨ ¨ ¨ qbi`m1`1vi`m1`1p2pi`m1`1q´1p2pi`m1`1q´2 ¨ ¨ ¨ p2i`1vi`1qi1
is an induced cycle. Since there are no edges between twi`j : 1 ď j ď m1u and tqx : bi`1 ď x ď
bi`m1`1u, G contains a subdivision of an extended drum of order m1 “ µpnq. By Lemma 6.9, G
contains a vertex-minor isomorphic to Wn. ♦
Claim 6.15. If there are i, j1, j2 P t1, . . . , Lu with j2 ´ j1 ě m2 such that
• wi is adjacent to qx1 for some bj1 ď x1 ă bj1`1 and adjacent to qx2 for some bj2 ď x2 ă bj2`1,
• wi is not adjacent to qx for all x P tx1 ` 1, x1 ` 2, . . . , x2 ´ 1u,
then G contains a vertex-minor isomorphic to Wn.
Proof. Suppose there are such integers i, j1, j2. Then wiqx1qx1`1qx1`2 ¨ ¨ ¨ qx2wi is an induced
cycle.
First assume that i ď j1. Let
G1 :“ Grtwi, qx1 , qx1`1, . . . , qx2u Y tvj1`2, vj1`4, vj1`6, . . . , vj12u Y tp2j1`3, p2j1`4, . . . , p2j12´1us,
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where j1
2
“ j2 ´ 2 if j2 ” j1 pmod 2q and j
1
2
“ j2 ´ 1 otherwise. We will contract paths from G
to obtain a drum on 3
2
pm2´ 2q ě 3p2n´ 1q vertices. See Figure 9 for an example case. Observe
that p2j1`3p2j1`4 ¨ ¨ ¨ p2j1
2
´1 is a path such that each vertex of vj1`2, vj1`4, vj1`6, . . . , vj1
2
has a
neighbor on this path.
Let G2 be the graph obtained from G1 by contracting
tqbj1`pt´1q, qbj1`pt´1q`1, . . . , qbj1`pt`1q´1u
for each t P t2, 4, 6, . . . , j1
2
´ j1u. By Lemma 2.1, G2 is isomorphic to a vertex-minor of G1.
Moreover, G2 contains a subdivision of a drum on
3
2
pj2 ´ j1 ´ 2q “
3
2
pm2 ´ 2q ě 3p2n ´ 1q
vertices, and by Lemma 6.6, G2 contains a vertex-minor isomorphic to Wn. The case when
i ě j2 is symmetric to the previous case. We may assume that j1 ă i ă j2. In this case, wi is
adjacent to p2i, and to avoid having this edge, we take a part that is larger and having no edges
from wi.
Since j2 ´ j1 ě m2, we have either i ´ j1 ě m2{2 or j2 ´ i ě m2{2. So, by taking the
longer path between two subpaths obtained from p2j1`3p2j1`4 ¨ ¨ ¨ p2j1
2
´1 by removing p2i, we can
observe that G contains a vertex-minor isomorphic to a drum on 3
2
pm2
2
´ 2q vertices. Since
3
2
pm2
2
´ 2q “ 3p2n ´ 1q, by Lemma 6.6, G contains a vertex-minor isomorphic to Wn. ♦
From Claim 6.15, we observe the following.
Claim 6.16. If there are i, j1, j2 P t1, . . . , Lu with j2 ´ j1 ě pm2 ´ 1qpn ´ 2q ` 1 such that wi is
adjacent to qx1 for some bj1 ď x1 ă bj1`1 and adjacent to qx2 for some bj2 ď x2 ă bj2`1, then G
contains a vertex-minor isomorphic to Wn.
Proof. Since j2´ j1 ě pm2´1qpn´2q`1 and wi has at most n´1 neighbors in tq1, q2, . . . , qru,
there exist j3, j4 with j1 ă j3 ă j4 ă j2 such that
• j4 ´ j3 ě m2,
• wi is adjacent to qx3 for some bj3 ď x3 ă bj3`1 and adjacent to qx4 for some bj4 ď x4 ă bj4`1,
• wi is not adjacent to qx for all x3 ă x ă x4.
By Claim 6.15, G contains a vertex-minor isomorphic to Wn. ♦
For each i P t1, 2, . . . ,m3u, we choose a vertex wdi such that
• di P tim4 ` 1, im4 ` 2, . . . , im4 `m1u and
• wdi is adjacent to qx for some bim4`1 ď x ď bim4`m1`1.
If such a vertex does not exist for some i, then by Claim 6.14, G contains a vertex-minor isomorphic
to Wn. We may assume that such a vertex exists for each i P t1, 2, . . . ,m3u.
Suppose wdi is adjacent to qy for some y ě bim4`m4`m12
or for some y ď b
im4´
m4´m1
2
`3
´ 1. By
the choice of di, wdi is adjacent to qx for some bim4`1 ď x ď bim4`m1`1. Since
m4`m1
2
´pm1` 1q ě
pm1 ´ 1qpn ´ 2q ` 1 and 1 ´ p´
m4´m1
2
` 2q ě pm1 ´ 1qpn ´ 2q ` 1, by Claim 6.16, G contains a
vertex-minor isomorphic to Wn. We may assume that each wdi is not adjacent to qy for all y P
t1, 2, . . . , ruztj : b
im4´
m4´m1
2
`3
ď j ă b
im4`
m4`m1
2
u. Note that pi` 1qm4 ´
m4´m1
2
“ im4 `
m4`m1
2
.
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Let G1 be the subgraph of G induced on
twdi : 1 ď i ď m3u Y tvim4´m4´m12 `1
: 1 ď i ď m3u Y tp1, . . . , p2L, q1, . . . , qru Y S.
Let G2 be the graph obtained from G1 by contracting
tqb
im4´
m4´m1
2
`2
, qb
im4´
m4´m1
2
`2
`1, . . . , qb
im4`
m4`m1
2
´1u
for each i P t1, 2, . . . ,m3u and contracting
tqb
im4´
m4´m1
2
, qb
im4´
m4´m1
2
`1, . . . , qb
im4´
m4´m1
2
`2
´1u
for each i P t1, 2, . . . ,m3u. By Lemma 2.1, G2 is isomorphic to a vertex-minor of G. Also, G2
contains a subdivision of a simple extended hanging ladder of orderm3 “ µp2n`2q. By Lemma 6.12,
G2 contains a vertex-minor isomorphic to W4n.
7 pw, ℓq-patched cycles
Let w, ℓ be positive integers. A pw, ℓq-patched cycle pq1q2 ¨ ¨ ¨ qmq1, S1, S2, . . . , Swq is a graph G on
pairwise disjoint sets tq1, q2, . . . , qmu and Si “ ts
i
1
, si
2
, . . . , siℓu for each i P t1, . . . , wu satisfying the
following.
(1) q1q2 ¨ ¨ ¨ qmq1 is an induced cycle.
(2) There exists a sequence 1 ď b1 ă b2 ă ¨ ¨ ¨ ă bℓ ď m such that for each i P t1, . . . , wu and
j P t1, 2, . . . , ℓu, sij is adjacent to qbj and non-adjacent to qbx for all x P t1, . . . , ℓuzt1, . . . , ju.
We call w and ℓ the width and length respectively, of a pw, ℓq-patched cycle. Note that m ě ℓ. A
pw, ℓq-patched cycle pq1q2 ¨ ¨ ¨ qmq1, S1, S2, . . . , Swq is simple if S1 Y S2 Y ¨ ¨ ¨ Y Sw is an independent
set.
In Subsection 7.1, we show that for every n, there exists M such that every graph G obtained
from a simple p2,Mq-patched cycle pq1q2 ¨ ¨ ¨ qmq1, S1, S2q by adding two disjoint vertex sets T1 and
T2 such that
• there are no edges between tq1, q2, . . . , qmu and T1 Y T2,
• there are no edges between S1 and T2,
• for each i P t1, 2u, every vertex in Si has a neighbor in Ti,
• for each i P t1, 2u, there exists a vertex ri P Ti where for every v P NGpSiq X Ti, there is a
path P from v to ri in GrTis with NGpSiq X V pP q “ tvu,
contains a vertex-minor isomorphic to Wn. This is the motivation for introducing pw, ℓq-patched
cycles. In Subsection 7.2, we show that for every n, a simple p2, nq-patched cycle can be obtained
from a patched cycle with sufficiently large width and large length using the rectangular Ramsey
lemma developed in Section 5. In Subsection 7.3, we discuss how to obtain a huge patched cycle
from a structure that can be naturally extracted from a graph with bounded clique number and
sufficiently large chromatic number.
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7.1 From a simple p2,Mq-patched cycle with attached connected subgraphs
Proposition 7.1. For every integer n ě 3, there exists an integer M “Mpnq satisfying the follow-
ing property: If G is the graph obtained from a simple p2,Mq-patched cycle pq1q2 ¨ ¨ ¨ qmq1, S1, S2q
by adding disjoint vertex sets T1 and T2 such that
• there are no edges between tq1, q2, . . . , qmu and T1 Y T2,
• there are no edges between S1 and T2,
• for each i P t1, 2u, every vertex in Si has a neighbor in Ti,
• for each i P t1, 2u, there exists a vertex ri P Ti where for every v P NGpSiq X Ti, there is a
path P from v to ri in GrTis with NGpSiq X V pP q “ tvu,
then G contains a vertex-minor isomorphic to Wn.
Proof. We recall that µpnq “ pn ´ 1qpRpn, nq2n´3 ` 1q for n ě 3, N 1 is the function defined in
Corollary 4.3, and L is the function defined in Lemma 6.13. We note that Lpnq ě µpnq`µp2n`1q´1.
Let
• M1 :“ pn´ 1qp4Lpnq ` 6q,
• M2 :“ pn´ 1qN
1pn´ 1,M1q,
• M :“ N 1pn´ 1,M2q.
For each i P t1, 2u, let Si :“ ts
i
1
, . . . , siMu, and let b1, . . . , bM be a sequence such that
• 1 ď b1 ă b2 ă ¨ ¨ ¨ ă bM ď m and
• for each i P t1, 2u and j P t1, 2, . . . ,Mu, sij is adjacent to qbj and non-adjacent to qbx for all
x P t1, . . . ,Muzt1, . . . , ju.
Such a sequence exists by the definition of a p2,Mq-patched cycle. Let Q :“ tq1, q2, . . . , qmu, and
for each i P t1, 2u and j P t1, . . . ,Mu, let N ij “ tk : qk P NGps
i
jq, 1 ď k ďMu.
Note that m ěM ě n`3. If there is a vertex in S1YS2 having at least n neighbors on Q, then
G contains a vertex-minor isomorphic to Wn by Lemma 6.5. We may assume that each vertex in
S1 Y S2 has at most n ´ 1 neighbors in Q. In other words, for each i P t1, 2u and j P t1, . . . ,Mu,
|N ij | ď n´ 1.
We apply Corollary 4.3 to pN1
1
, . . . , N1M q. Then there exist a sequence 1 ď c1 ă c2 ă ¨ ¨ ¨ ă
cM2 ď M and a regular partition I1 of R with respect to pN
1
c1
, N1c2 , . . . , N
1
cM2
q such that I1 has
order at most n´ 1. Since I1 has order at most n´ 1, there exists a part I1 of I1 that contains at
least M2
n´1 integers in tbc1 , bc2 , . . . , bcM2 u. Let x be the minimum such that x ě 1 and bcx P I1, and
let y be the maximum such that y ďM2 and bcy P I1. Then y ´ x` 1 ě
M2
n´1 “ N
1pn´ 1,M1q.
We apply Corollary 4.3 again to pN2
1
X I1, . . . , N
2
M X I1q. Then there exist a subsequence
d1 ă d2 ă ¨ ¨ ¨ ă dM1 of cx, cx`1, . . . , cy and a regular partition I2 of I1 with respect to pN
2
d1
X
I1, N
2
d2
X I1, . . . , N
2
dM1
X I1q such that I2 has order at most n´ 1. There exists a part I2 of I2 that
contains at least M1
n´1 integers in tbd1 , bd2 , bd3 , . . . , bdM1 u. Let x
1 be the minimum such that x1 ě 1
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and bdx1 P I2 and let y
1 be the maximum such that y1 ďM1 and bdy1 P I2. Let a “ y
1´x1` 1. Then
a “ y1 ´ x1 ` 1 ě M1
n´1 “ 4Lpnq ` 6. Let u1 “ dx1 , u2 “ dx1`1, . . ., ua “ dy1 .
By the definition of a p2,Mq-patched cycle, for each i P t1, 2u and 1 ď j ď a, siuj is adjacent
to qbuj but non-adjacent to vertices in tqbuj`1 , qbuj`2 , . . . , qbua u. Therefore, N
i
uj
X I2 is not identical
for 1 ď j ď a and moreover, minimal intervals containing N iu1 X I2, N
i
u2
X I2, . . . , N
i
ua X I2 appear
in the same order as u1, u2, . . . , ua. In other words, for each i P t1, 2u,
• N iu1 Ď p´8, bu2q X I2,
• N iua Ď pbua´1 ,8q X I2,
• for j P t2, 3, . . . , a´ 1u, N iuj Ď pbuj´1 , buj`1q.
Let t “ 4Lpnq ` 4.
We first deal with the case when I1 consists of one part.
Claim 7.2. If I1 consists of one part, then G contains a vertex-minor isomorphic to Wn.
Proof. Let G1 be the subgraph of G induced on Q Y ts
1
u2
, s1u4 , s
1
u6
, . . . , s1utu Y T1. We obtain
a graph G2 from G1 by contracting tqx : buj´1 ď x ă buj`1u for each j P t2, 4, . . . , tu to a
vertex. By Lemma 2.1, G2 is isomorphic to a vertex-minor of G1. Then G2 is a subdivision
of an extended drum of order t{2 ě Lpnq ě µpnq. By Lemma 6.9, G contains a vertex-minor
isomorphic to Wn. ♦
By Claim 7.2, we may assume that I1 consists of at least two parts. Let J be a part of I1 other
than I1. Clearly, J is disjoint from I2. By the definition of a regular partition, either
(1) N1u2 X J “ N
1
u4
X J “ ¨ ¨ ¨ “ N1ut X J ‰ H, or
(2) |N1u2 X J | “ |N
1
u4
X J | “ ¨ ¨ ¨ “ |N1ut X J | ą 0 and for all i, j P t2, 4, . . . , tu with i ă j,
maxpN1ui X Jq ă minpN
1
uj
X Jq, or
(3) |N1u2 X J | “ |N
1
u4
X J | “ ¨ ¨ ¨ “ |N1ut X J | ą 0 and for all i, j P t2, 4, . . . , tu with i ă j,
maxpN1uj X Jq ă minpN
1
ui
X Jq.
When (1) appears, we will find an extended clam of large order, and when (2) or (3) appears, we
will find an extended hanging ladder of large order.
Case 1. N1u2 X J “ N
1
u4
X J “ ¨ ¨ ¨ “ N1ut X J ‰ H.
Let w P N1u2 XJ . Let Q1 be the connected component of GrQs´ qbu1 ´ qbua containing qbu2 . We
observe that qw R V pQ1q and qbu4 , qbu6 , . . . , qbut´2 P V pQ1q. Let G1 be the subgraph of G induced
on
tqwu Y V pQ1q Y T2
Y ts1uj : 4 ď j ď t´ 2, j ” 0 pmod 4qu Y ts
2
uj
: 4 ď j ď t´ 2, j ” 2 pmod 4qu.
We obtain a graph G2 from G1 by contracting tqx : buj´1 ď x ă buj`1u for each j P t4, 6, 8, . . . , t´2u
to a vertex. By Lemma 2.1, G2 is isomorphic to a vertex-minor of G1. Note that there are
no edges between T2 and S1. Thus, G2 contains a subdivision of an extended clam of order
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t{4´ 1 “ Lpnq ě µpnq ` µp2n` 1q ´ 1, and by Lemma 6.11, G contains a vertex-minor isomorphic
to Wn.
Case 2. |N1u2 X J | “ |N
1
u4
X J | “ ¨ ¨ ¨ “ |N1ut X J | ą 0 and for all i, j P t2, 4, . . . , tu with i ă j,
maxpN1ui X Jq ă minpN
1
uj
X Jq.
Let Q1 be the connected component of GrQs ´ qbu1 ´ qbua containing qbu2 . Let Q2 be the path
on tqi : i P Ju. Note that there are no edges between Q1 and Q2. Let G1 be the subgraph of G
induced on
V pQ1q Y V pQ2q Y T2
Y ts1uj : 4 ď j ď t´ 2, j ” 0 pmod 4qu Y ts
2
uj
: 4 ď j ď t´ 2, j ” 2 pmod 4qu.
We obtain a graph G2 from G1 by contracting tqx : buj´1 ď x ă buj`1u for each j P t4, 6, 8, . . . , t´2u.
By Lemma 2.1, G2 is isomorphic to a vertex-minor of G1. Note that there are no edges between T2
and S1. Thus, G2 contains a subdivision of an n-extended hanging ladder of order t{4´ 1 ě Lpnq,
and by Lemma 6.13, G contains a vertex-minor isomorphic to Wn.
Case 3. For all i, j P t2, 4, . . . , tu with i ă j, |N1ui X J | “ |N
1
uj
X J | ą 0 and maxpN1uj X Jq ă
minpN1ui X Jq.
This case is symmetric to Case 2.
This completes the proof of the proposition.
7.2 Obtaining a simple patched cycle
Proposition 7.3. Let R1, R2 be the functions defined in Proposition 5.2. For all positive in-
tegers a, b, and k, if M “ R1pa, b, kq and N “ R2pa, b, kq, then every pM,Nq-patched cycle
pq1q2 ¨ ¨ ¨ qmq1, S1, S2, . . . , SM q contains either a clique of size k or a simple pa, bq-patched cycle
pq1q2 ¨ ¨ ¨ qmq1, T1, T2, . . . , Taq where T1, . . . , Ta are contained in pairwise distinct sets of S1, . . . , SM .
Proof. For each i P t1, . . . ,Mu, let Si :“ ts
i
1
, si
2
, . . . , siNu and let 1 ď b1 ă b2 ă ¨ ¨ ¨ ă bN ď m be a
sequence such that
• for each i P t1, . . . ,Mu and each j P t1, . . . , Nu, sij is adjacent to qbj and non-adjacent to qbx
for all x ą j.
By Proposition 5.2, either G has a clique of k vertices or there exist X Ď t1, 2, . . . ,Mu and
Y Ď t1, 2, . . . , Nu such that tsij : i P X, j P Y u is an independent set and |X| “ a, |Y | “ b. In the
latter case, let X “ tx1, x2, . . . , xau and Ti :“ ts
xi
j : j P Y u for each i “ 1, 2, . . . , a. It is easy to
verify that pq1q2 ¨ ¨ ¨ qmq1, T1, T2, . . . , Taq is a simple pa, bq-patched cycle.
7.3 Obtaining a patched cycle with large width and length
We prove the following.
Proposition 7.4. Let k ą 0, ℓ ą 0, n ě 2 be integers and let M :“ ℓnk. Let G be a graph on the
vertex set tq1, q2, . . . , qMu Y V1 Y V2 Y . . . Y Vk such that
• tq1, q2, . . . , qMu, V1, V2, . . ., Vk are pairwise disjoint,
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• q1q2q3 ¨ ¨ ¨ qMq1 is an induced cycle,
• for each i P t1, 2, . . . ,Mu and each j P t1, . . . , ku, qi has a neighbor in Vj ,
• for each vertex v P V pGqztq1, q2, . . . , qMu, v has at most n´ 1 neighbors in tq1, q2, . . . , qMu.
Then G contains a pk, ℓq-patched cycle pq1q2 ¨ ¨ ¨ qMq1, S1, S2, . . . , Skq such that Si Ď Vi for each
i P t1, . . . , ku.
Proof. We prove the statement by induction on k.
First assume that k “ 1. Let s1 be a neighbor of q1 in V1, and let b1 :“ 1. Let i be the
maximum integer satisfying the following: there exist distinct vertices s1, s2, . . . , si of V1 and a
sequence b1 ă b2 ă ¨ ¨ ¨ ă bi where for all x P t1, . . . , iu, sx is adjacent to qbx and when x ą 1,
• bx is the minimum integer such that bx ą bx´1 and qbx has no neighbors in ts1, . . . , sx´1u.
Such i exists, because i “ 1 satisfies the conditions. Suppose that i ă ℓ. Note that every vertex
qj for 1 ď j ď bi has a neighbor in ts1, . . . , siu, otherwise, let j
1 be the smallest integer such that
bj1 ą j and we may replace bj1 with j, contradicting our assumption on bj1. Therefore, vertices in
ts1, . . . , siu may have at most pn ´ 1qi ´ bi neighbors qj for j ą bi. It implies that there exists j
with bi ă j ď pn´ 1qi` 1 ď ℓn such that qj has no neighbors in ts1, . . . , siu. So, we can extend the
sequence by taking bi`1 :“ j and a neighbor of qbi`1 in V1 as si`1, contradicting to the maximality
of i. Thus, we have i ě ℓ. Note that by the choice of b1, . . . , bi, this sequence satisfies the property
that
• for each x P t1, . . . , iu, sx is adjacent to qbx and non-adjacent to qby for all y ą x.
We conclude G contains a p1, ℓq-patched cycle pq1q2 ¨ ¨ ¨ qMq1, S1q with S1 Ď V1.
Now, suppose k ą 1. By the induction hypothesis, G contains a pk ´ 1, ℓnq-patched cycle
pq1q2 ¨ ¨ ¨ qMq1, T1, . . . , Tk´1q such that Ti Ď Vi for each i P t1, . . . , k ´ 1u. Let Ti “ tt
i
1
, ti
2
, . . . , tiℓnu
for each i P t1, . . . , k ´ 1u and let 1 ď b1 ă b2 ă ¨ ¨ ¨ ă bℓn ďM be the sequence such that
• for each i P t1, . . . , k ´ 1u and j P t1, 2, . . . , ℓnu, tij is adjacent to qbj and non-adjacent to qbx
for all x P tj ` 1, . . . , ℓnu.
For each i P t1, . . . , k ´ 1u, let fi : tb1, . . . , bℓpn´1q`1u Ñ Ti be the bijection such that fipbjq “ t
i
j.
Let sk
1
P Vk be a neighbor of qb1 , and let c1 :“ 1. Let i be the maximum integer satisfying the
following: there exist distinct vertices sk
1
, sk
2
, . . . , ski of Vk and a sequence c1 ă c2 ă ¨ ¨ ¨ ă ci where
for all x P t1, . . . , iu, qbcx is adjacent to s
k
x, and when x ą 1,
• cx is the minimum integer such that cx ą cx´1 and qbcx has no neighbors in ts
k
1
, . . . , skx´1u,
Such i exists, because i “ 1 satisfies the conditions. Suppose that i ă ℓ. Note that every vertex
qbj in tqb1 , qb2 , . . . , qbci u has a neighbor in ts
k
1
, . . . , ski u, otherwise, let j
1 be the smallest integer such
that cj1 ą j and we may replace cj1 by j, contradicting our assumption on cj1. Therefore, vertices
in tsk
1
, . . . , ski u may have at most pn´ 1qi´ ci neighbors in tqbj : ci ă j ď ℓnu. It implies that there
exists j with ci ă j ď pn´ 1qi ` 1 ď ℓn such that qbj has no neighbors in ts
k
1
, . . . , ski u. So, we can
extend the sequence by taking ci`1 :“ j and a neighbor of qci`1 in Vk as s
k
i`1, contradicting to the
maximality of i. Thus, we have i ě ℓ. Note that by the choice of c1, . . . , ci, this sequence satisfies
the property that
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• for each x P t1, . . . , iu, skx is adjacent to qbcx and non-adjacent to qbcy for all y ą x.
For each i P t1, . . . , k ´ 1u and j P t1, . . . , ℓu, let sij be the vertex fipcjq. Then
pq1q2 ¨ ¨ ¨ qMq1, ts
1
1, . . . , s
1
ℓu, . . . , ts
k
1 , . . . , s
k
ℓ uq
is a pk, ℓq-patched cycle such that tsi
1
, . . . , siℓu Ď Vi for each i P t1, . . . , ku.
8 Main theorem
We use the following theorem.
Theorem 8.1 (Chudnovsky, Scott, and Seymour [8]). For every integer n ě 3, the class of graphs
having no induced cycle of length at least n is χ-bounded.
Theorem 8.2. For every integer n ě 3, the class of graphs with no Wn vertex-minor is χ-bounded.
Proof. We recall that R1, R2 are the functions defined in Proposition 5.2, and M is the function
defined in Proposition 7.1. Let gk be the χ-bounding function of Theorem 8.1 such that for every
graph G having no induced cycle of length at least k and all induced subgraphs H of G, χpHq ď
gkpωpHqq.
Let G be a graph such that ωpGq ď q for some positive integer q and it has no vertex-minor
isomorphic to Wn. Let R1 :“ R1p2,Mpnq, q ` 1q, R2 :“ R2p2,Mpnq, q ` 1q, and r :“ R2n
R1 . We
claim that χpGq ď grpqq ¨ 2
R1 . Suppose not. We may assume that G is connected as we can color
each connected component separately.
We will find a simple p2,Mpnqq-patched cycle with additional vertex sets described in Proposi-
tion 7.1.
Let v1 be a vertex of G and for i ě 0, let L
1
i be the set of all vertices of G whose distance to v1
is i in G. If each L1j is grpqq ¨ 2
R1´1-colorable, then G is grpqq ¨ 2
R1 -colorable. Therefore there exists
a level L1t such that χpGrL
1
t sq ą grpqq ¨ 2
R1´1 ě grpqq. Thus GrL
1
t s contains an induced cycle of
length at least r by Theorem 8.1. Since r ě n`3 and G has no vertex-minor isomorphic to Wn, by
Lemma 6.5, we have t ě 2. Let X1 :“ L
1
t , Y1 :“ L
1
t´1, Z1 :“ L
1
0
YL1
1
Y¨ ¨ ¨YL1t´2, and r1 be the vertex
in L1
0
. We note that for every v P NGpY1q X Z1, there is a path P “ p0p1p2 ¨ ¨ ¨ pt´2 where p0 “ r1,
pt´2 “ v and for each i P t0, . . . , t´ 2u, pi P L
1
i . This path satisfies that NGpY1q X V pP q “ tvu.
Let i be the maximum integer in t1, 2, . . . , R1u such that there exist disjoint vertex sets Xi and
Y1, . . . , Yi and Z1, . . . , Zi such that
• χpGrXisq ą grpqq ¨ 2
R1´i,
• for each vertex v P Xi and each x P t1, . . . , iu, v has a neighbor in Yx and no neighbors in Zx,
• for each x P t1, . . . , iu, every vertex in Yx has a neighbor in Zx,
• for each x P t1, . . . , iu, there exists a vertex rx P Zx where for every v P NGpYxq X Zx, there
is a path P from v to rx in GrZxs with NGpYxq X V pP q “ tvu,
• for distinct integers x, y P t1, . . . , iu with x ă y, there are no edges between Zx and Yy Y Zy.
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Such i exists, because pX1, Y1, Z1q satisfies these conditions. We claim that i “ R1.
Suppose that i ă R1. We choose a connected component H of GrXis with chromatic number
more than grpqq ¨ 2
R1´i and let v be a vertex in H. For j ě 0, let Lj be the set of all vertices
of H whose distance to v is j in H. Since H cannot be colored with grpqq ¨ 2
R1´i colors, there
exists t ą 0 such that χpHrLtsq ą grpqq ¨ 2
R1´pi`1q ě grpqq. Since HrLts has chromatic number at
least grpqq, by Theorem 8.1, it contains an induced cycle of length at least r. Since r ě n ` 3, by
Lemma 6.5, we have t ě 2. Let Xi`1 :“ Lt, Yi`1 :“ Lt´1, Zi`1 :“ L0YL1Y¨ ¨ ¨YLt´2, and let ri`1
be the vertex in L0. Then Xi`1 and Y1, . . . , Yi`1 and Z1, . . . , Zi`1 satisfy these conditions, and it
contradicts to the choice of i. Therefore we have i “ R1.
Since χpGrXR1 sq ą grpqq, GrXR1 s contains an induced cycle q1q2 ¨ ¨ ¨ qmq1 with m ě r. We apply
Proposition 7.4 to the subgraph of G induced on tq1, q2, . . . , qmu Y Y1 Y ¨ ¨ ¨ Y YR1 . Since m ě r “
R2n
R1 vertices, by Proposition 7.4, G contains an pR1, R2q-patched cycle pq1q2 ¨ ¨ ¨ qmq1, S1, . . . , SR1q
such that for each j P t1, . . . , R1u, Sj Ď Yj . Furthermore, since ωpGq ď q, by Proposition 7.3, G
contains a simple p2,Mpnqq-patched cycle pq1q2 ¨ ¨ ¨ qmq1, S
1
a, S
1
bq such that S
1
a Ď Sa and S
1
b Ď Sb for
some a and b with 1 ď a ă b ď R1. Note that
• there are no edges between tq1, q2, . . . , qmu and Za Y Zb,
• there are no edges between Zb and S
1
a,
• for each x P ta, bu, every vertex of S1x has a neighbor in Zx,
• for each x P ta, bu and each vertex v P NGpS
1
xq X Zx, there is a path P from v to rx in GrZxs
with NGpS
1
xq X V pP q “ tvu.
Therefore, by Proposition 7.1, G contains a vertex-minor isomorphic to Wn, which is contradiction.
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