Atmospheres on Nonsynchronized Eccentric-tilted Exoplanets I: Dynamical
  Regimes by Ohno, Kazumasa & Zhang, Xi
Draft version March 5, 2019
Typeset using LATEX twocolumn style in AASTeX62
Atmospheres on Nonsynchronized Eccentric-tilted Exoplanets I: Dynamical Regimes
Kazumasa Ohno1 and Xi Zhang2
1Department of Earth and Planetary Sciences, Tokyo Institute of Technology, Meguro, Tokyo, 152-8551, Japan
2Department of Earth and Planetary Sciences, University of California Santa Cruz, 1156 High St, Santa Cruz, CA 95064, USA
ABSTRACT
Relatively long-period nonsynchronized planets—such as warm Jupiters—potentially retain the primordial
rotation, eccentricity, and obliquity that might encapsulate information on planetary climate and formation pro-
cesses. To date, there has not been a systematic study on climate patterns on these planets that will significantly
influence their observations. Here we investigate the atmospheric dynamics of nonsynchronized, fast-rotating
exoplanets across various radiative timescales, eccentricities, and obliquities using a shallow water model. The
dynamical pattern can be demarcated into five regimes in terms of radiative timescale τrad and obliquity θ. An
atmosphere with τrad shorter than a planetary day usually exhibits a strong day–night temperature contrast and
a day-to-night flow pattern. In the intermediate τrad regime between a planetary day and a year, the atmosphere
is dominated by steady temperature and eastward jet patterns for θ ≤ 18◦ but shows a strong seasonal variation
for θ ≥ 18◦ because the polar region undergoes an intense heating at around the summer solstice. If τrad is
larger than a year, seasonal variation is very weak. In this regime, eastward jets are developed for θ ≤ 54◦ and
westward jets are developed for θ ≥ 54◦. These dynamical regimes are also applicable to the planets in eccentric
orbits. The large effects of exoplanetary obliquities on circulation patterns might offer observational signatures,
which will be investigated in Paper II of this study.
Keywords: planets and satellites: atmospheres – planets and satellites: gaseous planets
1. INTRODUCTION
Since the first detection of an exoplanet (Mayor & Queloz
1995), observational efforts have greatly extended the known
exoplanet catalog to date, which enables us to focus on not
only close-in exoplanets but also outer exoplanets. The close-
in exoplanets are predicted to be in a synchronous state of
their rotation by the stellar tides (Guillot et al. 1996; Rasio
et al. 1996). By contrast, as orbital distance increases, plan-
ets tend to retain their primordial rotation, eccentricity, and
obliquity, which is defined as the angle between the orbital
normal and the spin axis of a planet. For example, solar
system planets exhibit a variety of obliquities, such as ∼0◦
(Mercury and Jupiter), 20◦–30◦ (Earth, Mars, Saturn, and
Neptune), ∼90◦ (Uranus), and ∼180◦ (Venus). For eccen-
tricity, exoplanets orbiting beyond 0.03 AU are observed to
have various eccentricities ranging from 0 to 1.0 (Winn &
Fabrycky 2015). As an extreme example, the hot Jupiter HD
80606 b has an eccentricity of 0.93 (Moutou et al. 2009).
Planetary obliquity is of a great interest in a number of
astrophysical problems. The planet obliquity potentially pro-
vides clues to climate and formation processes of exoplanets.
Obliquity affects the spatial distribution of the incoming stel-
lar insolation, and hence the climate and habitability of exo-
planets (e.g., Williams & Kasting 1997; Williams & Pollard
2003; Kane & Torres 2017). If a high planetary obliquity is
maintained by a secular spin-orbit resonance with an outer
planet, it has significant effects on the tidal heating and or-
bital evolution of close-in exoplanets (Winn & Holman 2005;
Millholland, & Laughlin 2018). Planetary obliquities have
also been used to infer the dynamical histories of giant plan-
ets in the solar system (Brasser & Lee 2015). If a planet has a
substantially large obliquity, it might imply past giant impact
events (e.g., Chambers 2001; Kokubo & Ida 2007) as sug-
gested for the origin of Uranian high obliquity (Slattery et al.
1992; Kegerreis et al. 2018; Kurosaki & Inutsuka 2019).
On the other hand, observables of exoplanets such as tran-
sit light curves are greatly modified by atmospheric dynam-
ics, which are significantly influenced by eccentricity and
obliquity. A number of previous studies have thoroughly in-
vestigated atmospheric dynamics on close-in exoplanets with
zero obliquity (e.g., Showman & Guillot 2002; Cooper &
Showman 2005; Dobbs-Dixon & Lin 2008; Showman et al.
2009; Heng et al. 2011; Rauscher & Menou 2012, 2013;
Kataria et al. 2014, 2016; Charnay et al. 2015; Komacek &
Showman 2016; Komacek et al. 2017; Mayne et al. 2017;
Zhang & Showman 2017, 2018). Recent expansion of the
exoplanet catalog has also motivated investigations of atmo-
spheric dynamics on nonsynchronized exoplanets. Showman
et al. (2015) examined the influences of planetary rotation
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on atmospheric dynamics on warm and hot Jupiters (see also
Penn & Vallis 2017; Penn, & Vallis 2018, for Earth-like ex-
oplanets). They showed that the dynamics of a nonsynchro-
nized planet is dominated by either an equatorial superro-
tating jet or midlatitude jets, depending on the rotation pe-
riod and incident flux. Kataria et al. (2013) investigated the
atmospheric dynamics and thermal light curves of eccentric
hot Jupiters (see also Langton & Laughlin 2008; Lewis et al.
2010, 2014, 2017). They found that the shape of the light
curve is significantly influenced by the eccentric orbit, al-
though the circulation patterns are qualitatively similar to that
of planets in circular orbits. But all of the above studies have
assumed zero planetary obliquity.
Pioneering study of Langton & Laughlin (2007) investi-
gated the atmospheric circulations on hot Jupiter with obliq-
uity of 90 deg using a shallow water model. They showed
that the temperature patterns on highly tilted planets are pe-
riodic and more symmetric than that on planets with zero
obliquities. Recently, Rauscher (2017) investigated the dy-
namics on planets for a variety of obliquities and showed that
the atmospheric flow pattern significantly varies with obliq-
uity. It was also suggested that the seasonal variation oc-
curs when the planetary obliquity is higher than ∼30◦. How-
ever, Rauscher (2017) assumed that the atmospheric dynamic
is controlled by diurnally averaged insolation, which might
not be true for planets with different insolation. Moreover,
Rauscher (2017) only investigated the dynamics on a planet
with a circular orbit. Because orbital eccentricity is much
more difficult to damp than planetary obliquity by the stellar
tides during planetary migration (Peale 1999), it is expected
that tilted 1 planets are also likely to have nonzero eccentric-
ities. To date, there has not been a systematic investigation
on atmospheric regimes with both nonzero eccentricity and
obliquity.
We aim to investigate the atmospheric dynamics on generic
eccentric-tilted exoplanets (ET planets hereafter) and its ob-
servational implications. Our study will be presented in two
consecutive papers. In Paper I (the current paper), we will
investigate how the dynamical regimes vary with planetary
obliquity and eccentricity. In Paper II (Ohno & Zhang 2019),
we will calculate synthetic thermal light curves of ET planets
and discuss how to potentially infer the obliquity from obser-
vations. The organization of this paper is as follows. We
present the theoretical arguments on the dynamical regimes
of ET planets in Section 2. We introduce our numerical
model description and procedures in Section 3. We show
the dynamical patterns and thermal structures of ET planets
in Section 4. We summarize this paper in Section 5.
1 In this study, ”tilted” does not mean the inclined orbital plane, namely a
nonzero orbital inclination. Here ”tilted” means that the planet rotation axis
is misaligned to its orbital normal.
2. DYNAMICAL REGIMES
In this study, we classify the atmospheric dynamics of ET
planets into five typical regimes in terms of planetary obliq-
uity θ and radiative timescale τrad (see Figure 1). Since we
focus on planets with a relatively long orbital period, we as-
sume that the planetary rotation period Prot is much shorter
than the orbital period Porb. This is true for solar system
planets except for Venus, where atmospheric tides might be
important (e.g., Goldreich & Peale 1970) but are not included
here. The radiative timescale usually increases with increas-
ing orbital distance as the planet gets colder but also depends
on a number of parameters, such as vertical distributions of
temperature and opacity in the atmosphere. Because of the
uncertainty of the radiative timescale, we vary τrad as a free
parameter in this study.
The dynamical regimes can be classified using the temper-
ature patterns and dominant stellar heating patterns. If τrad
is shorter than Prot, we expect that the temperature pattern
has a strong day–night contrast. If τrad is longer than Prot
but shorter than Porb, the temperature patterns are controlled
by diurnal mean insolation patterns. If τrad is longer than
Porb, the temperature patterns are eventually dominated by
annual mean insolation patterns. In the latter two cases, we
further expect different behaviors between the low-obliquity
and high-obliquity cases. For fast-rotating planets, if the fric-
tional drag in the atmosphere is weak, we crudely predict that
the flow patterns are largely controlled by the balance be-
tween the Coriolis force and the pressure gradient, called the
geostrophic balance (Vallis 2006). Here we first summarize
the five dynamical regimes for tilted planets (Figure 1). The
criteria θ = 18◦ and 54◦ will be derived and discussed later.
(I) When the stellar irradiation is very strong, the radiative
timescale becomes short, and an instantaneous insola-
tion pattern (a day–night heating pattern) controls at-
mospheric circulation. The temperature pattern shows
a hot dayside and a cold nightside. The wind pattern is
generally dominated by substellar-to-antistellar flows.
Both the temperature and flow patterns are highly time-
dependent, slaved to the substellar point movement.
The criterion of this regime is given by τrad < Prot.
(II) When stellar irradiation is weak or the planetary rota-
tion is rapid, the atmosphere does not reach the radia-
tive equilibrium during the planetary day, and thus di-
urnally averaged insolation dominates the heating pat-
tern. If the obliquity is low, the temperature pattern
shows a hot equator region and cold poles, and the
seasonal variation is weak. The wind pattern is domi-
nated by eastward flows. The criteria of regime II are
Prot < τrad < Porb and θ < 18◦.
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Figure 1. Schematic diagrams of dynamical regimes for ET planets. The dynamical regime might be classified into five regimes in terms of the
temperature and wind patterns (see Section 2). For retrograde-rotating planets with θ > 90◦, one can translate the vertical axis to 180◦ − θ (see
Section 2). The snapshots of relevant circulation patterns taken from Section 4 are also shown for each regime.
(III) Planets with large obliquities can receive more inso-
lation at the pole than the equator during the plane-
tary day. As a result, the temperature pattern exhibits
significant seasonal variations and shows a hot illumi-
nated summer pole and a cold equator when the planet
is around the solstices. In contrast to regime II, west-
ward flows emerge on the illuminated hemisphere in
this regime because the pressure gradient is from the
illuminated pole to the equator. The criteria of regime
III are Prot < τrad < Porb and θ > 18◦.
(IV) When the stellar irradiation is very weak, the radia-
tive timescale is significantly long, and the atmosphere
does not reach the radiative equilibrium even in a plan-
etary year. In this situation, the stellar heating pattern
is dominated by annual mean insolation rather than
the diurnal mean. The temperature and flow patterns
are similar to those in regime II with small obliqui-
ties; however, the criterion is different. Under annual
mean insolation, the criterion of regime IV is given by
τrad > Porb and θ < 54◦.
(V) Planets with large obliquities receive more insolation
at both poles than at the equator when averaged in a
planetary year. In other words, the annual mean inso-
lation is maximized at both poles if the obliquity ex-
ceeds a threshold. This forcing pattern induces a pres-
sure gradient from the poles to the equator, and thus the
westward flows emerge on the entire planet. The crite-
ria of regime V is given by τrad > Porb and θ > 54◦.
For planets in an eccentric orbit, the eccentricity has rela-
tively minor effects because it only affects the magnitude
of temperature but not the shape of the temperature distri-
bution. However, the eccentricity might lead to a transition
from regime III to V as discussed in Section 4.3.2. Here, we
explain the physical basis of each regime in detail.
In regime I, the dynamical pattern is controlled by the
day–night heating. A specific case of this regime—the zero-
obliquity case—corresponds to the highly illuminated regime
examined by Showman et al. (2015). In the case of nonzero
obliquity, the temperature patterns should be significantly
different from that of nontilted planets. For a high-obliquity
planet, the substellar point moves across a large latitudinal
range with time. Because the Coriolis force also changes
substantially with latitude, we expect that the flow pattern
behaves very differently in different seasons.
In regimes II and III, we predict that the dynamical pat-
terns should be controlled by diurnal mean insolation. The
parameter space investigated by Rauscher (2017) is located
in these two regimes. The diurnal mean insolation S d(φ) as a
function of latitude is expressed as (e.g., Williams & Kasting
1997)
S d(φ) =
S i
pi
(Dh sin φ sin φss + cos φ cos φss sin Dh), (1)
where S i is the incoming stellar flux, φ is the latitude, φss
is the substellar latitude, and Dh is the hour angle between
sunset and sunrise, given by
cos Dh = − tan φ tan φss, for 0 < Dh < pi, (2)
where φss = ±θ stands for the solstices and φss = 0 for the
equinox. The eccentricity only affects the incoming flux S i
so that it varies with the star–planet distance. We plot Equa-
tion (1) in the top panel of Figure 2 as a function of φ and φss.
4 Ohno & Zhang
Forcing pattern is different from
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Figure 2. Diurnal (top panel) and annual (bottom panel) mean inso-
lation. The horizontal axis is the substellar latitude and the obliquity
for the top and the bottom panels, respectively. The vertical axes are
latitude. The color scale shows the diurnal mean insolation (Equa-
tion 1) normalized by S 0 and the annual mean insolation (Equation
4) normalized by L/4pia2 in the top and the bottom panels, respec-
tively. The white and black lines denote the critical obliquity for the
transition of the dynamical regimes (see Section 2).
The diurnal mean insolation is maximized either at the equa-
tor (φ = 0) or at the illuminated pole (φ = +pi/2 or −pi/2),
resulting in distinct temperature patterns. Equating S d(0) and
S d(pi/2), we can obtain the critical substellar latitude φd for
the transition between the above two types of insolation dis-
tributions:
φd = tan−1
(
1
pi
)
≈ 18◦. (3)
Because the substellar latitude φd can only vary from zero
to planetary obliquity θ, the insolation distributions are ex-
pected to be different between planets with θ < φd and
θ > φd. Thus, we predict that the dynamical regime changes
at around θ = 18◦. For θ < 18◦ (regime II), the insola-
tion is maximized at the equator throughout the planet or-
bit, and there is no strong seasonal variation. For θ >
18◦ (regime III), the insolation is maximized at the equa-
tor around equinoxes but at the illuminated pole around sol-
stices. Therefore, we expect a strong seasonal variation in
circulation and temperature patterns for θ > 18◦. Rauscher
(2017) found that the seasonal variation is remarkable for
θ ≥ 30◦ from 3D numerical simulations, qualitatively con-
sistent with the obliquity criteria derived here.
The temperature patterns are controlled by annually aver-
aged insolation rather than diurnal average when the radia-
tive timescale is significantly longer than the orbital period
in regimes IV and V. The annual mean insolation S a(φ) as a
function of latitude is given by (Ward 1974)
S a(φ) =
L0
8pi3a2
√
1 − e2
∫ 2pi
0
[1 − (sin φ cos θ − cos φ sin θ sinψ)2]1/2dψ,
(4)
where L0 is the stellar luminosity and a is the semi-major
axis. We plot Equation (4) in the bottom panel of Figure 2
for e = 0. The annual mean insolation is maximized either at
the equator or both poles. Here, S a(0) and S a(pi/2) are given
by
S a(0) =
L0
2pi3a2
√
1 − e2
E(sin θ), (5)
S a(pi/2) =
L0 sin θ
4pi2a2
√
1 − e2
, (6)
where E(sin θ) is the complete elliptical integral of the second
kind (Ward 1974). Equating Equations (5) and (6), we obtain
sin θa =
2
pi
E(sin θa). (7)
The solution of Equation (7) corresponds to the critical obliq-
uity θa for the annual mean insolation, which is approxi-
mately θa ≈ 54◦ (Ward 1974). The average insolation is
maximized at the equator for θ < 54◦ (regime IV) and at
both north and south poles for θ > 54◦ (regime V). As a re-
sult, the temperature and circulation patterns in regimes IV
and V are very different.
It is worth noting that both obliquity criteria, θ = 18◦ and
54◦, are independent of the eccentricity. For the criterion sep-
arating regimes II and III, the eccentricity only changes the
magnitude S i and does not affect the spatial pattern of the
diurnal mean insolation when the substellar latitude is the
same. For the criterion dividing regimes IV and V, latitudinal
dependence of the annual mean insolation is also not influ-
enced by the eccentricity. Therefore, those obliquity criteria
are also applicable to both the eccentric-orbit planets and the
circular-orbit planets, which will be demonstrated by numer-
ical simulations in Section 4.3. Although the above argu-
ments were derived for θ ≤ 90◦, the atmospheric dynamics
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on a fast-rotating planet with retrograde rotation (θ > 90◦)
generally behave similar to that with 180◦ − θ. This will also
be demonstrated in Section 4.2.
The above regime demarcation is mainly applicable to the
warm exoplanets that are not far from the host star and still
receive a considerably larger incoming stellar flux than the
internal flux from their deep convective interiors. These
regimes should not be simply applied to the cold giant plan-
ets, such as the four giant planets in our solar system. Very
crudely speaking, it seems interesting that the four giant plan-
ets in our planetary system fall into different regimes in our
diagram (Figure 1). Using the radiative timescale from Li et
al. (2018), we can roughly classify Jupiter into regime II,
Saturn and Neptune into regime III, and Uranus into regime
V. Indeed, Saturn (supposed to be in regime III) shows a
strong seasonal cycle (Guerlet et al. 2018), and Uranus (sup-
posed to be in regime V) has a broad westward jet (Ingersoll
1990; Liu & Schneider 2010). But a careful analysis shows
that their atmospheric behaviors do not precisely follow our
regime classification here. For example, Neptune (supposed
to be in regime III) shows a strong westward jet at the equator
in the troposphere (Ingersoll 1990; Liu & Schneider 2010),
and Jupiters stratosphere (supposed to be in regime II) shows
a strong four-year quasi-periodic oscillation at the equator
(Leovy et al. 1991; Orton et al. 1991). The reason why our
regime classification fails in the cold giant planet regime is
that the incoming stellar flux is comparable to or less than
the outgoing interior flux. In that context, the waves from
convective interiors significantly affect the circulation in the
upper atmosphere (Conrath et al. 1990; West et al. 1992; Lian
& Showman 2010; Showman et al. 2018). On the other hand,
for the warm exoplanets that we focus on here, the effects
of convection from the deep atmosphere should have minor
impacts on the circulation because the stellar flux is stronger
than the expected interior flux by several orders of magnitude
(Showman et al. 2015).
3. MODEL DESCRIPTION
We use a one-and-a-half-layer shallow water model to sim-
ulate the atmospheric dynamics of nonsynchronized ET exo-
planets (see Figure 3). Shallow water models have been ex-
tensively used to study gas giants in the solar system (e.g.,
Scott & Polvani 2008), hot Jupiters (Showman & Polvani
2011; Liu & Showman 2013; Perez-Becker & Showman
2013), brown dwarfs (Zhang & Showman 2014), and ex-
traterrestrial planets (Penn & Vallis 2017; Hammond & Pier-
rehumbert 2018). Although these models are highly ideal-
ized, they are able to capture the essential features of dynam-
ical and thermal structures. The model also allows us to ef-
ficiently explore the atmospheric dynamics for a broad range
of parameters in this study.
Δh
R
h
eq h
Illuminated
Non
Illuminated
Figure 3. Schematic illustration of a one-and-a-half-layer shallow
water model. The atmosphere consists of an upper active layer (light
blue layer) and a infinitely deep quiescent layer (deep blue layer).
Net radiative heating restores the upper layer thickness h (red line)
to a local equilibrium value heq (black line), accompanied by the
exchange of the mass and the momentum between the upper and
deeper layers (green arrow).
Our shallow water model is constructed of an upper active
layer with a variable height h and a lower quiescent layer,
where each layer has a constant density. We calculate the
evolution of the height field h(λ, φ) and the horizontal veloc-
ity field v(λ, φ) of the upper active layer driven by external
forcing (for details, see Vallis 2006). The master equations
of the shallow water model, given as momentum and conti-
nuity equations, are
dv
dt
+ g∇h + F k × v = R − v
τdrag
, (8)
∂h
∂t
+ ∇ · (vh) = heq(λ, φ, t) − h
τrad
≡ Q, (9)
where v is the horizontal velocity vector, λ is the longitude,
φ is the latitude, k is the vertical unit vector, g is the gravita-
tional acceleration, F = 2Ωrotsinφ is the Coriolis parameter
and Ωrot is the angular velocity of the planetary rotation, τdrag
is the characteristic timescale of the momentum drag, and Q
is the net radiative heating rate of the upper layer.
The momentum exchange term R is designed to represent
the mass transfer from the deeper quiescent layer triggered by
the radiative heating. Following Showman & Polvani (2011),
we describe R as
R =
 −Qv/h (Q > 0)0 (Q < 0). (10)
Note that moving out of the fluid from the upper layer does
not affect the momentum of the upper layer. This term en-
sures that the system reaches a single statistical equilibrium
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Figure 4. Illustration of the eccentric-tilted planet system. The green trajectory and arrow represent the orbital plane and normal, respectively.
The blue dotted curve represents the circular orbit with the same semimajor axis. Here f is the true anomaly, E is the eccentric anomaly, θ is
the planetary obliquity, and rss is the substellar point.
state from any initial condition for tidally locked planets (Liu
& Showman 2013). Also, the term is crucial for emergence
of the equatorial superrotation on synchronized planets in
shallow water simulations (Showman & Polvani 2011).
The term of v/τdrag is a parameterized drag term (e.g.,
Showman & Polvani 2011). The drag timescale τdrag encap-
sulates various effects such as the Lorentz force drag (Perna
et al. 2010; Rauscher & Menou 2013) or turbulent mixing
(Li & Goodman 2010; Youdin & Mitchell 2010). The effect
of the magnetic field on dynamics is important only at high
temperatures for sufficient thermal ionization (e.g., Rogers &
Komacek 2014), and it might have minor effects on nonsyn-
chronized exoplanets with relatively low temperatures. On
the other hand, subgrid turbulence caused by hydrodynamic
instability could dissipate the momentum (e.g., Li & Good-
man 2010), which may act as the drag in atmospheres on
nonsynchronized exoplanets. Therefore, we set a relatively
long τdrag = 1000 days for all simulations in this study.
For radiative heating and cooling, we adopt the Newtonian
cooling scheme that relaxes the height field toward a local
equilibrium height distribution heq with a radiative timescale
τrad (e.g., Showman & Polvani 2011; Liu & Showman 2013;
Perez-Becker & Showman 2013; Zhang & Showman 2014).
In this study, we parameterize the time-varying equilibrium
height field heq as
heq = H + ∆h
(
1 − e2
1 + e cos f
)−2
(rss · r)H(rss · r), (11)
where H is the mean atmospheric height on the nightside2, f
is the true anomaly; r is the unit point vector, rss is the unit
point vector of the substellar point, and ∆h is the difference
of the equilibrium height between the substellar point and
the nightside. In this study, we set ∆h = 0.1H. Here, H(x)
is the Heaviside step function since the nightside receives no
2 One can also understand H using gH, the mean geopotential on the
nightside. See Equation (16) later for discussion.
irradiation:
H(x) =
 1 when x ≥ 00 when x < 0. (12)
The factor of [(1 − e2)/(1 + e cos f )]−2 expresses the time
variability of the incoming flux in an eccentric orbit. When
one calculates the true anomaly, it is convenient to introduce
the eccentric anomaly E (Murray & Dermott 1999, see also
Figure 4). From a geometric argument, the eccentric anomaly
E is associated with the true anomaly f as
tan
f
2
=
√
1 + e
1 − e tan
E
2
. (13)
The time evolution of the eccentric anomaly can be calcu-
lated with the Kepler’s equation (Murray & Dermott 1999)
dE
dt
=
2pi
Porb
1
1 − e cos E . (14)
We calculate f using Equations (13) and (14) for each time
step. To simulate the effects of obliquity, we introduce the
time-varying motion of the substellar point, described as (for
the derivation, see Dobrovolskis (2009, 2013))
rss =

(1 − cos θ) cos ( f − fsol) sin Ωrott − sin (Ωrott − f + fsol)
(1 − cos θ) cos ( f − fsol) cos Ωrott − cos (Ωrott − f + fsol)
cos ( f − fsol) sin θ
 ,
(15)
where fsol is the true anomaly of the northern summer sol-
stice. In contrast to Rauscher (2017), who assumed the di-
urnally averaged stellar flux patterns, we explicitly calculate
the diurnal cycle because some of our cases have very short
radiative timescales and the assumption of a diurnal average
is invalid.
For ET planets, there are two kinds of seasons: the obliq-
uity season and the eccentricity season. The obliquity sea-
son originates from the insolation distribution change due
to the misalignment between the planetary rotation axis and
the orbital normal. The eccentricity season is from the in-
solation magnitude change that results from the star–planet
distance change in an eccentric orbit. The true anomaly of
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Table 1. Model Parameters Used in This Study.
Parameter Range Description
θ 0◦, 10◦, 30◦, 60◦, 90◦, 120◦, 150◦, 180◦ Planetary obliquity
fsol 0◦, ±45◦, ±90◦, ±135◦, 180◦ Northern summer solstice phase
e 0, 0.3, 0.5 Orbital eccentricity
τrad 0.1, 5, 100 days Radiative timescale
τdrag 1000 days Drag timescale
Prot 0.5 day Planetary rotation period
Porb 30 days Planetary orbital period
gH 2 × 105 m2 s−2 Mean geopotential
∆h/H 0.1 Relative forcing amplitude
the northern summer solstice fsol is used to quantify the in-
teraction between the obliquity season and the eccentricity
season. For example, in the case of fsol = 0◦, the planet ex-
periences the northern summer solstice at the periapse and
thus a very hot summer in the northern hemisphere. In the
case of fsol = 90◦, the planet experiences the vernal equinox
at the periapse, which might lead to a cooler summer in the
northern hemisphere than the spring at the equinox.
The mean geopotential gH in our model is calculated based
on the Rossby deformation radius in a 3D stratified atmo-
sphere. The Rossby deformation radius is the characteristic
length scale within which the buoyancy force dominates the
dynamics over the Coriolis force. Following Zhang & Show-
man (2014), the mean geopotential is given by
gH = γκ2cpT, (16)
where cp is the specific heat of the atmosphere, κ = R/µcp is
∼2/7 for hydrogen-dominated atmospheres, and γ = [1 +
(cp/g)dT/dz] is the metric of subadiabaticity that equals
unity for isothermal and zero for adiabatic atmospheres. Sub-
stituting cp = 1.3 × 104 J kg−1 K−1 for hydrogen-dominated
atmospheres, γ = 0.1–1 (Zhang & Showman 2014), and
T = Teq∼650 K,3 we obtain gH∼7 × 104–105 m2 s−2. In this
study, we adopt the intermediate value of gH = 2×105 m2 s−2
for all simulations.
We perform simulations using the Spectral Transform
Shallow Water Model (STSWM; Hack & Jakob 1992) to
solve the Equations (8)–(9) in spherical coordinates. This
model was previously used for hot Jupiters and brown dwarfs
(Showman & Polvani 2011; Perez-Becker & Showman 2013;
Zhang & Showman 2014). The equations are integrated with
the spectral resolution of T170, which is equivalent to 512
longitude × 256 latitude. The numerical stability is main-
tained by ∇6 hyperviscosity, where we set the hyperviscosity
coefficient ν6 = 1030 m6 s−1 so that the smallest scales are
3 The equilibrium temperature is given by Teq = T∗
√
R∗/2a, where T∗
and R∗ are the stellar effective temperature and radius. Here we set T∗ =
6000 K and R∗ = 7 × 108 m for sun-like stars.
diffused with a timescale of ∼10 days. Although larger hy-
perviscosity leads to more smoothed height and velocity
fields, the large-scale structures focused on this study are
hardly influenced by the choice of hyperviscosity. We as-
sume the rotation period Prot = 0.5 day 4 and the planetary
radius Rp = 8.2 × 107 m, values similar to that of Jupiter.
It is suggested that, for Jupiter-like planets around a solar-
mass star, the tidal spin-down timescale is longer than the
typical system age (∼109 yr) beyond 0.1–0.2 AU (Showman
et al. 2015; Rauscher 2017). Therefore, we set the orbital
period Porb = 30 days, equivalent to the orbital period at
a = 0.2 AU around sun-like stars, at which the tidal synchro-
nization might not be effective for Jupiter-like planets. We
carry out numerical simulations for possible combinations
of τrad = 0.1, 5, 100 days; e = 0, 0.3, 0.5; θ = 0◦, 10◦,
30◦, 60◦, 90◦, 120◦, 150◦, 180◦; and fsol = 0◦, ±45◦, ±90◦,
±135◦, 180◦. We have run the simulations over 500 days for
τrad = 0.1 and 5 days and 1500 days for τrad = 100 days,
and we ensure that the system reaches a steady state. The
parameters are summarized in Table 1.
4. ATMOSPHERIC DYNAMICAL PATTERNS AND
THERMAL STRUCTURES
4.1. Tilted Planets in Circular Orbits
We first show dynamical patterns for planets in circular
orbits. We demonstrate that height fields and flow patterns
drastically vary with planetary obliquity. Figure 5, 6, and
7 show the height fields and flow patterns on planets with
a variety of obliquities for τrad = 0.1, 5, and 100 days, re-
spectively. The snapshots of height fields and flow patterns
are taken at the orbital phase of the vernal equinox, northern
summer solstice, fall equinox, and northern winter solstice.
Here we discuss the results in different regimes.
4.1.1. Regime I: Day–Night Contrast Is Dominant
In the case of τrad = 0.1 day, the circulation is driven
by the time-varying day–night insolation patterns (Figure 5).
4 In this study, one day refers to one Earth day, namely 86, 400 s.
8 Ohno & Zhang
θ = 0°
30°
90°
60°
Figure 5. Snapshots of height fields (color scale) and wind velocities (arrows) for planets with e = 0. The radiative timescale is set as
τrad = 0.1 day in regime I, as presented in Section 2. The height fields h are normalized by the mean atmospheric height H on the nightside, and
thus the color scale is always larger than unity (see Equation 11). The horizontal axes are longitude chosen so that the substellar point, denoted
as the white dots, is placed at 180◦. Each column, from left to right, shows the snapshots at vernal equinox, summer solstice, fall equinox, and
winter solstice, respectively. In each row, from top to bottom, the planetary obliquity is set as 0◦, 30◦, 60◦, and 90◦, respectively. Note that the
lengths of arrows are normalized by the maximum length at each snapshot to clarify the dynamical patterns and do not represent magnitudes of
the wind velocity.
The height field exhibits a strong day–night contrast for zero
obliquity (top row in Figure 5). This is qualitatively similar
to the results of Showman et al. (2015) in which the radiative
timescale is shorter than the diurnal cycle (the bottom right
panel of Figure 4 in Showman et al. (2015)). For nonzero
obliquity, the hottest point is slaved by the substellar insola-
tion that seasonally moves in both longitude and latitude. The
height field patterns at the equinox are almost the same for all
obliquities because the height field is mainly determined by
the equilibrium field at each moment. By contrast, the height
fields at the solstices show south–north contrast as obliquity
increases.
Our simulated atmospheres mainly exhibit strong day-to-
night flow patterns instead of equatorial jets. In fact, the
zonal-mean zonal winds in our simulations of nontilted plan-
ets (not shown here) show a weak jet-like structure at the
equator, but the peak is much weaker compared with the 3D
model results in Showman et al. (2015), even though our
height fields look similar to their temperature distributions.
Some cases with short radiative timescales in Showman et al.
(2015, Figure 5, the cases in the bottom row) develop strong
equatorial jets, although the parameters in their 3D simula-
tions are not exactly the same as that in our 2D simulations
here. The weak equatorial jet in our simulations in regime
I is probably due to the fact that the shallow water system
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θ = 0°
90°
10°
30°
Figure 6. Same as Figure 5, but for τrad = 5 days in regimes II and III in which the diurnal mean heating is dominant. From top to bottom, each
row shows the snapshots for obliquity of 0◦, 10◦, 30◦, and 90◦, respectively.
is not able to simulate the baroclinic dynamics, which might
be crucial for jet development in fast-rotating planets with a
small Rossby number (Penn & Vallis 2017).
Our simulations always exhibit an eastward displacement
of the hot spot from the substellar point. For tidally locked
planets, a number of mechanisms producing the hot spot dis-
placement have been proposed, for example, zonal propaga-
tion of equatorially trapped Kelvin and Rossby waves (Show-
man & Polvani 2011), heat transport by the eastward zonal
flow (e.g., Cowan & Agol 2011; Zhang & Showman 2017),
and Doppler-shifted Kelvin and Rossby waves due to the
eastward zonal flow (Hammond & Pierrehumbert 2018). In
the context of our nonsynchronized, rapidly rotating planets,
the displacement is caused by the time delay of the height
field response to stellar irradiation, also seen in other litera-
ture for nonsynchronized planets (Showman et al. 2015; Penn
& Vallis 2017; Penn, & Vallis 2018). When the substellar
point moves westward due to a rapid rotation (Prot < Porb),
the hot spot is shifted eastward from the substellar point un-
less the gravity wave is faster than the substellar point move-
ment (Penn & Vallis 2017). In our simulations, the gravity
wave speed (
√
gH∼450 m s−1) is much slower than the sub-
stellar point velocity (2piRp|P−1rot−P−1orb|∼12000 m s−1). There-
fore, the height field always exhibits an eastward displace-
ment of the hot spot from the substellar point when the radia-
tive timescale is short in regime I.
For planets with θ > 0◦, the height fields exhibit seasonal
variations, basically following the substellar point move-
ment. At the equinox where the substellar point is located
at the equator, the shape of the height field is similar to that
on nontilted planets. At the solstice, the atmosphere under-
goes an intense heating in the illuminated hemisphere if the
obliquity is high. As a result, the height field at the solstice
is considerably different from that at the equinox.
The dynamical pattern for tilted planets is driven by a time-
varying stellar insolation. The flow pattern at the equinox
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θ = 0°
30°
60°
90°
Figure 7. Same as Figure 5, but for τrad = 100 days in regimes IV and V in which the annual mean heating is dominant. From top to bottom,
each row shows the snapshots for obliquity of 0◦, 30◦, 60◦, and 90◦, respectively.
is nearly independent of obliquity and looks similar to that
on nontilted planets. But the flow pattern at the solstice is
different from that on nontilted planets when the obliquity
is high. For θ ≤ 30◦, the flow pattern at the solstice shows
a day-to-night flow pattern and is roughly similar to that on
nontilted planets (the second row in Figure 5). However, in
the cases of θ = 60◦ and 90◦, the flow patterns are dominated
by westward winds on the illuminated hemispheres (the third
and bottom rows in Figure 5). The westward flows are caused
by the balance between the Coriolis force and the pressure
gradient from the illuminated pole to the equator.
4.1.2. Regimes II and III: Diurnal Mean Heating Is Dominant
The atmospheric dynamics are controlled by diurnally av-
eraged insolation for τrad = 5 days, which is longer than the
rotation period but shorter than the orbital period (Figure 6).
We find that the height fields and flow patterns for θ = 30◦,
60◦, 90◦ are considerably different from those for θ = 0◦,
10◦. This is consistent with the obliquity criterion of θ ≈ 18◦
predicted in Section 2 and explains the transition between the
two dynamical regimes.
The atmospheric dynamics exhibit seasonal variations
when planetary obliquity is larger than 18◦, as expected
in Section 2. For lower-obliquity cases (θ = 0◦ and 10◦),
the height fields and flow patterns are qualitatively similar
for both cases (the first and second rows in Figure 6). The
height field is longitudinally homogenized and maximized
at the equator, leading to eastward flows on the entire planet
throughout the planet orbit. On the other hand, for higher-
obliquity cases with θ = 30◦ and 90◦, the height field is
highly time-dependent and higher in the illuminated polar
region than at the equator (the third and bottom rows of Fig-
ure 6). This results in westward flows on the illuminated
hemisphere and eastward flows on the other hemisphere in
geostrophic balance.
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180°
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θ = 120°
τ
rad = 0.1 day τrad = 100 daysτrad = 5 days
Figure 8. Snapshots of height fields (color scale) and winds (arrows) for circular-orbit planets with retrograde rotation. The snapshot is taken
at the northern summer solstice for each panel. Each column, from left to right, shows the fields for τrad = 0.1, 5, and 100 days, respectively.
Each row, from top to bottom, shows the snapshot for θ = 120◦, 150◦, and 180◦, respectively.
Although our simulations are based on a simple shallow
water system and Newtonian cooling scheme, our results are
qualitatively consistent with the 3D simulations performed
by Rauscher (2017). Especially, the two studies show a simi-
lar time evolution of the temperature structures (height fields
in our cases) for both low and high obliquities. In general,
the 2D wind patterns from our simulations are also consis-
tent with that in Rauscher (2017), which exhibits steady east-
ward flows for lower-obliquity cases (θ = 0◦ and 10◦) and
seasonally varying flow patterns for higher-obliquity cases
(θ ≥ 30◦), including the westward flows for θ = 60◦ (see Fig-
ure 1 of Rauscher 2017). But our simulations with θ = 90◦
(bottom row in Figure 6) are different from the 3D model re-
sults in Rauscher (2017, bottom row of Figure 1). We show
alternating eastward and westward jetss, but Rauscher (2017)
shows westward flows on the entire planet. This is possi-
bly related to the height field distributions in our simulations,
which are also slightly different from that in Rauscher (2017).
For the θ = 90◦ case, our simulations show that the winter
pole is colder than the equator at the solstice, while the win-
ter pole is slightly hotter than the equator in Rauscher (2017).
This discrepancy might be due to the difference in the atmo-
spheric response to the heating between our 2D simulations
and the 3D simulations in Rauscher (2017). As noted in her
paper, the response time of the temperature pattern is an or-
der of magnitude longer than the radiative timescale, due to a
complex radiative and dynamical response in her 3D model.
In fact, the westward flows on the entire planet simulated in
Rauscher (2017) resemble the flow patterns in our regime V
with a longer radiative timescale, introduced in the next sec-
tion.
4.1.3. Regimes IV and V: Annual Mean Heating Is Dominant
Seasonal variations of the height fields and flow patterns
are less obvious when the radiative timescale is longer than
the orbital period. Figure 7 shows the height fields and flow
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patterns for τrad = 100 days, which is longer than both the
rotation and orbital periods. The height fields are almost lon-
gitudinally homogenized and constant with time. It implies
that the long radiative timescale makes both the diurnal cy-
cle and the seasonal cycle less important. We find that the
height fields and flow patterns are considerably different be-
tween the cases with θ ≤ 30◦ and θ ≥ 60◦. This is again in
agreement with our obliquity criterion of θ = 54◦ predicted
in Section 2.
For the lower-obliquity cases (θ = 0◦, 30◦), the annual
mean insolation is maximized at the equator, and the atmo-
spheric dynamics are driven by the pressure gradient from
the equator to the poles (the top and second rows in Figure
7). As a result of geostrophic balance, the flow patterns are
dominated by eastward flows on the entire planet in our sim-
ple 2D fluid model, which is similar to that in regime II (Sec-
tion 4.1.2). In the cases of θ = 60◦ (third row in Figure 7), the
insolation is higher at both the north and south poles than at
the equator. This results in flow patterns dominated by west-
ward jets in the midlatitude region and a weak eastward jet at
the equator. As obliquity increases, the flow pattern is even-
tually dominated by westward flows on the entire planet, as
seen in the case of θ = 90◦ (the bottom row in Figure 7).
4.2. Planets with Retrograde Rotation
As mentioned in Section 2, the height fields and flow pat-
terns on planets with retrograde rotation (i.e., θ > 90◦)
are qualitatively similar to those on planets with obliquity
180◦ − θ. Figure 8 shows the height and flow fields on
planets with θ = 120◦, 150◦, and 180◦ for various radia-
tive timescales. For example, in the case of τrad = 0.1 day
(the left column in Figure 8), the atmosphere shows a strong
day–night contrast in the height field and a day-to-night flow
pattern, which are also seen on planets with θ ≤ 90◦ (Figure
5). The height and flow patterns on planets with obliquity θ
look very similar to that with 180◦ − θ (see Figure 5). This is
seen in the cases of τrad = 5 and 100 days as well.
The reason for the above mirror similarity is that the
substellar point movements are similar between the θ and
180◦ − θ cases in our simulations. For instance, in the case
of θ = 180◦, the substellar point moves on the equatorial
plane with an angular velocity 2pi(P−1rot +P−1orb), which is faster
than the case of θ = 0◦ in which an angular velocity is
2pi(P−1rot − P−1orb). However, since the rotation period is much
shorter than the orbital period in our simulations, both sub-
stellar velocities are approximately 2pi/Prot. Therefore, plan-
ets with obliquity θ and 180◦ − θ experience nearly the same
insolation evolution, leading to similar temperature and dy-
namical patterns.
4.3. Dynamical Patterns on ET Planets
Now we move on to the dynamical patterns on ET plan-
ets. Although we carried out simulations for e = 0.3 and
e = 0.5, we found that dynamical patterns are qualitatively
similar for these eccentricities, including the obliquity crite-
ria for regime transition expected in Section 2. In addition,
eccentricities are lower than 0.5 for most detected exoplanets
(e.g., Winn & Fabrycky 2015). Therefore, we will only show
the results for e = 0.5 as representative cases for ET planets.
We show the dynamical patterns for a variety of obliquities
and radiative timescales in Figures 9–11. The seasonal varia-
tion of the atmospheric dynamics depends on not only e and
θ but also on the northern summer solstice phase fsol, which
makes the problem highly complicated. The most practical
geometry might be fsol = 0◦ and fsol = ±90◦. For fsol = 0◦,
in which the northern summer solstice takes place at the pe-
riapse, eccentricity operates on height fields to enhance the
magnitude at the solstice. On the other hand, for fsol = 0◦,
in which the vernal equinox takes place at the periapse, the
eccentricity season competes with the obliquity season and
might induce a seasonal variation of dynamical pattern dis-
tinct from that on circular-orbit planets. Therefore, we will
mainly show the results for fsol = 90◦ to focus on eccentric-
ity effect and only show the results of θ = 90◦ for fsol = 0◦.
As shown later, the regime classification presented in Sec-
tion 2 is also applicable to the planets in eccentric orbits. We
discuss the results for different dynamical regimes in the fol-
lowing subsections.
4.3.1. Regime I: Day-Night Contrast Is Dominant
As noted, in an eccentric orbit, planets experience the
”eccentricity season” in which the incoming stellar forcing
changes as the star–planet distance varies. This effect, which
is independent of the obliquity effect, can be remarkably seen
in the case of τrad = 0.1 day (Figure 9). Because of the short
radiative timescale in regime I, the atmosphere undergoes an
intense heating near the periapse, and the wind at the peri-
apse is stronger than that at the apoapse. These behaviors are
commonly seen in all obliquity cases in this regime.
The atmosphere exhibits a day-to-night flow pattern for
θ = 0◦ and 30◦ (the top and second rows in Figure 9), and
westward flow emerges on the illuminated hemisphere at the
solstices for θ = 60◦ and 90◦ (the third and fourth rows in
Figure 9). These flow patterns are qualitatively similar to
the results for circular-orbit planets (see Section 4.1.1 and
Figure 5). This is because the eccentricity only affects the
magnitude, instead of the pattern, of the incoming stellar in-
solation. Therefore, although the wind velocity varies with
a star–planet distance, the flow pattern depends less on the
eccentricity, as predicted in Section 2. Similar results are
also seen in 3D simulations for eccentric hot Jupiters with
pseudosynchronous rotation (Kataria et al. 2013; Lewis et al.
2014).
The seasonal variations of the height fields on planets in ec-
centric orbits depend not only on the obliquity but also on the
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Figure 9. Snapshots of height fields (color scale) and winds (arrows) for ET planets with e = 0.5. The radiative timescale is set to τrad = 0.1 day
in regime I. The horizontal axes are longitude with the substellar point (the white dot) at 180◦. From left to right, each column shows the
snapshots taken near the true anomaly f ≈ 0◦, 90◦, 180◦, and 270◦, respectively. From top to bottom, each row exhibits the snapshots for
θ = 0◦, 10◦, 30◦, and 90◦, respectively. Both of the last two bottom rows show the snapshots for θ = 90◦, but the orbital phase of equinox is
different: in the bottom row, the vernal equinox occurs a quarter year before the periapse passage. Note that the lengths of arrows are normalized
by the maximum length at each snapshot to clarify the dynamical patterns and do not represent magnitudes of the wind velocity.
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Figure 10. Same as Figure 9, but for e = 0.5 and τrad = 5 days in regimes II and III in which the diurnal mean heating is dominant.
phase angle between the periapse and the summer solstice,
i.e., fsol. The bottom row of Figure 9 shows the seasonal vari-
ations for planets with θ = 90◦ where the northern summer
solstice occurs at the periapse ( fsol = 0◦). In this architecture,
the height fields are maximized at the solstice. By contrast,
if the vernal equinox occurs at the periapse ( fsol = 90◦), the
height field is maximized at the equinox, but the atmosphere
is also subsequently heated at the solstice (the fourth row in
Figure 9). This indicates that, in regime I, the height field is
largely controlled by the temporary insolation at the equinox.
4.3.2. Regimes II and III: Diurnal Mean Heating Is Dominant
In regimes II and III, the atmospheric dynamics also un-
dergo the seasonal variations caused by the eccentric orbit
(Figure 10). The top row of Figure 10 shows the seasonal
variations of the height fields and flow patterns for θ = 0◦
and τrad = 5 days. The remarkable difference from regime I
is that the height fields are maximized considerably after the
periapse passage, due to a relatively long radiative timescale.
The circulation is dominated by eastward flows on the entire
planet, similar to the cases of circular-orbit planets (Section
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Figure 11. Same as Figure 9, but for e = 0.5 and τrad = 100 days in regimes IV and V in which the annual mean heating is dominant. From top
to bottom, each row shows the snapshots for obliquity 0◦, 30◦, 60◦, and 90◦, respectively.
4.1.2, Figure 6). The flow pattern near the equator fluctuates
more because the irradiation magnitude changes with time in
an eccentric orbit.
We find that the obliquity criterion θ = 18◦ predicted in
Section 2 also controls the dynamical patterns on ET planets.
Figure 10 shows that the flow pattern is dominated by east-
ward flows on the entire planet for θ = 10◦, while it exhibits
westward flows on the illuminated hemisphere and eastward
flows on the other hemisphere for θ = 30◦. Again this is
because the eccentricity only affects the magnitude of the in-
solation, but the spatial distribution of the diurnally averaged
insolation is independent of eccentricity (see Equation 1).
The orbital phase difference between the vernal equinox
and the periapse might have a significant influence on the
circulation patterns on ET planets in this regime. This is be-
cause the planet moves very rapidly around the periapse, so
the orbital timescale becomes temporally comparable to the
radiative timescale. This will induce a temporal transition
from regime III to V. Integrating Kepler’s equation (Equation
14), one can evaluate the half-orbit timescale around the pe-
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riapse τhalf , defined as the duration a planet takes to travel
from f = −pi/2 to pi/2 (around the periapse):
τhalf =
Porb
pi
2 tan−1 √1 − e1 + e − e√1 − e2
 . (17)
The half-orbit timescale is τhalf∼0.2Porb for e = 0.5 and
τhalf∼0.02Porb for e = 0.9. For example, the fourth and bot-
tom rows of Figure 10 show the seasonal variations of the
height fields and flow patterns on planets with θ = 90◦ in
eccentric orbits with fsol = 90◦ and 0◦, respectively. For
fsol = 0◦, the shapes of the height fields and flow patterns are
qualitatively similar to those on circular-orbit planets (Sec-
tion 4.1.2, Figure 6). However, in the case of fsol = 90◦,
the height fields on both poles become hotter than the equa-
tor at the northern summer solstice. Westward flows emerge
on the entire planet, similar to the flow patterns in regime
V (Section 4.1.3). This is because the dynamical pattern is
temporarily dominated by the mean insolation around the pe-
riapse from the winter solstice all the way to the summer sol-
stice, in which the planet travel timescale (τhalf∼6 days) is
comparable to the radiative timescale (τrad = 5 days).
The other effect of the high eccentricity is that the radia-
tive timescale experiences a significant temporal variation
with star–orbit distance in a highly eccentric orbit, which
could result in the distinct dynamical patterns. Lewis et al.
(2017) showed that the flow and temperature patterns on an
extremely eccentric hot Jupiter HD 80606B (e∼0.93) are sig-
nificantly different between the periapse and the apoapse.
This is possibly due to different radiative timescales at dif-
ferent orbital phases. The radiative timescale can be roughly
estimated as (Showman & Guillot 2002)
τrad∼
Pph
g
cp
4σT 3
, (18)
where Pph is the photospheric pressure, T is the photospheric
temperature, andσ is the Stefan-Boltzmann constant. Substi-
tuting the equilibrium temperature in Equation (18), we find
the radiative timescale evolves with orbital phases as
τrad∼
Pph
g
cp
4σT 3eq
(
1 − e2
1 + e cos f
)3/2
, (19)
where Teq is the equilibrium temperature for a circular-orbit
planet at the same semi-major axis. Note that Equation (19)
can only provide a crude estimate of the radiative timescale
because it assumes atmospheric temperature is at the radia-
tive equilibrium at each orbital phase, which is attained only
in the limit of very short radiative timescales. Equation (19)
implies that the radiative timescale changes from the peri-
apse ( f = 0) to the apoapse ( f = pi) by a factor of up to
[(1 + e)/(1 − e)]3/2, which is ∼5 for e = 0.5 and ∼80 for
e = 0.9. Thus, for extremely eccentric planets (e.g., e = 0.9),
the radiative timescale varies with orbital phase by more than
one order of magnitude, which might change the interaction
among τrad, Prot, and Porb at different orbital phases and thus
the dynamical regimes in Figure 1. However, for the param-
eter space examined in this study (e ≤ 0.5), the radiative
timescale varies by less than an order of magnitude and thus
is likely insufficient to cause the regime transition. In the Ap-
pendix A, we also demonstrated that the temporal and spatial
variation of τrad has only minor effects on the dynamical pat-
terns in our study.
4.3.3. Regimes IV and V: Annual Mean Heating Is Dominant
The time variation of the irradiation level in an eccentric
orbit is less important for atmospheres with sufficiently long
radiative timescales, as seen in the case of τrad = 100 days
(Figure 11). The top row of Figure 11 shows that the height
fields at different orbital phases for θ = 0◦ are nearly constant
throughout the planet orbit. This behavior clearly indicates
that the height fields are controlled by the annual mean inso-
lation, and thus the seasonal effect is very weak. Therefore,
both height fields and flow patterns are qualitatively the same
as on planets in circular orbits.
The obliquity criterion 54◦ for the dynamical regime tran-
sition from IV to V is also applicable to ET planets with a
long radiative timescale. The height fields are higher at the
equator than both poles for θ = 0◦ and 30◦ (the top and sec-
ond rows of Figure 11). By contrast, both the north and south
poles are hotter than the equator for θ = 60◦ and 90◦ (the third
and bottom rows of Figure 11). Similar to circular-orbit plan-
ets, eastward flows dominate the entire planet for θ < 54◦,
while westward flows dominate for θ > 54◦. In addition, the
flow patterns are independent of fsol as shown in the middle
and bottom rows of Figure 11. To summarize, the impact of
eccentricity on height fields and flow patterns is less impor-
tant for planets in the regime controlled by the annual mean
insolation.
5. SUMMARY AND DISCUSSION
We have investigated the atmospheric dynamics on ET
planets using a one-and-half-layer shallow water model. We
found that the dynamical patterns can be classified into the
five regimes (Section 2) in terms of planetary obliquity θ and
the radiative timescale τrad. Our classification is applicable
to both eccentric-orbit and circular-orbit planets.
(1) If the radiative timescale is shorter than the rotation pe-
riod (regime I, Section 4.1.1), the height field is dominated by
a time-varying day–night contrast, and the atmosphere pro-
duces a day-to-night flow pattern. The flow pattern at the
equinox is similar to that for nontilted planets for all obliq-
uities because the height field is mainly determined by the
equilibrium field, which is independent of the obliquity at the
equinox. On the other hand, at the solstice, the flow pattern is
considerably different from the equinox and is dominated by
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a westward flow on the illuminated hemisphere if the obliq-
uity is substantially high, for example, θ = 60◦ and 90◦.
(2) When the radiative timescale is longer than the rotation
period but shorter than the orbital period, the height field is
dominated by the diurnal mean insolation (regimes II and III,
Section 4.1.2). The transition obliquity between regime II
and III is θ = 18◦ (Section 2). For θ < 18◦ (regime II), the
height field is longitudinally uniform and maximized at the
equator throughout the planet orbit, leading to an eastward
flow on the entire planet. For θ > 18◦ (regime III), the height
field is strongly heated in the polar region on the illuminated
hemisphere, leading to a westward flow on the illuminated
hemisphere and an eastward flow on the other hemisphere.
(3) The height field is dominated by the annual mean in-
solation if the radiative timescale is longer than the orbital
period (regimes IV and V, Section 4.1.3). The transition
obliquity between regime IV and V is θ = 54◦ (Section 2).
For θ < 54◦ (regime IV), the height field is maximized at
the equator, and eastward flow emerges on the entire planet,
which is similar to that in regime II. For θ > 54◦ (regimeV),
the height field is maximized at both northern and south-
ern poles throughout the planet orbit, leading to a westward
flow on the entire planets. Because of a very long radiative
timescale, the flow and temperature patterns are nearly in-
variant throughout the planet orbit.
(4) The dynamical regime presented in Section 2 is also
applicable to eccentric planets (Section 4.3). Although wind
velocity varies with the star–planet distance, the flow pat-
terns are qualitatively similar to that on circular-orbit planets
in each regime. This is because the eccentricity only affects
the magnitude of incoming stellar flux, but the spatial distri-
bution of the insolation is independent of eccentricity. How-
ever, for extremely eccentric planets, the eccentricity might
induce the transition from regime III to regime V due to rapid
planet motion around the periapse.
We adopted an idealized shallow water model that is useful
for investigating a large parameter space but involves some
caveats because of its simplicity. For example, we have
used a one-and-a-half-layer shallow water model missing
the baroclinic dynamics that are responsible for fast-rotating
planets with a large meridional temperature gradient (e.g.,
Showman et al. 2015). Since a large obliquity naturally pro-
duces a large meridional temperature gradient, the dynamics
driven by the baroclinic instability can be important for the
jet formation and heat transport (Vallis 2006). Vertical heat
transport is also not taken into account in our model, which
may be important for temperature evolution, as suggested by
Rauscher (2017). Our future study with 3D general circula-
tion model will investigate how the three-dimensional nature
affects the circulations on ET planets.
We adopted the Newtonian cooling scheme with a spatially
and temporally constant radiative timescale in each case, al-
though the actual radiative timescale varies with time and
space, as mentioned in Section 4.3.2. To check the effects
of the varying radiative timescale, we have performed sev-
eral test simulations using radiative timescales scaled by the
height field in the Appendix A. In the parameter space exam-
ined in this study, the circulation patterns are less influenced
by the varying radiative timescale. However, models with re-
alistic radiative transfer would be needed to investigate the
circulation on an extremely eccentric planet (not focused on
this study because of its rarity) where the temperature signif-
icantly varies with orbital phase, as suggested for hot Jupiter
HD 80606 b with eccentricity e = 0.93 (Lewis et al. 2017).
We have also neglected the mechanical wave forcing from
deep convective layers, known as an important mechanism
for atmospheric circulations on giant planets in our solar sys-
tem and brown dwarfs (Conrath et al. 1990; West et al. 1992;
Lian & Showman 2010; Zhang & Showman 2014; Showman
et al. 2018). As mentioned in Section 3, the mechanical wave
forcing likely has minor effects because the internal heat flux
could be much weaker than the incoming external flux. How-
ever, it might be important if planetary eccentricity is so high
that the stellar flux becomes weaker than the internal flux at
around the apoapse. It would be worth investigating the ef-
fects on dynamical regimes for highly eccentric planets in the
future.
We showed that the temperature patterns could be drasti-
cally influenced by the obliquity. Because light curve obser-
vations probe the horizontal distributions of temperature, it
may offer signatures of nonzero obliquity of exoplanets. In
a subsequent paper (Paper II, Ohno & Zhang 2019), we will
thoroughly investigate the thermal light curves from our shal-
low water simulations over a range of obliquity, eccentricity,
radiative timescale, and viewing geometry.
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Figure 12. Snapshots of height fields (color scale) and winds (arrows) for eccentric planets with zero obliquity from simulations with the
prescribed radiative timescale (Equation A1). We set θ = 0◦ and ∆h/H = 0.1. From left to right, each column shows the snapshots for true
anomaly f ≈ 0◦, 90◦, 180◦, and 270◦, respectively. From top to bottom, each row shows the snapshots for a radiative timescale τnight = 0.1, 5,
and 100 days, respectively.
APPENDIX
A. TEST OF VARYING RADIATIVE TIMESCALE
To investigate the effects of temporally and spatially varying radiative timescales, we introduce the prescribed radiative
timescale. Assuming T ∝ h, Equation (18) might give the following scaling relation of the radiative timescale:
τrad = τnight
(
h
H
)−3
, (A1)
where τnight is the mean radiative timescale on the nightside. Although Equation (A1) is crude, it allows us to examine how the
dynamical patterns are influenced by temporally and spatially varying radiative timescales.
We perform several simulations for eccentric planets using Equation (A1). Figure 12 shows the dynamical patterns for planets
with θ = 0◦ and e = 0.5. Although the atmosphere is more strongly heated at the periapse for τnight = 0.1 day as compared to the
case for constant radiative timescale of τrad = 0.1 day, the circulation patterns are very similar to those simulated with constant
radiative timescales (top rows in Figures 9–11). The results originate from the fact that a maximal variation of the height field is a
factor of 1.3 for τrad = 0.1 day and . 1.1 for τrad = 5 days and 100 days, leading to variations of the radiative timescales by factor
of up to ≈ 2 in Equation (A1). The variation of a factor of ≈ 2 is inefficient to induce the transition of the dynamical regime. 3D
simulations with sophisticated radiative transfer in Kataria et al. (2013) also showed that the time variation of globally averaged
temperature is up to ∼1.3 (see Figure 9 of their paper) and the flow pattern looks roughly invariable throughout the planet orbit.
Therefore, the dynamical pattern is likely less affected by the varying radiative timescale in the parameter space examined in this
study.
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