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We present tensor-product divergence-free and curl-free wavelets, and deﬁne associated
projectors. These projectors enable the construction of an iterative algorithm to compute
the Helmholtz decomposition of any vector ﬁeld, in wavelet domain. This decomposition
is localized in space, in contrast to the Helmholtz decomposition calculated by Fourier
transform. Then we prove the convergence of the algorithm in dimension two for any kind
of wavelets, and in larger dimension for the particular case of Shannon wavelets. We also
present a modiﬁcation of the algorithm by using quasi-isotropic divergence-free and curl-
free wavelets. Finally, numerical tests show the validity of this approach for a large class of
wavelets.
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0. Introduction
In many physical problems, like the simulation of incompressible ﬂuids (Stokes problem, Navier–Stokes equations [2,23]),
or in electromagnetism (Maxwell’s equations [22]), the solution has to fulﬁll a divergence-free condition. The implementa-
tion of relevant numerical schemes often requires the orthogonal projection of the solution, onto the set of divergence-free
vector valued functions.
The Helmholtz decomposition [2,14] consists in splitting a vector ﬁeld u ∈ (L2(Rn))n , into its divergence-free component
udiv and its curl-free component ucurl. More precisely, there exist a stream-function ψ (scalar in the 2D case and divergence-
free vector valued for n 3) and a potential-function p such that:
u= udiv + ucurl (0.1)
with
udiv = curlψ (divudiv = 0) and ucurl = ∇p (curlucurl = 0).
Moreover, the functions curlψ and ∇p are orthogonal in (L2(Rn))n . The stream-function ψ and the potential-function p are
unique, up to an additive constant.
This decomposition arises from the orthogonal direct sum of the two spaces Hdiv0(Rn), the space of divergence-free
vector functions, and Hcurl 0(Rn), the space of curl-free vector functions. In short:(
L2
(
Rn
))n = Hdiv0(Rn)⊕⊥ Hcurl 0(Rn).
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onto Hdiv0(Rn)) which can be explicitly described in Fourier domain. The Helmholtz decomposition (0.1) also exists for
more general open sets Ω [2,14].
The objective of the present paper is to propose an eﬃcient way to compute the orthogonal Helmholtz decomposition
of any vector ﬁeld, in wavelet domain. Since wavelet bases are localized both in physical and Fourier spaces [15], the
advantages of such a decomposition, in contrast with the one based on the Fourier transform, are its localization in physical
space and its availability on the whole domain Rn , as well as on bounded domains. Moreover, an accurate wavelet Helmholtz
decomposition would be provided by a small number of degrees of freedom, thanks to nonlinear approximation properties
of wavelet bases [4]. This last property will be of great interest, for instance in direct numerical simulations (DNS) of
turbulence [11].
In this context compactly supported divergence-free wavelets have been originally designed by Lemarié-Rieusset in the
whole space Rn [16], as well as in the cube [0,1]n [17]. These functions have been investigated and supplement by curl-free
wavelets for the decomposition of Hdiv0(Rn) and Hcurl 0(Rn) by Urban in [1,26]. Since divergence-free and curl-free wavelets
are biorthogonal bases (and not orthogonal, see [18], unless having an inﬁnite support [24]), the associated projectors do not
provide directly the Helmholtz decomposition of a vector ﬁeld. Therefore we have originally proposed an iterative algorithm
in [8], of which we have proved the convergence in dimensions 2 and 3, using Shannon wavelets [9]. In order to achieve the
convergence of the algorithm in any dimension, we propose in this article a new formulation for the divergence-free and
curl-free wavelets, in dimensions larger than 4. This re-formulation will be based on the expression of the Leray projector
in wavelet domain, which we want to be analogous to its expression in Fourier domain: this analogy is one of the key-
points that allow to prove the convergence of the algorithm in dimension larger than three for Shannon wavelets, and to
construct quasi-isotropic divergence-free wavelets. We generalize the proof of convergence in the bivariate case for all kind
of wavelets, under some hypothesis on the Fourier transform of the wavelets, used to build the divergence-free and curl-free
bases.
The article is organized as follows: in Section 1 we review the basic facts for the construction of divergence-free and
curl-free wavelets, with an eﬃcient way to compute the corresponding coeﬃcients. Then we describe our construction for
anisotropic wavelet bases of Hdiv0(Rn) and Hcurl 0(Rn) in dimension larger than 4, and describe their associated projectors.
Section 2 is devoted to the description of iterative procedures to compute in practice the wavelet Helmholtz decomposition
of any vector ﬁeld, and to the study of the algorithm convergence: we ﬁrst prove the convergence of the algorithm in the
bivariate case, for any choice of wavelets. In general dimension, we prove the convergence of the method in the particular
case of Shannon wavelets. In Section 3, we modify the expression of our wavelets, in order to propose quasi-isotropic
divergence-free and curl-free wavelets, for which we prove the convergence of the method. Finally, we present in Section 4
numerical tests, to observe the convergence of the wavelet Helmholtz decomposition algorithm on 2D and 3D vector ﬁelds:
In particular, we will study the convergence rate according to the number of vanishing moments of the wavelets; we will
also see that pure isotropic wavelets do not lead to the convergence of our method, contrary to quasi-isotropic or pure
anisotropic wavelets.
1. Divergence-free and curl-free wavelets
1.1. Lemarié’s fundamental theorem on wavelet derivative
Compactly supported divergence-free wavelets have been constructed by Lemarié-Rieusset in 1992 [16]. These functions
have been used by Urban in the numerical simulation of the Stokes problem [25]; moreover, curl-free wavelets have been
constructed and analyzed in [26]. These constructions are both based on the existence of biorthogonal wavelet bases (see
[3,19]) linked by differentiation. In particular, we will use the following result from [16]:
Proposition 1.1. Let (V 1j ) be a multi-resolution analysis (MRA) of L
2(R), with associated wavelet ψ1 and scaling function ϕ1 . Then
there exists a MRA (V 0j ), with associated wavelet ψ0 and scaling function ϕ0 , satisfying:
ψ ′1(x) = 4ψ0(x) and ϕ′1(x) = ϕ0(x) − ϕ0(x− 1). (1.1)
Similar relations hold for the dual functions (ϕ∗1 ,ψ∗1 ) and (ϕ∗0 ,ψ∗0 ) of the primal ones (ϕ1,ψ1) and (ϕ0,ψ0):
ψ∗′0 (x) = −4ψ∗1 (x) and ϕ∗
′
0 (x) = ϕ∗1(x+ 1) − ϕ∗1(x).
By this theorem, we have at hand two Riesz bases of L2(R):(
ψ1, j,k(x) = 2 j/2ψ1
(
2 j x− k)) j,k∈Z and (ψ0, j,k) j,k∈Z
linked by differentiation. Hence a function decomposed into the ﬁrst basis ψ1, j,k with coeﬃcients (d j,k), has for deriva-
tive the function with coeﬃcients (2 j+2d j,k) into the second basis ψ0, j,k . Conversely an indeﬁnite integral of function of
coeﬃcients (d j,k) into the second basis ψ0, j,k , has for coeﬃcients (2− j−2d j,k) into the ﬁrst one.
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free and curl-free wavelet bases, which means tensor-products of one-dimensional wavelet bases. Indeed in the 2D and 3D
anisotropic cases, we have proposed in [6,8], Fast Wavelet Transforms which do not need the practical construction of the
dual functions of divergence-free and curl-free wavelets (contrary to [15]). Our transforms are based on the construction of
particular complement spaces, and we will detail the principles in the next section, in the bivariate case, for sake of clarity.
1.2. Bivariate anisotropic divergence-free and curl-free wavelets
1.2.1. Bivariate divergence-free wavelets
Anisotropic divergence-free wavelets in two dimensions are constructed by taking the curl of wavelets of the tensor-
product MRA (V 1j ⊗ V 1j ):
Ψ divj,k (x1, x2) =
1
4
curl
(
ψ1
(
2 j1x1 − k1
)
ψ1
(
2 j2x2 − k2
))= ∣∣∣∣∣ 2 j2ψ1(2 j1x1 − k1)ψ0(2 j2x2 − k2)−2 j1ψ0(2 j1x1 − k1)ψ1(2 j2x2 − k2) .
Here j= ( j1, j2) ∈ Z2 is the scale parameter, and k= (k1,k2) ∈ Z2 the position parameter. For j,k ∈ Z2, the set {Ψ divj,k } forms
a Riesz basis of Hdiv0(R2).
In [8], in contrast to the strategies adopted in previous works, the decomposition algorithm in this divergence-free basis
relies on the deﬁnition of complementary wavelets. These complementary wavelets supplement the divergence-free wavelets
to form a basis of (L2(R2))2:
ΨNj,k(x1, x2) =
∣∣∣∣∣ 2 j1ψ1(2 j1x1 − k1)ψ0(2 j2x2 − k2)2 j2ψ0(2 j1x1 − k1)ψ1(2 j2x2 − k2) .
This choice ensures that, for ﬁxed j and k, the complementary function ΨNj,k is orthogonal to the divergence-free wavelet
Ψ divj,k . The exponent N (and further N ) stands for “normal”. Note that imposing this constraint of orthogonality yields a
unique solution for the complementary function, contrarily to the several possible choices for the natural supplementary
spaces introduced by Urban in [27].
To compute the expansion of any vector ﬁeld u into this new basis, we begin with the standard tensor-product wavelet
decomposition of u in the MRA (V 1j1 ⊗ V 0j2 ) × (V 0j1 ⊗ V 1j2 ):
u=
∑
j∈Z2
∑
k∈Z2
(
d1,j,kΨ
1
j,k + d2,j,kΨ 2j,k
)
,
where for j,k ∈ Z2:
Ψ 1j,k(x1, x2) =
∣∣∣∣∣ ψ1(2 j1x1 − k1)ψ0(2 j2x2 − k2)0 ,
Ψ 2j,k(x1, x2) =
∣∣∣∣ 0ψ0(2 j1x1 − k1)ψ1(2 j2x2 − k2)
are the tensor-product wavelets for each component (in L∞ normalization).
We can now express u in terms of the divergence-free wavelet basis and its complementary wavelet basis:
u=
∑
j∈Z2
∑
k∈Z2
(
ddiv j,kΨ
div
j,k + dN j,kΨNj,k
)
(1.2)
which provides directly the coeﬃcients ddiv j,k and dN j,k:
[
ddiv j,k
dN j,k
]
=
⎡⎣ 2 j222 j1+22 j2 − 2 j122 j1+22 j2
2 j1
22 j1+22 j2
2 j2
22 j1+22 j2
⎤⎦[d1,j,k
d2,j,k
]
. (1.3)
Remark 1.1. Since the choice of the complementary wavelets ΨNj,k is not unique, it inﬂuences the values of the coeﬃcients
ddiv j,k and dN j,k . We will see in Section 2.3 that this choice also inﬂuences the convergence of the wavelet Helmholtz
decomposition. Of course, if u is divergence-free we ﬁnd dN j,k = 0.
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The construction of curl-free wavelets in two dimensions is given by considering the gradient of the tensor-product
wavelets of the MRA (V 1j1 ⊗ V 1j2 ):
Ψ curlj,k (x1, x2) =
1
4
∇(ψ1(2 j1x1 − k1)ψ1(2 j2x2 − k2))=
∣∣∣∣∣ 2 j1ψ0(2 j1x1 − k1)ψ1(2 j2x2 − k2)2 j2ψ1(2 j1x1 − k1)ψ0(2 j2x2 − k2) .
These vector wavelets form a basis of the space Hcurl 0(R2). These curl-free wavelets are supplement by the following
complementary functions to form a basis for (L2(R2))2:
ΨNj,k (x1, x2) =
∣∣∣∣∣ 2 j2ψ0(2 j1x1 − k1)ψ1(2 j2x2 − k2)−2 j1ψ1(2 j1x1 − k1)ψ0(2 j2x2 − k2) .
The expansion of any vector ﬁeld into this wavelet basis can be obtained from the standard decomposition into the canonical
wavelets:
u=
∑
j∈Z2
∑
k∈Z2
(
d1,j,kΨ
#
1,j,k + d2,j,kΨ #2,j,k
)
with
Ψ #1,j,k(x1, x2) =
∣∣∣∣ ψ0(2 j1x1 − k1)ψ1(2 j2x2 − k2)0 , Ψ #2,j,k(x1, x2) =
∣∣∣∣ 0ψ1(2 j1x1 − k1)ψ0(2 j2x2 − k2) .
The new decomposition:
u=
∑
j∈Z2
∑
k∈Z2
(
dcurl j,kΨ
curl
j,k + dN j,kΨNj,k
)
(1.4)
is thus given by:[
dN j,k
dcurl j,k
]
=
⎡⎣ 2 j222 j1+22 j2 − 2 j122 j1+22 j2
2 j1
22 j1+22 j2
2 j2
22 j1+22 j2
⎤⎦[d1,j,k
d2,j,k
]
. (1.5)
Remark 1.2. One can notice the similarity between the divergence-free and curl-free transforms, emphasized by the equality
of matrices in (1.3) and (1.5).
These constructions will be generalized to arbitrary dimension n in the next section.
1.3. Anisotropic divergence-free wavelets adapted to the Leray projector, and associated curl-free and complementary wavelets
1.3.1. Divergence-free wavelets in dimension n
The ﬁrst and natural idea (also proposed in [16]) for the general form of divergence-free wavelets in dimension n is to
introduce:
Ψ div ij,k (x1, x2, . . . , xn) =
0
.
.
.
0
line i → 2 ji+1ψ0(2 j1x1 − k1) . . .ψ0(2 ji−1xi−1 − ki−1)ψ1(2 ji xi − ki)
× ψ0(2 ji+1xi+1 − ki+1) . . .ψ0(2 jn xn − kn)
line i + 1→ −2 jiψ0(2 j1x1 − k1) . . .ψ0(2 ji xi − ki)ψ1(2 ji+1xi+1 − ki+1)
× ψ0(2 ji+2xi+2 − ki+2) . . .ψ0(2 jn xn − kn)
0
.
.
.
0
(1.6)
for 1 i  n (for i = n, the line n+ 1 is shifted to the ﬁrst line and the index jn+1 is replaced by j1). Choosing n− 1 vector
wavelets among these n wavelets allows to form a basis of Hdiv0(Rn). In 3D, these wavelets can also be seen as the curl
of a function. But for n  4, these wavelets are no longer derived from the curl operator since the curl operator takes a
complicated form.
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index (j,k):
ΨNj,k(x1, x2, . . . , xn) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
2 j1ψ1(2 j1x1 − k1)ψ0(2 j2x2 − k2) . . .ψ0(2 jn xn − kn)
.
.
.
2 jiψ0(2 j1x1 − k1) . . .ψ1(2 ji xi − ki) . . .ψ0(2 jn xn − kn)
.
.
.
2 jnψ0(2 j1x1 − k1)ψ0(2 j2x2 − k2) . . .ψ1(2 jn xn − kn)
. (1.7)
Like in dimension two, the anisotropic divergence-free wavelet transform will be related to the standard anisotropic wavelet
transform. Each component ui of a vector ﬁeld u is expanded into the tensor-product wavelet basis of the MRA (V 0j1 ⊗· · ·⊗
V 1ji ⊗ · · · ⊗ V 0jn ):
ui(x1, . . . , xn) =
∑
j,k∈Zn
di j,kψ0
(
2 j1x1 − k1
)
. . .ψ1
(
2 ji xi − ki
)
. . .ψ0
(
2 jn xn − kn
)
.
The divergence-free and complementary coeﬃcients of u are given by:
u=
n∑
i=1
∑
j∈Zn
∑
k∈Zn
ddiv i,j,kΨ
div i
j,k +
∑
j∈Zn
∑
k∈Zn
dN j,kΨ
N
j,k (1.8)
to which we add the following relationship between divergence-free coeﬃcients:
n∑
i=1
2− ji− ji+1ddiv i,j,k = 0
(with the convention jn+1 = j1) chosen such that the last row of the matrix in the system below is orthogonal to the
others:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 j2 0 0 . . . . . . 0 −2 jn 2 j1
−2 j1 2 j3 0 . . . . . . ... 0 2 j2
0 −2 j2 2 j4 . . . . . . . . . ... 2 j3
.
.
.
. . . −2 j3 2 j5 . . . . . . ... ...
.
.
.
. . .
. . .
. . .
. . .
. . .
.
.
.
.
.
.
0 . . . . . . 0 −2 jn−2 2 jn 0 2 jn−1
0 0 . . . . . . 0 −2 jn−1 2 j1 2 jn
2− j1− j2 2− j2− j3 2− j3− j4 . . . 2− jn−2− jn−1 2− jn−1− jn 2− jn− j1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ddiv1 j,k
ddiv2 j,k
.
.
.
.
.
.
.
.
.
ddivn−1 j,k
ddivn j,k
dNj,k
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
d1 j,k
d2 j,k
.
.
.
.
.
.
.
.
.
dn−1 j,k
dn j,k
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (1.9)
Unfortunately, this matrix cannot be made orthogonal for n  4 even with the choice of the last line orthogonal to the
others. However for n = 3, the matrix of coordinate change is still orthogonal:
M =
⎡⎢⎢⎢⎣
2 j2 0 −2 j3 2 j1
−2 j1 2 j3 0 2 j2
0 −2 j2 2 j1 2 j3
2 j3 2 j1 2 j2 0
⎤⎥⎥⎥⎦ , with M−1 = 122 j1 + 22 j2 + 22 j3
⎡⎢⎢⎢⎣
2 j2 −2 j1 0 2 j3
0 2 j3 −2 j2 2 j1
−2 j3 0 2 j1 2 j2
2 j1 2 j2 2 j3 0
⎤⎥⎥⎥⎦ . (1.10)
This lack of orthogonality for n 4 makes the inversion of the matrix more diﬃcult. This is the reason why we will construct
another divergence-free wavelet basis in which this matrix will be orthogonal. Moreover we will see in Section 3.1 that this
new construction will be fruitful for a generalization of the method to isotropic and quasi-isotropic wavelets.
The new method that we propose now is inspired by the expression of the Leray projector in Fourier domain. We recall
that the n-dimensional Leray projector P in Fourier space takes the form:
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ûdiv1
ûdiv2
.
.
.
.
.
.
ûdivn−1
ûdivn
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1− ξ21|ξ |2 − ξ2ξ1|ξ |2 . . . . . . − ξnξ1|ξ |2
− ξ1ξ2|ξ |2 1−
ξ22
|ξ |2
. . .
. . . − ξnξ2|ξ |2
.
.
.
. . .
. . .
. . .
.
.
.
.
.
.
. . .
. . .
. . .
.
.
.
− ξ1ξn|ξ |2 − ξ2ξn|ξ |2 . . . −
ξn−1ξn
|ξ |2 1−
ξ2n
|ξ |2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
û1
û2
.
.
.
.
.
.
ûn−1
ûn
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(1.11)
where ûk denotes the Fourier transform1 of the kth component uk of u, on Rn .
By analogy with this expression of the Leray projector, we construct the following divergence-free wavelets (with the
same notation as before).
Deﬁnition 1.1 (n-Dimensional divergence-free wavelets). For 1 i  n, we deﬁne the vector wavelets
Ψ div ij,k (x1, . . . , xn) =
1
|ω|2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−ωiω1ψ1(ω1x1 − k1)ψ0(ω2x2 − k2) . . .ψ0(ωnxn − kn)
.
.
.
−ωiωi−1ψ0(ω1x1 − k1) . . .ψ0(ωi−2xi−2 − ki−2)ψ1(ωi−1xi−1 − ki−1)
× ψ0(ωi xi − ki) . . .ψ0(ωnxn − kn)
(
∑
 =i ω2 )ψ0(ω1x1 − k1) . . .ψ0(ωi−1xi−1 − ki−1)ψ1(ωi xi − ki)
× ψ0(ωi+1xi+1 − ki+1) . . .ψ0(ωnxn − kn)
−ωiωi+1ψ0(ω1x1 − k1) . . .ψ0(ωi xi − ki)ψ1(ωi+1xi+1 − ki+1)
× ψ0(ωi+2xi+2 − ki+2) . . .ψ0(ωnxn − kn)
.
.
.
−ωiωnψ0(ω1x1 − k1) . . .ψ0(ωn−1xn−1 − kn−1)ψ1(ωnxn − kn)
(1.12)
for ωi = 2 ji and |ω|2 =∑ni=1 22 ji , which give a frame for the space Hdiv0(Rn).
The complementary vector wavelets are chosen as before (1.7) with the renormalization:
ΨNj,k →
1
|ω|Ψ
N
j,k.
For this choice of functions, the basis change matrix which allows to compute the standard coeﬃcients di,j,k from the
divergence-free coeﬃcients ddiv i,j,k (like in system (1.9)), rewrites:
M =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1− ω21|ω|2 −ω2ω1|ω|2 . . . . . . −ωnω1|ω|2 ω1|ω|
−ω1ω2|ω|2 1−
ω22
|ω|2
. . .
. . . −ωnω2|ω|2 ω2|ω|
.
.
.
. . .
. . .
. . .
.
.
.
.
.
.
.
.
.
. . .
. . .
. . .
.
.
.
.
.
.
−ω1ωn|ω|2 −ω2ωn|ω|2 . . . −
ωn−1ωn
|ω|2 1−
ω2n
|ω|2
ωn|ω|
ω1|ω|
ω2|ω| . . .
ωn−1
|ω|
ωn|ω| 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(1.13)
and it is now a symmetric orthogonal matrix (M−1 = MT = M).
Remark the analogy between matrices (1.13) and (1.11). Remark also that these new divergence-free wavelets are linear
combinations of the previous ones (1.6). Then, the projection onto the divergence-free space generated by divergence-free
wavelets of same index (j,k) is the same in both cases. The interest of this new formulation for the basis functions lies in
the easy inversion of the matrix M (1.13). It allows to deduce the divergence-free and complementary wavelet coeﬃcients
from the standard ones without solving a linear system.
1.3.2. Curl-free wavelets in dimension n
The n-dimensional curl-free vector wavelets are constructed by taking the gradient of the tensor-product wavelets of the
MRA (V 1j1 ⊗ · · · ⊗ V 1jn ):
1 The Fourier transform of a function f ∈ L1(R) is noted fˆ (ξ) = ∫ +∞−∞ f (x)e−ixξdx, we recall that f → 1√ fˆ deﬁnes an isometry on L2(R).2π
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1
4
∇(ψ1(2 j1x1 − k1) . . .ψ1(2 jn xn − kn))
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
2 j1ψ0(2 j1x1 − k1)ψ1(2 j2x2 − k2) . . .ψ1(2 jn xn − kn)
.
.
.
2 jiψ1(2 j1x1 − k1) . . .ψ0(2 ji xi − ki) . . .ψ1(2 jn xn − kn)
.
.
.
2 jnψ1(2 j1x1 − k1)ψ1(2 j2x2 − k2) . . .ψ0(2 jn xn − kn)
. (1.14)
In this case, the complementary wavelets (which will correspond to imperfect divergence-free wavelets) are deﬁned like the
anisotropic divergence-free wavelets (1.12), simply by exchanging the 0’s and the 1’s in the wavelet indices.
2. Orthogonal wavelet Helmholtz decomposition: convergence of an iterative algorithm
The objective now is to compute the Helmholtz decomposition of any vector ﬁeld u, using divergence-free and curl-free
wavelets. More precisely: let P be the Leray projector and Q be the orthogonal projector onto the curl-free vector functions,
we want to rewrite Eq. (0.1):
u= Pu+ Qu, Pu= udiv, Qu= ucurl (2.1)
such that udiv and ucurl should be expanded into the divergence-free and curl-free wavelet bases:
udiv = Pu=
∑
i,j,k
ddiv i,j,kΨ
div i
j,k and ucurl = Qu=
∑
j,k
dcurl j,kΨ
curl
j,k . (2.2)
However, the divergence-free wavelet basis as well as the curl-free wavelet basis are not orthogonal bases. Then their asso-
ciated projectors are oblique and depend on the choice of the complement spaces HN = Span{ΨN} and HN = Span{ΨN } in-
troduced in Section 1. Therefore we will introduce below an iterative algorithm to provide in practice such a decomposition.
2.1. Iterative computation of divergence-free and curl-free components of any vector ﬁeld
Our iterative algorithm is based on the following two non-orthogonal decompositions:(
L2
(
Rn
))n = Hdiv0 ⊕HN and (L2(Rn))n = HN ⊕Hcurl 0. (2.3)
For a vector ﬁeld u ∈ (L2(Rn))n , we introduce the splitting of u:
u= Pdivu+ QNu (2.4)
into the divergence-free wavelet space and its complement HN , and
u= PN u+ Qcurlu (2.5)
the splitting of u into the curl-free wavelet space and its complement HN .
Iterative algorithm. The decomposition (2.4) allows to extract the divergence-free part of the ﬁeld u, whereas the decom-
position (2.5) allows to extract its curl-free part, both in an approximate way. We propose to apply them successively until
the remainder becomes suﬃciently close to 0.
Using the same notations as above, and starting from u0 = u, the ﬁrst step of our algorithm is:
(step 0)
{
u1/2 = u0 − Pdivu0 = QNu0,
u1 = u1/2 − Qcurlu1/2 = PN u1/2.
The next steps are deﬁned similarly by:
(step p) up+1 = PNQNup, ∀p  1. (2.6)
The sequence up deﬁned like this satisﬁes:
up = Pdivup︸ ︷︷ ︸
updiv
+QcurlQNup︸ ︷︷ ︸
upcurl
+PNQNup︸ ︷︷ ︸
up+1
. (2.7)
Asymptotically, if the sequence (up)p∈N converges to 0, then the decomposition (2.1) holds with:
udiv =
+∞∑
updiv and ucurl =
+∞∑
upcurl.
p=0 p=0
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wavelets. To speed up the convergence, we propose the following improvement.
Convergence acceleration of the method. In order to speed up the convergence of the algorithm, we will propose a
Richardson-like acceleration, using a damping factor for the step (2.6). For some well chosen b > 0, we replace Eq. (2.7):
up+1 = up − updiv − upcurl, by:
up+1 = up − updiv − bupcurl.
Then, instead of the projector PN , we will use the operator:
PN bu= u− bQcurlu (2.8)
and the step p (2.6) of the algorithm is then replaced by:
(step p′) up+1 = PN bQNup, ∀p  0. (2.9)
In the next sections, the convergence of the sequence up will be studied: ﬁrst a convergence result of algorithm (2.6)
will be stated in the bivariate case, for all kinds of wavelets. Then in arbitrary dimension, an optimal convergence rate
for algorithm (2.9) will be established, in the particular case of Shannon wavelets which have inﬁnite support but whose
Fourier transforms are optimally localized.
2.2. Convergence of the algorithm in 2D
In dimension two we will derive below a criterion which, applied to the wavelet ψ1 and its dual ψ∗1 , will ensure the
convergence of the algorithm (2.9).
First, in order to work with general wavelets, we will express the wavelet projectors in terms of Fourier transform. Let
Q j be the biorthogonal projector onto a 1D wavelet space W j . Then, as indicated in [15], the wavelet level j of a function u:
Q ju(x) =
∑
k∈Z
2 j < u
∣∣ψ∗(2 j x− k)> ψ(2 j x− k) (2.10)
writes in Fourier domain:
Q̂ ju(ξ) =
[∑
k∈Z
û
(
ξ + 2kπ2 j)ψ̂∗( ξ
2 j
+ 2kπ
)]
ψ̂
(
ξ
2 j
)
. (2.11)
In this last expression, the parameter k does not refer to any space localization. It is a frequency shift. We always have
ψ̂∗(ξ)ψ̂(ξ) 0, whereas ψ̂∗(ξ + 2kπ)ψ̂(ξ) goes to 0 when |k| is large or when ξ + 2kπ is close to 0.
Notations. Let W 10
01
j
be the bivariate vector space generated by the wavelet basis (ψ1 j1k1 (x1)ψ0 j2k2 (x2))k∈Z2 for the ﬁrst
component, and by (ψ0 j1k1 (x1)ψ1 j2k2 (x2))k∈Z2 for the second component. We deﬁne the vector space W 01
10
j
similarly.
Let Q 10
01
j
be the wavelet projector onto W 10
01
j
, and Q 01
10
j
the wavelet projector onto W 01
10
j
:
Q 10
01
j
:
(
L2
(
R2
))2 → W 10
01
j
,
u → uj = Q 10
01
j
u,
Q 01
10
j
:
(
L2
(
R2
))2 → W 01
10
j
,
u → uj = Q 01
10
j
u.
For these projectors, formula (2.11) becomes:
ûj(ξ) = Q̂ 10
01
j
u(ξ) =
[ ∑
k∈Z2
û
(
ξ + 2kπ2j)Ψ̂ ∗ 10
01
(
ξ
2j
+ 2kπ
)]
Ψ̂ 10
01
(
ξ
2j
)
=
⎡⎣∑k∈Z2 [̂u1j(ξ + 2kπ2j)ψ̂∗1 ( ξ12 j1 + 2k1π)ψ̂∗0 ( ξ22 j2 + 2k2π)]ψ̂1( ξ12 j1 )ψ̂0( ξ22 j2 )∑
k∈Z2 [̂u2j(ξ + 2kπ2j)ψ̂∗0 ( ξ12 j1 + 2k1π)ψ̂∗1 (
ξ2
2 j2
+ 2k2π)]ψ̂0( ξ12 j1 )ψ̂1(
ξ2
2 j2
)
⎤⎦
with the notation ξ + 2kπ2j = (ξ1 + 2k1π2 j1 , ξ2 + 2k2π2 j2 ). A similar expression can be obtained for Q 01 j .10
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01
j
and Q 01
10
j
are necessary to express respectively the projector QN j onto the complement
HN of the divergence-free wavelet space, for a ﬁxed level j, and the projector PN j onto the complement HN of the curl-free
wavelet space, at level j:
̂QN jQ 10
01
j
u(ξ) = 1|ω|2
[
ω21 ω
2
1
ξ2
ξ1
ω22
ξ1
ξ2
ω22
]
Q̂ 10
01
j
u(ξ)
and
̂PN jQ 01
10
j
u(ξ) = 1|ω|2
[
ω22 −ω22 ξ1ξ2
−ω21 ξ2ξ1 ω21
]
Q̂ 01
10
j
u(ξ)
where we have noted ω = (ω1,ω2) = 2j = (2 j1 ,2 j2 ).
We remark that the sequence (up)p0 introduced in relation (2.6) can be written in terms of the operators above:
up+1 =
∑
i∈Z2
PN iQ 01
10
i
∑
j∈Z2
QN jQ 10
01
j
up .
Now let us deﬁne the sequence (vq)q0 as follows:
v0 = u0 = u
and for q 0,
v̂q+1 =
∑
j∈Z2
ω1ω2
|ω|2
(
ξ2ω1
ω2ξ1
− ξ1ω2
ω1ξ2
)[ ∑
k∈Z2
v̂q
(
ξ + 2kπ2j)Ψ̂ ∗ 10
01
(
ξ
2j
+ 2kπ
)]
Ψ̂ 10
01
(
ξ
2j
)
. (2.12)
Lemma 2.1. Let the sequence (vq)q0 be deﬁned by v0 = u and (2.12). Then the sequence up deﬁned by u0 = u and up+1/2 = QNup ,
up+1 = PNQNup for p  0, fulﬁll the relations:
ûp+1/2(ξ) = −
∑
j∈Z2
1
|ω|2
⎡⎣ ω21ξ1
ω22
ξ2
⎤⎦ [ ξ1 ξ2 ] ̂Q 10
01
j
v2p(ξ) (2.13)
and
ûp+1(ξ) =
∑
j∈Z2
ω1ω2
|ω|2
⎡⎣ ξ1ω21
− ξ2
ω22
⎤⎦[ ω1ω2
ξ2
ω1ω2
ξ1
] ̂Q 10
01
j
v2p+1(ξ). (2.14)
The proof of this lemma is not reported here. It uses the expression of the wavelet operators introduced in this part,
together with the relations iξψ̂1(ξ) = 4ψ̂0(ξ) and iξψ̂∗0 (ξ) = −4ψ̂∗1 (ξ).
As the operators (2.13) and (2.14) are continuous, to prove the convergence of the Helmholtz algorithm we just have
to prove that the sequence (vq)q0 deﬁned by (2.12) tends to 0. Therefore we will provide the following criterium of
convergence:
Theorem 2.1. The L2-convergence of the wavelet Helmholtz algorithm is equivalent to: for all f ∈ L2(R2), the sequence ( f q)q0
deﬁned by f 0 = f and
f q+1(ξ) =
∑
j∈Z2
ω1ω2
|ω|2
(
ξ2ω1
ω2ξ1
− ξ1ω2
ω1ξ2
)[ ∑
k∈Z2
f q
(
ξ + 2kπ2j)Ψ̂ ∗ 10( ξ2j + 2kπ
)]
Ψ̂10
(
ξ
2j
)
(2.15)
for q 0, ξ ∈ R2 , converge to 0 in L2-norm.
To prove this theorem, we use the symmetry between the variables ξ1 and ξ2 and the fact that the two components of
the sequence (̂vq) do not interact.
We denote by f q+1 = Q f q the relation (2.15).
Now, we prove the convergence of the sequence ( f q)q0 in L1-norm under some condition on ψ1 and ψ∗1 . This conver-
gence will give the convergence of the Helmholtz algorithm in L∞-norm.
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⋃
m∈Z 2mD = R2 \ {(0,0)}, for instance D = [−2π,2π ]2 \ [−π,π ]2 , and Θ = {θ ∈
Q2 s.t. ∃m,  ∈ Z2, θ = (2m11,2m22)}. Then, if ∃ρ < 1 such that ∀ζ ∈ D, the function ρ(ζ ) deﬁned by:
ρ(ζ ) =
∑
θ∈Θ
∣∣∣∣ ∑
j,k∈Z2,2jk=θ
ω1ω2
|ω|2
(
(ζ2 − 2πθ2)ω1
ω2(ζ1 − 2πθ1) −
(ζ1 − 2πθ1)ω2
ω1(ζ2 − 2πθ2)
)
ζ2 − 2πθ2
ζ2
× ψ̂∗1
(
ζ1
2 j1
)
ψ̂∗1
(
ζ2
2 j2
)
ψ̂1
(
ζ1 − 2πθ1
2 j1
)
ψ̂1
(
ζ2 − 2πθ2
2 j2
)∣∣∣∣ (2.16)
with ω = 2j , veriﬁes ρ(ζ ) ρ , then the wavelet Helmholtz decomposition algorithm converges.
Proof. Let f ∈ L1(R2). Then Eq. (2.15) provides:
‖Q f ‖L1 =
∫
ξ∈R2
∣∣∣∣ ∑
j∈Z2,ω=2j
ω1ω2
|ω|2
(
ξ2ω1
ω2ξ1
− ξ1ω2
ω1ξ2
)
×
[ ∑
k∈Z2
f
(
ξ + 2kπ2j)ψ̂∗1( ξ12 j1 + 2k1π
)
ψ̂∗0
(
ξ2
2 j2
+ 2k2π
)]
ψ̂1
(
ξ1
2 j1
)
ψ̂0
(
ξ2
2 j2
)∣∣∣∣dξ.
We invert the sums in order to isolate the function f in the expression:
‖Q f ‖L1 
∫
ξ∈R2
∑
θ∈Θ
∣∣∣∣ ∑
j,k∈Z2,2jk=θ
ω1ω2
|ω|2
(
ξ2ω1
ω2ξ1
− ξ1ω2
ω1ξ2
)
× ψ̂∗1
(
ξ1 + 2πθ1
2 j1
)
ψ̂∗0
(
ξ2 + 2πθ2
2 j2
)
ψ̂1
(
ξ1
2 j1
)
ψ̂0
(
ξ2
2 j2
)∣∣∣∣∣∣ f (ξ + 2πθ)∣∣dξ.
Using the monotone convergence theorem and the change of variables ζ = ξ + 2πθ leads to:
‖Q f ‖L1 
∑
θ∈Θ
∫
ζ∈R2
∣∣∣∣ ∑
j,k∈Z2,2jk=θ
ω1ω2
|ω|2
(
(ζ2 − 2πθ2)ω1
ω2(ζ1 − 2πθ1) −
(ζ1 − 2πθ1)ω2
ω1(ζ2 − 2πθ2)
)
× ψ̂∗1
(
ζ1
2 j1
)
ψ̂∗0
(
ζ2
2 j2
)
ψ̂1
(
ζ1 − 2πθ1
2 j1
)
ψ̂0
(
ζ2 − 2πθ2
2 j2
)∣∣∣∣∣∣ f (ζ )∣∣dξ.
Transforming ψ0 and ψ∗0 into ψ1 and ψ∗1 thanks to the relations iξψ̂1(ξ) = 4ψ̂0(ξ) and iξψ̂∗0 (ξ) = −4ψ̂∗1 (ξ) makes apparent
the function ρ(ζ ) as it was deﬁned by Eq. (2.16). Then, exchanging the sum and the integral, we obtain:
‖Q f ‖L1 
∫
ζ∈R2
ρ(ζ )
∣∣ f (ζ )∣∣dξ.
Hence, if the condition ρ(ζ )  ρ < 1 is satisﬁed, we get ‖Q f ‖L1  ρ‖ f ‖L1 , and the sequence ( f q)q0 deﬁned by (2.15)
converges to 0 in L1-norm, which means that its Fourier transform converges to 0 in L∞-norm.
From Theorem 2.1, we may say that the most important feature is the localization of the Fourier spectra of functions ψ0,
ψ1, ψ∗0 and ψ∗1 . Numerical experiments [6] corroborate this assertion and show that the convergence rate of the Helmholtz
algorithm improves when the order of the wavelet basis increases. We can also notice that the horizontal wavelet condi-
tioning (i.e. the scalar products 〈ψ jk,ψ jk′ 〉 for a ﬁxed j) does not play any rôle in the convergence of the algorithm.
The computation of ρ in the case of Shannon wavelets (see their deﬁnition in the next section) gives ρ = 3/4 which is in
agreement with the results of part 2.3 for b = 1. It is also possible to compute ρ numerically in the case of Meyer wavelets
(see for instance [19]), since if we take D = [− 43π, 43π ]2 \ [− 23π, 23π ]2, the sum over θ contains four terms, containing itself
four terms in the sum over k, j. More detailed results will be presented in a further work.
The proof of convergence for arbitrary dimension will be done using Shannon wavelets, in Section 2.3. But the localization
in Fourier domain of wavelet projectors should allow to generalize the convergence to other wavelets, since expression (2.11)
implies:
Q̂ ju(ξ) = wu j
(
ξ
2 j
)
ψ̂
(
ξ
2 j
)
(2.17)
with wu j a 2π -periodic function. 
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We will study now the convergence rate of the accelerated algorithm (2.9), in arbitrary dimension n, using Shannon
wavelets. The Shannon wavelet ψ is compactly supported in Fourier space, and is given by the expression:
ψ̂(ξ) = e−iξ/2χ[−2π,−π ]∪[π,2π ](ξ), ψ(x) = sin2π(x− 1/2)
π(x− 1/2) −
sinπ(x− 1/2)
π(x− 1/2) ,
where χ stands for the characteristic function, i.e. χE(x) = 1 if x ∈ E , χE(x) = 0 if x /∈ E .
The corresponding scaling function is:
ϕˆ(ξ) = χ[−π,π ](ξ), ϕ(x) = sinπx
πx
.
Then
∀ j,k ∈ Z, supp(ψ̂ j,k) =
[−2 j+1π,−2 jπ]∪ [2 jπ,2 j+1π].
This property allows a simpliﬁcation of the wavelet projection (2.11) which rewrites:
Q̂ ju(ξ) = û(ξ)χ±[2 jπ,2 j+1π ](ξ).
Theorem 2.3. Let u in (L2(Rn))n, and let the sequence (up)p0 be deﬁned by:
u0 = u and up+1 = PN bQNup, p  0, (2.18)
where QN is the complementary projector associated to curl-free wavelets (2.5), and PN b is the damped complementary projector
deﬁned in (2.8), associated to divergence-free wavelets (2.4). We assume that the wavelet ψ1 used for constructing the divergence-free
and curl-free wavelets of Section 1.3 is the Shannon wavelet.
Then, for b = 3241 , the sequence (up) satisﬁes, in L2 norm:∥∥up∥∥ ( 9
41
)p
‖u‖ (2.19)
and converges to zero in L2 .
Moreover, the Helmholtz decomposition (0.1) of u is given by:
udiv =
∑
p∈N
Pdivu
p, ucurl =
∑
p∈N
QcurlQNu
p .
Remark 2.1. This result has to be compared with the convergence rate ( 916 )
p previously obtained in [9] without any damping
factor (proved in the 2D and 3D case, also with Shannon wavelets).
Proof of Theorem 2.3. Let ψ1 and ψ0 be two wavelets such that ψ ′1 = 4ψ0 as in Proposition 1.1 of Section 1. Then for
j,k ∈ Z:
̂ψ1
(
2 j · −k)= 42 j
iξ
̂ψ0
(
2 j · −k), which gives ψ̂1, j,k = 4ωiξ ψ̂0, j,k for ω = 2 j .
For each j ∈ Zn , we consider the level j of the wavelet decomposition of a vector ﬁeld u:
uj =
∣∣∣∣∣∣∣∣∣∣∣∣
uj1 =
∑
k∈Zn d1,j,kψ1, j1,k1 (x1)ψ0, j2,k2 (x2) . . .ψ0, jn,kn (xn)
.
.
.
uj i =
∑
k∈Zn di,j,kψ0, j1,k1 (x1) . . .ψ1, ji ,ki (xi) . . .ψ0, jn,kn (xn)
.
.
.
ujn =
∑
k∈Zn d1,j,kψ0, j1,k1 (x1) . . .ψ0, jn−1,kn−1(xn−1)ψ1, jn,kn (xn)
.
Applying the Fourier transform to each component yields for 1 i  n, with ωi = 2 ji :
ûj i =
∑
k∈Zn
4ωi
iξi
di,j,kψ̂0, j1,k1 (ξ1) . . . ψ̂0, ji ,ki (ξi) . . . ψ̂0, jn,kn (ξn).
Then we obtain the complementary part QNuj of the oblique projection onto the divergence-free wavelet space, by applying
the orthogonal matrix (1.13) to the wavelet coeﬃcients, and considering the last component:
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∑
k∈Zn
(
n∑
i=1
ωi
|ω|di,j,k
)
1
|ω| Ψ̂
N
j,k
=
∑
k∈Zn
(
n∑
i=1
ωi
|ω|di,j,k
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ω1|ω| ψ̂1, j1,k1 (ξ1)ψ̂0, j2,k2 (ξ2) . . . ψ̂0, jn,kn (ξn)
.
.
.
ω|ω| ψ̂0, j1,k1 (ξ1) . . . ψ̂1, j,k (ξ) . . . ψ̂0, jn,kn (ξn)
.
.
.
ωn|ω| ψ̂0, j1,k1 (ξ1) . . . ̂ψ0, jn−1,kn−1 (ξn−1)ψ̂1, jn,kn (ξn)
.
Q̂Nuj may be expressed in terms of ûj:
(Q̂Nuj) = ω|ω|2
(
4ω
iξ
) n∑
i=1
ωi
∑
k∈Zn
di,j,kψ̂0, j1,k1(ξ1) . . . ψ̂0, jn,kn (ξn) =
ω2
|ω|2ξ
n∑
i=1
ξi ûj i (2.20)
and we can write: Q̂Nuj = ANûj , where
AN =
⎡⎢⎢⎢⎣
ω21
|ω|2ξ1
.
.
.
ω2n
|ω|2ξn
⎤⎥⎥⎥⎦× [ξ1 . . . ξn].
Similarly, we can express the Fourier transform of PN buj as AN bûj with:
AN b = Id− b
⎡⎢⎢⎣
ξ1
.
.
.
ξn
⎤⎥⎥⎦× [ ω21|ω|2ξ1 . . . ω
2
n
|ω|2ξn
]
. (2.21)
Since the wavelet basis we use for the application PN b differs from the one we use for the projection QN , the level j of
the MRA component uj corresponds to two different projections of u when considering either PN b , or QN . Accordingly we
cannot write in general:
̂PN bQNuj = AN b ANûj (2.22)
since we would have to consider projectors of the type Q 1...0
...
0...1
j
and Q 0...1
...
1...0
i
with general wavelets, like in the 2D case
discussed in Section 2.2.
For simplicity, we will consider the particular case where the component uj is the same for the two decompositions,
which means:
Q 1...0
...
0...1
j
= Q 0...1
...
1...0
j
∀j ∈ Z2.
This equality is satisﬁed when using Shannon wavelets. Therefore we will assume now that the function ψ1 is a Shannon
wavelet, and we will establish that (2.22) holds in this context.
When ψ1 is a Shannon wavelet, the wavelet levels ûj of the vector function u have disjoint compact supports. Hence u
p
j ,
the level j of the wavelet decomposition of up , is stable under the different projections. Eq. (2.22) is valid, also with û(ξ)
instead of ûj(ξ) under the condition ξ ∈
∏n
i=1 ±(2 jiπ,2 ji+1π).
Each iteration up+1 = PN bQNup of the damped algorithm (2.9) can be written in Fourier:
∀ξ ∈
n∏
i=1
±(2 jiπ,2 ji+1π), ̂up+1j (ξ) = AN b ANûpj (ξ)
where the matrix
AN b AN =
⎛⎜⎜⎝Id− b|ω|2
⎡⎢⎢⎣
ξ1
.
.
.
ξn
⎤⎥⎥⎦× [ω21ξ1 . . . ω
2
n
ξn
]⎞⎟⎟⎠× 1|ω|2
⎡⎢⎢⎢⎣
ω21
ξ1
.
.
.
ω2n
⎤⎥⎥⎥⎦× [ξ1 . . . ξn]
ξn
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λ(ξ) = trace(AN b AN) = 1− b
(
n∑
i=1
ξ2i
)(
n∑
i=1
ω4i
|ω|4ξ2i
)
.
Introducing ζi = ξiωi ∈ ±[π,2π ], and αi =
ωi|ω| , we obtain:
λ(ξ) = 1− bF (ζ,α) for F (ζ,α) =
(
n∑
i=1
α2i ζ
2
i
)(
n∑
i=1
α2i ζ
−2
i
)
.
Since we are using Shannon wavelets, |ζi | ∈ [π,2π ] for 1 i  n. Under the constraint ∑ni=1 α2i = 1, the maximization of F
is no more than a Kantorovich inequality, which yields for a ﬁxed ζ ∈ ±[π,2π ]n:
max
αi ,
∑
α2i =1
F (ζ,α) = 1
4
(
min |ζi |
max |ζi | +
max |ζi |
min |ζi |
)2
= 1
4
(
2+ 1
2
)2
= 25
16
. (2.23)
The minimization of F uses the convexity of the function x → 1x and yields:
min
αi ,
∑
α2i =1
F (ζ,α) = 1.
As 1− bmax F  λ 1− bmin F , the optimal b is obtained for: bmax F − 1= 1− bmin F , that means b = 3241 . For this value
of b we obtain:∣∣λ(ξ)∣∣ 9
41
.
Hence,
∀ξ ∈
n∏
i=1
±[2 jiπ,2 ji+1π], ∣∣̂up+1j (ξ)∣∣ 941 ∣∣ûpj (ξ)∣∣.
As for Shannon wavelets, ‖u‖2
L2
=∑j∈Zn ‖uj‖2L2 , by adding the different levels of the wavelet decomposition, we obtain:∥∥up+1∥∥L2  941∥∥up∥∥L2
which leads to the result (2.19) by recursivity.
Finally, we add the divergence-free components and the curl-free components arising from the decomposition (2.7)
separately to form the divergence-free part and the curl-free part of u in the wavelet domain:
udiv =
∑
p∈N
Pdivu
p, ucurl =
∑
p∈N
QcurlQNu
p . 
Remark 2.2. In the numerical experiments of Section 4, we will use a quadratic spline wavelet ψ1 with one vanishing
moment. For this wavelet, the optimal value for b was experimentally founded: b = 1.24. For b = 1.24, the convergence rate
is equal to 0.41 instead of 0.56 for b = 1.
3. Generalization of the isotropic divergence-free wavelet construction
Despite the fact that anisotropic wavelets are well suited for image compression, or for the study of anisotropic spaces
[13], they are not often used in numerical adaptive schemes. Indeed, isotropic wavelets present the advantage of square
(or cubic) support, which makes easy the effective implementation of an automatic evolution of wavelet coeﬃcients, when
solving PDE problems (see for instance [5,21]). Moreover, in the context of turbulence, the (divergence-free!) ﬂow is homo-
geneous: in this context, isotropic wavelet bases are more adapted to the structures of the ﬂow, and adaptive schemes have
been implemented [12].
Consequently we will construct new isotropic and quasi-isotropic divergence-free and curl-free wavelets, by considering
anisotropic wavelets, whose parameters j verify max(j)−min(j)m with m = 0,1,2. We will then modify the div-free and
curl-free wavelet transforms of Section 1.3, and establish a convergence theorem for the Helmholtz algorithm when m = 0.
This newer isotropic wavelet decomposition includes the older decomposition originally designed by Lemarié-Rieusset
[16] and used by Urban [26]. It presents the advantage to avoid the arbitrary choice of an index i which plays the rôle
of pivotal element to form the divergence-free wavelet basis. We will construct (2n − 1)n generating functions instead of
the previous (2n − 1)(n − 1), to form a divergence-free basis in dimension n. The price to pay for this modiﬁcation is that
our divergence-free wavelets will form a redundant set. But we will take advantage of this redundancy for adding a useful
linear combination of wavelet coeﬃcients. This construction leads to a clearer understanding of the divergence-free wavelet
transform in the isotropic case.
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3.1.1. Divergence-free wavelets
In the following, we will deﬁne generalized quasi-isotropic divergence-free wavelets by considering two kinds of
divergence-free wavelets, with limitations on the scale parameter j. Let m  0 be given, we will only consider scale in-
dices j = ( j1, j2, . . . , jn) such that max( j1, j2, . . . , jn) − min( j1, j2, . . . , jn)m. Then the following functions form a frame
of Hdiv0(Rn):
• usual anisotropic divergence-free wavelets Ψ div ij,k with 1 i  n as in Section 1.3,
• modiﬁed isotropic divergence-free vector wavelets Ψ div iε j,k , with ε ∈ {0,1}n \ {(0, . . . ,0)}, 1 i  n, and with components
of the type η(ε1)j1,k1 . . . η
(εn)
jn,kn
, with η(1) = ψ , η(0) = ϕ , and j =max( j1, j2, . . . , jn) −m if ε = 0.
To construct these last functions, we will introduce linear combinations of quasi-isotropic wavelets which are a mix of
isotropic and anisotropic wavelets:
Ψ iε j,k(x1, . . . , xn) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
0
.
.
.
η
(ε1)
0 (2
j1x1 − k1) . . . η(εi)1 (2 ji xi − ki) . . . η(εn)0 (2 jn xn − kn)
.
.
.
0
,
where η(εi) =
{
ψ if εi = 1,
ϕ if εi = 0,  = 0,1.
Taking into account the differentiation relations of Proposition 1.1, we have:(
η
(εi)
1
)′
(x) = 4εi (η(εi)0 (x) − (1− εi)η(εi)0 (x− 1)).
The set {Ψ iε j,k: 1  i  n, j,k ∈ Zn, ε ∈ {0,1}n \ {(0, . . . ,0)}, max( j1, j2, . . . , jn) − min( j1, j2, . . . , jn) m, ε = 0 ⇒ j =
max( j1, j2, . . . , jn) −m} forms a Riesz basis of (L2(Rn))n .
We will now construct the n-dimensional quasi-isotropic divergence-free wavelets.
Deﬁnition 3.1. For 1 i  n, we deﬁne quasi-isotropic divergence-free wavelets by:
Ψ div iε j,k (x1, . . . , xn)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
−2 ji+ j1ε1η(ε1)1 (2 j1x1 − k1) . . . (η(εi)0 (2 ji xi − ki) − (1− εi)η(εi)0 (2 ji xi − ki − 1)) . . . η(εn)0 (2 jn xn − kn)
.
.
.
41−εi (
∑
 =i, ε=1 2
2 j )η
(ε1)
0 (2
j1x1 − k1) . . . η(εi)1 (2 ji xi − ki) . . . η(εn)0 (2 jn xn − kn)
.
.
.
−2 ji+ jnεnη(ε1)0 (2 j1x1 − k1) . . . (η(εi)0 (2 ji xi − ki) − (1− εi)η(εi)0 (2 ji xi − ki − 1)) . . . η(εn)1 (2 jn xn − kn)
.
The complementary wavelet is given by:
ΨNε j,k(x1, . . . , xn) =
∣∣∣∣∣∣∣∣
2 j1ε1η
(ε1)
1 (2
j1x1 − k1) . . . η(εi)0 (2 ji xi − ki) . . . η(εn)0 (2 jn xn − kn)
.
.
.
2 jnεnη
(ε1)
0 (2
j1x1 − k1) . . . η(εi)0 (2 ji xi − ki) . . . η(εn)1 (2 jn xn − kn)
.
Remark that the case m = 0 corresponds to linear combinations of the isotropic divergence-free wavelets proposed by
P.G. Lemarié-Rieusset and K. Urban [16,26]. Note also that ΨNε j,k is no more orthogonal to Ψ
div i
ε j,k , except if εi = 1.
3.1.2. Divergence-free fast transforms
If we denote by (di,ε j,k) the wavelet coeﬃcients of a function u in the basis {Ψ iε j,k}, then we obtain the divergence-free
wavelet and complementary wavelet coeﬃcients by solving the following system for ﬁxed j,k, ε:
Mdiv
⎡⎢⎢⎢⎢⎣
ddiv1,ε j,k
.
.
.
ddivn,ε j,k
⎤⎥⎥⎥⎥⎦+
∑
i, εi=0
M(i)div
⎡⎢⎢⎢⎢⎣
ddiv1,ε j,k−ei
.
.
.
ddivn,ε j,k−ei
⎤⎥⎥⎥⎥⎦=
⎡⎢⎢⎢⎢⎣
d1,ε j,k
.
.
.
dn,ε j,k
⎤⎥⎥⎥⎥⎦ (3.1)
dNε j,k dNε j,k−ei 0
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of the wavelets:
Ψ div iε j,k →
1
|εω|2 Ψ
div i
ε j,k , Ψ
N
ε j,k →
1
|εω|Ψ
N
ε j,k.
Then the expressions of Mdiv and M
(i)
div are chosen as follows (the last line represents an arbitrary linear combination of the
divergence-free wavelet coeﬃcients):
Mdiv =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
41−ε1 (1− ε1 ω
2
1
|εω|2 ) −ε1 ω2ω1|εω|2 . . . −ε1 ωnω1|εω|2 ε1 ω1|εω|
−ε2 ω1ω2|εω|2 41−ε2 (1− ε2
ω22
|εω|2 )
. . . −ε2 ωnω2|εω|2 ε2 ω2|εω|
.
.
.
.
.
.
. . .
.
.
.
.
.
.
−εn ω1ωn|εω|2 −εn ω2ωn|εω|2 . . . 41−εn (1− εn
ω2n
|εω|2 ) εn
ωn|εω|
ε1
ω1|εω| ε2
ω2|εω| . . . εn
ωn|εω| 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.2)
and
M(i)div =
⎡⎢⎢⎢⎢⎢⎣
0 . . .0 ε1
ωiω1
|εω|2 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 . . .0 εn
ωiωn
|εω|2 0 . . . 0
0 . . .0 0 0 . . . 0
⎤⎥⎥⎥⎥⎥⎦ (3.3)
where only the column number i of M(i)div is different from zero.
One can notice that for all indices i such that εi = 0,
ddiv i,ε j,k = 14di,ε j,k.
Then system (3.1) is equivalent to:
Mdiv
⎡⎢⎢⎢⎢⎣
ε1ddiv1,ε j,k
.
.
.
εnddivn,ε j,k
dNε j,k
⎤⎥⎥⎥⎥⎦=
⎡⎢⎢⎢⎢⎣
d1,ε j,k
.
.
.
dn,ε j,k
0
⎤⎥⎥⎥⎥⎦− 14Mdiv
⎡⎢⎢⎢⎢⎣
(1− ε1)d1,ε j,k
.
.
.
(1− εn)dn,ε j,k
0
⎤⎥⎥⎥⎥⎦− 14
∑
i, εi=0
M(i)div
⎡⎢⎢⎢⎢⎣
d1,ε j,k−ei
.
.
.
dn,ε j,k−ei
0
⎤⎥⎥⎥⎥⎦ .
To solve (3.1), we multiply the above system by the matrix:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(1− ε1ω21|εω|2 ) −ε2ε1 ω2ω1|εω|2 . . . −εnε1 ωnω1|εω|2 ε1 ω1|εω|
−ε1ε2 ω1ω2|εω|2 (1−
ε2ω
2
2
|εω|2 )
. . . −εnε2 ωnω2|εω|2 ε2 ω2|εω|
.
.
.
.
.
.
. . .
.
.
.
.
.
.
−ε1εn ω1ωn|εω|2 −ε2εn ω2ωn|εω|2 . . . (1−
εnω
2
n
|εω|2 ) εn
ωn|εω|
ε1
ω1|εω| ε2
ω2|εω| . . . εn
ωn|εω| 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.4)
and we ﬁnd that for indices i such that εi = 1,
ddiv i,ε j,k = di,ε j,k − ωi|εω|2
n∑
=1
εωd,ε j,k
and
dNε j,k =
∑ ωi
|εω|di,ε j,k +
∑ ωi
4|εω| (di,ε j,k − di,ε j,k−ei ).
i, εi=1 i, εi=0
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Q̂Nuε j = 1|εω|2
⎡⎢⎢⎢⎣
ε1
ω21
ξ1
.
.
.
εn
ω2n
ξn
⎤⎥⎥⎥⎦× [ξ1 . . . ξn]ûε j
which will be used in the next section.
3.1.3. Curl-free quasi-isotropic wavelets
The n-dimensional quasi-isotropic curl-free wavelets are deﬁned by:
Ψ curlε j,k(x1, . . . , xn)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
2 j1 · 4ε1−1(η(ε1)0 (2 j1x1 − k1) − (1− ε1)η(ε1)0 (2 j1x1 − k1 − 1)) . . . η(εi)1 (2 ji xi − ki) . . . η(εn)1 (2 jn xn − kn)
.
.
.
2 ji · 4εi−1η(ε1)1 (2 j1x1 − k1) . . . (η(εi)0 (2 ji xi − ki) − (1− εi)η(εi)0 (2 ji xi − ki − 1)) . . . η(εn)1 (2 jn xn − kn)
.
.
.
2 jn · 4εn−1η(ε1)1 (2 j1x1 − k1) . . . η(εi)1 (2 ji xi − ki) . . . (η(εn)0 (2 jn xn − kn) − (1− εn)η(εn)0 (2 jn xn − kn − 1))
and the complementary wavelets are deﬁned for 1 i  n by:
ΨN iε j,k(x1, . . . , xn)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
−2 ji+ j1εiε1η(ε1)0 (2 j1x1 − k1) . . . η(εi)1 (2 ji xi − ki) . . . η(εn)1 (2 jn xn − kn)
.
.
.
(
∑
 =i, ε=1 2
2 j )η
(ε1)
1 (2
j1x1 − k1) . . . η(εi)0 (2 ji xi − ki) . . . η(εn)1 (2 jn xn − kn)
.
.
.
−2 ji+ jnεiεnη(ε1)1 (2 j1x1 − k1) . . . η(εi)1 (2 ji xi − ki) . . . η(εn)0 (2 jn xn − kn)
.
After renormalization of the wavelets (Ψ curlε j,k is divided by |εω| and ΨN iε j,k by |εω|2), the wavelet coeﬃcients verify, for ﬁxed
j,k, ε:
Mcurl
⎡⎢⎢⎢⎢⎣
dN 1,ε j,k
.
.
.
dN n,ε j,k
dcurlε j,k
⎤⎥⎥⎥⎥⎦+
∑
i, εi=0
M(i)curl
⎡⎢⎢⎢⎢⎣
dN 1,ε j,k−ei
.
.
.
dN n,ε j,k−ei
dcurlε j,k−ei
⎤⎥⎥⎥⎥⎦=
⎡⎢⎢⎢⎢⎣
d1,ε j,k
.
.
.
dn,ε j,k
0
⎤⎥⎥⎥⎥⎦ (3.5)
where the matrices Mcurl and M
(i)
curl for 1 i  n are given by:
Mcurl =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(1− ε1 ω
2
1
|εω|2 ) −ε2ε1 ω2ω1|εω|2 . . . −εnε1 ωnω1|εω|2 4ε1−1 ω1|εω|
−ε1ε2 ω1ω2|εω|2 (1− ε2
ω22
|εω|2 )
. . . −εnε2 ωnω2|εω|2 4ε2−1 ω2|εω|
.
.
.
.
.
.
. . .
.
.
.
.
.
.
−ε1εn ω1ωn|εω|2 −ε2εn ω2ωn|εω|2 . . . (1− εn
ω2n
|εω|2 ) 4
εn−1 ωn|εω|
ε1
ω1|εω| ε2
ω2|εω| . . . εn
ωn|εω| 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.6)
and
M(i)curl =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . 0 0
0 . . . 0 − ωi4|εω|
0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.7)
where only the line number i of M(i) is non-zero.curl
E. Deriaz, V. Perrier / Appl. Comput. Harmon. Anal. 26 (2009) 249–269 265To solve the system of Eqs. (3.5), we multiply it by the matrix (3.4) and we ﬁnd:
dcurlε j,k =
n∑
i=1
εi
ωi
|εω|di,ε j,k
which means that the Fourier transform of PN uε j satisﬁes:
P̂N uε j =
⎛⎜⎜⎝Id− 1|εω|2
⎡⎢⎢⎣
ξ1
.
.
.
ξn
⎤⎥⎥⎦× [ε1 ω21ξ1 . . . εn ω
2
n
ξn
]⎞⎟⎟⎠ ûε j.
The expression of the wavelet coeﬃcients dN i,ε j,k is, for εi = 1:
dN i,ε j,k = di,ε j,k − ωi|εω|2
n∑
=1
εωd,ε j,k
and for εi = 0:
dN i,ε j,k = di,ε j,k + ωi4|εω|2
n∑
=1
εωd,ε j,k−ei .
3.2. Convergence of the iterative Helmholtz decomposition in the generalized case
Theorem 3.1. In dimension n, the wavelet Helmholtz algorithm (2.6) deﬁned in Section 2.1 converges using Shannon wavelets, if
m >
1
2 ln2
ln
16n
7
in the construction of the generalized divergence-free and curl-free wavelets (cf. Section 3.1).
Proof. Assume that we are using Shannon wavelets, each level of the wavelet decomposition (indexed by j ∈ Zn with
max(j) −min(j)m and by ε ∈ {0,1}n \ {(0, . . . ,0)}) evolves independently during the wavelet Helmholtz decomposition
algorithm (2.6). Hence:
̂
up+1ε j = Aûpε j
with
A =
⎛⎜⎜⎝Id− 1|εω|2
⎡⎢⎢⎣
ξ1
.
.
.
ξn
⎤⎥⎥⎦× [ε1 ω21ξ1 . . . εn ω
2
n
ξn
]⎞⎟⎟⎠× 1|εω|2
⎡⎢⎢⎢⎣
ε1
ω21
ξ1
.
.
.
εn
ω2n
ξn
⎤⎥⎥⎥⎦× [ξ1 . . . ξn].
This matrix is of rank one and has a single non-zero eigenvalue λ, equal to the trace of A:
λ = 1−
(
n∑
i=1
ξ2i
|εω|4
)(
n∑
i=1
εiω
4
i
ξ2i
)
i.e., with ζi = ξiωi ∈ ±[π,2π ] if εi = 1, ζi ∈ [−π,π ] if εi = 0,
λ = 1−
(
n∑
i=1
ω2i
|εω|2 ζ
2
i
)(
n∑
i=1
ω2i
|εω|2 εiζ
−2
i
)
which can be rewritten, if we distinguish the case εi = 1 and εi = 0 in the ﬁrst sum:
λ = 1−
(
n∑
i=1
εiω
2
i
|εω|2 ζ
2
i
)(
n∑
i=1
εiω
2
i
|εω|2 ζ
−2
i
)
−
(
n∑
i=1
(1− εi) ω
2
i
|εω|2 ζ
2
i
)(
n∑
i=1
ω2i
|εω|2 εiζ
−2
i
)
.
For the ﬁrst term, we use the Kantorovich inequality (2.23). We denote by μ the second term:
μ =
(
n∑
(1− εi) ω
2
i
|εω|2 ζ
2
i
)(
n∑ ω2i
|εω|2 εiζ
−2
i
)
 0,i=1 i=1
266 E. Deriaz, V. Perrier / Appl. Comput. Harmon. Anal. 26 (2009) 249–269Fig. 1. Convergence proﬁles of the wavelet Helmholtz algorithm with spline wavelets of different degrees of anisotropy (norm of the residue in terms of
number of iterations).
then
− 9
16
− μ λ−μ. (3.8)
As for i s.t. εi = 0, ωi  2−m|εω| and ζ 2i  π2, and for i s.t. εi = 1, ζ−2i  π−2, μ is bounded by
μ
n∑
i=1
(1− εi)2−2mπ2
n∑
i=1
εiω
2
i
|εω|2 π
−2  2−2mn.
Since according to (3.8), a suﬃcient condition for the convergence is μ < 716 , this condition will be satisﬁed provided that
m >
1
2 ln2
ln
16n
7
.
Consequently the number m of additional wavelet transforms we have to apply after an isotropic wavelet transform, is not
excessive. 
Remark 3.1. Again, as it was proposed in Section 2.3, we may introduce a parameter b > 0 in the algorithm (2.6): up+1 =
up − updiv − bupcurl. Then, according to the previous study, the following bounds hold for the eigenvalue λ(ξ), using Shannon
wavelets:
1− b
(
25
16
+ 2−2mn
)
 λ(ξ) 1− b.
The algorithm converges for b suﬃciently small. In practice, with spline wavelets, whatever the value of b, the algo-
rithm (2.6) does not converge for isotropic wavelets (m = 0) and presents the same proﬁle as in Fig. 1.
4. Numerical experiments
The wavelet Helmholtz algorithm was applied to non divergence-free periodic vector ﬁelds on the cube [0,1]n (n = 2,3),
in order to observe the convergence rate of the iterative algorithm. We will compare the convergence according to the
isotropic or anisotropic nature of the divergence-free wavelets and for different spline wavelets.
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Convergence rates observed for various spline wavelets ψ1 and duals ψ∗1
Number of zero moments for ψ1 Number of zero moments for ψ∗1
2 3 4
1 1.24 0.56 0.64
2 0.57 0.56 0.35
3 0.59 0.35 0.42
4 0.44 0.42
5 0.45
Ref. [8] provides technical explanations for the implementation of the method. We have already tested in [8] the conver-
gence of our iterative algorithm, using spline wavelets of different orders, successfully applied to a large class of two and
three-dimensional ﬁelds. The observed convergence rates were about 0.5 (see also Fig. 1).
4.1. Comparison isotropic/anisotropic wavelets
For this comparison, we have used spline wavelets: the functions (ϕ0,ψ0) are splines of order two (i.e. piecewise poly-
nomials of degree one), and the functions (ϕ1,ψ1) are splines of order three (i.e. piecewise polynomials of degree two). We
have compared the convergence rates obtained with several families of generalized divergence-free and curl-free wavelets.
We have applied the wavelet Helmholtz algorithm to the 2D vector ﬁeld
u=
∣∣∣∣−sin(2πx) cos(2π y)−cos(2πx) sin(2π y) − 2sin(2πx) cos(2π y)
discretized on a 2562 point grid, and to the 3D vector ﬁeld:
u=
∣∣∣∣∣∣
−sin(2πx) cos(2π y) cos(2π z) + sin(2πx) cos(2π y) − sin(2πx) cos(2π z)
−cos(2πx) sin(2π y) cos(2π z) + sin(2π y) cos(2π z) − cos(2πx) sin(2π y)
−cos(2πx) cos(2π y) sin(2π z) + cos(2πx) sin(2π z) − cos(2π y) sin(2π z)
discretized on a point 323 grid. Fig. 1 shows the evolution of the residue ‖up‖L2 in terms of the number of iterations p. In
Fig. 1 we have used four different wavelet bases:
• two-dimensional isotropic (i.e. m = 0) functions, and this choice leads to the non-convergence of the algorithm,
• two-dimensional anisotropic (i.e. m = +∞) functions,
• two-dimensional quasi-isotropic (with m = 1) functions, and
• three-dimensional anisotropic functions.
These experiments clearly show that isotropic functions are not well suited to be used in our wavelet Helmholtz algo-
rithm. In all other cases (anisotropic and quasi-isotropic), the algorithm converges. At the end of the execution, the accuracy
depends on the spline order of the wavelets. The change of behavior for the three-dimensional case in the last steps is
related to the spline interpolation, which has been optimized in the code for dimension two (cf. [8]) but not for dimension
three.
4.2. Link between order of the wavelet basis and convergence rate
We have also tested the wavelet Helmholtz algorithm on a 2D periodic function discretized on a 256 × 256 grid, for
different splines. If ψ1 is a spline of order n (which is equivalent to ψ∗1 has n vanishing moments) with m vanishing
moments, then ψ0 is a spline function of order n − 1 with m + 1 vanishing moments. We have used linear, quadratic and
cubic splines for ψ1, in order to observe the effects of the basis order on the convergence rate. The results are presented in
Table 1. The convergence rate has been measured in the linear part of the slope which can be observed in Fig. 1.
Increasing the number of vanishing moments for the wavelet or for its dual improves the convergence rate. The best
results obtained in the cases (1,3), (2,2), and (2,4), (3,3) and (4,2) can be explained by the symmetry of the wavelets in
these conﬁgurations. In the case (1,2), the algorithm diverges.
4.3. Computational cost
The wavelet Helmholtz algorithm presented in this paper only uses fast wavelet transforms, at each iteration. The total
computational cost can be compared with the cost of a Leray projection computed by fast Fourier transform.
In the Fourier case, the computation of the Leray projection in dimension n requires in each direction a FFT followed
by a n2-matrix–vector multiplication (see (1.11)) at each wavenumber. Since in practice n  N , where N is the number of
grid-points, the total computational cost of the Leray projection scale as 0(nN log2 N) operations.
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n2-matrix–vector multiplication (see (1.13)) for each index (j,k). Since a fast wavelet transform requires O (nhN) operations
(where h is the length of the wavelet ﬁlter), then each iteration of the wavelet Helmholtz algorithm needs 0(n2 + hn)N
operations. The total computational cost for our algorithm is about 0(niternhN) (if n < h which is usual), where niter is the
number of iterations needed by the algorithm to converge. In our practical experiments, 20 iterations are suﬃcient to reach
a relative error less than 10−7. For a bidimensional vector ﬁeld (N = 10242), using order 2 spline wavelets (h = 4), the
computational cost of the wavelet Helmholtz decomposition is about 5-times less advantageous than a computation by FFT.
But one advantage of the wavelet Helmholtz algorithm is that it can be performed in adaptive situations, whereas
the Fourier transform works only on regular grids. Another worthwhile situation is when the initial condition is close to
the result, this is the case for instance in the simulation of incompressible Navier–Stokes equations [10]: at each time-
step, the wavelet Helmholtz decomposition requires only 3 or 4 iterations to update the solution, which is comparable to
computations performed by FFT.
5. Conclusion
In this article, we have constructed anisotropic divergence-free and curl-free wavelets in dimension n, by generalization
of the constructions in 2D and 3D. To obtain small orthogonal systems for the computation of related coeﬃcients, we
have modiﬁed the original constructions of divergence-free wavelets (and thus curl-free wavelets) by analogy with the Leray
projector written in Fourier domain. These new formulations have allowed us to deﬁne an iterative algorithm for the wavelet
Helmholtz decomposition of any vector ﬁeld, and we have proved its convergence in 2D for general wavelets and in nD for
the particular case of Shannon wavelets. Moreover we have proved its convergence for quasi-isotropic wavelets. We have
observed in numerical experiments that the convergence rate of the method depends on the number of vanishing moments
of the wavelets and their duals, and also on the degree of anisotropy of the basis functions.
The interest of such wavelet Helmholtz decomposition is that it is localized in space contrarily to a decomposition com-
puted by Fourier transform. This algorithm is well adapted for wavelet adaptive schemes, by using quasi-isotropic wavelets.
This makes the method very attractive for large dimensional problems and it opens new prospects, for example for the
direct numerical simulation of turbulence using divergence-free wavelet bases [6,8].
An important issue that must be addressed is the ﬂexibility of the method: the method should be extended to bounded
and non-periodic tensor-product domains, with physical boundary conditions, by using wavelets on the interval incorpo-
rating homogeneous boundary conditions, such as those in [20]. Indeed, the construction of a non-periodic divergence-free
wavelet basis on the cube [0,1]n has already been carried on by Lemarié-Rieusset and Jouini in [17]. This construction ex-
tends readily to curl-free wavelets, and to homogeneous boundary conditions. Work is in progress to implement these new
wavelets and their related fast algorithms. Their practical use in a wavelet Helmholtz decomposition is underway and will
be presented in a forthcoming paper.
Finally, these constructions and computational methods address the issue of numerical algorithms based on divergence-
free wavelets for solving differential problems. The approach used in this article can be generalized to linear differential
problems in order to provide original wavelet solvers (see [7]).
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