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Proteins constitute a major part of the machinery of all cellular life. While sequence information
of many proteins is readily available, the determination of protein three-dimensional structure
is much more involved. Computational methods increasingly contribute to elucidate protein
structure, conformational change and biological function. Simulations also help us understand,
why naturally occurring proteins fold with high precision into a unique three-dimensional struc-
ture, in which they can perform their biological function. Here we summarize recent results of
a free-energy approach to simulate protein large-scale conformational change and folding with
atomic precision. In the free-energy approach, which is based on Anfinsen’s thermodynamic
hypothesis, the conformational ensemble can be sampled with non-equilibrium methods, which
accelerates the search of the high-dimensional protein landscape and permits the study of larger
proteins at the all-atom level.
1 Introduction
Proteins are the workhorses of all cellular life. They constitute the building blocks and the
machinery of all cells. Proteins perform a variety of roles in the cell: structural proteins
constitute the building blocks for cells and tissues, enzymes, like pepsin, catalyze com-
plex reactions, signaling proteins, like insulin, transfer signals between or within the cells.
Transport proteins, like hemoglobin, carry small molecules or ions, while receptor pro-
teins like rhodopsin generate response to stimuli. The mechanisms of all these biophysical
processes depend on the precise folding of their respective polypeptide chains1.
From the work of C.B. Anfinsen and co-workers in the 1960s we know that the amino
acid sequence of a polypeptide chain in the appropriate physiological environment can
fully determine its folding into a so-called native conformation2. Unlike man-made poly-
mers of similar length, functional proteins assume unique three-dimensional structures un-
der physiological conditions and there must be rules governing this sequence-to-structure
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transition. Protein structures can be determined experimentally, by X-ray crystallography3
or NMR methods4, but these experiments are still challenging and do not work for all pro-
teins. From the theoretical standpoint it is still not possible to reliably predict the native
three-dimensional conformation of most proteins given their amino acid sequence alone5–8.
The triplet genetic code by which the DNA sequence determines the amino acid se-
quence of polypeptide chains is well understood. However, unfolded polypeptide chains
lack most of the properties needed for their biological function. The chain must fold into
its native three dimensional conformation in order to perform its function9. Despite much
research in this direction and the emergence of novel folding paradigms during the last
decade, much of the mechanism by which the protein performs this auto-induced folding
reaction is still unclear6.
Therefore it would be very helpful to develop methods for protein structure prediction
on the basis of the amino acid sequence alone. Even if this goal it is not fully realized,
methods that can complete partially resolved experimental protein structures would be
very helpful to determine the structure of proteins where neither theoretical methods nor
experimental techniques alone can succeed10. For the trans-membrane family of proteins,
present day experimental methods fail, which is responsible for the entire communication
of the cell with its environment11. Theoretical methods would be very helpful to investigate
these proteins. There are large number of related questions, for instance regarding the
interactions of a given protein with a large variety of other proteins, where theoretical
methods could also contribute to our understanding of biological function.
Related to the question of protein structure prediction is the question of how the pro-
teins attain their final conformation - the so called protein folding problem. It remains
one of the astonishing mysteries responsible for the evolution of life how these complex
molecules can attain a unique native conformation with such precision. No man-made
polymer of similar size is able to assemble into a predetermined structure with the preci-
sion encountered in the proteins that have evolved in nature.
Given its complexity it is not surprising that the protein folding process occasionally
fails, and many of such failures are related to cellular disfunction or disease12, 13. Therefore
it is important not only to be able to predict the final structure of proteins but also very
desirable to understand the mechanisms by which proteins fold.
Many theories and computational methods have been developed to understand the fold-
ing process. Simplified models have been applied to understand its physical principles14.
Lattice based methods were among the first models that allowed efficient sampling of con-
formational space15–17. The lattice models, either 2D square or 3D cubic, were used to
study protein folding and unfolding, but they were too simplified for protein structure pre-
diction. Subsequently “Go-Models” were developed, where only native contacts interact
favorably18, and were useful to characterize some aspects of the folding of small proteins.
Further development led to statistically obtained knowledge based potentials19–21. These
potentials were obtained and parameterized on the structures available from the Protein
Data Bank. The knowledge based potentials are mostly used for fold recognition or pro-
tein structure prediction.
With the increase in computational resources and speed, all-atom molecular dynam-
ics simulations of protein folding have been undertaken. For most proteins, it is still not
feasible to determine the protein structure from extended conformations using a single
molecular dynamics simulation. This is due to the fact that at the all-atom level, the typical
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time step in a molecular dynamics simulation is about 1-2 femtoseconds while the pro-
tein folding occurs at millisecond timescale. A single such simulation would need years
to complete. Replica exchange MD simulations have been successful in folding proteins
from extended conformations, but are still limited to the size of 20-30 amino acids22–26.
In this review we explore an alternative approach for protein structure prediction and
folding that is based on the Anfinsen’s hypothesis2 that most proteins are in thermody-
namic equilibrium with their environment in their native state. For proteins of this class
the native conformation corresponds to the global optimum of the free energy of the pro-
tein. We know from many problems in physics and chemistry that the global optimum of a
complex energy landscape can be obtained with high efficiency using stochastic optimiza-
tion methods27–29. These methods map the folding process found in nature onto a fictitious
dynamical process that explores the free-energy surface of the protein. By construction
these fictitious dynamical processes not only find the conformation of lowest energy, but
typically characterize the entire low-energy ensemble of competing metastable states.
This review is structured as follows: The second section introduces the protein the
protein free-energy forcefield PFF02 and methods to efficiently explore the protein free-
energy surface with stochastic simulation methods. In the next section, we review all-atom
folding simulations for various proteins with the free-energy approach. The key results of
these investigations and opportunities for further work are outlined in the last section.
2 Free-Energy Forcefields and Simulation Methods
2.1 The free-energy forcefield PFF02
We have recently developed an all-atom (with the exception of apolar CHn groups) free-
energy protein forcefield (PFF01) that models the low-energy conformations of proteins
with minimal computational demand.9,14 The forcefield parameterizes the internal free
energy of a particular protein backbone conformation, excluding backbone entropy and
thus makes different discrete conformational states directly comparable with regard to their
stability. The effect of backbone entropy of a particular state can be assessed with Monte
Carlo simulations at a finite temperature.
PFF02 contains the following non-bonded interactions:
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Here rij denotes the distance between atoms i and j and g(i) the type of the amino acid
i. The Lennard Jones parameters (Vij ,Rij) for potential depths and equilibrium distance)
depend on the type of the atom pair and were adjusted to satisfy constraints derived from
a set of 138 proteins of the PDB database.18−20 The non-trivial electrostatic interactions
in proteins are represented via group-specific and position dependent dielectric constants
εg(i)g(j) , depending on the amino-acids to which the atoms i and j belong. Interactions
with the solvent were first fit in a minimal solvent accessible surface model21 parame-
terized by free energies per unit area σj to reproduce the enthalpies of solvation of the
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Gly-X-Gly family of peptides22. Aj corresponds to the area of atom i that is in contact
with a fictitious solvent.
Hydrogen bonds are described via dipole-dipole interactions included in the electro-
static terms and an additional short range term for backbone-backbone hydrogen bonding
(CO to NH) which depends on the OH distance, the angle between N, H and O along the
bond and the angle between the CO and NH axis.9 In comparison to PFF01, the force-
field PFF02 contains an additional term that differentiates between the backbone dipole
alignments found in different secondary structure elements (included in the electrostatic
potential between atoms i and j belonging to the backbone NH or CO groups via the di-
electric constants εg(i)g(j))23 and a torsional potential for backbone dihedral angles Vtor,
which gives a small contribution (about 0.3 kcal/mol) to stabilize conformations with di-
hedral angles in the beta sheet region of the Ramachandran plot.14,24
2.2 Stochastic Simulation Methods
Proteins assume unique three dimensional structures after being synthesized into a linear
chain of amino acids. In the free-energy approach this native conformation corresponds to
the global optimum of the free-energy forcefield. In order to fold proteins with free-energy
methods, we need to use efficient sampling methods to reliably locate the associated global
minima of the free-energy surface. The low-energy region of the free-energy landscape of
proteins is extremely rugged due to the close packing of the atoms in the native conforma-
tion. Sampling this surface efficiently is therefore the central cogmputational bottleneck of
this approach.
2.2.1 Monte Carlo
Most stochastic methods originate from the Monte Carlo method that explores the energy
landscape by random changes in the geometry of the molecule. In this way large regions
of the configurational space can be searched in finite time, without regard of the kinetics
of the process. A Monte Carlo simulation is composed of the following steps:
1. Specify the initial coordinates (R0).
2. Generate new coordinates by random change to initial coordinates (R′).
3. Compute transition probability T (R0, R
′
).
4. Generate a uniform random number RAN in range [0,1].
5. If T (R0, R
′
) < RAN , then discard the new coordinates and goto step 2.
6. Otherwise accept the new conformation and goto step 2.
The most popular realization of the Monte Carlo method for molecular systems is the
Metropolis method (see flowchart in Figure 1), which uses T (R0, R′) = e−∆V/kT if
∆V > 0, and unit probability otherwise.
In Monte Carlo simulations, the system has no “memory” between two steps, i.e., the
probability that the system might revert to its previous state is as probable as choosing any
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Figure 1. Schematic representation of Metropolis method.
other state. As a result of the stochastic simulation a large number of configurations is ac-
cumulated, which can be used to calculate thermodynamic properties of the system. Monte
Carlo is not a deterministic method (as molecular dynamics), but gives rapid convergence
of the thermodynamic properties30.
2.2.2 Improved Sampling Techniques
Due to its popularity a large number of modifications and improvements of the Monte
Carlo technique have been suggested and many of them have been used in the context of
protein simulations:
• Simulated annealing: In this approach31 barriers in the simulation are avoided by
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starting the simulation at some high temperature and slowly lower the temperature
of the simulation until the target temperature is reached. At high temperature the
exploration of the phase space is very rapid, while near the end of the simulation the
true thermodynamic probabilities of the system are sampled.
• Stochastic tunneling: Here a potential energy surface is transformed by using a non-
linear transformation to suppress the barriers which are significantly above the present
best energy estimate32. The transformed energy surface which is used for exploration
of global minimum is given by
ESTUN = ln(x+
√
x2 + 1)
with x = γ(E − E0), where E is the present energy, E0 is best estimation so far and
γ the transformation parameter, which controls the rate of rise for the transformation.
• Parallel tempering: This method is Monte Carlo implementation of the replica ex-
change molecular dynamics method described. A modified version of this method,
which uses an adaptive temperature control and replication step, has been employed
for exploration of protein energy surfaces33.
• Basin hopping technique (BHT): In this scheme the original potential energy surface
is simplified by replacing the energy of each conformation with the energy of a nearby
local minimum34. The minimization is carried out on the simplified potential (see
section 2.2.3).
• Evolutionary strategy: This scheme is a multi-process extention of the BHT. Several
concurrent simulations are carried out in parallel on a population. The population is
evolved towards a global optimum of energy with a set of rules which enforce energy
improvement and population diversity (see section 2.2.4).
2.2.3 Basin Hopping Technique
BHT35 employs a relatively straightforward approach to eliminate high-energy transition
states of the free-energy surface: The original free-energy surface is simplified by replacing
the energy of each conformation with the energy of a nearby local minimum. In many
applications the additional effort for the minimization step is more than compensated by
the improved efficiency of the stochastic search. This process leads to a simplified potential
on which the simulations search for the global minimum. This replacement eliminates
high-energy barriers in the stochastic search that are responsible for the freezing problem
in simulated annealing. A one dimensional schematic representation of BHT is shown in
Figure 2. Every basin hopping cycle (minimization step) tries to locate a local minima and
thus it simplifies the original potential energy surface (PES) (black curve) into an effective
PES (blue curve) which is then searched for the global minima.
The basin hopping technique and its derivatives have been used previously to study the
potential-energy surface of model proteins and polyalanines using all-atom models36–39.
Here we replace the gradient-based minimization step used in many prior studies with a
simulated annealing run31, because local minimization generates only very small steps on
the free energy surface of proteins. In addition, the computation of gradients for the SASA
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Figure 2. Schematic representation of Basin Hopping technique. The modified potential is obtained by replacing
every point on the curve to its neared local minimum.
(Solvent Accessible Surface Area) is computationally prohibitive. Within each simulated
annealing simulation, new configurations are accepted according to the Metropolis crite-
rion, while the temperature is decreased geometrically from its starting to the final value.
The starting temperature and cycle length determine how far the annealing step can de-
viate from its starting conformation. The final temperature must be chosen small compared
to typical energy differences between competing metastable conformations, to ensure con-
vergence to a local minimum. The annealing protocol is thus parameterized by the starting
temperature TS, the final temperature TF , and the number of steps. We investigated vari-
ous choices for the numerical parameters of the method but have always used a geometric
cooling schedule. At the end of one annealing cycle the new conformation is accepted if its
energy difference to the current configuration was no higher than a given threshold energy
ǫT , an approach recently proven optimal for certain optimization problems40. We typically
used a threshold acceptance criteria of 1-3 kcal/mol.
2.2.4 Evolutionary Algorithms
The popular BHT method 41, 34 for global optimization eliminates high-energy potential-
energy surface (PES) by replacing the energy of each conformation with the energy of a
nearby local minimum. For protein folding we have replaced the original local minimiza-
tion by simulated annealing(SA). In the course of our folding studies, we find that indepen-
dent BHT simulations often find identical structures corresponding to same local(global)
minimum. As a result, each independent simulation reconstructs the full folding path in-
dependently. It would be very desirable to develop methods, where several concurrent
simulations exchange information to learn from each other. For a PES having many local
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Figure 3. A flowchart illustrating the population update. See the text for an explanation
minima, independent simulations limit the efficient exploration of the PES. Also, occa-
sionally BHT simulations go astray, ending the search in a wrong energy basin of the PES.
We have developed a greedy version of BHT42 which overcome these problems to a certain
extent.
We have therefore generalized the BHT approach to a population of size N which is
iteratively improved by P concurrent dynamical processes33. The population is evolved
towards a optimum of the free energy surface with a ES that balances the energy im-
provement with population diversity. In the ES, conformations are drawn from the active
population and subjected to an annealing cycle. At the end of each cycle the resulting con-
formation is either integrated into the active population or discarded. The algorithm was
implemented as a master-client model in which idle clients request a task from the master.
The master maintains the active conformation of the population and distributes the work
to the clients. Each step in the algorithm has three phases:
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1. Selection: A conformation is drawn randomly from the active population. We have
used a uniform probability distribution with population of 20 conformers.
2. Annealing cycle: We use a simulated annealing schedule with Tstart drawn from
an exponential distribution and Tend fixed at 2K. The number of steps per cycle is
increased as 105 ×√cycle.
3. Population update: We have adjusted the acceptance criterion for newly generated
conformations to balance the population diversity and energy enrichment. We define
the two structures as similar if they have bRMSD less than 3 A˚ to each other. We
define an active population as the pool containing mutually different lowest energy
conformers. The master finds number of similar structures(nc) and then performs one
of the following operations on complete population.
(a) Add: If the new conformation is not similar to any structure(nc=0) in the popu-
lation, we add it to the population, provided its energy is less than the energy of
conformation with highest energy(Eworst)
(b) Replace: If the new conformation (with energy Enew) is similar to one existing
structure in the population (with energyEold), it replaces that structure provided
Enew < Eold +∆ (see below).
(c) Merge: If the new conformation has several similar structures, it replaces this
group of structures provided its energy is less than the best one of the group
Ebest plus an acceptance threshold ∆.
A flowchart illustrating the population update tasks of the master is shown in Fig. 3.
In our first BHT/ES simulations we have used a fixed energy threshold (∆) acceptance
criterion. Here we have implemented a variable energy threshold which we define as
∆ = A× tanhD , where
D =
Enew − Ebest
A
,
where A is the energy threshold (3kcal/mol), Enew is energy of the new structure,
Ebest is the lowest energy structure in the population. This choice of the energy
criterion ensures that the conformation with the best energy is never replaced, while
conformations higher in energy are more easily replaced in the secure knowledge that
they are far from optimal. The rules for the replace and merge operations ensure
the structural diversity of the population and its continued energetic improvement (on
average).
3 Folding Simulations
3.1 Helical Proteins
3.1.1 The tryptophan cage miniprotein
Tryptophan cage or trp-cage protein43 has been the subject of various theoretical stud-
ies and it has been of great scientific interest. It had been reported to fold using replica
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(a) Overlay
(b) Cβ -Cβ matrix
(c)
Figure 4. 1L2Y: Overlay of predicted (red) structure to experimental (green) structure. Cβ -Cβ distance overlay
matrix and Energy vs. RMSD plot.
exchange MD and a variety of other simulations44, 27, 45–47, 29, 48. We performed 20 inde-
pendent basin hopping simulations starting with the completely extended conformations in
PFF02 with 100 cycles. The starting conformation had a RMSD of 12.94 A˚ to the native
conformation and was completely extended manually (by setting all backbone dihedral an-
gles except proline to 180◦). The starting temperatures were chosen from a distribution
of exponentially distributed temperatures and the number of steps increased with the BHT
cooling cycle by 104√nm where nm is the number of minimization cycles.
The lowest energy structure converges to a native like conformation with RMSD of
3.11 A˚ to the native conformation. For the sake of uniformity in case of NMR resolved
experimental structures, we compare the RMSD to the first model in the protein data bank
file. The lowest energy structure had an energy of -23.4 Kcal/mol. Figure 4(c) shows
the scatter plot of the conformations visited by the basin hopping simulations on the free
energy surface. The overlay of native conformation (green) with the lowest energy confor-
mation (red) is shown in Figure 4(a) and the corresponding Cβ-Cβ overlay matrix is shown
in Figure 4(b). The Cβ-Cβ overlay matrix quantifies the tertiary alignment along with sec-
ondary structure formation by taking the difference between all Cβ distances of predicted
and native conformation. Black regions indicate excellent agreement in the formation of
native contacts while white regions indicate larger deviations.
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(a) Overlay
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(c)
Figure 5. 1ENH: Overlay of predicted (red) structure to experimental (green) structure. Cβ -Cβ distance overlay
matrix and Energy vs. RMSD plot.
3.1.2 The engrailed Homeodomain - 1ENH
The 54 amino acid engrailed homeodomain protein49 is a three helical orthogonal bun-
dle protein which has been subjected to detailed molecular dynamics simulations50, 51. It
was not possible to fold this protein using basin hopping technique due to the previously
described freezing problem in the basin hopping simulations.
Here we studied the folding of engrailed homeodomain in PFF02 using the evolution-
ary algorithm with a maximum population of 64 conformations and 512 processors52. The
lowest energy structure converges to 4.28 A˚ to the native conformation with the energy of
-170.95 Kcal/mol. 1ENH has a unstructured tail at the N-terminus; after excluding this
seven amino acid region, the RMSD reduces to only 3.4A˚.
The scatter plot of conformations visited during the simulation are shown in
Figure 5(c). Seven out of the total population of 64 structures are less than 4.5 A˚ RMSD
to the native conformation. The overlay of the lowest energy conformation (red) with the
native conformation (green) is shown in Figure 5(a) and the corresponding Cβ-Cβ overlay
matrix is shown in Figure 5(b). There are also competing conformations (within 2 Kcal/-
mol) with large RMS deviations encountered in the simulations. One such conformation is
shown in Figure 6). These conformations have the same secondary structure, but a differ-
ent tertiary structure alignment. The Cβ-Cβ overlay matrix for the misfolded conformation
also confirms that all the three helices are properly predicted but their tertiary arrangement
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Figure 6. 1ENH: Overlay of misfolded (orange) structure to experimental (green) structure and Cβ -Cβ distance
overlay matrix.
is completely different. This indicates that various conformations exist in the low energy
region of the 1ENH which are similar in secondary structure content.
No two helices in the misfolded conformation are in agreement with the respective
helices in the native state. Independently, helix-1 (E8-E20), helix-2 (E26-L36) and helix-3
(A40-K43) are nearly perfectly predicted and have RMS of only 0.56, 0.42 and 0.47 A˚
respectively.
As about 10% of the population is native-like and the misfolded conformations we can
conclude that the folding is reproducible.
3.2 Hairpins
Hairpins are the simplest beta sheet structures with only two strands in antiparallel direc-
tions that are connected together with a turn. Hydrogen bonding and the packing of the
protein itself plays a crucial role here in the folding of such small polypeptides. There are
not many hairpin proteins that are not stabilized by external interaction with ions or with
the formation of disulphide bridges.
3.2.1 trp-zippers
The tryptophan zippers are small monomeric stable β-hairpins that adopt an unique tertiary
fold without requiring metal binding, unusual amino acids, or disulfide crosslinks53. We
were able to fold various tryptophan zippers using PFF02 and basin hopping technique (not
shown here).
We studied the folding of 1LE0 with EA using 128 processors on Marenostrum cluster
at the Barcelona supercomputer center starting from completely extended conformations.
We performed twenty cycles of evolutionary algorithm. The lowest energy conformation
reached in the simulation had a RMSD of only 1.5 A˚ to the native conformation with the
energy of -29.97 Kcal/mol.
The scatter plot of the conformations visited during the simulations is shown in
Figure 7(c). The scatter plot shows that the native-like conformations lie significantly be-
low any other conformation. Twelve out of the 64 conformations from the final population
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Figure 7. 1LE0: Overlay of predicted (red) structure to experimental (green) structure. Cβ-Cβ distance overlay
matrix and Energy vs RMSD plot.
are less than 3.0 A˚ to the native conformation. The protein folds in less than 90 minutes
using 128 processors in parallel by means of the twenty cycles of evolutionary algorithm
amounting to 77× 106 function evaluations or about 9 CPU days.
The overlay of the predicted conformation (red) with the native conformation (green) is
shown in Figure 7(a) and the corresponding Cβ-Cβ overlay matrix is shown in Figure 7(c).
Large black regions in the Cβ-Cβ overlay matrix indicates the agreement of native contacts
between the two conformations.
As hydrogen bonding plays an important role in the formation and topology of β-sheet
structures, it is important to compare the hydrogen bonding pattern in the lowest energy
conformations as two β-sheet conformations might look very similar to the eye, but they
might have completely different topology resulting from shifting of backbone hydrogen
bonds.
The pattern of backbone hydrogen bonds is shown in Table 1 for the native and the
predicted conformation. These were calculated with MOLMOL using the standard def-
initions (Distance=2.4A˚ and angle=35◦). Four out of the five backbone hydrogen bonds
of the native structure are predicted correctly in the lowest energy structure found in the
simulations.
As about 20% of the population converged to native-like conformations with much
lower energies, we conclude the folding of tryptophan zipper as reproducible and predic-
tive.
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Hydrogen bond Native Predicted
03 THR HN −→ 10 THR O X X
05 GLU HN −→ 08 LYS O X X
07 ASN HN −→ 05 GLU O X
10 THR HN −→ 03 THR O X X
12 LYS HN −→ 01 SER O X X
Secondary Structure RMSD ( A˚ )
Native CEEECSSSEEEC -
Predicted CEEEETTEEEEC 1.52
Table 1. 1LE0: Backbone hydrogen bond pattern of the native and predicted conformations and secondary struc-
ture information.
3.2.2 HIV-1 V3 loops
We studied the folding of 14 amino acid HIV-1 V3MN loop 1NIZ54 in PFF02 using a greedy
version of the basin hopping technique55.
In basin hopping simulations there is a threshold energy acceptance criterion at the end
of every basin hopping cycle. In our previous simulations, we have used this threshold
acceptance criterion of 1-3 Kcal/mol depending upon this size of the protein. In the greedy
version of basin hopping the threshold energy is varied depending upon the best energy
found so far in the simulation. Here we calculated the threshold as (ǫS − ǫB)/4, where ǫS
is the starting energy and ǫB is the best energy found so far in the simulation. This choice
implies that the conformation with the best energy is never replaced with a conformation
that is higher in energy and thus introduces a “memory effect” in the simulation. For
the simulations that are higher in energy, the increased threshold value implies a higher
acceptance probability of conformations with higher energy.
We did 200 cycles of greedy basin hopping simulations in PFF02. The simulations
were started with completely extended conformation that had the RMSD of 12 A˚ to the
native state. The lowest energy structure found in the simulation had the RMSD of only
2.04 A˚ to the native state.
Hydrogen bond Native Predicted
02 ARG HN −→ 13 THR O X X
04 HIS HN −→ 11 PHE O X X
06 GLY HN −→ 09 ARG O X
08 GLY HN −→ 06 GLY O X
11 PHE HN −→ 03 HIS O X X
13 THR HN −→ 01 ARG O X X
Secondary Structure RMSD ( A˚ )
native CEEEECSSCEEEEC -
predicted CEEEECSSCEEEEC 2.04
Table 2. 1NIZ: Backbone hydrogen bond pattern between native and predicted conformations and secondary
structure information.
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Figure 8. 1NIZ: Overlay of predicted (red) structure to experimental (green) structure. Cβ -Cβ distance overlay
matrix and Energy vs. RMSD plot.
The scatter plot of the conformations visited during the simulations is shown in
Figure 8(c). The scatter plot shows a single downhill folding funnel for this hairpin. Eight
out of the ten independent simulations converged to less than 3.5 A˚ RMSD to the native
conformation.
The overlay of the lowest energy conformation (red) with the native conformation
(green) is shown in Figure 8(a) and the corresponding Cβ-Cβ distance matrix is shown
in Figure 8(c). Large black regions in the Cβ-Cβ overlay matrix indicates the agreement
of native contacts between the two conformations.
Again, we did the backbone hydrogen bond analysis. Four out of the five backbone hy-
drogen bonds of the native structure were correctly predicted in the lowest energy structure
found in the simulations. The pattern of the backbone hydrogen bonds is shown in Table 2.
The secondary structure of the predicted and native conformation is also shown in Table 2.
The letters in the secondary structure correspond to DSSP definitions.
As eight of the ten simulations converged to the native-like conformation without any
competing metastable conformations, the folding is concluded as reproducible and predic-
tive.
411
3.3 A mixed secondary structure protein
Zinc fingers are among the most abundant proteins in eukaryotic genomes and occur in
many DNA binding domains and transcription factors56. They participate in DNA recog-
nition, RNA packaging, transcriptional activation protein folding and assembly and apop-
tosis. Many zinc fingers contain a Cys2His2 binding motif that coordinates the Zn-ion in
αββ -framework57–59 and much effort is towards the engineering of novel zinc fingers60.
A classical zinc finger motif binding DNA is illustrated in Fig. 9.
Figure 9. A classical Cys2His2 zinc finger motif with Zn-ion(orange) and DNA (magenta).
The reproducible folding of such proteins with mixed secondary structure, however,
remains a significant challenge to the accuracy of the all-atom forcefield and the simulation
method61. We use the all-atom free-energy forcefield PFF02 to predictively fold the 23-51
amino-acid segment of the N-terminal sub-domain of ATF-2 (PDBID 1BHI)62, a 29 amino
acid peptide that contains the basic leucine zipper motif . 1BHI folds into the classical
TFIIIa conformation found in many zinc-finger like sub-domains. The fragment contains
all the conserved hydrophobic residues (PHE25, PHE36, LEU42) of the classical zinc
finger motif and the CYS27, CYS32, HIS45, HIS49 zinc binding pattern.
Starting from a completely unfolded conformation with no secondary structure (16 A˚
backbone RMSD (bRMSD) to native) we performed 200 cycles of the evolutionary algo-
rithm. The distribution of bRMSD versus energy of all accepted conformations during the
simulation (Fig. 10) demonstrates that the simulation explores a wide variety of confor-
mations, with regard to their free-energy and their deviation from the native conformation.
Among the ten energetically lowest conformations (see Table 3) six fold into near-
native conformations with bRMSDs of 3.68-4.28 A˚, while four fold to conformations with
a larger bRMSD. The three energetically best conformations are all near-native in char-
acter. An overlay with the experimental conformation (left panel of Fig. 11) illustrates
that the helix, beta-sheet and both turns are correctly formed. The hydrophobic residues,
which determine the packing of the beta-sheet against the helix, are illustrated in blue in
the figure. The helical section (GLU39-GLU50) and the beta-sheet (PHE25-LEU26 and
ARG35-PHE36) deviate individually by 1.6 A˚ and 2.4 A˚ bRMSD from their experimental
counterparts, respectively.
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Figure 10. Free energy versus bRMSD of all accepted conformations in the simulation. The best 10 structures
are highlighted as: red circles(native-like), green squares(non-native). The folding intermediate is denoted by
blue diamond
The overall difference between the experimental and the folded conformations stems
from the relative arrangement of the beta-sheet with respect to the helix, which is dom-
inated by unspecific hydrophobic interactions. All conserved hydrophobic sidechains
are also buried in the folded structure. The zinc-coordinating cysteine residues
(CYS27,CYS32) are within 2 A˚ of their native positions and available association with
the Zn-ion.
Fig. 12 shows the convergence of the energy. After about 120 attempted updates
per population member (3.5 × 108 function evaluations) the population converged to the
native ensemble. According to the funnel paradigm for protein folding63, tertiary structure
forms as the protein slides downhill on the free-energy surface from the unfolded ensemble
towards the native conformation. Each annealing cycle generates a small perturbation on
the existing conformation, which averages to a 0.5 A˚ bRMSD change (max 3 A˚ initially).
As new low-energy conformations replace old conformations, the population slides as a
whole down the funnel of the free energy landscape.
Ensemble averages as a function of time over the moving population are thus associated
with different stages of the structure formation process. In the lower panels of Fig. 12, we
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Figure 11. Left: Overlay of the native (green) and folded (magenta) conformations. The conserved hydrophobic
residues are shown in blue and Zn binding cysteines are shown in yellow. Right: The intermediate conformation
with partially formed helix and β sheet.
plot the average helical content and the number of beta-sheet H-bonds as a function of the
cycle number. Following a rapid collapse to a compact conformation, the helix forms first,
followed by the formation of the beta sheet. The analysis of the folding funnel upwards in
energy illustrates that the lowest energy metastable conformations correspond to a partial
unzipping of amino acids PHE25-ARG35, while the conserved cysteine residues are still
buried. Even much higher on the free energy funnel (blue diamond in Fig. 10), we find
many structures that have much residual structure, but essentially not long-range native
contacts.
The preformed sheet-region is stabilized by the hydrogen bonds (LEU26-CYS27,
ARG35) and packs at the right angle to the helix, the hydrophobic residues are only par-
tially buried. This conformational freedom may be relevant in DNA binding, where the
helical part of the zinc finger packs into the major groove of the DNA.
De novo folding of the zinc finger domain permits a direct sampling of the relevant
low-energy portion of the free-energy surface of the molecule as the first step towards the
elucidation of the structural mechanisms involved in DNA binding64. We find that much
of the structure of the zinc finger is formed even in the absence of the metal ion that is
ultimately required for the stabilization of the native conformation. Because the algorithm
tracks the development of the population it is possible to reconstruct a folding pathway by
reconstructing the sequence of events starting with converged conformation and moving
backwards to the completely unfolded conformation.
We have thus demonstrated predictive all-atom folding of the DNA binding zinc-finger
motif in the free-energy forcefield PFF02. This investigation offers the first unbiased char-
acterization of the low-energy part of the free-energy surface of the zinc finger motif, which
is unattainable in coarse grained, knowledge-based models. We find that the helix forms
first along the folding path and acts as a template against which a variety of near-native
beta-sheet backbone arrangements can pack. There are many zinc fingers with bRMSD
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Figure 12. Top: Average (solid line) and best (dashed line) energies as functions of the number of the simulation
cycle for the Zinc Finger, Middle: number of amino acids (nh) in a helical conformation (as computed by DSSP)
and Bottom: number of hydrogen bones (nhb) as function of the ES cycle number
# Energy bRMSD Secondary Structure
kcal/mol A˚
E01 -64.94 4.25 CCEECTTTTSCCEESSCHHHHHHHHHHHC
E02 -62.84 3.88 CCEECTTTTSCCEESSCHHHHHHHHSTTC
E03 -61.05 3.83 CCEECTTTTCCCEESSCHHHHHHHHSTTC
E04 -60.51 6.85 CCEECTTTTSCCEECSCHHHHHHSCCCCC
E05 -60.40 5.44 CCBBCTTTTCCCBCCSCHHHHHHHCCCBC
E06 -57.93 6.12 CCEECTTTTSCCEECSCHHHHHHSCCCCC
E07 -56.21 4.25 CCEEEECSSSSCEEEESCHHHHHHHHHHC
E08 -55.44 5.61 CCSSSCSSCCSSCCCSCHHHHHHHHTTTC
E09 -55.18 4.27 CCCCEECTTSSCEECSHHHHHHHHHCSCC
E10 -55.02 -4.29 CCCCBTTTTBTTCCCSSHHHHHHHHHHHC
Table 3. Energy, bRMSD and secondary structures of the 10 lowest energy structures
of less than 2 A˚ to 1BHI62. Thus, this investigation provides one important step in the
theoretical understanding of zinc-finger formation and function.
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4 Summary
These investigations demonstrate that the free-energy approach is able to predict the native
state of a wide range of proteins at the global minimum of their free energy surface27, 65–71.
Protein folding with free energy methods is much faster than the direct simulation of the
folding pathway by kinetic methods such as molecular dynamics. Using just standard PCs
we can fold a simple hairpin with fifteen to twenty amino acids in a matter of hours, at
most in a day69. Unfortunately even for free energy methods the computational cost rises
steeply with the system size.
The second ingredient in protein folding studies, aside from the force field, are there-
fore the simulation protocols, which ultimately determine whether the global optimum of
the forcefield is determined accurately and reliably. We have reviewed key aspects of such
methods, e.g. the stochastic tunneling or the basin hopping technique, which had proven
successful in folding studies for small proteins. One of the key limitations of these methods
is that they map the global optimization problem onto a single fictitious dynamical process,
while in principle, many concurrent processes can be used28, 29, 65.
We have therefore also discussed an evolutionary algorithm72 for massively parallel
architectures, such as the BlueGene architecture, which keeps a diverse population on the
master, while the clients sample the protein landscape simultaneously. This algorithm
scales very well with the number of processors used (up to 4096 tested on the IBM Blue-
Gene). Using this algorithm we folded various proteins such as 40 amino acid HIV acces-
sory protein (1F4I) and 54 amino acid engrailed homeodomain protein (1ENH) in a single
day. The folding of the engrailed homeodomain protein was carried out in a single day
using 512 processors on the Barcelona Mare Nostrum Supercomputer, the current largest
supercomputer in Europe. Folding of the tryptophan zipper protein (1LE0) was possible in
only 14 minutes using 128 processors69.
To date we have succeeded to develop methods to find the native state of various pro-
teins by locating the global minimum of the free energy surface28. There are, however, a
large number of questions that remain to be addressed. Fortunately there are complemen-
tary methods, which in combination with the free-energy methodology developed here,
can address these problems. For example, we have neglected the details of the kinetics of
protein folding in our approach. As stated earlier, its important to study kinetics of folding
to understand protein folding mechanism and to predict folding rates. Because free-energy
methods sample exhaustively the low-energy conformations of the protein that are accessi-
ble under physiological conditions it may be possible to reconstruct the folding kinetics on
the basis of that ensemble of conformations. This can be achieved by a dynamical analysis
of the low energy region by using master equations assuming diffusive processes between
similar conformations.
With the development of the all-atom protein forcefield (PFF02) we have made a sig-
nificant step towards a universal free-energy approach to protein folding and structure pre-
diction68. The massively parallel simulation methods developed in the last few years now
permit the protein folding of medium-size proteins from random initial conformations.
This work thus lays the foundations to further explore the mechanism of protein folding, to
understand protein stability and ultimately develop methods for de novo protein structure
prediction.
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