In through wall radar sensing, the wall parameters estimation (WPE) problem has been a topic that attracts a lot of attention since the wall parameters, i.e., the permittivity and the thickness, are of crucial importance to locate the targets and to produce a well-focused image, but they are usually unknown in practice. To solve this problem, in this paper, the support vector regression (SVR), a powerful tool for regression analysis, is introduced, and its performance on WPE, provided it is used it in the regular way, is investigated. Unfortunately, it is shown that the regular use of SVR cannot afford satisfactory estimation results since the sample data used in SVR, namely the received echoes from the walls, are seriously interfered with the echoes from the targets which are located near the walls. In view of this limitation, a novel SVR-based WPE approach that consists of three stages is proposed by this paper. In the first stage, three regression functions are trained by SVR, one of which will output the estimate of the permittivity in the second stage, and the others are designed to output two instrumental variables for estimating the thickness. In the third stage, the estimate of thickness will be achieved by minimizing a predefined cost function wherein the estimated permittivity and the outputted instrumental variables are involved. The better robustness and higher estimation accuracy of the proposed approach compared to the regular use of SVR are validated by the numerical experimental results using finite-difference time-domain simulations.
Introduction
Through-wall radar sensing (TWRS) has been a research field of great interest in recent years due to its capability of remotely surveying the contents behind an opaque wall [1] [2] [3] [4] . Nevertheless, compared with the signal propagation in free space, the radar returns passing through the wall will be further attenuated and delayed. As a result, the detectability of the targets decreases, and the target images are displaced and defocused [5] [6] [7] . In order to alleviate such performance degradations, the extra attenuation and delay due to the wall should be compensated appropriately in the post processing under the general assumption that the wall parameters are known a priori. However, this kind of assumption is not usually available for most TWRS applications in practice. Furthermore, measuring the wall parameters using electronic measurement equipment, which needs access to both sides of the wall, is not feasible in most scenarios [8, 9] .
To estimate the wall parameters, some methods have been developed and they can be roughly classified into three main categories. The first one using multiple measurements with diverse array structures or at different standoff distances is complicated and hard to implement in reality [10, 11] . The second one refers to the autofocusing techniques, which use iterative optimization schemes and thus are computationally expensive and time consuming [12, 13] . The last one searching the parameters by maximizing the correlation between the simulated radar return derived from a pre-established parametric model, and the real radar return may have unexpected errors since the model may not exactly coincide with the actual environment [14] .
Differing from the common methods above, this paper provides a new idea that brings the support vector regression (SVR) into the wall parameter estimation (WPE) problem. As an extended version of support vector machine (SVM), SVR is formulated for the case of regression while SVM is usually used for classification and recognition. Originally, SVM is introduced to identify and classify the targets from radar images and high-resolution range profiles [15] [16] [17] , and then applied into more applications, e.g., ground-penetrating radar (GPR) and ocean clutter suppression [18] [19] [20] . Recently, SVR has also been involved in radar areas to solve regression problems, such as prediction of the vehicle travel time [21] and parameter estimation in GPR [22] [23] [24] . Inspired by these successful applications, this paper brings SVR into TWRS to estimate the wall parameters and uses it in the regular way, which can be noted as the regular SVR method.
Nevertheless, applying the regular SVR method in WPE is not enough. The estimation results show that the regular SVR method cannot satisfy the requirements of WPE in accuracy and robustness, which we think is mainly because of two reasons. The first reason is that the radar returns used as training data are collected in a controlled laboratory environment and thus only contain the echoes coming from the walls, whereas in practice the received radar returns, i.e., test data may contain target echoes as well as wall echoes. The difference between the training and the test data is so significant that the regression functions established by the training data cannot work well for the test data, leading to the estimation performance deterioration. The second reason is that the regular SVR method training an independent regression function for each parameter, and estimating the parameter separately by its own function does not take into consideration the fact that the parameters are coupled with each other in the wall echoes. Therefore, the estimation result of one parameter is not utilized for estimating the other parameter, which means some valuable information that should be exploited are discarded in the regular SVR method.
Considering the above problems, in this paper, a new three-stage approach combining SVR and an optimization procedure is presented. In the first stage, three regression functions are trained by SVR based on the training data, i.e., the echoes coming from different walls. One of the functions is used to estimate the permittivity in the second stage when a radar return is received from an unknown wall, while the others outputting instrumental variables are designed for estimating the thickness. Subsequently in the last stage, estimation of the thickness will be implemented by minimizing a predefined cost function based on the estimated permittivity and the instrumental variables outputted from the other two regression functions.
In the proposed approach, SVR is expected to output the estimates of the permittivity and the instrumental variables in a short time once the regression functions are established. Then, an optimization procedure is employed to estimate the wall thickness robustly and accurately. By introducing the instrumental variables and the optimization procedure, this approach avoids the performance degradation caused by the presence of the targets and improves the estimation accuracy. The numerical experimental results using finite-difference time-domain (FDTD) simulations validate the effectiveness of the proposed approach.
This paper is organized as follows. Section 2 gives the TWRS signal model and a brief review of SVR. The regular SVR method used in WPE is presented in Section 3. In Section 4, the proposed SVR-based WPE approach is detailed. The simulation results of the proposed approach and the regular method are shown and compared in Section 5. Conclusions are drawn in Section 6.
Essential backgrounds
In this section, we give a brief description of the throughwall radar returns which are used as the sample data in SVR and a short review of the SVR to show how it works.
TWRS signal model
Consider that a region of interest behind a single-layered homogeneous wall is illuminated by a radar system at a certain standoff distance, in which the transmitted signal can be a short pulse with large bandwidth. Since the wall is usually formed of lossy mediums, the wall transmissivity is a function of signal frequency, thus the received radar return cannot be simplified as the superposition of multiple time-shifted and scaled transmitted signals s(t) [25] . As shown in Fig. 1 , due to the presence of the wall, the first two echoes in the received return are the reflections from the front and the rear side of the wall and are denoted as y f (t) and y r (t) respectively. Then the received radar return can be written as [26] 
where h f (t) and h r (t) are the impulse responses of the front and the rear interface respectively. h T (t) is the twoway transmission response of the wall, and h p (t) denotes the response of the p th object in free space. n (t) represents the additive Gaussian noise. Assuming that the incident angle, the polarization mode, and the standoff distance are all fixed, under this situation, h f (t) can be considered to be only related to the permittivity of the wall since the wall can be viewed as a dielectric slab and, its permittivity can be considered constant within the bandwidth of the signal [27] .
As for h r (t) and h T (t), they are associated with not only the permittivity, but also the wall thickness and the conductivity of the wall. The conductivity refers to the static electric conductivity of the wall and represents the ohmic loss. The imaginary part of the permittivity refers to the AC electric conductivity and represents the polarization loss. Since these two parameters are usually small and mainly affect the attenuation of the signal [28] , they will not be estimated in this paper. Therefore, the wall parameters that we are focused on are the real part of the permittivity and the thickness.
The principle of SVR
Suppose that we are given training data
where each x i represents an input feature vector and has a corresponding target value y i for i = 1, . . . , l, where l represents the size of the training data set. The basic idea of SVR is to find a function f (x) that has at most ε deviation from the actually obtained target values for all the training samples by mapping the training data from the input feature space into a higher dimensional space, and meanwhile has the capability to approximate future values as accurately as possible [29, 30] . The linear function of SVR takes the form f (x) = ω, x + b with ω ∈ R n , b ∈ R, where · , · denotes the dot product in R n .
In standard ε-SVR, the value of ω and b can be determined as the solution of the following convex optimization problem
where C > 0 is a regularization constant, ε is the tube radius, and ξ i and ξ * i are the slack variables [31] . The vector ω can be written in terms of data points by solving the dual problem as
where α i and α * i are Lagrange multipliers. For the variable b, it can be computed by applying the Karush-Kuhn-Tucker (KKT) conditions as
The next step is to make the support vector algorithm nonlinear. Consider a nonlinear function mapping the training data from R n to a higher dimensional space. Thus Eq. (4) becomes
where K (x i , x) is the kernel function which enables the inner product in high dimensional space to be performed using low dimensional space data without knowing the transformation . Therefore, SVR can be run readily as long as the kernel function, the penalty C, and the radius ε are chosen appropriately [32] .
The regular SVR method in WPE
As stated above, through putting the feature vector into the regression function, we can estimate its target value once the regression function is established by SVR. Therefore, the radar returns from diverse walls with different parameters can be collected as the training data, and one can train a regression function for each of the wall parameters. Then, when we confront a new wall, its parameters can be estimated by taking its radar return into those corresponding regression functions. Assuming that we have obtained a certain amount of radar returns from different walls, before the training phase, a procedure called feature extraction, which extracts the useful information from the data or transforms the data into an appropriate format, should be done to produce the feature vectors. The extracted feature vectors are deemed to be the better representations of the sample data and thus they are more suitable for the regression problem.
The feature vector v of the radar return extracted by the regular SVR method is produced as follows. The temporal radar return z (t) can be transformed into frequency domain through
where FT {·} represents the Fourier transform of the associated temporal signal. For N discrete frequencies within the bandwidth, the transformed signalz f can be written in a vector form as
The correlation matrix is defined as = E zz H , where E [·] is the expectation operator, and the superscript · H indicates the conjugate transpose. In practice, the correlation matrix is estimated from M independent snapshots of the data vector ẑ
The feature vector is then extracted from the correlation matrix [24] . Since the correlation matrix is Hermitian, only the upper triangular half of the matrix is used, and the elements in there are reorganized to form the feature vector v as follows:
with R (r bc ) and I (r bc ) being the real and imaginary parts of
Usually, the feature vector will be normalized before using SVR. In this paper, the feature vectors are all normalized with a scale between 0 to 1. In the regular way, the regression function is trained by SVR for each of the wall parameters independently. Thus there are two training data sets that need to be prepared for the two wall parameters. Let
where v i denotes the feature vector of the i th training sample and the permittivity ε ri is the corresponding target value. Similarly, Let
where d i used as target value is the thickness in the i th sample, and l represents the number of the total training samples.
Following the instruction about SVR described above, taking the training data sets, B ε r and B d , into SVR individually, two regression functions will be obtained. This procedure is termed the training phase in machine learning. Then when a radar return from an unknown wall is received, we put its feature vector into the two regression functions to obtain the estimates of the permittivity and the thickness of the wall, respectively, and this step is called the test phase. For this application, it also can be termed as an estimation phase.
The schematic diagram of the regular SVR method is depicted in Fig. 2 . 
The first stage
It has been pointed out that the samples in training data set may be different from those in the test data set. In this situation, the regular SVR method introduced above cannot provide acceptable estimation results. Therefore, SVR ought to be used in a new way.
Suppose that the training data are given as
where w i (t) is the radar return from the i th wall with known parameters (ε ri , d i ) and can be written as
These radar returns are usually collected in a laboratory in advance and do not contain target echoes. During the collection, the incident angle, polarization mode and the standoff distance are all set to be consistent. Different from the regular SVR method, in order to meet the requirement of our approach, the feature extraction procedure is changed. Let R i (τ ) be the cross correlation function of w i (t) and the transmitted signal s (t)
In training data, since obviously the echoes from the front and the rear sides of the wall are dominant in the received signal, there is no doubt that the two highest peaks in R i (τ ) are derived from these two echoes, where the highest peak represents the echo from the front side while the second highest represents the echo from the rear side. Then, the magnitudes and time delays of these two peaks are extracted and denoted as (β 1i , τ 1i ) and (β 2i , τ 2i ), respectively.
As stated above, the echo from the front surface is only related to the permittivity of the wall. Therefore, for estimating the permittivity, we construct the training data set B f with v fi being the feature vectors and ε ri being the target values, where
Based on this training data set, the regression function of the permittivity is trained by SVR and noted as
Then we select the parameters of the wall as another feature vector, that is
These feature vectors are used to constitute two other training data sets, which are listed as
These two sets are used to train the other two regression functions, which are noted as
respectively. The instrumental variables outputted from these functions will be used to estimate the thickness of the wall later. For now, three regression functions have been trained and established.
The second stage
For the j th wall that need to be estimated, the received radar return from it is denoted as z j (t), which may contain the target's echoes furthermore, that is
and its cross correlation function with the transmitted signal is given by
In R j , the highest peak still represents the echo from the front side of the wall, but it is not sure if the second highest peak can stand for the echo from the rear side of the wall since this echo may be exceeded by the target echoes in amplitude. Even if the rear side echo has larger amplitude than the target echoes, the second highest peak cannot be viewed as the representation of the rear-side echo for sure since there is a possibility that the target echoes overlap with the rear side echo partly as long as the targets are located close to the wall. Therefore, the magnitude and the time delay of the second highest peak in R j are invalid and will not be extracted.
Let β 1j , τ 1j denote the magnitude and the time delay of the highest peak, which are the only features we extract from R j (τ ). We noticed that only β 1 and τ 1 can be extracted from both the training and the test data. That is why we select them to constitute the feature vector v f .
Taking the feature vector v fj into the function g (·), we havê
This is the estimate of the permittivity of the j th wall.
The third stage
The task of the third stage is to estimate the thickness of the wall. Let us define a cost function at first, which is written as
where R 0 (τ ) is the normalized autocorrelation function of s (t), · 1 denotes the L1 norm which is the integral of the absolute values of a function. In this equation, the other two regression functions u (v s ) and v (v s ) are used to provide the estimates of β 2 and τ 2 , respectively. The motivation of creating this function is to measure the difference between the real echo from the wall rear side and a scaled and shifted transmitted signal, which can be expressed by Fig. 3 . If the difference is small, it means that the instrumental variables β 2 and τ 2 are estimated accurately by the regression functions which are associated with the wall parameters, and it further implies that at this moment thst the wall parameters used in the regression functions approximate to the true wall parameters. Therefore, the cost function will be a good indicator to the status of the estimation.
For the j th wall, since its estimated permittivity has been obtained,ε rj , we definẽ
T (27) where d represents the thickness that has not been determined. Substitutingṽ sj for v s in Eq. (26), we have
The estimate of the thickness is achieved by minimizing this cost function. Sinceε rj is known before, which implies that the cost function only has one variable, the estimate of the thickness can be expressed as follows,
We search the d within a search range and selectd j which minimizes the cost function as the estimate of the thickness of j th wall.
The flow diagram of the proposed approach is depicted in Fig. 4 . 
Simulation results

Description of the simulation
The proposed approach and the regular method are both applied on the data that are generated using FDTD simulations. The settings in the simulation are listed as follows:
1. The transmitted radar signal is a Gaussian short-pulse with 1-GHz-frequency bandwidth. The carrier frequency is 1.5 GHz.
2. The transmitting and receiving antennas are placed near each other and both against the wall with a standoff distance of 1 m.
3. Vertical polarization is adopted, and the incident angle is set to zero.
4. The conductivity of the wall is set at 0.01, and the imaginary part of the permittivity of the wall is neglected [33] .
5. The SVR part is accomplished using the LIBSVM software package [34] , in which ε-SVR is adopted to perform the regression analysis. By comparing the performances of multiple kernel functions using cross validation on training set, radial basis function (RBF) is selected as the kernel function used in this simulation. The standard form of the RBF Kernel is K (x, y) = exp −γ x − y 2 .
6. The parameters (C and γ ) that are needed in ε-SVR are estimated by the well-known k-fold cross validation in this simulation, with k = 4. In k-fold cross-validation, the training data is randomly partitioned into k equally sized subsets. Then in i th validation i = (1, 2, . . . k) , the regression function with the parameters (C h ,γ o ) is built using k − 1 subsets as training set. h and o are the h th and the o th elements of the parameters C and γ . The performance is measured by the mean square error (MSE) on the output from the i th subset that is used as the test set. The procedure is repeated k times, and the average of MSE is calculated. Through searching C and γ on a userdefined grid, the pair of parameters which provides the best average MSE will be chosen out [35] .
Primary results
Training data:
For the training data, the permittivity of the wall is composed of 11 equispaced samples within the range of [4.0 − 14.0] , and the thickness of the wall varies from 6.0 to 26.0 cm discretely with intervals of 2 cm. Thus, for the training phase, there are a total of = 121 echo samples. There is no target in the scene when we collect the training data.
Test data (no target):
For the test data, the set of permittivities and the thicknesses of the walls are composed of 11 equispaced samples within the ranges of [4.5-14.5] and [7.0-27.0 cm], respectively. Thus for the test phase, there are also 121 samples in test set. For the j th test sample, the permittivity and thickness of the corresponding wall are denoted as ε rj and d j , respectively.
3. Test data (target with R = 10 cm, D yj = d j ): In order to test the robustness of the proposed approach when targets exist behind the wall, we generate another test data set, in which the data are collected with the presence of a metal cylinder behind the wall. The cylinder with radius of 10 cm is placed away from the wall with a distance D yj that is equal to the current wall thickness d j in each sample. Here, D yj is defined as the distance between the target's front surface and the wall's rear surface in the j th test sample.
For the proposed SVR method, the training phase and the estimation procedure are carried out in sequence as described above. The pairs of parameters for the three regression functions are obtained by the k − fold method, and they are (C = 1180, γ = 3.05 × 10 −5 ) for function g(·), (C = 7130, γ = 0.0068) for u(·), and (C = 65536, γ = 0.0013) for v(·). The search range of d is from 5 to 30 cm with step size of 1 cm throughout the simulation. The simulation results show that such a precision of 1 cm is a good tradeoff between the estimation performance and the computational complexity.
At each run, the proposed approach estimates the permittivity and the thickness of the wall for the current test sample. The estimation results of the proposed approach for the samples in training set, the test set without target and the test set with target, are shown in Fig. 5a , b, c, respectively. In these figures as well as the following illustrations, the solid lines represent the true permittivities while the circle markers represent the estimated permittivities; meanwhile, the dashed lines represent the true thicknesses while the star markers represent the estimated thicknesses.
It is seen that the proposed approach is able to provide the estimates of wall parameters which approximate to the true values, even with the presence of the target. We notice that when the target exists, the estimated thicknesses of those samples which are with large permittivities and thickness deviate from their true values a little. This is because when the wall has large permittivity and thickness, the echo from the rear side of the wall will be attenuated and distorted seriously, which means that the echo will have a small amplitude and a long span of time, and thus tends to be more affected by the target echo. For the purpose of comparison, we apply the regular SVR method on those data sets. The pairs of parameters for the two regression functions are (C = 3.03, γ = 9.76 × 10 −4 ) for the regression function of permittivity and (C = 73.5, γ = 0.0118) for the function of thickness. The estimation results are shown in Fig. 6 . We see that in Fig. 6a , the estimated results are acceptable, but in Fig. 6b , the test results are not as good as that on the training set. In Fig. 6c , the performance of the regular SVR method deteriorates rapidly since the presence of the target makes the test data different from the training data dramatically.
Further results
In order to inspect the effect of the presence of the target carefully, more test sets are generated in different scenarios and used to measure the performance of the proposed approach.
It is obvious that the closer the target is to the wall, the more seriously the wall echoes will be interfered with the target echo. Hence, we change the distance between the target and the wall in descending order to see the variation of the estimation result. Three test data sets are generated under the situations in which the size of the target is fixed but the the distance D yj is set to be 1) three times the current wall thickness for each sample in the first data set; 2) twice the current wall thickness for each sample in the second data set; and 3) 1 cm in the third data set, respectively.
The simulation results based upon these data sets are shown in Fig. 7 . As we expected, the estimation results are improved as the target moves far away from the wall. It is seen that in Fig. 7a , b, the estimation results are quite accurate. In Fig. 7c , since the target is very close to the wall, some estimated values of the thickness are larger than the true values. But the errors are relatively small and can be tolerated. In comparison, the estimation results of the regular SVR method is shown in Fig. 8 . Similarly, the trend of the performances from Fig. 8a -c also conform to our analysis. However, the performances of the regular SVR method are poorer than that of the proposed approach, especially when the target stands very close to the wall, such as in Fig. 8c . The estimated values of the thickness in it are almost totally wrong.
Next, the size of the target is changed in increasing order since it is predictable that a stronger echo from a bigger target will have more serious interference on the echo from the wall. Therefore, three more test data sets are generated under three different scenarios, wherein the distance D yj is fixed, but the radius of the target is set to be 1) 2 cm for the first data set; 2) 5 cm for the second data set, and 3) 20 cm for the third data set. The estimated results from these data sets provided by the proposed approach are shown in Fig. 9 , which are consistent with our expectation. In Fig. 9c 
of the regular SVR method is still poorer than that of the proposed approach, especially in Fig. 10c due to the large size of the target. Train" refers to the training data. "Test" refers to the test data (with no target) c "20a" represents the test data in which the number "20" indicates that the radius of the target is 20 cm and the letter "a" refers to the distance between the target and the wall. Here, "a"=1 cm "b"
The root-mean-square errors (RMSEs) of the estimated results that can be used to evaluate the performances of the estimation methods in detail are given in Table 1 . In addition to the data sets used before, some more data sets are generated and tested, and their estimation results are listed in the table. These simulation results confirm again that the proposed approach can provide satisfactory estimation performance for WPE and prove that the proposed approach is superior than the regular SVR method in robustness, accuracy and efficiency.
Conclusion
In this paper, SVR is introduced into WPE for the first time. But unlike the typical regression problem, the test data in WPE, i.e., the received radar returns from the walls, are interfered with the target echoes heavily. Against this difficulty, a new approach combining SVR and an optimization procedure is proposed, in which the permittivity is estimated by SVR firstly, and then the thickness is achieved by minimizing the cost function based on the estimated permittivity and the instrumental variables provided by SVR also. The numerical experiment results show that the proposed approach can provide accurate estimates of the wall parameters in diverse contexts and outperforms the regular SVR method. In addition, the proposed method has higher computational efficiency since the input feature vectors are in a lower dimension. The training samples needed by this approach can be achieved in advance, thus it is feasible to apply the proposed approach in practice.
