We investigate a time-domain Galerkin boundary element method for the wave equation outside a Lipschitz obstacle in an absorbing half-space, with application to the sound radiation of tyres. A priori estimates are presented for both closed surfaces and screens, and we discuss the relevant properties of anisotropic Sobolev spaces and the boundary integral operators between them.
Introduction
Motivated by the sound radiation of tyres above a street, this article provides the analytical background to analyze a time-domain boundary element method for the direct scattering problem for the wave equation outside an obstacle in an absorbing half-space.
Let Ω i ⊂ R d + be a bounded Lipschitz domain such that the exterior domain Ω e = R d + \Ω i is Lipschitz and connected. The boundary of Ω e decomposes into the boundary Γ = ∂Ω e ∩ ∂Ω i of the obstacle and the boundary Γ ∞ = ∂Ω e ∩ ∂R d + of the half-space. In general, Γ is a Lipschitz manifold with boundary, and we concentrate on the case d = 3.
We aim to find a weak solution to an acoustic initial boundary problem for the wave equation in Ω e : Here n denotes the inward unit normal vector to ∂Ω e , g lies in a suitable Sobolev space, α ∈ L ∞ (Γ) and α ∞ ∈ C. We also consider the simpler Dirichlet problem on Γ, for which instead u| R + ×Γ is given.
This article reduces the acoustic and Dirichlet boundary problems to timedependent integral equations on R + × Γ and studies a Galerkin time-domain boundary element method for their approximation. Section 2 introduces spacetime anisotropic Sobolev spaces of supported resp. extendable distributions on R + × Γ. Their approximation theory and interpolation operators are the subject of Section 3. Subsequent sections follow the approach of Bamberger and Ha Duong [2, 8] to analyze the coercivity and boundedness properties of timedependent layer potentials adapted to the acoustic boundary conditions on Γ ∞ . As conclusion, we deduce a priori error estimates for the Galerkin solutions.
The results in this article provide a basic theoretical background for further theoretical and computational analysis. Based on the set-up presented here, future work will address a posteriori error estimates and adaptive procedures as well as numerical studies of engineering benchmarks.
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Space-time anisotropic Sobolev spaces
Space-time anisotropic Sobolev spaces on the boundary Γ provide a convenient setting to study the mapping properties of the layer potentials. We define them on a general C k−1,1 closed, orientable manifold M with boundary, in particular on Γ and Ω.
+ and k = 1, we may take M to be union of ∂Ω ∩ R d + and its image under reflection at ∂R d + . On M, the usual Sobolev spaces of supported distributions may now be considered:
To define a family of Sobolev norms, introduce a partition of unity subordinate to the covering of M by open sets B i . For a partition of unity α i and diffeomorphisms ϕ i mapping each B i into the unit cube Q ⊂ R n , a family of equivalent Sobolev norms is induced from R n :
Here ω ∈ C \ {0} and F denotes the Fourier transform. The weighted norm on H r (M) is denoted by ||u|| r,ω,M, * .
For |r| ≤ k the thus defined Sobolev spaces are independent of the choice of α i and ϕ i .
Using these norms, the trace operator from H 1 (Ω) to H 1 2 (Γ) is continuous in the ω-dependent norms. As shown in [8] , for σ > 0 its operator norm is uniformly bounded in the half-plane {ω ∈ C : Im ω > σ} by a function of σ alone. It admits a right inverse from H 1 2 (Γ) and H 1 2 (Γ) to H 1 (Ω) whose norm is similarly bounded in terms of σ.
Let E be a Hilbert space. We define
denote the sets of distributions resp. tempered distributions on R with values in E and support in [0, ∞).
The set of Laplace transformable distributions with values in E is denoted by
For f ∈ LT (E), its Fourier-Laplace transformf (ω) = Ff (ω) is defined in the complex half-plane {ω ∈ C : Im ω > σ(f )}.
We recall the well-known Parseval identity in this setting:
Space-time anisotropic Sobolev spaces on M are now defined as follows: .
As above, the spaces are invariantly defined whenever |r| ≤ k.
Discretisation
Let us assume that Γ is the boundary of a nonempty, open, connected and bounded Lipschitz domain Ω ⊂ R 3 . The outer normal on Γ := ∂Ω is denoted by n. If Γ is not polygonal we approximate it by a piecewise polynomial surface and write Γ again for the approximation. For simplicity, we will use here a surface composed of N triangular facets such that
For the time discretisation we consider a uniform decomposition of the time interval [0, ∞) into subintervals I n = [t n−1 , t n ) with time step |I n | = ∆t, such that t n = n∆t (n = 0, 1, . . . ). We choose a basis ϕ In this section we discuss the projection operators onto V p,q h,∆t and their approximation properties. We recall the well-known results for V p h and V q ∆t , which we are going to need:
Here log * (h) = log( , and log * (h) = 1 otherwise.
The second estimate for ∂Γ = ∅ follows from [9] , Lemma 6, which allows to estimate a H ± 1 2 norm on the left hand side by standard Sobolev norms up to a factor log * (h). Combining Π h and Π ∆t one obtains as in Proposition 3.54 of [7] :
where
We are also going to require inverse estimates like (3.182) in [7] for s, m ≤ 0
for p h,∆t in the approximation spaces V p,q h,∆t , namely
,Γ, *
(in the proof of the Theorem 6.1) 4 Frequency-domain integral operators in the absorbing half-space
We follow the approach by Bamberger and Ha-Duong [2] and first analyze an associated Helmholtz problem in the frequency domain. The analysis will be translated into results for the wave equation in the following section.
Let σ > 0. For a fixed frequency ω with Im ω > σ we consider the exterior Helmholtz problem associated to the wave equation (1) for u e ∈ H 1 (Ω e ):
plus a Sommerfeld radiation condition at infinity. The radiation condition holds automatically since for Im ω > σ the solution decays like e −σ|x| , and hence the solution belongs to H 1 (Ω e ) and not only H 1 loc (Ω e ). We also need an auxiliary interior problem for a function
The right-hand sidesf ,g belong to H
In the appendix we prove a uniqueness result:
Theorem 4.1. The problems (2)-(3) admit at most one solution for Re α ≥ 0 and Re α ∞ ≥ 0.
The next step is to explicitly construct and represent the solution of the Helmholtz equation in Ω e and Ω i by means of layer potentials using the representation formula.
As derived by Ochmann [11] , for d = 3 a fundamental solution to the halfspace problem is given by:
In any dimension, G ω allows to define the potential operators for the absorbing half-space as
Using G ω , the solution u of the Helmholtz problems admits an integral representation formula over Γ, not just
The proof of the representation formula is standard if Γ is replaced by Γ ∪ Γ ∞ ∪ Γ ′ ∞ in the definition of S ω and D ω . The contribution from integrals over Γ ∞ and Γ ′ ∞ , however, vanishes since G ω satisfies the acoustic boundary conditions.
Taking boundary values of S ω and D ω , we obtain integral operators on Γ,
As in the full space, they relate the traces of u with ϕ and p:
2
Adding and substracting the boundary conditions (2)-(3) on Γ, we have
Then using the equation (4) of the trace u we find the following system of integral equations:
If α = 0 multiplying the first equation by −iωψ and the second by 1 αq , we obtain the weak formulation after an integration by parts:
Here,
The analysis of this case is similar and easier then the following, so that we focus on α = 0. 
Proof: Taking the real part of the bilinear form a ω and using (4), we calculate
By Green's formula using the derivative in direction of the interior normal. 
Similarly
Re 2iω
We conclude:
Using the trace theorem in Ω i and Ω e , ||ϕ|| 1
2
,ω,Γ, * σ ||u|| 1,ω,Ω , we obtain the assertion: 
,ω,Γ, * .
Boundedness of the integral operators is also shown by going into Ω e ∪ Ω i . We postpone the proof to the appendix. 
The theorem translates into the boundedness of the considered bilinear form.
Theorem 4.6. Assume that Re α ∞ ≥ 0 and α,
Again, we refer to the appendix for a proof. 
Here H denotes the Heaviside function, R 2 = (x 1 − y 1 ) 2 + (x 2 − y 2 ) 2 and r(±y 3 ) 2 = R 2 + (x 3 ∓ y 3 ) 2 . The second and third terms on the right-hand side of G represent the field reflected by the plane Γ ∞ . After a Fourier transform in t, one recovers from G the frequency-domain Green's function G ω from Section 4.
As for the Helmholtz problem the solution u of the direct scattering problem (1) and its associated interior problem admits an integral representation formula over Γ, not just Γ ∪ Γ ∞ ∪ Γ ′ ∞ . A similar representation formula in time-domain has been obtained by Becache [3] for exterior domains in R 3 .
be the solution of (1) for a Lipschitz boundary Γ. Then it holds in the sense of distributions (x ∈ Ω e ∪ Ω i , t ∈ R + ):
where G is a fundamental solution in the half-space which satisfies the acoustic boundary conditions.
We introduce the single layer potential in time domain for a half-space with an absorbing boundary condition as
Specifically in 3 dimensions, this is
p(s, y)ds y ds .
The corresponding double layer potential D is:
The function u = Sp − Dϕ satisfies the wave equation on R d + \ Γ, and according to the representation formula
As for the Helmholtz equation we have the following trace identities:
The relevant boundary integral operators on Γ are:
Substituting formula (13) into the boundary condition on Γ, we obtain the following system for the unknown functions ϕ and p
Adding respectively substracting the two equations of (14), again leads to
Pairing these equations with test functions ∂ t ψ respectively q α , we obtain the following space-time variational formulation:
Here d σ t = e −2σt dt, σ > 0. The system can be written as
where Φ = (ϕ, p), Ψ = (ψ, q) and
Remark 5.2. The system of equations (15) and the variational formulation (16) are the inverse Fourier-Laplace transforms of (5) and (6).
Later we will also require the time-domain mapping properties of the boundary integral operators in the energy Sobolev spaces. 
Proof: The theorem follows from Theorem 4.6 by applying the Fourier-Laplace transform.
Together with Theorem 4.3, the mapping properties imply continuity and coercivity of the bilinear form a(U, V ). 
,Γ, * )(||q|| 1,0,Γ + ||ψ|| 1,
If Re α > 0, it verifies a coercivity estimate: There exists C σ > 0 such that:
Proof: Equations (19) and (20) follow from Theorem 4.3 and Theorem 5.3.
Concerning (20) we note that
Similary (19) is a consequence of (33) and Cauchy-Schwarz.
Remark 5.5. Similarly for the Dirichlet problem (see [8, (54) ] and Corollary 3.50 in [7] for the full space)
6 A priori estimates in the absorbing half-space
In the following, we will restrict ourselves to polyhedral Γ. The error incurred by approximating a general smooth surface by a polyhedral one has been studied by Nedelec [10] , and by Bamberger and Ha Duong in the context of the wave equation [2] .
Dirichlet problem
We now use the above approximation results to discuss the convergence of Galerkin approximations to the Dirichlet problem. Consider the variational form of the boundary integral equation
The Galerkin equations read: Find φ h,∆t ∈ V p,q h,∆t such that
Theorem 6.1. Assume that Re α ∞ ≥ 0. For the solutions φ ∈ H 1 σ (R + , H − 1 2 (Γ)) of (22) and φ h,∆t ∈ V p,q h,∆t of (23) there holds:
and m ≥ − Proof: We apply the coercivity from Remark 5.
Continuity of the duality pairing is used to estimate the first term:
,Γ, * .
The mapping properties of V from Theorem 5.3 bound the second term as follows:
The inverse inequality in the time variable leads to
,Γ, * , so that we conclude:
Using the triangle inequality one shows that
,Γ, * } .
The second assertion follows from the approximation properties stated in Lemma 3.3.
Acoustic boundary problem
Next, we consider the variational formulation (16) of the acoustic boundary problem:
Its Galerkin discretisation reads:
We now derive an estimate for the error of the above Galerkin approximation to (16) in the norm |||.||| * defined by:
h,∆t of (25) there holds:
Proof: We write Ψ = (q, ψ) and start with the coercivity (20) applied to
With the help of (16), (17) and (18), the first term leads to:
Due to the continuity (19) we can estimate the second term by
Taking into account the inverse estimate from Section 3, we have
and in time
Substituting (27) and (28) ,Γ, * )
. ||ϕ h,∆t − ψ h,∆t || 0, ,ω,Γ, * .
Using similar reasoning, we obtain the estimates (11) and (10).
Proof of Theorem 4.6: Recall that withŨ = (ϕ, p) andṼ = (ψ, q) a ω (Ũ ,Ṽ ) = |ω| We estimate the various terms of the bilinear form a ω using Theorem 4.5 ,ω,Γ, * ,
