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The usual assumption in the classical errors-in-variables problem of independent 
measurement errors cannot necessarily be maintained when the data are time series; 
errors may be strongly serially correlated, possibly containing seasonal effects and 
trends. When it is possible to identify frequency bands over which the signal-to- 
noise ratio is large, an approximate solution to the errors-in-variables problem is to 
omit the remaining frequencies from a time series regression. We draw attention to 
the danger of “leakage” from the omitted frequencies, and show that the consequent 
bias can be reduced by means of tapering. 0 1986 Academic Press, Inc. 
1. INTRODUCTION 
The least squares estimator of the slope /? of the regression line of y(t) on 
n(t), which are time series observed at t = l,..., T, can be written as 
where 
Z# = w,(4 @,(J), z,(n) = M412> 
w,(A)=(~~T)-“~ i x(t)&‘“, w,(A) = (27rT)-l12 i y(t) e”“, 
I=1 /=I 
and the sums in (1.1) are over all 1, = 27cs/T in ( - n, n] for integer s, 
excluding A0 to account for the intercept term. When x(t) is corrupted by 
measurement error, bias may be diminished by eliminating further A,, at 
which the signal-to-noise ratio is believed to be small. Hannan [6] first 
proposed this solution to the errors-in-variables problem in time series, in 
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the context of white noise measurement error. Hannan and Robinson [9], 
Robinson [ 13, 141 noted its usefulness in dealing with seasonal noise, 
trends, and aliasing, in a variety of models, and established asymptotic 
properties of periodogram averages over a proper, non-degenerate subset 
of the frequencies. Engle [S] employed it in the testing of economic 
hypotheses, giving it the name “band spectrum regression,” and it has been 
widely used in empirical work. 
The simple classical errors-in-variables model is 
~(4 = a + P5(4, $1) = r(f) + &t), Y(f) = v(t) + 4th t = 1, 2,..., 
(1.2) 
where a, fl, r(t), 6(t), s(t), and q(t) are unobservable. In the “structural” 
version of (1.2) (see Moran [ 111) r(t), like s(t) and e(t), is stochastic, and 
interest focusses principally on inferences concerning /I. If the sums in (1.1) 
extend only over a symmetric subset, a’, of ( -rc, 0) u (0, x), the theorem 
given in Section 2 implies that, under the additional conditions stated 
there, the bias of fl has leading term 
E T-‘CZ,,(n,)-PT-‘CZ,(~,) 
i 11 { 
E T-‘~W,) . 
I 63 I I 
(1.3) 
If t(t), s(t), and e(t) are jointly covariance stationary and incoherent then 
the numerator of (1.3) is 
(1.4) 
where L(A) is Fejer’s kernel, L(A) =sin* tTA/(2rcTsin* $A) and Fd is the 
spectral distribution function (u”) of s(t). Write Fs(A) = Fal(l) + Fh2(A), 
where Fd2 is a step function on (-II, rr) with jumps only, if at all, at the A,, 
whereas F61(A,) - Fdl(As - ) = 0, all I, E W; then if dF,(A) = 0, for all 1 E a it 
follows that (1.4) is 
where % = (-71, X)/B. If p=O, or if dFal(A.) = 0 for all 1~%? also, then 
(1.5) = 0: the fact that jumps in F6 at the 1, in %’ make zero contribution to 
(1.4) implies that if T, and T/T, are integers, pure seasonal noise of period 
T1 is successfully eliminated by excluding from Sr integer multiples of 
27c/T,. However jumps in F6 at other frequencies contribute to (1.4), as 
does any absolutely continuous component, which will almost certainly be 
present in non-seasonal noise; such as measurement error, or in seasonal 
noise of the type implied by models of Hannan [7], Box and Jenkins [ 11, 
and others. Now g has been constructed on the presumption that dFal(l) 
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is not a negligible proportion of dF.JL) outside ~8, and in fact this propor- 
tion may, for some 1, be nearly lOO%, as in the seasonal adjustment 
situation just referred to, or indeed when s(t) is white noise measurement 
error while l(t) is strongly positively serially correlated and g includes high 
frequencies. By virtue of the side-lobes in L(J), frequency components of 
the noise will, to a greater or lesser degree, be represented in (1.4) and /I 
will tend to be drawn towards the origin. The side-lobes of L(1) do decay 
in magnitude as 1 goes from 0 to rr but unless g is selected with great 
frugality (which is undesirable for reasons of efficiency), relatively high 
side-lobes can coincide with large values of dFs,(n). The side-lobes also 
decay as T increases but only at rate Tp’, so in small or moderate samples 
contamination may not be negligible. 
The problem discussed is that of “leakage,” familiar in spectral analysis. 
Spectral density estimators have been designed that are relatively immune 
to leakage and fl could be replaced by a ratio of averages of these. An 
almost equivalent alternative, that dispenses with the need to select a 
“bandwith” parameter, is to “taper” the data and then proceed as initially 
proposed. A “taper” (or “fader” or “data window”) leaves the central por- 
tion of the series largely unchanged but decays to zero at 1 and T, and the 
smoother the approach to zero the smaller, loosely speaking, the sidelobes 
of the taper’s kernel IA(L (see below), relative to those of Fejtr’s kernel. 
(However, the property of exact elimination of increments of Fb2 in GJ?, see 
(l.S), is a property of Fejtr’s kernel L(n) which is not in general shared by 
the kernels 1,4(1)[’ of tapers.) 
In this paper we show that the bias of the tapered /? can approach zero, 
as T increases, much faster than T-‘. In the literature attention has been 
largely restricted to the consequences of tapering in nonparametric spectral 
estimation. Undoubtedly tapering is a wise precaution also in estimating 
correctly specified parametric models for processes with very peaked spec- 
tra (e.g., autoregressions), even when the full frequency band is involved 
(see Dahlhaus, [4]), but its effect in our setting is somewhat more 
dramatic because tapering can substantially eliminate the influence of 
actual model-violation, periodicity, and even non-stationarity at “omitted” 
frequencies. 
2. BIAS OF TAPERED ESTIMATOR 
We consider sequences {a(t); t = I,..., T} of positive real numbers, sym- 
metric about f( T+ 1); u(t) depends on T, though reference to this fact is 
suppressed, as in other notation, such as 
A(1) = f u(t) f?. 
r=1 
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CONDITION Cl. 
i a(t)2= (2n)-1, 
1=1 
CT-~/~ <a(t) < CT- lf2, 
IA(A)l < CT-e’2, q<I<2lr-?j, 
for all q > 0, where y > 1, 8 > 1, and the generic constants C < co, c > 0 are 
independent of T, t, and 1. 
When there is no tapering, 8 = y = 1; we apply Cl with 0 = y < 3 to the 
split cosine-bell and split-triangular tapers (see Hannan [S, p. 2651) by 
requiring the number of modified observations to behave like T(1’2)(e-‘); 
the Hanning taper has 8 = y = 5; and the sequence of tapers studied by 
Zhurbenko [lS] has 0 = y = 2k - 1, k = 1, 2,.... For other tapers see 
Brillinger [2]. 
Now redefine 
w,(A) = i u(r) x(r) e”“, w,(A) = i u(r) y(t) e”“, 
t=1 t=1 
z,(n) = lWX(412~ zym = w,w *x(n), 
and let 
where 9?I is defined explicitly as 
aF i, (Izli, n2i) (j tmA2i7 -Ali), 
i=l i=l 
for numbers Ali, A2i, i = l,..., n, such that O<A,,C~~~~<&< *.a <&<Tc. 
We also introduce 
LBA= i, (l,i-d7n2f+d) (J (-12i-dy -l,i+A)y 
i=l i=l 
for A satisfying 0 <A <min{l,,, $(A12- AzL),..., $(Al, - A,,.- ,), rr- I.,,} 
and let qgd = ( -n, rt)/WA. We use a notation typified by F,,, the cross- 
spectral #between x(t) and y(t), and F,, the spectral G!! of x(t). 
CONDITION C2. x(t) and y(t) are jointly stationary Gaussian processes. 
Over aA, for some A, F, and Fxy are absolutely continuous and 
f&J i& (WA) F,(J.) CC, .I-,(4 ki (We) F,(4 < C, AEa)d, 
where C is independent of A. 
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The requirement of Gaussianity is not unnatural because we have for- 
mulated the problem in terms of the classical errors-in-variables problem, 
which in principle may admit a more efficient solution than fl when x(t) or 
y(t) is non-Gaussian. However, undoubtedly interest in p is not restricted 
to the Gaussian case and the theorem below could be established more 
generally. Our principal reason for requiring Gaussianity is that it enables 
neat and comprehensible conditions to be set down to handle the non- 
linearity of fl and to ensure that its first moment exists, in the presence of a 
stochastic x(t). At ,I = 0, F, and F, will jump owing to the presence of a 
non-zero mean, but we have excluded the origin from Bd ; correspondingly 
a form of mean-correction in fl is achieved, the “estimate” of the mean 
removed being proportional to C a(t) x(t). 
CONDITION C3. 
df’yx(W~ b fJ4 = Pfx(~), AELB*. 
Referring to (1.2), C3 slightly extends the requirement dF,(A) = 0, I E 93. 
CONDITION C4. dF,( I) > cd& AE(--R,n), 
where c > 0 is independent of 1. 
The proof of the following theorem rests heavily on Lemmas 1 and 2 
which are stated and proved in Section 3. These lemmas imply, indeed, that 
moments of all orders of fl exist and are bounded for large T, and Lemma 2 
has implications also for the L, convergence of periodogram averages. 
THEOREM. Zf Conditions Cl-C4 hold, then 
as T-r co, where the first term on the right-hand side is O(T-‘). 
Proox Write 
U=T-‘II,(&), V=T-‘~Z,,(1,)-/W, O=E(U), P=E(V). 
A? B 
Now 
O>CT-‘~~.~ ~A(A,-1)~2d~=c2aN~a(t)2/T>c’>0, 
.!a --It 
where N = Ca 1 increases like T, and we have the identity 
p-p= v/u= v/ir+ V(O- U) u-’ 0-l. 
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It is immediate that V/D is the first term on the right-hand side of (2.1), 
and this is 0( Tme) because B is bounded away from 0 and 
It remains to show that E{ V( O-- U) U-’ 0-l 3 exists and is 
O(T- (1’21-e). It follows from Lemma 1 in Section 3 that E( UP2) = 
O(T%--1) ), and from Lemma 2 in Section 3 that E( U- 0)’ = 0( T-(1/2)[), 
E{(F’- P)2(U- s)‘} = O(T-(1’2)‘-1), and E((V- P)(U- a)‘} = 
0( T-(“2)‘-o), the last result following on taking r = I + 1, x,(t) =v(t) - 
fix(t), xi(t) = x(t) for j > 2, W, = V - p, Wj = U - 0 for j > 2, and choosing 
CLk = 0 for all k # 1, r + 1, by virtue of C3. Thus, for all q > 1 
Y-1 
IE{ V(D- U) u-‘if-‘}I= c E{ V(O- u)‘}/e~+l 
I= 1 
+ E( V(o- U)y/U)/t?q 
Y-1 
G ,;, CIW’- VW- O,‘>l 
+ I8( IE(U- rf)‘l]/B”’ 
+([E((V- P)2(U- t?)2Y)]“2 
+ (PI(E(U- ~)2y}“2){E(U-2)}1’2/~q, (2.2) 
so choose q > 2(6’ + y) - 1 for (2.2) to be 0( T-“‘2’- ‘), as desired. 
Remark 1. Condition C3 is unlikely to hold exactly, some 
measurement error being likely at frequencies in BA also, but all statistical 
models are approximations and our result seems suggestive in cases where 
the signal-to-noise ratio is large over BA. 
Remark 2. Our result is one of relatively few in the literature rigorously 
establishing an advantage of tapering. A well-known disadvantage is that 
the leading, 0( T-l), term in the mean squared error (MSE) of fl has factor 
lim T+ co TC a(r)4, which varies directly with 0, and thus increases with 
tapering. Nevertheless evidence from limited simulations that we have 
carried out suggests that tapering can sometimes decrease MSE in finite 
samples, apparently because subsequent terms in the MSE can dominate 
for sufliciently small T and sufficiently strong leakage. 
Remark 3. The omission of frequencies was referred to by Hannan and 
Robinson [9] as a method of trend removal, and Zhurbenko [lS] noted 
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that tapering can reduce effects of nonstationarity at distant frequencies on 
spectral density estimators, but these authors’ theorems assumed 
stationarity, with a smooth spectral density over all frequencies; see also 
Dahlhaus [3]. Simple models for trending s(t) involve a non-random 
function of t or stochastic trending seasonal variation, or somewhat more 
generally (cf. Priestley [ 121) 
(2.3) 
Generalisation of our results shows that under (2.3) the bias of fl is 
O(sup oEJ,riEQdlA(1,0-~)12), whereA(~,w-~)=CT=,a(t)ICII(IZ)ei’(w~”. 
Formally A(& 0-A) = ++,(,,(A) A(o-A), so if $, is smooth in t we 
desire that not only A(A) but also its derivatives, be small away from the 
origin. For example if $,(A) = t’ for some ;1 E WA and integer r, then the 
tapers of Zhurbenko [15] lead to fl having bias = 0( T2(‘-k)+ ‘), k = 1, 2,..., 
where k = 1 is the case of no tapering. Thus the presence of nonstationary 
noise appears to call for a greater degree of tapering than in the stationary 
case. Our observations suggest that tapering has a role to play even in 
preserving the central limit theorem for spectral density estimators and 
periodogram averages in the presence of nonstationarity at distant frequen- 
cies. 
3. Two LEMMAS 
LEMMA 1. If C 1, C2, and C4 hold, then, for integer r > 1 and C indepen- 
dent of T, 
E T-’ ~Z,(A,) -’ < CTcy-“. 
a? I 1 
ProoJ: Let x be the T x 1 column vector with tth element x(t), let N be 
the number of 1, in 99, let A = diag{a(l),..., a(T)}, and let E be the Nx T 
matrix with rows T’1’2{exp(il,),..., exp(iTA,)}, A,EW. Then U= 
T- ’ CB I,.(&) = x’Bx, were B = AE,!?‘A, the prime indicating transposition. 
Defining f = E{ (x - p)(x - p)‘}, p = E( x ) , we have for any non-null vector 
u = (Ul,..., UT)‘, 
under C4. Thus r is positive definite and we may write r= JJ’, where J is 
real, non-singular, and lower-triangular. Denote by v,, n = l,..., T, the 
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eigenvalues of J’BJ; because L% is symmetric B is real and non-negative 
definite so the v, are real and we order them, vr 2 v2 > a.. > vN. Denote by 
R the corresponding real, orthogonal matrix of eigenvectors. Thus U is dis- 
tributed like C,“= r (z, - $n)2 v,, where the z, are real, independent N(0, 1) 
random variables, $, is the nth element of the real vector - R’J-‘p, and 
v,=O for n > N because rank(B)<N. Thus U has moment generating 
function (see Johnson and Kotz [lo, p. 1521) 
fj(t)=E(e”‘)= fi [exp{tv,~f(l-2t~,)-~}(1-2tv,)-~~~]. 
?I=1 
Now by Fubini’s theorem 
E(U-‘)=j” 1” - j-” qS(t,) fi dtj. 
-co -cc -co j=l 
Because the v, are real and non-negative 
~(t)~(l-22tv,)-(“Z)N, t < 0. 
Thus 
E(U-')<[' j-" -jr2 (1 -2tlyN)-(1/2)N fi dtj 
--a, --a, --oo j=l 
= 
i 
V’N jj (N-2j) 
i 
-‘<C(v,T)-’ (3.1) 
j=l 
for large enough T, since N increases like T. Now vN is the smallest eigen- 
value of the real N x N matrix E’ATAE, so 
vN= min w’E’ATAEw 
dIV=l 
2 (min o’Tu)( min u’A2u)( min w’E’Ew) 
u’u = 1 u’u= 1 wcw = 1 
and the proof is completed by majorizing (3.1). 
Now let {xi(t), j= l,..., 2r) be a jointly stationary 2r-dimensional 
Gaussian process. The cross-spectral df between xi(t) and xk(t), denoted 
Fjk, is assumed to be absolutely continuous over 91A and 
I(d/dJ) Fj/c(A)l g Cjk, AEB A, j= l,..., 2r, j#k,k+r, 
683/19/Z-4 
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where Cjk < co does not depend on 1. Define 
w,(n) = 1 a(t) Xj( t) e”“, zj(n)= wj(A) wj+r(A)v 
w~=T-l 1 Czj(ns)-E{zj(ns)J19 j = I,..., r. 
J 
LEMMA 2. Let the above conditions and also Condition Cl hold. Then, if 
82 1, 
= Q( T-(1/2) '). (3.2) 
If, further, Clk = 0 for all k # 1, Y + 1, then 
=O(T-(‘/2+-8+1/2)+ (3.3) 
Proof: Denote by 2’ summation over all ways of assigning balls 
labelled 1, 2,..., 2r to r indistinguishable urns, such that each urn contains 
exactly 2 balls and no urn contains balls labelled j and j + r, for any j. A 
typical such assignment is denoted (gj, h,), j= l,..., r. Then (see Brillinger 
[2, Theorem 2.3.21) 
by Gaussianity and the mean correction of the factors on the left-hand side; 
throughout we suppress reference to the index of the primed sum. After 
straightforward calculation and rearrangement we deduce 
P(o, p)= T-‘~A(1,+o)A(-l,+p), 
0 
and (oj, pi), j= l,..., r now represent an appropriate rearrangement, vary- 
ing over the primed sum, of (zi, -r,), i= l,..., r, the sum including no 
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terms in which (oi, pi) = (7, -TV). After repeated use of the Schwartz 
inequality 
(3.4) 
for appropriate gj, hi, kj, lj, where 
Now writing B(J) = C, a(t)’ e”‘, 
ja,lf’b ,412 4 G 5X NW, d12 4 --R 
= T-’ 1 c A(& + co) A(&, -I- co) B(I, - A,) 
18 
112 
uniformly in o E 59,. Because 
250 
it foliows that 
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Q(j, k; I, m) < C(Cjk T-Ii2 + T-B)(C1mT-“2 + Tpe), 
proving (3.2). For each summand of (3.4) there is a k # 1, r + 1 such that 2 
of the 2r square-rooted Q factors involve F,,, proving (3.3) also. 
Cl1 
PI 
c31 
141 
c51 
C61 
[71 
I?31 
c91 
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