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The symplectic group structure associated with the Riccati equation is exploited 
to derive a unifying group-theoretical framework encompassing a large number of 
well-known results, such as partitioning, doubling, and Chandrasekhar algorithms, 
the algebraic Riccati equation, and the discrete-time case. It is also used to derive a 
new integration-free Chandrasekhar type algorithm, and to present a fairly complete 
characterization of the solutions of the Riccati equation in the periodic case. 
1, INTRODUCTION 
The purpose of this paper is to present a group-theoretical framework in 
which to study the matrix Riccati system of equations 
P=AP+P.~~+Q-PDP, (l.la) 
d;=(~-PD)#, (I.lb) 
s; = fD$, (l.lc) 
where all quantities are n x n matrices. Since this Riccati system is represen- 
tative of optimal control and estimation problems, it will be assumed that 
P(t) and S(t), and Q(t) and D(t), are positive definite and symmetric. The 
quantity d(t) may be thought of as the corresponding closed-loop transition 
matrix, and as such it will be assumed to be invertible. 
This matrix Riccati system, or its variants, has received a great deal of 
attention in many applications such as optimal filtering, optimal control, 
invariant imbedding methods, and scattering processes in inhomogeneous 
media [ 1-8 1. 
Perhaps the single most important property of Riccati equations is that 
they can be “linearized” into an equivalent Hamiltonian form by a well- 
known procedure of doubling the dimension of the original problem. This 
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property has been used repeatedly in many forms to discuss various aspects 
of Riccati equations [l-8 1. In this paper we exploit the symplectic group 
structure that arises very naturally in the Hamiltonian formulation and 
present a group-theoretical framework that serves as a single unifying 
scheme for a large number of well-known results, such as partitioning 
algorithms, efficient computational algorithms and efficient changes of initial 
conditions, backward evolution formulas and Chandrasekhar-type 
algorithms, doubling algorithms, periodic systems, the algebraic Riccati 
equation, and extension of the above to the discrete-time case. 
A similar and mathematically equivalent unifying framework already 
exists in the scattering theory approach developed by Kailath et al (9-l 1). 
Our intent is, however, to present the group-theoretical point of view as an 
alternative, and perhaps also useful, way of thinking about the subject. 
The merit of the formalism is illustrated first, by showing how the well- 
known results mentioned above fit quite naturally within the group-theoretic 
framework, and second, by presenting some new results; namely, a new 
integration-free Chandrasekhar-type algorithm for the continuous-time case 
is derived, a general characterization of the solutions of the Riccati system 
(1.1) in the periodic case is given, and an exact solution of the Riccati 
system is presented in the discrete-time case based on the asymptotic steady- 
state Riccati equation, 
The paper is organized as follows. In Section 2, the Riccati system (1.1) is 
converted into its linear Hamiltonian form, and the resulting symplectic 
group structure and associated group-theoretical interpretation of the Riccati 
system is discussed. The basic theme of this paper is to systematically use 
this mapping between the nonlinear Riccati system and the linear 
Hamiltonian equations to translate simple and straightforward properties of 
the latter into the correponding properties of the former. For example, two 
simple ways of transforming the Hamiltonian equations are considered; 
namely, group multiplication from the left and group multiplication from the 
right. The first encompasses all algorithmic ways of solving the Riccati 
system (1. l), such as integration-free iterative algorithms, doubling, and 
Chandrasekhar-type algorithms. The second encompasses the so-called 
partitioning algorithms which relate different Riccati solutions to each other. 
These are further discussed in Section 3, from the group-theoretical point of 
view, and used to derive various solutions of (l.l), and also make contact 
with the well-known MacFarlane-Potter-Fath eigenvalue methods for 
solving the algebraic Riccati equation. In Sections 4 and 5, we briefly discuss 
Chandrasekhar and doubling algorithms, and present a new integration-free 
Chandrasekhar-type algorithm. In Section 6, following the basic theme of 
this paper, we treat periodic systems (1.1) by first applying 
Floquet-Lyapunov theory to the linear Hamiltonian equations and then tran- 
slating the results back to the Riccati system to obtain a fairly complete 
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characterization of the Riccati solutions, including periodic solutions. Finally 
in Section 7, we extend the major results of the previous sections to the 
discrete-time case. 
2. GROUP-THEORETICAL INTERPRETATION 
The group-theoretical aspects of the problem are brought out by casting 
the system of equations (1.1) in its equivalent Hamiltonian form. This may 
be accomplished by means of the 2n x 2n matrix g(t) defined by 
(2.1) 
where I is the n x n unit matrix. It is easily shown that the system of 
nonlinear equations (1.1) is equivalent to the linear equation 
‘e(t) =ffw g(t), (2.2) 
where H(r) is the associated Hamiltonian matrix 
H(t) = A (4 
D(r) 
(2.3) 
The matrix g, as well as each factor in it, is an element of the real symplectic 
group, denoted here by G; that is, it is a real 2n x 2n matrix satisfying the 
constraint 
gTJg= J, (2.4) 
where J=(“, t). The H amiltonian matrix H is a real infinitesimal 
symplectic matrix; that is, an element of the Lie algebra of the group G, 
satisfying 
JH+ HTJ=O. (2.5 1 
The construction of g in terms of the Riccati variables P, 4, and S, in the 
factorized expression of Eq. (2.1), forms the starting point of our paper. It is 
one of the many methods of linearizing the Riccati system (l.l), and it is 
fairly well known. A special version of it (namely, when g(t) is taken to be 
the transition matrix of Eq. (2.2)) has been used repeatedly in the general 
theory of Riccati equations, invariant imbedding, scattering theory, and even 
in optimal control and estimation theory [ 1, 7, 8, 12-1.5 1. 
The general solution of Eq. (2.2) may be written as 
(2.6) 
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where g(0) is the initial value of g(t), and v(t) is the corresponding transition 
matrix of the linear system (2.2); that is, y(t) E G and 
(2.7) 
Equation (2.6) may be given a group-theoretical interpretation by realizing 
that it represents group action by left translations. Specifically, if the 
symplectic group G is made to act on itself as a transformation group by 
means of left translations defined by a: g-1 ag, for a, g in G, then 
v(t): g(0) -+ g(t). Thus, it follows that the time evolution of the Riccati 
system (1.1) is effected by means of left group translations within the group 
space G; the infinitesimal representation of this fact being equivalent o the 
linear equation (2.2). 
In order to complete the group-theoretical interpretation of the Riccati 
system (l.l), and in particular of the Riccati equation (l.la), we rewrite 
Eq. (2.1) as follows 
g =pk (2.8) 
where p = (‘, y) and h = (z ,!r)( L y) = ( &fTs ,!,). Symplectic matrices, 
such as h, with zero upper right n x n subblock, form a subgroup of the 
symplectic group, denoted by K. The coset space G/K consisting of the right 
cosets of G modulo the subgroup K, divides G into equivalent classes of 
group elements which are defined up to multiplication from the right by such 
factors h. Equation (2.8) represents such a coset decomposition, thus 
allowing us to identify p = ( ‘, T) as just such a coset. Therefore, the coset 
space G/K may be identified as the space of all such matrices p; or 
equivalently, the space of all the Riccati variables P. 
The group G may be realized now, in a standard fashion, as a transfor- 
mation group acting on the coset space G/K. Namely, the action of G on 
itself by left translation is inherited as a transformation action of G on the 
space G/K. The latter action is realized nonlinearly by means of fractional 
linear transformations, the infinitesimal version of which is precisely the 
Riccati equation (1. la). Under transformation by a group element a E G, a 
given point P in G/K will transform to a new point, denoted by P,, which 
can be determined easily using the corresponding matrices p = (i T) and 
Pa=(‘o ? ) and noting that the left translation up andp, must belong to the 
same coset; that is, 
ap =pah[a,PI, (2.9) 
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where h [a, p] is a suitable element of K depending on a E G and p. Writing 
a= (y $) in n x n subblock form, Eq. (2.9) reads 
(2. IO) 
from which it follows immediately that 
P,=[aP+p][yP+6]-* (2.11) 
and 
hb,Pl= y 
( 
(yP++)-T 0 
1 yPS6 * 
(2.12) 
Equation (2.11) shows how the group G acts nonlinearly on the space G/K 
via linear fractional transformations. Denoting the left translation of g by 
g, = ug, and using Eq. (2.9) we may derive the coset factorization for g, 
according to (2.8) as follows: 
go = ug = aph =pohla, PI h ‘paho, (2.13) 
where we defined 
h, = h[a,p] h. (2.14) 
In particular, setting h, = ($ ,iT)( S:, ,“) and equating n x n subblocks we 
find 
$0 = [YP + 61 -T $4 
S,=S+$qyP+6J-‘yqk 
(2.15a) 
(2.15b) 
Equations (2.11) and (2.15) define the transformation of the Riccati 
variables under left group translations. Their infinitesimal version is 
equivalent to the Riccati system (1. l), and they form the basis for most of 
the subsequent discussion in this paper. Their first major use is in providing 
explicit solutions of the Riccati system (1.1). The follows from the fact that 
the time evolution of (1.1) is implemented by left translations as expressed 
by (2.6). 
To see this, let P(O), 4(O), S(0) be arbitrary initial values for the Riccati 
variables P(t), 4(t), S(t). Then, the initial value for g(t) will be 
g(O) =pP) h(O) = ( ; “p’) ( i(o;:)s(o) ~(0; -T) . (2.16) 
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Using (2.6) and applying (2.13) with a = v/(t) = (;,‘:i :I:;) we write 
s(t) = PG> h(f) = VW P(O) 49 = P(t) h I’YWl P(O)1 WV (2.17) 
Or, in terms of the corresponding II X n subblocks 
w> = [a(t) WY + P(t)1 [Y(f) w + Wl - ‘3 (2.18a) 
w> = b(f) W) + WI1 -T cw)~ (2.18b) 
w> = WV + twT bW fw + WI - ’ Y(O $(O). (2.18~) 
Equations (2.18) provide an explicit solution of the Riccati system (1.1) in 
terms of the transition matrix v(t) and the initial values P(O), g(O), S(0). In 
particular, (2.18a) is well known in the control and estimation literature 
[2,3]. 
More generally, one may relate the Riccati variables Z’(f), 4(t), S(t) at 
time t to those at time s by using the transition matrix u/(t, s) = v(t) v(s) ‘, 
g(t) = & s) g(s), (2.19) 
or, using (2.13) with a = v(t, s) = (;I:; :j ii:; ;{ ), 
‘F(t) =p(t) h(t) = ‘44, S>P(S> h(s) =P(f> h[W(C S)TP(S)l h(s), (2.20) 
it follows that 
W) = hl’Y(c S),P(S)l 4s) (2.21) 
and in terms of the n x n subblocks 
p(t) = [a(& s) P(s) + P(t, s>l [r(t, s) P(s) + w, S>l~ ‘, (2.22a) 
4(f) = II+, s) P(s) + w, s>l -T 4(s), (2.22b) 
S(t) = S(s) + fwT [r(t, s> P(s) + 4t, s>l - ’ IJ(f, s> 4(s). G=c) 
Equations (2.18) and (2.22), or their variants, have played a central role 
in the subject of Riccati equations [ 11, scattering theory [7], and invariant 
imbedding [6 1. The intimate connection between the nonlinear action of the 
symplectic group by means of fractional transformations and Riccati 
equations is one of the classic results in the subject. Additional group- 
theoretical insight into properties of Riccati solutions can be gained by 
suitably extending the formalism to include Siegel’s upper half plane [ 16, 
171. In the above presentation, we have not added anything new but have 
merely restated the group-theoretical significance of the problem in a way 
that will prove useful in discussing various applications from optimal 
estimation and control. 
OPTIMAL ESTIMATION AND CONTROL 399 
The second major use of Eqs. (2.11) and (2.15) is in allowing one to relate 
the Riccati variables of two different but equivalent Riccati systems (1.1); 
where equivalence is defined as Lyapunov equivalence of the two 
corresponding linear systems (2.2). We defer the details to Section 6, where 
an application to periodic systems is discussed. 
In the preceding discussion, we emphasized the role played by group 
multiplication from the left, since it describes the time evolution of the 
Riccati system, and therefore allows one to relate the same Riccati solution 
at two different time instances. In the sequel, we shall find that group 
multiplication from the right, is also important, in that it allows one to relate 
two different solutions of the Riccati system at the same time instant. For 
example, consider two different sets of Riccati variables [P, 4, S] and ]p, 4, 
s] with corresponding symplectic matrices g and g that are related to each 
other by group multiplication from the right as follows: 
g=& (2.23) 
where R is an element of G. Writing 
(2.24) 
and equating n x M subblocks, we find 
P=p++b[Sb+d]p’$T (2.25a) 
Q = $[sb + d] -*, (2.25b) 
S= [S^b+dJp’ (%+c]. (2.25~) 
This type of equations becomes relevant in discussing partitioning 
algorithms, and periodic systems. 
3. PARTITIONING ALGORITHMS 
One of the main results in the theory of Riccati equations is that any two 
different solutions of the Riccati equation may be related to each other by 
algebraic relationships only. Such relationships are referred to as partitioning 
algorithms and have been used extensively in the literature [ 1, 18-231. The 
mathematical reason for such relationships may be easily traced to the 
quadratic nature of the Riccati equation. The group-theoretical reason may 
be traced to the invariance of the linear system (2.2) under group 
multiplications from the right. Let [P, $, S] and [P, 4, s^] be two different 
solutions of the Riccati system (1. l), and form the corresponding symplectic 
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matrices g(t) and g(t) according to Eq. (2.1). Then, both g and S are 
solutions of Eq. (2.2) and thus, given by means of Eq. (2.6). One may write 
@Y(t) = g(t) g(O) - l = I?(t) ito) ~ 1 (3.1) 
which states that the quantity g(t) g(O)- ’ is really independent of the initial 
conditions, and thus it is the same for any two solutions. The quantity g(l) is 
then obtainable from b(t) by right group multiplication 
g(t) = i(t) R 
where R = g(O)-’ g(0). Setting 
R=g(O)-‘g(O)= 
(3.2) 
(3.3) 
and equating the n x it subblocks of Eq. (3.2), or using (2.25), we obtain 
P(t) = P(t) + q&t) b[S(t) b + d] -’ i(t)‘, (3.4a) 
q+(t) = $(t)[L@) b + d] -T, (3.4b) 
S(t) = [S(t) b + d] -’ [S(t) a + c]. (3.4c) 
These equations provide algebraic relationships between two sets of Riccati 
solutions defined by different sets of initial conditions. The dependence on 
the initial values enters through the coefficients a, b, c, d defined by (3.3). 
There are two special cases of Eq. (3.4) of particular importance. One is 
when [p, 4, s] is the solution of Eq. (1.1) with the special choice of initial 
values f(O) = 0, d(O) = I, L?(O) = 0. In this case, i(O) = IZnxZn and (3.1) 
becomes 
which allows the construction of the transition matrix w(t) in terms of 
Riccati variables. As mentioned in Section 2, this result has found a great 
use in the literature. Equations (3.4), which now hold with R = g(O), relate 
an arbitrary solution of (1.1) to that special solution. 
The other special case is when the Hamiltonian matrix H is time-invariant 
and the corresponding algebraic Riccati equation 
A&FAT$Q-FDp=O (3.6) 
has a positive definite symmetric solution p and the corresponding closed 
loop state matrix F= A - FD is asymptotically stable. This can always be 
accomplished uniquely under suitable detectability and stabilizability 
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assumptions [24, 251. Then, P(t) + p as t--f co for any solution P(t) of the 
Riccati equation initialized to a positive definite symmetric value P(0). 
Choosing [P, $, $1 to be the solution of (1.1) with initial conditions 
P(O) = p, J(O) = I, s(O) = 0, it follows from (1. la) that p(t) = p for all t. In 
this case, Eq. (1.1) may be solved easily in closed form, giving 
P(t) = P, (3.7a) 
J(t) = eFi, (3.7b) 
j;(f) = j-; eFt’DeFt’ &’ = & ept$ert, (3.7c) 
where 3 is the solution to the algebraic Lyapunov equation 
-- 
F~S+SF+D=~. (3.8) 
Equation (3.4) may be applied now to relate a solution with arbitrary initial 
conditions P(O), Q(O), S(0) to the above asymptotic solution. In particular, if 
we choose 4(O) = I and S(0) = 0, then R = g(O)-’ g(0) = (h p(“i-F) and 
P(f) = F + qqt) b [ S(f) b + I] - ’ (J(t)‘, 
4(t) = $(t)[S’(t) b + I] pT, 
S(t) = [S(t) b + I] -’ t?(l), 
(3.9a) 
(3.9b) 
(3.9c) 
where b = P(0) -E One may also use Eq. (3.1) to find a useful expression 
for the transition matrix v(t) as follows: 
y(t) = exp(Ht) = g(t) g(O)-’ 
= (; ;)(e; $)( S-e$“s;“Ft F)(:, ;“) (3.10) 
Equations (3.9) and (3.10) are interesting in that they allow one to express 
the full time-varying Riccati quantities in terms of the corresponding 
asymptotic quantities [2, 3, 201 which are obtainable by solving algebraic 
equations only; i.e., Eqs. (3.6) and (3.8). 
It is well known that one can solve the algebraic Riccati equation (3.6) by 
exploiting the modal properties of the Hamiltonian matrix [26-301. In this 
respect, the asymptotic quantities p and ,? may be thought of as standard 
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“decoupling” matrices for the Hamiltonian matrix H. It is easily seen that 
applying the similarity transformation U defined by 
(3.11) 
to the Hamiltonian H, results in a block diagonal matrix 
(3.12) 
where F= A - FD, provided p and S satisfy Eqs. (3.6) and (3.8). In 
particular, exponentiating Eq. (3.12) one immediately recovers (3.10). One 
may proceed further to diagonalize the asymptotic closed-loop state matrix 
F= A -PD. Letting M be the modal matrix of F, consisting of the eigen- 
vectors of F, one may write 
FM=MA, (3.13) 
where A is a diagonal matrix consisting of the eigenvalues of F. Then, the 
matrix 
may be taken to be the modal matrix for the Hamiltonian H; that is, 
W-‘HW= i; -;). (3.15) 
Conversely, if the modal matrix W of the Hamiltonian H is available, then 
its n x II subblock decomposition W = (L;; -- z;;) may be used to define the 
asymptotic quantities P, S, and M through Eq. (3.14), 
P= w,, W,‘, 
M = w;:, (3.16) 
s= -w,, w;,. 
4. CHANDRASEKHAR ALGORITHMS 
Efficient computational algorithms for the integration of the Riccati 
system (l.l), generally fall into two basic classes, namely, doubling-type and 
Chandrasekhar-type algorithms [4, 31-351. In this section we discuss how 
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the latter, and the related backward evolution formulas, lit naturally within 
the above group-theoretical scheme. 
Using the symplectic property of the transition matrix v(t) it is easily seen 
that, for a time-invariant system, time reversal is equivalent to transposition. 
This is formally expressed by 
‘y-t) = ‘y(t)- ’ = Jl+v(t)T J- ‘. (4.1) 
Thus, transposition plays a very spatial role for the Riccati system (1.1). 
Under transposition, the Riccati variables P and S are interchanged and 4 is 
replaced by its transpose. This is seen by transposing Eq. (2.1) 
On the other hand, since the time evolution of g(t) is given by (2.6) it 
follows by transposing (2.6) that 
where we defined 
g(t)’ = VW> mTY (493) 
‘#v> = g(O)’ v(t)’ g(O) -T. (4.4) 
This quantity may be identified as the transition matrix for the variable 
g(t)‘. The state matrix corresponding to G(t) is found from (4.4) to be 
ii = g(O)T HTg(0) -T. (4.5) 
Thus, the linear equation satisfied by g(t)’ will be 
g(t)’ = figg(qT. (4.6) 
Inserting (4.2) in (4.6), the corresponding Riccati system is found to be 
S=A”S+SXT+&S~S, (4.7a) 
4’ = (X - SLT) (jT, (4.7b) 
P = c$LqT, (4.7c) 
where 2, 0, fi correspond to the n X n subblocks of 17; that is, 
E7= (; -fTj. (4.8) 
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For example, if 4(O) =I, S(0) = 0, and P(0) is arbitrary, then 
‘0) = ( ; ‘\‘) ) and it follows from (4.5) that 
z= [A -P(O)D]T, 
o=D, (4.9) 
6 = AP(0) + P(0) AT + Q - P(0) DP(0) = P(O). 
Equations (4.7) are known as the backward evolution formulas. 
Equation (4.7~) together with Eqs. (l.lb) and (4.9) may be used to develop 
Chandrasekhar-type fficient integration algorithms for the Riccati variable 
P, or the corresponding Kalman gain [4,3 l-351. We note also, that one can 
write partitioning algorithms using the transposed Riccati system, which will, 
of course, be a restatement of (3.4). 
5. DOUBLING ALGORITHMS 
Doubling-time algorithms are very efficient computationally and have 
been used extensively to integrate Riccati type systems [36-39,221. For time 
invariant systems, such algorithms are a direct consequence of the group 
property of the transition matrix v(t). Indeed, it follows directly from 
Eq. (2.19) that 
d2t) = VW m (5.la) 
VW = VW v(t), (5.lb) 
where g(t) is an arbitrary solution of Eq. (2.2). Equation (5.la) updates the 
desired solution g(t), whereas (5.lb) provides the update of the transition 
matrix, which is needed in the next iteration. Equation (5.1) are usually used 
with t=tk=2kA, so that 2t=tk+lr and they are initial,ized by providing 
g(A) and w(A) which are obtained by directly integrating the Riccati system 
(1. l), or (2.2) up to time t = A. 
Equation (5.1) may be written now in terms of the corresponding n x n 
subblocks. Setting w(t) = (;I:)) ii:i ) and using (2.22) we rewrite Eq. (5.la) as 
(5.2a) 
(5.2b) 
(5.2~) 
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whereas Eq. (5.lb) becomes 
43) = a@> c-0 + P(O rw, (5.3a) 
PW) = a(f) PO) + P(f) w, (5.3b) 
YW) = Y(f) a(t) + w> r(t)9 (5.3c) 
W) = Y(f) P(t) + WI W). (5.3d) 
Other iterative computational procedures also exist, for time-invariant 
systems. For example, one could write 
g(f + 4 = VW g(A), (5.4a) 
WO + A 1 = ‘Y(f) ‘Y(4 (5.4b) 
which are to be used with f = f, = kA, so that f t A = fk+ ,. This type of 
algorithm is not as efftcient as the doubling algorithm; however, as we shall 
see in the next section, it becomes important in discussing periodic systems. 
A somewhat different iterative algorithm may be of some interest if 
combined with the Chandrasekhar-type algorithms of the previous section. 
Writing, 
g(f t 4 = y/(A) s(t), (5.5a) 
g(f + A)= = G(A) g(f)‘, (5.5b) 
where $(A) is the transition matrix corresponding to the transpose system 
defined by (4.4), and equating n >( n subblocks one obtains the following 
iterative algorithm 
P(f t A) = [al'(f) t P] [yP(t) + SIP', 
#(f t A) = [V(f) t 61 -T 4(f), 
W t A) = S(f) + $(t>’ [yW) t a]-’ r#), 
S(f t A) = (&S(t) + 81 [$S(f) t $1 -I, 
#(t t A)T = [$S(f) t $1 -T 4(t)‘, 
P(t t A) = P(f) t $(f)[j%(f> t 6]- ’ F#(f)‘, 
(5.6a) 
(5.6b) 
(5.6~) 
(5.6d) 
(5.6e) 
(5.6f) 
where the n x n submatrices a, j?, etc., are defined through 
(5.7b) 
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An integrated version of the Chandrasekhar-type algorithm now follows 
from (5.6b) and (5.6f). Using (5.6e) into (5.6f) we rewrite 
N + 4 = llw) + 61-l. 4(t), (5.8a) 
P(t + A) = P(f) + $qt + A) )Jiqt>‘. (5.8b) 
Choosing P(O) such that the quantity 7 is of lower rank than n, results in an 
efficient computational algorithm. For example, writing y’= LTCLT, with L 
and C of possibly lower rank than n, and defining Y(t) = 4(t) L we obtain 
qt + A) = (yzyt) + Sl -T Y(r), 
P(t+d)=P(t)+ Y(t+d)zY(t)T. 
(5.9a) 
(5.9b) 
The n X n matrix inverse indicated in (5.9a) may be replaced by a lower 
order inverse using the matrix inversion lemma. For example, setting 
D = & ‘y and noting that D must be symmetric due to the symplectic nature 
of r&l), we may write D = CTC with C of possibly lower rank than n. In 
such a case, the indicated n x n inverse is computable as follows: 
[yP+6]-T=6~T[I+PD]~‘, 
[Z+PDlp’ =I-PCT(I+ CPC=]-’ C. 
(5.10a) 
(5. lob) 
The algorithm requires the integration of the Riccati system (1.1) up to 
time t =d. This algorithm is essentially identical to the Chandrasekhar 
algorithms of the discrete-time case discussed in Section 7. 
6. PERIODIC SYSTEMS 
A slight extension of the time-invariant case is to consider a Riccati 
system (1.1) with periodic coefficients A, Q, and D. Then, the corresponding 
Hamiltonian matrix H = ($ -3*) is periodic; that is, 
H(t + T) = H(t), (6.1) 
where T is the period. The corresponding linear problem (2.2) becomes a 
periodic linear problem, for which the entire Floquet theory is available [40]. 
The standard result that we shall use, is that for periodic systems the tran- 
sition matrix v(t) of Eq. (2.7), satisfies 
~4 + 7’) = VW v(T) (6.2) 
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for any t. For an arbitrary solution g(f) of (2.2), a similar equation holds; 
namely, using (2.2) in conjunction with (6.2) 
g(t + Z-1 = g(f) R, (6.3) 
where R = g(0) -’ g(T). Setting 
(6.4) 
and equating the corresponding n X n subblocks of (6.3) we obtain 
P(t + T) = P(t) + 4(t) b[S(t) b + d] - ’ 4(t)‘, (6Sa) 
#(t + T) = #(t)[S(t) b + d] -T, (6Sb) 
S(t+T)= IS(r)b+d]-’ [S(t)a+c]. (6.52) 
If the Riccati quantities P(t), 4(t), S(t) are known within one period 
0 < t < T, then Eqs. (6.5) allow one to determine the Riccati variables within 
any other period by algebraic means only. Using (6.4), the constant matrices 
a, 6, c, d may also be given explicitly in terms of the values of the Riccati 
variables at t = 0 and t = T as follows: 
a = 4(T) + [W’) - P(o) I &TT S(T), 
b = [W’-) - P(O)] 4(T) -T, 
c = #(T)-T S(T), 
d=#(T)-T, 
(6.6) 
where we assumed 4(O) = I, and S(0) = 0. We note that if b = 0, the 
resulting solution P(t) will be periodic. Using (6.6) with P(T) = P(O), then 
Eqs. (6.5) become 
P(t + T) = P(t), 
YV + 7’) = 40) 4(T), (6.7) 
S(t + T) = 4(T)= S(t) 4(T) + S(T). 
The condition b = 0 is equivalent to requiring that R given by (6.4) be an 
element of the subgroup K of the symplectic group G. In fact, had we used 
the coset factorization (2.8) in (6.3); that is, ~(t -+ T) h(t + T) =p(t) h(t) R, 
then the condition of periodicity ~(t + T) =p(r) would have resulted in 
h(t + T) = h(t) R implying that R be an element of the subgroup K. 
Additional insight into this periodicity condition may be derived by noting 
that R = g(O)-’ g(T) = g(O)-’ y(T) g(0) and therefore, to obtain periodic 
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solutions one must choose those initial values g(0) that “rotate” v(T) into 
the subspace K. This fact was observed first by Kano and Nishimura 1411, 
who constructed periodic solutions by diagonalizing y/(T). 
A more complete characterization of the Riccati solutions may be 
obtained by making use of the Floquet-Lyapunov theorem [40], according 
to which the original periodic linear system (2.2) is equivalent to a constant- 
coefficient linear system 
t(f) = fm), (6.8) 
where & is a constant real infinitesimal symplectic matrix defined in terms of 
~4’7 by 
y(T) = exp(fiT). (6.9) 
The equivalence between (2.2) and (6.8) is implemented by decomposing the 
original transition matrix v(t) into the product of a periodic factor and the 
transition matrix d(t) of the constant system (6.8) as follows: 
VW = F(t) VW>, (6.10) 
where F(t) is a periodic symplectic matrix, F(t + i’J = F(t), such that 
W) = 1,” ; and tj?(t) = exp(fit). The corresponding state matrices for (2.2) 
and (6.8) must be related by 
H(t) = F(t) FM(t)-’ + F(t) F(t)-‘. (6.11) 
Knowledge of the constant matrix k and the periodic matrix F(t) completely 
characterizes the periodic system (2.2). More generally, the solutions of the 
systems (2.2) and (6.8) will be related by 
g(t) = w &v>Y g(O) = t3.0). (6.12) 
The above decomposition of the periodic system into a periodic part and a 
constant-coefficient part implies now an analogous decomposition of the 
corresponding Riccati variables [P, 9, Sj of (1.1). Introducing the decom- 
position of $ in terms of its own Riccati variables [p, 4, 91 according to 
(2.1), and writing F(t) = (T::: :I:;) it follows from (6.12) that 
W) = 14t) m + P(f>llY@) m + WI - ‘> (6.13a) 
4(t) = Iv(t) m + fw) 1 -T &Q (6.13b) 
s(t) = S(t) + fiqt)’ [r(t) B(t) + s(t)] -I y(t) i(t). (6.13~) 
Thus, the general solution of the original periodic system (1.1) is constructed 
from the knowledge of the periodic matrix F(t) and the solution of a 
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constant-coefficient Riccati system. The latter may-be defined more explicitly 
by introducing the n x n components of fi = (2 $) so that (6.8) becomes 
$=ap+I;aT+Q-&jp-, 
$i= (A-f%)qi, (6.14) 
4 zz i’@. 
The methods of Section 3, may be used now to obtain solutions to (6.14) and 
thus also to (6.13). It is evident by inspecting (6.13a), that the only way to 
obtain a periodic solution P(t) is to have B(t) be constant for all t. This can 
happen only if the initial value P(0) = P(O) = p is chosen to be the solution 
of the algebraic Riccati equation of the constant system (6.14); that is, 
(6.15) 
To prove the above statement, insert Eq. (6.12) into (6.3) and use the 
periodicity property of F(t) to obtain $(t + 7) = g(t) R; or in terms of the 
coset factorization (2.8), p^(t + 2’) h^(t + r) =j?(t) h(t) R. Now, we already 
know that if P(t) is to be a periodic solution, then R must belong to the 
subgroup K; thus we can write jT(t + 7’) =fi(t) h(t), where h(t) = 
k(t) R&t + T)-’ is in K. It follows that P(t + 7) = P(t) for any t. Under 
suitable detectability and stabilizibility assumptions [4 1 ] regarding the 
constant system (6.14) the solution I’(t) cannot be periodic, thus it it must 
be a constant. 
As discussed in Section 3, the quantity p may be thought of as a 
decoupling matrix for the Hamiltonian matrix fi in the sense that 
(6.16) 
where F=A^ - Fb. It follows immediately from (6.16) that the matrix 
R =g(O)-’ g(T) =g(O)-’ v(T)g(O) defined in (6.4), is an element of the 
subgroup K, as was mentioned earlier. Under the detectability and 
stabilizability assumptions mentioned above, the solution p will be unique 
positive definite symmetric and having a stable closed loop state matrix 
F= a - FB. Then, the above construction by means of (6.13a), will result 
into a unique periodic solution. Using the results of Eq. (3.7), we may write 
the complete periodic solution as 
w>= la(t)P+P(t)l[Y(t)P+6(t)l-‘, (6.17a) 
4(f) = IIN p + W)l -T iw3 (6.17b) 
S(t) = qt> + &>‘[ y(t) F + W)] - 1 y(t) &t>, (6.17~) 
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where i(t) = exp(Z?), j(l) = s - exp(pt) s exp@), and 3 is the solution to 
the Lyapunov equation Frs + @+ Z? = 0. 
The more general, nonperiodic, solution P(t), g(t), S(t) may be obtained 
from the above periodic solution using the partitioning formulas of Section 3; 
i.e., Eqs. (3.4). Alternatively, one may first use the partioning formulas to get 
the constant-coefficient solution p(t) in terms of p; that is, by Eq. (3.9), and 
then use (6.13). In any case, since p(t) -+ p for large t, then an arbitrary 
solution P(t) will tend to the above periodic one. 
7. DISCRETE-TIME CASE 
Optimal filtering and control problems in discrete time, are described by a 
discrete-time version of the Riccati system (1.1) which reads [S] 
~(k + 1) = A(k)[z + P(k) D(k)] -I Z’(k) A&IT + Q(k), (7.la) 
#(k + 1) =A(k)[Z + P(k) W)] -I 4(k), (7.lb) 
S(k + 1) = S(k) + #(k)T D(k)[l + P(k) D(k)] ~’ 4(k), (7. lc) 
where A(k), Q(k), D(k) are the discrete-time analogs of the corresponding 
continuous-time quantities appearing in Eq. (1.1). The precise connection 
between the two sets of quantities may be deduced by a standard limiting 
procedure. That is, if t = t, = kA, then to first order in A, the above discrete- 
time quantities are related to their continuous-time counterparts by 
A(discrete) = Z + A (continuous) . A, 
Q(discrete) = Q(continuous) . A, 
D(discrete) = D(continuous) . A. 
(7.2) 
In fact, inserting these expressions in (7.1) and expanding to first order in A 
one recovers Eqs. (1.1). 
Following the discussion of Section 2, one may construct the 
corresponding symplectic matrix g(k) in terms of the P(k), &k), and S(k) by 
As in the continuous case, the discrete Riccati system (7.1) is equivalent to a 
linear system satisfied by g(k) 
g(k + 1) = H(k) g(k), (7.4) 
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where the state matrix H(k) is given by 
(7.5) 
The state matrix H(k) is symplectic by construction, rather than infinitesimal 
symplectic. It is remarkable that H admits of a symplectic factorization with 
such particular ordering of factors as the above. This was first observed by 
Womble and Potter [ 151, and by Friedlander et af. [ lo]. The factor (A ,“) 
corresponds to the measurement update part of the Kalman filter, the factor 
G ATT) corresponds to the time update according to the system dynamics, 
and finally the system noise enters through the factor ({ 7). 
The solution of (7.4) is obtained in terms of the corresponding state tran- 
sition matrix v(k) 
where 
g(k) = v(k) g(O), (7.6) 
v(k + 1) = H(k) I, (7.7) 
The group-theoretical interpretation developed in Section 2, carries 
through unchanged. In particular, the relationships (2.18) and (2.22) remain 
unchanged. For example, setting 
(7.8) 
then, equation g(k) = ~(k, m) g(m) reads in n x n subblock form 
P(k) = [a(k, m) P(m) f P(k, m)] [y(k m> P(m) + W, m>l-‘, (7.9a) 
4(k) = [I@, m) P(m) + WG m>l -T4(m), (7.9b) 
S(k) = S(m) + q+~>~ [y(k, m) P(m) + d(k, m)] - ‘y(k, m) 4(m). (7.9~) 
Any two solutions [P(k), g(k), S(k)] and [P(k), J(k), g(k)] of the Riccati 
system (7.4) are related by group multiplication from the right 
g(k) = t!(k) R, (7.10) 
where R = g(O)- ’ g(O), which immediately yields partitioning algorithms of 
the type (3.4). Again, there are two special cases of interest; namely, when 
kw) = z,, 7 and when H is time-invariant and g(k) is the asymptotic solution 
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obtained by solving the algebraic Riccati equation. Specifically, in the latter 
case we find the discrete analog of (3.9) 
P(k) = P+ q&k) b&+(k) b + I] -’ &k)T, 
4(k) = &k)[g(k) b + I] -*, 
S(k) = [t?(k) b + I] --I g(k), 
(7.11) 
where b = P(0) - p, which expresses an arbitrary solution of the Riccati 
system (7.1) in terms of the asymptotic solution, defined by the algebraic 
Riccati equation 
and 
P=A[Z+FD]-'&I* + Q (7.12) 
J(k) = pk, (7.13a) 
s(k) = s - FTksFk, (7.13b) 
where, F is the asymptotic closed loop state matrix given by 
F=A[I+FD]-’ (7.14) 
and 3 is the solution to the algebraic Lyapunov equation 
S=Li +FTSF, D=D[I+PLI-‘. (7.15) 
The above asymptotic solution g(k) may also be used to find the transition 
matrix y(k) as 
V/(k) = Hk = f(k) f(O) - ’ (7.16) 
=(; ‘J)(-; ;)(io” F:Tk)(; ;)(; JF) 
as was done in (3.10). In addition, the MacFarlane-Potter-Fath analysis of 
H may be carried out to express the asymptotic Riccati quantities p and 3 in 
terms of the modal parameters of H. The results are essentially identical to 
the continuous case, of Section 2; the similarity transformation U formed 
according to (3.11) transforms H to block diagonal form 
U-‘HV= (; gT). (7.17) 
Chandrasekhar-type algorithms follow in exactly the same manner. 
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Transposition of the Hamiltonian system is again equivalent o time reversal, 
and the transpose g(k)* will move according to 
g(k + 1)’ = Z&?(k)? (7.18) 
where 
fi = g(O)= HTg(0) -T. (7.19) 
Writing 
(7.20) 
and noting that transposing g(k) is equivalent to interchanging the role of 
P(k) and S(k) and replacing 4(k) by its transpose, it follows from Eq. (7.18) 
that the backward equations are 
S(k + 1) = X[Z + S(k) D] - l S(k) K’ + e’, (7.21a) 
qqk + 1)’ = A[Z + S(k) a] -’ #(k)T, (7.21b) 
P(k + 1) = P(k) + $(k) fi[Z + S(k) d] --I $(k)T. (7.2 Ic) 
In particular, if we choose d(O) = Z, S(0) = 0, and P(0) arbitrary, then (7.19) 
and (7.20) give 
FT= (z+P(0)D]-TAT, 
&Dlz+P(O)D]-‘, (7.22) 
Zj=A[Z+P(O)D]-‘P(0)AT+Q-Z’(O)=Z’(l)-Z’(O), 
which are the discrete analogs of (4.9). Eqs. (7.21~) and (7.lb) may be used 
to develop discrete-time Chandrasekhar algorithms [ 10,3 1, 33-351, in much 
the same way as was done in Section 5, in Eq. (5.9). 
Finally, we would like to remark on an interesting connection between the 
discrete- and continuous-time cases. Comparing the discrete-time Riccati 
equations (7.4) and (7.18) to their continuous-time counterparts, Eqs. (5.5), 
we observe that they are identical provided one makes the identification 
H = y(d). (7.23) 
Furthermore, using Eq. (3.5) that expresses v(t) in terms of the special 
Riccati solution [j, 4, $1 with initial conditions P(O) = 0, J(O) = I, s’(O) = 0, 
and comparing with (7.5) we may identify the discrete-time model 
parameters as 
A =4(A), Q = &f), D = s;(A). (7.24) 
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These identifications allow one to replace a continuous-time Kalman filtering 
problem with a discrete one [ 151, having the same solution, at least 
asymptotically, as the continuous one. Letting A + 0, and using the special 
initial conditions for P, 4, s, one recovers the continuous-time parameters 
via Eq. (7.2). 
8. CONCLUSIONS 
The equivalence between the nonlinear matrix Riccati equation and the 
corresponding linearized Hamiltonian form has long been known and used to 
advantage as one of the basic tools in many applications, such as optimal 
estimation and control, invariant imbedding, and scattering theory. In this 
paper, we have presented this equivalence as the central unifying theme for a 
large number of well-known results. In particular, all efficient algorithmic 
ways of integrating the Riccati system, such as integration-free iterative 
algorithms, doubling, and Chandrasekhar-type algorithms, were shown to be 
simple consequences of the group nature of the problem. Partitioning 
algorithms relating different Riccati solutions to each other, were also found 
to have group-theoretical significance, corresponding to invariance under 
group multiplication from the right. The usefulness of the formalism was 
further illustrated by deriving a new integration-free Chandrasekhar-type 
algorithm for the continuous-time case, and a general characterization of the 
Riccati solutions in the periodic case. 
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