Abstract-By 2050, about one third of the French population will be over 65. Our laboratory's current research focuses on the monitoring of elderly people at home, to detect a loss of autonomy as early as possible. Our aim is to quantify criteria such as the international activities of daily living (ADL) or the French Autonomie Gerontologie Groupes Iso-Ressources (AGGIR) scales, by automatically classifying the different ADL performed by the subject during the day. A Health Smart Home is used for this. Our Health Smart Home includes, in a real flat, infrared presence sensors (location), door contacts (to control the use of some facilities), temperature and hygrometry sensor in the bathroom, and microphones (sound classification and speech recognition). A wearable kinematic sensor also informs postural transitions (using pattern recognition) and walk periods (frequency analysis). This data collected from the various sensors are then used to classify each temporal frame into one of the ADL that was previously acquired (seven activities: hygiene, toilet use, eating, resting, sleeping, communication, and dressing/undressing). This is done using support vector machines. We performed a 1-h experimentation with 13 young and healthy subjects to determine the models of the different activities, and then we tested the classification algorithm (cross validation) with real data.
the world, by 2050. Nations have to be prepared to face this demographic modification to allow elderly people to live their life in the best possible conditions. Researchers are working on telemedicine and telemonitoring solutions to allow elderly people to stay at home as long as they can. Mobility, which is currently a common request of companies, adds distance between family members. Elderly people often live alone and have to be autonomous. Moreover, with the increase of life expectancy, diseases such as Alzheimer's are more and more prevalent. All this leads to telemonitoring solutions, able to detect a distress situation (fall for instance), or a significant change in the habits or behavior of the person, which could indicate a problem.
Several solutions are studied by laboratories and companies to monitor people at home. These solutions include different levels of complexity and technological challenges. At the lowest complexity level, we find alarm systems. A personal help button is given to the person to keep close to him at all times (for instance around the neck); it is linked to a medical alarm system that is able to call an emergency center in case of problem. If the person presses the button, a connection is enabled to someone, who is able to primarily diagnose the importance of the problem and send help if needed. Such systems are commercialized in the U.S. by Alert-one or in France by Intervox, for example.
The next level of technology is to monitor changes in the person's habits. This has been done with various sensors and systems. In France, Edelia monitors water consumption and its possible variation to detect behavior modification. In Japan, Zojirushi Corporation is interested by the use of the electric water boiler. Drinking tea is a way to stay healthy for most people in this country, thus consumption is a relevant variable to monitor. Some researchers also worked on modification of rhythms concerning the activity "watching TV" in Japan [1] .
These research projects focused on only one "variable" of the person's life. To improve the detection of behavioral changes, several teams have been working on Health Smart Homes equipped with various sensors [2] . With these sensors data, it is then mandatory to develop data fusion algorithms that can detect abnormal situations or evolutions inside the large set of information. The Massachusetts Institute of Technology (MIT) (Cambridge, MA) project House_n is one of them. In this project, a flat was equipped with hundreds of sensors [3] , [4] . These sensors are used to help people in activities of daily living (ADL) to propose them human-machine interfaces to control of their environment. This will help people to stay physically and mentally active and keep them healthy. The Georgia Institute of Technology works on "The Aware Home Research Initiative" [5] , a two-floor home that was designed to consider the different generations of the family. The ground floor is designed for the elderly person running an independent life at home. The first floor is for children with mental disabilities and their parents that have to educate and care for them even with a full-time job. This house is equipped with motion and environmental sensors, video cameras (for fall detection and activity recognition [6] , for short-term memory help [7] ), and finally, RF identification (RFID) tags to find lost objects easily. All this, plus other assistance devices and systems, allow researchers to explore ways to help people living independently at home when they are old or handicapped. Both floors are linked with flat screens to allow intergeneration communication. In France, the researchers of both AILISA [8] and PROSAFE [9] projects work on monitoring the activities of the person with presence infrared sensors to raise alarms in case of problem (changes in the level of activities). In the PROSAFE project, ERGDOM has, for objective, to monitor the comfort of the person inside the flat (temperature, light, etc.). The AILISA project was the starting point for our research. Our experimentations took place in a modified version of the flat setup.
This paper presents our research and contribution to the automatic recognition of ADL in a Smart Home. Section II presents the results of related works in detection and classification of ADL. Our project was divided in three parts. The first was choosing sensors adapted to the activities we want to monitor and their implementation in a real flat, at the Grenoble School of Medicine. This step is described in Section III. The second part was, using these sensors, choosing the discriminatory features and implementing the classification based on support vector machines (SVMs). This second stage of the project is described in Section IV. The last part of the project was to test the whole system in real conditions on 13 individuals, to evaluate the accuracy of the classification process. This last step is described in Section V. Finally, in Section VI, the results are discussed and compared to the previously quoted related research.
II. RELATED RESEARCH
As far as activity classification is concerned, few articles have been published on the subject and few experiments made in real conditions. This thematic was explored by [10] using RFID tags on a large number of home objects (108) to identify the activity that was performed by detecting contacts with objects using a glove-equipped RFID receiver. Fourteen activities (hygiene, washing, housework, preparing a snack, etc.) were chosen because of their interaction with various objects. Fourteen individuals were monitored for 45 min and the global results were 88% of detection accuracy for the various activities. The classification was performed using dynamic Bayesian networks trained for each activity, considering the time necessary for a given activity (a Gaussian curve) and also what objects were necessary to perform it.
Similar research is presented in [11] using homemade ON-OFF sensors. These sensors are simple switches that detect the use of a particular object at home. These switches can transmit their data and also their identifier (which corresponds to a location and an object). From this data, for each activity recorded, we build a vector of features, which takes into account the use of a sensor or not, the way it is used, and if another sensor has been used before. The sensors are used on various doors, on specific objects such as cabinets, and also on electrical devices (microwave oven, TV, etc.). The authors tried to learn models for 35 activities using Naive Bayes network with the described features. The results are presented for activities with a minimum number of occurrences (at least six) and for two individuals. The maximum number of activities was eight. The results presented ranged from 7% to 30% of adequate classification, depending on the activity. Better results are presented for the activity detected in the "best interval" (with a confidence interval of time before and after activity).
More recently, objects and food were tagged to create a model that distinguishes between preparing a drink (cold or hot) and hygiene activities [12] . The theory used to classify this data was evidential fusion (Dempster-Shafer theory). The results presented are the belief and mass functions, and their values that show the possibility to distinguish between activities with these sensors. Validations will be made later on real data. Nugent et al. [13] also tested the impact of the sensor failure on recognition using the evidential theory. They measured that up to three sensor failures were possible with their samples.
The CARE project [14] team also tried to differentiate between two activities using a lot of other sensors (switch, environmental, etc.). Due to hidden Markov models, activities could be differentiated, such as "going to the toilets" and "exit from the flat." The results are promising for these two activities; they are presented for two elderly people (contrary to other studies made on young individuals).
Electrical signatures are also another path being tested [15] , [16] to detect different various ADL living. Indeed, by using pattern recognition on the electrical network, it is possible to infer what material is being used, and when it is turned on and off. In the first study, the sensor used detected a variation of the electromagnetic field emitted by the transformer of the various home electrical devices. The possibility to measure the use of these devices with this method was demonstrated. The second study implemented a different method to detect the use of devices by classifying events on the general power line of the flat to detect the turning on and off of devices. The flats of 18 aged people were monitored, and the results were presented for the detection of periods of activities and the detection of meal taking.
In this study, our goal was similar to previous studies: to recognize some ADL automatically, but we tried to use less sensors, to make scaling easier, and have learning algorithms adapted to all issues. No object was instrumented contrary to the study which equipped jars, food, etc. This made it simpler to implement in a lot of flats. Indeed, equipping only the flat and not the devices inside (except for the fridge and cupboard that are commonly present in every house) is simpler and the algorithm is more generic. Nevertheless, we introduced a sensor relatively less used, except in home automation, i.e., sound. This new modality is very informative and can also be used to detect distress situations when applied to elderly people, by automatically recognizing distress keywords [17] . A total of seven activities were recognized. These activities covered a large part of the 35 activities included in [11] because they were more general (we acquired the activity "eating" and not "preparing a breakfast," "preparing a diner," etc., for instance). We only considered activities occurring solely at home. These activities covered the ADL scale part concerning life at home.
III. HEALTH SMART HOME FOR ADL RECOGNITION ADL, as defined by the medical community, are "the things we normally do in daily living, including any daily activity we perform for self-care (such as feeding ourselves, bathing, dressing, grooming), work, homemaking, and leisure." To work on the classification of these activities, the home has to be equipped with several sensors. In this section, we will introduce the flat and its equipment, and also the notion of ADL and our selected activities with an objective in the future ADLs scale. During the AILISA project, it was equipped only with infrared presence sensors. It was since equipped with several sensors to monitor people at home. 1) Infrared presence sensors, for the location of the person inside the flat. These sensors detect all movements in their area they cover and send a signal each time a movement is detected. They were previously used and validated in [8] and [18] for hospital suites and in-home use, respectively. They were placed to monitor important location in the flat such as the bed, the kitchen table, etc. 2) Door contacts for the detection of the fridge use, the cupboard, and chest of drawers. 3) Microphones, to process every sound inside the flat and classify them into sounds of daily living (within eight different classes) or speech (two classes). The development of this system and various algorithms is explained in [17] and its validation is presented in [19] . 4) A wearable kinematic sensor, equipped with a triaxis accelerometer and a triaxis magnetometer. The algorithm of this homemade sensor was developed to detect and classify postural transitions using adapted wavelets and also to detect walking episodes using frequency parameters. This system is presented with its validation in [20] . 5) Wide-angle web cams used only to timestamp the various ADL for supervised machine-learning algorithms. All the sensors, their location, and the organization of the flat are presented in Fig. 1 . There are a small number of sensors inside the flat to reduce costs by using only the most informative sensors for the classification of the selected ADL.
A. Grenoble Health Smart Home 1) Presentation of the
2) The Technical Room: The four computers and electronic devices (wireless receiver, controller area network (CAN) bus, etc.) of the Habitat Intelligent pour la Santé (HIS) are located in the technical room of the Health Smart Home. The four computers receive and store information from the HIS in real time.
1) The first is devoted to sound and speech analysis. It contains the National Instrument acquisition board and analyses signals from the seven microphones in the flat.
2) The second is dedicated to the capture of three web cams and also receives data from the flat's CAN bus.
3) The third receives data from the two other web cams and from the systems that collect temperature and hygrometry parameters in the bathroom. 4) The fourth collects data from kitchen and bedroom door contacts. Connections are made via serial or universal serial bus (USB) port, except for microphones that require a National Instrument acquisition board for analog-to-digital signal conversion (a version of the software that uses only the computer's sound card is also available).
B. Activities of Daily Living
Katz and Akporn defined a scale for ADL [21] . This scale is used by geriatrics to evaluate the dependence level of elderly people. There are numerous variations of this scale (defining the final score differently, but always considering the same activities). One of them defines the following activities:
1) bathing (sponge bath, tub bath, or shower), receives either no assistance or assistance in bathing only one part of the body; 2) dressing, finds clothes and dresses without any assistance except for tying shoes; 3) toilet use, goes to the toilet, uses toilet, dresses, and returns without any assistance (may use cane or walker for support and may use bedpan/urinal at night); 4) transferring moves in and out of bed and chair without assistance (may use cane or walker); 5) continence, full control of bowel and bladder; 6) feeding, feeds without assistance (except for help with cutting meat or buttering bread). Depending on the answer yes or no to each of these questions, geriatricians compute the ADL score of the elderly person. This scale is internationally recognized as one of the references.
Other scales were also defined. Lawton and Brody [22] defined the instrumental ADL. These activities are those that require interaction with objects and people, such as using the phone, shopping, ability to handle finance or personal medication, etc. It gives another score on the dependency of elderly people.
In France, geriatricians use the AGGIR grid, defining ten discriminatory variables: coherence, orientation, toilet use, dressing, feeding, bowel movement, transfers (sitting, standing, and lying), moving inside the flat, moving outside the flat, and communication (on the phone, for example). This scale, close to the ADL scale is used to determine whether elderly people will need to be institutionalized, or have access to financial and material assistance to face dependency. It defines six levels according to the ability to perform the ten activities alone, partly independently, or with mandatory help.
The goal of this research project was to automatically classify sensor data to recognize a temporal frame as part of one of the ADL. The temporal frame width for our study was chosen as equal to 3 min. This duration was the minimum length for a given set of activities. We defined seven different activities, from the previous ADL and AGGIR scales, which we tried to learn and recognize, which are as follows.
1) Sleeping:
A bed was available in the bedroom for the individual to sleep as long as necessary.
2) Preparing and having a breakfast:
The fully equipped kitchen also contained material and foods necessary for breakfast. Everything was available for the individual to choose and prepare in his own way; he would then clean up the kitchen and do the dishes. 3) Dressing and undressing: Clothes were available for this activity. 4) Resting: This activity was the broadest one. The individual could do whatever he wants and enjoys doing during his leisure time at home. He could read a book or a magazine, listen to the radio, or watch the TV, etc. 5) Hygiene activities: During this activity, the individual was inside the bathroom and performed normal hygiene activities. It was difficult to ask the individuals to take a shower for a first experiment, thus, we only asked them to wash their hands and teeth. To respect privacy, neither the bathroom nor the toilets were recorded on video. We asked the individuals to close the door completely or partially when in the toilets or in the bathroom, respectively, so as to differentiate the activities. 6) Bowel movement: For this activity, the subject was in the toilets. 7) Communication: This last activity consisted of answering a phone call and having conversations. In our protocol, the subject was called five times on the phone and has to answer with given previously created, phone conversations, which were randomly selected.
IV. SVMS FOR THE CLASSIFICATION OF THE ADL

A. Introduction to SVMs
Numerous methods are available to classify real data. In our case, the Bayesian classification or neural networks methods were not adapted because of the less number of available samples. This is why we decided to test the SVM method that seemed to be better adapted to our problem and that could be used for training with small sets of data.
Considering two classes of points, labeled −1 and 1 and that we have a set of N vectors
(d is the dimension of our input space) with their associated class y i ∈ {−1; 1}, supervised learning is the problem of inferring a function f so that
from a set of observations, which will correctly classify the maximum number of vectors x i and more important, which will correctly describe the phenomenon responsible for the separation between the two classes, so that a new and unknown point will be classified into the right class (capacity of generalization of the classifier). This problem can be solved with multiple existing algorithms. A simple method, based on the perceptron [23] , builds a linear separation starting with a random initialization followed by the test of the different points in the training database, to adjust the separation, until it correctly classifies a maximum number of points from that database. Vapnik et al. designed another algorithm, based on linear separation, but which tries to maximize the margin between the separation and the nearest points of the training database in each class [24] . This margin will give the maximum of "safety" for the generalization of the algorithm and its application to new points. SVM have been widely used to solve classification problems since their invention (speaker identification [25] , face recognition [26] , gene extraction [27] , etc.). This method was shown to perform as well as other algorithms and often better [28] .
SVMs are equivalent to the construction of a hyperplane of equation w T x + w 0 = 0 (where w and w 0 are the equation parameters of the hyperplane to compute). From this hyperplane, we build the function f given by
where f represents the output of the algorithm for a new point x i , output that allows to classify x i as belonging to one of the two classes. To build the hyperplane, we have to solve the following equation that maximizes the distance between the closest points of each classes and the separation:
This is done by solving the linear problem
The solution of this problem is the saddle point of the Lagrangian
In this equation, the coefficients α k are the Lagrange multipliers. Considering (4), (1) can be written as follows:
x k are the support vectors, the one chosen in each class to define the separation and ., . is the inner product for two vectors. This last equation allows classifying a new vector x unknown in the training database.
This case describes only the classification for a binary problem that can be linearly separated. The next sections will explain how to deal with nonlinear separation and multiclass separation, as in our problem that includes seven classes.
B. Kernel Trick
The previous section describes the case in which the two classes can be linearly separated. This case is rare. If the SVM were not able to solve other problems, their interest and use would be limited. Moreover, we can notice that (5) presents the resolution of the problem and the classification of a new point and 1), the way to find the support vector. For these two equations and also in all the description of SVM, the x vector always appears in an inner product.
In 1964, Aizerman et al. described a family of functions that acts as an inner product [29] . Such functions K give the equivalence: K(x i , x j ) = x i , x j . K functions will map the input space into a high-dimensional space (even infinite), named feature space. In this space, the nonseparable case will be transformed in a separable case. This function is chosen as a a priori. The problem of determining the best kernel for a given application is always an open issue. The resolution of the problem is then obtained by replacing the dot products in (4) and (5) 
by the kernel function K(·, ·).
The construction of such functions is described by the Mercer conditions [30] . This theorem describes these functions as symmetric continuous and positive semidefinite. Taking this condition into account, a kernel function adapted to a problem can be built. There are also generic kernels. We used two of them to compare the results in our case.
1) Polynomial kernel:
2) Gaussian kernel (also called radial basis function):
K(x i , x j ) = exp(− x i − x j 2 /2σ 2 ).
C. Multiclass SVM
The two previous sections describe the methods for classifying data with SVM in separable and nonseparable cases, both in the case of binary problems. Our problem contained seven classes. The extension of the SVM to multiclass problem was done by using two different families of solutions. The first one was to consider the N -class problem as a set of twoclass problems. The simplest manner to address this problem, called "one-versus-all," was to train N binary classifiers that learned to distinguish one class from all the others [31] . The decision for a new point was taken using majority vote. This method presented two drawbacks. The first one is that there was a zone of the space for which the class could not be determined. The area of this zone depend on the number of classes and it decreased when N rose. SVM could be distorted with unbalanced training sets. The other drawback was that with this method, each classifier was trained with the whole dataset. If this training set was unbalanced, the N classifiers could also be distorted. The second possible scheme, named 'one-versusone" and first introduced in [32] , was to build classifiers, using all the pairwise combinations of the N classes. In this case, we would build binary classifiers to differentiate classes C i and C j , 0 < i ≤ N and 0 < j < i. With this method, as illustrated by Fig. 2 , there was always a part of the space that remained undetermined, but it was maximally reduced. Moreover, in case of an unbalanced training set, fewer classifiers were distorted. Finally, the constructions of the set of classifiers were not more complicated and time consuming than for "one-versus-all." Indeed, even if more classifiers were built, the resolution of one of the linear problems was much smaller (and faster) in the second case because each classifier considered only a subset of the training dataset. A majority vote was made to determine the class of a new point (the isolated point on the figure for instance). Mathematically speaking, the decision was given by:
, where y i,j was the decision given, for this new point, by the SVM trained to distinguish classes i and j. In case of equality, the chosen class was the one with the maximal margin from the final subset.
Both previous methods use a set of binary classifiers for a final decision in a multiclass problem. The various equations presented in the Section IV-A were used. The other method, introduced in [33] , consisted of resolving a single optimization problem, thus creating a real multiclass separation as a multivariate linear regression model (a set of hyperplanes of cardinality equal to the number of classes). This drawback of this method was that the determination of separations, by resolution of the linear problem, was complicated and time consuming, as compared to other methods. A comparison of the three methods is given in [34] and demonstrates, in their applications, similar results between multiclass implementation and "one-versus-one" methods.
Given these facts, we selected the "one-versus-one" method for our application. In this method, we selected the various classes in the database and we trained binary classifiers to distinguish them (pairwise combinations selection). We first implemented the SVM algorithm under MATLAB, then we tested it and compared the results with those of another existing implementation [35] .
D. Features Extraction
The classification of the activities could not be performed on the raw data that was too different from one person to another and for a given individual from the execution of an activity to another execution. Indeed, when an activity was performed, depending on the stage of the activity, the values of the different sensors could be different. We had to find parameters that varied only for two different activities, but neither for two executions of the same activity nor for the execution of an activity by two different people.
To determine these features, we performed a preliminary small experimentation, we computed a large number of parameters, and then, we extracted the most significant for the different activities using principal component analysis (PCA). The results of this a priori feature selection on a small number of activity performance are given in the Table I .
E. Data Classification
We described the selection of features for each sensor. Table I summarizes the different sensors and their selected features, and also enumerates the information given by the different sensors for each activity. The final vector, created for the classification of ADL currently occurring, was the concatenation of all these previous features. We had a set of 42 parameters (α i j with i = 1 . . . 5 are the different modalities and j is an index for the features inside each modality) used to create one vector X = [α 1 1 , α 1 2 , α 1 3 , . . . , α 5 1 , α 5 2 ] . This new vector was used in the SVMs algorithm previously described.
F. Data Normalization
The selected features were heterogeneous. This could lead to problems when creating the classifiers, if one of the dimensions varied more than another. The first step before training and validation was to normalize the set of data. To do this, we determined the mean and standard deviation of the dataset in this dimension for each dimension of the feature vectors. With this set of means and standard deviations, we created a new training dataset that was zero-mean and had a unit standard deviation in every dimension. This was done to remove distortion dues to the data heterogeneity. New and tested vectors were normalized using the set of coefficients determined with the current training dataset.
G. Indexation and Training
Our goal was to investigate a supervised algorithm for the classification of the ADL. To achieve this, we had to build a training database. We made a first experimentation involving 13 individuals used for learning and testing using a leave-one-out cross-validation method. Five video cameras gave us an (almost) complete view of the flat. These were used to index the activities performed by the individuals. For each individual, we created an XML file that contained all the information on the experimental session, which are as follows:
1) the identifier of the individual; 2) the information on the different sensors, the location of each file containing the raw data (one file per sensor); 3) the information used to synchronize the kinematic sensors with the others (unlike all the other sensors acquired simultaneously on the different computers synchronized by network time protocol, the wearable sensor is the only one that is synchronized later, so a synchronization movement is needed at the beginning of the experimentation). With all this information created from the experimental session, we were able to build the training database and test it with the "leave-one-out" algorithm.
H. Validation
This first experimentation allowed the conception of a training database for the different ADL. From this dataset, we wanted validation results as accurate as possible. However, the number of frames in the database was very low. For this reason, the most adapted validation protocol was "leave-one-out". Indeed, this protocol allowed to perform the same number of tests than the number of items in the database. It consisted in keeping a vector from the database of K elements, learning from the K − 1 vectors, and testing on the Kth vector. K tests were performed in this protocol, removing a different vector every time. K was the maximum possible number of tests for a cross validation and was also better adapted to our small dataset.
Another possibility would have been to learn from 12 individuals and test on one individual. However, the first drawback was that when one of the individuals was removed, a large percentage of frames were also removed (almost 8%). On very small database, this distorted the different classifiers. Moreover, the distortions were different in each case because the number of frames removed in each loop was greatly different.
The "leave-one-out" protocol was implemented under MATLAB. 
V. EXPERIMENTATION AND RESULTS
A. Experimental Protocol, Population, and Collected Data
We described the implementation of a solution to monitor the ADL of a person living alone at home. We determined a set of seven activities that we wanted to classify automatically. We had to build an experimental protocol to produce a first training database to build the classifier and to learn the models for each activity.
This experimental protocol was quite simple. The individual was equipped with an wearable sensor and asked to enter the flat and behave as if he were in his own home. Before this, the experimenter had organized a detailed visit of the flat to make sure that the individual would not search for things and would feel at home. Then, the individual was asked to perform each of the previously defined ADL at least one time. He had neither order nor time constraint to perform these activities. He was asked to perform them as he would normally do. All the required conditions were present to complete the seven activities correctly.
As previously described, the individual closed the door completely if he was in the toilet and partially if he was in the bathroom to differentiate between hygiene and toilet use.
This experimentation was performed by 13 healthy and young subjects (six women and seven men). The average age was 30.4 ± 5.9 years (24-43, min-max), height 1.76 ± 0.08 m (1.62-1.92, min-max), and weight 69 ± 7.42 kg (57-80, minmax). The mean execution time of the experiment was 51 min 40 s (23 min 11 s-1 h 35 min 44 s, min-max). Table II gives the details of the training database. Table II shows that the training database was not wellbalanced. Indeed, it resulted from the experimental protocol, since the subject had no time constraint to perform the activities. The sleeping activity was longer to perform, whereas hygiene and toilet activities were very short (one frame). The number of frames for the sleeping activity was more than three times higher than the number of frames for hygiene. Since the individuals had no orders on the time to spend for each activity, some of them lied down and stayed in this position only few minutes before performing another activity. Moreover, due to the really low number of frames, if an individual spent more than 2 min, but less than 3 min for an activity, the window was considered as a full-time three-minutes frame. 
B. Classification Results
We tested the classification of the activities using a polynomial kernel (with degree 1 and 2) and with a Gaussian kernel. As previously mentioned, the validation was performed using the "leave-one-out" method. For the Gaussian kernel, the best value for the parameter of the kernel was chosen by minimizing the global error rate. The results for both kernels are compared in Table II . The complete results for the Gaussian kernel with the optimal value are given in Table III. This last table shows relatively similar results for both kernels. We can see that the classes are divided into two groups. The first one includes dress/undress and hygiene. These two classes had less good results than the others. This was due to the fact that they were less represented in the training database. Due to this, when the support vectors were removed from the database to be tested, the construction of the model was corrupted and this mistake would then have more importance than in the case of better-represented classes. We obtained 75.9% of well-classified temporal frames for the polynomial kernel and 86.2% for the Gaussian one.
The confusion matrix confirmed this. For example, the errors for dress/undress were dispatched in the classes sleep and rest, the most represented in the database and so the best described. The smallest classes were not correctly described in the training database. When an important support vector (that participated in the correct description of the class) was removed, the small number of items remaining in the training database for the class was not sufficient for a good description and this lead to a distortion in the classifier.
This matrix also showed us that the classes hygiene and toilets were close and the probability to misclassify them was higher than for other activities. This could be explained by the fact that the toilet activity normally included a hygiene activity (washing hands). They both included detections in the bathroom in the standing position. We could also notice that the errors in resting activity were mostly present in the sleeping class (that could be identical for the actimeter, the sounds, and that if the person did not move, there was no detection in either case, only the presence in the bedroom or in the living room was indicated). But, we could also notice that there were some misclassified frames in all the other activities, except for communication. This could be explained by the fact that this class was larger than the other ones. It was then logical that misclassifications would be equally shared in all the other classes. The sleep activity, when misclassified, was recognized as rest. This could be explained by the fact that the changes of posture could be missed. In that case, the other sensors could induce an error (location, no detection of sounds, etc.). Eating activity was well recognized in more that 97% of the time. Finally, for the communication activity, misclassification were found in dressing (i.e., in the same location than communication), eating (explained by the validation of the sound modality [19] , during which we found that the misclassifications, for the sound modality, were mostly in the speech class, close to the dish sound class), and resting, also in the same location than communication. If the phone ringing or speech was missed by the sound and speech classification system, this led to a misclassification due to the location.
Finally, the global percentage of well-classified frames was 86%, and the better classified classes were those that were the more represented in the training database, with the higher number of items.
VI. DISCUSSION AND CONCLUSION
This study presents the classification of the ADL in a Health Smart Home based on SVMs. We installed, in a real and usable flat, sensors that were useful for our application. We used location (presence infrared) sensors, microphones for sound and speech recognition, an wearable sensor constituted of accelerometers and magnetometers, which indicated walking periods and postural transfers, door contact on appliances (fridge, cupboard, and dresser), and finally, temperature and hygrometry sensors. After a presentation of the various sensors and their installation into the flat, we presented the selection of features for each sensor. These features were chosen because they were representative of an activity and allowed a correct differentiation of two different activities. These features were then put together to create a feature vector significantly representative of an activity. The "one-versus-one" algorithm determined the model for the seven ADL monitored. An experiment on 13 young individuals was performed to build the training database and then the "leave-one-out" cross-validation method allowed to test these hypotheses.
This cross-validation test gave interesting preliminary results with a good classification rate of 75% for a polynomial kernel and 86% for a Gaussian kernel with an adapted parameter. The classification rates were different for each class and higher for the most represented classes in the database. This was expected because the most representative classes in the database were the best described in the model and the most robust when removing an element for testing purpose. The results were close to the best published ones, with 88% of correct classification in [10] , but with many less sensors (without tagging every object). Our method was closer to [14] , but with more activities (seven instead of two).
In this study, we proposed a model for the monitoring of elderly people living independently at home. However, this first experimentation was made on young individuals. Future studies will be made on elderly people and, on longer terms, to obtain a larger database that should allow cross validation with multiple folds and stratification. We think that, due to the selected variables, the model should not change from one population to another. But only the future experimentations will confirm or invalidate this hypothesis. These experimentations will also be more informative on the importance of each sensor in the classification. Moreover, in the generalization of the method, the data to be classified will not be timestamped and well-separated, as in this validation. It is mandatory to create an additional class, which will represent the transition between two activities. Indeed, when the algorithm classifies a temporal frame, it will be possible for this frame to contain 1 min 30 s of cooking activity and 1 min 30 s of resting activity. This kind of frame should be classified in this new class.
Moreover, the experiments were only performed in the experimental Health Smart Home of Grenoble. We could question the "instruction effect" (the fact that our way to present the experimentation had an influence on the way the individual performed it). We tried to avoid this by presenting differently the activities and the order of execution. Still, an unanswered question is what is the influence of the location of the experiment on the construction of models? The future measurement surveys on elderly people should be performed at their home. We will have to set up more flats like the one used in our study and organize better-structured measurement protocols to deal with a greater number of flats, to confirm our initial results, and evaluate the generalization capacity of the algorithm to other/larger populations.
In this paper, we aimed at demonstrating that constructing models of activities, independents of the person and without a priori knowledge (so that we do not have to take into account any seasonality problem, for example) was possible. These models will have to face changes of population in future experimentations, to determine the influence of the target population on the selected features.
A review is presented in [36] on the different techniques to incorporate a priori knowledge in the SVM. This knowledge can allow to represent an invariance (rotation, scaling, . . .) on the data that is not enough described by the training samples. This can also be used to assign different weights to some of the dimensions or classes to give more or less importance to some results. Another way to improve the classification results, when necessary, could be to specialize our models with such methods. This would result in a reduction of the generalization capacity of the algorithm in our case. Indeed, for example, we could associate a moment of the day (morning, afternoon. . .) or a room (kitchen, . . .) to a subset of activities. We could, for instance, consider that the three lunches of the day are taken in the kitchen and in the three different time slots 6 AM-9 AM, 11 AM-2 PM, and 7 PM-9 PM. However, doing so, we would consider a "normal" behavior that needs to be defined. This behavior will be obviously restricted to a targeted part of the population. Moreover, one of the aim of this paper is to tend to the detection of behavior modification to early anticipate the apparition of specific long diseases. Adding generic models to the learnt behavior of the subject could damage this detection by reducing the specific part (the one concerning the subject or population) in the global model.
A future interrogation lies in determining if the improvements brought by the insertion of these a priori knowledge (in term of sensitivity and specificity) compensate for the lower generalization capacity of the algorithm that is created. The answer will come with considering the results on larger and different populations and, moreover, by analyzing the real benefit from the medical point of view. It will be then mandatory to determine the acceptable error rate versus the amount of predefined conditions on the population.
