We present an approach which takes advantage of both structure and semantics for unsupervised monocular learning of depth and ego-motion. More specifically, we model the motion of individual objects and learn their 3D motion vector jointly with depth and egomotion. We obtain more accurate results, especially for challenging dynamic scenes not addressed by previous approaches. This is an extended version of Casser et al. [1] . Code and models have been open sourced at: https://sites.google.com/corp/view/struct2depth.
Introduction
Predicting scene depth and agent ego-motion from input imagery is important for robot navigation, both for indoors and outdoors settings. While supervised dense depth prediction has been successful [3] , we here consider joint learning of depth and ego-motion from monocular input videos only. Unsupervised monocular or stereo-based learning has also shown progress recently [22, 7] , but prior work has not been successful at dynamic scenes.
We present an approach that explicitly models 3D motions of moving objects, together with camera ego-motion and scene depth, and adapts to new environments by learning with an online refinement of multiple frames (Figure 1 ). With the newly introduced motion handling and the proposed object size constraint, this approach is the first to effectively learn from highly dynamic scenes in a monocular setting. Our approach introduces both structure and semantics in the learning process by representing objects in 3D and modeling motion as SE3 transforms; this is trained from uncalibrated monocular videos in a fully differentiable manner. We further introduce an online refinement method * Work done while at Google Brain. Furthermore, a refinement approach adapts the model on the fly in an online fashion.
for domain transfer in this unsupervised learning setting, which can be applied independently of the base method. This work is an extended version of [1] . We here present additionally new results on the challenging Cityscapes dataset with prevalent dynamic scenes and on ego-motion. Our algorithm yields significant improvements on two publicly available datasets and on both depth and ego-motion estimation, compared to the state-of-the-art, especially on dynamic scenes. Furthermore, we evaluate direct domain transfer, by training on one dataset and testing on another, without fine-tuning.
Setup: The main learning setup is unsupervised learning of depth and ego-motion from monocular video [22] , where the only source of supervision is obtained from the video itself. No depth sensor supervision is used. Objects' masks are introduced from an off-the-shelf algorithm during training only. During inference, only a still input image is needed to predict depth, and two images to predict egomotion. Runtime: our model runs at 50 FPS and 30 FPS on a NVIDIA GeForce 1080Ti for batch 4 and 1, respectively. Figure 2 : Schematic of the warping sequence for our method: first object masks are used to remove regions with movement; then object ego-motion is computed; after that individual object motion is computed, but this is done using the output of the image warped according to ego-motion. The final warped images both previous and next (with a validity mask) are compared in RGB space to the original image.
formation provided by a sensor, such as a LiDAR, is used as supervision. In parallel to supervised learning techniques, unsupervised image-to-depth learning has been proposed [22, 4, 7, 15, 13] , where the only supervision is obtained from a monocular video. The work of Garg et al. [4] introduced joint learning of depth and ego-motion in a neural based framework. Zhou et al. [22] proposed the first fully differentiable deep neural network approach for unsupervised learning of depth and ego-motion, and showed it outperforms prior approaches which used depth sensors as supervision. Many subsequent works have further improved the quality of depth and ego-motion [19, 15, 13, 14, 18, 20, 16, 9] . Some of these approaches have successfully used stereo pair videos during training [7, 15, 21, 17, 6 ] to also produce a single image-based depth estimation. These methods tend to achieve better quality results, due to the extra camera input.
Depth and Ego-motion Learning
We here present an approach which is able to model dynamic scenes by modeling object motion, and that can optionally adapt its learning strategy with an online refinement technique. Note that both ideas are tangential and can be used either separately or jointly. See [1] for details. During training, the method operates on sequences of three consecutive RGB images 1 (I 1 , I 2 , I 3 ) ∈ R H×W ×3 , and camera intrinsics matrix K ∈ R 3×3 . Depth is predicted by learn-ing a depth function θ : R H×W ×3 → R H×W , which is a fully convolutional encoder-decoder neural network producing a dense depth map D i = θ(I i ) from a single RGB frame. Ego-motion is predicted by an ego-motion network ψ E : R 2×H×W ×3 → R 6 which takes a sequence of two RGB images as input and produces the SE3 transform between the frames, i.e. 6-dimensional transformation vector E 1→2 = ψ E (I 1 , I 2 ) specifying translation and rotation parameters between the frames.
Let us suppose that the depth network output is providing an adequate depth of the scene per frame, then using it, we can represent points in 3D space. Further, given the ego-motion between consecutive frames, we can transform the scene and project it to obtain the neighbouring frame. More specifically, by using a differentiable image warping operator φ(I i , D j , E i→j ) →Î i→j , we can inverse-warp any source RGB-image I i into I j given corresponding depth estimate D j and an ego-motion estimate E i→j . Here, φ performs the warping by reading from transformed image pixel coordinates, settingÎ
. The latter construct succinctly denotes projecting the depth into a 3D point cloud, then transforming it according to E i→j and then projecting the transformed 3D point cloud into image space. In practice, we always warp the outer images towards the center frame within a sequence. The supervisory signal is then established using a photometric loss comparing the projected scene onto the next frameÎ i→j with the actual next frame I j image in RGB space, for example using a reconstruction loss: L rec = min( Î i→j − I j .
Motion Model
In order to handle highly dynamic scenes, we model motions of individual objects. Namely, we introduce a third component ψ M to the model, which is specialized to predicting motion of objects in 3D ( Figure 1 ). It uses the same network structure as the ego-motion network ψ E but trains to separate weights. The object motion model takes an RGB image sequence as input, complemented by precomputed instance segmentation masks. The motion model learns to predict the transformation vectors per each object in 3D-space, which create the observed object appearance in the respective target frame when applied to the camera. In the new model, the final warping result is a combination of the individual warping from moving objects, and the ego-motion. (Figure 2 ). In order to compute ego-motion, object motions are masked out of the images first, i.e. the static scene binary mask is applied to all images in the sequence by element-wise multiplication, before feeding the sequence to the ego-motion model. The static background is generated by a single warp based on ψ E , whereas all segmented objects are then added by their appearance being warped first according to ψ E and then ψ M . Outlines of potentially moving objects are provided by an off-the-shelf algorithm [8] and are needed only for training (similar to prior work that use optical flow [17] that is not trained on either of the datasets of interest). Our approach not only models objects in 3D but also learns their motion on the fly, together with scene depth and ego-motion.
Imposing Object Size Constraints
Previous work has pointed out a significant limitation for monocular methods [6] [17] [16] -that cars moving in front at roughly the same speed often get projected into infinite depth e.g. [6, 17] . This is because the object in front shows no apparent motion, and if the network estimates it as being infinitely far away, the reprojection error is almost reduced to zero which is preferred to the correct case. Previously, only methods with stereo images as input were able to solve this problem. Instead, we propose a different approach. Since the main problem stems from the fact that if the model has no knowledge about object scales, it could explain the same object motion by placing an object very far away and predicting large motion, or placing it close and predicting small motion, we here let the model learn the scales of objects as part of the training process. Assuming a weak prior on the height of certain objects, we can get an approximate depth estimation for it given its segmentation mask and the camera intrinsics using D approx (p; h) ≈ f y p h where f y ∈ R is the focal length, p ∈ R our height prior in world units, and h ∈ N the height of the respective segmentation blob in pixels. A loss term on the scale of each object i (i = 1 . . . N ) is added to the main loss. Let t(i) : N → N define a category ID for any object i, and p j be a learnable height prior for each category ID j. Let D be a depth map estimation and S the corresponding object outline mask per object O i ( is the element-wise multiplication). Then the loss is:
We scale by D, which is the mean estimated depth of the middle frame, to reduce a potential issue of trivial loss reduction by jointly shrinking priors and the depth prediction range. To our knowledge this is the first method to address common degenerative cases in a fully monocular training setup in 3D.
In addition to the above-mentioned losses, the full loss includes the photometric reconstruction loss, the SSIM loss, a depth smoothness loss [22, 16] . The loss is also applied on 4 image resolutions.
Test Time Refinement Model
With the above-mentioned model, depth can be predicted from a single, still image during inference. If multi-frames are available during inference too, one may take advantage of that and learn on the fly. More specifically, we propose to further optimize the model weights during inference which allows the model to adapt to the environment online. Thus, the model will be training for a number of steps, while performing inference. In doing that, we also show that even with very limited temporal resolution (i.e., three-frame sequences), the quality of depth predictions, both qualitatively and quantitatively, improves.
Experimental Results
We conduct experiments on depth estimation, egomotion estimation and on transfer learning to new environments, using common metrics and protocols for evaluation adopted by prior methods. We report results on the two main benchmarks for depth and ego-motion evaluation: the KITTI dataset [5] and the Cityscapes dataset [2] .
Results on the KITTI Dataset. Figure 3 visualizes the results of our method compared to the ground truth provided by a sensor and Tables 1 and 2 show quantitative results. Improvement over the baseline and over previous methods in the literature is observed. Our method outperforms competitive models that use motion [17] and [20] . Furthermore, our results which are trained in monocular setup, are close to methods which use stereo or a combination of stereo and monocular, e.g. [7, 17, 6] . More results can be seen in [1] .
Experimental Results on the Cityscapes Dataset. In this section we evaluate our method on the Cityscapes dataset, whhich contains many dynamic scenes. Table 3 shows our experimental results when training on the Table 1 : Evaluation of depth estimation of our method compared to the state-of-the-art. Separate results of the motion model (M), the online refinement one (R), and both (M+R) are presented. For the purple columns, lower is better, for the yellow ones higher is better. KITTI dataset.
Cityscapes data, and then evaluating on KITTI (without fine-tuning). We also show evaluation on the Cityscapes dataset itself, which contains many moving objects. These experiments clearly demonstrate the benefit of our method for dynamic scenes as we see significant improvements in depth estimation. We observe that the improvements are due to the appropriate depth learning of many moving objects ( Figure 4 ) enabled by the motion model. We further note that these are new results and training and testing on Cityscapes is not customarily done, as seen in the table, since the dataset is very challenging. Motion Model. We here further examine the effects of the motion model. Figure 4 shows several examples of dynamic scenes from the Cityscapes dataset, which contain many moving objects. We note that our baseline, which is by itself a top performer on KITTI, is failing on moving objects. Our method makes a notable difference both qualitatively ( Figure 4 ) and quantitatively (see Table 3 ). Figure 5 further compares our results with previous monocular methods in the case of a moving vehicle in front of the egomotion vehicle. As seen our approach is the only one that can extract its depth. Another benefit provided by the motion model is that it learns to predict motions of individual objects in 3D, which can be available for inference if an object mask is specified [1] . In the general case, object masks are not needed for depth or ego-motion inference.
Refinement Model. Figure 6 shows results of the refinement method only. We can see improvements of the refinement model on both KITTI and Cityscapes datasets for a model trained on KITTI. As seen for both evaluating on KITTI or Cityscapes dataset the refinement is helpful in recovering the geometry structure better. Of note that in the case of Cityscape (left), this is testing across datasets. Figure 8 further shows improvements per frame by the online refinement model. As seen, most frames benefit from refinement and improve their depth estimation. More online refinement results, demonstrated on an indoor dataset, collected by the Fetch robot are shown in [1] .
Visual Odometry Results. The ego-motion results are shown in Table 4 . The experiments are conducted by a standard protocol adopted by prior work [22, 6] Table 2 : Evaluation of depth estimation of our method compared on the KITTI dataset, for 50 meters range cap. Methods marked with an asterik (*) use depth computed from disparities as ground truth, and are trained on stereo images. Results marked with † were computed by us using predictions that the authors provided. Figure 4 : Examples of depth estimation with the motion model (M) on highly dynamic scenes. Cityscapes dataset; from left to right: image input, baseline, ours, ground truth. A common failure case for dynamic scenes in monocular methods are objects moving with the camera itself. These objects are projected into infinite depth in prior work. Our method correctly estimates depth notably here, particularly on moving vehicles and persons.
of-the-art methods, even the ones that use more temporal information. Handling of motion is the biggest contributing factor to improving the ego-motion estimation of our algorithm. Figure 7 shows results on the KITTI sequence.
Experiments Discussion. As shown previously (in Tables 1, 2, and 3) our method benefits from both motion and online refinement, but each component works in different extents. For example, the motion net although extremely beneficial for Cityscapes, a dataset with many dynamic scenes, affects the metrics to moderate amounts in KITTI, which reflects the scarcity of motion in this dataset. Online refinement, on the other hand, is generally useful, but some confusion may arise when applying it solo on a data with a lot of motion, e.g., Cityscapes. When both online refinement and motion are applied we have much better results than the baselines. Figure 9 shows several typical examples of failures for depth estimation for the motion-only model. These can generally happen in scenes which are considerably different than scenes seen during training, for example scenes in which the average depth is very low over the full image, or images with new objects, such as a tank truck or a bridge.
Notes on the Evaluation Procedure and Revised Results. As pointed out by Godard et al. [6] , the evaluation code released by [22] contains an inaccuracy where the depth ground truth on the KITTI dataset is computed with respect to the camera instead of the LIDAR. Fortunately, in practice, the effects of this are rather subtle as the displacement is not very large. We know that at least the results of Zhou et al. [22] , Mahjourian et al. [13] , MonoDepth [7] , Pilzer et al. [14] and GeoNet [20] are affected, as they adopted the same evaluation code. To be able to better compare to these methods, all numbers reported in the main paper use the old evaluation code for both caps at 50m and 80m. We show results using the revised evaluation code in Table 5 . For all methods where we have raw predictions available, we recompute their scores and also include them in the table.
Conclusions
This paper addresses the monocular depth and egomotion problem by modeling individual objects' motion in Table 4 : Quantitative evaluation of odometry on the KITTI Odometry test sequences. Methods using more information than a set of rolling 3-frames are marked (*). Models that are trained on a different part of the dataset are marked ( †).
3D, and an online refinement algorithm which is beneficial for transfering learned models to new environments. The algorithm allows application to videos with dynamic scenes and motion. Results on two major and challenging benchmarks datasets, KITTI and Cityscapes, for depth and egomotion prediction are presented. We also showed successful transfer across datasets. Table 5 : Evaluation of depth estimation of our method using the revised evaluation code on KITTI, testing individual contributions of motion and online refinement components. We re-evaluate related methods if predictions are available, as marked with †. As before, our method outperforms every competing one. 
