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Abstract:We study heterotic backgrounds with non-trivialH-flux and non-vanishing
expectation values of fermionic bilinears, often referred to as gaugino condensates.
The gaugini appear in the low energy action via the gauge-invariant three-form bilin-
ear ΣMNP = tr χΓMNPχ. For Calabi-Yau compactifications to four dimensions, the
gaugino condensate corresponds to an internal three-form Σmnp that must be a sin-
glet of the holonomy group. This condition does not hold anymore when an internal
H-flux is turned on and O(α′) effects are included. In this paper we study flux com-
pactifications to three and four-dimensions on G-structure manifolds. We derive the
generic conditions for supersymmetric solutions. We use integrability conditions and
Lichnerowicz type arguments to derive a set of constraints whose solution, together
with supersymmetry, is sufficient for finding backgrounds with gaugino condensate.
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1 Introduction
The study of fermion, notably gaugino, condensates in heterotic string was primarily
motivated by attempts to break supersymmetry while preserving a zero cosmological
constant at tree level [1–3], based on earlier work in supergravity [4–6]. More recently
fermionic condensates have also been considered in the context of supersymmetric
compactifications, often in association with a non-trivial H-flux (see e.g. [7–17]).
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In the supersymmetry transformations and the low energy action only the gaugino
bilinear with three gamma matrices
ΣMNP = tr χΓMNPχ , (1.1)
appears [18]. At a formal level, in order to preserve supersymmetry at order α′ (and
eventually satisfy the bosonic equations of motion), an interplay between the three-
form Σ , the NS three-from flux H and the geometric data of the internal space is
required.
Poincare´ invariance requires the vev’s of the individual fermions to vanish, which
does not need to be the case for vev’s of fermion bilinears such as Σ. As far as Poincare´
invariance goes, one can roughly impose on Σ the same type of conditions as for fluxes.
This has very restrictive implications for compactifications to four dimensions, where
only the components of the gaugino bilinear in the internal six-dimensional space are
allowed. Moreover, if the internal manifold has SU(3) holonomy, i.e. a Calabi-Yau
space, the gaugino condensate must be a singlet of the holonomy group. This is due
to the fact that the component of χ that is massless in four dimensions is an SU(3)
singlet [2]. This forces the internal three-form to be proportional to the holomorphic
top-form:
〈Σ 〉 = ΛΩ + c.c. , (1.2)
where Λ ∼ 〈tr χ(4)(1 + γ5)χ(4)〉 can be viewed as the “four-dimensional condensate”.
When compactifying to three dimensions, similar arguments can be made when the
internal manifold is a compact space of G2 holonomy. Now the condensate is forced
to be proportional to the associative three-form ϕ. However, an external “spacetime
filling” component of Σ is allowed by Poincare´ invariance and has to be turned on
[16].
In this paper we are interested in heterotic string backgrounds that involve non-
trivial gaugino condensates and a non-trivial H-flux. Turning on the H-flux necessi-
tates the inclusion of O(α′) effects and the consideration of internal spaces that are
not Ricci-flat, and hence are not of special holonomy. As it is usual in flux compact-
ifications, one is interested in manifolds that support nowhere vanishing (not neces-
sarily covariantly constant) spinors, or equivalently a so-called G-structure. We will
consider compactifications to four-dimensions on SU(3) structure manifolds and to
three-dimensional G2 structure manifolds. Considering non compact internal seven-
manifolds that are foliations over suitably chosen six-dimensional compact spaces
allows to describe also four-dimensional domain-wall backgrounds. Importantly for
our purposes, when studying the lower-dimensional effective theories on such man-
ifolds, one is no longer obliged to restrict to a strictly massless lower-dimensional
spectrum. As a consequence the gaugino condensate is no longer constrained to be a
singlet of the structure group. Clearly we still have to require that, upon inclusion of
〈Σ〉 and O(α′) effects, the ten-dimensional equations of motion and Bianchi identities
are all satisfied.
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Our strategy will be to start from ten-dimensional equations, and include non-
trivial condensate 〈Σ〉.1 This may appear to be as bad as having fermion vevs,
since the ten-dimensional Poincare´ invariance is broken. However we shall then re-
strict ourselves to backgrounds with three- and four-dimensional Poincare´ invariance.
Fermion vevs will still not be allowed but some components of Σ are compatible with
the symmetry. We remark that there are bi-spinor contributions to Einstein and dila-
ton equations of motion, of the form∼ α′ 〈χ†γ(M∇N)χ〉 and∼ α′ 〈χ† /∇χ〉 respectively.
We shall assume that only flux-like objects, i.e. Σ, can have nontrivial expectation
values, and hence from now on we can ignore the gaugino kinetic terms.
As already mentioned, for backgrounds of the the formM10 = M3×X7 Poincare´
invariance is compatible with non-zero external components for both Σ and the
H-flux.2 Note that we only need to require that the internal manifold is spin, as
this automatically leads to existence of nowhere vanishing spinors and hence G2
structures.3 In spite of the formal similarity with the associative three-form ϕ, the
condensate Σ does not define an alternative G2 structure, as it may vanish pointwise.
As we shall see in section 4, the conditions imposed by supersymmetry imply the
H equation of motion and are somewhat under-constrained. For M10 = M4 × X6
only internal components of H and Σ are allowed. Even in this case the conditions
imposed by supersymmetry are under-constrained.
Without condensate, by a generalisation of Lichnerowicz formula, the bosonic
action can be written as [19]
Sb = BPS
2 =4
∫
M10
e−2φ[( /D
0
ǫ)† /D
0
ǫ− (D0Mǫ)†D0Mǫ
+
α′
96
(
tr ǫ† /F /Fǫ− tr ǫ† /R− /R−ǫ
)
] +O(α′2) , (1.3)
where we took the ten-dimensional supersymmetry parameter ǫ to have norm one
(ǫ†ǫ = 1), and D0 and D0M are differential operators appearing in the (modified)
dilatino and gravitino variations (2.3) and (2.2a). The superscript 0 denotes the
absence of condensate Σ. Note that the equality (1.3) implies integration by parts
1When this does not lead to confusion, we shall drop the brackets 〈 〉 when talking about vev’s
and just use Σ for the components of the condensate. When talking about Σ, terms as “gaugino
condensate” and “gaugino bilinear” will be used interchangeably.
2 Note that since Σ is a bilinear of ten-dimensional spinors, both its internal and external
components will be products of internal and external spinor bilinears.
3In fact, every spin seven-manifold has an S3 ofG2 structures, or equivalently an SU(2) structure.
This allows to decompose the ten-dimensional spinors into twisted products of external and internal
spinors, and eventually may lead to solutions with higher amount of preserved supersymmetry, than
allowed by the direct product spinorial ansatz (or preservation of supersymmetry in cases where the
direct product ansatz of internal and external spinors cannot preserve any). It may be of interest to
study these cases further, however they stay outside the scope of our paper. As far as the geometric
structures go, we shall make use of a single G2 structure on the internal seven-manifold and hence
employ the direct product anstaz.
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and vanishing boundary conditions for the fields. Moreover (1.3) reproduces the
heterotic action only after imposing Bianchi identity for H
dH − α
′
4
(
tr(R−)2 − trF 2) = 0 . (1.4)
From (1.3) it follows that the action vanishes for ten-dimensional supersymmetric
solutions. A variation of (1.3) further implies that supersymmetric solutions also
solve the equations of motion, provided the Bianchi identity is satisfied.4
While there are reasons to believe that generic supersymmetric theories should
satisfy this kinds of generalised Lichnerowicz theorem, this clearly applies only to the
bosonic action (indeed D0 and D0M appear in the fermionic variations, and there are
no analogues for the bosonic ones). So the condensate violates the BPS2 property,
and solving supersymmetry conditions (and the Bianchi identity) no longer guaran-
tees solving equations of motion. Yet we shall show that, under the assumption that
one can integrate by parts the Lichnerowicz formula can be generalised to cast the
action in the form5
Sb = BPS
2 +∆S(Σ) . (1.5)
This simplifies the analysis of the equations of motion significantly. Indeed the
equations of motion for the dilaton, B-field and metric derived from (1.5) have the
supersymmetry constrains already taken into account. On a more formal level, this
exercise may also turn out to be useful in understanding the limits of application of
the generalised Lichnerowicz theorem to supersymmetric theories.
As mentioned above, the derivation of (1.3) involves integration by parts and
hence assumes the vanishing of the fields at infinity. This will not be true for AdS
backgrounds or for domain walls. For these cases we derive the integrability condi-
tions for the supersymmetry variations corrected by the fermion bilinears. The result
are equations of the form
BPS2 = E.O.M + f(Σ) (1.6)
where f(Σ) is a function of the gaugino condensate. The l.h.s of the above equation
vanishes due to supersymmetry and the equations of motion are implied if Σ satisfies
the constraints f(Σ) = 0. One can show that when the internal space is compact
or when the boundary conditions at infinity allow for integration by parts the two
types of analysis agree.
The integrability conditions can also be reformulated in a way that allows to
discuss non-supersymmetric solutions and involves a curios phenomenon labeled as
4Note that supersymmetry (see the variation of the covariant derivative of the gravitino) implies
that the curvature of the torsionful connection R− satisfies the Hermitean Yang-Mills equation to
the appropriate order in α′.
5 We formally treat the condensate as three-form in ten dimensions Σ. Of course, we should be
aware that Σ is breaking the ten-dimensional Poincare´ invariance.
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“fake supersymmetry”. The crucial observation is that the equations of motion with
non-trivial condensate have the same form as with zero condensate but with the
replacement
H → H = H + α
′
2
Σ . (1.7)
One can define “fake supersymmetry” equations, BPS(H), that have the same form
as the BPS equations with zero condensate but with H replaced by H. Squaring
them we find
BPS2(H) = E.O.M . (1.8)
Then solutions of the equations of motion can be found by solving the fake BPS
conditions. The solutions will not be supersymmetric. Since the fake BPS conditions
are linear equations, this formulation can be a useful tool to study supersymmetry
breaking by a gaugino condensate, as was the original idea of [1–3].
The structure of the paper is as follows. In section 2 we give the supersymme-
try conditions of heterotic theory with non-zero gaugino condensate and we recall
Lichnerowicz formula. Then we discuss the integrability conditions and the general-
isation of Lichnerowicz argument. We end this section with a discussion of the fake
supersymmetry conditions. Sections 3 and 4 are devoted to the analysis of the gen-
eral supersymmetry conditions for compactifications to four and three dimensions on
manifolds of SU(3) and G2 structure, respectively. The latter also include domain
walls in four dimensions. An explicit example of domain wall solution is presented in
section 5. Some background and technical material can be found in the appendices.
2 Heterotic Supergravity with non trivial gaugino bilinears
The field content of E8 × E8 heterotic supergravity consists of the metric, the NS
two-form B, the dilaton φ, the gauge-field A, plus the gravitino ψM , the dilatino
λ and the gaugino χ. The bosonic action and equations of motion, as well as the
supersymmetry variations, are given in appendix A.
In this paper we are interested in solutions of the theory with non-trivial fermionic
bilinears. Specifically, we consider what happens if we allow for gaugino condensa-
tion. This means that some components of the three-form
ΣMNP = tr χΓMNPχ (2.1)
can take non-zero values.
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The equations of motion and supersymmetry conditions with non-zero fermionic
bilinears have been derived in [18]. Keeping only the gaugino bilinears they read6
δψM = DMǫ = ∇Mǫ+ 1
4
HMǫ+
α′
16
/ΣΓMǫ+O(α′2) , (2.2a)
δλ = −
√
2
4
Pǫ = −
√
2
4
[
/∂φ+
1
2
/H − α
′
8
/Σ
]
ǫ+O(α′2) , (2.2b)
δχ = − 1
2
√
2
/Fǫ+O(α′2) , (2.2c)
where ǫ and χ are Majorana-Weyl spinors of positive chirality, HM =
1
2
HMNPΓ
NP
and /Ap =
1
p!
AM1...MpΓ
M1...Mp. We shall be using connections with torsion defined as
∇±M = ∇M ± 14HM .
It is also convenient to introduce the modified dilatino variation
δρ = ΓM(δψM)− δλ = /Dǫ =
(
/∇− /∂φ+ 1
4
/H − α
′
8
/Σ
)
ǫ+O(α′2) . (2.3)
With non-trivial gaugino bilinears the bosonic action (A.1) and the bosonic equations
of motion (A.5a)-(A.5d) have the same form with the replacement [7, 20]
H → H = H + α
′
2
Σ . (2.4)
Notice that, on the contrary, the presence of a gaugino condensate does not affect
the Bianchi identity at O(α′)
dH − α
′
4
(
tr(R−)2 − trF 2) = 0 . (2.5)
We will mostly be interested in supersymmetric solutions and, as usual, we will
determine them by solving the supersymmetry conditions (2.2a)-(2.2c). For zero-
condensate a solution of the supersymmetry constraints that satisfies the Bianchi
identities for H is also a solution of the whole set of equations of motion [21]. In
presence of a condensate we do not expect this to be true, and we would like to
derive the set of extra constraints required for a solution of the supersymmetry
variations to be also a solution of the equations of motion. We will address the
question by two different methods. One approach consists in extending the standard
integrability arguments of [21, 22]. The other is based on a generalisation of the
Lichnerowicz theorem as in [19]. The idea is to rewrite the ten-dimensional action
as the sum of a term that is the square of the supersymmetry variations and some
extra terms involving Σ. Even if this approach is less general than the integrability
conditions, due to the use of integration by parts, it could provide an interesting way
of computing solutions.
6Note that, in order to have a well-defined theory at first order in α′, the gaugino supersymmetry
variation need only be specified to zero-th order. This is due to the fact that the gauge fields of
heterotic supergravity are already an O(α′) effect.
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2.1 Integrability of the supersymmetry equations
In this section we provide a general analysis of the relation between supersymmetry
and equations of motion in terms of the integrability conditions of the supersymmetry
variations. Strictly speaking, gaugino condensates only make sense in the lower
dimensional effective actions obtained from compactification. However, we perform
the analysis of integrability in the full ten-dimensional theory, treating the condensate
as a formal object. The aim is to derive the most general set of constraints, which
can then be applied to specific compactifications.
In absence of a condensate, it is possible to build combinations of squares of the
supersymmetry variations that reproduce the equations of motion [21, 22]
ΓMD0[ND
0
M ]ǫ−
1
2
D0N(P0ǫ) +
1
2
P0D0N ǫ = −
1
4
E0NPΓP ǫ+
1
8
B0NPΓP ǫ+
1
2
ιNdH
0ǫ ,
/D
0 /D
0
ǫ− (D0M − 2∂Mφ)D0Mǫ = −
1
8
D0ǫ+ 1
4
dH0ǫ , (2.6)
where E0NP , B0NP and D0 denote the Einstein, B-field and dilaton equations of mo-
tion (A.5a) - (A.5c). dH is the Bianchi identity.7 Since the left-hand side of both
equations in (2.6) vanishes on supersymmetric solutions, the equations of motion are
also satisfied, provided the Bianchi identity holds.
When the condensate is included, the first equation in (2.6) becomes
ΓMD[NDM ]ǫ− 1
2
DN(Pǫ) + 1
2
PDN ǫ = −1
4
ENPΓP ǫ+ 1
8
BNPΓP ǫ
+
1
2
ιNdHǫ− α
′
32
AN (Σ)ǫ , (2.7)
where now ENM , BNM , D are the Einstein, B-field and dilaton equations of motion
with non-zero condensate, and the extra term AN (Σ) is given by
AN(Σ)ǫ = ANPΓ
P ǫ+ ANPQRΓ
PQRǫ+ ANPQRSTΓ
PQRST ǫ
=
[
e2φ∇M(e−2φΣMNP ) + 1
2
ΣNRSH
RS
P +HΣδNP
]
ΓP ǫ
+
1
2
[
e2φ∇M (e−2φΣMPQ)δNR + 1
3
e−2φ∇N(e2φΣPQR)
+∇RΣNPQ −HPSTΣQST δNR
]
ΓPQRǫ
− 1
6
[∇SΣPQRδNT + 1
2
HNPQΣRST
]
ΓPQRST ǫ . (2.8)
Note that the tensors {ANM , ANPQR, ANPQRST} do not have any symmetry property.
The analogue of the second equation in (2.6) contains extra terms in Σ that cancel
7Note that, for simplicity, we have ignored the contribution of the gauge fields in (2.6). As
the gauge sector does not see the condensate at this order in α′, we are free to ignore it in this
computation.
– 7 –
non-tensorial terms
/D /Dǫ− (D0M − 2∂Mφ− α
′
16
/ΣΓM − α
′
4
ΣM )DMǫ = −1
8
Dǫ+ 1
4
dHǫ− α
′
32
B(Σ)ǫ ,
(2.9)
where the extra contribution from Σ is
B(Σ)ǫ = Bǫ+BNPΓ
NP ǫ+BMNPQΓ
MNPQǫ
= 6HyΣǫ+ 3
[
e2φ∇M(e−2φΣMNP ) +HNQRΣPQR
]
ΓNP ǫ
+
1
3
[
e−2φ∇M
(
e2φΣNPQ
)− 3
2
HMNSΣPQ
S
]
ΓMNPQǫ . (2.10)
The left-hand sides of (2.7) and (2.9) still vanish because of the supersymmetry
variations, but now the analysis of the right-hand sides is more involved. For zero
condensate, after imposing the Bianchi identity, the only terms left are E0NM and
B0NM multiplying one gamma matrix, and they must vanish separately because of
their symmetry properties. In presence of condensate, the extra terms A(Σ) and
B(Σ) in (2.7) and (2.9) contain several terms involving different numbers of gamma
matrices, which, in ten dimensions, are not independent and hence cannot be set to
zero separately.
To determine the set of independent constraints implied by the equations above
we need to project them on a basis of spinors in ten dimensions. We follow closely
the discussion in [23]. The supersymmetry parameter ǫ defines a vector
KM =
1
32
ǫΓMǫ (2.11)
that is null and annihilates the spinor ǫ
/Kǫ = KMΓMǫ = 0 . (2.12)
Since K is null, there are eight vectors orthogonal to it. We can use K to define a
natural frame in R1,9. This is given by eˆ− = K, eˆα , with α = 1, . . . , 8, spanning the
eight directions orthogonal to K, and another vector e+ = K˜ that is not orthogonal
to K
eˆ− · eˆ+ = 1
2
, eˆ± · eˆ± = 0 , eˆ± · eˆα = 0 . (2.13)
The ten-dimensional gamma matrices can be taken to be real8 and decomposed as
Γ± = γ±(2) ⊗ I Γα = γ˜(2) ⊗ γˆα , (2.14)
where γˆα are eight-dimensional gamma matrices and
γ+(2) = 2
(
0 0
1 0
)
, γ−(2) = 2
(
0 1
0 0
)
. (2.15)
8This means that ΓTM = Γ
0ΓMΓ
0.
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The two-dimensional chirality operator is γ˜(2) =
1
4
(γ−(2)γ
+
(2)− γ+(2)γ−(2)) = σ3 and γˆ(8) =∏8
α=1 γˆ
α is the eight-dimensional one. The ten-dimensional chirality is then Γ(10) =
Γ0 . . .Γ9 = γ˜(2) ⊗ γˆ(8). In this basis, (2.12) becomes
Γ+ǫ = Γ−ǫ = 0 , (2.16)
which implies that the supersymmetry parameter decomposes as
ǫ =
(
0
1
)
⊗ η = | ↓> ⊗ η , (2.17)
where η is an eight-dimensional Majorana-Weil spinor of negative chirality, defining
a Spin(7) structure in eight-dimensions (see appendix B for the definition of the
relevant G-structures). A basis for the 16-dimensional Majorana-Weyl spinors is
given by
ǫ , ωαβ
7
Γαβǫ = | ↓> ⊗Παβ7 γδγˆγδη , Γα−ǫ = 2| ↑> ⊗γˆαη , (2.18)
where Παβ
7 γδ is the projector onto the representation 7 of Spin(7) and is given in
Appendix B. The first two terms above span the space of the negative chirality
spinors and the last term that of positive chirality ones.
The spinor ǫ defines a Spin(7)⋉R8 structure. As usual the structure is equiva-
lently given in terms of forms that are bilinears in ǫ. In this case these are
K Ψ = K ∧ Φ4 (2.19)
where Φ4 is the four-form associated to the Spin(7) structure in the eight-dimensional
space spanned by the vectors orthogonal to K.
In order to find the set of independent integrability conditions, we have to de-
compose (2.7) and (2.9) on the ten-dimensional basis (2.18). We always assume that
the Bianchi identity is satisfied and that the left-hand sides vanish because of super-
symmetry. We consider first the dilatino equation, (2.9). Clearly only the term of
B(Σ) proportional to the singlet can contribute to the dilaton equation of motion.
Then, plugging (2.18) into (2.9), we obtain that for the dilaton equation of motion
to be satisfied it is sufficient to require that
B + 4B+− +BαβγδΦαβγδ = 0 , (2.20)
where the tensors B, B+− and Bαβγδ are defined in (2.10).
Next let us consider the Einstein and B-field equations. Decomposing (2.7) in
the spinorial basis (2.18), we find that the components EN− and BN− vanish if
AN− + 5AN [αβγκ−]Φαβγκ = 0 , (2.21)
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and, similarly, the components ENα and BNα are implied if
ANα + 12AN [α+−] − ANβγδΦβγδα + 5AN [βγδǫα]Φβγδǫ − 40AN [+−βγδ]Φβγδα = 0 .
(2.22)
Notice that, since Γ+ǫ = 0, the ++ component of the Einstein equation is always
projected out in (2.7) [24]. Imposing these constraints on Σ, we find again that
supersymmetry and the Bianchi identity for H imply all other equations of motion
with the exclusion of
E++ = 0 . (2.23)
Note that the conditions (2.20) and (2.21) can be written in a base independent
way using the structure K, K˜ and Ψ
B + 4 K˜MKNBMN + 2BNPQRK˜MΦ
MNPQR = 0 (2.24a)
ANPK
P + ANPQRTSΨ
PQRTS = 0 . (2.24b)
2.2 Supersymmetry and equations of motion
In this section we describe an alternative approach to study the relation between
supersymmetry variations and equations of motion that generalisese Lichnerowicz
theorem.
Let us consider first the case when the condensate is zero. The starting point
is the Bismut-Lichnerowicz identity [19]. Provided, the Bianchi identity is satisfied,
the Bismut-Lichnerowicz identity allows to write the bosonic Lagrangian (A.1) as
1
4
Lbǫ+O(α′2) = D0MD0Mǫ− /D0 /D0ǫ+
α′
16
(
tr /F /Fǫ− tr /R− /R−ǫ
)
−2∇MφD0Mǫ , (2.25)
where D0M and /D
0
are the gravitino and modified dilatino equations, (2.2a) and
(2.3), with zero condensate. R− is the curvature two-form derived from the torsionful
connection ∇− (note that the gravitino variation involves ∇+). Multiplying (2.25)
by e−2φǫ† and integrating it, gives the action
Sb = −4
∫
M10
√−ge−2φ
[
ǫ† /D
0 /D
0
ǫ− ǫ†D0MD0Mǫ
+ 2∇Mφ ǫ†D0Mǫ−
α′
16
(
tr ǫ† /F /Fǫ− tr ǫ† /R− /R−ǫ
) ]
+O(α′2) , (2.26)
where we assumed that ǫ†ǫ = 1.
We would like to write the action as a BPS-squared expression, since its variations
will give the equations of motion in terms of the supersymmetry variations. If the
theory were Euclidean, we could integrate (2.26) by parts, and end up with such an
action. Unfortunately, when the metric has Lorentzian signature it is not possible, in
– 10 –
general, to reconstruct the supersymmetry operatorsD0M and /D
0
after the integration
by parts. Since the problematic terms always involve components of the fields with
one leg along the time direction, one can restrict to solutions where none of the fields
has components of this type. This means
H0MN = Σ0MN = F0M = 0 , (2.27)
and, for the metric9,
ds210 = −e2Adt2 + gmpdxmdxp , (2.28)
where A = A(xm), g = g(xm) and {xm, xn, ..} denote spatial coordinates. Note also
that, in order to perform the integration by parts, we assume that the fields vanish
at infinity where the metric is flat.10 Under these assumptions the action can be
integrated by parts to give∫
M10
e−2φLb =4
∫
M10
e−2φ[( /D
0
ǫ)† /D
0
ǫ− (D0Mǫ)†D0Mǫ
+
α′
16
(
tr ǫ† /F /Fǫ− tr ǫ† /R− /R−ǫ
)
] +O(α′2) . (2.29)
The variations of (2.29) with respect to the metric, dilaton and B-field give the
corresponding equations of motion written in terms of the supersymmetry condi-
tions. Thus solutions of the supersymmetry constraints also automatically solve the
equations of motion.11
For non-trivial condensate the same analysis gives, up to O(α′2) terms,
Sb = BPS
2 +
α′
8
∫
M10
√−ge−2φ
[
( /Dǫ)† /Σǫ+ (/Σǫ)† /Dǫ
+
1
2
(
(DMǫ)
† /ΣΓMǫ+ (/ΣΓMǫ)†DMǫ
)−HyΣ] , (2.30a)
where HyΣ = 1
3!
HMNPΣMNP , and BPS
2 denotes the part of the action that can be
written as the square of the supersymmetry variations
BPS2 =
∫
M10
√−ge−2φ
[
( /Dǫ)† /Dǫ− (DMǫ)†DMǫ+ α
′
16
(
tr ǫ† /F /Fǫ− tr ǫ† /R− /R−ǫ
) ]
.
(2.30b)
Note that because of the extra terms involving Σ on the right-hand side of (2.30a),
the action can no longer be written as a BPS-squared expression. The equations of
9Note that given (2.27) and (2.28) for H and the metric, R− has no temporal legs.
10Without this assumption there might be unwanted boundary terms. The assumption holds for
Minkowski compactifications but excludes certain types of solutions, like domain walls.
11 The variation of the second line in (2.29) also vanishes. Its variation is proportional to
/R
−
MN ǫ = R
−
PQMNΓ
PQǫ = R+MNPQΓ
PQǫ+O(α′) = O(α′) ,
which vanishes on supersymmetric solutions to the appropriate order in α′.
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motion for gMN , φ and BMN obtained by varying (2.30a) will contain a term coming
from its BPS part, which vanishes for supersymmetric configurations, and terms in
Σ, which will provide additional constraints to be imposed on the supersymmetric
solution. These extra terms have a relatively simple structure and in particular do
not contain the curvatures F and R−. More concretely, the extra terms in the dilaton
and B-field equations of motion are respectively
HMNPΣ
MNP + e2φ∇M (e−2φǫ†ΓMNPQΣNPQǫ) = 0 +O(α′) , (2.31a)
e2φ∇M (e−2φ ǫ†{ΓMPQ, /Σ}ǫ) = 0 +O(α′) . (2.31b)
Both equations are only linear in derivatives. Note the resemblance between (2.31b)
and the usual flux equation of motion (A.5c). The metric equation of motion evalu-
ated on a supersymmetric solutions gives the equation12
e2φ∇N
[
e−2φ
(
ǫ†ΓN(P /ΣΓM)ǫ− 2gMP ǫ†ΓN /Σǫ+ 2gN(Mǫ†ΓP )/Σǫ)] = ∇(Mφ ǫ†ΓP )/Σǫ
+ 2 gMPHyΣ− HRS (MΣP )RS − 3HNR(Mǫ†ΓP )N /ΣΓRǫ+O(α′) , (2.32)
The equations above can can be further simplified, using the fact that
H = dφ = 0 +O(α′) . (2.33)
This follows from imposing that the fields must vanish at infinity. Indeed, substract-
ing 1/4 of the trace of (A.5a) from (A.5b) we find
1
2
∇2φ− (∇φ)2 + 1
4
H2 = 0 +O(α′) , (2.34a)
or, alternatively,
e2φ∇M (e−2φ∇Mφ)+ 1
2
H2 = 0 +O(α′) . (2.34b)
Multiplying by e−2φ and integrating over spacetime then gives∫
M10
e−2φH2 = 0 +O(α′) . (2.35)
As the integrand is positive, it has to vanish point-wise, which implies (2.33). Inte-
grating (2.34a), we also find that dφ = 0 + O(α′). Using this result, the equations
(2.31a) -(2.32) become (modulo O(α′) terms)
Ψ˜MNPQ∇[MΣNPQ] = 0 , (2.36a)
∇PΣPMN + Ψ˜PQR[M∇PΣQRN ] − 1
2
Ψ˜MNPQ∇RΣRPQ = 0 , (2.36b)
Ψ˜MPQ(R∇MΣN)PQ − 1
6
Ψ˜TPQ(R ∇N)ΣTPQ = 0 , (2.36c)
12We also need to vary the vielbeine in the gamma matrices as δΓM = δeA
M ΓA and in the
gaugino bilinear ΣMNP = χΓMNPχ = χΓABCχeM
AeN
BeP
C .
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where, for simplicity of notation, we have defined Ψ˜MNPQ = ǫ
†ΓMNPQǫ.
As in the previous section, to extract the set of independent constraints from
(2.36a)-(2.36c) we need to decompose them on the spinorial basis (2.18). It is
straightforward to see that the only non-zero component of Ψ˜ is purely in the eight
directions orthogonal to the vector K and reduces to the Spin(7) invariant form
Ψ˜±MNP = 0 , Ψ˜αβγδ = Φαβγδ . (2.37)
The condition that there are no components in the time direction, (2.27), implies
Σ+αβ = Σ−αβ , Σ+−α = 0 . (2.38)
It is immediate to see that (2.36a) reduces to
ΦydΣ = 0 . (2.39)
Combining the +α components of (2.36b) and (2.36c), one finds
∇βΣβα+ + 1
2
Φβγδα∇βΣγδ+ = 0 , (2.40a)
Φγδǫα∇γΣδǫ+ + 1
6
Φα
γδǫ∇+Σγδǫ = 0 . (2.40b)
Then the α, β components of (2.36b) and (2.36c) reduce to
(
2∇+Σ+γδ +∇ǫΣǫγδ
)(
δγδαβ −
1
2
Φαβ
γδ
)
+ Φδǫσ[α∇δΣβ]ǫσ = 0 (2.41a)
Φγδǫ(α∇ǫΣβ)γδ − 1
6
Φγδǫ(α∇β)Σγδǫ = 0 . (2.41b)
We would like to compare these conditions with those obtained from integrability
in section 2.1. Recall that in our analysis we neglect terms of order α′2 in the
equations of motion and that (2.20) – (2.22) are already of order α′. Since for static
solutions H = dφ = O(α′), we can discard all terms involving products of H and Σ
in (2.20) – (2.22). Using also (2.38) it is easy to see that (2.20) reduces to
∇αΣβγσΦαβγσ = 0 , (2.42)
which agrees with (2.39). For (2.21) one can show that only the N = α component
gives a non trivial condition
∇βΣβα− − 2
3
Φα
βγδ∇[−Σβγδ] = 0 . (2.43)
From (2.22) we get two equations. One for the component N = +
3∇βΣβα+ + 1
2
∇+ΣβγδΦβγδα − 5
2
∇βΣγδ+Φβγδα = 0 , (2.44)
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and another for the component N = β, whose symmetric and anti-symmetric parts
are (
2∇+Σ+γǫ +∇σΣσγǫ
)(
δγǫαβ −
1
2
Φαβ
γǫ
)
+
1
3
Φγδǫ[α∇β]Σγδǫ = 0 (2.45a)
Φ(α
ǫγδ∇|ǫ|Σβ)γδ = 0 . (2.45b)
Using (2.43) to get rid of the first term in (2.44), we find precisely (2.40b). This
can then be inserted back into (2.43) to obtain (2.40a). To compare the remaining
equations, we need to take into account that, in order to derive the action (2.30a),
we assumed that the ten-dimensional spinor ǫ has constant norm. This implies that
ΦαβγδΣ
βγδ = 0 (2.46)
on the supersymmetric locus, as it can be shown from
0 = ∂M
(
ǫ†ǫ
)
=
(
∇H+M ǫ
)†
ǫ+ ǫ†∇H+M ǫ =
α′
48
ΨMNPQΣ
NPQ , (2.47)
where we have used (2.2a) and H+ = H + α
′
4
Σ. Using (2.46), we see that (2.41b)
and (2.45b) coincide, while (2.45a) reduces to
(
2∇+Σ+γǫ +∇σΣσγǫ
)(
δγǫαβ −
1
2
Φαβ
γǫ
)
= 0 . (2.48)
This is to be compared with (2.41a). It can be checked that the projection of the
two-form Φδǫσ[α∇δΣβ]ǫσ into 21 vanishes, and hence 7 is its only surviving Spin(7)
representation. It can further be shown that this is the same as the projection to 7
of Φγδǫ[α∇β]Σγδǫ.13 The latter vanishes by virtue of (2.46) and ∇Mǫ ∼ O(α′).
To summarise, for static solutions vanishing at infinity, both set of constraints
(2.41a) - (2.41b) and (2.45a) - (2.45b) reduce to
Π7
(
2∇+Σ+γǫ +∇σΣσγǫ
) ≡ (2∇+Σ+γǫ +∇σΣσγǫ)
(
δγǫαβ −
1
2
Φαβ
γǫ
)
= 0 (2.49a)
Φ(α
ǫγδ∇|ǫ|Σβ)γδ = 0 . (2.49b)
Note that only (dΣ)27 may still be non-vanishing.
Regardless of the above considerations, one may be tempted to impose by hand
the stronger condition
dΣ = 0 , (2.50)
13To show this, note that ∇Σ - an object with 1+3 indices corresponds to 8 × (35 + 21) →
7+ 21+ 35+ 35+ 21+ 35+ 105+ 189. But then one contracts it with Φ leaving only two free
indices. In other words every such contraction is a projection into 35+ 21+ 7 (there could also be
a trace part, i.e. 1, but it is not there in the original decomposition, and as mentioned is vanishing
by a separate condition (2.39) and (2.43)). Note that 2 different projections appear Φγδǫα∇ǫΣβγδ
and Φγδǫα∇βΣγδǫ = 0 at the supersymmetric locus. But there is only a single 7 so it must be the
same in both projections.
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which can be interpreted as a “Bianchi identity” for the condensate three-form.
Indeed, we recall that when the condensate is turned on the bosonic action is obtained
from the usual one by the replacement
H → H = H + α
′
2
Σ . (2.51)
With (2.50) imposed, H andH satisfy the same Bianchi identity. As we shall see, this
condition allows to construct solutions (possibly non-supersymmetric) with nontrivial
condensate form a solution with Σ = 0.
2.3 Solutions with Fake Supersymmetry
A similar approach to the integrability of section 2.1 provides a nice method to find
solutions of the equations of motion that are not supersymmetric. Solutions of this
type are in the spirit of [1–3], where it is shown that gaugino condensation provides
a natural mechanism for supersymmetry breaking.
As already mentioned several times, the heterotic equations of motion with non
trivial condensate are formally the same as for zero condensate, (A.5a) - (A.5d), but
with the replacement
H → H = H + α
′
2
Σ . (2.52)
Let us define ”fake” supersymmetry variations that have the same form as those
for zero condensate (2.2a)-(2.3) with H replace by H
δψM =DMǫ = ∇Mǫ+ 1
4
HMǫ+O(α′2) , (2.53a)
δλ = −
√
2
4
Pǫ = −
√
2
4
[
/∂φ+
1
2
/H
]
ǫ+O(α′2) , (2.53b)
δρ = /Dǫ =
(
/∇− /∂φ+ 1
4
/H
)
ǫ+O(α′2) . (2.53c)
Then if we square the equations above as in section 2.1 we find
ΓMD[NDM ]ǫ− 1
2
[
DN ,P
]
ǫ = −1
4
ENPΓP ǫ+ 1
8
BNPΓP ǫ+ 1
2
ιNdHǫ , (2.54a)
/D /Dǫ− (DM − 2∂Mφ)DMǫ = −1
8
Dǫ+ 1
4
dHǫ , (2.54b)
where ENP , BNP and D are the Einstein, B-field and dilaton equations of motion with
non-zero condensate. Notice that the term involving the Bianchi identity contains a
correction is Σ
dH = dH +
α′
2
dΣ . (2.55)
From (2.54a) we see that a background satisfying
DMǫ = 0 /Dǫ = 0 Pǫ = 0 (2.56)
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plus the Bianchi identity dH = 0 and the closure of Σ
dΣ = 0 (2.57)
is also a solution of the equations of motion. The advantage of this approach is that,
to find non-supersymmetric solutions, it is sufficient to solve susy-like first order
equations, which are generally simpler than the full equations of motion. Generically
the solutions will not be supersymmetric, hence the name fake supersymmetry.
One can also ask what extra conditions must be imposed for the solution to be
supersymmetric. Comparing (2.53a) with (2.2a) we see that the former reduces to
the latter if
ΣNPQΓ
NPQ
Mǫ = 3ΣMNPΓ
NP ǫ . (2.58)
This condition also implies that /Σ vanishes and hence (2.53b) and (2.53c) also reduce
to the supersymmetric ones. The class of supersymmetric backgrounds obtained this
way is more reduced than what we would obtain by solving the supersymmetry
equations (2.2a) - (2.3) plus the integrability conditions, but have the advantage
that one only needs to solve first order equations. We will return to some explicit
solutions of this type in section 5.
3 Compactifications to four dimensions
We consider first the supersymmetry conditions for compactifications to four-dimen-
sional maximally symmetric spaces, Minkowski or Anti de Sitter. The metric is of
the form
ds210 = e
2∆ds24 + ds
2
6 , (3.1)
where the warp factor only depends on the internal coordinates and the internal
manifold is assumed to have SU(3) structure.
We denote four-dimensional indices by greek letters, µ, ν, . . . = 0, . . . , 3 and
internal indices by latin ones, m,n, . . . = 1, . . . , 6. The ten-dimensional gamma
matrices decompose as
Γµ = e∆γµ ⊗ 1
Γm = γ(4) ⊗ γm , (3.2)
where γµ are four-dimensional gamma matrices of the unwarped metric and γ(4) is the
chiral gamma in four dimensions. The six-dimensional matrices γm are hermitian.
The supersymmetry parameter decomposes as
ǫ = eAζ+ ⊗ η+ + eAζ− ⊗ η− , (3.3)
where ζ± and η± are Weyl spinors of positive and negative chirality in four and six
dimensions, respectively (see appendix B.2 for more conventions).
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The ten-dimensional gravitino splits as
χ(10) = χ
(4)
+ ⊗ χ+ + χ(4)− ⊗ χ− , (3.4)
where χ
(4)
± and χ± are four- and six-dimensional Weyl spinors. In Calabi-Yau com-
pactifications, the internal spinor χ is taken to be a singlet of the SU(3) holonomy
group in order to have a massless four-dimensional gaugino. In this paper we are
interested in the larger class of SU(3) structure compactifications and we a-priori
take χ+ to be a generic six-dimensional Weyl spinor.
Poincare´ invariance in four dimensions forces the three-form flux H and the
three-form condensate to have only non-trivial components in the internal space.
We are still taking a ten-dimensional expectation value, 〈ΣMNP 〉. We should also
remember that the ten-dimensional gauginos are in the adjoint of E8×E8 or SO(32).
Denoting the external four-dimensional gauge group as G, and the internal group as
H (G is the stabilizer of H in the ten-dimensional group), we may decompose the
ten-dimensional product representation as 496 ⊗ 496 → ∑i(R(G)i, R(H)i). Of
course the details very much depend on the choice of G and H , but in general the
ten-dimensional trace over fermion bilinears will break into a sum of many terms:
〈Σ〉mnp = 〈trχ(10)Γmnpχ(10)〉
=
∑
i
〈trR(G)iχ(4)+ χ(4)− · trR(H)iχ†+γmnpχ−〉 −
∑
i
〈trR(G)iχ(4)− χ(4)+ · trR(H)iχ†−γmnpχ+〉
= −2
∑
i
Re〈ΛiΣimnp〉 . (3.5)
Here we have defined internal three-forms Σimnp as
Σimnp = trR(H)iχ
†
−γmnp χ+ , (3.6)
and a four-dimensional condensate vector Λi as
Λi = trR(G)iχ
(4)
− χ
(4)
+ . (3.7)
From now on we shall suppress all the traces and the G and H representation indices.
To simplify the notation, in the rest of this section we will set 〈Σ〉 = Σˆ = −2Re(ΛΣ).
As shown in appendix D, the ten-dimensional supersymmetry equations can be
written as a set of conditions on the forms Ω and J defining the SU(3) structure.
The set of independent equations are
HyΩ = 2iµe−∆ i
α′
8
ΣˆyΩ = iµe−∆ , (3.8a)
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and the differential conditions
dJ = (2dφ− 4d∆) ∧ J + ∗H + 3 e−∆Re (µΩ) (3.8b)
dΩ = (2dφ− 3d∆) ∧ Ω− ie−∆ µJ ∧ J (3.8c)
J ∧ dJ = (dφ− d∆) ∧ J ∧ J (3.8d)
α′
4
∗ Σˆ ∧ J = d∆ ∧ J ∧ J (3.8e)
where we define H = H + α
′
2
Σˆ. A similar set of supersymmetry conditions was also
derived in [12]. Note that the flux equation of motion is automatically satisfied
d
(
e−2φ+4∆ ∗H) = 0 , (3.9)
while the integrability conditions of section 2.1 have to be imposed to ensure that
also the other equations of motion are satisfied. This generically gives non-trivial
conditions on the three-form Σˆ.
It is interesting to see whether the supersymmetry equations are enough to com-
pletely determine the solution. To this extent, we decompose H and Σˆ in SU(3)
representations
H =
3
2
Im(H1Ω) +H(3) ∧ J +H6 , (3.10a)
Σˆ =
3
2
Im(Σˆ1Ω) + Σˆ(3) ∧ J + Σˆ6 , (3.10b)
where H(3) = H3 +H3 and (i is a complex index)
H1 =
1
36
ΩmnpHmnp (3.11a)
H(3) i =
1
4
HimnJ
mn (3.11b)
H6mnp = Hmnp − 3
2
Im(H1Ω)mnp − 3H(3)mJmp] , (3.11c)
and similarly for Σˆ. Comparing the supersymmetry conditions (3.8b) - (3.8e) with
the torsion equations
dJ =
3
2
Im(W1Ω) +W4 ∧ J +W3 (3.12a)
dΩ = W1 J ∧ J +W2 ∧ J +W 5 ∧ Ω , (3.12b)
we can see how many of the SU(3) irreducible representations are fixed by super-
symmetry. We find the following table
SU(3) repr. parameters susy eq.
1 W1 e
−∆µ H1 Σˆ1 3
3+ 3 W4 W5 dφ d∆ H3, H3 Σˆ3, Σˆ3 4
6 W3 H6 Σˆ6 1
8 W2 1
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From (3.12b) and (3.8c) we immediately see that the 8 representation in the
torsion is set to zero
W2 = 0 . (3.13)
It is also easy to check that all the singlet representations are fixed
W1 = −iµe−∆ (3.14a)
H1 = 3µ e
−∆ (3.14b)
α′Re(ΛΣ)1 =
1
3
µ e−∆ (3.14c)
On the other hand, we are left with one undetermined quantity in the 3+ 3
representation
W4 = 2dφ− 4d∆ (3.15a)
W5 = 2dφ− 3d∆ (3.15b)
H3 = i(dφ− 3 d∆)(1,0) (3.15c)
α′Re(ΛΣ)3 = 2i(d∆)(1,0) (3.15d)
and also for the 6, where Re(ΛΣ)6 is left undetermined
W3 = dJ6 = (∗H)6 . (3.16)
To have a solution of the equations of motion, in addition to the above set of super-
symmetry conditions, we must also satisfy the conditions derived from the integra-
bility and the Bianchi identity (2.5). On the four-dimensional external space there is
no H-flux and the Bianchi identity is trivially zero. One might worry that whenever
there is a non vanishing cosmological constant, the right-hand side of the Bianchi
identity can give a non-trivial contribution in the four-dimensional spacetime, com-
ing from the curvature of AdS. However such a piece is by (3.8a) of O(α′) and the
corresponding contribution to the Bianchi identity is O(α′2). For the same reason
(see (3.15d)) there is no contribution from the warp factor at this order. Then we
are left with the purely six-dimensional equation
dH =
α′
4
(
trF ∧ F − trR− ∧R−) . (3.17)
Up to now we did not make any assumption on the nature of the internal six-
dimensional space. When the manifold is compact, which is the most relevant case
for string phenomenology, one can show that ”fake supersymmetry” solutions of the
type of section 2.3 are the only allowed ones. Notice first that (3.8a) implies that at
zeroth order in α′ there are no AdS4 solutions.14 Then a well-known no-go theorem
14Compact solutions with condensates and non trivial AdS4 parameter have been found before in
the literature, see e.g. [12–15]. Note however that such solutions inevitably require O(1/α′) effects
or similar to make sense.
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[21] states that at zeroth order in α′ warping, dilaton and H-flux vanish and the
internal geometry must be Calabi-Yau. We denote the CY geometry by (X0,Ω0, J0)
where
dΩ0 = 0 , dJ0 = 0 , (3.18)
and we express the full solution as an expansion in α′
Ω = Ω0 + α
′Ω1 + .. (3.19a)
J = J0 + α
′J1 + .. , (3.19b)
and similarly for the other fields, where H-flux, dilaton, warping and condensate
have no (α′)0 terms. Consider then (3.8c), which, at first order, reads
dΩ1 = (2dφ1 − 3d∆1) ∧ Ω0 − iµ1 J0 ∧ J0 , (3.20)
If µ1 6= 0, this equation implies that J0∧J0 is an exact four-form, which is not possible
on a compact Calabi-Yau three-fold of finite volume. We conclude that µ1 = 0 for
supersymmetric solutions, and we can drop the cosmological constant to the order
we are working at. A similar result was also derived in [17].
Next we consider the integrability condition obtained from (2.10), which on the
first order geometry reduces to
∇m∂m∆1 = 0 , (3.21)
where we have used the BPS equation (3.8e). It follows that ∆1 is constant on a
compact geometry. The BPS conditions for such geometries can hence, without loss
of generality, be taken to be
J ∧ dJ = dφ ∧ J ∧ J (3.22a)
dJ = 2dφ ∧ J + ∗
(
H +
α′
2
Σˆ
)
(3.22b)
dΩ = 2 dφ ∧ Ω , (3.22c)
where Σˆ is some primitive (2, 1) + (1, 2) form. Primitivity follows from d∆ = 0 and
(3.8e). Using the integrability conditions (2.8) and (2.10) one can then show that Σˆ
must satisfy
∇[mΣˆnpq]γnpqη+ = 0 , (3.23)
which in turn implies dΣ = 0. Hence we recover the fake supersymmetry conditions
of section (2.3).
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4 Backgrounds with three-dimensional Poincare´ invariance
In this section we consider compactifications to three dimensions. The ten-dimensional
spacetime is a warped product of a maximally symmetric three-dimensional space
M3 and a seven-dimensional manifold X7. The metric is
ds2 = e2∆ds23 + ds
2
7 , (4.1)
where the warp factor ∆ only depends on the coordinates on X7. The three-
dimensional space can be either Minkowski or Anti de Sitter, while X7 is not nec-
essarily compact and admits a G2 structure. Taking a non compact X7 allows to
describe also four-dimensional domain-wall solutions and standard compactifications
to four dimensions. As we will see, generic seven-dimensional compactifications al-
low for more components of fluxes and, more importantly for this paper, condensate
configurations.
With the ansatz (4.1), the ten-dimensional gamma matrices decompose as
Γµ = e
∆γµ ⊗ σ3 ⊗ I(8)
Γm = I(2) ⊗ σ1 ⊗ γm , (4.2)
where we denote the three-dimensional and seven-dimensional indices by {µ, ν, ..}
and {m,n, ..}, respectively. γµ are chosen to be real, while γm are purely imaginary.
The ten-dimensional chiral operator is Γ(10) = −I(2) ⊗ σ2 ⊗ I(8).
The ten-dimensional spinors split accordingly. The supersymmetry parameter ǫ
decomposes as
ǫ = eAζ ⊗
(
1
−i
)
⊗ η , (4.3)
where ζ is a three-dimensional spinor and η a seven-dimensional spinor of unitary
norm. The spinor η is globally defined and defines a G2 structure on X7.
Similarly, the gaugino takes the following form
χ(10) =
1√
2
ξ ⊗
(
1
−i
)
⊗ χ , (4.4)
where again ξ and χ are a three- and seven-dimensional spinors. The internal spinor
χ may be expressed in terms of the G2 spinor η as follows
χi = ciη + cimγmη , (4.5)
where i is the internal gauge index, and ci and cim are generic real functions of the
internal coordinates. The norm of χ is C = χ†χ = tr(c2 + cmcm).15
15As in section 3, all the traces and three- and seven-dimensional representations are suppressed.
C has to be understood as a vector. The same applies to Λ the internal three-form Σ to be defined
shortly.
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The split (4.4) allows for two non-vanishing components of the three-form ΣMNP
that are compatible with the three-dimensional Poincare´ symmetry, one with all
indices in the three-dimensional space and one with all indices in the internal space.
Recall that ΣMNP is a gaugino bilinear, and as in the previous section 〈ΣMNP 〉 has
to be interpreted as ten-dimensional vev. Using (4.2) and (B.22) one can show that
in flat indices
〈ΣABC〉 =
{
〈χ(10)Γαβγχ(10)〉 = 〈C Λ〉 ǫαβγ α, β, γ = 1, 2, 3
〈χ(10)Γabcχ(10)〉 = −i〈ΛΣabc〉 ,
(4.6)
where we have defined Λ = trξξ and Σabc = χ
†γabcχ. The fact that the gaugino χ is
Majorana ensures that Σabc is imaginary.
Poincare´ invariance also implies that the only non-trivial components of the H-
flux are
HMNP =
{
Hµνρ = H˜ǫµνρ ,
Hmnp .
(4.7)
The ansatz (4.1), (4.7) and (4.6) for the metric, H-flux and condensate can
be used, together with the splitting (4.2) and (4.3), to reduce the ten-dimensional
supersymmetry variations to a set of equations on the forms ϕ and ψ defining the
G2-structure on the internal manifold.
16 These consist of two algrebraic relations
Hyϕ = e−3∆(2µ e2∆ − α
′
2
ΛC) , (4.8a)
i
α′
4
ΛΣyϕ = e−3∆ (H˜ +
α′
4
CΛ− 2µe2∆) , (4.8b)
together with the differential conditions
dϕ = (2dφ− 3d∆) ∧ ϕ− (∗H − iα
′
2
∗ (ΛΣ)) + 2µ e−∆ ψ (4.9a)
dψ = (2dφ− 2d∆) ∧ ψ , (4.9b)
d∆ = i
α′
8
ΛΣyψ . (4.9c)
For consistency of the theory, we must also satisfy the Bianchi identity. The three-
dimensional external part is trivial. Since the warping by (4.9c) gives an O(α′2)
contribution to the right-hand side, the internal Bianchi identity is
dH =
α′
4
(
trF ∧ F − trR− ∧R−) . (4.10)
Decomposing H (and similarly Σ) in G2 representations
Hmnp =
1
7
H1φmnp − 1
4
Hq
7
ψqmnp +
3
2
H27 q[mφ
q
np] , (4.11a)
(∗H)mnpq = 1
7
H1ψmnpq +H7[mφnpq] − 2H27 e[rψrnpq] , (4.11b)
16Definitions and conventions for the forms ϕ and ψ are given in appendix B. In appendix C we
give the derivation of the equations below.
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with (and similarly for Σ)
H1 =
1
6
φmnpHmnp H7m =
1
6
Hnpqψnpqm H27mn =
1
2
Hpq(mφ
pq
n) −
3
7
H1δmn ,
and comparing with the torsion of the G2 structure
dϕ = 3W7 ∧ ϕ+W1ψ + ∗W27 (4.12a)
dψ = 4W7 ∧ ψ + ∗W14 , (4.12b)
it is easy to show that supersymmetry is not enough to completely determine the
solution. This can already be seen by simple counting of the full set degrees of
freedom in the solution and the number of constraints imposed by supersymmetry,
as summarised in the table below
G2 repr. parameters susy eq.
1 W1 e
−∆µ e−3∆H˜ e−3∆CΛ H1 ΛΣ1 3
7 W7 dφ d∆ H7 ΛΣ7 3
14 W14 1
27 W27 H27 ΛΣ27 1
More explicitly, combining (4.8a) – (4.9a) and (4.12a) we can fix three of the
singlets
W1 =
8
7
µe−∆ +
1
7
e−3∆(2H˜ + α′ΛC) , (4.13a)
H1 = e
−3∆(2µ e2∆ − α
′
2
ΛC) , (4.13b)
ΛΣ1 = −4i
α′
e−3∆ (H˜ +
α′
4
CΛ− 2µe2∆) . (4.13c)
Similarly, (4.9a), (4.9c) with (4.12a) determine some of the forms in the 7
W7 =
1
4
H7 ΛΣ7 = −8i
α′
d∆ (4.14)
and in the 27
W27 ∼ H27 − iα
′
2
ΛΣ27 . (4.15)
Finally notice that, even with a generic condensate, it is not possible to generate
the representation 14 of the torsion classes. G2-structures of this type are often
referred to as integrable. They have strong similarities with even-dimensional com-
plex manifolds [25] and might be useful for a better understanding of heterotic G2-
compactifications and their moduli (see e.g. [26, 27] for work in this direction).
As in the previous section, in order to solve the equations of motion a solution
of the supersymmetry variation has to satisfy the integrability constraints (2.9) –
(2.10), imposing further constraints on Σ.
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4.1 Four-dimensional domain walls
The ansatz (4.1) and (4.3) also describes (3+1)-dimensional domain walls. For these
solutions the seven-dimensional metric decomposes as
ds27 = e
2A(x)dy2 + ds26 , (4.16)
where y is the normal coordinate to the domain wall and xm are coordinates on the
six-dimensional internal manifold M6. In this paper we assume it to have SU(3)
structure. With this ansatz, the G2-structure forms can be written as
ϕ = eAdy ∧ J + Ω− (4.17a)
ψ = eAdy ∧ Ω+ − 1
2
J ∧ J , (4.17b)
where Ω = Ω++iΩ− and J are the holomorphic three-form and the almost hermitian
two-form defining the SU(3) structure onM6. The three-form flux H and condensate
three-form Σ decompose as
H = dy ∧H2 +H3 (4.18a)
Σ = dy ∧ Σ2 + Σ3 , (4.18b)
where H2, Σ2 and H3 Σ3 are two and three-forms on M6.
Plugging the ansatz above in the system (4.8a)-(4.9c), we find
− 1
2
e−AH2 ∧ J ∧ J + Ω+ ∧H3 = ∗(2µe−∆ − α
′
2
CΛe−3∆) (4.19a)
− iα
′
4
(
1
2
e−AΛΣ2 ∧ J ∧ J − Ω+ ∧ ΛΣ3) = ∗(e−3∆H˜ + α
′
4
e−3∆CΛ− 2µ e−∆) ,
(4.19b)
where ∗ denotes the six-dimensional Hodge star. The differential conditions become
dJ = −dA ∧ J + e−AΩ′− − (2φ′ − 3∆′)e−AΩ− + (2dφ− 3d∆) ∧ J
+ ∗ (H3 − iα
′
2
ΛΣ3)− 2µ e−∆Ω+ (4.20a)
dΩ− = (2dφ− 3d∆) ∧ Ω− − ∗(H2 − iα
′
2
ΛΣ2)e
−A − µ e−∆J ∧ J (4.20b)
dΩ+ = −e−AJ ∧ J ′ + e−A(φ′ −∆′)J ∧ J + (2dφ− 2d∆− dA) ∧ Ω+(4.20c)
J ∧ dJ = (dφ− d∆) ∧ J ∧ J (4.20d)
∗∆′ = iα
′
8
eAΛΣ3 ∧ Ω− (4.20e)
∗d∆ = iα
′
8
(e−AΛΣ2 ∧ Ω− − ΛΣ3 ∧ J) , (4.20f)
where the prime denotes derivatives with respect to the y direction. This system of
equations should also be supplemented with the extra integrability constraints needed
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to solve the equations of motion, properly reduced to the domain wall situation. With
the ansatz (4.18a) for H , the Bianchi identity splits into the two equations
dH3 =
α′
4
(
tr F2 ∧ F2 − trR−2 ∧R−2
)
(4.21a)
H
′
3 = dH2 +
α′
2
(
tr F1 ∧ F2 − trR−1 ∧ R−2
)
, (4.21b)
where H = H − iα′
2
ΛΣ and we have defined
F = F2 + dy ∧ F1 (4.22a)
R− = R−2 + dy ∧R−1 . (4.22b)
5 Symplectic half-flat domain walls
Explicit solutions are not the focus of this paper, but we would like to reexamine
an already known solution, which provides an illustration of the fake supersymmetry
approach of section 2.3. The idea is to look for geometries such that are solutions of
the equations (2.56) and (2.57).
We look for a domain wall solution as in section 4.1. The ten-dimensional metric
is
ds2 = ds23 + e
2Ady2 + ds26 , (5.1)
where we set to zero the warp factor ∆.17 The fake supersymmetry equations are
−1
2
e−AH2 ∧ J ∧ J + Ω+ ∧H3 = 2 ∗ µ , H˜ = 2µ , (5.2)
and the differential conditions
J ∧ dJ = dφ ∧ J ∧ J (5.3a)
d(eAΩ+) = −J ∧ J ′ + φ′J ∧ J + 2dφ ∧ eAΩ+ (5.3b)
dJ = −dA ∧ J + e−AΩ′− − 2φ′e−AΩ− + 2dφ ∧ J + ∗H3 − 2µΩ+ (5.3c)
dΩ− = 2dφ ∧ Ω− − ∗H2e−A − µJ ∧ J , (5.3d)
where d now denotes the exterior derivative in six dimensions and the prime denotes
the derivative along y. The Bianchi identity imposes the further conditions (4.21a)
and (4.21b)
dH3 =
α′
4
(
tr F2 ∧ F2 − trR−2 ∧R−2
)
(5.4a)
H
′
3 = dH2 +
α′
2
(
tr F1 ∧ F2 − trR−1 ∧R−2
)
. (5.4b)
17This follows from assuming that the equations are formally the same as with no condensate.
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For zero condensate, this system has been analyzed to a great degree in the literature
before, see e.g. [12, 15, 28–33]. Here we will see how it can also admit solutions with
non trivial condensate.
Consider first the system (5.2)-(5.3d) together with the Bianchi identities (5.4a)
and (5.4b). A relatively simple solution is obtained assuming that the internal six-
dimensional geometry is an half-flat manifold
dJ = 0 (5.5a)
dΩ+ = 0 (5.5b)
dΩ− =W2 ∧ J , (5.5c)
where W2 is purely imaginary and taking the flux to be closed, i.e. we solve the
Bianchi identity exactly.18 The Bianchi identity in this case reduces to
dH3 = 0 , H
′
(3) = dH2 , dµ = µ
′ = 0 . (5.6)
In our example the internal six-dimensional manifold is a particular solvmanifold
defined in [34]. Let G be the Lie group of matrices of the form

eλz 0 0 x
0 e−λz 0 y
0 0 1 z
0 0 0 1

 , (5.7)
where {x, y, z} are real numbers and λ = log 3+
√
5
2
. Then G is a connected solv-
able Lie group admitting a cocompact lattice Γ, so that the quotient N = G/Γ is
a three-dimensional compact parallelizable solvmanifold [35]. The six-dimensional
solvmanifold is the product M0 = N ×N . M0 admits a coframe that satisfies
dα1 = −λα1 ∧ α3 dα4 = −λα4 ∧ α6
dα2 = λα2 ∧ α3 dα5 = λα5 ∧ α6
dα3 = 0 dα6 = 0
(5.8)
where {α1, α2, α3} is a coframe on N . It is easy to check that
J0 = α1 ∧ α2 + α4 ∧ α5 + α3 ∧ α6 (5.9a)
Ω0 =
(1− i)√
2
(α1 + i α2) ∧ (α4 + i α5) ∧ (α3 + i α6) (5.9b)
define an half-flat structure. Moreover
Ω0+ =
1√
2λ
dP0 (5.10)
18 This can be achieved by embedding the gauge-connection in the ∇− connection.
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with P0 = α14 + α15 − α24 + α2519 is a primitive two-form
P0 ∧ J0 ∧ J0 = 0 . (5.11)
In our solution we take the six-dimensional metric to be
ds26 = e
φ(y)ds20 (5.12)
where ds20 is the metric on the solvmanifold M0 and, correspondingly,
J = eφJ0 Ω = e
3φ
2 Ω0 . (5.13)
Then it is easy to see that (5.3a) is solved if the dilaton only depends on the domain
wall direction φ = φ(y) so that
dφ = 0 . (5.14)
while (5.3b) implies that the warp factor must be constant (for simplicity we take
A = 0). (5.3c) and (5.3d) become
H3 = −1
2
e
3φ
2 (φ′Ω0+ − 4µΩ0−) (5.15a)
∗H2 = −e
3φ
2 dΩ0− . (5.15b)
Then the Bianchi identity dH3 = 0 in (5.6) together with (5.5a) imply that the
three-dimensional space is Minkowksi, µ = 0. Using the explicit form of Ω0 we find
that the fluxes are
H2 = e
φ
2
√
2λP0 (5.16a)
H3 = −1
2
φ′e
3φ
2 Ω0+ = −1
3
(
e
3
2
φ
)′
Ω0+ (5.16b)
H˜ = −α
′
2
CΛ (5.16c)
We still have to impose the Bianchi identity H
′
3 = dH2, which reduces to a
differential equation for the dilaton
(
eφ
)′′
+
1
2
(φ′)2 eφ + 4λ2 = 0 . (5.17)
From (5.17) we see that eφ always has a negative second order derivative. There
are two possibilities, either eφ is bounded on an interval, or it tends to some linear
function from below. The latter option is not possible however, as from (5.17) this
would imply that
1
2
(φ′)2 eφ + 4λ2 → 0 .
19We use the notation αmn = αm ∧ αn.
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By rescaling the y-coordinate, dy = e
1
2
φdt, we find that the equation reduces to
∂2t e
φ + 4λ2 eφ = 0 , (5.18)
with solution
eφ =
∣∣ cos (2λ(t− t0))∣∣ , (5.19)
where we have set an overall constant to one, so that φ0 = φ(t = t0) = 0. Similar
equations were discussed in [26]. The solution (5.19) is periodic, and discontinuous
at points where the cosine vanishes. The discontinuity leads to the following profile
for dH, where now d = dt ∂t + d6
dH = −4λ2
∑
n
δ
[
2λ(t− t0)− π
2
(1 + 2n)
]
dt ∧ Ω+0 , (5.20)
which suggest that there are sources localised along the t-direction at intervals of
∆t = π/2λ, while they wrap a trivial internal three-cycle, Poincare´ dual to the exact
form Ω+0.
Let us also comment on the scalar curvature close to the source. Write the
seven-dimensional metric as
ds27 = dy
2 + eφ(y)g0mndx
mdxn = eφ(t)
(
dt2 + g0mndx
mdxn
)
. (5.21)
Consider the metric in the near-source region, i.e.
t− t0 = π
4λ
+∆t , ∆t > 0 , (5.22)
for small enough ∆t. In this region the warp factor behaves like
eφ = sin (2λ∆t) = 2λ∆t+O(∆t2) . (5.23)
With this, we find the metric close to the source
ds27 = dy
2 + (3λy)2/3 ds20 . (5.24)
Computing the Ricci scalar, we find
R = 1
sin (2λ∆t)
(R0 + 24λ2 − 6 cot(2λ∆t)) , (5.25)
where R0 is the Ricci scalar of g0. This has the following pole expansion
R = − 3
4λ(∆t)3
+
R0 + 27λ2
2λ∆t
+O(∆t) . (5.26)
Any half-flat symplectic solution of this form will have this behaviour. In particular,
note that at some point close enough to the source the vacuum energy becomes
negative.
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We conclude with two comments: The solution of the system above is generically
not supersymmetric. The additional constraint (2.58), which leads to a supersym-
metric solution, in this case reduces to
−1
2
e−AΣ2 ∧ J ∧ J + Ω+ ∧ Σ3 = −i ∗ CΛ (5.27a)
Σ3 ∧ Ω− = 0 (5.27b)
e−AΣ2 ∧ Ω− = Σ3 ∧ J . (5.27c)
One may see that the “canonical” form of a seven-dimensional condensate Σ ∝ ϕ
will not work here. For instance, if we consider condensates of the form
Σ = aΩ0+ + bΩ0− + c dy ∧ P0 + d dy ∧ J0 , (5.28)
where a, b, c and d are y-dependent functions. From (5.27b) we see that we need
a = 0, while the closure condition on Σ gives
b dΩ0− + b
′ dy ∧ Ω0− − c dy ∧ dP0 = 0 , (5.29)
from which we get b = c = 0. Hence, the only type of supersymmetry preserving
solutions of this type are given by
Σ3 = 0 , Σ2 = d J0 . (5.30)
The value of CΛ is the determined through (5.27a).
Finally, let us return to the sources in (5.20). They clearly are of codimension
four, and one may be tempted to interpret them as NS5-branes localised along dt. It
would be interesting to be able to confirm this and to study the stability properties
of the soluton.
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A Heterotic Supergravity
The bosonic sector of heterotic supergravity consists of the metric g, the NS two-form
B, the dilaton φ and the E8 × E8 gauge-field A. The corresponding fermionic fields
are the graviton ψM , the dilatino λ and the gaugino χ. The action for the bosonic
sector is
S0 =
∫
M10
e−2φ
[
R+ 4∇Mφ∇Mφ− 1
12
HMNPH
MNP
− α
′
8
(
trFMNF
MN − trR−MNR−MN
) ]
, (A.1)
where the field strength H is defined as
H = dB +
α′
4
(
ωCS(A)− ωCS(∇−)
)
, (A.2)
and satisfies the Bianchi identity
dH =
α′
4
(
trF ∧ F − trR− ∧R−) . (A.3)
The derivatives ∇± have connection symbols given by
Γ±KL
M
= ΓLCKL
M ± 1
2
Hˆ MKL . (A.4)
The ten-dimensional bosonic equations of motion are
RMN + 2∇M∇Nφ− 1
2
HMHN − α
′
4
(
tr FMyFN − trR−MyR−N
)
= 0 +O(α′2)
(A.5a)
1
4
R+∇2φ− (∇φ)2 − 1
8
H2 − α
′
16
(
trF 2 − trR− 2
)
= 0 +O(α′2) (A.5b)
e2φ∇M
(
e−2φHMNP
)
= 0 +O(α′2) (A.5c)
e2φdA(e
−2φ ∗ F )− F ∧ ∗H = 0 +O(α′) , (A.5d)
where the symbol y denotes the contractions. In particular, given a p-form Ap and a
q-form B, we defined
AMyAN =
1
(p− 1)!AMM1..Mp−1A
MM1..Mp−1 (A.6a)
(AyB)Mp+1...Mq =
1
p!
AN1...NpBN1...NpMp+1...Mq (A.6b)
Since we are interested in solution respecting Poincare´ invariance, we will always
take the vacuum expectation value (vev) of individual fermions to vanish
〈ψM〉 = 〈χ〉 = 〈λ〉 = 0 , (A.7)
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so that the only relevant equations of motion are the bosonic ones.
The heterotic supersymmetry transformations with no fermionic bilinears are
δψM =∇Mǫ+ 1
8
HMNPΓ
NP ǫ+O(α′2) (A.8a)
δλ = −
√
2
4
[
/∂φ+
1
2
/H
]
+O(α′2) (A.8b)
δχ = − 1
2
√
2
/Fǫ+O(α′2) , (A.8c)
where /A denote the Clifford product
/A =
1
p!
AM1..MpΓ
M1..Mp , (A.9)
The connection Γ− in (A.4) is the bosonic part of an SO(9, 1) Yang-Mills gauge
supermultiplet (Γ−KL
M
, ψPQ), whose fermionic part is the supercovariant curvature
ψMN =∇+MψN −∇+NψM . (A.10)
The fields (Γ−KL
M
, ψPQ) are constructed so as to transform as a SO(9, 1) Yang-Mills
supermultiplet, modulo terms of O(α′). Since these fields only appear in the theory
at O(α′), the theory is supersymmetric modulo terms O(α′2). Note that this holds
even when including the higher order fermionic terms in the action [20].
B Conventions and G-structures in various dimensions
We Under the compactification
M10 =M10−d ×Xd , (B.1)
we use the following index conventions for our coordinates
10-dimensional = I, J,K, ..
d-dimensional = m,n, p, ..
(10-d)-dimensional = µ, ν, ρ, ..
For frame indices we will use A,B, ... in ten dimensions, α, β, ... and a, b, ... for 10−d
and d-dimensional quantities, respectively. We also take a moment to collect some
other conventions used. a p-form α is defined as
α =
1
p!
αm1..mpdx
m1..mp , (B.2)
with its Hodge dual given by
∗ α = 1
(d− p)! p!ǫn1..nd−pm1..mpα
m1..mpdxn1..nd−p . (B.3)
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We denote the contraction of a p-form α by a q-form β where (p > q) as
βyα =
1
(p− q)! q!β
m1..mqαm1..mpdx
mq+1..mp . (B.4)
Note that
∗ (α ∧ β) = αy ∗ β . (B.5)
With this, in the case of compact geometries the adjoint of the exterior derivative
and Laplacian read
d† = ∗d∗ , ∆ = d ∗ d ∗+ ∗ d ∗ d . (B.6)
B.1 G-structures in different dimensions
In this appendix we summarise the basic features of the G-structures we need in this
paper. These are G2 structures in seven dimensions and Spin(7) structures in eight
dimensions.
B.2 SU(3) structure in six dimensions
In compactification to four dimensions we consider the ten-dimensional metric takes
the form
ds210 = e
2∆(y)ds24 + ds
2
6 (B.7)
where ds26 is the metric on a compact six-dimensional manifold X6 and y denotes its
coordinates. For the ten-dimensional gamma-matrices we take the following decom-
position
Γµ = e∆γµ ⊗ 1
Γm = γ(4) ⊗ γm , (B.8)
where µ = 0, . . . , 3 and m = 1, . . . , 6 and γ(4) = iγ
0123 is the four-dimensional
chiral gamma. The six-dimensional gamma-matrices γm are hermitian and purely
imaginary and we define the six-dimensional chiral gamma as
γ(6) = −iγ123456 . (B.9)
Then ten-dimensional chiral gamma is
Γ(10) =
9∏
A=0
ΓA = γ(4) ⊗ γ(6) . (B.10)
We decompose the ten-dimensional Majorana-Weil spinor ǫ as
ǫ = eAζ+ ⊗ η+ + eAζ− ⊗ η− , (B.11)
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where ζ± are four-dimensional Weil spinors of positive and negative chirality, while
η± are six-dimensional Weil spinors of opposite chirality20
γ4ζ± = ±ζ± , γη± = ±η± . (B.12)
We assume that the spinor η+ is globally defined on X6 and hence defines an
SU(3)-structure. This is alternatively specified by the two globally-defined forms
Ωmnp = iη
†
−γmnpη+ (B.13a)
Jmn = −iη†+γmnη+ = iη†−γmnη− . (B.13b)
These satisfy the usual SU(3) structure relations21
∗ 1 = i
8
Ω ∧ Ω = −1
6
J ∧ J ∧ J , Ω ∧ J = 0 . (B.14)
We we also need the bilinears
η†±γmnpqη± = −3 J[mnJpq] (B.15a)
η†±γmnprstη+ = iη
†
±ǫmnprstγ(6)η+ . (B.15b)
We also have the following duality properties
∗Ω = iΩ , ∗Ω+ = −Ω− , ∗Ω− = Ω+ (B.16a)
∗J = −1
2
J ∧ J . (B.16b)
The exterior derivatives of the J and Ω can be decomposed into irreducible repre-
sentation of SU(3)
dJ =
3
2
Im(W1Ω) +W4 ∧ J +W3 (B.17a)
dΩ =W1 J ∧ J +W2 ∧ J +W 5 ∧ Ω . (B.17b)
where W1,W2,W3,W4 and W5 are the SU(3) torsion classes. Recall that W1 is a
complex singlet zero-form, W2 is a complex primitive two-form in the 8⊕ 8, W3 is a
real primitive (2, 1) plus (1, 2) form in 6⊕ 6, W4 is a real one-form in 3⊕ 3, and W5
is a complex one-form in 3⊕ 3.
20We choose the gamma matrices in such a way that (η+)
∗ = η−.
21Sometimes conventions are used where the volume form is ∗1 = 1
6
J3. This can be understood
as a redefinition J → −J .
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B.3 G2 structure in seven dimensions
In this section we recall our conventions for compactifications to three dimensions
M10 = M3 ×X7 , (B.18)
where M3 is maximally symmetric three-dimensional spacetime, and X is a seven-
dimensional possibly non-compact internal space. The space (B.18) is equipped with
the metric
ds2 = e2∆(y)ds23 + ds
2
7 . (B.19)
With this ansatz, the ten-dimensional gamma matrices decompose as22
Γµ = e
∆γµ ⊗ σ3 ⊗ 1
Γm = 1⊗ σ1 ⊗ γm , (B.21)
where µ = 0, 1, 2 and m = 1, . . . , 7. The three-dimensional gamma-matrices γµ
are real and the seven-dimensional matrices γm are chosen purely imaginary. The
matrices γµ and γm satisfy
γµνρ = ǫµνρ I(2) γ1...7 = iI(8) (B.22)
with ǫ012 = 1 and ǫ
012 = −1. Then ten-dimensional chirality operator is Γ(10) =
−I ⊗ σ2 ⊗ I(8).
The supersymmetry parameter ǫ has positive chirality in 10 dimensions and splits
as
ǫ = eA(y)ζ ⊗
(
1
−i
)
⊗ η , (B.23)
where η is a a globally defined spinor of unitary norm defining a G2-structure on X7.
The G2-structure can be also defined in terms of bilinears of η, namely a three-
form ϕ and dual four-form ψ = ∗ϕ which are G2 singlets. If we take the spinor η to
have norm one ϕ and ψ are given by
ϕmnp = −iη†γmnpη , ψmnpq = η†γmnpqη . (B.24)
The exterior derivatives of the G2 invariant forms can be decomposed into irre-
ducible representation of G2
dϕ = 3W7 ∧ ϕ+W1ψ + ∗W27 (B.25a)
dψ = 4W7 ∧ ψ + ∗W14 . (B.25b)
where {W1,W7,W14,W27} are the four G2 torsion classes and the boldface numbers
denote the various G2 representations. In particular W1 is a real scalar, W7 a real
vector, W14 and W27 is a symmetric, traceless tensor.
22Our conventions for the Pauli-matrices are
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (B.20)
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B.4 Spin(7) structure in eight dimensions
In eight-dimension a globally defined spinor η gives rise to a Spin(7) structure, whose
fundamental four-form is given by
Φαβγρ = η
†γαβγρη . (B.26)
The 16-dimensional spinors split into positive and negative chirality ones. If we
choose η to be of negative chirality, a basis for the space of positive chirality spinors
is given by γαη, while for the negative chirality ones we have
η , Παβ
7 γδγˆ
γδη . (B.27)
Παβ
7 γδ is the projector onto the representation 7 and is given by
Π7αβγδ =
1
8
(gαγgβδ − gαδgβγ − Φαβγδ) . (B.28)
Using the fundamental form one can decompose the action of all other gamma ma-
trices in terms of the spinorial basis [36]
γˆαβη = −1
6
Φαβγργˆ
γρη (B.29a)
γˆαβγη = Φραβγ γˆ
ρη (B.29b)
γˆαβγρη = Φαβγρη + Φ[αβγ
κγˆρ]κη (B.29c)
γˆαβγρκη = 5Φ[αβγργˆκ]η . (B.29d)
We will need to decompose Spin(7) into G2. The eight-dimensional gamma matrices
γˆα are given in terms of the seven-dimensional ones by
γˆi = σ2 ⊗ γi γˆ8 = −iσ1 ⊗ γ8 = σ1 ⊗ 1 , (B.30)
with i = 1, . . . , 7 and where we defined γ8 = −γ1 . . . γ7. Moreover, the fundamental
four-form decomposes as
Φ = ϕ ∧ dx8 + ψ , (B.31)
where ϕ is the fundamental three-form specifying the G2-structure, and x
8 is the
eight-dimensional special direction.
C Derivation of the supersymmetry conditions for G2 struc-
tures in seven dimensions
In this section we discuss how to derive the set of equations (4.8a)-(4.9c). For sim-
plicity of notation we define the combination
H± = H ± α
′
4
〈Σ〉 (C.1)
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whose non-trivial components are
H±mnp = Hmnp ∓
i
4
α′ΛΣmnp (C.2a)
H˜±µνρ = ǫµνρH˜
± = ǫµνρ(H˜ ± α
′
4
ΛC) . (C.2b)
Let us consider first the dilatino equation (2.2b). Splitting into three- and seven-
dimensional indices
Γm∂mφǫ+
1
2
H−mnpΓ
mnpǫ+
1
12
H−µνρΓ
µνρǫ = 0 , (C.3)
using the decompositions (B.21), (B.23) and (B.22), we can reduce it to an equation
on the internal space only(
/∂φ+
1
2
/H
− − i
2
e−3∆H˜−
)
η = 0 . (C.4)
Consider now the gravitino variation (2.2a). Choosing the frame
e AM =
{
e∆eµ
α(x) , em
a(y)
}
(C.5)
for the metric (4.1), it is straightforward to see that the spin-connection23
ωM
AB =
1
2
eN A
(
∂Me
B
N − ∂NeBM
)− 1
2
eN B
(
∂Me
A
N − ∂NeAM
)
− 1
2
eP AeQB (∂P eQC − ∂QeP C) eCM , (C.7)
has non-zero components
ωµ
αβ , ωµ
αb = e∆eµ
αenb∂n∆ , ωm
ab . (C.8)
Then, using (4.6), the M = µ component of the gravitino variation reduces to
δψµ = ∇µǫ+ 1
2
∂n∆ΓµΓnǫ+
1
8
H+µνρΓ
νρǫ− i α
′
96
ΛΣmnpΓ
mnpΓµǫ = 0 , (C.9)
where we used the properties of gamma matrices to reconstruct the tensor H+µνρ given
in (C.2a). The three-dimensional covariant derivative acts as
∇(3)µ ζ =
µ
2
γµζ . (C.10)
23We recall that the ten-dimensional Levi-Civita equation for a generic spinor ǫ is given by
∇M ǫ = ∂Mǫ+ 1
4
ωM
ABΓAB ǫ , (C.6)
where {A,B, ..} are ten-dimensional frame-indices.
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where −|µ|2 the Anti-de-Sitter scalar curvature. Plugging (C.10) (B.21), (B.23) in
(C.9), we find again a purely internal equation(
/∂∆+ iµ e−∆ − i
2
e−3∆H˜+ + i
α′
8
Λ/Σ
)
η = 0 . (C.11)
Similarly the M = m component of the gravitino equation can be written as
δψm = ∇mǫ+ 1
8
H+mnpΓ
npǫ− i α
′
96
ΛΣnpqΓ
npq
mǫ+
α′
96
〈Σµνρ〉ΓµνρΓmǫ = 0 , (C.12)
and using (B.21) and (B.23) together with (4.6) we find
∇mη + ∂mA+ 1
8
H+mnpγ
npη − i α
′
96
ΛΣnpqγ
npq
mη + i
α′
16
CΛγmη = 0 . (C.13)
Notice that combining (C.13) with the condition that η has unit norm we find
0 = ∇m(η†η) = −2∂mA+ i α
′
48
ΛΣnpqψ
npq
m , (C.14)
where ψ is the G2 structure four-form (B.24), and we used the fact that Σmnp is
purely imaginary while Λ is real.
It is convenient to rewrite the equations (C.4), (C.11) and (C.13) as a set of con-
ditions on the forms ϕ and ψ defining the G2 structure. The procedure is standard:
multiplying each equation by η†γm, η†γmn up to η†γmnpq gives a set of equations for
ϕ and ψ. For the dilatino equation (C.4) we obtain the following set of equations
e−3∆H˜− =
1
3!
H−mnpϕ
mnp (C.15a)
∂mφ =
1
12
H−npqψ
npq
m (C.15b)
∂[qφψrstu] = H
−
m[qr ψstu]
m (C.15c)
4∂[mφϕnpr] =
1
2
(∗H−)
mnpr
− 3H−w[mn ϕpr]w −
1
2
e−3∆H˜−ψmnpr . (C.15d)
The last two equations are not independent, they can be obtained from the first two
using the properties of the G2 structure forms. We give them since we will need
them to simply expressions later on. More importantly, it should be stressed that
that these equations contain only information about the 1 and 7 representations of
the G2-structure.
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The external gravitino (C.11) gives(
−2µ e−∆ + e−3∆H˜+
)
= i
α′
24
ΛΣmnpϕ
mnp (C.16a)
∂m∆ = i
α′
48
ΛΣnpqψ
npq
m (C.16b)
∂[m∆ψnpqr] = i
α′
4
ΛΣs[mn ψpqr]
s (C.16c)
4∂[m∆ϕnpq] = −i3
4
α′ΛΣr[mn ϕpq]r + i
α′
8
Λ (∗Σ)mnpq
−1
2
(
e−3∆H˜+ − 2µ e−∆
)
ψmnpq . (C.16d)
As before, the last two equations are redundant, but we include them since we will
use them to simplify later expressions.
From (C.16b) it follows immediately that, in order to allow for a non-zero conden-
sate, the warp factor need not be constant ∂m∆ 6= 0. Moreover, combining (C.16b)
and (C.14) we find
dA =
1
2
d∆ . (C.17)
Using equation (C.13), together with the dilatino equations (C.15a)-(C.15d), and
the external gravitino (C.16a)-(C.16d) we find that
dϕ = (2dφ− 3d∆) ∧ ϕ− (∗H − iα
′
2
∗ (ΛΣ)) + (2µ e−∆)ψ (C.18a)
dψ = (2dφ− 2d∆) ∧ ψ . (C.18b)
D Derivation of the supersymmetry conditions for SU(3)-
structures in six dimensions
In this section we derive the set of equations (3.8a)-(3.8c). We use the conventions
appendix B.2 for gamma matrices, spinors and SU(3) structure. Splitting into four
and six-dimensional indices the supersymmetry variations (2.2a)-(2.2c) reduce to
∇µǫ+ 1
2
Γµ∂m∆Γ
mǫ+
α′
96
〈Σ〉mnpΓmnpΓµǫ = 0 (D.1a)
∇mǫ+ 1
8
HmnpΓ
npǫ+
α′
96
〈Σ〉rstΓrstΓmǫ = 0 (D.1b)(
Γm∂mφ+
1
12
HmnpΓ
mnp − α
′
48
〈Σ〉mnpΓmnp
)
ǫ = 0 . (D.1c)
The only non-trivial components of the three-form flux H and the gaugino three-
form Σ are purely internal and we define
H±mnp = Hmnp ±
α′
4
〈Σmnp〉 . (D.2)
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Consider first the external gravitino (D.1a). The ten-dimensional spin connection
decomposes as in (C.8) and the four-dimensional covariant derivative is
∇(4)µ ζ+ =
µ
2
γµζ− , (D.3)
where µ is a complex parameter related and the cosmological constant is equal to
−|µ|2. ζ+ is the four-dimensional susy parameter in (B.11). Using the splittings
(B.8) the equation reduces to
µ e−∆ η+ − /∂∆η− + α
′
8
〈/Σ〉η− = 0 . (D.4)
Multiplying (D.4) by η†+ we find
µe−∆ = i
α′
8
〈Σ〉yΩ , (D.5)
while multiplying by η†−γr and taking the real part gives
∂m∆ =
α′
16
〈Σ〉rstJ[rsJtm] , (D.6)
which can also be written as
α′
4
∗ 〈Σ〉 ∧ J = d∆ ∧ J ∧ J . (D.7)
This exhausts the set of independent equations that can be derived from (D.1a). It is
however useful to consider the equation obtained multiplying (D.4) by η†−γmnp (and
taking the real real part) and by η†+γmnpq
3α′
8
〈Σ〉t[mnJp]t =
α′
8
(∗〈Σ〉)mnp + e−∆Re (µΩmnp)− 3∂[m∆ Jnp] , (D.8a)
−3α
′
8
〈Σ〉s[mnΩpq]s = −2∂[m∆Ωnpq] − i
3
2
e−∆µJ[mnJpq] . (D.8b)
With the splitting (B.8) and (B.11) the dilatino equation (D.1c) becomes(
/∂φ+
1
2
/H
−
)
η+ = 0 . (D.9)
As for the external gravitino, we can derive form equations by multiplying by the
basis spinors η†−, η
†
+γm
H−yΩ = 0 , (D.10a)
∂mφ = −1
4
H−rstJ[rsJtm] . (D.10b)
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The second equation can also be written as
∗H− ∧ J = −J ∧ J ∧ dφ . (D.11)
Moreover multiplying (D.9) by η†+γmnp and η
†
−γmnpq we find the two additional equa-
tions
H−t[mnJp]t = 2∂[mφ Jnp] +
1
3
(∗H−)
mnp
, (D.12a)
3
2
H−s[mnΩpq]s = −2∂[mφΩnpq] . (D.12b)
We now turn to the internal gravitino equation, which reduces to
∇mη+ + ∂mAη+ + 1
8
H+mnpγ
npη+ +
α′
96
〈Σ〉rstγrstmη+ = 0 . (D.13)
As in the seven dimensional case, we insist that the internal spinors are normalised
unit norm, from which it follows that
0 = ∇m
(
η†+η+
)
= −2∂mA + α
′
16
〈Σ〉rstJrsJ tm . (D.14)
Using this and (D.6), we find
d∆ = 2dA . (D.15)
We can use (D.13) and the definitions (B.13b) and (B.13a) to compute the ex-
terior derivatives of J and Ω. For the J we find
∇[pJmn] = −∂[p∆ Jmn] +H+t[mnJp]t −
α′
8
〈Σ〉t[mnJp]t +
α′
8
(∗〈Σ〉)mnp . (D.16)
Using (D.8a) and (D.12a), (D.16) reduces to
dJ = (2dφ− 4d∆) ∧ J + ∗H + 3 e−∆Re (µΩ) , (D.17)
where H = H + α
′
2
〈Σ〉
We next compute the exterior derivative of Ω to find
∇[mΩnpq] = −∂[m∆Ωnpq] − 3
2
H−s[mnΩpq]s − 3α
′
8
〈Σ〉s[mnΩpq]s , (D.18)
which using (D.8b) and (D.12b) becomes
dΩ = (2dφ− 3d∆) ∧ Ω− ie−∆ µJ ∧ J . (D.19)
Note that equations (D.10a) can be derived by contracting (D.17) with Ω and
using (D.5) and (D.19). Furthermore, by wedging (D.17) with J and using (D.7)
and (D.11) we find
J ∧ dJ = (dφ− d∆) ∧ J ∧ J . (D.20)
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To summarise, the set of indepentent four dimensional BPS equations are
µe−∆ = i
α′
8
〈Σ〉yΩ , (D.21)
with the differential conditions
α′
4
∗ 〈Σ〉 ∧ J = d∆ ∧ J ∧ J (D.22a)
J ∧ dJ = (dφ− d∆) ∧ J ∧ J (D.22b)
dJ = (2dφ− 4d∆) ∧ J + ∗H + 3 e−∆Re (µΩ) (D.22c)
dΩ = (2dφ− 3d∆) ∧ Ω− ie−∆ µJ ∧ J . (D.22d)
References
[1] J. Derendinger, L. Ibez, and H. Nilles, On the low energy d = 4, n = 1 supergravity
theory extracted from the d = 10, n = 1 superstring, Physics Letters B 155 (1985),
no. 12 65 – 70.
[2] M. Dine, R. Rohm, N. Seiberg, and E. Witten, Gluino Condensation in Superstring
Models, Phys. Lett. B156 (1985) 55.
[3] J. Derendinger, L. Ibaez, and H. Nilles, On the low-energy limit of superstring
theories, Nuclear Physics B 267 (1986), no. 2 365 – 414.
[4] H. P. Nilles, Dynamically broken supergravity and the hierarchy problem, Physics
Letters B 115 (1982), no. 3 193 – 196.
[5] M. Duff and C. Orzalesi, The cosmological constant in spontaneously compactified
d=11 supergravity, Physics Letters B 122 (1983), no. 1 37 – 40.
[6] S. Ferrara, L. Girardello, and H. Nilles, Breakdown of local supersymmetry through
gauge fermion condensates, Physics Letters B 125 (1983), no. 6 457 – 460.
[7] G. Lopes Cardoso, G. Curio, G. Dall’Agata, and D. Lust, Heterotic string theory on
nonKahler manifolds with H flux and gaugino condensate, Fortsch. Phys. 52 (2004)
483–488, [hep-th/0310021].
[8] A. R. Frey and M. Lippert, AdS strings with torsion: Non-complex heterotic
compactifications, Phys. Rev. D72 (2005) 126001, [hep-th/0507202].
[9] P. Manousselis, N. Prezas, and G. Zoupanos, Supersymmetric compactifications of
heterotic strings with fluxes and condensates, Nucl. Phys. B739 (2006) 85–105,
[hep-th/0511122].
[10] J. P. Derendinger, C. Kounnas, and P. M. Petropoulos, Fluxes, gaugings and
gaugino condensates, J. Phys. Conf. Ser. 53 (2006) 611–620, [hep-th/0602111].
[11] V. Lowen, H. P. Nilles, and A. Zanzi, Gaugino Condensation with a Doubly
Suppressed Gravitino Mass, Phys. Rev. D78 (2008) 046002, [arXiv:0804.3913].
– 41 –
[12] J. Held, D. Lust, F. Marchesano, and L. Martucci, DWSB in heterotic flux
compactifications, JHEP 1006 (2010) 090, [arXiv:1004.0867].
[13] O. Lechtenfeld, C. Nolle, and A. D. Popov, Heterotic compactifications on nearly
Kahler manifolds, JHEP 09 (2010) 074, [arXiv:1007.0236].
[14] A. Chatzistavrakidis, O. Lechtenfeld, and A. D. Popov, Nearly Ka´hler heterotic
compactifications with fermion condensates, JHEP 04 (2012) 114,
[arXiv:1202.1278].
[15] M. Klaput, A. Lukas, C. Matti, and E. E. Svanes, Moduli Stabilising in Heterotic
Nearly Ka¨hler Compactifications, arXiv:1210.5933.
[16] K.-P. Gemmer and O. Lechtenfeld, Heterotic G2-manifold compactifications with
fluxes and fermionic condensates, JHEP 11 (2013) 182, [arXiv:1308.1955].
[17] C. Quigley, Gaugino Condensation and the Cosmological Constant, JHEP 06 (2015)
104, [arXiv:1504.0065].
[18] E. Bergshoeff and M. de Roo, The quartic effective action of the heterotic string and
supersymmetry, Nucl.Phys. B328 (1989) 439.
[19] A. Coimbra, R. Minasian, H. Triendl, and D. Waldram, Generalised geometry for
string corrections, JHEP 11 (2014) 160, [arXiv:1407.7542].
[20] E. Bergshoeff and M. de Roo, The quartic effective action of the heterotic string and
supersymmetry, Nuclear Physics B 328 (1989), no. 2 439 – 468.
[21] J. P. Gauntlett, D. Martelli, S. Pakis, and D. Waldram, G structures and wrapped
NS5-branes, Commun.Math.Phys. 247 (2004) 421–445, [hep-th/0205050].
[22] D. Lust, F. Marchesano, L. Martucci, and D. Tsimpis, Generalized
non-supersymmetric flux vacua, JHEP 11 (2008) 021, [arXiv:0807.4540].
[23] A. Tomasiello, Generalized structures of ten-dimensional supersymmetric solutions,
JHEP 1203 (2012) 073, [arXiv:1109.2603].
[24] S. Giusto, L. Martucci, M. Petrini, and R. Russo, 6D microstate geometries from
10D structures, Nucl. Phys. B876 (2013) 509–555, [arXiv:1306.1745].
[25] M. Ferna´ndez and L. Ugarte, Dolbeault cohomology for g2-manifolds, Geometriae
Dedicata 70 (1998), no. 1 57–86.
[26] X. de la Ossa, M. Larfors, and E. E. Svanes, Exploring SU(3) Structure Moduli
Spaces with Integrable G2 Structures, arXiv:1409.7539.
[27] X. de la Ossa, M. Larfors, and E. E. Svanes, Infinitesimal moduli of G2 holonomy
manifolds with instanton bundles, JHEP 11 (2016) 016, [arXiv:1607.0347].
[28] A. Lukas and C. Matti, G-structures and Domain Walls in Heterotic Theories,
JHEP 1101 (2011) 151, [arXiv:1005.5302].
[29] M. Klaput, A. Lukas, and C. Matti, Bundles over Nearly-Ka¨hler Homogeneous
Spaces in Heterotic String Theory, JHEP 1109 (2011) 100, [arXiv:1107.3573].
– 42 –
[30] J. Gray, M. Larfors, and D. Lust, Heterotic domain wall solutions and SU(3)
structure manifolds, arXiv:1205.6208.
[31] M. Klaput, A. Lukas, and E. E. Svanes, Heterotic Calabi-Yau Compactifications with
Flux, JHEP 09 (2013) 034, [arXiv:1305.0594].
[32] T. Maxfield and S. Sethi, Domain Walls, Triples and Acceleration, JHEP 08 (2014)
066, [arXiv:1404.2564].
[33] A. S. Haupt, O. Lechtenfeld, and E. T. Musaev, Order α′ heterotic domain walls
with warped nearly Ka¨hler geometry, arXiv:1409.0548.
[34] A. Tomassini and L. Vezzoni, On symplectic half-flat manifolds, manuscripta
mathematica 125 (2008), no. 4 515–530.
[35] M. Ferna´ndez and A. Gray, Compact symplectic solvmanifolds not admitting complex
structures, Geometriae Dedicata 34 (1990), no. 3 295–299.
[36] M. Marino, R. Minasian, G. W. Moore, and A. Strominger, Nonlinear instantons
from supersymmetric p-branes, JHEP 01 (2000) 005, [hep-th/9911206].
– 43 –
