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Abstract. Many skeletonisation algorithms for discrete volumes have
been proposed. Despite its simplicity, the one given here still has many
theoretically favorable properties. Actually, it provides a connected sur-
face skeleton that allows shapes to be reconstructed with bounded error.
It is based on the application of directional erosions, while retaining those
voxels that introduce disconnections. This strategy is proved to be spe-
cially well-suited for extreme vertex encoded volumes, leading to a fast
thinning algorithm.
Keywords: 3D surface skeleton, mathematical morphology, extreme ver-
tex encoding.
1 Introduction
The computation of three-dimensional skeletons is a fundamental tool for an
increasing number of applications related to shape matching and tracking, virtual
navigation, shape abstraction, animation control, growth modelling, analysis of
symmetries, path planning, feature recognition, etc. Actually, the skeleton of a
solid has been proposed as an alternative to its boundary or constructive solid
model because it provides a complete representation [6].
The word skeleton is usually understood in 2D to mean the medial axis of
a given shape. The medial surface of a 3D solid is deﬁned similarly to its 2D
counterpart: it is the set of the centers of all inscribed spheres of maximal radius.
The computation of the medial surface for arbitrary solids is a complex problem.
Herein we concentrate ourselves in the computation of skeletons of discrete solids,
i.e. objects described in terms of sets of voxels. When working in a discrete space,
spheres must be necessarily approximated and, as a consequence, the concept
of skeleton should be redeﬁned. Then, 3D discrete skeletons are approximations
of the medial surface. In any case, the three common required properties for
any of these approximations are [15]: (a) it should have no interior (thinness);
(b) it must be homotopic to the object it corresponds to, i.e. it must preserve
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26-neighbor connectedness for the foreground and 6-neighbor connectedness for
the background (connectedness); and (c) it must retain suﬃcient information
to reconstruct the original object (reconstructability). Other interesting criteria
for some applications have been recently introduced [17], but it is important
to realize that in the discrete space all these requirements become mutually
incompatible [7], and, as a consequence, practical skeletonisation methods are
invariably a compromise between them.
Although other alternatives are possible [17], two main methods to obtain
skeletons in discrete spaces have been proposed: methods based on thinning and
methods based on distance transforms. Thinning methods produce skeletons by
iteratively deleting voxels from the boundary of the solid. The deletion of a voxel
can be in a sequential algorithm or parallel one. Each iteration of sequential
algorithms consists, in general, of three steps: (1) identify all border voxels, and
label them with the iteration number; (2) inspect all voxels labelled with the
current iteration number, and mark those that cannot be removed in order to
preserve the shape of the original solid; and (3) remove all unmarked border
voxels. An example of algorithm using this technique can be found in [12]. The
methods based on distance transforms ﬁrst convert the volume, which consists
of object (foreground) and non-object (background) voxels, into an object where
every object voxel has the value corresponding to the minimum distance to the
background. Diﬀerent types of metrics for discrete solids are used, aiming at
approximating the euclidean distance so that rotation-invariance is attained to
some extend. Then, the ridges of the induced scalar ﬁeld constitute the skeleton.
In general, these algorithms are not iterative, so that the skeleton is produced in
a ﬁxed number of passes through the solid. An example of algorithm using this
technique can be found in [11].
The procedure proposed here can be outlined as follows. Those voxels whose
deletion by a directional erosion might destroy the connectedness are retained
and classiﬁed as gaps, then the region is eroded and the corresponding resid-
uals computed. Gaps and residuals are retained in the solid, and this process
is repeated until no progress is made. This approach satisﬁes the requirements
given above in the following order of priority: connectedness, thinness and recon-
structability. The preservation of the connectivity is the essential condition for
the skeleton in order to extract the shape of the original solid. In our case, shapes
can be nearly reconstructed with an error bounded to one voxel. This strategy
was ﬁrst introduced in [7] for 2D objects. A similar approach has recently been
presented in [12], but using the classical template-based thinning approach. In
our case, we avoid this explicit use of templates by reducing all the steps of the
presented algorithm to boolean operations between solids.
This paper is structured as follows. In order to make it as self-contained
as possible, the required morphological operations, as well as the concepts of
residuals and gaps associated with directional erosions, are introduced in Section
2. The skeletonisation algorithm is presented in Section 3. The adopted spatial
encoding and how boolean operations can be performed between encoded objects
is described in Section 4. The results, showing how this encoding improves the
performance of the algorithm are detailed in Section 5.
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Fig. 1. Numbering assignment to the 26 neighbors of a voxel.
2 Background
Let Z3 be the discrete space. Let X ⊂ Z3 be a 3D solid. Let X¯ = Z3\X denote
the background of X. The connectivity used herein is (26,6)-connectivity, which
means 26-connectivity for the solid and 6-connectivity for the background. Each
of the 26 neighbors of a voxel in the solid deﬁnes a vector which will be numbered
as shown in ﬁgure 1.
The erosion of X using the structuring element B is deﬁned as X  B =
{y|∀b ∈ B, y+b ∈ X}, its dilation using the same structuring element as X⊕B =
{y|y = x + b, x ∈ X, b ∈ B}, and its opening as XoB = ((X  B) ⊕ B).
The residual, X⊥B, is the set made of those voxels in X which do not belong
to its opening using the structuring element B, that is, X⊥B = X\(XoB).
If Xb denotes the translation of X in the direction associated with b ∈ B,
then it can be shown that X  B = ⋂b∈B X−b. In other words, this erosion can
be accomplished by taking the intersection of all the translates of X, where the
shifts in the translates are the negated members of B, seen as vectors.
An especially interesting case for B is that in which B consists of two voxels,
where one is centered in the origin. Then, the erosion of X using B can be
computed simply by X  B = X ∩ X−b, and its opening by XoB = (X ∩
X−b) ∪ (X ∩ X−b)b. Since (B1  B2)  B3 = B1  (B2 ⊕ B3), then, if B =
B1⊕B2⊕· · ·⊕Bk, one concludes that XB = (. . . [(X  B1)  B2]  · · ·  Bk).
Thus, if a structuring element can be broken down to a chain of dilations of
smaller substructuring elements, the desired operation may be performed as a
sequence of suboperations.
As a ﬁrst approximation, a skeleton can be deﬁned as the set of all the
residuals of the successive erosions of X, using the following simple algorithm:
algorithm T1;
input: X;
output: S;
S ← ∅;
while X = ∅
E ← X  B;
S ← S ∪ (X\(E ⊕ B);
X ← E;
endwhile;
end.
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Now, let us assume that B is a centered 3x3x3 cubic structuring element
which can be broken down into a chain of 6 dilations of two-voxel elements in
the directions 0, 2, 4, 6, 8, and 10. Then, the above algorithm can be rewritten
as follows:
algorithm T2;
input: X;
output: S;
S ← ∅;
while X = ∅
E ← X ∩ X0 ∩ X2 ∩ X4 ∩ X6 ∩ X8 ∩ X10;
S ← S ∪ (X\(E ∪ E4 ∪ E2 ∪ E8 ∪ E0 ∪ E6 ∪ E10));
X ← E;
endwhile;
end.
The main advantage of this algorithm over T1 is that it only involves direc-
tional erosions and dilations along the coordinate axes. Although the skeleton
that it obtains allows to entirely reconstruct the initial shape by simply dilating
each voxel of the result (according to the iteration in which it was obtained),
it is neither thin nor connectivity preserving. The ﬁrst drawback can be easily
overcome as follows:
algorithm T3;
input: X;
output: S;
S ← ∅;
A ← ∅;
while X = ∅
/* directional erosion along y+ */
E ← X ∩ X0;
A ← A ∪ (X\(E ∪ E4));
X ← E;
/* repeat for directions z+, x+, y-, z-, and x- */
...
S ← S + A;
endwhile;
end.
Now, since residuals are independently thin (they are obtained from single
directional erosions), the obtained skeleton is thin. As a counterpart, the original
shape can only be nearly reconstructed but, as it has already been pointed out,
thinness and reconstructability are mutually incompatible goals. Then, shapes
can be nearly reconstructed with an error, in our case, bounded to one voxel.
In order to overcome the remaining drawback (connectivity) we ﬁrst intro-
duce the concept of directional gaps. Those voxels required to ensure connectivity
in the ﬁnal skeleton and not included in the medial surface computed by algo-
rithm T3, will be part of a set of disjoint regions that we call gaps. Contrarily
to what one might expect, when considering only directional erosions, gaps can
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be easily computed. For example, the directional gap of a binary region X in
direction y+ can be obtained by computing:
(X\X0) ∩ ((X7\X6) ∪ (X1\X2) ∪ (X20\X16) ∪ (X22\X17)
∩ (X21\X14) ∪ (X23\X15) ∪ (X12\X10) ∪ (X9\X8)) .
(1)
y
z
x
Fig. 2. Gaps.
This boolean formula detects the voxel con-
ﬁgurations shown in ﬁgure 2 and all its π/2 ro-
tated versions around the y axis. While grey
cubes correspond to points in the foreground,
transparent ones correspond to those in the
background.
Gaps along the other coordinate axes, ei-
ther in positive or negative directions, can anal-
ogously be obtained. The above expression is ob-
tained as a generalization of the two-dimensional
case. It is worth noting that the concept of gaps, ﬁrst introduced in [7], is closely
related to the set of β templates presented in [12].
3 The Thinning Algorithm
The motivation behind our thinning algorithm is seen as follows. First those
voxels whose deletion by a directional erosion might destroy the connectedness
are retained and classiﬁed as gaps, then the region is eﬀectively eroded and
the corresponding residual computed. Gaps and residuals are removed from the
solid in order to concentrate the thinning eﬀort on the thick region. Iterations
continue until the solid becomes empty. The following algorithm in pseudo-code
implements this procedure.
algorithm T4
input: X;
output: S; /* skeleton of X*/
S ← ∅;
L ← ∅;
do
/* erosion along y+ */
I ← ∅; /* increment of skeleton */
G ← (X\X0) ∩ [(X7\X6) ∪ (X1\X2) ∪ · · · ∪ (X9\X8)]; /* gap */
E ← X ∩ X0; /* eroded solid */
R ← X\ (E ∪ E4); /* residual */
I ← I ∪ R ∪ G;
X ← E ∪ I;
/* repeat for directions z+, x+, y-, z-, and x- */
. . .
X ← X\L;
S ← S ∪ L;
L ← I\L;
until (X == ∅);
end.
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Fig. 3. Result of the application of T3 (b), and T4 (c) on the solid in (a). The input
solid is shown in wireframe.
Note that the number of iterations is exactly half the 1-1-1 maximum thick-
ness of the volume. This is perhaps the simplest thinning algorithm directly
expressed in terms of boolean operations that provides a connected single-pixel-
in-width well-centered homotopic skeleton.
Figure 3 shows a solid and the obtained skeletons using algorithms T3 and
T4. The thinning action of T3 causes clear topological changes. The introduction
of gaps by T4 ﬁxes the problem. Moreover, it avoids the explicit consideration
of a huge number of 3D templates, characterizing deletable voxels.
Finally, it is worth to highlight three properties of the proposed algorithm.
First, each pixel of the skeleton can be labelled with its 1-1-1 distance to its
nearest volume border by storing the iteration in which it was obtained. Sec-
ond, the iterations continue until a volume becomes empty, which is faster than
detecting idempotence. Third, the thinning eﬀort is concentrated on the thick
volume; in other words once a thin volume is obtained, it is removed from the
image and hence it is no longer considered. This is of interest when processing
spatially-encoded objects, as described in the next section.
4 Extreme Vertex Encoding
Any subset of Z3 is geometrically analogue to an orthogonal pseudo-polyhedron
(OPP), that is, a polyhedron with all its faces oriented according to the three
orthogonal coordinate axes and with a non-manifold boundary [9]. Figure 4(a)
shows an OPP with seven non-manifold vertices and three non-manifold edges.
Let P be an OPP and Πc a plane whose normal is parallel, without loss
of generality, to the X axis, intersecting it at x = c, where c ranges from −∞
to ∞. Then, this plane sweeps the whole space as c varies within its range,
intersecting P at some intervals. Let us assume that this intersection changes at
c = c1, . . . , cn. More formally, P ∩ Πci−δ 
= P ∩ Πci+δ, i = 1, . . . , n, where δ is
an arbitrarily small quantity. Then, Ci(P ) = P ∩ Πci is called a cut of P and
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Fig. 4. (a) An OPP with three non-manifold edges and seven non-manifold vertices.
(b) A brink from vertex A to vertex E where cuts and sections perpendicular to
the X axis are shown in dark and light grey, respectively. (c) Forward and backward
diﬀerences in black and light grey, respectively.
Si(P ) = P ∩ Πcs , ci < cs < ci+1, is called a section of P . Figure 4(b) shows an
OPP with its cuts and sections perpendicular to the X axis.
Since we work with bounded regions, S0(P ) = P ∩ Π−∞ = ∅ and Sn(P ) =
P ∩ Π∞ = ∅, n being the total number of cuts along a given coordinate axis.
The concept of cuts and sections can be extended to pseudopolygons. Hence,
we can compute the cuts and sections of Ci(P ) by intersecting it with a sweeping
line. Each resulting 1D cut is, in general, a set of disjoint segments. Each of these
segments is called a brink. Actually, a brink is a maximal uninterrupted segment
built out of a sequence of collinear edges of P . The ending vertices of a brink
are called extreme vertices. Figure 4(b) shows an OPP with a brink going from
vertex A to vertex E and traversing the non-extreme vertices B, C and D.
The organization of extreme vertices of an OPP in terms of all its brinks
parallel to a given coordinate axis, then in terms of 1D cuts and, ﬁnally, in
terms of 2D cuts is called an extreme vertex encoding [2]. This codiﬁcation can
obviously be done in six diﬀerent possible ways depending on the chosen sequence
of coordinate axis: XYZ, XZY, YXZ, YZX, ZXY, or ZYX. For example, in an
XYZ ordering, the 2D cuts are perpendicular to the X axis and ordered from
low to high x values and, for each of them, the 1D cuts are parallel to the Y axis
and ordered from low to high y values.
Sections can be computed from cuts and vice versa by noting that:
Si(P ) = Si−1(P ) ⊗ Ci(P ), and Ci(P ) = Si−1(P ) ⊗ Si(P ),
for i = 1 . . . n, where ⊗ denotes the regularized XOR operation. Applying the
deﬁnition of ⊗ in the above expression for Ci, we get
Ci(P ) = Si−1(P ) ⊗ Si(P ) = (Si−1(P )\Si(P )) ∪ (Si(P )\Si−1(P )),
for i = 1 . . . n. As a consequence, we can decompose any cut into two terms
named forward diﬀerence and backward diﬀerence deﬁned as Fi(P ) = Si−1(P )\
Si(P ) and Bi(P ) = Si(P )\Si−1(P ), respectively. Figure 4(c) shows an OPP with
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its sections perpendicular to the X axis, together with the corresponding forward
and backward diﬀerences. It can be checked that Fi(P ) and Bi(P ) coincide with
sets of faces of P with normals pointing forward and backward, respectively.
This guarantees that the correct orientation of all faces of P can be obtained
from its extreme vertex encoding. This together with the fact that sections can
be computed from cuts allows to prove the completeness of this codiﬁcation
as a boundary model [3], [4]. Moreover, its eﬃciency in terms of memory re-
quirements, compared to that of the semiboundary representation [16], which
is usually considered as the most eﬃcient block-form representation, has been
shown to be clearly favorable [1].
Arbitrary boolean operations between OPPs can be carried out by applying
recursively the same operation over the corresponding OPP sections which can
be reduced to XOR operations between the extreme vertex encodings of both
operands [2].
The computation of gaps in algorithm T4 consists of successive boolean op-
erations between the input object, X, and a displaced version of itself, Xd,
d = 1, . . . , 25. The direct implementation of these operations requires comput-
ing the extreme vertex encoding of all possibly displaced operands. For example
computing expression (1) would require computing 17 extreme vertex encodings.
Fortunately, this can be avoided so that displacements of an object are taken
into account, introducing the proper indices, directly when operating with them.
In practice this means that a directional erosion or dilation takes the same time
as an AND or OR operation.
5 Results and Conclusions
The above algorithms have been implemented in C on a Sun Ultra2-2200 work-
station with one processor running at 360 Mhz and 4 Mbytes of cache memory.
It has been criticized that in many papers on skeletonisation of solid objects the
only given examples are tiny test images, which makes it diﬃcult to understand
what would be the results for reasonable sized real objects [5]. In our case, T4
has been tested on 3-D images obtained using a CAT device. Figure 5 shows
the result for a human vertebra. Before skeletonisation, it contains 22263 voxels.
The memory required to store it using its extreme vertex encoding is 26 Kbytes,
instead of 59 Kbytes required by the semiboundary codiﬁcation. The total num-
ber of extreme vertices for this model is 6028, that is, 3014 brinks. The skeleton
is computed in 1004 seconds if the codiﬁcations of the shifted objects are explic-
itly computed before operating with them. This time drops to 399 seconds when
these computations are avoided. Table 1 shows the evolution of the processing
time for each iteration using both approaches in separated columns. Note the
reduction in the time required for each iteration thanks to the adopted incre-
mental strategy that concentrates the computational eﬀort in the thick regions.
The last column of Table 1 gives an idea of the complexity of these thick regions
in terms of their total number of brinks before the corresponding iteration. The
resulting skeleton contains 6059 voxels, encoded using 3387 brinks.
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Fig. 5. Top-left: A voxel model of a human vertebra. Top-right: its skeleton, overlaid
on the original voxel model (in wireframe). As a rule of thumb, we can think of darker
areas as corresponding to places where the erosion is deeper. Bottom: zoom-in on three
selected areas.
Table 1.
Iteration t1 t2 Brinks
1 274 108 6028
2 329 132 5814
3 253 98 4174
4 101 41 1798
5 34 13 628
6 12 5 216
7 4 2 78
Total 1007 399
We have presented an skeletonisation algorithm fully described using only
diﬀerences, unions and intersections of possibly shifted solids. It has been shown
how the eﬃciency of the algorithm can be greatly improved and its memory
requirements dramatically reduced by using extreme vertex encoded solids. The
enormous algorithmic diﬃculties caused when working at a voxel level due to
the identiﬁcation of all removable voxels using large look-up tables – as standard
thinning algorithms usually do – are thus avoided. Thanks to this fact, it can
be applied – contrarily to all other alternative algorithms – to other solid rep-
resentations, as long as they allow the easy computation of regularized boolean
operations.
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