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Starting from the well-known transformation law for the Klein
functions, we give a proof of a fairly general multiplicative
distribution formula for the Siegel functions associated to isogenous
complex lattices. This formula has as an immediate consequence
the remarkable distribution formula proved by Jarvis in 2000 on
the occasion of Rolshausen’s thesis on the second K -group of an
elliptic curve.
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In 2000, Jarvis gave two different proofs of a distribution formula (see Theorem 3.10 below) for
the Siegel functions on certain divisors of elliptic curves [5,6]. Some years before, a particular instance
of this formula had played a crucial role in Rolshausen’s thesis on the second K -group of an elliptic
curve [10].
At the origin of this paper is the desire to understand properly that intriguing formula and to
ﬁnd eventually a third proof of it, as elementary and as close to other classical known distribution
formulas—such as those explained for example in the book of Kubert and Lang [8]—as possible. In-
deed, we prove here a fairly general distribution formula for the Siegel functions on divisors of the
complex numbers that gives rise naturally to Jarvis’ formula when one descends to elliptic curves.
Our proof for this general distribution formula for the Siegel functions is directly based on the trans-
formation law for the Klein functions, a law that was probably already known to Klein himself.
As mentioned above, the formula of Jarvis was important in the method developed in the work
of Rolshausen and Schappacher [11] to systematically produce elements of the second K -group of an
elliptic curve E from certain divisors on E , in the spirit of the elliptic analogue of Zagier’s polyloga-
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1100 E.J. Gómez Ayala / Journal of Number Theory 129 (2009) 1099–1121rithm conjecture [13]. Actually, the authors of this work point out, in connection with Jarvis’ formula,
that the direct proof of this distribution relation is somewhat nontrivial [11, 3.5].
Jarvis’ ﬁrst proof of the formula [5] generalizes a proof due to Coates and Taylor appearing in an
appendix to [2], while the second one [6] consists chieﬂy in explicit calculations with q-expansions. In
our proof, we have avoided altogether subtle considerations about endomorphisms of elliptic curves
as well as the handling of complicated analytic expressions and we have proceeded on the contrary
in a quite elementary manner starting from classical known results about the Klein functions. Jarvis’
formula has a remarkable beauty of its own and we thought it certainly deserved a third proof making
it easily accessible to everybody.
Let us now sum up brieﬂy the contents of the paper. In Section 1, we explain all the particulars
concerning the distribution formula for the Klein functions; all this is more or less known. In Sec-
tion 2, we prove a distribution formula for the Siegel functions on divisors of the complex numbers
(see Theorem 2.3) using mainly the known results of the ﬁrst section; this formula is rather rigid in
the sense that it depends strongly on the selected bases for the lattices which appear in it. In Sec-
tion 3, we explain how the Siegel functions can be adapted to produce functions on elliptic curves
and give a detailed and complete proof of Jarvis’ formula (see Theorem 3.10) which is a direct conse-
quence of the formula proved in the second section for some appropriate choice of divisors. The main
point in Section 3 is the fact that the Siegel function is not periodic for the corresponding lattice,
so that all the subtlety of the affair consists in the control of the value of a certain real alternating
bilinear form on divisors of the complex numbers.
1. Some properties of Klein functions
As explained above, we start by recalling the more or less known facts about Klein functions
which we shall need in the next paragraph to prove a distribution formula for the Siegel functions on
divisors of the complex numbers.
If z ∈ C, let (z) and (z) denote the real and imaginary part of z, respectively. Let L be a complex
lattice and let (w1,w2) be an ordered basis of L over Z such that (w1/w2) > 0. Consider the
positive real number a(L;w1,w2) deﬁned by
a(L;w1,w2) = 1
2i
∣∣∣∣w1 w¯1w2 w¯2
∣∣∣∣= w1 w¯2 − w¯1w22i = |w2|2(w1/w2);
it is straightforward to verify that, if (w ′1/w ′2) is another ordered basis of L over Z such that(w ′1/w ′2) > 0, then a(L;w1,w2) = a(L;w ′1,w ′2), so that the area a(L) of L can be deﬁned as
a(L;w1,w2), where (w1,w2) is any ordered basis of L over Z such that (w1/w2) > 0. The area a(L)
of the lattice L is a positive real number.
The Legendre eta invariant ηL associated to the complex lattice L can be deﬁned as fol-
lows [8, Chapter 10, §1]. It happens that the series
f (s) =
∑
w∈L−{0}
1
w2|w|2s
is convergent in the half-plane (s) > 0 and produces by analytic continuation an entire function
f :C → C, so that in particular one can deﬁne
s2(L) = f (0).
Then one puts for every z ∈ C,
ηL(z) = s2(L)z + π z¯. (1.1)
a(L)
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of ηL with respect to z¯ is nonzero.
Recall that the usual Weierstrass sigma function associated to the complex lattice L [9, Chap-
ter 18, §1] is deﬁned for every z ∈ C by the inﬁnite product
σL(z) = z
∏
w∈L−{0}
(
1− z
w
)
e
z
w + 12 ( zw )2 .
The Weierstrass sigma function σL is a holomorphic function on C with simple zeros on L and no
other zeros, and it has a transformation formula with respect to the lattice L. This transformation
formula reads as follows. For every w ∈ L, put χL(w) = 1 if w ∈ 2L and χL(w) = −1 if w ∈ L − 2L.
Then one has
σL(z + w) = χL(w) · eηL(w)(z+ 12 w) · σL(z) (1.2)
for every z ∈ C and every w ∈ L.
We come now to the Klein functions. The Klein function KL associated to the complex lattice L is
the function deﬁned for every z ∈ C by the equality
KL(z) = e− 12 zηL (z)σL(z). (1.3)
It is then clear from the deﬁnition that, like the sigma function, the Klein function KL has zeros on L
and no other zeros.
Of course, the Klein function KL is not a holomorphic function as the sigma function is, but nev-
ertheless it has, like the sigma function, a transformation law with respect to the lattice L. This law
was probably known to Klein (in Lang’s opinion). Let us recall it. Firstly, for every x ∈ C, let us deﬁne
e(x) = e2π ix,
and secondly, for every (u, v) ∈ C × C, let us deﬁne
HL(u, v) = u¯v
a(L)
.
The map HL is a Hermitian form. If we put EL =  ◦ HL , then for every (u, v) ∈ C × C we have
EL(u, v) = 1
2i
(
u¯v − uv¯
a(L)
)
. (1.4)
The map EL is a real alternating bilinear form. If (w1,w2) is an ordered basis of L over Z such that
(w1/w2) > 0, u and v are complex numbers such that u = aw1 + bw2 and v = cw1 + dw2 with a,
b, c, d real numbers, it is easy to see that
EL(u, v) = bc − ad. (1.5)
In particular, the values of EL on L × L are rational integers.
The transformation law for the Klein function states that
KL(z + w) = χL(w) · e
(
EL(w, z)/2
) · KL(z) (1.6)
for every z ∈ C and every w ∈ L. The proof of (1.6) is immediate from (1.1)–(1.3) ([8, Chapter 10, §1,
Theorem 1.3]; note that the minus sign in the exponent of the formula appearing in Theorem 1.3
seems to be a misprint).
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homogeneous of degree one, that is, for every λ ∈ C∗ and every z ∈ C one has
KλL(λz) = λKL(z). (1.7)
For a proof of (1.7), one can see [8, Chapter 2, §1, p. 27].
Let now L and Λ be two complex lattices such that L ⊆ Λ; of course, this implies that [Λ : L] is
ﬁnite. The Klein functions satisfy a multiplicative distribution formula, which describes what happens
when one changes the lattice. Indeed, for any ﬁxed set of representatives R of Λ/L and for any
z ∈ C − Λ, one has
KΛ(z) = e
(
EL
(
z,
∑
t∈R
t
)/
2
)
· KL(z) ·
∏′
t∈R
KL(z + t)
KL(t) (1.8)
where the product
∏′
t∈R means as usual the product with t running through the set of elements
of R, except for the element representing the trivial class of Λ/L. For a proof of formula (1.8), one
can read either [7, Theorems 2.3 and 2.4] or [1, §1, 1.2].
The remainder of this section is devoted to computing the value of the product
∏′
t∈R
KL(t)
for certain sets of representatives R of the quotient Λ/L, where L and Λ are two complex lattices
such that L ⊆ Λ, and deduce from it and (1.8) a distribution formula for the Klein functions more
satisfactory for our purposes than (1.8) (see formula (1.14) below).
Let z1, z2 ∈ C∗ such that (z1/z2) > 0 and consider the lattice
L(z1, z2) = Zz1 + Zz2.
The Eisenstein series of weight 4 and 6 associated to z1, z2 are deﬁned respectively by
G2(z1, z2) =
∑′
w∈L(z1,z2)
1
w4
, G3(z1, z2) =
∑′
w∈L(z1,z2)
1
w6
.
Let us put
g2(z1, z2) = 60G2(z1, z2), g3(z1, z2) = 140G3(z1, z2)
and deﬁne as usual
(z1, z2) = g2(z1, z2)3 − 27g3(z1, z2)2.
It is well known that (z1, z2) 
= 0 for every z1, z2 ∈ C∗ such that (z1/z2) > 0 (see for exam-
ple [12, Chapter 7, §2, 2.3]). It is clear from the deﬁnition of the delta function that if z1, z2 ∈ C∗
with (z1/z2) > 0, z′1, z′2 ∈ C∗ with (z′1/z′2) > 0 and z1, z2 and z′1, z′2 generates the same complex
lattice L, then
(z1, z2) = 
(
z′1, z′2
)
. (1.9)
The delta function has a development as inﬁnite product given by
(z1, z2) = (2π/z2)12e(z1/z2)
∞∏(
1− e(nz1/z2)
)24
. (1.10)
n=1
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η2(z1, z2) = (2π i/z2)e(z1/12z2)
∞∏
n=1
(
1− e(nz1/z2)
)2
(1.11)
for every z1, z2 ∈ C∗ such that (z1/z2) > 0. Then it is clear from (1.10) and (1.11) that
η2(z1, z2)
12 = (z1, z2), (1.12)
so that we have η2(z1, z2) 
= 0 for every z1, z2 ∈ C∗ such that (z1/z2) > 0.
We need now to explain some particulars concerning complex lattices and their bases. As before,
let L and Λ be two complex lattices such that L ⊆ Λ. Every time one chooses an ordered basis
(w1,w2) of L over Z so that for some positive integers r and s, the ordered pair (w ′1,w ′2) deﬁned by
w ′1 =
w1
r
, w ′2 =
w2
s
,
is a basis of Λ over Z, we shall say that the set R of representatives of Λ/L deﬁned by
R = {iw ′1 + jw ′2; 0 i  r − 1, 0 j  s − 1}
is the set of representatives of Λ/L adapted to the basis (w1,w2). As the reader may easily verify,
this way of speaking is justiﬁed by the fact that, when (w1,w2) is an ordered basis of L over Z, it can
happen that there is not an ordered pair (r, s) of positive integers such that (w1/r,w2/s) is a basis
of Λ over Z, but if there is one such pair, it is completely determined by the ordered basis (w1,w2)
(and moreover [Λ : L] = rs).
In any case, the theory of ﬁnitely generated abelian groups assures that it is always possible to
choose an ordered basis (w1,w2) of L such that there is an ordered pair (r, s) of positive integers
such that (w1/r,w2/s) is a basis of Λ over Z and, if necessary, such that (w1/w2) > 0 (to show
this, it suﬃces to notice that one can change w1 by −w1, without changing neither r nor s) and even
with r dividing s (although this last condition will be ignored in the sequel).
Choose then any ordered basis B = (w1,w2) of L over Z such that there is an ordered couple
(r, s) of positive integers such that (w ′1,w ′2) = (w1/r,w2/s) is a basis of Λ over Z. Since the ordered
couple (r, s) is determined by B, the 8th root of unity 	B deﬁned by
	B = e
(
3rs + r − s − 3
8
)
,
certainly depends only on B. Let R denote the set of representatives of Λ/L adapted to the basis B.
Then, when (w1/w2) > 0, one has
∏′
t∈R
KL(t) = 	B · η2
(
w ′1,w ′2
) · η2(w1,w2)−[Λ:L]. (1.13)
For a proof of formula (1.13), one can see for example [7, Theorem 2.4, p. 235].
Finally, from (1.8) and (1.13) we have for any z ∈ C − Λ
KΛ(z) = 	−1B · η2
(
w ′1,w ′2
)−1 · η2(w1,w2)[Λ:L] · e
(
EL
(
z,
∑
t∈R
t
)/
2
)
·
∏
t∈R
KL(z + t) (1.14)
where B = (w1,w2) is any ordered basis of L over Z such that (w1/w2) > 0 and such that there is
an ordered couple (r, s) of positive integers such that (w ′1,w ′2) = (w1/r,w2/s) is a basis of Λ over Z
and R is the set of representatives of Λ/L adapted to the basis B.
1104 E.J. Gómez Ayala / Journal of Number Theory 129 (2009) 1099–11212. A distribution formula for the Siegel functions
Let L be a complex lattice. If (w1,w2) is an ordered basis of L over Z such that (w1/w2) > 0,
the Siegel function associated to the ordered basis (w1,w2) of the lattice L is the function deﬁned
for every z ∈ C by the equality
ϕL(z;w1,w2) = KL(z) · η2(w1,w2), (2.1)
where η2 is the square of the Dedekind eta function in two variables, deﬁned in (1.11). It is an
immediate consequence of the fact that η2(w1,w2) 
= 0 that the function ϕL(z;w1,w2), like the Klein
function KL , has zeros on L and no other zeros. Furthermore, from the transformation formula (1.6)
for the Klein function KL , one obtains that
ϕL(z + w;w1,w2) = χL(w) · e
(
EL(w, z)/2
) · ϕL(z;w1,w2) (2.2)
for every z ∈ C and every w ∈ L.
Theorem 2.1. Let L and Λ be complex lattices such that L ⊆ Λ; let B = (w1,w2) be an ordered basis of L
over Z such that (w1/w2) > 0 and so that for some positive integers r and s, the ordered pair (w ′1,w ′2)
deﬁned by w ′1 = w1/r, w ′2 = w2/s, is a basis of Λ over Z and let R be the set of representatives of Λ/L
adapted to the basis B. Then we have the following distribution formula for the Siegel functions
ϕΛ
(
z;w ′1,w ′2
)= 	−1B · e
(
EL
(
z,
∑
t∈R
t
)/
2
)
·
∏
t∈R
ϕL(z + t;w1,w2), (2.3)
valid for any z ∈ C − Λ.
Proof. According to deﬁnition (2.1), one has
ϕΛ
(
z;w ′1,w ′2
)= KΛ(z) · η2(w ′1,w ′2). (2.4)
It follows from (2.4) and (1.14) that
ϕΛ
(
z;w ′1,w ′2
)= 	−1B · η2(w1,w2)[Λ:L] · e
(
EL
(
z,
∑
t∈R
t
)/
2
)
·
∏
t∈R
KL(z + t). (2.5)
But again according to deﬁnition (2.1) one has
∏
t∈R
KL(z + t) = η2(w1,w2)−[Λ:L] ·
∏
t∈R
ϕL(z + t;w1,w2). (2.6)
From (2.5) and (2.6) one gets (2.3). 
Our next step will be to prove a version of Theorem 2.1 for divisors of C. For every divisor
D =∑a∈C na{a} of C and for every t ∈ C, denote by D ⊕ t the translated divisor, deﬁned by
D ⊕ t =
∑
a∈C
na{a + t}. (2.7)
Moreover, if D =∑a∈C na{a} is a divisor of C, let us deﬁne
ϕL(D;w1,w2) =
∏
ϕL(a;w1,w2)na ; (2.8)a∈C−L
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that, given two divisors D and D ′ of C, one has
ϕL(D + D ′;w1,w2) = ϕL(D;w1,w2) · ϕL(D ′;w1,w2).
In other words, the Siegel function ϕL(z;w1,w2) produces a homomorphism from the group of divi-
sors of C to C∗ . Finally, if D =∑a∈C na{a} is a divisor of C, let us call deg(D) its degree and sum(D)
its sum, that is
deg(D) =
∑
a∈C
na, sum(D) =
∑
a∈C
naa.
Of course, the map deg is a homomorphism from the group of divisors of C to Z and the map sum
is a homomorphism from the group of divisors of C to C.
Theorem 2.2. Under the same hypotheses as in Theorem 2.1, let D be a divisor of C with support disjoint
from Λ. Then we have
ϕΛ
(
D;w ′1,w ′2
)= 	−deg(D)B · e
(
EL
(
sum(D),
∑
t∈R
t
)/
2
)
·
∏
t∈R
ϕL(D ⊕ t;w1,w2). (2.9)
Proof. Since D has support disjoint from Λ, the same is true for the divisor D ⊕ t for every t ∈ R. As
L ⊆ Λ, this implies that the divisor D ⊕ t has support disjoint from L for every t ∈ R. Hence, (2.9) is
an easy consequence of deﬁnitions (2.7) and (2.8), formula (2.3) and the bilinearity of the map EL . 
Indeed, Theorem 2.2 is a big generalization of Theorem 4.1 in [1]. We seize here the opportunity
to point out that in that theorem one must replace the divisor (x+ y) + (x− y) − 2(x) − 2(y) + 2(0)
by the divisor (x + y) + (x − y) − 2(x) − 2(y) and the condition Supp(D) ∩ Λ = {0} by the condition
Supp(D) ∩ Λ = ∅ for the theorem to be true.
For every divisor D = ∑a∈C na{a} of C and for every α ∈ C∗ , denote by αD the divisor of C
deﬁned by
αD =
∑
a∈C
na{αa}.
The following is a slightly modiﬁed version of Theorem 2.2 which will be useful later when dealing
with isogenous elliptic curves.
Theorem 2.3. Let α be a nonzero complex number and L, Λ two complex lattices such that αL ⊆ Λ; let
B = (w1,w2) be an ordered basis of αL over Z such that (w1/w2) > 0 and so that for some positive
integers r and s, the ordered pair (w ′1,w ′2) deﬁned by w ′1 = w1/r, w ′2 = w2/s, is a basis of Λ over Z; let R
be the set of representatives of Λ/αL adapted to the basis B and let D be a divisor of C with support disjoint
from α−1Λ. Then we have the following distribution formula for the Siegel functions
ϕΛ
(
αD;w ′1,w ′2
)= 	−deg(αD)B · e
(
EL
(
sum(D),
∑
s∈S
s
)/
2
)
·
∏
s∈S
ϕL(D ⊕ s; w˜1, w˜2) (2.10)
where S = α−1R, w˜1 = α−1w1 and w˜2 = α−1w2 .
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(w ′1,w ′2), we obtain the equality
ϕΛ
(
αD;w ′1,w ′2
)= 	−deg(αD)B · e
(
EαL
(
sum(αD),
∑
t∈R
t
)/
2
)
·
∏
t∈R
ϕαL(αD ⊕ t;w1,w2). (2.11)
On the one hand, it is immediate from the deﬁnition of the area of a lattice that
a(αL) = αα¯ · a(L),
so that, recalling deﬁnition (1.4), for every x, y in C one has
EαL(x, y) = EL
(
α−1x,α−1 y
)
(2.12)
and this implies, taking into account the fact that sum(αD) = α · sum(D), that
e
(
EαL
(
sum(αD),
∑
t∈R
t
)/
2
)
= e
(
EL
(
sum(D),
∑
s∈S
s
)/
2
)
. (2.13)
On the other hand, it follows from (1.11) that
η2(w1,w2) = α−1η2(w˜1, w˜2); (2.14)
from (2.1), (1.7) and (2.14), one sees that
ϕαL(αz;w1,w2) = ϕL(z; w˜1, w˜2)
for every z in C, so that
∏
t∈R
ϕαL(αD ⊕ t;w1,w2) =
∏
s∈S
ϕL(D ⊕ s; w˜1, w˜2). (2.15)
The equality (2.11) together with (2.13) and (2.15) gives (2.10), as we wanted. 
3. The distribution formula of Jarvis, revisited
Let L be a complex lattice. If (w1,w2) is an ordered basis of L over Z such that (w1/w2) > 0, we
have introduced in (2.1) the Siegel function ϕL(z;w1,w2), which is a function deﬁned for every z ∈ C
and taking values in C. If now (w ′1,w ′2) is another ordered basis of L over Z such that (w ′1/w ′2) > 0,
then thanks to (1.9), (1.12) and (2.1) we have
ϕL(z;w1,w2)12 = ϕL
(
z;w ′1,w ′2
)12
(3.1)
for every z ∈ C.
Let us consider the multiplicative abelian group C∗ ⊗Z Q; it is easy to see that, if u is a root of
unity in C, then u⊗ 1 = 1⊗ 1 in C∗ ⊗Z Q. This means that when one passes from C∗ to C∗ ⊗Z Q, all
roots of unity of C∗ are identiﬁed with the neutral element; in other words, this is a natural way of
killing the nontrivial torsion of C∗ . Indeed, we have the following lemma.
Lemma 3.1. The kernel of the canonical group morphism from C∗ to C∗ ⊗Z Q deﬁned by x → x ⊗ 1 is the
group of roots of unity in C∗ .
Proof. See for example [3, 3.8.13]. 
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a function ϕL from C to the group C∗ ⊗Z Q by putting for every z ∈ C − L
ϕL(z) = ϕL(z;w1,w2) ⊗ 1,
where (w1,w2) is any ordered basis of L over Z such that (w1/w2) > 0 and
ϕL(z) = 1⊗ 1
for every z ∈ L. From (2.2) and Lemma 3.1 it is immediate that
ϕL(z + w) =
(
e
(
EL(w, z)/2
)⊗ 1) · ϕL(z) (3.2)
for every z ∈ C and every w ∈ L.
If D =∑a∈C na{a} is a divisor of C, let us put by deﬁnition
ϕL(D) =
∏
a∈C
ϕL(a)
na . (3.3)
We have thus deﬁned a function ϕL on the group Div(C) of divisors of C and taking values in the
group C∗ ⊗Z Q. It is an obvious remark that, given two divisors D and D ′ of C, one has
ϕL(D + D ′) = ϕL(D) · ϕL(D ′); (3.4)
in other words, ϕL is in fact a group homomorphism from Div(C) to C∗ ⊗Z Q.
Let E = C/L be the complex elliptic curve deﬁned by the lattice L. It is important to notice that if
P ∈ E , in general we have not a natural way of deﬁning ϕL(P ). The reason is that if x is a lift of P
in C, that is, if x is a complex number such that P = x+ L, then the transformation formula (3.2) for
the function ϕL says to us that
ϕL(x+ w) =
(
e
(
EL(w, x)/2
)⊗ 1) · ϕL(x)
for every w ∈ L and it may well happen that e(EL(w, x)/2) ⊗ 1 is not 1 ⊗ 1 in C∗ ⊗Z Q for some
w ∈ L.
Nevertheless, we have the following lemma and its corollary.
Lemma 3.2. Let z, z′ ∈ C. If there are nonzero rational integers m, n such that mz ∈ L and nz′ ∈ L, then
EL(z, z′) ∈ Q.
Proof. Suppose m, n are nonzero rational integers such that mz ∈ L and nz′ ∈ L. Then, since mz
and nz′ are both in L, we have EL(mz,nz′) ∈ Z. As EL(mz,nz′) = mnEL(z, z′), dividing by mn one
deduces that EL(z, z′) ∈ Q. 
Corollary 3.3. Let z ∈ C. If there is a nonzero rational integer n such that nz ∈ L, then ϕL(z + w) = ϕL(z) for
every w ∈ L.
Proof. It is immediate from (3.2), Lemmas 3.1 and 3.2. 
As a consequence of Corollary 3.3, if P is a torsion point of the elliptic curve E , we can deﬁne
ϕL(P ) = ϕL(x), (3.5)
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from the subgroup of Div(E) consisting of divisors with support contained in the torsion subgroup
of E to C∗ ⊗Z Q. Our main task will be now to extend this homomorphism to an interesting bigger
subgroup of Div(E).
Indeed, we shall be concerned in the sequel with divisors with coeﬃcients in Q. If S is any set,
let Q[S] be the Q-vector space of formal sums ∑s∈S ns{s} with ns ∈ Q for each s ∈ S and ns = 0 for
almost all s. In other words,
Q[S] = Div(S) ⊗Z Q.
If D =∑a∈C na{a} is a divisor in Q[C], we deﬁne
ϕL(D) =
∏
a∈C−L
ϕL(a;w1,w2) ⊗ na, (3.6)
where (w1,w2) is any ordered basis of L over Z such that (w1/w2) > 0; of course, we put by
deﬁnition ϕL(D) = 1⊗ 1 if the support of D is contained in L. Recall that we are using multiplicative
notation for the tensor product C∗ ⊗Z Q, but it is important to notice that the group operation is
multiplicative in the ﬁrst component and additive in the second component; intuitively, if z ∈ C∗ and
m/n ∈ Q with n  1, then z ⊗ mn is nothing else than the unique nth root of zm ⊗ 1 in the group
C∗ ⊗Z Q. All this is the well-known extension of scalars.
We have deﬁned in (3.6) a Q-linear map ϕL from Q[C] to C∗ ⊗Z Q using the Siegel function.
If E = C/L is the complex elliptic curve deﬁned by the lattice L, recall that our problem now is to
deﬁne, starting with the Siegel function ϕL , a Q-linear map from an interesting subspace of Q[E] to
C∗ ⊗Z Q.
Let G be an abelian group. We have a natural Q-linear map
q2(G) :Q[G] −→ G ⊗Z G ⊗Z Q
deﬁned by putting x → x ⊗ x ⊗ 1 for every x ∈ G and extending linearly. For each subgroup H of G ,
we shall call q2(G, H) the restriction of q2(G) to the subspace Q[G − H].
Lemma 3.4. Let G be an abelian group and let Tor(G) be its torsion subgroup. The kernel of q2(G) is generated
as a Q-vector space by divisors of the following forms:
(a) Prime divisors {a} with a ∈ Tor(G).
(b) Divisors {a} − {a − b} with a ∈ G, b ∈ Tor(G).
(c) Divisors {Na} − N2{a} with a ∈ G and N an integer, N  1.
(d) Divisors {a + b} + {a − b} − 2{a} − 2{b} with a,b ∈ G.
Proof. Let R be the Q-subspace of Q[G] generated by divisors of the forms (a)–(d). It is an easy
exercise to check that R is contained in the kernel of q2(G), so that our task will be to prove that the
kernel of q2(G) is contained in R .
Consider the extension of scalars G ⊗Z Q; it is immediate that any element in G ⊗Z Q may be
written in the form g ⊗ 1n , where g ∈ G and n ∈ Z, n  1. Let {ei ⊗ 1ni }i∈I be a basis of G ⊗Z Q as
a Q-vector space; multiplying each ei ⊗ 1ni by ni we still have a basis, so that B = {ei ⊗ 1}i∈I is also
a basis of G ⊗Z Q as a Q-vector space.
Suppose g is any element in G . If we write g as a Q-linear combination of elements of B and
reduce to a common denominator, we ﬁnd integers ci with ci = 0 for almost all i ∈ I and an integer
n 1 depending on g such that
g ⊗ 1 =
(∑
ciei
)
⊗ 1
n
.i∈I
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ng ⊗ 1 =
(∑
i∈I
ciei
)
⊗ 1.
This implies [3, 3.8.13] the existence of a t ∈ Tor(G) depending on g and n such that
ng =
∑
i∈I
ciei + t. (3.7)
From the deﬁnition of R and (3.7) one gets
n2{g} ≡ {ng} ≡ {ng − t} ≡
{∑
i∈I
ciei
}
mod R
so that
{g} ≡ 1
n2
{∑
i∈I
ciei
}
mod R. (3.8)
For u, v in G , it is immediate that
{u − v} ≡ −{u + v} + 2{u} + 2{v} mod R. (3.9)
Repeated use of (3.9) shows the existence of a ﬁnite family of integers mj (1 j  s) and a family of
non-negative integers n j,i (1 j  s, i ∈ I) with n j,i = 0 for almost all i ∈ I such that
{∑
i∈I
ciei
}
≡
m∑
j=1
mj
{∑
i∈I
n j,iei
}
mod R. (3.10)
For u, v and w in G , one has
{u + v + w} ≡ −{u + v − w} + 2{u + v} + 2{w} mod R
and
{u + v + w} ≡ −{u − v + w} + 2{u + w} + 2{v} mod R
so that
2{u + v + w} ≡ −{u + v − w} − {u − v + w}
+ 2{u + v} + 2{u + w} + 2{v} + 2{w} mod R. (3.11)
But
{u + v − w} + {u − v + w} ≡ 2{u} + 2{v − w}
≡ 2{u} − 2{v + w} + 4{v} + 4{w} mod R (3.12)
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ﬁnds
{u + v + w} ≡ {u + v} + {u + w} + {v + w} − {u} − {v} − {w} mod R. (3.13)
Observe also that for z in G , one has
{2z} ≡ 4{z} mod R. (3.14)
Repeated use of (3.13) and (3.14) shows that for any ﬁnite linear combination
∑
i∈I riei of the ei with
positive integers ri as coeﬃcients, {∑i∈I riei} is congruent mod R to a ﬁnite linear combination over Z
of {ei + e j} with i 
= j and {ei}. Hence, recalling (3.10) and (3.8), one sees that {g} is congruent mod R
to a ﬁnite linear combination over Q of {ei + e j} with i 
= j and {ei}. As this is true for all g ∈ G , we
conclude that any γ ∈ Q[G] is congruent mod R to a ﬁnite linear combination over Q of {ei + e j}
with i 
= j and {ei}.
Let us see now that the kernel of q2(G) is contained in R . Take any γ in the kernel of q2(G). Then
there is a γ ′ ∈ R , a family of rational numbers ni, j (i, j ∈ I , i 
= j) almost all zero and a family of
rational numbers ni (i ∈ I) almost all zero such that
γ = γ ′ +
∑
i 
= j
ni, j{ei + e j} +
∑
i∈I
ni{ei}. (3.15)
Since γ and γ ′ are both in the kernel of q2(G), (3.15) implies that
∑
i 
= j
ni, j{ei + e j} +
∑
i∈I
ni{ei}
is also in the kernel of q2(G), so that∑
i 
= j
ni, j(ei ⊗ e j ⊗ 1) +
∑
i∈I
ni(ei ⊗ ei ⊗ 1) = 0. (3.16)
Since the ei ⊗ 1 are linearly independent over Q, one can deduce from (3.16) that all ni, j and all ni
are zero, so that coming back to (3.15) one sees that γ = γ ′ and therefore γ ∈ R , as we wanted. 
Lemma 3.5. Let G be an abelian group, Tor(G) its torsion subgroup and H a subgroup of Tor(G). The kernel of
q2(G, H) is generated as a Q-vector space by divisors of the following forms:
(a) Prime divisors {a} with a ∈ Tor(G) − H.
(b) Divisors {a} − {a − b} with a ∈ G − H, b ∈ Tor(G), a − b ∈ Tor(G) − H.
(c) Divisors {Na} − N2{a} with N an integer, N  1, and Na ∈ G − H.
(d) Divisors {a+ b} + {a− b} − 2{a} − 2{b} with a ∈ G − H, b ∈ G − H, a+ b ∈ G − H and a− b ∈ G − H.
Proof. Let S be the Q-subspace of Q[G − H] generated by divisors of the forms (a)–(d). It is very
easy to check that S is contained in the kernel of q2(G, H), so that we must prove that the kernel of
q2(G, H) is contained in S .
Take any γ in the kernel of q2(G, H); then γ is also in the kernel of q2(G) and so, thanks to
Lemma 3.4, one has that γ ∈ R . Consider the canonical Q-linear map f from Q[G] to Q[G − H]
deﬁned by sending to 0 all divisors in Q[G] supported on points of H ; then one has f (γ ) ∈ f (R).
But, since γ ∈ Q[G − H], f (γ ) = γ and so γ ∈ f (R). Now we leave to the reader the task of checking
that f (R) ⊆ S; indeed, it is an entertaining exercise to verify that when one applies f to any divisor of
the form (a), (b), (c) or (d), as described in Lemma 3.4, one always obtains an element in S . Therefore
γ ∈ S and this ﬁnishes the proof of the lemma. 
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lemmas are stated with more or less precision in [4, Lemma 4.6], [5, Proposition 0.1], [6,10, Chapter V,
Lemma 4.1], [11, Lemma 3.1], [13, Section 1.9] and [14, proposition of Section 1.7]; but among all these
references, only in Rolshausen’s thesis [10, Chapter V, Lemma 4.1] one can ﬁnd a sketch of the proof
of the corresponding result.
Let G be an abelian group and H a subgroup of G . If P ∈ G/H , let [P ] be the set of a ∈ G such that
P = a + H . If D =∑a∈G na{a} is a divisor in Q[G], we deﬁne the reduced divisor DH of D modulo H
as
DH =
∑
P∈G/H
nP {P }, (3.17)
where nP =∑a∈[P ] na for every P ∈ G/H ; obviously DH ∈ Q[G/H] and the map D → DH deﬁnes a
Q-linear map from Q[G] to Q[G/H]. If D ∈ Q[G] and D ∈ Q[G/H], we shall say that D is a lift of D
in G if and only if DH = D.
Lemma 3.6. Let M be a complex lattice and let C be the complex elliptic curve C/M. Any divisor in the kernel
of q2(C) has a lift in the kernel of q2(C).
Proof. We know thanks to Lemma 3.4 that the kernel of q2(C) is generated as a Q-vector space
by divisors of type (a)–(d) as described in that lemma. Since the reduction of divisors modulo M
is Q-linear, to prove the lemma it suﬃces to prove it for divisors of type (a)–(d) as described in
Lemma 3.4. We proceed to do this below.
(a) Let D = {P } be a prime divisor of C , with P a torsion point of C . Suppose that n is an integer,
n > 1, such that nP = P , or equivalently, such that (n− 1)P = 0. If x is any lift of P in C, consider the
divisor
D = n
2
n2 − 1 {x} −
1
n2 − 1 {nx}.
(b) Let D = {P } − {P − Q } be a divisor of C , with P ∈ C and Q a torsion point of C . Suppose that
n is an integer, n > 1, such that nQ = Q , or equivalently, such that (n − 1)Q = 0. If x is any lift of P
in C and q is any lift of Q in C, consider the divisor
D = {x} − n
n − 1 {x− q} +
1
n − 1 {x− nq} +
n
n2 − 1 {q} −
n
n2 − 1 {nq}.
(c) Let D = {NP } − N2{P } be a divisor of C , with P ∈ C and N an integer, N  1. If x is any lift
of P in C, consider the divisor
D = {Nx} − N2{x}.
(d) Let D = {P + Q } + {P − Q } − 2{P } − 2{Q } be a divisor of C , with P ∈ C and Q ∈ C . If x is any
lift of P in C and y is any lift of Q in C, consider the divisor
D = {x+ y} + {x− y} − 2{x} − 2{y}.
In all cases (a)–(d), one easily checks that D is in the kernel of q2(C) and that DM = D. 
Lemma 3.7. Let M be a complex lattice, let C be the complex elliptic curveC/M and let M ′ be a complex lattice
such that M ⊆ M ′ . Any divisor in the kernel of q2(C,M ′/M) has a lift in the kernel of q2(C,M ′).
Proof. We can argue exactly as in the proof of Lemma 3.6 but using now Lemma 3.5 instead of
Lemma 3.4. 
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kernel of q2(C) and let D, D ′ be lifts of D in the kernel of q2(C). Then ϕM(D) = ϕM(D ′).
Proof. The fact that DM = D ′M implies that (D − D ′)M = 0 and following deﬁnition (3.17), this implies
that D − D ′ is of the form
D − D ′ =
m∑
l=1
nl
({zl} − {zl + γl}) (3.18)
where m is an integer, m  1, and nl ∈ Q, zl ∈ C and γl ∈ M for every l, 1 l m. Thus, from (3.18)
and (3.2), one has
ϕM(D)ϕM(D
′)−1 = e
(
−
m∑
l=1
nl EL(γl, zl)/2
)
⊗ 1. (3.19)
Let {w1,w2} be an ordered basis of L over Z such that (w1/w2) > 0 and write the zl and the γl as
linear combinations of w1 and w2, that is
zl = Alw1 + Blw2, γl = Clw1 + Dlw2 (3.20)
with Al , Bl in R and Cl , Dl in Z for every l, 1 l m. According to (1.5), the equalities (3.20) imply
that
EL(γl, zl) = AlDl − BlCl
for every l, 1 lm, so that
m∑
l=1
nl EL(γl, zl) =
m∑
l=1
nl(AlDl − BlCl). (3.21)
Since D and D ′ are both in the kernel of q2(C,M ′), the difference D − D ′ is also in the kernel
of q2(C,M ′). This means, taking into account (3.18), that
m∑
l=1
nl(zl ⊗ γl ⊗ 1+ γl ⊗ zl ⊗ 1+ γl ⊗ γl ⊗ 1) = 0. (3.22)
From (3.20) and (3.22), one has
m∑
l=1
nl
[
Cl
(
(Alw1) ⊗ w1 ⊗ 1
)+ Dl((Alw1) ⊗ w2 ⊗ 1)+ Cl((Blw2) ⊗ w1 ⊗ 1)
+ Dl
(
(Blw2) ⊗ w2 ⊗ 1
)+ Cl(w1 ⊗ (Alw1) ⊗ 1)+ Cl(w1 ⊗ (Blw2) ⊗ 1)
+ Dl
(
w2 ⊗ (Alw1) ⊗ 1
)+ Dl(w2 ⊗ (Blw2) ⊗ 1)+ C2l (w1 ⊗ w1 ⊗ 1)
+ ClDl(w1 ⊗ w2 ⊗ 1) + ClDl(w2 ⊗ w1 ⊗ 1) + D2l (w2 ⊗ w2 ⊗ 1)
]= 0.
Let {1} ∪ {ei}i∈I be a Hamel basis and write the Al and the Bl in this basis
Al = αl +
∑
αl,iei, Bl = βl +
∑
βl,iei, (3.23)
i∈I i∈I
E.J. Gómez Ayala / Journal of Number Theory 129 (2009) 1099–1121 1113so that αl and the αi,l (i ∈ I) and βl and the βi,l (i ∈ I) are in Q. Using (3.23), the last equality above
becomes
m∑
l=1
nl
[
Cl
∑
i∈I
αl,i(eiw1) ⊗ w1 ⊗ 1+ Dl
∑
i∈I
αl,i(eiw1) ⊗ w2 ⊗ 1
+ Cl
∑
i∈I
βl,i(eiw2) ⊗ w1 ⊗ 1+ Dl
∑
i∈I
βl,i(eiw2) ⊗ w2 ⊗ 1
+ Cl
∑
i∈I
αl,i w1 ⊗ (eiw1) ⊗ 1+ Cl
∑
i∈I
βl,i w1 ⊗ (eiw2) ⊗ 1
+ Dl
∑
i∈I
αl,i w2 ⊗ (eiw1) ⊗ 1+ Dl
∑
i∈I
βl,i w2 ⊗ (eiw2) ⊗ 1
+ (2αlCl + C2l )w1 ⊗ w1 ⊗ 1+ (αl Dl + βlCl + ClDl)w1 ⊗ w2 ⊗ 1
+ (αl Dl + βlCl + ClDl)w2 ⊗ w1 ⊗ 1+
(
2βl Dl + D2l
)
w2 ⊗ w2 ⊗ 1
]
= 0.
Since w1, w2 together with the eiw1 and the eiw2 constitute a basis of C as a Q-vector space, the
last equality implies in particular that the following linear combinations
m∑
l=1
nlDl
∑
i∈I
αl,i(eiw1) ⊗ w2 ⊗ 1,
m∑
l=1
nlCl
∑
i∈I
βl,i(eiw2) ⊗ w1 ⊗ 1 (3.24)
are both zero in C⊗Q C. As the obvious map C⊗Q C → C⊗R C is Q-linear, the two linear combina-
tions (3.24) are also zero in C ⊗R C and this implies(
m∑
l=1
nlDl
∑
i∈I
αl,iei
)
(w1 ⊗ w2 ⊗ 1) = 0,
(
m∑
l=1
nlCl
∑
i∈I
βl,iei
)
(w2 ⊗ w1 ⊗ 1) = 0,
so that
m∑
l=1
nlDl
∑
i∈I
αl,iei = 0,
m∑
l=1
nlCl
∑
i∈I
βl,iei = 0. (3.25)
It follows from (3.25) and (3.23) that
m∑
l=1
nl AlDl −
m∑
l=1
nlαl Dl = 0,
m∑
l=1
nl BlCl −
m∑
l=1
nlβlCl = 0
and this shows that
m∑
l=1
nl AlDl,
m∑
l=1
nl BlCl
are both in Q. Then (3.21), (3.19) and Lemma 3.1 imply that
ϕM(D)ϕM(D
′)−1 = 1⊗ 1,
so that ϕM(D) = ϕM(D ′), as we wanted. In connection with this proof, see p. 69 of the paper of
Rolshausen and Schappacher [11]. 
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and 3.8, if D is any divisor in the kernel of q2(C) we can deﬁne
ϕM(D) = ϕM(D), (3.26)
where D is any lift of D in the kernel of q2(C). Since the ϕM deﬁned on divisors of C and the
reduction modulo M are both Q-linear, we have thus deﬁned a new Q-linear map ϕM from the
kernel of q2(C) to C∗ ⊗Z Q.
Let L and Λ be complex lattices and let E = C/L and F = C/Λ be the complex elliptic curves
deﬁned by L and Λ, respectively. If ψ : E → F is an isogeny from E to F , then by deﬁnition there is
a nonzero complex number α such that
ψ(z + L) = αz + Λ (3.27)
for every z ∈ C; we shall say that the isogeny ψ is determined by α. The isogeny ψ induces a Q-linear
map
ψ :Q[E] −→ Q[F ]
deﬁned in the obvious way.
Lemma 3.9. Let L and Λ be complex lattices, let E = C/L and F = C/Λ be the complex elliptic curves deﬁned
by L and Λ, respectively, and let ψ : E → F be an isogeny from E to F . Let D be a divisor in Q[E − kerψ]. The
following properties are equivalent:
(1) The divisor D is in the kernel of q2(E,kerψ).
(2) The divisor ψ(D) is in the kernel of q2(F , {0}).
(3) The divisor D ⊕ S is in the kernel of q2(E,kerψ) for every S ∈ kerψ .
(4) The divisor
∑
S∈kerψ D ⊕ S is in the kernel of q2(E,kerψ).
Proof. Lemma 3.5, the Q-linearity of ψ and the fact that ψ(Tor(E)) ⊆ Tor(F ) have as an easy conse-
quence that (1) implies (2). Let us prove that (2) implies (1). Take D ∈ Q[E − kerψ] such that ψ(D)
is in the kernel of q2(F , {0}); then, after Lemma 3.5, one can write ψ(D) as a Q-linear combination
of divisors of the form (a)–(d) as described in that lemma. Since ψ is surjective and in fact one has
ψ(Tor(E)) = Tor(F ), following step by step this linear combination one can easily construct a divi-
sor D′ in the kernel of q2(E,kerψ) such that ψ(D′) = ψ(D), so that ψ(D − D′) = 0. This implies
that D − D′ is of the form
D − D′ =
m∑
l=1
nl
({Pl} − {Pl − Ql}) (3.28)
where m is an integer, m  1, and nl ∈ Q, Pl ∈ E − kerψ and Ql ∈ kerψ for every l, 1 l m. Since
kerψ ⊆ Tor(E), from (3.28) one deduces, recalling again Lemma 3.5 (see how generators of type (b)
are), that D − D′ is in the kernel of q2(E,kerψ); as D′ is in the kernel of q2(E,kerψ), D is certainly
in the kernel of q2(E,kerψ).
We come now to the other equivalences. To simplify notation, write here for a moment q2 instead
of q2(E). It is straightforward [3, 3.8.13] from the deﬁnition of q2 that
q2(D ⊕ T ) = q2(D) (3.29)
whenever T is a torsion point of E . Since kerψ ⊆ Tor(E), (3.29) assures that
q2(D ⊕ S) = q2(D) (3.30)
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n elements, it follows from (3.30) that
q2(D) = 1
n
· q2
( ∑
S∈kerψ
D ⊕ S
)
and this proves that (4) implies (1). 
The content of the next theorem is the formula of Jarvis.
Theorem 3.10. Let L and Λ be complex lattices, let E = C/L and F = C/Λ be the complex elliptic curves de-
ﬁned by L andΛ, respectively, and let ψ : E → F be an isogeny from E to F . Let D be a divisor in Q[E −kerψ]
satisfying any one of the equivalent conditions of Lemma 3.9. Then we have
ϕΛ
(
ψ(D))= ∏
S∈kerψ
ϕL(D ⊕ S).
Proof. Recall that ϕΛ and ϕL are both Q-linear, the map ψ :Q[E] → Q[F ] is also Q-linear and that
(A + B) ⊕ S = A ⊕ S + B ⊕ S
for any divisors A, B in Q[E]. Thus, thanks to Lemma 3.5, to prove the theorem it is enough to prove
it in case D is of type (a), (b), (c) or (d) as described in that lemma. We proceed to do this below. In
any case, the idea of the proof is always the same: apply Theorem 2.3 to an appropriate divisor of C.
Suppose the isogeny ψ is determined by α ∈ C∗ .
(a) Let D = {P } be a prime divisor of E , with P a torsion point of E , P /∈ kerψ . Suppose n is an
integer, n > 1, such that nP = P , or equivalently, such that (n − 1)P = 0. Let x be any lift of P in C
and consider the divisor
D = n
2
n2 − 1 {x} −
1
n2 − 1 {nx}. (3.31)
We know from the proof of Lemma 3.7 that D is in the kernel of q2(C,α−1Λ) and that DL = D.
Then αD is in the kernel of q2(C,Λ) and (αD)Λ = ψ(D). Thus, it follows from deﬁnition (3.26) that
ϕΛ
(
ψ(D))= ϕΛ(αD). (3.32)
From (3.31), we have
αD = n
2
n2 − 1 {αx} −
1
n2 − 1 {nαx}. (3.33)
Remark that
ϕΛ(nαx) = ϕΛ
(
(n − 1)αx+ αx)= ϕΛ(αx), (3.34)
the second equality coming from (3.2), the fact that (n − 1)αx ∈ Λ, Lemmas 3.1 and 3.2. From (3.33)
and (3.34) we have
ϕΛ(αD) = ϕΛ(αx). (3.35)
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ϕΛ
(
ψ(D))= ϕΛ(αx). (3.36)
Let now B = (w1,w2) be an ordered basis of αL over Z such that (w1/w2) > 0 and so that for
some positive integers r and s, the ordered pair (w ′1,w ′2) deﬁned by w ′1 = w1/r, w ′2 = w2/s, is
a basis of Λ over Z, let R be the set of representatives of Λ/αL adapted to the basis B and let
S = α−1R. Consider the divisor D ⊕ S for every S ∈ kerψ , let x be the same lift of P as above and
choose the set S as a lift of kerψ = α−1Λ/L. Proceeding in the same way as we have proceeded
above to obtain (3.36) starting from the divisor ψ(D), we get the equality
∏
S∈kerψ
ϕL(D ⊕ S) =
∏
s∈S
ϕL(x+ s). (3.37)
But applying Theorem 2.3 to the divisor {x} (which certainly veriﬁes the crucial hypothesis that its
support is disjoint from α−1Λ), tensoring with 1 and recalling Lemma 3.1, we obtain
ϕΛ(αx) =
(
e
(
EL
(
sum
({x}),∑
s∈S
s
)/
2
)
⊗ 1
)
·
∏
s∈S
ϕL(x+ s). (3.38)
In view of (3.36)–(3.38), the theorem will be proved for divisors of type (a) provided that we prove
e
(
EL
(
sum
({x}),∑
s∈S
s
)/
2
)
⊗ 1 = 1⊗ 1. (3.39)
Or equivalently
e
(
EL
(
x,
∑
s∈S
s
)/
2
)
⊗ 1 = 1⊗ 1. (3.40)
But (n − 1)x and [α−1Λ : L]∑s∈S s are both in L, so that (3.40) is immediate from Lemmas 3.1
and 3.2.
(b) Let D = {P } − {P − Q } be a divisor of E , with P a point of E such that P /∈ kerψ and Q
a torsion point of E such that P − Q /∈ kerψ . Suppose n is an integer, n > 1, such that nQ = Q , or
equivalently, such that (n − 1)Q = 0. Let x be any lift of P in C, let q be any lift of Q in C and
consider the divisor
D = {x} − n
n − 1 {x− q} +
1
n − 1 {x− nq} +
n
n2 − 1 {q} −
n
n2 − 1 {nq}. (3.41)
We know from the proof of Lemma 3.7 that D is in the kernel of q2(C,α−1Λ) and that DL = D. Then
αD is in the kernel of q2(C,Λ) and (αD)Λ = ψ(D). Thus, it follows from deﬁnition (3.26) that
ϕΛ
(
ψ(D))= ϕΛ(αD). (3.42)
From (3.41), we have
αD = {αx} − n
n − 1 {αx− αq} +
1
n − 1 {αx− nαq} +
n
n2 − 1 {αq} −
n
n2 − 1 {nαq}. (3.43)
Remark that
ϕΛ(αx− nαq) = ϕΛ(αx− αq) · e
(
EΛ
(
αx− αq, (n − 1)αq)/2)⊗ 1 (3.44)
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ϕΛ(nαq) = ϕΛ(αq), (3.45)
these equalities coming from (3.2), the fact that (n−1)αq ∈ Λ, Lemmas 3.1 and 3.2. From (3.43)–(3.45)
we have
ϕΛ(αD) = ϕΛ(αx)ϕΛ(αx− αq)−1 · e
(
EΛ(αx− αq,αq)/2
)⊗ 1. (3.46)
Remark that it follows from Lemmas 3.1 and 3.2 that
e
(
EΛ(αx− αq,αq)/2
)⊗ 1 = e(EΛ(αx,αq)/2)⊗ 1 (3.47)
and that it follows from (2.12) that
e
(
EΛ(αx,αq)/2
)⊗ 1 = e(Eα−1Λ(x,q)/2)⊗ 1. (3.48)
Thus, from (3.46)–(3.48) we have
ϕΛ(αD) = ϕΛ(αx)ϕΛ(αx− αq)−1 · e
(
Eα−1Λ(x,q)/2
)⊗ 1. (3.49)
So ﬁnally from (3.42) and (3.49) we have
ϕΛ
(
ψ(D))= ϕΛ(αx)ϕΛ(αx− αq)−1 · e(Eα−1Λ(x,q)/2)⊗ 1. (3.50)
Let now B = (w1,w2) be an ordered basis of αL over Z such that (w1/w2) > 0 and so that for
some positive integers r and s, the ordered pair (w ′1,w ′2) deﬁned by w ′1 = w1/r, w ′2 = w2/s, is
a basis of Λ over Z, let R be the set of representatives of Λ/αL adapted to the basis B and let
S = α−1R. Consider the divisor D ⊕ S for every S ∈ kerψ , let x be the same lift of P as above, let q
be the same lift of Q as above and choose the set S as a lift of kerψ = α−1Λ/L. Proceeding in the
same way as we have proceeded above to obtain (3.50) starting from the divisor ψ(D), we get the
equality
∏
S∈kerψ
ϕL(D ⊕ S) =
∏
s∈S
ϕL(x+ s)ϕL(x+ s − q)−1e
(
EL(x+ s,q)/2
)⊗ 1. (3.51)
But it follows from Lemmas 3.1 and 3.2 that∏
s∈S
e
(
EL(x+ s,q)/2
)⊗ 1 = e([α−1Λ : L]EL(x,q)/2)⊗ 1 (3.52)
and it follows from the easy fact that
a(L) = [α−1Λ : L] · a(α−1Λ)
that
Eα−1Λ(x,q) =
[
α−1Λ : L] · EL(x,q). (3.53)
From (3.51)–(3.53) we have
∏
S∈kerψ
ϕL(D ⊕ S) =
(∏
s∈S
ϕL(x+ s)ϕL(x+ s − q)−1
)
· e(Eα−1Λ(x,q)/2)⊗ 1. (3.54)
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that its support is disjoint from α−1Λ), tensoring with 1 and recalling Lemma 3.1, we obtain
ϕΛ(αx)ϕΛ(αx− αq)−1 =
(
e
(
EL
(
sum
({x} − {x− q}),∑
s∈S
s
)/
2
)
⊗ 1
)
×
∏
s∈S
ϕL(x+ s)ϕL(x+ s − q)−1. (3.55)
In view of (3.50), (3.54) and (3.55), the theorem will be proved for divisors of type (b) provided that
we prove
e
(
EL
(
sum
({x} − {x− q}),∑
s∈S
s
)/
2
)
⊗ 1 = 1⊗ 1. (3.56)
Or equivalently
e
(
EL
(
q,
∑
s∈S
s
)/
2
)
⊗ 1 = 1⊗ 1. (3.57)
But (n − 1)q and [α−1Λ : L]∑s∈S s are both in L, so that (3.57) is immediate from Lemmas 3.1
and 3.2.
(c) Let D = {NP } − N2{P } be a divisor of E , with P a point of E and N an integer, N  1, such
that NP /∈ kerψ . Let x be any lift of P in C, and consider the divisor
D = {Nx} − N2{x}. (3.58)
It is obvious that D is in the kernel of q2(C,α−1Λ) and that DL = D. Then αD is in the kernel of
q2(C,Λ) and (αD)Λ = ψ(D). Thus, it follows from deﬁnition (3.26) that
ϕΛ
(
ψ(D))= ϕΛ(αD). (3.59)
From (3.58) we have
αD = {Nαx} − N2{αx}
so that
ϕΛ(αD) = ϕΛ(Nαx)ϕΛ(αx)−N2 . (3.60)
From (3.59) and (3.60) we get
ϕΛ
(
ψ(D))= ϕΛ(Nαx)ϕΛ(αx)−N2 . (3.61)
Let B = (w1,w2) be an ordered basis of αL over Z such that (w1/w2) > 0 and so that for some
positive integers r and s, the ordered pair (w ′1,w ′2) deﬁned by w ′1 = w1/r, w ′2 = w2/s, is a basis
of Λ over Z, let R be the set of representatives of Λ/αL adapted to the basis B and let S = α−1R.
Let now S ∈ kerψ ; then D ⊕ S = {NP + S}− N2{P + S}. To compute ϕL(D ⊕ S) we have to choose
a lift of D ⊕ S in the kernel of q2(C,kerψ). Let n be an integer, n > 1, such that nS = S , or equiva-
lently, such that (n − 1)S = 0. The reader will easily check that the following divisor
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1− n2 {Nx+ s} +
Nn(−1+ Nn)
1− n2 {x+ s}
+ 1− Nn
1− n2 {Nx+ ns} +
N(−N + n)
1− n2 {x+ ns}, (3.62)
where s is the unique lift of S in S and x is the same lift of P as above, is a lift of D ⊕ S in the kernel
of q2(C,kerψ); it has been found by indeterminate coeﬃcients. Thus, it follows from deﬁnition (3.26)
that
ϕL(D ⊕ S) = ϕL
(
D(S)
)
. (3.63)
Since (n − 1)s ∈ L, it follows from (3.2) that
ϕL(x+ ns) = ϕL(x+ s) ·
(
e
(
EL
(
(n − 1)s, x)/2)⊗ 1) (3.64)
and that
ϕL(Nx+ ns) = ϕL(Nx+ s) ·
(
e
(
EL
(
(n − 1)s,Nx)/2)⊗ 1). (3.65)
From (3.62), (3.64) and (3.65), using the bilinearity of EL we arrive easily at
ϕL
(
D(S)
)= ϕL(Nx+ s)ϕL(x+ s)−N2 · (e(EL(s, (N2 − N)x)/2)⊗ 1). (3.66)
It follows from (3.63) and (3.66) that
ϕL(D ⊕ S) = ϕL(Nx+ s)ϕL(x+ s)−N2 ·
(
e
(
EL
(
s,
(
N2 − N)x)/2)⊗ 1). (3.67)
The equality (3.67) holds for every S ∈ kerψ and so we have
∏
S∈kerψ
ϕL(D ⊕ S) =
(∏
s∈S
ϕL(Nx+ s)ϕL(x+ s)−N2
)
×
(
e
(
EL
(∑
s∈S
s,
(
N2 − N)x)/2)⊗ 1). (3.68)
But applying Theorem 2.3 to the divisor {Nx} − N2{x} (which certainly veriﬁes the crucial hypothesis
that its support is disjoint from α−1Λ), tensoring with 1 and recalling Lemma 3.1, we obtain
ϕΛ(Nαx)ϕΛ(αx)
−N2 =
(∏
s∈S
ϕL(Nx+ s)ϕL(x+ s)−N2
)
·
(
e
(
EL
(
sum
({Nx} − N2{x}),∑
s∈S
s
)/
2
)
⊗ 1
)
.
Or equivalently
ϕΛ(Nαx)ϕΛ(αx)
−N2 =
(∏
s∈S
ϕL(Nx+ s)ϕL(x+ s)−N2
)
×
(
e
(
EL
(∑
s∈S
s,
(
N2 − N)x)/2)⊗ 1). (3.69)
In view of (3.61), (3.68) and (3.69), the theorem is certainly proved for divisors of type (c).
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that P /∈ kerψ , Q /∈ kerψ , P + Q /∈ kerψ and P − Q /∈ kerψ . Let x be any lift of P in C and let y be
any lift of Q in C, and consider the divisor
D = {x+ y} + {x− y} − 2{x} − 2{y}. (3.70)
It is obvious that D is in the kernel of q2(C,α−1Λ) and that DL = D. Then αD is in the kernel of
q2(C,Λ) and (αD)Λ = ψ(D). Thus, it follows from deﬁnition (3.26) that
ϕΛ
(
ψ(D))= ϕΛ(αD). (3.71)
From (3.70) we have
αD = {αx+ αy} + {αx− αy} − 2{αx} − 2{αy}
so that
ϕΛ(αD) = ϕΛ(αx+ αy)ϕΛ(αx− αy)ϕΛ(αx)−2ϕΛ(αy)−2. (3.72)
Thus, from (3.71) and (3.72) we get
ϕΛ
(
ψ(D))= ϕΛ(αx+ αy)ϕΛ(αx− αy)ϕΛ(αx)−2ϕΛ(αy)−2. (3.73)
Let B = (w1,w2) be an ordered basis of αL over Z such that (w1/w2) > 0 and so that for some
positive integers r and s, the ordered pair (w ′1,w ′2) deﬁned by w ′1 = w1/r, w ′2 = w2/s, is a basis
of Λ over Z, let R be the set of representatives of Λ/αL adapted to the basis B and let S = α−1R.
Let now S ∈ kerψ ; then D ⊕ S = {P + S + Q } + {P + S − Q } − 2{P + S} − 2{Q + S}. To compute
ϕL(D ⊕ S) we have to choose a lift of D ⊕ S in the kernel of q2(C,kerψ). Let n be an integer, n > 1,
such that nS = S , or equivalently, such that (n − 1)S = 0. If we write D ⊕ S in the following way
D ⊕ S = {P + S + Q } + {P + S − Q } − 2{P + S} − 2{Q } + 2{Q } − 2{Q + S},
it is clear, recalling the proof above for divisors of type (b), that the following divisor
D(S) = {x+ y + s} + {x− y + s} − 2{x+ s} − 2{y}
+ 2{y} − 2n
n − 1 {y + s} +
2
n − 1 {y + ns} +
2n
n2 − 1 {s} −
2n
n2 − 1 {ns}, (3.74)
where s is the unique lift of S in S , x is the same lift of P as above and y is the same lift of Q as
above, is a lift of D ⊕ S in the kernel of q2(C,kerψ). Thus, it follows from deﬁnition (3.26) that
ϕL(D ⊕ S) = ϕL
(
D(S)
)
. (3.75)
To compute ϕL(D(S)) we can proceed exactly as in the proof above for divisors of type (b) and we
get
ϕL
(
D(S)
)= ϕL(x+ y + s)ϕL(x− y + s)ϕL(x+ s)−2ϕL(y + s)−2 · (e(EL(s, y))⊗ 1). (3.76)
It follows from (3.75) and (3.76) that
ϕL(D ⊕ S) = ϕL(x+ y + s)ϕL(x− y + s)ϕL(x+ s)−2ϕL(y + s)−2 ·
(
e
(
EL(s, y)
)⊗ 1). (3.77)
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∏
S∈kerψ
ϕL(D ⊕ S) =
(∏
s∈S
ϕL(x+ y + s)ϕL(x− y + s)ϕL(x+ s)−2ϕL(y + s)−2
)
×
(
e
(
EL
(∑
s∈S
s, y
))
⊗ 1
)
. (3.78)
But applying Theorem 2.3 to the divisor {x + y} + {x − y} − 2{x} − 2{y} (which certainly veriﬁes the
crucial hypothesis that its support is disjoint from α−1Λ), tensoring with 1 and recalling Lemma 3.1,
we obtain
ϕΛ(αx+ αy)ϕΛ(αx− αy)ϕΛ(αx)−2ϕΛ(αy)−2
=
(∏
s∈S
ϕL(x+ y + s)ϕL(x− y + s)ϕL(x+ s)−2ϕL(y + s)−2
)
× e
(
EL
(
sum
({x+ y} + {x− y} − 2{x} − 2{y}),∑
s∈S
s
)/
2
)
⊗ 1.
Or equivalently
ϕΛ(αx+ αy)ϕΛ(αx− αy)ϕΛ(αx)−2ϕΛ(αy)−2
=
(∏
s∈S
ϕL(x+ y + s)ϕL(x− y + s)ϕL(x+ s)−2ϕL(y + s)−2
)
·
(
e
(
EL
(∑
s∈S
s, y
))
⊗ 1
)
. (3.79)
In view of (3.73), (3.78) and (3.79), the theorem is certainly proved for divisors of type (d). This
ﬁnishes the proof of the theorem. 
Acknowledgments
I thank Rosario Clement and Francisco Thaine for the patience they showed in listening to me dur-
ing the academic year 2004–2005 while I was trying to understand Jarvis’ formula, as well as for their
valuable comments. I would also like to express my gratitude to Abdelmejid Bayad for introducing me
to Klein and Jacobi forms.
References
[1] A. Bayad, E.J. Gómez Ayala, Formes de Jacobi et formules de distribution, J. Number Theory 109 (2004) 136–162.
[2] J. Coates, Elliptic curves with complex multiplication and Iwasawa theory, Bull. London Math. Soc. 23 (1991) 321–350.
[3] R. Douady, A. Douady, Algèbre et théories galoisiennes, Cassini, Paris, 2005.
[4] A.B. Goncharov, A.M. Levin, Zagier’s conjecture on L(E,2), Invent. Math. 132 (1998) 393–432.
[5] F. Jarvis, A distribution relation on elliptic curves, Bull. London Math. Soc. 32 (2000) 146–154.
[6] F. Jarvis, An elementary proof of a distribution relation on elliptic curves, Manuscripta Math. 103 (2000) 329–337.
[7] D. Kubert, Product formulae on elliptic curves, Invent. Math. 117 (1994) 227–273.
[8] D. Kubert, S. Lang, Modular Units, Springer-Verlag, New York, 1981.
[9] S. Lang, Elliptic Functions, Springer-Verlag, New York, 1987.
[10] K. Rolshausen, Éléments explicites dans K2 d’une courbe elliptique, thèse, Strasbourg, 1996.
[11] K. Rolshausen, N. Schappacher, On the second K -group of an elliptic curve, J. Reine Angew. Math. 495 (1998) 61–77.
[12] J.-P. Serre, Cours d’arithmétique, PUF, Paris, 1970.
[13] J. Wildeshaus, On an elliptic analogue of Zagier’s conjecture, Duke Math. J. 87 (1997) 355–407.
[14] J. Wildeshaus, Variations on Hodge–de Rham structure and elliptic modular units, in: A. Reznikov, N. Schappacher (Eds.),
Regulators in Analysis, Geometry and Number Theory, Birkhäuser, 2000, pp. 295–324.
