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ON THE NEUMANN PROBLEM OF HARDY-SOBOLEV
CRITICAL EQUATIONS WITH THE MULTIPLE
SINGULARITIES
MASATO HASHIZUME, CHUN-HSIUNG HSIA, AND GYEONGHA HWANG
Abstract. Let N ≥ 3 and Ω ⊂ RN be C2 bounded domain. We study
the existence of positive solution u ∈ H1(Ω) of{
−∆u+ λu = |u|
2∗(s)−2u
|x−x1|s
+ |u|
2∗(s)−2u
|x−x2|s
in Ω
∂u
∂ν
= 0 on ∂Ω,
where 0 < s < 2, 2∗(s) = 2(N−s)
N−2
and x1, x2 ∈ Ω with x1 6= x2. First,
we show the existence of positive solutions to the equation provided
the positive λ is small enough. In case that one of the singularities
locates on the boundary and the mean curvature of the boundary at
this singularity is positive, the existence of positive solutions is always
obtained for any λ > 0. Furthermore, we extend the existence theory of
solutions to the equations for the case of the multiple singularities with
different exponents.
1. Introduction
The Hardy-Sobolev inequality asserts that for all u ∈ H10 (R
N ), there
exists a positive constant C = C(N, s) such that
C
(∫
RN
|u|2
∗(s)
|x|s
dx
) 2
2∗(s)
≤
∫
RN
|∇u|2dx(1)
where N ≥ 3, 0 < s < 2 and 2∗(s) = 2(N−s)N−2 . Suppose Ω ⊂ R
N , then the
Hardy-Sobolev inequality holds for u ∈ H10 (Ω). The best constant of the
Hardy-Sobolev inequality is defined as
Ss(Ω) := inf
u∈H10 (Ω)\{0}
∫
Ω |∇u|
2dx(∫
Ω
|u|2∗(s)
|x|s dx
) 2
2∗(s)
.
It is easy to see, up to a scaling, that the minimizer for Ss(Ω) is a least-energy
solution of the Euler-Lagrangian equation:{
−∆u = |u|
2∗(s)−2u
|x|s , u > 0 in Ω
u = 0 on ∂Ω.
(2)
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When Ω = RN , Ss(R
N ) is attained by
ga(x) = (a(N − s)(N − 2))
N−2
2(N−s) (a+ |x|)
2−N
2−s ,
for some a > 0 (see [6, 10]). Moreover, ga(x) are the only positive solutions
to (2). Hence, in case 0 ∈ Ω, by a standard scaling invariance argument, it is
easy to see Ss(Ω) = Ss(R
N ) and Ss(Ω) cannot be attained unless Ω = R
N .
However, if 0 ∈ ∂Ω, the existence of the minimizer for Ss(Ω) is established
under the assumption that the mean curvature of ∂Ω at 0, H(0) is negative
(see [5]).
Concerning the Dirichlet problem, the second author and his collabolators
[8] showed the existence of solutions to the equation
−∆u = λu
N+2
N−2 +
|u|2
∗(s)−2u
|x|s
, u > 0 in Ω
for λ > 0. Furthermore, Li-Lin [9] proved the existence of the least energy
solution to the equation involving two Hardy-Sobolev critical exponents
−∆u = λ
u2
∗(s1)−1
|x|s1
+
u2
∗(s2)−1
|x|s2
, u > 0 in Ω
where 0 < s2 < s1 < 2 and 0 6= λ ∈ R. For intersted readers, see also
[1, 2, 12].
Regarding the Neumann problem{
−∆u+ λu = |u|
2∗(s)−2u
|x|s , u > 0 in Ω,
∂u
∂ν = 0 on ∂Ω,
(3)
we first notice that if λ ≤ 0, then integration of (3) over Ω gives
0 <
∫
Ω
|u|2
∗(s)−2u
|x|s
dx =
∫
Ω
−∆u+ λudx ≤ 0.
Hence, there does not exist a positive solution to (3). So, only the case
where λ > 0 are adderessed in literature. In this case, Ghossoub-Kang [4]
showed that (3) has a positive solution if the mean curvature of ∂Ω at 0,
H(0) is positive. Furthermore, Chabrowski [3] investigated the solvability
of the nonlinear Neumann problem with indefinite weight functions
−∆u+ λu =
Q(x)|u|2
∗(s)−2u
|x|s
, u > 0 in Ω
and gives some sufficient condition on Q(x) provided the mean curvature of
∂Ω at 0, H(0) > 0. Recently, concerning the equation (3) the first author
investigated the case when H(0) ≤ 0 in [7]. He showed the existence of λ∗
such that for λ ∈ (0, λ∗), a least energy solution of (3) exists, and when
λ > λ∗ a least energy solution does not exist. We remark that the sufficient
conditions for Dirichlet and Neumann problems are completely different.
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In this paper, we consider the Neumann problem with the multiple sin-
gularities {
−∆u+ λu = |u|
2∗(s)−2u
|x−x1|s
+ |u|
2∗(s)−2u
|x−x2|s
in Ω
∂u
∂ν = 0 on ∂Ω
(4)
where Ω is C2-bounded domain and x1, x2 ∈ Ω with x1 6= x2.
The main results of this article are as follows
Theorem 1.1 (Existence of solution to (4) for small λ). There exists Λ >
0 such that the equation (4) has a positive solution provided the positive
parameter λ < Λ.
Theorem 1.2 (Existence of solution to (4) with the boundary singularity).
Suppose x1 ∈ ∂Ω and the mean curvature of ∂Ω at x1, H(x1) is positive.
Then there exists a positive solution to (4).
Note that Theorem 1.2 asserts the singularity at boundary prevails the
singularity in the interior. To establish the existence theory, we study the
functional
Jλ(u) =
∫
Ω
1
2
(|∇u|2 + λu2)−
1
2∗(s)
(
u
2∗(s)
+
|x− x1|s
+
u
2∗(s)
+
|x− x2|s
)
dx(5)
defined on H1(Ω) where u+ = max(u, 0). It is not hard to see that Jλ is a
C1 functional and
〈J ′λ(u), φ〉 =
∫
Ω
∇u∇φ+ λuφ−
(
u
2∗(s)−1
+
|x− x1|s
φ+
u
2∗(s)−1
+
|x− x2|s
φ
)
dx(6)
for φ ∈ H1(Ω). Moreover, by Sobolev embedding theorem, we obtain
Jλ(u) =
∫
Ω
1
2
(|∇u|2 + λu2)−
1
2∗(s)
(
u
2∗(s)
+
|x− x1|s
+
u
2∗(s)
+
|x− x2|s
)
dx
≥
∫
Ω
1
2
(|∇u|2 + λu2)dx−
C0
2∗(s)
(
Cs,δ
∫
Ω
|∇u|2dx+ c˜(δ)
∫
Ω
λu2dx
) 2∗(s)
2
.
Hence there exists α > 0 and ρ > 0 such that
Jλ(u) ≥ α if ‖u‖ = ρ.
The scenario for the proof of the theorems is to apply the mountain pass
lemma to attack the existence theory. However, the crux is to decide the
threshold of the energy level so that the Palais-Smale condition would hold.
We use concentration compactness principle to find this energy level.
Remark 1. The existence problem for (4) with x1, x2 ∈ Ω and Λ < λ is
still open.
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In section 2, we investigate the threshold of the Palais-Smale condition
for Jλ. In section 3 and 4, we prove the existence of solutions as described
in Theorem 1.1 and Theorem 1.2, respectively. In section 5, the positivity
of solutions is established. In section 6, regularity of solution is considered.
Lastly in section 7, we give brief accounts for the Neumann problem with
the multiple singularities. Namely, the existence of solutions to{
−∆u+ λu =
∑I
i=1
|u|2
∗(si)−2u
|x−xi|si
in Ω
∂u
∂ν = 0 on ∂Ω
where xi ∈ Ω for 1 ≤ i ≤ I and xi1 6= xi2 if i1 6= i2.
2. Palais-Smale Condition
In this section, we investigate the threshold of the Palais-Smale condition
for Jλ. In what follows, Ss denotes Ss(R
N ). First we recall the Hardy-
Sobolev inequality for functions supported on neighborhood of boundary.
For the Sobolev inequality, see Lemma 2.1 in [15]. The following lemma is
obtained by applying the technique of [15].
Lemma 2.1 (Proposition 2.3 in [7]). Let h(x′) is a C1 function defined in
{x′ ∈ Rn−1, |x′| < 1} and satisfying ∇h(0) = 0. Denote B˜ = B1(0) ∩ {xn >
h(x′)}. Then for any φ ∈ H10 (B1(0)), we have
(1) If h ≡ 0, then
2
2−2∗(s)
2∗(s) Ss
(∫
B˜
|φ|2
∗(s)
|x|s
dx
) 2
2∗(s)
≤
∫
B˜
|∇φ|2dx.
(2) For any ε > 0, there exists δ > 0 such that if |∇h| ≤ δ, then
(2
2−2∗(s)
2∗(s) Ss − ε)
(∫
B˜
|φ|2
∗(s)
|x|s
dx
) 2
2∗(s)
≤
∫
B˜
|∇φ|2dx.
Proposition 1. The functional Jλ defined in (5) satisfies the (PS)c condi-
tion for  c <
2−s
2(N−s)S
2∗(s)
2∗(s)−2
s if x1, x2 ∈ Ω
c < 2−s4(N−s)S
2∗(s)
2∗(s)−2
s if x1 or x2 ∈ ∂Ω.
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Proof. The proof is based on P. L. Lions’ concentration-compactness prin-
ciple [11, 13]. Suppose {um} be a (PS)c sequence. That is
Jλ(um) =
∫
Ω
1
2
(
|∇um|
2 + λu2m
)
−
1
2∗(s)
(
(um)
2∗(s)
+
|x− x1|s
+
(um)
2∗(s)
+
|x− x2|s
)
dx→ c
(7)
〈J ′λ(um), φ〉 =
∫
Ω
∇um∇φ+ λumφ−
(
(um)
2∗(s)−1
+
|x− x1|s
+
(um)
2∗(s)−1
+
|x− x2|s
φ
)
dx→ 0
(8)
as m→∞. Plugging φ = um into (8), we see that
∫
Ω
|∇um|
2 + λu2m −
(
(um)
2∗(s)
+
|x− x1|s
+
(um)
2∗(s)
+
|x− x2|s
)
= o(1)‖um‖H1(9)
Taking off one-half of (9) from (7), we obtain
(
1
2
−
1
2∗(s)
)∫
Ω
(
(um)
2∗(s)
+
|x− x1|s
+
(um)
2∗(s)
+
|x− x2|s
)
dx ≤ c+ 1 + o(‖um‖H1)(10)
Hence, we derive from (7) that
1
2
∫
Ω
(|∇um|
2 + λu2m)dx ≤ c+
N − 2
2− s
(c+ 1 + o(1)‖um‖H1)
≤ C(ε) + ε‖um‖
2
H1 .
Hence {um} is a bounded sequence in H
1(Ω). So, up to a subsequence, we
have the following weak convergence :
um ⇀ u in H
1(Ω),
um ⇀ u in L
2N
N−2 (Ω),
um ⇀ u in L
2∗(s)(Ω, |x− x1|
−s),
um ⇀ u in L
2∗(s)(Ω, |x− x2|
−s).
Here L2
∗(s)(Ω, |x − xk|
−s), k = 1, 2 is L2
∗(s) function space equipped with
the measure |x− xk|
−sdx.
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Then the concentration-compactness principle gives
|∇um|
2dx ⇀ dµ ≥ |∇u|2dx+ µ1δx1 + µ2δx2 +
∑
i∈I
µiδxi ,
|um|
2N
N−2 dx ⇀ |u|
2N
N−2 dx+ µ1δx1 + µ2δx2 +
∑
i∈I
µiδxi ,
|um|
2∗(s)
|x− x1|s
dx ⇀
|u|2
∗(s)
|x− x1|s
dx+ ν˜1δx1 + ν˜2δx2 +
∑
i∈I
ν˜iδxi ,
|um|
2∗(s)
|x− x2|s
dx ⇀
|u|2
∗(s)
|x− x2|s
dx+ ν1δx1 + ν2δx2 +
∑
i∈I
νiδxi
in the sense of measure where δx is the Dirac-mass of mass 1 concentrated
at x ∈ RN . Here, I is at most countable index set and the numbers
µi, µi, ν˜i, νi ≥ 0.
We will analyse µi, µi, ν˜i, νi to show that all of them is 0. Let φ be C
1
function such that φ(x) = 1 on B1(0) and φ(x) = 0 on R
N \ B2(0). We
define φl(x) = φ(lx). Fix l > 0. Then for k = 1 or 2, we have from weak
convergence∫
Ω
|um|
2∗(s)
|x− xk|s
(1− φl(· − xk))dx
→
∫
Ω
|u|2
∗(s)
|x− xk|s
(1− φl(· − xk))dx+
∑
xi∈RN\B 2
l
(xk)
ν̂i(1− φ
l(xi))
as m → ∞, where ν̂i = ν˜i or νi when k = 1 or k = 2, respectively, Since
2∗(s) < 2NN−2 , we have from strong convergence∫
Ω
|um|
2∗(s)
|x− xk|s
(1− φl(· − xk))dx→
∫
Ω
|u|2
∗(s)
|x− xk|s
(1− φl(· − xk))dx,
as m→∞. So we obtain{
ν˜i = 0 if xi ∈ R
N \B 2
l
(x1),
νi = 0 if xi ∈ R
N \B 2
l
(x2).
Letting l→∞, we see that
|um|
2∗(s)
|x− x1|s
dx ⇀
|u|2
∗(s)
|x− x1|s
dx+ ν1δx1 and
|um|
2∗(s)
|x− x2|s
dx ⇀
|u|2
∗(s)
|x− x2|s
dx+ ν2δx2
where ν1 := ν˜1 and ν2 := ν2.
Now we shall show some relation between νk and µk for k = 1, 2. We
consider vm = um − u and
dωm :=
(
|um|
2∗(s)
|x− xk|s
−
|u|2
∗(s)
|x− xk|s
)
dx =
|um − u|
2∗(s)
|x− xk|s
dx+ o(1).
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In case of xk ∈ Ω, we have∫
Ω
|φl(· − xk)|
2∗(s)dωm =
∫
Ω
|φl(· − xk)vm|
2∗(s)
|x− xk|s
dx+ o(1)
≤ S
− 2
∗(s)
2
s (
∫
Ω
|∇(φl(· − xk)vm)|
2dx)
2∗(s)
2 + o(1)
For fixed l, we see that φl,∇φl ∈ L∞(Ω). Moreover, since ∇vm → 0 weakly
in L2, we have vm → 0 in L
p for 0 < p < 2NN−2 by Rellich-Kondrakov
Theorem. So we get∫
Ω
|∇(φl(· − xk)vm)|
2dx
≤
∫
Ω
|∇(φl(· − xk))|
2|vm|
2dx+ Cl
(∫
Ω
|vm|
2dx
) 1
2
(∫
Ω
|∇vm|
2dx
) 1
2
+
∫
Ω
|φl(· − xk)|
2|∇vm|
2dx
=
∫
Ω
|φl(· − xk)|
2|∇vm|
2dx+ o(1)
Hence,∫
Ω
|φl(· − xk)|
2∗(s)dωm = S
− 2
∗(s)
2
s (
∫
Ω
(φl(· − xk))
2|∇vm|
2dx)
2∗(s)
2 + o(1).
In case of xk ∈ ∂Ω, applying Lemma 2.1, we see that∫
Ω
|φl(· − xk)|
2∗(s)dωm
=
∫
Ω
|φl(· − xk)vm|
2∗(s)
|x− xk|s
dx+ o(1)
≤ (2
2∗(s)−2
2 S
− 2
∗(s)
2
s + εl)
(∫
Ω
|∇(φl(· − xk)vm)|
2dx
) 2∗(s)
2
+ o(1)
= (2
2∗(s)−2
2 S
− 2
∗(s)
2
s + εl)
(∫
Ω
(φl(· − xk))
2|∇vm|
2dx
) 2∗(s)
2
+ o(1)
where εl → 0 as l→∞. By letting m, l→∞, we obtain Ssν
2
2∗(s)
k ≤ µk if xk ∈ Ω
2
2−2∗(s)
2∗(s) Ssν
2
2∗(s)
k ≤ µk if xk ∈ ∂Ω
(11)
for k = 1, 2.
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To complete the proof, we need to show that µi = 0 for i = 1, 2 or i ∈ I.
For i ∈ I, by testing um(x)φ
l(x− xi), we have
〈J ′λ(um), umφ
l(· − xi)〉 =
∫
Ω
∇um∇(umφ
l(· − xi)) + λumumφ
l(· − xi)
−
(
(um)
2∗(s)
+
|x− x1|s
φl(· − xi) +
(um)
2∗(s)
+
|x− x2|s
φl(· − xi)
)
.
One can readily check that
lim
l→∞
lim
m→∞
∫
Ω
∇um∇umφ
l(· − xi) ≥ µi,
lim
l→∞
lim
m→∞
∫
Ω
λumumφ
l(· − xi) = 0,
lim
l→∞
lim
m→∞
∫
Ω
(um)
2∗(s)
+
|x− x1|s
φl(· − xi) = 0,
lim
l→∞
lim
m→∞
∫
Ω
(um)
2∗(s)
+
|x− x2|s
φl(· − xi) = 0.
We claim that
lim
l→∞
lim
m→∞
∫
Ω
∇umum∇φ
l(· − xi) = 0.
Let Ωli := Ω ∩ supp(∇φ
l(· − xi)). First we consider the case where xi is not
a limit point of {xk : k ∈ I}. In this case, we see that
xi /∈ Ω
l
i for all l
and
xk /∈ Ω
l
i for k 6= i as l is sufficiently large.
Hence we have∣∣∣∣ liml→∞ limm→∞
∫
Ω
∇umum∇φ
l(· − xi)
∣∣∣∣
= lim
l→∞
∣∣∣∣∫
Ω
∇u · ∇φl(· − xi)udx
∣∣∣∣
≤ lim
l→∞
(∫
Ωlj
|∇u|2dx
) 1
2
(∫
Ωlj
|u|
2N
N−2 dx
)N−2
2N
(∫
Ωlj
|∇φl(· − xi)|
Ndx
) 1
N
≤ lim
l→∞
C
(∫
Ωlj
|∇u|2dx
) 1
2
(∫
Ωlj
|u|
2N
N−2 dx
)N−2
2N
= 0.
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In the case of xi is a limit point of {xk : k ∈ I}, there is additional term
(
∑
k∈I,xk∈Ω
l
j
µk)
1
2 (
∑
k∈I,xk∈Ω
l
j
µk)
N−2
2N ≤
(∫
Ωlj
|∇u|2dx
) 1
2
(∫
Ωlj
|u|
2N
N−2 dx
)N−2
2N
<∞
which also goes to 0 as l→∞. So we get
µi ≤ lim
l→∞
〈J ′λ(um), umφ
l(· − xi)〉 = lim
l→∞
o(‖umφ
l‖H1) = 0 for i ∈ I.
Using the same argument, we have for i = 1, 2,
µi = lim
l→∞
lim
m→∞
∫
Ω
∇um∇umφ
l(· − xi) = lim
l→∞
lim
m→∞
∫
Ω
(um)
2∗(s)
+
|x− xi|s
φl(· − xi) ≤ νi
(12)
If we assume µi > 0 for i = 1 or 2, then
c = lim
m→∞
Jλ(um)−
1
2
〈J ′λ(um), um〉 ≥ (
1
2
−
1
2∗(s)
)µi.
But from (11) and (12), we have Ssµ
2
2∗(s)
i ≤ µi ⇔ µi ≥ S
2∗(s)
2∗(s)−2
s
2
2−2∗(s)
2∗(s) Ssµ
2
2∗(s)
i ≤ µi ⇔ µi ≥
1
2S
2∗(s)
2∗(s)−2
s
which is a contradiction. This prove Proposition 1. 
3. Existence of solution to (4) for small λ
In this section, we show the existence theory of Theorem 1.1. Plugging
constant function c into the functional Jλ, we have
Jλ(c) =
1
2
|Ω|λc2 −
1
2∗(s)
C1c
2∗(s)
where C1 =
∫
Ω
1
|x−x1|s
+ 1|x−x2|sdx. Since 2
∗(s) > 2, we see that Jλ(c) < 0
for sufficiently large c. From the observation
d
dc
(Jλ(c)) = 0⇔ c = 0 or
(
λ|Ω|
C1
) 1
2∗(s)−2
,
we see that
max
c
Jλ(c) = Jλ
(
(
λ|Ω|
C1
)
1
2∗(s)−2
)
=
1
2
|Ω|λ
(
λ|Ω|
C1
) 2
2∗(s)−2
−
1
2∗(s)
C1
(
λ|Ω|
C1
) 2∗(s)
2∗(s)−2
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which is less than 
2−s
2(N−s)S
2∗(s)
2∗(s)−2
s if x1, x2 ∈ Ω
2−s
4(N−s)S
2∗(s)
2∗(s)−2
s if x1 or x2 ∈ ∂Ω
provided the positive solution parameter λ is small enough.
4. Existence of solution to (4) with boundary singularity
In this section, we prove the existence of a solution in Theorem 1.2. We
shall follow the strategy of [15, 4] to prove Theorem 1.2. We may assume
x1 = (0, · · · , 0) ∈ ∂Ω and the mean curvature H(0) is positive. Then, up to
rotation, the boundary near the origin can be represented by
xn = h(x
′) =
1
2
N−1∑
i=1
αix
2
i + o(|x
′|2)
where x′ = (x1, x2, · · · , xN−1) ∈ Dδ(0) = Bδ(0) ∩ {xN = 0} for some δ > 0.
Here α1, α2, · · · , αN−1 are the principal curvature of ∂Ω at 0 and the mean
curvature
∑N−1
i=1 αi > 0. Denote
g(x′) =
1
2
N−1∑
i=1
αix
2
i .
Consider
Uε(x) := ε
N−2
2(2−s) (ε+ |x|2−s)
2−N
2−s
for small parameter ε > 0. Then, it follows that
(13)
∫
RN
|∇U1|
2dx/(
∫
RN
|U1|
2∗(s)
|x|s
dx)
N−2
N−s = Ss.
Choose δ such that x2 /∈ B3δ(0). Set a cut-off function η such that
η ∈ C∞c (R
N ), 0 ≤ η ≤ 1, η = 1 in Bδ(0), η = 0 in R
N \B2δ(0).
Note that from 2∗(s) > 2,
Jλ(TηUε) =
∫
Ω
T 2
2
(|∇(ηUε)|
2 + λ(ηUε)
2)−
T 2
∗(s)
2∗(s)
(
(ηUε)
2∗(s)
+
|x− x1|s
+
(ηUε)
2∗(s)
+
|x− x2|s
)
dx
< 0
for sufficiently large T . We define
P =
{
p(t)
∣∣∣ p(t) : [0, 1]→ H1(Ω) is continous map with
p(0) = 0 ∈ H1(Ω) and p(1) = TηUε(x)|Ω
}
.
Let
c∗ = inf
p(t)∈P
sup
0≤t≤1
{Jλ(p(t))}.
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Then, thanks to Proposition 1, it suffices to show
c∗ <
2− s
4(N − s)
S
2∗(s)
2∗(s)−2
s .(14)
In the following discussion, we denote
Kε0 :=
∫
Ω
|∇(ηUε)|
2dx, Kε1 :=
∫
Ω
(ηUε)
2∗(s)
|x− x1|s
dx,Kε3 :=
∫
Ω
(ηUε)
2dx
and Kε2 :=
∫
Ω
(ηUε)
2∗(s)
|x− x2|s
dx.
First we deal with Kε0 . By using Leibniz rule, one has
Kε0 =
∫
Ω
|∇(ηUε)|
2dx
=
∫
Ω
|∇η|2|Uε|
2dx+ 2
∫
Ω
ηUε∇η · ∇Uεdx+
∫
Ω
|η|2|∇Uε|
2dx.
Since supp(∇η) ⊂ B2δ(0) \Bδ(0), for sufficiently small ε,∫
Ω
|∇η|2|Uε|
2dx =
∫
Ω
|∇η|2ε
N−2
2−s (ε+ |x|2−s)
2(2−N)
2−s dx
≤
∫
Ω
|∇η|2ε
N−2
2−s (2δ)2(2−N)dx
≤ C1,δε
N−2
2−s .
Similarly, it follows that∣∣∣∣∫
Ω
ηUε∇η · ∇Uεdx
∣∣∣∣
=
∣∣∣ ∫
Ω
ηε
N−2
2(2−s) (ε+ |x|2−s)
2−N
2−s
×∇η ·
(
(2−N)ε
N−2
2(2−s) (ε+ |x|2−s)
2−N
2−s
−1|x|1−s
x
|x|
)
dx
∣∣∣
≤ C2,δε
N−2
2−s .
The last term is more delicate. We consider the case of N = 3 and the case
of N ≥ 4 separately. When N = 3, we have∫
Ω
|η|2|∇Uε|
2dx =
∫
R
N
+
|∇Uε|
2dx−
∫
Dδ(0)
∫ h(x′)
0
|∇Uε|
2dxNdx
′ + o(ε
1
2−s ).
Since a|x′|2 ≤ h(x′) ≤ A|x′|2 on Dδ(0) for some 0 < a ≤ A <∞, we have∫
Dδ(0)
∫ h(x′)
0
|∇Uε|
2dxNdx
′ ≥ C
∫
Dδ(0)
ε
N−2
2−s a|x′|4−2s
(ε+ |x′|2−s)
2(N−s)
2−s
dx′
≥ Cε
1
2−s | ln ε|.
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When N ≥ 4, we have∫
Ω
|η|2|∇Uε|
2dx
=
∫
R
N
+
|∇Uε|
2dx−
∫
Dδ(0)
∫ h(x′)
0
|∇Uε|
2dxNdx
′ +O(ε
N−2
2−s )
=
1
2
K0 −
∫
RN−1
∫ g(x′)
0
|∇Uε|
2dxNdx
′ −
∫
Dδ(0)
∫ h(x′)
g(x′)
|∇Uε|
2dxNdx
′ +O(ε
N−2
2−s )
where
K0 :=
∫
RN
|∇Uε|
2dx = (N − 2)2
∫
RN
|y|(2−2s)
(1 + |y|2−s)
2(N−s)
2−s
dy.
Observe that
I(ε) :=
∫
RN−1
∫ g(x′)
0
|∇Uε|
2dxNdx
′
= (N − 2)2ε
N−2
2−s
∫
RN−1
∫ g(x′)
0
|x|2−2s
(ε+ |x|2−s)
2(N−s)
2−s
dxNdx
′
= (N − 2)2
∫
RN−1
∫ g(y′)ε 12−s
0
|y|2−2s
(1 + |y|2−s)
2(N−s)
2−s
dyNdy
′.
(15)
So we have
lim
ε→0
ε−
1
2−s I(ε) = (N − 2)2
∫
RN−1
|x′|2−2sg(x′)
(1 + |x′|2−s)
2(N−s)
2−s
dx′
=
(N − 2)2
2
∫
RN−1
|x′|2−2s
∑N−1
i=1 αi|xi|
2
(1 + |x′|2−s)
2(N−s)
2−s
dx′
=
(N − 2)2
2
N−1∑
i=1
αi
∫
RN−1
|x′|2−2s|xi|
2
(1 + |x′|2−s)
2(N−s)
2−s
dx′
= (
N−1∑
i=1
αi)
(N − 2)2
2(N − 1)
∫
RN−1
|x′|4−2s
(1 + |x′|2−s)
2(N−s)
2−s
dx′.
which leads to
I(ε) = O(ε
1
2−s ).
The curvature assumption (H(0) > 0) implies
I(ε) > 0.
HARDY-SOBOLEV CRITICAL EQUATIONS WITH THE MULTIPLE SINGULARITIES13
Moreover,
I1(ε) :=
∫
Dδ(0)
∫ h(x′)
g(x′)
|∇Uε|
2dxndx
′
= (N − 2)2ε
N−2
2−s
∫
Dδ(0)
∫ h(x′)
g(x′)
|x|2−2s
(ε+ |x|2−2s)
2(N−s)
2−s
dxNdx
′
≤ C(δ,N)(N − 2)2ε
N−2
2−s
∫
Dδ(0)
|h(x′)− g(x′)|
(ε+ |x′|2−s)
2(N−s)
2−s
−1
dx′
Since h(x′) = g(x′)+ o(|x′|2), for any σ > 0, there exists C(σ) > 0 such that
|h(x′)− g(x′)| ≤ σ|x′|2 + C(σ)|x′|
5
2 .
So we have
I1(ε) ≤ Cε
N−2
2−s
∫
Dδ(0)
σ|x′|2 + C(σ)|x′|
5
2
(ε+ |x′|2−s)
2(N−s)
2−s
−1
dx′
≤ Cε
1
2−s (σ + C(σ)ε
1
2(2−s) )
which implies
I1(ε) = O(ε
1
2−s ).
Therefore we obtain
Kε0 =
{
1
2K0 − Cε
1
2−s | ln ε|+O(ε
1
2−s ) when N = 3,
1
2K0 − I(ε) +O(ε
1
2−s ) when N ≥ 4.
(16)
On the other hand, we have
Kε1 =
∫
R
N
+
|Uε|
2∗(s)
|x|s
dx−
∫
Dδ(0)
∫ h(x′)
0
|Uε|
2∗(s)
|x|s
dxNdx
′ +O(ε
N−s
2−s )
=
1
2
K1 −
∫
RN−1
∫ g(x′)
0
|Uε|
2∗(s)
|x|s
dxNdx
′
−
∫
Dδ(0)
∫ h(x′)
g(x′)
|Uε|
2∗(s)
|x|s
dxNdx
′ +O(ε
N−s
2−s )
where
K1 =
∫
RN
U
2∗(s)
ε
|x|s
dx =
∫
RN
ε
2∗(s)(N−2)
2(2−s)
|x|s(ε+ |x|2−s)
2∗(s)(N−2)
2−s
dx
=
∫
RN
1
|y|s(1 + |y|2−s)
2(N−s)
2−s
dy.
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Observe that
II(ε) :=
∫
RN−1
∫ g(x′)
0
|Uε|
2∗(s)
|x|s
dxNdx
′
=
∫
RN−1
∫ ε 12−s g(y′)
0
1
|y|s(1 + |y|2−s)
2(N−s)
2−s
dyNdy
′.
(17)
So, we have
lim
ε→0
ε−
1
2−s II(ε) =
∫
RN−1
g(y′)
|y′|s(1 + |y′|2−s)
2(N−s)
2−s
dy′
=
1
2
∫
RN−1
∑N−1
i=1 αi|yi|
2
|y′|s(1 + |y′|2−s)
2(N−s)
2−s
dy′
=
∑N−1
i=1 αi
2(N − 1)
∫
RN−1
|y′|2
|y′|s(1 + |y′|2−s)
2(N−s)
2−s
dy′
which leads to
II(ε) = O(ε
1
2−s ).
The curvature assumption (H(0) > 0) implies
II(ε) > 0.
Similarly, we can get∫
Dδ(0)
∫ h(x′)
g(x′)
|Uε|
2∗(s)
|x|s
dxNdx
′ = O(ε
1
2−s ).
Thus, we obtain
Kε1 =
1
2
K1 − II(ε) +O(ε
1
2−s ).(18)
Moreover, direct calculation gives
Kε3 =
∫
Ω
(ηUε)
2dx =

O(ε
1
2−s ), N = 3,
O(|ε
2
2−s ln ε|), N = 4,
O(ε
2
2−s ), N ≥ 5.
Actually when N = 3, we have∫
Ω
(ηUε)
2dx =
∫
Ω
|η|2ε
1
2−s (ε+ |x|2−s)−
2
2−s dx
≤
∫
B2δ(0)
ε
1
2−s (ε+ |x|2−s)−
2
2−sdx
≤ CNε
2
2−s
∫ 2δε− 12−s
0
(1 + r2−s)−
2
2−s r2dr = O(ε
1
2−s ).
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When N = 4, we see that∫
Ω
(ηUε)
2dx =
∫
Ω
|η|2ε
2
2−s (ε+ |x|2−s)−
4
2−sdx
≤
∫
B2δ(0)
ε
2
2−s (ε+ |x|2−s)−
4
2−s dx
≤ CNε
2
2−s
∫ 2δε− 12−s
0
(1 + r2−s)−
4
2−s rN−1dr = O(|ε
2
2−s ln ε|).
When N ≥ 5, we have∫
Ω
(ηUε)
2dx =
∫
Ω
|η|2ε
N−2
2−s (ε+ |x|2−s)
2(2−N)
2−s dx
≤
∫
RN
ε
N−2
2−s (ε+ |x|2−s)
2(2−N)
2−s dx = O(ε
2
2−s ).
Lastly, we are concerned about Kε2 . Since x2 /∈ B3δ(0) and supp(η) ⊂
B2δ(0), we see that
Kε2 =
∫
Ω
|ηUε|
2∗(s)
|x− x2|s
dx
≤ C
∫
Ω∩B2δ(0)
|Uε|
2∗(s)dx
≤
∫
B2δ(0)
(ε
N−2
2(2−s) (ε+ |x|2−s)
2−N
2−s )
2(N−s)
N−2 dx
= ε
s
2−s
∫
B
2δε−1/(2−s)
(0)
(1 + |y|2−s)−
2(N−s)
2−s dy = O(ε
s
2−s ).
Let tε be a constant satisfying
Jλ(tεηUε) = sup
t>0
Jλ(tηUε)
= sup
t>0
[
1
2
Kε0t
2 −
1
2∗(s)
Kε1t
2∗(s) +
λ
2
Kε3t
2 −
1
2∗(s)
Kε2t
2∗(s)
]
≤ sup
t>0
[
1
2
Kε0t
2 −
1
2∗(s)
Kε1t
2∗(s) +
λ
2
Kε3t
2
]
.
In case N = 3, we see that K3(ε) = O(ε
1
2−s ). Hence,
Jλ(tεηUε) ≤ sup
t>0
[
1
2
Kε0t
2 −
1
2∗(s)
Kε1t
2∗(s)] +O(ε
1
2−s )
=
2− s
2(N − s)
[
Kε0
(Kε1)
N−2
N−s
]N−s
2−s
+O(ε
1
2−s ).
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So to prove (14), it suffices to show that
Kε0/(K
ε
1)
N−2
N−s < 2−
2−s
N−sSs +O(ε
1
2−s ) =
1
2
K0/(
1
2
K1)
N−2
N−s +O(ε
1
2−s ).(19)
Taking (13), (16) and (18) into account, (19) is equivalent to
1
2
K0 − Cε
1
2−s | ln ε| < 2−
2−s
N−sSs
[
1
2
K1 −O(ε
1
2−s )
]N−2
N−s
+O(ε
1
2−s )
=
1
2
SsK
N−2
N−s
1 +O(ε
1
2−s )
which is true for small ε > 0, because C > 0 and
K0/K
N−2
N−s
1 = Ss.
In case N ≥ 4, we know that Kε3 = O(ε
1
2−s ). Hence,
Jλ(tεηUε) ≤ sup
t>0
[
1
2
Kε0t
2 −
1
2∗(s)
Kε1t
2∗(s)] +O(ε
1
2−s )
=
2− s
2(N − s)
[
Kε0
(Kε1)
N−2
N−s
]N−s
2−s
+O(ε
1
2−s ).
So to prove (14), it suffices to show that
Kε0/(K
ε
1)
N−2
N−s < 2−
2−s
N−sSs +O(ε
1
2−s ) =
1
2
K0/(
1
2
K1)
N−2
N−s +O(ε
1
2−s ).(20)
Taking (13), (16) and (18) into account, (20) is equivalent to
(21)
(
1
2
K0 − I(ε)
)(
1
2
K1
)N−2
N−s
<
1
2
K0
(
1
2
K1 − II(ε) +O(ε
s˜
2−s )
)N−2
N−s
+O(ε
1
2−s )
=
1
2
K0
{(
1
2
K1
)N−2
N−s
−
N − 2
N − s
(
1
2
K1
) s−2
N−s
II(ε)
}
+O(ε
1
2−s ).
Hence to verify (21), we have to prove
lim
ε→0
II(ε)
I(ε)
<
(N − s)K1
(N − 2)K0
.
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By (15), (17) and L’Hoˆpital’s rule, we obtain
lim
ε→0
II(ε)
I(ε)
= lim
ε→0
II ′(ε)
I ′(ε)
= (N − 2)−2
∫
RN−1
g(y′)
|y′|s(1 + |y′|2−s)2(N−s)/(2−s)
dy′
×
(∫
RN−1
|y′|2−2sg(y′)
(1 + |y′|2−s)2(N−s)/(2−s)
dy′
)−1
= (N − 2)−2
∫ ∞
0
rN−s
(1 + r2−s)2(N−s)/(2−s)
dr ×
(∫ ∞
0
rN+2−2s
(1 + r2−s)2(N−s)/(2−s)
dr
)−1
Integration by parts gives for 2 ≤ β ≤ 2(N − s)− 1,∫ ∞
0
rβ−2
(1 + r2−s)
2(N−s)
2−s
−1
dr =
2N − 2− s
β − 1
∫ ∞
0
rβ−s
(1 + r2−s)
2(N−s)
2−s
dr.
Since∫ ∞
0
rβ−s
(1 + r2−s)
2(N−s)
2−s
dr =
∫ ∞
0
rβ−2
(1 + r2−s)
2(N−s)
2−s
−1
dr−
∫ ∞
0
rβ−2
(1 + r2−s)
2(N−s)
2−s
dr,
we have∫ ∞
0
rβ−s
(1 + r2−s)
2(N−s)
2−s
dr =
β − 1
2N − β − 1− s
∫ ∞
0
rβ−2
(1 + r2−s)
2(N−s)
2−s
dr.(22)
So, plugging β = N + 2− s into (22), we obtain
lim
ε→0
II(ε)
I(ε)
=
N − 3
(N + 1− s)(N − 2)2
and plugging β = N + 1− s into (22)
(N − s)
(N − 2)
K1
K0
=
N − s
(N − 2)3
(∫ ∞
0
rN−1−s
(1 + r2−s)2(N−s)/(2−s)
dr
)
×
(∫ ∞
0
rN+1−2s
(1 + r2−s)2(N−s)/(2−s)
dr
)−1
= (N − 2)−2.
Therefore we obtain
II(ε)
I(ε)
<
(N − s)
(N − 2)
K1
K0
for sufficiently small ε and complete the proof.
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5. Positivity of solution
In this section, we establish the positivity of solutions. One first observes
that
0 = 〈J ′λ(u), u−〉 =
∫
Ω
|∇u−|
2 + λ|u−|
2dx
where u− = min(u, 0). Since λ > 0, we have u ≥ 0. Then the interior
positivity of u follows from the maximum principle
Proposition 2. If u ∈ C1(Ω \ {x1, x2}) is a non-negative solution to (4),
then
u > 0 in Ω.
Proof. We employ the argument in [14]. If u vanishes somewhere in Ω \
{x1, x2}, then there exists y0 ∈ Ω\{x1, x2} and a ball B = BR(y1) satisfying
u(y0) = 0, B ⊂ Ω \ {x1, x2}, y0 ∈ ∂B and 0 < u < a in B. We observe that
u > 0 on
A = {x :
R
2
< |x− y1| < R}
and
c = inf{u(x) : |x− y1| =
R
2
}
satisfies 0 < c < a.
For given k1, k2 > 0, let v(r) be solution to{
v′′ = k1v
′ + k2v for 0 < r <
R
2 ,
v(0) = 0, v(R2 ) = c.
We note that v′(0) > 0. Now we consider
u(x) = v(R − |x− y1|).
Then u(x) = 0 ≤ u(x) on ∂BR(y1) and u(x) = c ≤ u(x) on ∂BR
2
(y1).
Moreover, on A, we have
−∆u+ λu = −v′′(R− |x− y1|)− v
′(R− |x− y1|)(
1−N
|x − y1|
) + λv(R − |x− y1|)
≤ (
N − 1
R
− k1)v
′(R− |x− y1|) + (λ− k2)v(R − |x− y1|)
≤ 0
for sufficiently large k1, k2.
We claim that u ≥ u on A. Suppose not, there exists Ω1 ⊂ A such that
u > u on Ω1. And we have
−∆(u− u) + λ(u− u) ≤ 0 on Ω1.
So, by multiplying u− u and integrating over Ω1, we obtain
0 <
∫
Ω1
|∇(u− u)|2 + λ|u− u|2dx ≤ 0.
which is a contradiction.
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Since u(y0) = u(y0) = 0, u ≥ u on A and v
′ > 0, u′(y1) should be positive
which contradicts to y0 is minimum point. 
6. Regularity of solution to (4)
In this section, we verify the regularity of solution. Recall the following
lemma.
Lemma 6.1 (Appendix B in [13]). Let N ≥ 3. Suppose u ∈ H1loc(Ω) is a
weak solution to
−∆u = g(·, u) in Ω
where g(x, u) is measurable in x ∈ Ω and continuous in u ∈ R. If g satisfies
g(x, u) ≤ C(1 + |u|p)
for some p ≤ N+2N−2 , then u ∈ C
1,α(Ω) for any α > 0.
We observe that for Ω′ ⊂⊂ Ω \ {x1, x2},
|u|2
∗(s)−2u
|x− x1|s
+
|u|2
∗(s)−2u
|x− x2|s
≤ C|u|2
∗(s)−1
and 2∗(s)− 1 ≤ N+2N−2 . Hence the solution u to (4) is in C
1,α(Ω′).
7. Neumann Problem with the multiple singularities
In this section, we deal with the existence theory for the equation{
−∆u+ λu =
∑I
i=1
|u|2
∗(si)−2u
|x−xi|si
in Ω
∂u
∂ν = 0 on ∂Ω
(23)
where 0 < si < 2, Ω is C
2 bounded domain with xi ∈ ∂Ω for 1 ≤ i ≤ I
′ − 1
and xi ∈ Ω for I
′ ≤ i ≤ I. In addition, we assume that xi1 6= xi2 if i1 6= i2.
The energy functional is given by
Jλ(u) =
1
2
∫
Ω
(|∇u|2 + λu2)dx−
I∑
i=1
1
2∗(si)
∫
Ω
u
2∗(si)
+
|x− xi|si
dx.
We see that Jλ is C
1 and
〈J ′λ(u), φ〉 =
∫
Ω
(∇u∇φ+ λuφ)dx−
I∑
i=1
∫
Ω
u
2∗(si)−1
+
|x− xi|si
φdx
for φ ∈ H1(Ω).
In the same fashion as the proof of Proposition 1, we obtain the following
proposition :
Proposition 3. The functional Jλ satisfies the (PS)c condition for
c < min
(
min1≤i≤I′−1
2−si
4(N−si)
S
2∗(si)
2∗(si)−2
si ,minI′≤i≤I
2−si
2(N−si)
S
2∗(si)
2∗(si)−2
si
)
.
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Using Proposition 3, one can obtain the following theorems by the same
method as we prove for Theorem 1.1.
Theorem 7.1 (Existence of solution to (23) for small λ). There exists Λ > 0
such that (23) admit a positive solution for λ with 0 < λ < Λ.
Moreover, under the geometric setting of x1 ∈ ∂Ω and the mean curvature
H(x1) is positive, one can prove the existence of a positive solution to (23)
when
2− s1
4(N − s1)
S
2∗(s1)
2∗(s1)−2
s1 = min
(
min
1≤i≤I′−1
2− si
4(N − si)
S
2∗(si)
2∗(si)−2
si , min
I′≤i≤I
2− si
2(N − si)
S
2∗(si)
2∗(si)−2
si
)
.
Actually we may assume x1 = (0, · · · , 0) ∈ ∂Ω and the mean curvature
H(0) is positive. Then, up to rotation, the boundary near the origin can be
represented by
xn = h(x
′) =
1
2
N−1∑
i=1
αix
2
i + o(|x
′|2)
where x′ = (x1, x2, · · · , xN−1) ∈ Dδ(0) = Bδ(0) ∩ {xN = 0} for some δ > 0.
Here α1, α2, · · · , αN−1 are the principal curvature of ∂Ω at 0 and the mean
curvature
∑N−1
i=1 αi > 0. Denote
g(x′) =
1
2
N−1∑
i=1
αix
2
i .
Consider
Uε(x) := ε
N−2
2(2−s) (ε+ |x|2−s)
2−N
2−s
for small parameter ε > 0. Then, it follows that∫
RN
|∇U1|
2dx/(
∫
RN
|U1|
2∗(s)
|x|s
dx)
N−2
N−s = Ss.
Choose δ such that x2, · · · , xI /∈ B3δ(0). Set a cut-off function η such that
η ∈ C∞c (R
N ), 0 ≤ η ≤ 1, η = 1 in Bδ(0), η = 0 in R
N \B2δ(0).
Note that from 2∗(s) > 2, Jλ(TηUε) < 0. We define
P =
{
p(t)
∣∣∣ p(t) : [0, 1]→ H1(Ω) is continous map with
p(0) = 0 ∈ H1(Ω) and p(1) = TηUε(x)|Ω
}
.
Let
c∗ = inf
p(t)∈P
sup
0≤t≤1
{Jλ(p(t))}.
Then, thanks to Proposition 3, it suffices to show
c∗ <
2− s1
4(N − s1)
S
2∗(s1)
2∗(s1)−2
s .
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Denote
K˜ε0 :=
∫
Ω
|∇(ηUε)|
2dx,
K˜εi :=
∫
Ω
(ηUε)
2∗(si)
|x− xi|si
dx for 1 ≤ i ≤ I,
K˜εI+1 :=
∫
Ω
(ηUε)
2dx.
Then by repeating arguments in proof of Theorem 1.2, we get estimates for
each K˜εi as follows :
• K˜ε0
K˜ε0 =
{
1
2K˜0 − Cε
1
2−s | ln ε|+O(ε
1
2−s ) when N = 3,
1
2K˜0 − I˜(ε) +O(ε
1
2−s ) when N ≥ 4,
where
I˜(ε) :=
∫
RN−1
∫ g(x′)
0
|∇Uε|
2dxNdx
′,
K˜0 :=
∫
RN
|∇Uε|
2dx.
• K˜ε1
K˜ε1 =
1
2
K˜1 − I˜I(ε) +O(ε
1
2−s1 )
where
I˜I(ε) :=
∫
RN−1
∫ g(x′)
0
|Uε|
2∗(s1)
|x|s1
dxNdx
′,
K˜1 =
∫
RN
|Uε|
2∗(s1)
|x|s1
dx.
• K˜εi for 2 ≤ i ≤ I
K˜εi = O(ε
si
2−si )
• K˜εI+1
K˜εI+1 =

O(ε
1
2−s1 ), N = 3,
O(|ε
2
2−s1 ln ε|), N = 4,
O(ε
2
2−s1 ), N ≥ 5.
Therefore using the fact
I˜I(ε)
I˜(ε)
<
(N − s1)
(N − 2)
K˜1
K˜0
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which is verified in the proof of Theorem 1.2, we obtain the following theo-
rem.
Theorem 7.2 (Existence of solution to (23) with the boundary singularity).
Suppose x1 ∈ ∂Ω and the mean curvature H(x1) is positive. If
2− s1
4(N − s1)
S
2∗(s1)
2∗(s1)−2
s1 = min
(
min
1≤i≤I′−1
2− si
4(N − si)
S
2∗(si)
2∗(si)−2
si , min
I′≤i≤I
2− si
2(N − si)
S
2∗(si)
2∗(si)−2
si
)
,
then there exists a positive solution to (23).
Acknowledgments
The first author is supported by Grant-in-Aid for JSPS Research Fellow
(JSPS KAKENHI Grant Number JP16J08945).
References
[1] T. Bartsch, S. Peng and Z. Zhang Existence and non-existence of solutions to elliptic
equations related to the Caffarelli-Kohn-Nirenberg inequalities, Calc. Var. Partial
Diff. Equ., 30(1) (2007), 113–136.
[2] G. Cerami, X. Zhong and W. Zou On some nonlinear elliptic PDEs with Sobolev-
Hardy critical exponents and a Li-Lin open problem, Calc. Var. Partial Diff. Equ.,
54(2) (2015), 1793–1829.
[3] J. Chabrowski On the Neumann problem with the Hardy-Sobolev potential, Annali
di Matematica, 186 (2007), 703–719.
[4] N. Ghoussoub and X. S. Kang Hardy-Sobolev critical elliptic equations with boundary
singularities, Ann. Inst. H. Poincare Anal. Non Lineaire, 21(6) (2004), 767–793.
[5] N. Ghoussoub and F. Robert Concentration estimates for Emden-Fowler equations
with boundary singularities and critical growth, IMRP Int. Math. Res. Pap., 21867
(2006), 1–85.
[6] N. Ghoussoub and C. Yuan Multiple solutions for quasi-linear PDEs involving the
critical Sobolev and Hardy exponents, Trans. Amer. Math. Soc., 352(12) (2000),
5703–5743.
[7] M. Hashizume Asymptotic behavior of the least-energy solutions of a semilinear el-
liptic equation with the Hardy-Sobolev critical exponent, J. Differential Equations,
262(3) (2017), 3107–3131.
[8] C. Hsia, C. Lin and H. Wadade Revisiting an idea of Bre´zis and Nirenberg, J. Funct.
Anal., 259(7) (2010), 1816–1849.
[9] Y. Li and C.-S. Lin A nonlinear elliptic pde with two Sobolev-Hardy critical expo-
nents, Arch. Ration. Mech. Anal, 203(3) (2012), 943–968.
[10] E. Lieb Sharp constants in the Hardy-Littlewood-Sobolev and related inequal ities,
Ann. of Math, 118(2) (1983), 349–374.
[11] P.-L. Lions The concentration-compactness principle in the calculus of variations.
The limit case. I, Rev. Mat. Iberoamericana, 1 (1985), 145–201.
[12] R. Musina Ground state solutions of a critical problem involving cylindrical weights,
Nonlinear Anal, 68(12) (2008), 3972–3986.
[13] M. Struwe Variational Methods, Springer-Verlag, Berlin (1990)
[14] J.-L. Va´zquez A strong maximum principle for some quasilinear elliptic equations,
Appl. Math. Optim., 12 (1984), 191–202.
[15] X.J. Wang Neumann problems of semilinear elliptic equations involving critical
Sobolev exponents, J. Differential Equations, 93 (1991), 283–310.
HARDY-SOBOLEV CRITICAL EQUATIONS WITH THE MULTIPLE SINGULARITIES23
Department of Mathematics, Graduate School of Science, Osaka City Uni-
versity, 3-3-138 Sugimoto Sumiyoshi-ku, Osaka-shi, Osaka 558-8585 Japan
E-mail address: d15san0f06@st.osaka-cu.ac.jp
Department of Mathematics, Institute of Applied Mathematical Sciences,
National Center for Theoretical Sciences, National Taiwan University,, No.
1, Sec. 4, Roosevelt Rd, Taipei 10617, Taiwan
E-mail address: willhsia@math.ntu.edu.tw
National Center for Theoretical Sciences, No. 1 Sec. 4 Roosevelt Rd.,
National Taiwan University, Taipei, 10617, Taiwan
E-mail address: ghhwang@ncts.ntu.edu.tw
