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The main result of this note says that, if the norm of a Banach space E is differen- 
tiable (Frechet, Gateaux, or in some intermediate sense) away from the origin, then 
every locally Lipschitz function deftned on an open subset G of E is differentiable 
(in the same sense) at every point of some subset of G dense in G. As the main 
corollary we prove that every Lipschitz function on an Asplund space is Frtchet 
differentiable on a dense set. Moreover, in all these results the mean value theorem 
for the points of differentiability (which is equivalent to the possibility of computing 
the Clarke subdifferential from the points of differentiability) is shown to hold. 
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1. INTRODUCTION 
The question whether every Lipschitz function on, say, a separable 
Hilbert space is differentiable at least at one point is so natural that it was 
asked quite a long time ago. Indeed, several examples showing that the 
answer is negative have been published. It was only in 1979 when R. R. 
Phelps and S. Fitzpatrick went through all the available examples and 
found out that they are all wrong. Since that time some partial results have 
appeared (e.g., 19, 8, 14, 15]), but the question has remained open. One of 
our main results will completely solve the problem by showing that the 
answer is positive even in Asplund spaces. (Obviously, one cannot go 
beyond Asplund spaces, since they may be defined as those Banach spaces 
on which every norm is Frechet differentiable at least at one point.) In fact 
we prove considerably more. Namely, our main results say that for many 
notions of differentiability, if the norm of E is differentiable on E\(O), then 
every Lipschitz function on E is differentiable on a dense set. (Even for 
continuous convex functions this is a new result. However, for such 
functions the case of Frichet differentiability is well known [7] and the 
case of other notions of differentiability would need only a small part of 
our argument. (See [3] for a different but far more direct argument.)) 
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One should also note that, while our theorem implies that Lipschitz 
functions on separable Banach spaces are Gateaux differentiable densely, 
much stronger results about Gateaux differentiability of Lipschitz functions 
(and even maps) on separable Banach spaces were proved in [ 1, 5, 12, 131. 
However, the method used in these papers is confined to separable spaces 
and it seems that even the fact that any Lipschitz function on a non- 
separable Hilbert space is somewhere Gateaux differentiable (which follows 
from its Frechet differentiability proved here) is new. 
We are interested not only in the question whether the function is some- 
where differentiable but also in the question whether the derivative can be 
used to estimate the increment of the function. As an example of this kind 
of questions we may give: Is a Lipschitz function on a Hilbert space con- 
stant if its Frechet derivative is equal zero whenever it exists? We show that 
these questions have positive answers by proving that in all our differen- 
tiability results the mean value theorem holds. (See 2.4.) We also note in 
2.3(iv) that the validity of the mean value theorem is equivalent to the 
possibility of computing the Clarke subdifferential from the values of the 
derivative at the points at which it exists. 
We should also remark that the main.idea of the proof of our results is 
the same as in [14] where the question of Frechet differentiability of 
everywhere Gateaux differentiable functions was settled. Namely, it is the 
simple observation that if llell = 1 and f’(x, e) = Lip(f) then f has at x at 
least as strong differentiability properties as the norm at e. (See also [S] 
for the case of Frechet differentiability.) However, such pairs need not exist 
even for Lipschitz functions on the real line. Hence, similarly to [14, 83, we 
are trying to find a stronger version of the above observation. The same 
idea led in [ 141 to Lemma 2 which was based on a (rather simple) 
n-dimensional “mean value” argument. Since this argument does not work 
for general Lipschitz functions, we replace [14, Lemma 21 by rather 
unusual one-dimensional “mean value” lemmas 3.3 and 3.4. Unfortunately, 
they do not seem to have any reasonable n-dimensional analogue and we 
are forced to compensate for it by changing the norm appropriately at each 
step of the construction of the pair (x, e). Though all this leads to quite a 
number of technical complications, the slight similarity of the proof of 
Theorem 2.4 to the proofs of nonexistence of nice functions on spaces with 
bad norms (e.g., [ 10, 111) may still be noticed. 
The result of Theorem 2.5 was presented at the Workshop “Differen- 
tiability Properties of Real-Valued Functions” held by Centre de 
Recherches Mathematiques, Universite de Montreal in June 1986. The 
present improvement is partly influenced by discussions with participants 
in this Workshop, particularly with Jon Borwein. I would also like to 
acknowledge the contribution of J. TiSer, since it was in a discussion with 
him when the original (very complicated) proof of 3.3 was replaced by the 
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one presented here. Finally, long discussions with G. Debs led to many 
improvements, at the end to the formulation of Theorem 4.1, which singles 
out the criterion of differentiability based on the observation mentioned 
above. 
The proof of our main result (Theorem 2.4) is divided among three 
sections. 
First, in Section 3 we derive the “mean value theorems” (Lemma 3.3 and 
its corollary 3.4) mentioned above. Maybe, it would be more appropriate 
to call these results “monotonicity theorems,” since they improve in a 
strange way the following statement: If h is a real valued Lipschitz function 
of one real variable and if h(a) < /z(h) for some points a < h, then there 
is a point < at which h’(t) > 0. The “improvement” shows that the point 
4 can be chosen in a very special way, namely, so that the slope 
lh(c+ r)-/z(l)l/lrl is, for every value of t, controlled by the increment of 
the derivative, i.e., by the value h’(t). Such a statement is, of course, useful 
when one tries to prove that the derivative of a limit of a sequence of 
functions is equal to the limit of the derivatives. 
Second, in Section 4 we prove a differentiability criterion of the form 
mentioned above. The main steps which led to its present formulation 
(Theorem 4.1) were reformulations and slight strengthenings of the main 
observation mentioned above. To explain them, let us consider just the 
question of Frechet differentiability of a Lipschitz function f defined on a 
Hilbert space H at a point x E H. (The fact that the following statements 
hold is, of course, an obvious consequence of 4.1. However, the reader is 
invited to find their (very simple) proofs as an exercise.) Actually, our first 
observation should be slightly weaker than that mentioned above: If ,f is 
Gateaux differentiable at x and if the norm of its Gateaux derivative at .Y 
is equal to the Lipschitz constant of ,h then ,f’ is even Frechet differentiable 
at X. Next, we might reformulate these conditions: If f is Gateaux differen- 
tiable at x and if there is a vector eE H of norm 1 such that 
f’(x, e) = Lip(f), then ,f’is Frechet differentiable at X. Only then it would 
be natural to study the role of the two conditions separately and one would 
find out that the condition of Gateaux differentiability was unnecessarily 
strong. Hence one may change the assumptions ensuring the Frechet 
differentiability of f at x to: There is a unit vector e E H such that the 
directional derivative f’(x, e) exists and is equal to the Lipschitz constant 
off. However, this is still not the end: The exact equality of the directional 
derivative to the global Lipschitz constant is surely not necessary, since the 
problem is local. Hence the next change of the assumptions might be: 
There is a unit vector e E H such that ,f’(-u, e) exists and 
lim Lip(f‘restricted to B(.v, S)) <,f“(.u, e). 
6 \I 0 
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Finally, in order to see the direction to which the more complicated state- 
ment of Theorem 4.1 went, we reformulate the last condition as: There is 
a unit vector e E H such that f’(~, e) exists and 
lim sup{.f’(&E); (I,Z)EM and Ill-,~li ~6) <.f’(.~, e), 
6 \ 0 
where A4 is the set of all pairs (a, P) E Hx H such that lIEI = 1 andf’(,f, P) 
exists. The word all is the weak spot that Theorem 4.1 is attacking. Indeed, 
this theorem actually claims that a very small amount of such pairs is 
needed. 
Two simple lemmas about differentiability of distances and norms at the 
end of Section 4 are the only additional work needed to apply our method 
to other notions of differentiability. 
The remaining part of the proof of 2.4 is contained in Section 5. Starting 
with some pair, say, (x0, eo) E H x H, such that lle,ll = 1, f’(x,, eo) exists 
but f is not Frechet differentiable at .x0, we may use our main observations 
to find a new pair, say, (x,, e,) with the same properties such that 
f’(~,, e,) >f’(x,, e,). Continuing this (quite usual) inductive construction 
and trying at each step to make the increment of the corresponding direc- 
tional derivatives as large as possible, we should obtain in the limit a pair 
(x, e) such that the assumptions of our main observation hold. On the way 
we have to solve four problems: 
(i) Why does the sequence X~ converge to some X? 
(ii) Why does the sequence ek converge to some e? 
(iii) Why does ,f’(,u, e) exist? 
(iv) Why is .f’(x, e) “almost maximal”? 
The answers to the first and to the last question should be obvious. The 
sequence xk converges to some x simply because .Y~+, was chosen close 
enough to xk. (This was the reason why we localized our main observa- 
tion.) The directional derivative ,f’(x, e) is “almost maximal” simply 
because we are using a construction that should lead to a point of “maxi- 
mal” directional derivative. (If the reader does not find this argument com- 
pletely convincing, he is right. We really cannot construct a point at which 
the derivative is maximal since such a point need not exist. Of course, the 
argument would be correct if there were no other conditions on the choice 
of the pairs (x,, ek). However, since we need such conditions to be able to 
answer (ii) and (iii), we have to argue in the following way: The pair 
ceyk + I? ek + 1) was always chosen from some special set, say M(x,, ek) of 
pairs associated with (x,, ek) (namely, from the set which was claimed a 
while ago to contain a very small amount of pairs). Hence we just have to 
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manage to define these special sets in such a way that whenever (2, P) 
belongs to M(& g), then M(I, Z) c M(.?, t?).) 
Our answer to the second question uses a new argument. The problem 
is that the convergence of the sequence ek cannot be arranged in the same 
way as the convergence of x~. Indeed, in the kth step of the construction 
we are trying to find a pair (xk + 1, ek + , ) (belonging to some strange special 
set of pairs, but that fortunately does not interest us now) such that the 
difference f’(.~~+ I, ek + ,) - f’(x,, ek) is (positive and) as large as possible. 
It seems clear that no additional condition involving the distance of ek + , 
and ek is compatible with our attempt to maximize the above difference. 
However, the solution of this problem is rather simple: We recall that we 
are constructing a sequence ek of unit vectors, and we observe that a small 
change of the norm can drastically change the set of pairs considered for 
the choice of (X k + 1, ek + I ). More precisely, defining a new norm p as the 
sum of the original norm and of a multiple of the distance to the one- 
dimensional subspace of H generated by ek, we easily see that the condi- 
tions p(ek+i)=l (=p(e,)) andf’(x,+,,e,+,)>f’(s,,e,) already imply 
that ek+ , is close to ek. (Of course, since we are studying differentiability, 
it is more convenient to define the new norm, say, as the square root of the 
sum of the squares of the original norm and of the distance to the one- 
dimensional subspace of H generated by e,. Since here we are speaking 
about the Hilbert space case only and since in this way we will not leave 
norms generated by inner products, we shall consider this particular 
construction even in the remaining part of these introductory remarks.) In 
this way we have no problem in ensuring the convergence of the sequence 
ek. However, we have to pay for this by not having a single norm but 
rather a sequence of them. But, if this sequence of norms converges to some 
new norm on H, the main observation should be still applicable to the limit 
pair (x, e) and to the new norm. It might seem that we did not improve our 
situation at all: The sequence of norms we are left with is nondecreasing 
(which is nice) but why should it be bounded? To see this, we have to look 
at the inductive construction more carefully. In the kth step we have 
constructed a pair (xk, ek) so that ,f’(x,, ek) was “almost maximal.” This 
means that, already for the k th norm, the values off’(l, C) cannot be much 
larger thanf’(x,, ek). Now it should be quite clear that the implication 
f’K 4 > f’(Xk, ek) and p(g) = 1 implies l/P- eklJ small 
holds for norms p which arise as a sum of the kth norm and of a small 
multiple of the distance from the one-dimensional space generated by ek. 
Combining the corresponding estimates, we should be therefore able to 
answer the second question. (Two remarks might be in order: (1) A simpler 
version of this “change of norm argument” has been used in [3] to prove, 
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for example, some differentiability theorems for convex functions. (2) It 
might be interesting to mention that I came to this argument in a com- 
pletely different way. Though I was trying to solve mainly the Hilbert space 
case, I had in mind that there is no counterexample in any Asplund space. 
However, the method presented here (without the “change of norm argu- 
ment”) would give not only a point x of Frechet differentiability, but also 
a gradient vector e. That means that one would havef’(.u, e) = Ilf“(.u)il. But 
this is clearly impossible iffis just a linear functional which does not attain 
its maximum on the unit ball. Hence it seemed that there is a chance to 
apply the method to reflexive spaces, but not to general Asplund spaces. 
However, it is obvious that every linear functional attains its maximum on 
the unit ball with respect to some norm. (This is, of course, true in any 
Banach space.) Consequently, the only way how to use the main argument 
described above (and below) in a nonreflexive space seemed to be to 
consider a new norm which should depend also on the function whose 
differentiability properties we are studying. What I find interesting is that 
this “change of norm argument” which seemed to be a natural part of a 
possible solution of the nonreflexive case turned out to be one of the 
important ingredients of the first solution of the question of Frechet 
differentiability of Lipschitz functions even in the Hilbert space case.) 
Since we answered all the questions but (iii) and did not use any one- 
dimensional “mean value argument, ” it should be clear what we propose to 
use to answer this question. Indeed, the convergences from (i) and (ii) just 
mean that the sequence g, : t ++ .f‘(.~~ + te,) of real valued functions of one 
real variable converges to the function g: t +-+ f(~ + te). Moreover, we know 
that for each k the function g, has a derivative at 0. Of course, the problem 
is that from this we would like to infer that g is differentiable at 0. At this 
point we have to recall our “special set of pairs associated with (x,, ek)” 
from which we were allowed to choose the pair (I, + , , ek + ,). This 
“special choice” meant that the difference 1 (g, .+ ,(t) - g, + , (0)) - ( gk (t) - 
gk(0))l/]tl of the slopes is (for every t) controlled by the increment 
g; + ,(O) - g;(O) of derivatives. Using a (not completely obvious) induction 
argument, we prove that the difference i(g,(t)- g,(O)) - (gk(t) - g,(O))i/ltl 
of slopes is controlled by g; (0) - g; (0) whenever i 2 k. Finally, noting that 
the sequence g; (0) ( =f’(x,, ek)) is nondecreasing and bounded, we easily 
see that standard arguments imply that g’(0) exists. 
Though the preceding description of the main steps in our proof of 
Theorem 2.4 was not complete, it should give the rough idea of the way in 
which one is going. At least it should be clear that the proof presented here 
needs a large number of technical estimates. Upon the suggestion of the 
referee I tried to keep at least some of the concrete numerical constants 
within a reasonable range. However, I did not try to find their optimal 
values. 
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Since quite a number of my colleagues claimed that the first version of 
the proof of Frechet differentiability was so condensed that it was 
unreadable, I tried to improve this both by formulating special parts of the 
proof as partial results and by making more detailed computations. 
I apologize to all readers who believe (as I do) that most of the computa- 
tions could have been left to them. 
The previous paragraph does not concern the more special final section 
6 which contains several observations giving partial answers to the natural 
question how large is the set of points of differentiability. By an example 
we show that, even in the case of separable Hilbert spaces, for any given 
measure this set can have measure zero. However, we note in 6.2 that the 
mean value statement of our main theorem 2.4 implies that the set of points 
of differentiability is quite large. Moreover, a few very simple changes in 
the proof of 2.4 lead to its strengthening 6.4 which seems to give quite good 
estimates of the size of the set of points of differentiability. Though these 
estimates do not seem to be strong enough to imply the well-known 
“almost everywhere” Rademacher theorem in finite dimensional spaces, 
they are strong enough to show the following highly surprising statement 
6.5: There is a null subset A of the plane such that for every Lipschitz func- 
tion /‘defined on the plane there is a point of A at which ,f’ is differentiable. 
(One should note that no similar statement holds on the line. See [20].) 
Since the proof of this fact is essentially contained in the proof of the 
(infinite dimensional) Frechet differentiability result 2.4, it seems that the 
correct finite dimensional analogue of our results might be not the 
Rademacher theorem, but some unknown much stronger statement. 
This version of the paper would not have been written if I did not have 
the opportunity to visit the University of British Columbia. I would also 
like to acknowledge the enormous amount of help I received from 
Professor Brian Thomson and from his friend. 
2. MAIN RESULTS 
2.1. By a Banach space we mean a real Banach space and by a 
function, a real valued function. If f is a function defined on a subset M of 
a Banach space E, we denote by Lip(f) the smallest constant such that 
/f(x) -f(y)1 d Lip(f)lls - ~11 whenever x, .r E M. The functions with 
Lip(f) < m are termed Lipschitz. 
If f is a function on E, XE E, and UE E, we denote f’(x, u) = 
lim,s,, (f(x + su) - f(x))/.s, provided that this limit exists. (As usual, when 
writing some condition involving f’(x, u), we are implicitly adding the 
condition of the existence off“(x, u).) 
The open ball centered at I and with radius r will be denoted by B(x, r). 
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2.2. DEFINITION. (i) In the following text d will denote a symmetric 
family of bounded subsets of the Banach space E covering the whole 
space E. 
(ii) A functionf‘is said to be 1?/3 differentiable at a point SEE if there 
is ,I’:, (x) E E* such that for all BE 8, 
lim sup 1 (,f(.r + SU) -,f(.u))/s - (u, .f“, (x) ) I = 0, 
’ L 0 i, t R 
f‘:,(~) is called the 9 derivative of ,f‘ at s. 
(iii) The set of all points at which j‘is .% differentiable will be denoted 
by as(f). 
(iv) If a function f is defined on an open subset of E, we shall say 
that the mean value theorem holds for the ;IA derivative of ,f if for every 
open subset H of the domain off and for every pair U, u of points of H for 
which the segment joining u and r lies in H the following inequalities are 
satisfied: 
2.3. Remarks. (i) We shall use the usual names for the extreme cases 
of .% differentiability: Frechet (Gateaux) differentiability if .% is the family 
of all bounded sets (singletons). 
(ii) Clearly, if .f’ is $9 differentiable at .Y then ,f’(s, U) = (u, ,f‘:,(x)) 
for every u E E. 
(iii) Interchanging the roles of u and u in 2.2( 1 ), we easily see that 
each of the two inequalities in 2.2( 1) implies the other one. 
(iv) Whenever S is a function defined on an open subset H of a 
Banach space E, we may define the 39 subdifferential off at a point .Y E H 
by the formula 
where conv denotes the weak* closed convex hull. 
Clearly, the .9J subdifferential is a subset of the Clarke subdifferential 
defined by 
3f(~)= je*EE*; (u, e*> < lim sup (.f(,~+su)-.f(ll))/.s for every UE E),. 
,“I , LO 
Moreover, an easy exercise on the Hahn-Banach theorem shows that the 
320 D. PREISS 
mean value theorem holds for the 98 derivative of a locally Lipschitz 
function f if and only if 8 M J(x) = $f(, Y ) f or every XE H. (See also [3].) 
However, it should be noted that the connection between the properties 
of the Clarke subdifferential and differentiability for Lipschitz functions is 
much weaker than for convex functions. Indeed, if A c R is a measurable 
set such that for each interval Jc R the sets Jn A and J\A have positive 
Lebesgue measure and if .f: R H R is an indefinite integral of the charac- 
teristic function of A, then $f(x) = [0, 11 for every x E R. 
2.4. THEOREM. Let E he a Banach space admitting an equivulent norm 
M)hich is a differentiable away ,from the origin. Then every locally Lipschit: 
function defined on un open subset G of E is 8 differentiable on a dense 
subset qf G. Moreover, the mean vulue theorem holds,for the 28 derivative qf 
locally Lipschitz ,functions. 
As was already mentioned in the Introduction, the proof of 2.4 will be 
given in the following sections. In the remaining part of this section we just 
want to deduce one of its corollaries. First we note that it can be obviously 
applied to spaces with Gateaux differentiable norms as well as to spaces 
with Frkchet differentiable norms. However, in case of Frttchet differen- 
tiability we may use the known results to prove more. For this purpose 
recall that a Banach space E is Asplund if and only if the dual of every 
separable subspace of E is separable. (Cf. [ 17, 181.) 
2.5. THEOREM. Let f he u locally Lips&it,- ,function defined on un open 
subset of an Asplund space E. Then f is Frkhet differentiable on u dense 
subset of its domain. Moreover, the mean value theorem holds for the FrPchet 
derivative qf ,fI 
ProoJ: If u, u E E, H is an open set containing [u, v], and f’ is a 
Lipschitz function on H, we find a separable subspace F of E containing u 
and v such that , f  is Frkchet differentiable at every point of H n F at which 
the restriction off to F is Frtchet differentiable. (See [ 141.) Since the dual 
of F is separable, F has an equivalent norm which is FrCchet differentiable 
on F\{O}. (See [2].) Hence 2.5 follows from 2.4. 
3. A ONE-DIMENSIONAL LEMMA 
3.1. In this part we shall denote by m(A) the one-dimensional 
Lebesgue measure of the set A c R and by iA g(t) dt the Lebesgue integral 
of a function g: A c R H R. If A = R, we shall also write i g(t) dt instead of 
I,., g(t) dt. 
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Let us recall that the Hardy-Littlewood maximal operator is defined for 
any measurable function by the formula 
Ig(s)l &/nz(l); I is an interval containing t 
We shall need the following well-known fact which is usually expressed 
by saying that the HardyyLittlewood maximal operator is of strong type 
(2, 2). For the proof see, for example, [6, 21.76(i), p. 4241. 
3.2. LEMMA. Whenever g: R + R is measurable, then 
[ (WT(~))~ dt d 8 j g’(t) dt 
3.3. LEMMA. Suppose that a < [ <h, 0 < 9 < f, and L > 0 are real num- 
bers, h is a Lipschitz function defined on [a, h], Lip(h) < L, h(a) = h(h) = 0, 
and h(5) # 0. Then there is u measurable set A c (a, h) such that 
6) m(A) >4h(Ol/L, 
(ii) h’(r) 3 9/h(r)l/(h - a) for every z E A, and 
(iii) jh(t)-h(z)~<4(1+2~)J~It-zlforever~~r~Aandever~ 
t E [a, h]. 
Proqj: Let g(t) = h’(t) for every t E (a, h) for which h’(t) exists and 
g(t) = 0 for all other t E R. Also, let g+ = max(g, 0), c = (1 - 29)/( 16L), 
D = {t E R; s(t) > Wh(S)l/(h -a,}, 
B= {te D; g(t)<c(Mg(t))‘), 
A = D\B. 
Clearly, the set A fullils (ii). 
Whenever z E A and t E [a, b], we use also 29 < i to estimate 
(h(t) - h(z)1 = j.rI g(u)du ~Mg(T)~t-TlGJr)lc~t-Tl 1 
which proves (iii). 
Finally, we prove (i). Using 3.2, g2 < Igl L, and the obvious equalities 
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j Idf)l LA = 2 j s’(t)dt - j g(t)u’t = 2 j g’(t)dt - (h(h) - h(u)) = 
25 g ’ (t) dt, we obtain 
1‘ 
I> 
g(t)&= i‘ g(t)&+ [ g(r)d 
-A -B 
6Lm(A)+c [ (Mg(t))‘dl 
“R 
<Lm(A)+Sc g’(t)dt 1: 
6 Lm(A) + 8cL i’ lg(t)l dl 
=L64+(1 -29) j g+(t)dr. (0 
Noting that 
g+tt)dt<th-a) max g+(r)691h(<)l, (2) 
(ah) I) rtlil.hl n 
and that g>,O on D, and jJg(t)dt> Ih( for J=(u, 5) (if 11([)>0) or 
J= (r, h) (if h(t) < 0), we deduce that 
+(‘b~~-j g’(r) df 
(‘Lb) I) 
3 (1 - 9) 14511. 
Combining (l), (2), and (3), we obtain 
(3) 
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3.4. LEMMA. Supposr that /<I < s < p, 0 < 11-c &, (T > 0, and L > 0 are 
real numbers and that cp and @ are Lipschitzfunctions &fined on the red lint’ 
.yz&z that Lip(q)+ Lip($)<L, cp(t)=$(t) ,fiw (tj 3s und cp(<)#$(<). 
Suppose, moreover, that t,b’(O) esists and that 
Then there is T E ( -s, s)\ { 5 ) such (hut cp’( 5) e.uist.r, 
Y’(T) 3 @to) + dCp(t) - $(<)I/.& 
and 
(4) 
I(Y(T+ f)-Y(T))-(~(t)-~(o))/ <44(1 $201’) \&(r)+‘(o)] L ItI 
,for ecer), t E R. 
Proo! We note first that, whenever u,, . . . . u, and t,, . . . . i,, are real 
numbers such that It,1 <p, then 
i a ll I C z*( i) = C~,(~(t,)-~(O)-t,~‘(O))+Ca,~(O)+Ca,r,~~(O) 
GaLC la,l,l + I@(O)1 ixa,i+ I$‘(O)l ~~a,t,~ 
GOLC lQ,t,l + l#(O)l ~~~~.I +Lip($) l~u,l;. 
We also note that, since y(s) = rc/(.s), cp( -s) = Ic/( -s), and Lip(cp - $) 6 L, 
We will sometimes need to use (6) for /t,J slightly larger than S. In all such 
cases the assumption It,/ <p will follow from (7) and (2), since they imply 
that p 3 s/J;. From (7) and (3) we also infer 
OL < v’ly(~) - l+Q()l/s. (8) 
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Let 
h(f) := v(t) - ($(.s) + $(-s))/2 - t(l)(s) - I)( -s))/(2s). 
Using (6) with p= 3, a, = (1 + {/s)j2, a,= (1 - 5/~)/2, a3 = -1. t, =s, 
t,= -s, and t3=& we get 
IMi”)l = I [q(5) - 444)1- cc1 + 5/s) G(s)/2 
+(1-5/.~)~(-s)/2~~(~)11 
2 IdO-$(S)I -flus+2/tl)3 Iv(t)-$(<)I -3cJL.s 
3 Iv({) - $(t)l/2, (9) 
since (8) implies that CJLS d [q(t) - $(5)1/6. 
Since h(s) = h( -s) = 0 and Lip(h) < Lip(q) + Lip($) < L, we may use 
3.3 with 9 = 8v and the fact that 
m[( -.s, -s + 2\+5(5)I/L) u (s - 2v(h(t)(/L, s) u {c’} 
u {t e ( -.s, s); p’(t) or $‘(t) do not exist j] < ,!lh(<)l/L 
to find 
SE (-.s+ Zvlh(S’)I/L, .s-2vlh(~)l/L)\\j<) (10) 
such that q’(t) and G’(r) exist, 
h’(7) 2 4vlh(~)l/s, (11) 
and 
[h(t)-h(t)1 <4(1 + 16v)$75? (t-T1 for every tE C-s, s]. (12) 
Clearly, (9) and (11) imply 
/l’(T) 3 2VlVti”) - ti(t)l/‘f. (13) 
From (1) with t = f s (which can be used since s < p by hypothesis) and 
from (8) we infer that 
Ih’(T) - (v’(7) - V(O))1 
= I(W) - $wO) -d’(O))/(2.~) - (rc/( -.s)- NJ) + 3$‘(0))/(2s)l 
< OL < v’(cp(ir) - lj(5)l/.s d v2h’(7). 
Using this and ( 13) we conclude that 
q’(7) - $‘(o) 3 (1 - v2) h’(7) 3 h’(z)/2 3 vjq,(<) - Ic/(()\/.s. (14) 
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Clearly, this proves (4). Also, in combination with (S), it gives 
CJL < v’(q’(r) - p(o)) 6 v2 &(z) - l/Y(O)) L. (15) 
Finally, to prove (5) we distinguish the following three cases. 
CUSP 1. If 7 + TV [ -.F, s], we use (12) and the first inequality from (14) 
to deduce that 
/h(~+t)-h(7)) <4(1 + 16&/h’(r) L It/ 
<4(1 + 16~)&(5)-$‘(O)] L/(1-v’) /tJ 
<4(1+ 17V)&‘(T)-l+V(O)] L Itl. 
Using this, (6) with p = 4, a, = t/(23), aI = -r/(2s), a3 = - 1, ~1~ = 1, t, = s, 
t2 = -s, t, = t, and I, = 0, and (15) we obtain 
I(cP(7 + f) - G”(T)) - ($(I) - $@))I 
= / [h(T + f) - h(T)] + [tlC/(.Y)@.S) - t$( -S)/(2S) - $(t) + G(o)]1 
<4(1 + 17v) [q’(r)-f(O)] L ItI +2aLltl 
<4(1 + 18v)J[~‘(7.)-$r(o)] L Itl. (16) 
CUW 2. If T + t .$ C-s, s] and ItI <p/2, we find i between 0 and t such 
that I7 + i/ = s. Denoting also S = 7 + i and using (16) with t replaced by i 
(which is possible since 7 + 26 C-s, s]), we deduce from the equalities 
~‘(7 + t) = I,/I(Z + t) and cp(7 + i) = $(S) that 
I(d7 + t) - cpb)) - f@(t) - Ym))l 
= I &dT + 7) -v(T)) - (+(i)-@(o))] 
i- b& f 1) + f/(i) - $(d - $(.?)]I 
<4(1 + 18v)J[q’(7)-(1/‘(O)] L 111 
+ I$(7+f)+$(i)-$(r)-$(.?)I. 
Hence (6) with p = 4, a, = a, = 1, a3 = a4 = - I, t, = T + t, t, = i, t, = t, and 
f4 =S (here we use the remarks following (7)) the inequalities 171 ,< ItI and 
ITI <s= IS/, and (15) give 
l(cp(7 + t) - P(7)) - ($(f) - W))l 
<4(1+ 18v) [$(7)-$‘(O)] L It( +3aLltJ +2aLs 
< 4( 1 + 19v) \&f(T) - l/b’(O)] L ItI + 2oLs. (17) 
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Since t+ t$ C-s, .s], (10) implies that ItI >2v(h(c)(/L. Hence from (3), 
(9) and (14) we may deduce that 
< Zv’(lh(f)llL) ((p’(T) - l)‘(O)) d 1’ \&p’(T) - l)‘(O)] L jtl. 
Using this in (17) we get 
l((P(T + t) - cp(T)) - t+(f) - Il/(O))l 
/ 
< 4( 1 + 2OV) J [O’(T) - $‘(O)] L I tj. (18) 
CUSP 3. If ItI >p/2, and (T + t/ >s, we deduce that q(r + t) = $(r+ t). 
Since also q(s) = $(s), we may use (2) and (14) to estimate 
l(cp(T + t) - (P(T)) - ($(t) - cw))l 
G Idr) - (Pt.\.11 + l$Ls) - $(O)l + l$(t + t) - $(t,l 
6 Lip(q) /t-s/ + Lip($) (s + 1~1) < 2L.s 
Clearly, (16) (18) and (19) imply (5). 
4. A DIFFERENTIABILITY CRITERION 
4.1. THEOREM. Suppose that E is a Banuch space, xc, E E, eg E E, 
Ile,jl = 1, and that ,f‘ i.v a Lipschitz ,function cf&ed on E such that ,f“(,~~,, eo) 
exists. Let M denote the set of all pairs (x, e) E E x {e E E; llell = 1 ) such that 
,f“(x, e) exists, j”(.x, e) 3j“(.u,,, e,,), and 
d 61 tl J(,f’(.c e) - .f’(xo, e,)) Lip(f’) (1) 
for every t E R. Then, if the norm is ?A d(fferentiable (rt r,, und {f 
lim sup{f’(x, e); (x, e) E M and 1(x -xg/( d S> <,f’(xo, e,), (2) 
6\0 
,f is g dfferentiahk at x0. 
Proof. Let eX be the g derivative of the norm at e, and let e* E E* be 
defined by e* :=,f’(x,, eo) e,$. From the convexity of the norm we see that 
I/e0 + hll - ll~oll 3 (k eZ > for every h E E. (3) 
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Since llr,ll = 1, one immediately sees from (3) the well-known fact that 
Ilet 11 = 1. Hence 
Ile*ll = l.f“(.b e,,)I G Lip(f). (4) 
We claim that ,fl# (x0) = e*. To prove it, let us fix BE .#I and E E (0, 1). We 
find the corresponding 6 in the following four steps. 
First we define constants C, v, and ye as follows: C E (1 + 2 Lip(f), -I- x1 ) 
is such that (lhll <C for every /IE B, VE (0, &) is such that 
4( 1 + 2011) J’(2 + v)/( 1 - v) + 1’ < 6, and q = &v’/(50C1). 
Next, using (3) and the differentiability of the norm at eg, we find 
A E (0, ?I) such that 
0 d Ik” + fhI/ - II4 - t(k cc? > d vlt (5) 
whenever h E B u - B and 0 < t < A. (Here we use the symmetry of B.) 
Then we use the existence off’(x,,, L’,)) to find p E (0, 1) such that 
I.f‘(.h + ted -.f(-xo) - !f”(-x0, eo)l d u Lip(f)lrl for every j f 1 d p, 
where 
g = 9c2v5A2/( 16C2). 
Finally, we use (2) to choose 6 E (0, p dm) such that 
J”(x, e) <,f’(.u,,, eo) + EV A/2. 
whenever (x, e)eM and /Jx-.xOll <6(C+ l/d). 
We intend to prove that 
l.f(,~ + fh) -.f(d - t<h> c* >I G 4~ 
for every h E B and every 0 < t < 6. 
(6) 
(7) 
(8) 
(9) 
Suppose, on the contrary, that this is not the case. Then there are UE B 
and O<r <6 such that 
lf(x,~+rU)-,f(Xg)-r(U, e*)l >cr. (10) 
Since ildul/ 6 AC< 1 = lle,lJ, the constant 
i :=(lleo+A~ll - lI~~-~~ll~l~ll~~+~~ll + Il~o-41) (11) 
is in (- 1, 1). To estimate it, we subtract the two inequalities obtained from 
(5) by letting first h = U, t = d and then II = U, t = -A to get 
I lIf0+d4 - lleo--d4 -24(u, eZ>ll I &VA (12) 
5x1) 91 2-Y 
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and then we add them to infer 
26 lle,+Aull + lie,-dull <2(1 +?A). (13) 
Now we are ready to deduce from (12), (13) and from Allull d AC< 4 
the main estimate of [: 
Ii-A<4 &?>I 
6lIl~~+~~ll-Il~~-~~ll-~~~~,~,*~ll~ll~~+~~ll+ll~~-~~ll~ 
+4(4 e,*> Clleo+dull + Ileo-dull -21l/(ll~0+~~ll + lIeo-W) 
dq.4/2+~d’llull dqd. (14) 
Let s := r/A and { := SC. Since -s < 5 < s, the requirements 
l g(t)=xo+te, for ItI 23, 
l g(5) = x0 + ru, and 
l g is affine on each of the intervals [ -,r, 51 and [<, s] 
define a map g: R -+ E. 
We note the following simple facts: 
g’(t)=(seo+ru)/(<+s)=(e,+Au)/(l+~) if -s<t<l, (15) 
and 
g’(t) = (se, - ru)/(s - <) = (e. - Au)/( 1 - [) if 5 < t <s. (16) 
Since (l+i)=2//e,+Au(l/(lJe,+Aull+lle,-dull) and (l-i)=211eo-dull/ 
(Ileo+41 + ll~o-~ull), (15) and (16) imply 
llg’(t)ll = (lh+Aull + lleo-A4)/2 for every tE(-.S,s)\{5}.(17) 
Using also (13) and the fact that IIg’(t)ll = IIe,l/ = 1 for ItI > s, we infer that 
Lip(g)dl+qA. (18) 
We prove that the assumptions of Lemma 3.4 hold with the s, 5, p, v, 
and CJ defined above and with L = (2 + VA) Lip(f), q(t) :=J(g(r)), and 
l)(t) :=f(xo + te,). 
The inequalities (51 < s < p, 0 < v < &, as well as the equality q(t) = $(t) 
for It/ 3s are obvious. Moreover, since cp( 5) = f(xO + ru), $( 5) = 
,f(xO+ te,), r =sA, 4 =s[, and e* = (.f’(x,), e(,) ez, we may use (lo), (6) 
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with t= 5 (which is applicable because 141 6 JsI <d/A <<p), and (14) to 
compute 
IdO-$(Ol= I[f(xo+YU)-.f(xg)-r(U,e*)l 
- lx-% + 5eo) -f(%) - 4<f’(%L e,>l 
+ Cs(A(f4 eX> -0 (.f’(xd, e,>ll 
3 cr - o Lip(f) Iti -VA Lip(f’)s 
3 &rC 1 - c WfV(~A) - v Lip(.f)/~l 
3 3Er/4, 
which proves that cp(<)#$(t). 
The inequality 3.4( 1) follows from (6). Moreover, (18) implies 
Lip(q) + Lip($) < (1 + VA) Lip(f) + Lip(f) = L. 
Thus (19) and the choice of 6 show that 
(19) 
(20) 
s sL/(Vjcp(t)-t/f(5:)l)<sJ4sL/(3v~r)=rJ4~ 
66J2zgGz)dp, 
which is 3.4(2). Similar estimates and (7) we use to prove the last condition 
of 3.4: 
v’( lcp(i”) - lj(cy/(sL))2 > v3(3&vr/(4sC))~ = 6. 
Thus 3.4 provides us with a point 5 E (-3, s)\(r) such that V’(T) exists, 
cp’(t) 2 4’(O) + VldO - $(i’)l/J, C-21) 
and 
l(cp(T + t) - cp(T)) - (ICl(t) - rcI(O))I 
< 4(1 + 2Ov) &p’(T) - $‘(O)l L ItI (22) 
for every t E R. 
Let x := g(T) and e := g’(r)//lg’(r)l/. We intend to transform (21) and 
(22) into 
f’(x, e) 3f’(x,, e,) f EVA/~ and (x, e) E M. (23) 
Since 
/Ix--,,I/ drllull +s=r(llull + l/A),<&C+ l/A) (24) 
this will contradict (8) and hence the proof of the theorem will be finished. 
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To prove (23) we first use (21) and (19) to infer that 
q’(z) - q?(O) 3 3mr/(4s) = 3svA/4. (25) 
Since Q’(s) =f’(x, g’(r)), f’(x, e) = cp’(r)/llg’(s)ll. Using also f’(s,, eo) = 
V(O) and Icp’(~)llllg’(~)ll d Lip(f) Lip(g)//lg’(~)l/ = Lip(f), we infer from 
(25) and from the definition of y that 
.7(-v, e) - .f’(.b eo) - (1 - v)(cp’(t) - V(O)) 
= V(Y’(r) - ‘h’(o)) + (1 - Ilg’(r)il ) V’(7)/llg’(T)ll 
> 3w2A/4 - VA Lip(f) 3 0. (26) 
Combining (25) and (26) we prove 
.f“(.5 4 - .f’(.%, e,) 3 (1 - v)(cp'(t)- $'(0))3 EL@/?, (271 
which is the first statement of (23). 
To prove the second statement of (23), we first deduce another estimate 
of the derivative of g: Whenever t E R\{ t, -s, .F}, we see from (15), (16), 
and from g’(t) = e. for (t) > s that there is K = 1, 1 - [, or 1 + [ such that 
IIrcg’(t) - e,J d Allull d AC. Since (14) implies that 
we infer from ( 18), 
Ii1 644 +qAd2AC, 
lIg’(~~-eol/ d IId(e,,ll + 11 -4 Ilg’(f)ll 
6AC+/i/ (1 +qA)d5AC. 
Since x = g(r), this implies that 11(x + te,) - g(r + t)lI < SdClt( for every 
PER. Using the last statement, the inequality A dev”/(50C3), and (27) we 
infer that 
I(fb + 4 -.ftd~)) - (f(g(z + t)) -f(g(~)Y 
= If(-x + 44 -f(g(t + t))l 
d Lip(f) II (x + ted - At + f) II 
d 5A Lip(f) Cl4 
/ 
= vltl JEVA Lip(f)/2 JSOA Lip(f) C2/(.sv3) 
(28) 
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Now the proof is almost finished: Using (22) the first inequality in (27). 
and the definition of L, we immediately see that 
l(cp(T + r) - cp(T)) - l@(f) - $(O))l 
<4( 1 + 20~) /tl ,/(.j”‘(x, e) -.f’(x,, co)) Lip(,f’) (2 + v)/( 1 - \j) (29) 
and, adding (28) and (29) (and using the definitions of cp, $, and v), we 
prove 
I(.f(.y + te,) -f’(-r)) - (.f(+l+ te,) -.f(-b))l 
/ 
< [4( 1 + 2011) j(2 + v)/( 1 - V) + \I] /tl J(.j’(x. c’) -.f’(.u,, eo)) Lip(f) 
I 
6 614 J(<.r”(.~h e> - (.f’(.u,), e,,>) Lipf’, 
which is (1). Thus (23) is proved. But, as has already been mentioned, (23) 
is impossible; this is the desired contradiction that finishes the proof of the 
theorem. 
4.2. LEMMA. If the norm of a Banach space E is A? d$ferentiahle at~~a~~ 
,jiom the origin, and (f F is a finite dimensional subspace of E, then the 
,function .Y I-P dist(x, F) := inf,... l/s - .I)( is 2 dijfirentiahle alt’aj’j+otn F. 
Proof: Let x # E\F. Since F is finite dimensional, dist(x, F) = IIs - J./I 
for some YE F. Let e* be the a derivative of the norm at x - ,I’. Using 
2.3(ii) and the convexity of the norm, we see that 
llx - J’ + hll 3 llx - .III + (h, e* > 
for every h E E. This also implies that lJe*ll = 1 and that 
(x - J’, e*) = /IX - J~II. Since the function assigning to each h E F the 
distance //x - y + hIi attains its minimum at h = 0 and has at this point 
Gateaux derivative e*, (h, e* ) = 0 f or every h E F. Consequently, for every 
u E E, the following inequalities hold: 
l/.x- y+ull - Jlx- y/l - (4 e*> 
2 dist(x + u, F) - dist(x, F) - (u, e*) 
=inf Ilx+u-zll-(.\--y,e*)-(u,e*) 
:t/- 
3inf (x+u-z,e*)-(x-js,e*)-(u,e*) 
: t F 
332 D. PREISS 
Since e* is the 93 derivative of the norm at x - y, these inequalities 
immediately imply that it is also the 3 derivative of the function 
x H dist(x, F) at the point x. 
4.3. LEMMA. If the norm of a Banach space E is &I differentiable away 
from the origin, if Fk is a sequence of finite dimensional subspaces of E, and 
if ck is a sequence of nonnegative numbers with C ck < CO, then the function 
p: E ++ R defined by the formula 
P(X) := Il.4 + c JyyGGzi 
is an equivalent W differentiable norm on E. 
Proof: The fact that p is an equivalent norm on E is well known 
and easy to establish. The differentiability of p2 follows by the standard 
argument, since from 4.2 we easily see that the functions x H I/x/(~ and 
x H dist2(x, F) are differentiable and since the corresponding series of 
derivatives converges uniformly. 
5. PROOF OF THEOREM 2.4 
5.1. Let E be a Banach space with a &J differentiable norm // .I1 and 
let g be a locally Lipschitz function defined on an open subset G of E. Also, 
let u and v be two different points of G such that the segment joining them 
lies in G and let E > 0. Since g restricted to the line passing through u and 
v is a locally Lipschitz function of one real variable, the segment joining u 
and G‘ contains a point x0 such that g’(xO, v - U) exists and g’(xO, u - u) > 
g(v)- g(u)-E/2. Let 60~ (0, 1) be such that B(x,, 6,)~ G and g is 
Lipschitz on B(x,, 6,). Let S be a Lipschitz extension of the restriction of 
g to B(x,, 6,). (The existence of such an extension is well known and easy 
to prove. It suffices to put, for example, d(x) = inf,.. B(xo,hoJ (g(y) + 
Cl( y - XII), where C is any constant greater or equal to the Lipschitz 
constant of g on B(x,, 6,).) Finally, we find e* E E* such that l/e*I/ = 1 and 
(v-u,e*)=Ilv--11, and welet 
l e, := (v - u)/llv -u/I, 
l y :=min[i, ~/(2l~v-ul~ Lip(g))], and 
l K := 84yP2 Lip(g). 
Instead of studying directly the differentiability properties of g, it will be 
more convenient to consider the function f defined by 
.f(x) := [KC-X, e* > + &)llC2(~ + Lip(i))1 
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5.2. For the sake of future reference we now give some rather 
simple properties of the function ,f: 
(i) Lip(f) < [Klle*ll + Lip(g)]/[2(K + Lip(g))] = f. 
(ii) J”(xO, e,,) 3 CK(eO, e*> - Lip(g)l/[2(K+ Lip(g))] = $-Lip(g)/ 
[ti+Lip(i)]>$-Lip(g)/K=+-8 4yz. 
(iii) If x, CE E, (IelI < l,f’(x, e) exists, and iff’(-x, e) >f’(xO, e,), then 
K(e, e* > + $(A e) 3 K(eO, r*) + 2(x,, e,), and the direct computation 
gives 
(e, e*) 3 (e,, e*) + (,f(x,, e,) - $(x, e))/ti 
3 1 - 2 Lip(k)/k- 3 1 - 2 ‘o+. 
5.3. Notation. Before coming to the main part of the proof of 
Theorem 2.4, we shall introduce some new notation: 
(i) Whenever x and e are two elements of E, we shall denote by 
d(x; e) the distance from x to the linear subspace of E generated by e. It 
should be emphasized that, though we shall consider in the following part 
of the proof quite a number of norms on E, the value of the distance d(x; e) 
is always computed using the original norm Ij.1). Similarly, Lip(f) will 
always denote the Lipschitz constant with respect to the norm I/. /I. In one 
occasion we shall need the Lipschitz constant offwith respect to a different 
norm p; this will be denoted by Lip,(S). Similarly, the notation B,(x, r) is 
used for balls if necessary. It might be also remarked that all norms on E 
which we shall consider will be equivalent to // . /I. Such norms will be called 
equivalent norms on E. 
(ii) If p is an equivalent norm on E, if -2, P E E are such that p(i) < 1 
and .f’(& e) exists, and if 6 E (0, + a] and CJE [O, + cc), we denote by 
M,(% 6, 6, a) the set of all pairs (x, e)E E x {eg E; p(e) < 1 } such that 
p(x - a) < 6, f’(.u, e) exists, f’(~, e) >,f’(,i-, C), and 
I(f(-~+ f6) -f(x)) - w + [;I -f(i))1 
d 6[a + J(.f’(x. e) -.f“(i, S))] Itl. 
for every t E R 
5.4. We note the following properties of the above defined sets. 
These properties are so simple that they will be sometimes used in 
the remaining part of the proof without any reference. Slightly more 
complicated facts needed for the proof of Theorem 2.4 will be given as 
Lemmas 5.5 and 5.6. 
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(i) If p3 q are equivalent norms on E, if 9, e E E are such that 
p(e) < 1 and ,f’(.~, P) exists, and if 0 < 6 < 8~ #K. and 0 f cr 6 5 < UZ,, then 
M,(s, e, s, 0) c M,(.u, e, s, ii). 
(ii) Whenever p is an equivalent norm on E, .Y. P E E are such that 
p(e) 6 1 and ,f’(.~, c) exists, and whenever ii E (0, + x ] and CJ 6 [0, + xl. ), 
then (x, e) E M&s, e, ii, a). 
(iii) If p is an equivalent norm on E, if .C-, P E E are such that p(g) 6 1 
andJ”(.C, g) exists and is nonnegative, if 6 E (0. + rc ] and CT E [0, + (CC ), and 
if (s, e) E M,(,<, (;, 8, a) is such that e # 0. then ,f“(.~. e)/p(c) ~ f”(-?. (;) > 
.f’(s, Ed) -.f’(“<, a) and, consequently, (.u, e/p(r)) E M,,(.i-, i!, 6, a). 
5.5. LEMMA. Suppow that p is an!’ norm on E .such that /( // < p < 311 11. 
and that 2, 4, rS, and P are elements of E .such that (lP(l 6 1, iiC;ll < 1, the 
derivativesf’(.Y, 2) andf”(.<, t?) exist and are grrater or equalf”(.x,, e,,). Then 
ilC;-PII 64d(C:L;)+ Ip(C;)-p(t;)l. 
Prooj: If t 3 0, we obtain 
11; - P(l d IIF- tPll + Ii: - tPl( d l/F - iPI1 + p(P - it?) 
= l/P-tey + lp(P)-p(tP)l 
d IIP- it;11 + Ip(P)- p(tL;)I + ip(2)- p(E)1 
6 IIF- tPll + p(P- tP) + ip(c;) - p(c?)l 
641/F- iill + Ip(P)-p(<)l. 
If t < 0, we use 5.2(iii) to infer that (e, e*) > 4 2 0 and (F, e*) > $. Hence 
4jlC- tP/I >4(P- tL;, e*) 3 2 3 II& 611. Taking-in the above inequalities the 
infimum over t E R, we get the statement of the lemma. 
5.6. LEMMA. Suppose that p 3 11. (1 1s an equivalent norm on E, 1 und C; 
ure elements of E, p(C) < 1, ,f’(.?, g) exists, and that 6, 5, und ?y are positive 
numbers. Then ,for ever)’ pair (2, 0) E M,,(.C, C, XI, c?) there is z > 0 such that 
Proof: Let v>O be such that If(a+tc)~,f(.~)-tf’(.~,P)l6’1(tl and 
\f(.%+tP)-f(l)-tf’(X,P)I <qltl h w enever / tl < V. We intend to prove 
that the statement of the lemma holds with $ := TV. To show it, let us 
consider an arbitrary pair (.x, e) E M,,(.?, 2. 8, ii). If /t/ > V, we use that 
Lip(,f) < 1 and that (.?, P) E M,(4, +, ZC, 6) to estimate 
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I(.f’(.u+rt;)-.f’(.Y))-(,f(.~+t~)-,f’(.~))) 
< I(.f(.T + 1;) -.f(.F)) - (.f’(,? + ti) -,f(.f))l + 2 Lip(,f’) I/.? - .vjl 
d 6[& + &f’(.?, P) -f”(.?, c;))] 11) + (5 
6 6[& + rl + v~(,f’(.T, 2) - f“(.f, i))] /tl 
d 6[ti + q + \~(.f’(x, e) -.f”(i, i))] III. 
If IfI < \I, we use that (.u, cj) E M,>(.?, 2, 6, d), the Lipschitz property, and the 
approximations by derivatives given by the choice of 1’ to get 
l(.f’(.Y + G) -,f(.Y)) - (.f(.?+ fc;) -.f(.C))l 
d l(f’(s+rP)-,f(.Y))-(.f‘(s+tc;)-,f(.u))l + I(f’(s+rt;)-.f(.Y)) 
- (,f(.T + tc;) -.f(.T))j + I.f’(.Y + fL;) -.f’(.?) - tf’(.C, c;)l 
+ I,f’(.? + ta) -,f(i) - !f’(.?, P)I + I(f’(.?, ?) - !I”(.?, (;)I 
d {Lip(j) IlC-C;ll + 6[6+ J(.~‘(.Y, r)-,j”(.Y, L;))] 
+ 2?/9 + I.f“(.f, 0) -.f’(.f, L;)l ) 111 
6 6(r? + tj + IlZ- PI/ + (J“(.P, P) -,f’(.<, 6)),‘4 
+ J(.f’(.Y, e) -.f’(.f, L;))] 111 
where in the last inequality we used that u/4 + ;$ < Jlsh if 0 < 0, h < 1 
and that I.f’(x, u)l d Lip(,f)llul/ < Lip(f’) p(u) d 4 whenever p(u) G 1. 
5.7. COROLLARY. Suppose that p 3 I/ jl is un equivulent norm on E. 
.i- and P are elements qf E, p(C) d 1, ,f’(.?, P) esists, und that p, 5, und 8 
are positive numhrrs. Suppose moreowr that ii + 1Je - g/l < p lrhenecer 
LvMJ,.~~,,~ 
U 
Mf(.t, i, 8, 0) .for some s. Then ,for ewr~~ pair (-Y. e) E 
ME 10,o, M,(.i, G, 6, a) there is 6 > 0 such that 
Proof: If l-x, e)E Uot,O.P~ M,(.f,L;,cf,o), we find O<r<p-(6+1/e-t;ll) 
such that (x, e) E M,,(,C, C, 8, p - T). Then we may use 5.6 with q = r/2 and 
with 6=p--5 to find d>O such that 
Since t-y, e)E UnEcO.,,, M,(& P, 6, 0) implies that p(x - 2) < 6, the constant 
(5=min[& s^-p(.~-~?)] is positive. Noting also that 3-f q=p-Tr/2 and 
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?Y + y + lie - Cl1 < p-t/2, we see that M,(x, e, 6, 5) c M,,(x, &?, 6, p-t/2), 
which implies our statement. 
5.8. Construction. By induction, we shall construct elements x, and e, of 
E, norms p, on E defined by 
p,(x) := 
J 
I/.x)12 + 2 2 -‘&(x; e,), 
r-o 
sets 
M,(x, r, 6, a) := M&, e, 6, o), 
and a sequence 6, of positive numbers such that for each j = 0, 1, ,.. the 
following eight statements hold: 
(i) 6,62 ‘. 
(ii) p,(e,) 6 1. 
(iii) f’(x,, e,) exists. 
(iv) The inequality .f”(x, e)df”(x,, e,)+ 8-l 41~2 holds for every 
pair (x, e) E M,(x,, e,, di, 2- j). 
(v) The inequalities pi(e) > 1 - 2 ” ‘0:~2 and I(e - e,/l < 2 ‘7 hold 
whenever (x, e)EM,(x,, e,, 6,, 2 ‘). 
(vi) 6j+ 1 cd,-P,(X,.,-x,1. 
(vii) ~,+I(~~,+I,e,+l,~,+,,2~’ ‘)cMi(-~,,e,,6,,2~‘). 
(viii) For every (,~,e)EM,+,(xi+,(,e,+,,6,+,,2~~‘~’) there is 6>0 
(depending upon x, r, and j) such that 
The beginning of the inductive construction is straightforward. Since 
-x0, eo, and 6, have been already defined in 5.1 and since the conditions 
(vi)-(viii) with j= 0 already speak about the behaviour of x, , e, , and 6,) 
we just have to verify (i)-(v) with j=O. But (i), i.e., 6,~ 1, was one of 
the conditions for the choice of 6,; (ii), i.e., Po(eo) < 1 follows from 
po(eo) = Ileo// = 1; and (iii), i.e., the existence of f’(xo, e,), is obvious 
from our choice of x0 and eo. The condition (iv) is also easy: If 
(x, e) E Mo(xo, eo, do, l), then Ilell <PO(e)< 1, and, using also 5.2(i), (ii), 
we infer that .f’(x, e) < Lip(f) < $ < f’(x,, e,) + 8 P4y2. Finally, to prove 
(VI, let (x, e) E Mo(,xo, e,, do, 1). Then, since lle,J = 1, llell <PO(e) d 1, and 
f’(x, e) 3 .f’(x,, e,), we deduce from 5.2(iii) that 1 - 2- l”y2 < (e, e*) < 
II4 d p,(e) and from 5.5 that (le - e,ll d 4d(e; e,) + ) l(el\ - //eo/\ ( = 
4~~+(1-l/le/l)~4~~+(1-lle~~)61//4+2~’0~2~~. 
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Suppose now that k =O, 1, . . . . that x,, e,, and 6, have been already 
defined for all j= 0, 1, . . . . k, that the statements (i)-(v) hold for each 
,j = 0, 1, . . . . k, and that the statements (vi)-(viii) hold for each 
.j=O, 1. . . . . k - 1. (Of course, the last part of the previous sentence is an 
empty statement if k = 0.) Noting that I!~~(,Y~, ek, 6,, 0) # iz, (it contains, 
for example, the pair (x,, ek)), and that f’(x, e) Q Lip(f’)JJeJJ < pa(e)/2 < $ 
whenever (x, e) E M,(x,, ek, 6,, 2 “), we see that the number 
is well defined and finite. After this simple observation we are ready to 
define xk + , and ek + , Namely, we choose them so that 
(-Y~+,,~~+,)E u Md-~~,e,,6~,~) (2) 
aE(O.2 i) 
and 
f’(x,+,,ek,,)>s,-8~k 5;,2. (3) 
To define 6, + , , we first observe that the induction assumption (v) and the 
inequality 7’ < 4 imply that 
2 k ~‘-I- lle-ee,l( 62 k ‘^$2-ky<2 h 
whenever (x, e) E UrrB(0,2m k) M,(x,, ek, 6,, a). Thus the assumptions of 5.7 
hold with p=pkr 4=x,, e^=e,, p=2 ‘, G=2 k- ‘, and 8=6,. This 
means that for every (x, e) E IJ,, Co,2-i, Mk(xk,ekr 6,,0) we can find a 
number a(,~, e, k) > 0 such that 
M,(.u, e, $(x, e, k), 2-k -‘)c u Mk(,xI;, ek, lik, 0). (4) 
“c(o.?-“i 
Finally, observing that (2) also implies that px(xI + , - xk) < 6,, we define 
~k+,=minC2~“~‘,~(xk+,,ek+l,k),(~k-~k(xk+,-~~k))/21. (5) 
It remains to verify the conditions (i)-(v) with ,j= k + 1 and the condi- 
tions (vi)-( viii) with j = k: 
The conditions (i) and (vi) follow immediately from the choice of dk+ ,. 
Since the pair (xk+, , ek+l) belongs to UotCO,Zmk, M,(x,, Pi, 6,, a) (see 
(2)), the definitions of pk + , and of M,(x,, ek, 6,, a) imply that 
Pk+,(ek+L)=Pk(ek+l)~l 
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and that ,f”(.u, + , , ei, + , ) exists, i.e., that (ii) and (iii) hold. Moreover, 5,4(i), 
(4) and the definition of 6, + , , imply 
CMh(.Y,. ek, (5,, 2 h). (7) 
Clearly, (7) is precisely condition (vii), From (6) we also see that (4) can 
be applied to each (s, e) E M, + ,(.Y~ + , , 1~~ + , , ii, + , , 2 ’ ‘). This and 5.4(i) 
imply (viii). The condition (iv) also follows immediately from (6) from the 
definition of the number .sk, and from the choice of (xk + , , pi. + , ) (see (3)). 
The proof of the only remaining condition (v) needs a different argu- 
ment: For any (.u, 6’) E M, + ,(.x~ + , , r, + , , 6, + , . 2 k ’ ) we first use a 
simple induction argument and 5,2(ii) to show that 
.f”(X, e) >.f”(-xk , , . e, , ,) 3 f”(.r,, tJk) 3 3 f“(.Y,,, C’()) 3 $. (8) 
Then, since (8) implies c’ # 0 and (7) implies (.u, e) E M,(x,, el., ii,. 2 h). 
we infer from 5.4(iii) that 
(.L t~l’p~(0)) E M,(.Y,, CJ~, 6,, 2 “1 
Using the induction hypotheses (iv) with ,i = k, we conclude that 
.f”(.u, e)ip,(e) <,f“(Xr, c,) + 8 h y. 
Hence (8) gives 
Finally, using also I)~(P) d pi, + ,(P) < 1, the obvious inequalities 
I/~lI<p1:<31/~//, and Lemma5.5 with p=pk, I=.u. -?=x~+,, P=P, and 
e = ek + , , we obtain 
lie - ek+ I /I d 4d(e; e, + 1) + lpkte) - phtr, + I )I 
=4J2k+‘[p~+,(e)-p~(r)l+(pk(e)-pk(eh+,)l 
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Thus we have verified the assumptions needed for our recursive construc- 
tion. This means that the sequences x,, o,, p,, 6,, and M,(.Y, e, (5, a) 
fulfilling (i)-(viii) are well defined. 
5.9. A point c?f‘d~f~erentiuhilit~. In this last part of the proof we just 
combine in a rather obvious way the statements 5.8(i)-(viii). First WC 
observe that 58(vii) implies that 11,~~ +, - X./I < 6,. Consequently, we see 
from 5.8(i) that the sequence .Y~ converges to some point .YE E. (Maybe it 
should be said that we intend to show that Y is the point of & differen- 
tiability of g we are looking for.) The condition 5.8(vi) means precisely 
that, in the norm pk. the closed ball with center at .uk+ L and with radius 
6, + , is a subset of the open ball with center at sI and with radius 6,. Since 
11 // < p0 d pI d ‘. it follows that 
pl,(s-x,) < 6, for every k = 0, 1, . . . 
Next we use 5.8(vii) and 5.4(ii) to infer that 
(.x,, e,) 6 M,(.u,, ek, d,, 2 ‘) (2) 
whenever k = 0, 1, . . . . and j= k, k + 1, . Thus 5.8(v) implies that the 
sequence ek also converges to some vector e E E. From (2) we also see that 
.f’(-u,, e, 13 .f”(-xh , e, 1 (3) 
for each .j> k. Since 5.8(ii) implies that 
.7(-u,, ek) d Lip(f‘) llehll < Lip(j) px(e,) d 1. 
we infer that the sequenceJ“(?c,, ek) has a linite limit, say, d. 
We prove that the derivative off in the direction v exists and equals d. 
Indeed, from (2) and from the definition of the set Mk(.yk, eA, Bk, 2 -“) we 
find out that the inequality 
I(.f(-~,+tek)-.f‘(x,))-(.f(~~k+te,)-~f(.~,))l 
d 6[2 -’ +&(x,, e,) -f’(x,, ek)] It1 
~6C2-k+Jd-.f’(.~k,~k)] ItI 
holds whenever t E R and ,j 3 k. Taking the limit for ,j -+ X, we obtain 
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for each t E R and each k = 0, 1, . . . Here taking limits for t -+ 0, we obtain 
lim sup (f(x + te,) -.f(x))/t 
, -0 
<.f’(xk, ek) + 6[2pk + Jd-f’(xk, ek)] 
and 
lim+$f (f’(x + le,) --f(x))/t 
2Sf“(xk, ek) - 6[2-/‘ + ,,/d-f’(x,, ek)]. 
Finally, since ek converges to e andf‘is Lipschitz taking the limit for k -+ cc 
finishes the proof of 
,f”( x, e) = d (5) 
Using (5) in (4), we obtain 
I(.f(x + fek) -ft.xl) - M-xl, + Qk) -.f(xk))l 
d 6[2 k + Jif“(x, e) -.f’(xk, ek)] ItI 
whenever t E R. This was the most important part of the proof of our main 
partial result which says that 
(.u, e)E M,(x,, ek, (5,, 2 “) (6) 
for each k = 0, 1, . . . Indeed, the other two conditions for the validity of (6) 
are pk(e) < 1, which follows from (2) and from the definition of the set 
M,(x,, ek, 6,, 2Pk), and j?k(~-.~A)<6k which iS (1). 
Thus (6) holds and our proof is almost finished: Since from 4.3 we know 
that the norm p, defined by 
is %+I differentiable off the origin and since p,(e) = 1 according to 5.8(ii), 
(v), we may prove the B differentiability off at x by showing that the 
assumption (2) of Theorem 4.1 holds true for the points x and e instead of 
x9 and e, and for the new norm px That means that we have to show 
lim sup{.f”(Z F); (-K P) E M and p,,(.f - X) d 6) <,f'(x, e), 
d\O (7) 
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where A4 is the set of all pairs (a, ?) E E x {PEE; pr(P) = 1 } such that 
f’(?, P) exists, ,f’(?, P) >f’(~, e), and 
I.f(Jf + te) -A-2)) - (.f(x + te) -f(x))1 
d 6lfl ,/(f’(Z 3 -.f’k e)) Lip,,, (.f) 
for every t E R. 
Since clearly A4 n Bpx (x, 6) c A4 r (x, e, 6, 0) (where M, is a simplified 
notation for AI,,), it suffkes to show that 
lim sup{,f”(.?, P); (,t-, e”) 6 M, (x, e, 6, 0)) <f’(x, e). (8) 
8\0 
But the proof of this is now immediate. From 5.8(viii) we see that for each 
k = 0, 1, . there is Ak > 0 such that 
M, (x, e, A,, 0) c M,(x, , el;, 6,, 2 ’ ). 
This, 5.8(iv), and (3) imply that for each k = 0, 1, and for each 
6E(Q A,), 
sup{.f”(R, P); (2, P)EM,(x, e, 6, 0)} <.f’(xk, e,)+8-” 4y2 
<f’(x, e) + 8 k 4y2. 
Thus (8) and, consequently, (7) are proved. Hence Theorem 4.1 implies 
that ,f is .99 differentiable at x. Since XE B(x,, 6,) (see (1)) and since 
.f= CKe* + sl/MK + Lip(g))1 on B(x,, 6,) the function g is .9? differen- 
tiable at x and g>(x) = [K + Lip(g)] f $ (s) - Ke*. Moreover, since 
.f“(x, e) 3f’(x,, eo) according to (3), and since I(ell d p,(e) < 1 according to 
(6) (with k=O), we get 
g’(x, e)=2[K+Lip(g)]f’(x, e)--(e, e*) 
> 2[K + Lip(g)] f'(xo, co) - 'dIeIt 
3 CK(e,, e*> + g’(,yo, e,)l -K = g’(-b, e,). 
Finally, inferring first from (6) (with k =0) and from 5.8(v) that 
lie - e,/l < y, we use the inequality y d .5/(2llu - u/I Lip(g)) and the fact that 
the Lipschitz constant of g on some neighbourhood of x does not exceed 
Lip(g) to estimate 
g'(x, u-u)= JJu - ~11 g'(x, e,)> 110 - uI/ g'(x, e) 
- l/u - 4 Lip(i) - ed 
2 Ilo - 2411 $(x0, co) - llu - 24 “u’ Lip(g) 
> g’(xo, u - u) -e/2 > g(u) - g(u) -6. 
This proves also the mean value statement of Theorem 2.4. 
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6. FINAL REMARKS 
6.1. In this section we give some remarks concerning the size of the 
set D Jf) in case the assumptions of Theorem 2.4 hold. However, our 
attention will be concentrated on the case of Frichet derivative. Therefore 
the results mentioned here do not have much in common with the more 
measure theoretic special results about Gateaux differentiability mentioned 
in the Introduction. Indeed, we may observe that, though we proved that 
Lipschitz functions on, say, an infinite dimensional Hilbert spaces are 
somewhere Frechet differentiable, we did not prove that they are differen- 
tiable “almost everywhere” and, in fact, we even did not define any notion 
of “almost everywhere.” The reason is very simple: For every finite (or 
locally finite) Bore1 regular measure p on an infinite dimensional separable 
Hilbert space H one can find a sequence C, of compact convex sets 
containing the origin such that p( H\U C,) = 0. Then one easily verifies that 
the function .f‘(.~) :=x 2 ’ dist(.u, C,) is an example of a Lipschitz (even 
convex) function for which the p measure of the set of all points of Frechet 
differentiability is zero. (This argument can be used in every infinite dimen- 
sional separable Banach space and also in nonseparable spaces provided 
we restrict ourselves to Radon measures. See also [ 161.) This shows that 
for Frechet differentiability one cannot get any analogue of the Gateaux 
differentiability results of [ 1, 5, 12, 131. However, at least some information 
which is highly interesting already in the plane can be obtained by the 
methods used in the proof of 2.4. Since to prove these slightly more general 
statements one needs to make small changes in the original proofs only, we 
will not repeat the whole argument again, but we will point out the 
necessary changes only. 
6.2. It might be worthwhile to notice first that at least some infor- 
mation about the size of the sets D,#(,f) can be easily obtained directly 
from the mean value statement of Theorem 2.4. Indeed, under its assump- 
tions we prove that for each PE E*‘\,{O} the set A := P(G)\P(Gn D,#(,f)) 
has inner Lebesgue measure zero. In fact, otherwise we use [ 19, Lemma 12; 
or 41 to construct a Lipschitz, everywhere differentiable function g: R H R 
such that g’(t) = 0 for every t $ A and such that g’(s) > 1 for some s E A. Let 
u E G and 6 > 0 be such that P(u) = s, B(u, 6) c G, and C := Lip(f 1 B(u, 6)) 
< x. Letting h=f+ (2C/IIPIl) go P, we easily find v~B(u, 6) such that 
h(o) -h(u) > Cll~ ~ z.11. Since D,*(f) = D,#(h), the mean value theorem 
applied to h provides us with a point XE B(u, S) n D,,Jf‘) such that 
h’(.u,c-u)>Cllu-z.11. But since g’(P(x))=O, h’(x,c-u)=f’(x,v-u)< 
Cllu - u/I. 
6.3. THEOREM. Suppose that E is a Banach space, x,, E E, P(, E E, 
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G 6ltl t.‘(,f’(.v, (1) - f”(.y,,. co)) Lip f  
Proof: We note first that a Lusin type theorem implies that F actually 
fullils a stronger condition: For any two different points u and 1’ of the 
space E and for any ~7 > 0 there is a Lipschitz almost everywhere differen- 
tiable map @: [0, I ] M E such that Q(O) = u, @( 1) = L’, il@‘( t ) - (1’ - u) II < 
‘7 for almost every /E (0, l), and mjtc(O, 1); (G(t), @‘(t);ll@‘lt)l~)$ Fj <q. 
(This argument is not really necessary, since one may consider this state- 
ment as being the original assumption on F.) The only place in the proof 
of Theorem 4.1 where we have to make some changes is the definition of 
the map g: R H E. Now we shall define it by the requirements: 
l g(t)=.u,,+ tro for ItI 33, 
. ‘q( ; ) = .Y,) + 1’11, 
l g is Lipschitz and almost everywhere differentiable on each of the 
intervals C--s, [] and [r, s], 
l llg’(t)-(R(S)-g(-.c))/(r+s)// <q for almost every tc(--.s. <), 
l ll~‘(t)-((.~(.s)-~(5));/(.r-~)~I<tl for almost every tE(<,.s), and 
l nl(tE(--.s,.s);(g(t). g’(t)l;llg’(t)ll)$F) <r/s. 
where ?I is a sufficiently small positive number. (It is chosen only after ii 
has been defined; its smallness depends therefore upon 6 and upon all 
previously defined constants.) 
The main observation leading us to this choice of g is that in the proof 
of 4.1 there was quite a lot of freedom for the choice of the point 5. Indeed. 
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Lemma 3.4 gives a sufficiently good estimate of the measure of all points 
which could have been chosen for z to enable us to choose it in such a way 
that g’(r) exists and the pair (g(~), g’(s)/(lg’(t)lj) belongs to F. 
Now one easily sees that, if y is small enough, all the estimates used in 
the proof of 4.1 hold in the new situation. 
6.4. THEOREM. Suppose that E is a Banach space admitting an equivalent 
norm bvhich is 92 differentiuhle aM)uy ,from the origin. Suppose ,further that N 
is a Gn subset qf E having the property that for any two points u and v 
and for any n >Q there is an absolutely continuous almost everywhere 
differentiable map @: [0, I] HE such that II@(O)-ull <n, II@( l)-vIl <n, 
1: II@‘(t) - (v - u)ll < n, and m it E (0, 1 ); @(t ) 4 N) < n. Then ever)’ locall~~ 
Lipschitz function defined on u nonempty open subset G of’ E is .d d@ren- 
tiahle at some point qf G n N. 
Proof: We use exactly the same arguments as in the Section 5. Addi- 
tionally we only require that the points x, belong to N and that 6, are so 
small that B(x,, 26,) c G,, where G, is a sequence of open subsets of E 
such that n::,, G, = N. Thus, to define (,Y~ + , , eh , ,), we replace in the 
formulas 5.8(l) and 5.8(2) the set lJnt,O,Zmij M,(.u,, ek, Sk, Q) by (Nx E)n 
Ubt ,a 2 kI Mk(.rk, ekr 6,, a). For x,) we choose an arbitrary point of G n N 
for which there is eOE E such that I/e,/1 = 1 and ,f“(x,, e,) exists. [The 
existence of such a point follows easily from the properties of the set N. 
Namely, we may find an absolutely continuous almost everywhere 
differentiable map @: [0, l] H G such that m{ t E (0, 1); D(t) $ N or 
@‘(t)=O) < 1. Then we can take so=@(t) and eo=@‘(t)/ji@‘(t)ll, where t 
is an arbitrary point of (0, 1) at which (g -@)’ (t) and Q’(t) exist and 
D’(t) # 0.1 
The remaining part of the proof uses exactly the same arguments as 
those used in Section 5. Of course, in the final argument we prove the :‘A 
differentiability off at x using not 4.1 but using 6.3 with 
Moreover, our new conditions upon the choice of x, and 6, immediately 
imply that x EN. 
6.5. COROLLARY. There is a plane set N of’ Lebesgue measure zero such 
that every Lipschitz function defined on the plane is dtfferentiable at some 
point of N. 
Proof: From 6.4 it follows that any G,, plane set N of Lebesgue measure 
zero containing all lines passing through two different points with rational 
coordinates has the required property. 
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6.6. Remark. It is easy to see that the preceding corollary holds when- 
ever the dimension of the space is at least two. However, it does not hold 
in dimension one. For more precise information about this case one may 
consult [20]. 
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