Abstract-We present a boundary integral method for the numerical solution of the rigorous problem of wave scattering from rough surfaces under grazing illumination. The model of a locally perturbated plane is adopted: a finite patch of rough surface has its roughness flattened at the edges. The boundary formulation unknowns are the tangential components of the scattered field, defined as the contribution from the rough area. This way, the numerical domain of study is correctly bounded, even with a plane wave as incident field, and the sampled area is made independent of the incidence. This rigorous approach, called the grazing method of moments, is implemented on two-dimensional perfectly conducting surfaces and validated by comparison with a reference numerical solution for surfaces with Gaussian correlation functions. Now, the validity of approximate models at low-grazing-angles can be investigated; the small perturbation method and the small slope approximation are addressed in this paper. Scattering diagrams show how the performances of these methods deteriorate drastically at backward scattering angles as the incidence goes to grazing.
I. INTRODUCTION
T HE backscattering of electromagnetic waves from rough surfaces at low-grazing angle is a specific and difficult topic [1] . In particular, the usual criteria of validity of approximate methods have to be revisited. Indeed, depending on whether one focuses onto forward scattering or back scattering, the accuracy of approximate methods may differ drastically. The efficiency of shadowing functions on high frequency approximations is also difficult to estimate. Some specific methods have recently been proposed, both analytical [2] , [3] and numerical [4] , [5] but they address one-dimensional surfaces. At present, all published comparisons with rigorous methods at grazing appear to be restricted to one-dimensional surfaces. This proves that current numerical formulations feel uncomfortable at low-grazing angles. The aim of this paper thus is to propose a model for the scattering of electromagnetic waves from two-dimensional surfaces, based on a boundary integral formalism, tailor-made for backscattering at low-grazing angles.
The direct problem of the scattering of electromagnetic waves from a random rough surface in harmonic regime can be rigorously solved only by means of numerical methods [6] , [7] . When the surface separates two homogeneous media, the prime approach is the boundary integral formalism. The scattering problem is reduced to the search of the tangential components of the total electric and magnetic fields on the boundary. Integral equations are cast into a linear system using the method of moments (MoM) or the boundary element method. Sampling has to be made at the scale of the wavelength. In the physical problem, the incident field is a beam with a footprint on the surface at least several hundreds wavelengths long. This provides by far too many unknowns for numerical solution. However, it is now well established [7] that the scattered field can be estimated through ensemble average over smaller samples, with the corresponding lower angular resolution. Several models have been investigated for the scattering from those small rough surface patches. We now review them from a low-grazing angle point of view.
• First, an infinite rough surface is enlightened by a tapered beam, generally of Gaussian amplitude [8] - [11] , with footprint of prescribed dimensions. As long as the short-coupling-range phenomenon can be invoked [12] , the support of the surface unknowns is only some wavelengths larger than the footprint, and the domain of study is thus well bounded. This model is very close to the physical problem. However, with a tapered beam, there is a minimum surface length to consider, that increases asymptotically as the inverse of the squared grazing angle, see [13] for a discussion. The tapered beam model has been widely applied to the scattering from unidimensional surfaces, at grazing angles as low as 1 [14] . The minimum grazing angle for two-dimensional surfaces is much higher.
• Second, the roughness is assumed to be periodic, and the incident field is a plane wave. This is a problem of scattering by a diffraction grating, that can be very efficiently solved by specific methods [15] , [16] . However, for a given incidence, the scattered field is restricted to discrete directions. Also, grating methods show specific difficulties, such as the Rayleigh anomaly. Finally, natural surfaces are not periodic, and the influence of the periodic boundary conditions on the computed scattered field is difficult to estimate.
• In a third model, the surface is a bounded perturbation of the average plane under plane wave illumination. Here, some supplementary step is required to bound the domain 0018-926X/$25.00 © 2008 IEEE of study. The electrical image theory can do the job in a very elegant way. It is however restricted to perfectly conducting surfaces, since the half-space Green's function is analytical only for this boundary condition. Another tapering method, inherited from resistive strips [17] , [18] , consists in adding resistive regions on the edges of the rough region. It has been succesfully applied at lowgrazing incident angles to the prediction of forward scattering [19] . However, for backscattering, resistive tapering is claimed in [20] to be restricted to grazing angles larger than 20 . This may result from a lack of accuracy of the method, since, at grazing incidence, only a very weak part of the incident field is backscattered. This last model has been extensively studied for the Helmholtz equation under the finite section method designation. See [21] for a short review. In this same paper, stability of the bounded perturbation problem and its convergence toward the infinite rough surface problem as the dimensions of the perturbation grow has been rigorously proved. This is an important result, with no equivalent for periodic surface.
Therefore, let us reconsider the model of the bounded perturbation of a plane, without resistive tapering. Under plane wave illumination, reflection on the flat part is the main contribution to the scattering amplitude in the forward direction. Since we are concerned by the contribution from roughness, we define a scattered field that is free of the field that would be reflected from a plane interface and we suggest to choose the tangential electric and magnetic components of that scattered field as surface unknowns.
On one hand, this should provide better accuracy out of the specular reflection direction. On the other hand, surface unknowns should decrease away from the rough area, since their value result from interactions with the rough area or from the propagation of surface waves. Therefore, it is assumed that the support of the tangential components of the scattered field has similar dimensions as the rough region, say some wavelengths larger. The boundary integral formalism based on that choice of surface unknowns is developed in Section II, where we present integral equations and far-field formulas for these unknowns.
For a plane wave impinging a plane interface with bounded roughness, the behavior of the scattered field in the far-field when the grazing incidence angle or the grazing scattering angles tends toward zero can be theoretically predicted [22] . These results, that depend on the boundary condition, are summarized in the beginning of Section III. However, as outlined earlier, surface waves (surface plasmon polaritons SPP) may propagate, whatever the polarization on a two-dimensional rough surface. Even though they no longer contribute to the far field once propagating over the flat area, SPP are part of the interaction process, and as such, cannot be discarded in integral equations. Consequently, with a restricted domain of study, the SPP may be truncated and may radiate propagative waves around the grazing directions. To get rid of these artifacts, we propose in Section III modified scattering formulas that enforce the theoretical behavior of the scattered field at grazing. These formulas are directly inspired from the work by Tatarskii and Charnotskii [22] .
Next, this approach, called the grazing MoM, is applied to perfectly conducting surfaces. Details on numerical implementation are given in Section IV. Validation by comparison with a classical numerical method, at non-grazing incidence, follows in Section V. Then, bistatic results at grazing incidence are presented and compared in Section VI with two first order approximate methods, the small perturbation method and the small slope approximation, for rough surfaces with Gaussian pdf height and correlation function. Errors in the backscattering direction are outlined. The paper is finally concluded.
II. BOUNDARY INTEGRAL FORMALISM
In the right Cartesian coordinate system with -axis directed upward, the rough surface is a local perturbation of the plane with the vacuum as upper medium. The surface is given by a Cartesian equation
, and denotes its unit normal vector directed toward the vacuum (see Fig. 1 ).
Electric and magnetic fields are respectively denoted by and , while superscripts indicate respectively the incident, reflected and scattered field, and no superscript the total field. The reflected field is the field that would be reflected by the plane, so that the scattered field is defined in vacuum by . Let us notice that and the standard scattered field defined as share the same incoherent scattering amplitudes. The magnetic fields are defined accordingly.
In order to obtain a boundary integral representation of the scattering problem, let us introduce the discontinuous vector functions and if if (1) with jumps at the surface and . Those equivalent surface currents are the unknowns of the boundary integral representation of the scattering problem. For an time dependence, the harmonic Maxwell equations for and write, in the sense of distributions (2) (3) with the Dirac delta distribution associated with the surface. Those two equations can be combined to obtain a Helmholtz equation with right-hand side (4) denoting the wavenumber for vacuum. satisfies an outgoing wave condition in both the upper and lower half spaces; we assume that this is a sufficient condition for (4) to have a unique solution, that writes as the convolution of the right-hand side and of the Green's function . In order to discard the normal components, a supplementary curl operator is applied to (4) . Finally, the function can be expressed as (5) The same method applied to (3) gives (6) To obtain integral equations, we must consider the limit of (5) and (6) when the observation point tends toward the surface. According to [23] , the equations in vacuum are (7) (8) with and the integral operators introduced by Martin and Ola in [24] . They write, for a tangential density and two points and on the surface Equations (7) and (8) are not independent. Therefore, except for the perfectly conducting case, for which is known, another independent relation between the unknowns and is required. In the frame of the impedance boundary condition, of which expression is , this second relation writes (9) with right-hand side vanishing outside the rough region, thus auguring a bounded right-hand side for the boundary integral equation. The perfectly conducting case corresponds to . The exact transmission problem with a homogeneous dielectric lower medium can be formalized by subtracting from the total field the field that would be transmitted in the dielectric through the plane. Associated integral equations can be written with right-hand sides that depend on and which show bounded supports. Note that for lossy dielectrics, the use of that varies exponentially with might reveal tricky in a numerical method. For those materials, the integral relationship between the tangential components of the total fields will be benefitly approximated by a local impedance boundary condition.
III. SCATTERED FIELD
In the upper and lower half-spaces, writes as a sum of outgoing plane waves (10) with and, according to (6) (11) where denotes the wavevector in vacuum . For an alpha-linearly polarized incident plane wave , the beta-polarized component of the upward scattering amplitude is related to the coefficient of the standard scattering matrix [25] by , with the relevant Fresnel reflection coefficient. As and share the same incoherent part, the radar cross section writes . Therefore, matrix for real values of and characterizes the far-field scattering from rough surface , and its behavior at low-grazing incident and scattering angles is of particular interest here. Theoretical limits at grazing have been studied by Tatarskii and Charnotskii in [22] for scalar waves scattered from rough surfaces, with Dirichlet and Neumann boundary conditions. Results for electromagnetic waves can be obtained with similar arguments; we just give outlines.
The behavior at grazing incidence is governed by the righthand side, and more precisely by for perfect conductors, in the impedance case and and in the transmission case. For example, it is easy to find from Fresnel coefficients that the last two vectors have all their components that tend to zero and behave as at grazing, whatever the polarization (denoted by with the Landau notation). The same limit applies to the perfectly conducting case for horizontal (H) polarization, defined by , while it is only in vertical (V) polarization . This behavior at grazing incidence angle is transmitted to unknowns and through integral equations and to the scattering amplitude through formula (11) .
Since the scattering amplitude satisfies the reciprocity theorem [25] , with equals to 1 and , the behavior at grazing scattering angles can be straightforwardly deduced, with main result that the whole scattering matrix is in the transmission case. The perfect conductor case is more complex because polarization dependent, as it appears on Table I . These last results are in agreement with [22] , in the sense that the co-polarized H amplitude shares the same behavior with the Dirichlet problem, and the co-polarized V amplitude corresponds to the Neumann boundary condition. Note that the limit for the Neumann problem may depend on the exact configuration of the problem [26] , [27] .
In a numerical computation context, the correct behavior of the scattering amplitude around is naturally enforced. This comes directly from the fact that the excitation terms, and thus the right hand sides, actually decrease in amplitude with the correct speed at grazing. The answer is different when , since the limit has been obtained through reciprocity. Here, we only address the cases where the limit at grazing scattering angles behave as . Such a limit does not explicitly appear from formula (11) . In addition, as recalled earlier, surface waves (SPP) may appear and the unknowns and may have a much larger support than the rough area. Therefore, with a bounded domain of study, the SPP is truncated and behaves as a sheet of current, radiating in both the lower and upper half-spaces through edge effects. Indeed, since the associated surface current is close to , the scattering amplitude in the plane of propagation is, with good approximation, proportional to ( and the wavenumber and the length of the rough area in the direction of propagation) which mainly contributes to grazing scattering angles and is an even function of . Therefore, to get rid of these truncated SPP artifacts and enforce the theoretical behavior of the scattering amplitude at grazing scattering angles, we propose to compute the scattering amplitude through the combination (12) From (10), it is obvious that whatever , so combination (12) remains theoretically equal to . It is to be noticed that, since (12) numerically enforces a limit, it should not be used to compute the V-polarized component of the scattering amplitude in the perfectly conducting case, for any incident polarization.
IV. NUMERICAL IMPLEMENTATION FOR PERFECTLY CONDUCTING SURFACES
Let us consider a rough surface, with roughness flattened except on a finite area. The flattening is mathematically realized by multiplying the elevation function by a Hanning function, as shown in Fig. 2 . This ensures a smooth transition between the flat part and the rough part. The size of the transition is ruled by the parameters L1, L2, and , the choice of these parameters depending on the rough surface under study. Fig. 3 shows the geometry of the tapered surface. The rectangle in dashed lines bounds the domain where is non-zero. This domain is surrounded by plateaus of dimensions P1, P2, and . Transitions and plateaus are sized to ensure that the right-hand side of (7) is bounded to the numerical domain of dimensions 2L and 2l, and represented in Fig. 3 by the rectangle in solid lines. Following Section II, the perfect conductor boundary condition writes . This can be inserted into (7) to get an integral equation (13) with same kernel as the magnetic field integral equation (MFIE). As such, it can be solved by similar techniques. This equation, discretized by the method of moments (MoM), gives rise to a linear system with a completely filled matrix . This system can be solved iteratively at a cost in memory and time, where is the number of surface unknowns. For two-dimensional surfaces, becomes very large and advanced numerical schemes have been proposed [6] . For instance, the sparse-matrix flat-surface approach [28] has a reduced memory cost of . This technique has been used in [29] with alternative iterative methods; the expression of the coefficients of the matrix appear in this paper. In [30] , the method has been improved with a multilevel canonical grid technique; the time cost is now and details of the implementation can be found in [31] .
Since the MFIE operator is weakly singular [23] , [24] , the method of moments can be applied with piecewise-constant basis functions and point matching. On the contrary, operator is hyper-singular, and the computation of the right-hand side of (13) is not trivial. With one differentiation of transferred onto the electric field, the right-hand side writes (14) For this integral to be computed numerically, and are expanded in piecewise-constant basis functions. The evaluation of the right-hand side vector of the linear system is obtained from two matrix-vector products, therefore requires operations. With the multilevel canonical grid technique of [31] , it is performed with reduced memory and time requirements. One should keep in mind that real materials have finite conductivity, thus that the transmission boundary condition should be addressed. In this case, all the components of the scattering amplitude behave as at grazing. Indeed, for low-grazing angles and vertical incident polarization, the Fresnel coefficients for finite and infinite conductivity show opposite limits (respectively 1 and 1) at grazing: the angle and conductivity limits cannot be commuted here. No real surface should be assumed perfectly conducting under vertically-polarized illumination around and beyond the Brewster angle. On the contrary, the conductivity has no effect on the horizontal Fresnel coefficient at grazing, and the perfectly conducting model is relevant. However, following Table I , only the co-polarized horizontal amplitude meets the correct behavior at grazing, and the cross-polarization should be considered unphysical. For the HH component of the scattering amplitude, the combination (12) as applied to (11) writes (15) with obvious limit at grazing, now. In the two following sections, integral (13) is solved for the right-hand side (14) associated with a horizontally-polarized incident plane wave. The horizontal component of the scattering amplitude is computed from (15) and radar cross section is estimated by Monte Carlo average. The whole approach is called grazing MoM.
V. VALIDATION AT NON-GRAZING ANGLES
In this section, the grazing MoM is compared to the classical implementation of the MoM (denoted beam MoM thereafter), where the surface roughness is not bounded, but is enlightened by a tapered polarized beam with Gaussian envelope. Of course, only non-grazing incidence may be addressed here. The beam MoM has itself been validated by comparison with experimental data in [29] , and has been used as a reference in numerous published works. All Monte Carlo averages have been performed on 200 samples.
The first studied surface has an isotropic Gaussian correlation function with height root mean square and correlation radius , denoting the electromagnetic wavelength. The incidence angle is 60 from the normal. For the beam MoM, the rough surface is sampled at 8 points per wavelength and, in order to avoid edge effects, is set long and wide. The number of surface unknowns is thus .
For the grazing MoM, the surface area can be reduced, since the only requirement is that the dimensions of the rough part of the surface are much larger than the correlation radius. Here, the surface is square with sides , parameters and plateaus of (see Section IV and Fig. 3) . With a sampling step of one eighth wavelength, the number of surface unknowns is lowered by a factor eight, in comparison with the beam MoM. Fig. 4 shows a comparison between the grazing MoM and the beam MoM co-polarized normalized radar cross section (NRCS), versus the scattering angle in the plane of incidence, for a non-grazing incidence of 60 . It is expected to find some discrepancy between the two curves in the region of the specularly reflected beam, from 50 to 75 , as only incoherent scattering is considered for the grazing MoM, while it is total scattering for the beam MoM. As predicted by formula (15), the grazing MoM NRCS vanishes at forward and backward low-grazing angles, while the beam MoM NRCS, being estimated through a formula similar to (11), show non null limits. This explains discrepancies between the plots for angles lower than or higher than . Outside these regions, the two methods coincide fairly well. One can also notice a slight vertical shift between the two curves over the whole diagram. This comes from the value of the area that normalizes the NRCS in the case of the grazing MoM, which should refer to the area of the rough part. This definition is however ambiguous, since the Hanning function makes a smooth transition between the plane and the roughness over distances set by parameters L1 and L2. Here, the normalizing area has been set to . As a rigorous method, the grazing MoM predicts cross-polarization. In this case, formula (11) has to be used for computation of the scattering amplitude. For validation purpose, the VH component of the NRCS is plotted in the plane of incidence in be perpendicular to the plane of incidence [11] . Therefore, reflection of such a beam on a mere plane gives a field that comprises a non-zero vertically-polarized component. In the same way, the cross-polarized NRCS predicted by the beam MoM for a rough surface is overestimated. This explains the difference between the two curves of Fig. 5 . To conclude this comparison, our opinion is that the grazing MoM is better suited than the beam MoM to characterize the cross-polarized response in the plane of incidence of a rough surface.
The grazing MoM can be applied to rougher surfaces. We now consider a second roughness with height root mean square and correlation radius, and a third one, with height root mean square and correlation radius, at 60 incidence still. For these surfaces, the slope root mean square is 0.47. The size of the surface samples for both methods is unchanged. For the second case (Fig. 6) , the two models also fit very well. When the surface is very rough and its correlation length exceeds the wavelength, the two MoMs differ around the specular direction, as shown in Fig. 7 . Here, the difference between the two representations of the problem-a tapered beam on an infinite roughness and a plane wave on a plane with bounded perturbation-shows off. However, comparison remains excellent for all backward angles, thus in backscattering.
These comparisons prove the validity and interest of the grazing MoM.
VI. COMPARISON WITH APPROXIMATE METHODS
The grazing MoM, as a numerical solution of the rigorous scattering problem, can be used to check the validity of approximate models at low-grazing incidence, the backscattering direction being of particular interest for remote sensing applications. High-frequency asymptotics such as the Kirchhoff-tangent plane approximation or the Geometrical Optics, mainly suited for predicting scattering around the forward direction, will not be addressed here. We thus focus on the small perturbation method (SPM1) and the small slope approximation method (SSA1), both at first order. Note that more advanced and recently published methods such as [2] are claimed to handle lowgrazing, but we think that classical methods should be tested first. For Gaussian surfaces, SPM1 is usually given to be valid for height root mean square lower than , while the criterion for SSA mixes with the slope root mean square . From the analytical expressions of the scattering amplitude, it appear that these two methods coincide when an exponential term can be linearized at first order, namely:
. Therefore, SPM1 and SSA1 should agree for low-grazing backscattering angles.
The study starts with a surface with a small roughness of height root mean square and an isotropic Gaussian correlation of radius , already considered in the previous section. The height and the slope (13.2 angle root mean square) are moderate, so SSA1 should behave well. Fig. 8 shows the comparison between these two approximations and the grazing MoM. Three angles are considered, namely 20 , 80 89 . At 20 incidence, SPM1 gives a correct indication of the shape of the scattering diagram, underestimating the NRCS between and and overestimating it beyond , with an error always smaller that 5 dB. SSA1 is generally closer to the MoM, showing excellent accuracy on the major part of the diagram, from to . However, outside this region, SSA1 underestimates the NRCS by several dB. When the angle of incidence increases, the gap between rigorous and approximate methods widens. SSA1 fits MoM on a region that goes tighter. As shown in Table II , SPM1 and SSA1 are very close to each other, but irrelevant for backscattering at low-grazing angles.
VII. CONCLUSION
This paper presents a boundary integral method for the numerical solution of the rigorous problem of wave scattering from rough surfaces under grazing illumination. The model of a locally perturbated plane is adopted: a finite patch of rough surface has its roughness flattened at the edges. The boundary formulation unknowns are not the tangential components of the total field, but those of the scattered field, defined as the contribution from the rough area. This way, the numerical domain of study is correctly bounded, even if the incident field is a plane wave. Since no tapered beam is used, the sampled area is a priori independent of the incidence, and low-grazing angles are at hand. No supplementary assumption such as periodic boundary conditions or resistive loading is necessary.
This approach has been implemented on two-dimensional perfectly conducting surfaces, and validated by comparison with a reference numerical solution for surfaces with Gaussian correlation functions. Finally, the scattering diagrams predicted by the small perturbation method and the small slope approximation are compared to those given by this rigorous model, the grazing MoM, in the plane of incidence for incidence angles of 20 , 80 and 89 . One can see how the performances of these methods deteriorate drastically at backward scattering angles as the incidence goes to grazing, up to 17 dB in the backscattering direction at 89 incidence for a surface with slope root mean square of 0.23.
The same approach can be implemented to solve impedance or transmission problems. In such cases, hyper-singular integral operators cannot be avoided, and may require the use of more advanced discretization schemes, such as divergence-conforming basis functions.
This model is naturally aimed at investigating the numerous advanced approximate models that have appeared in the literature for the last decades [32] , and sorting them in the context of low-grazing angles.
