Abstract. Using the multinomial logistic regression (MLR) model, this study quantitatively simulate the vertical error distribution of ASTER GDEM V2 data based on the ICESat/GLA14 data and land surface factors (including topographic, NDVI and land use factors) in the Loess Plateau of China. Research results show: (1) there is a positive correlation between the vertical error and the topographic factors including elevation, relief and slope factors. With regard to the aspect factor, a symmetrical aspect direction for the distribution of the negative and positive error values is found. In general, the vertical error decreases with increasing NDVI values. With regard to land use factor, the highest vertical error distributes in forestland and grassland. (2) The vertical error distribution probability shows a near normal distribution with marginal negative skewness. (3)The accuracy of the model results is estimated to be higher than 70 % based on the different checked datasets including the simulated and checked ICESat/GLA14 data and ground control points in topographic maps.
Introduction
The data produced by the Advanced Spaceborne Thermal Emission and Reflection Radiometer Global Digital Elevation Model (ASTER GDEM) is a global DEM datasets that has a high spatial resolution (1") and wide coverage (83° N-83° S). As a result, it has gained significant attention since its release (Hirt et al. 2010 , Zhao et al. 2011 . ASTER GDEM V2 data are an upgrade to version 1 of ASTER GDEM data and was developed using an advanced algorithm and more data sources (Suwandana et al. 2012 , Tachikawa et al. 2011b .Because the feasibility of the research using DEM data depends on its vertical accuracy (Mukherjee et al. 2013) , accuracy assessment of ASTER GDEM data is critical (Li et al. 2013 , Rexer & Hirt 2014 . However, most accuracy assessment research depends on the GPS (Global Positioning System) data or the GCP (Ground Control Point) data in the topographic maps (Li et al. 2013 , Zhao et al. 2011 , which is limited by the region over which it is defined and tends to require a significant amount of labour and material resources. Previous studies have primarily focused on determining the error distribution status, such as computing RMSE (root mean square error) values in the study areas but do not quantitatively present the vertical error distribution at each pixel in a study region (Berry et al. 2007 , Hirt et al. 2010 , Rexer & Hirt 2014 . Vertical error value is certainly different at each pixel for any DEM data; thus, understanding the quantitative distribution of the vertical error values is meaningful in all studies using DEM data.
With the release of ICESat/GLAS (Geoscience Laser Altimeter System on the Ice, Cloud, and land Elevation Satellite) data, the 14th product (ICESat/GLA14) provides global land surface altimetry data. ICESat/GLA14 data are a datasets that provides abundant points with high vertical accuracy (0.1 m (1 σ) for flat bald locations and 1 m (1 σ) for undulated and vegetated surfaces) (Duong et al. 2009 , González et al. 2010 . As a result, this dataset yields a chance to quantitatively model the vertical error distribution of DEM data. Using the multinomial logistic regression (MLR) model, this study aims to model the vertical error distribution of ASTER GDEM V2 data based on ICESat/GLA14 data in the Loess Plateau of China, which is a famous geographic unit for unique morphological features, abundant natural resources and serious soil erosion problems.
2
Study area and primary data sources
Study area
This study uses the Loess Plateau of China as a study area. West of Taihang Mountain, east of the Qinghai-Tibet Plateau, north of the Qinling Mountain and south of the Mongolian Plateau (Zhao & Cheng 2014) , the Loess Plateau is located in the central and northern part of China with the famous Yellow River crossing the entire study area (Fig. 1 ).
In the upper and middle reaches of Yellow River, the Loess Plateau contains the widest and deepest loess in the world to form the most typical loess geomorphology. Typical loess geomorphology is closely related to the water and soil erosion, which is a serious ecological and environmental problem throughout the Loess Plateau (Zhao & Cheng 2014) .Thus, acquiring the quantitative error distribution of the ASTER GDEM V2 data are meaningful for the studies of the Loess Plateau using DEM datasets. 
Primary data sources

ASTER GDEM V2 data
ASTER GDEM V2 data were downloaded from the USGS Global Data Explorer. The downloaded ASTER GDEM V2 data has a 1° × 1° sheet and is made based on ASTER images from 2003 to 2011 (Tachikawa et al. 2011a) . Through mosaic, projection, and clipping processes, the ASTER GDEM V2 data in the study area is shown in Fig. 2 . Fig. 2 shows that the elevation is high in the western and eastern regions but low in the middle and southern regions of the study area. The results of numerical statistics of the ASTER GDEM V2 data in the study area are shown in Table 1 . Table 1 shows that the ASTER GDEM V2 data in the Loess Plateau has an elevation range of 1 m to 4054 m with a mean of 1232.0 m and a standard deviation of which is 516.4 m. Thus, the altitude of the Loess Plateau is primarily at middle elevations, and the terrain is jagged. Fig. 2 . ASTER GDEM V2 data in the study area. (Zwally et al. 2002) , the ICESat/GLA14 data were acquired over 19 acquisition phases from 2003 to 2009, which is similar to the acquisition dates of the ASTER GDEM V2 data.
The downloaded ICESat/GLA14 data were first processed by the NGAT (NSIDC GLAS Altimetry Elevation Extractor Tool), which was also downloaded from the NSIDC. Using the NGAT, the ICESat/GLA14 data were extracted in ASCII format. The ASCII files contained latitude, longitude, elevation and geoids in ASCII columns, and were transformed into EXCEL files. Importing the EXCEL files into the ArcGIS software based on the latitude and longitude of each point, the ICESat/GLA14 data were converted into point files. The samples and acquisition phases of the ICESat/GLA14 data files are shown in Table 2 . 
Methodology
The workflow used in this study is shown in Fig. 3 . Based on ASTER GDEM V2 data, topographic factors are computed using spatial analyst tools of ArcGIS software; then, the difference between the ASTER GDEM V2 data and ICESat/GLA14 data are computed. Using the ICESat/ GLA14 data as reference, the vertical error is divided into 5 classes. Based on the ICESat/GLA14 data and the land surface factors, the MLR model is constructed to model the distribution probability of every error class. Using the constructed MLR, the vertical error distribution of the ASTER GDEM V2 data is quantitatively modelled based on land surface factors and the ICESat/ GLA14 data. 
MLR model introduction
The MLR model is an extension of the binomial logistic regression model and found to work well in some fields, such as classification, feature selection and medicine (Cawley & Talbot 2006 , Cheng et al. 2006 , Pal 2012 . Unlike the binominal logistic regression model, which assumes that the dependent variable has only two types (i.e., two classifications), the MLR model does not limit the number of types of dependent variables. If the dependent variable y has J types (i.e., classes), and one type is used as the reference category, the logit transformation model of the remaining J-1 categories can be constructed by comparing between the reference category and the remaining categories. For example, taking the y = J as the reference category, the logit model to the y = i is:
(1) where X 1 , X 2 , ..., X nare the independent variables and b i,0 , b i,1 , b i,2 , …, b i,n are coefficients. When y = J, all coefficients are set to zero.
After the construction of the logit model, the probability of y = i can be computed using the following equation:
Error Fig. 3 . Workflow of this study. 
ICESat/GLA14 data process
The points of the ICESat/GLA14 data have different locations in 19 acquisition phases. To improve model accuracy, all ICESat/GLA14 data in the 19 acquisition phases overlap. The overlapped ICESat/GLA14 data are then used for further analysis. The overlapped ICESat/GLA14 data are reference to the Topex/Poseidon ellipsoid; to make the ellipsoid consistent with the ASTER GDEM V2 data, the ICESat/GLA14 data must be converted to WGS84 ellipsoid ). An equation is presented to accomplish the transformation (Bhang et al. 2007 ):
where ICESat_TOPEX and ICESat_geoid can be directly acquired from the ICESat/GLA14 data, and the Offset is a constant of 0.7 m, which is the offset between the Topex/Poseidon ellipsoid and the WGS84 ellipsoid. Using equation (3), the ICESat/GLA14 data are transformed to reference the WGS84 ellipsoid. By interpolating the ASTER GDEM V2 data to the locations of the ICESat/GLA14 point data, the differences between the two datasets can be computed. To eliminate the outliers in the ICESat/GLA14 data (Zwally et al. 2008 , González et al. 2010 ), the computed difference values are analyzed. Because the vertical accuracy of the ASTER GDEM data is approximately 20 m, the threshold value of the difference is determined to be 60 m according to the three-sigma rule (González et al. 2010) .By eliminating ICESat/GLA14 point data with difference values higher than 60 m, the processed ICESat/GLA14 data has a total sample size of 952508, which is approximately 95 % of all the overlapped ICESat/GLA14 data. The processed ICESat/GLA14 data are used in the following analysis.
To check the accuracy of the simulation results, the ICESat/GLA14 data are divided into two parts: simulated and checked. The simulated ICESat/GLA14 data are distilled from the total ICESat/GLA14 data. Using buffer analysis in ArcGIS software, we distill one point in every Fig. 4 . Point distribution of the simulation ICESat/GLA14 data in the study area. round with 0.1 km radius, so 57310 samples are distilled to construct the simulation model: the remaining 895198 samples are regarded as the checked ICESat/GLA14 data, which are used to check the accuracy of the simulation results. The distribution of the simulation ICESat/GLA14 data is shown in Fig. 4 . Fig. 4 shows that the simulated ICESat/GLA14 data nearly cover the entire Loess Plateau, and compared to the simulated ICESat/GLA14 data, the checked ICESat/ GLA14 data have a similar but much denser distribution.
The resulting numerical statistics of the simulated, checked and complete ICESat/GLA14 datasets are shown in Table 1 . Table 1 shows that all the ICESat/GLA14 data have statistical characteristics similar to those of the ASTER GDEM V2 data. The checked ICESat/GLA14 data have more similar statistical characteristics to the ICESat/GLA14 data than the simulated ICESat/ GLA14 do; this is because the checked ICESat/GLA14 data have significantly more samples.
Considering the ICESat/GLA14 data as reference, the difference between the ASTER GDEM V2 data and ICESat/GLA14 data can describe the vertical error of the ASTER GDEM V2 data. The numerical statistical results of this error in the ICESat/GLA14 datasets are shown in Table  3 , and the RMSE can be computed accordingly. Table 3 shows that the mean values are negative, so the error values may show a negative skewness. The RMSE values are the same as the standard deviation values; thus, the RMSE values are omitted to avoid repetition.
Acquisition of the land surface factors
Land surface factors in this research choose land cover and topographic factors. Land cover conditions, such as land use, vegetation type and structures, canopy density and so on, affects the penetration ability of the sensors both for the ASTER GDEM V2 data and ICEsat/GLA14 data, so as to affect the vertical error of ASTER GDEM V2 data (Miliaresis & Delikaraoglou 2009 , Miliaresis & Paraschou 2011 , Tachikawa et al. 2011b ). Meanwhile, the topographic factors, such as elevation, relief, slope and aspect and so on, has close relationship with the vertical error distribution of the ASTER GDEM V2 data (Hayakawa et al. 2008 , Tachikawa et al. 2011a , Zhao et al. 2011 . The aim of this research is to explore the relationship between the vertical error and the land surface factors, whose acquisition are specifically illustrated as the following.
Topographic factors acquisition
The topographic factors of elevation, relief, slope and aspect factors are computed based on ASTER GDEM V2 data using ArcGIS software. The elevation factor uses the ASTER GDEM V2 data directly; the slope and aspect factors are acquired based on the ASTER GDEM V2 data using the spatial analyst tools in ArcGIS software. To calculate the relief factor based on the ASTER GDEM V2 data, block statistics with the windows of 20 × 20 pixels is used in the Neighborhood section of spatial analyst tools. First, the minimum statistic type is determined; then, the maximum statistic type is determined; by subtracting the minimum results from the maximum results, the relief factor is calculated.
To analyze the relationships between the error and the topographic factors, the topographic factors are classified according to their values, and the error statistics are computed for every class, as shown in Table 4 . Table 4 shows that for increasing elevation, slope and relief factors, the means change from positive to negative, and the absolute negative values increase continuously. The standard deviations also nearly continuously increase. The aspect factor is categorized as either flat or one of eight directions; the highest absolute value of its positive error value is predominately in the NE direction, followed by the N and E directions; the highest absolute value of its negative error value is predominately in the SW direction, followed by the S and W directions. As a result, * For "N", "337.5-22.5" is shorthand for "337.5-360" or "0-22.5".
eschweizerbart_xxx the aspect factor forms a symmetrical aspect direction for the distribution of its negative and positive error.
NDVI factor acquisition
Because the Loess Plateau is a large region, NDVI data cannot be acquired by processing remote sensing images directly. NDVI data were downloaded from the USGS Earth Resources Observation and Science Center (EROS), which is a MODIS/Terra Vegetation Indices 16-Day L3 Global 250 m SIN GRID NDVI dataset with acquisition date of August 2005. After projection and clipping processes, the downloaded NDVI data were transformed to a spatial resolution of 1", which is consistent with that of the ASTER GDEM V2 data. According to its magnitude, the NDVI data were divided into 5 classes, and vertical error statistics in the 5 classes were computed, as shown in Table 4 . Table 4 shows that as NDVI value increases, the mean error changes from negative to positive, and the absolute value decreases continuously; however, when NDVI exceeds 0.8, the mean error changes to a negative value, and the standard deviation error rises significantly. This change may be due to the vegetation distribution status, which is an important factor affecting the values of both ASTER GDEM V2 data and ICESat/GLA14 data (Tachikawa et al. 2011b ).
Land use factors acquisition
Because NDVI data mainly primarily represents the vegetation distribution status, the land use factor is used to comprehensively describe the land cover. Land use data were acquired through remote sensing visual interpretation combined with field survey methods. Land cover was divided into seven types: paddy field, dry field, forestland, grassland, water area, building land and unused land. The results of vertical error distribution statistics of the ASTER GDEM V2 data with regard to different land use types are shown in Table 4 . Table 4 shows that using the land use factor, a maximum vertical error is shown in forestland and grassland; unused land has the highest mean error of -1.4 m; and except for dry field and building land, the remaining land use types show negative mean errors.
Model construction
To construct the MLR model, the simulated ICESat/GLA14 data were divided into 5 classes based on vertical error: < -20 m, -20 m --5 m, -5 m -5 m, 5 m -20 m and > 20 m.The values of the factors were assigned to the simulated ICESat/GLA14 data. Using SPSS software, the MLR model was constructed based on the simulated ICESat/GLA14 data. The values of the coefficients in the MLR model are shown in Table 5 .
In Table 5 , the elevation, slope, relief and NDVI factors are used as continuous variables; other factors are considering categorical variables. The classification of categorical variables is the same as in Table 4 . The error classes were redefined as 1, 2, 3, 4, and 5 based on the value of the error classes. Error class 5 (error > 20 m) is considered to be reference category; thus, the values of all coefficients were set to 0 for error class 5. The importance of each factor depends on Sig. and Exp (B). Table 5 shows the importance of each factor in the simulation model of every error class. The importance increases as Exp (B) increases and as Sig. decreases. The importance of the continuous variables can be determined directly; for the categorical variables, the importance of each class is compared to the reference class. The importance of these factors verified the reason to choose these factors.
Based on the coefficients in Table 5 , the simulation MRL model can be constructed using the equations (1) and (2).
Results
Model results analysis
The distribution frequency of the vertical error for the simulated ICESat/GLA14 data is shown in Fig. 5 , which is similar to that for the checked ICESat/GLA14 data and total ICESat/GLA14 data. Based on the constructed MRL model, g i is computed first using equation (1); then, the distribution probability of each vertical error class is acquired using Equation (2), as shown in Fig. 6 . Fig. 6 shows that P 1 has the widest range (0.001 to 0.946), but most regions show a low value; higher values are only found in the southeastern, northeastern and western regions. P 2 has a much narrower range (0.011 to 0.613), but most regions show a high value, particularly in the The numerical statistics of the distribution probabilities based on the vertical error class are shown in Table 6 . Table 6 shows that the total of the mean values is 1,000; thus, the total of the 5 distribution probabilities is 1,000 at every pixel in the study area, as expected. From P 1 to P 5 , both the mean values and the standard devotion values show a similar distribution: a normal distribution with marginally negative skewness. This finding is consistent with the distribution of the vertical error distribution of the ASTER GDEM V2 data in Fig. 5. 
Accuracy estimation for the model results
The accuracy of the model results is estimated using different datasets, such as the simulated and checked ICESat/GLA14 data and ground control points (GCP) in the topographic maps.
Accuracy estimation using the simulated and checked ICESat/GLA14 data
Because the simulation results were acquired using raster datasets, the boundary of the simulation results was not completely consistent with the vector boundary of the study area. Because it was clipped by the boundary of the simulation results, the point count of the simulated ICESat/ GLA14 data changed from 57310 to 57131; for the checked ICESat/GLA14 data, it changed from 895198 to 894141. As a result, the vertical errors of the checked ICESat/GLA14 data were divided into 5 classes, which is consistent with that of the simulated ICESat/GLA14 in the simulation process. Next, the simulated and checked ICESat/GLA14 data were assigned to the distribution probabilities of all vertical errors. After careful estimation, the cut values were determined to be 0.069, 0.2, 0.3, 0.2, and 0.046 for P 1 , P 2 , P 3 , P 4 and P 5 , respectively; for P 1 and P 5 , their mean values were chosen to be the cut values; for P 2 , P 3 and P 4 , the cut values were marginally adjusted to achieve better performance. Finally, according to the vertical error classes of the simulated and checked ICESat/GLA14 data, the distribution probability values of the corresponding classes were evaluated; if the probability value was higher than the corresponding cut value, the point was regarded as the correct point; otherwise, the point was considered to be incorrect. The resulting numerical statistics are shown in Table 7 for the simulated and checked ICESat/GLA14 data. Table 7 shows that the accuracy is similar for the simulated and checked ICESat/GLA14 data. The overall accuracy is higher than 75.0 % and the accuracy is high for the middle vertical error class but low in the margin vertical class. As a result, the accuracy forms an approximate normal distribution, and the symmetrical axis is the middle error class but shows a marginally negative skewness.
Accuracy estimation using the GCP data in the topographic maps
The simulated and checked ICESat/GLA14 data were both distilled from the total ICESat/GLA14 data, while the MLR model was constructed based on the simulated ICESat/GLA14 data. The simulated and checked ICESat/GLA14 data thus had close relations to the simulation results. Using the simulated and checked ICESat/GLA14 data to estimate the accuracy of the model results was thus inadequate; to mitigate this problem, GCP data from four topographic maps at 1:5,000 scales were collected. The distribution of GCP data is shown in Fig. 7 . Fig. 7 shows the GCP distribution from four sheets topographic maps in the typical loess geomorphologic region. The distribution area of the GCP data suffered from erosion, and the ground showed deep gullies. Thus, the ASTER GDEM V2 data may have poor quality in these regions. The elevation distribution for GCP points is in Table 8 . Table 8 shows that there are 488 GCP points, which distribute in middle elevation range with mean value and standard deviation value of 1230 m and 75 m respectively. For all the 488 GCP points, one point had a difference of -71 m from the ASTER GDEM V2 data and was thus removed during the accuracy estimation process; the other points showed absolute differences lower than 60 m. Using a similar accuracy estimation method of the accuracy estimation using Fig. 7 . Distribution of GCP points on topographic maps. eschweizerbart_xxx the checked ICESat/GLA14 data, GCP data were processed accordingly by considering the GCP data as reference. The numerical statistics of the GCP data are shown in Table 7 . Table 7 shows that accuracy is higher than 70 % when using GCP data, which is lower than the accuracy assessment results when using the simulated and checked ICESat/GLA14 data. The error distribution in the middle class had the most points, followed by the margin classes. The point count of the error distribution formed an approximate normal distribution, but shows a significantly negative skewness; for example, there are 124 points in the -20 m --5 m class, and 103 points in the < -20 m class.
Discussions
This study shows some breakthroughs in the quantitative analysis of the vertical error distributions of the DEM datasets, but some improvements are still required. Thus, the innovations and prospects in this study will now be discussed.
Innovations
(1) ICESat/GLA14 data have many points with high accuracies over a wide distribution, which can be used to acquire the vertical error distribution over a large region, such as the Loess Plateau of China. Benchmark data used to evaluate the accuracy of the DEM data in previous studies are primarily a set of points with high accuracy (such as field data, GCP and contour data of the topographic map, GPS data, etc.) (Carabajal & Harding 2005 , Gorokhovich & Voustianiouk 2006 ; as a result, accuracy assessment studies primarily investigated small local areas (Bourgine & Nicolas 2005 , Gorokhovich & Voustianiouk 2006 , Miliaresis & Paraschou 2005 . The released ICESat/GLA14 data has a global distribution, high accuracy and abundant points (Duong et al. 2009 , González et al. 2010 ) and can thus be used to evaluate the accuracy of the DEM datasets over large regions, even the entire globe. ICESat/GLA14 data can be freely downloaded from NSIDC, which can save significant human and financial resources.
(2) The vertical error distribution of different factors was quantitatively analyzed in this study. Previous studies primarily investigated vertical error indices throughout a study area; however, topographic conditions and land cover varied in the study area, so the vertical error distribution was found to be significantly different in different regions of the study area (Braun & Fotopoulos 2007 , Bhang et al. 2007 . In this study, the vertical error distribution of different factors was quantitatively analyzed and checked during the MLR model construction process; as a result, the vertical error distribution was well described in the study area and can also provide reference for other regions in vertical error distribution.
The vertical error distribution of the ASTER GDEM V2 data were quantitatively modeled using the MLR model and multiple factors in the study area. Thus, the proposed method can acquire the vertical error value at every pixel in the study area using only the distribution probabilities of the vertical error classes. Compared to previous studies, which only reported the distribution status (or indices) and the relationship between the vertical error distribution and the factors (Carabajal & Harding 2005 , Bhang et al. 2007 , Zhao et al. 2011 , the proposed method is an important innovation for achieving the vertical error distribution at each pixel in the study area.
Prospects
(1) More verified data. ICESat/GLA14 data have many points, but these points are distributed along fixed trajectory lines (Zwally et al. 2002 , Schutz et al. 2005 . The fixed distribution of the ICESat/GLA14 data may affect the accuracy and quality of simulation result.
(2) More reasonable study area. This research used the Loess Plateau of China as a study area. The Loess Plateau is a large region; therefore, the topographic factors and land cover status were distinctly significant in different regions, which may result in a large variation of vertical error that may affect the accuracy of the simulation model. If a future study chooses one typical region of the Loess Plateau, the simulation quality can be significantly improved.
(3) More simulation factors. Land surface factors including land cover and topographic factors are adopted in this research to construct the simulation model and simulate the vertical error distribution status. Other than land surface factors in this research, there are other factors affecting the vertical error distribution of ASTER GDEM V2 data, such as the number of scenes in producing ASTER GDEM V2 data. When the number is fewer than ten, the vertical error is high; and less number means higher vertical error and low accuracy (Tachikawa et al. 2011b) . Through choosing more factors in future research, the simulation model may have higher quality. (4) More appropriate simulation model. The MLR model was adopted to simulate the vertical error distribution in the study area. The vertical error values were divided into 5 classes in this study. There are many other models, such as linear regression, nonlinear regression, curve estimation, etc., that can acquire the simulated vertical error directly at each pixel. Thus, seeking a more appropriate model is important.
Conclusions
(1) The relationship between the vertical error distribution of the ASTER GDEM V2 data and the land surface factors are acquired. With regard to the topographic factors, the elevation, slope and relief factors showed similar relationships with the vertical error: as the factors increased, the mean error changed from positive to negative, and the standard deviation increased nearly continuously. With regard to the aspect factor, the negative and positive error values showed a symmetrical aspect direction. Overall, as NDVI increased, the mean error changed from negative to positive and the absolute value decreased continuously. With regard to the land use factor, the highest vertical errors were found in the forestland and grassland.
(2) Based on the simulated ICESat/GLA14 data and the land surface factors, the vertical error class of the ASTER GDEM V2 data was simulated using the MRL model. The distribution probability of the vertical error classes are acquired accordingly, the mean values of which are 0.069, 0.257, 0.376, 0.252, and 0.046 for P 1 , P 2 , P 3 , P 4 and P 5 respectively. Taking the middle class (-5 m -5 m) as the vertical axis, the vertical error distribution probability showed a near normal distribution with a marginally negative skewness. Using different datasets, the accuracy of the model results was estimated to be above 70 %.
