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1. Introduction 
The symmetric simple exclusion process (SEP) describes a system of identical 
particles which move on the lattice Zd like symmetric random walks, each jumping 
independently of the others, except for jumps onto already occupied sites, which 
are suppressed, only single occupancy at each site being allowed. More precisely, 
each particle waits, independently of the others, for an exponential time of mean 
1, then it chooses a site y with probability p(x, y), x being the site where the particle 
is. Then if y is empty the particle goes to y, otherwise it stays at X. The transition 
probability p(x, y) is supposed to be symmetric, i.e. p(x, y) = p(y, x). It is possible 
to give precise mathematical meaning to the above heuristic definition, cf. for instance 
Chapter VIII of Liggett’s book [12], where a Markov-Feller process on the space 
(0, l}“, S = Zd (equipped with the product topology) is constructed. Such a process 
is defined by giving its pregenerator L, whose domain consists of all cylindrical 
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functions f on (0, l}“, i.e. those functions f: (0, 1)’ + R depending on finitely many 
coordinates. If f is cylindrical and n E (0, l}“, then 
(1.1) 
where nX.?’ ’ IS obtained from n by interchanging the values of n at sites x and Y, 
namely if n =(7)(z): z~ S) then 
nX,Y(z) = n(z) for z # x, y, 
(1.2) 
@(‘(x) = 77(Y), n=.y(y) = n(x). 
We interpret the entries n(x) in n as occupation numbers, namely if n(x) = 1 we 
say that a particle is in x; otherwise x is empty. We then readily see that (1.1) is 
the mathematical transcription of the previous heuristic definition. 
The SEP is an example of system with infinitely many particles whose random 
evolution is determined by ‘local rules’ of interaction among particles. In the SEP 
the interaction simply suppresses jumps onto already occupied sites. In more 
complex systems the interaction also affects the intensity of the allowed jumps in 
a way which depends on the positions of the particles ‘close’ to the one which is 
jumping. Considerable interest has been focused on such systems both theoretically 
and numerically. They are in fact widely used to model real systems in various 
fields, from physics, biology, and chemistry, and they lead to very interesting 
mathematical questions in the theory of stochastic processes and dynamical systems. 
From a numerical point of view the main interest comes from the (recent) develop- 
ment of cellular automata, namely of very fast and efficient computer simulation 
devices used to study complex systems with many components. 
We shall restrict our considerations to the SEP and will establish some probability 
estimates on its time asymptotic behavior, improving results already existing in the 
literature, cf. [2, 4, 5, 61. Applications will be discussed in a companion paper [S] 
to which we refer for more detailed motivations and comments. The techniques 
introduced in the paper are a starting point for the analysis of systems obtained as 
perturbations of the symmetric simple exclusion process by addition of Glauber 
type generators, as for instance in [3], where first results in this direction have been 
established. See also [7, 9, lo]. 
2. Definitions and results 
We shall restrict our analysis to the one-dimensional lattice, S = Z, and to n. n 
jumps p(x, y) = f iff Ix - yl = 1. Extensions to more general cases (d > 1 and p(x, y) 
such that sup, C,. p(x, y)ly -xl’ < ~0) follow more or less easily from our arguments. 
In fact the estimates improve by increasing the dimensions of the lattice. Hence the 
case we consider is, in this respect, the most difficult one. 
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For general SEP it is known that the extremal invariant measures are Bernoulli 
measures on (0, l}‘, cf. Section 3. If p is a probability on (0, l}“, define the n-body 
correlation function u(x; t; p) for t 2 0, and x = (x, , . . . , x,) an n-tuple of distinct 
sites in Z, as 
U(X, t,/L)=l+r 7(x&) (2.1) 
where n(xi, t) are the occupation random variables at sites xi and time t; E, is the 
expectation w.r.t. the SEP which starts from p. It is then easy to see, cf. [12] and 
Section 3, that if /1 is supported by a single configuration n, i.e. p = 6,, then 
lim sup u(x, t, S,)- fi U(Xi, t, 6,) =o (2.2) 
‘+= (x I...., x,,) i=, 
(analogous property holds for more general p’s). Therefore asymptotically the 
correlation functions factorize in agreement with the fact that the extremal invariant 
measures are Benoulli measures. We shall study the dependence of their decay as 
a function of n, the number of bodies entering in the correlation functions. In 
statistical mechanics a special combination of the correlation functions, the ‘trun- 
cated correlation functions’, play an important role. We shall introduce a variant 
of such functions which will be particularly useful in our case, hereafter referred 
to as the ‘v-functions’. We set 
Our main result is the following: 
Theorem 2.1. For any n there is a constant c, such that 
suplu(x, t; 6,)( G C,t-“‘8 (2.4) 
where the sup is over all n-tuplets x of distinct sites in Z and over all 7 in (0, l}“. 
Remarks. From Theorem 2.1 we can easily see that the left hand side in (2.2) 
vanishes at least as tp”4 for any fixed n. We actually prove a statement stronger 
than (2.4), which shows a decay like t-‘12 log t, for any fixed n. However the main 
relevance of our result in Theorem 2.1 concerns the dependence on n of the decay 
rate. By looking at the ‘right’ quantities, the v functions, one finds out that the decay 
rate becomes faster when increasing n. This will be extensively exploited when 
studying the ergodic properties of the evolution in connection with the analysis of 
the collective phenomena in the SEP, cf. [8]. The exponent i in (2.4) may not be 
optimal, but it is the best we could do. 
The decay rate in Theorem 2.1 can be improved if the process starts from special 
initial measures rather than from single configurations, as in the fcllowing: 
Theorem 2.2. Let p(r) be a @’ function on 02 with values in [0, l] and assume that 
its$rst derivative is uniformly bounded. For each 0~ E < 1 define p.’ as the product 
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measure on (0, 1)” such that 
pF({v: 77(x)=l})=~(ax) forallxinz. 
Then, for any n and T > 0 there is a c such that for all t s T, 
IV(X, C2t; /_&&)I S CFn 
if x has 2n sites, while if x has 2n + 1 sites then 
14x, e -2t, /.&‘)I < CEn+’ log E-‘. 
(2Sa) 
(2Sb) 
Notice that c does not depend on E hence the time decay in Theorem 2.2 is twice 
as fast as in Theorem 2.1. However to reach larger times, as for example of the 
order of E-~, we need to change the initial measure and choose one with better 
smoothness properties when F + 0. One of the reasons for choosing initial conditions 
as in Theorem 2.2 is that they appear naturally in the analysis of the hydrodynamical 
behavior of the SEP, cf. [l, 11, 12, 131. 
It is possible to extend Theorem 2.2 to some situations when the pE are not 
product measures but satisfy proper mixing conditions. Some minor modifications 
of the arguments we use to prove Theorem 2.1 and 2.2 are required, but we shall 
not enter into such problems. 
3. Proofs 
The dynamical properties of the SEP will be studied by using ‘duality methods’. 
We first introduce the ‘dual function’ D(&, r]) as a real valued function on 0,x 0, 
where 0 = (0, 1)” and L!,= (5 E a; 151 dzf C, l(x) <co}. (5 E Rr always denotes a 
configuration with finitely many particles). D([, 7) is then the characteristic function 
of the event {T(X) = 1 whenever S(x) = l}, namely 
at, 77)= rI v(x) (3.1) 
x:<(x)=1 
where we obviously identify 5 with {x: t(x) = l}. 
Identifying the configuration 5 with the set x where its particles are we write (2.1) 
as 
u(5, r; EL) = E,(D(& 771)). (3.2) 
The reason for introducing the dual function D lies in the following identity, 
which can be easily checked: 
L’%(& 7)) = L’“‘O(& 7) (3.3) 
(LC5’[ LC9’] denotes L when acting on functions of c[n]), namely the action on D 
of the generator of the SEP gives the same result both when acting on the 5 or the 
n configurations. Therefore if we consider the process on 0,x fl where the 5 and 
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7 variables are mutually independent each evolving according to the SEP, then, 
denoting by 8 the expectation for such a process when starting with the product 
measure 8, X p, we get for 0 s s C t, 
(3.4) 
hence by integrating over s between 0 and t, 
45, 4 PI =Wu(&, 0, PI) (3.5) 
where, by an abuse of notation, IE, denotes the expectation for the SEP when the 
initial measure is 6,. Equation (3.5) is the ‘duality relation’ for the SEP. It expresses 
the remarkable property that the n-body correlation functions obey closed equations, 
so that the knowledge of the n-body correlation functions is determined by the 
analysis of the evolution of just n particles, the &particles, even though the original 
system may have infinitely many particles, the q-particles. 
This self duality is a very useful tool, allowing a simple proof of the characterization 
of the invariant measures for the SEP, see [12]. We have treated it analytically, 
starting from the algebraic relation (3.3), but a very intuitive and convenient way 
to understand (3.5) is to use the well known graphical construction of the SEP, for 
which we refer to [ 12, p. 3991. Our aim is to establish strong factorization properties 
for the process, in particular when starting from a measure ST, supported by a single 
configuration n. Then we want to compare the true measure at time t with the 
product measure on {0, I}” with average values of the n(x) given by u(x, t, p), for 
all x in Z. This amounts to comparing the true correlation functions ~(5, t, t_~) with 
R(5, t):= r[(.Y:ccr,=,) u(x, t, p). 
Most conveniently this is done through the truncated correlation functions intro- 
duced in equation (2.3). From (2.3) and setting x=(x,, . , . , x,) for any permutation 
of {y: t(y) = l} we have 
U(X, t; /.L) = 1 (-l)‘t”‘%([‘, t; /_L)R([\(‘, t). (3.6) 
<‘cc 
Our main tool will be the self duality of the SEP as expressed by (3.5). At this 
point it may be convenient to give labels to the particles when there are finitely 
many of them. There are many possibilities, here we present the most natural one, 
when the particles are identified by requesting that their order is preserved, see 
below; later on we will introduce another labeliing in connection with the stirring 
process. Set .LI, = {x = (x,, . . . , x,) E Z”: xi # x, for all i #j}, 0, = {tE 0,: 1[1= n}, 
and let H : A, + 0, be given by H(x,, . . . , x,) = {x,, . . , x,}. Since 0, is invariant 
under the evolution defined by the SEP, we may define x(t), the (labelled) SEP on 
~&:ifx(O)=x=(x,,.. . , x,) E A$, and 5 = H(x) then x(t) is defined by H(x( t)) = 5, 
and xi(t) < x,(t) iff xi <x,, where ([,),>,) denotes the SEP evolution starting at & = 5, 
We indicate by IE, the expectation w.r.t. this process when x(O) =x. thus (3.5) can 
be written as 
u(x, r; p) = E,(u(x(t), 0; p)). 
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From here on we restrict to the case when Jo = 6, and we shall omit the dependence 
on such an initial measure. Notice that in this case v(x, 0) = 0 identically, since 
u(x, 0) = n(x), for all x in Z. From (2.3), (3.6) and after a straightforward computa- 
tion we easily get (below we write v,(x, t) for v(x, t) to stress that x has n particles): 
io,(x,,j=t i 2 l(x,#xi+bVj)[u,(x+be,,t)-v,(x,t)] 
,=I h==l 
- 1 1(1x; -xjl = l){~v,_,(x’J, t)[u(x,, t)- u(x,, t)]* 
(1.1) 
where l({ . }) is the characteristic function of { . }, ei is the unit vector in the ith 
direction, the sum over i and j is over all the unordered pairs of distinct labels in 
{ 1, . . , n}, xix.; = x\{x, u x,), xi = x\{x,} and u,,( . ) = 1. Notice that (3.7) can be written 
as 
g u,(x, f)= -b%(., t)(x)+ T(x, t) 
where L, denotes the generator of the SEP as a process on A, (labelled), and if n a 2, 
F(x, t) = c l[lXl -x,/ = I]{-$(u(x,, t) - u(x,, t))*U,_,(X’,‘, t) 
C1.i) 
+ (u(x;, r) - n(x,, r))(rL,(xi, r) - V-,(x’, r))I. (3.9) 
where v, - 0 and v. = 1. 
From (3.8) and (3.9) we have 
I 
I 
%(X, t) = ds[E,‘If(x(t-s),s) 
0 
= C l[lx,(t-s)-x,(t-s)l=l] 
(I.,) 
x{-fU,_,(X(t-s)~~,S)(U(X,(t-.s),S)-u(X,(t-s),.s))* 
+(v,_,(xi(r-S),S)-ZI,~,(x’(f-,),,)) 
x(u(x,(t-s),s)-u(x,(t-s),s))} . I (3.10) 
Equation (3.10) has considerable advantages with respect to (3.5). Its same 
structure readily indicates a possible strategy for investigating the decay properties 
of the SEP at long times: (as we shall see) if t -s is large, then it will be unlikely 
that ]x,(t - s) -x,(t- s)l = 1, while if t-s is small, hence s large, then lu(x, s) - 
u(x + 1, s)l will be small. 
To make the above argument quantitative we need to iterate (3.10) until all the 
v-functions disappear and then to estimate the resulting expression. For such task 
we need a detailed analysis of the SEP on a,, (or A,,). We shall do that by first 
introducing another labelled version of the exclusion process. This process is 
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‘naturally’ coupled to the process of n independent random walks, so that, at the 
end, we will have to study independent particles. We refer here to results proven 
in [5] and [6], some will be proven again here adapting them to the present context, 
for the reader’s convenience. 
The labelled stirring process. Let a+,,, a-,i, i = 1,. . . , n, be the operators on A, 
defined by 
ifx,*l#x,forallj, 
ifthereisjsuchthatx,*l=x,andj>i, 
if there isj such that xii 1 = xj andj < i. 
(3.11) 
Let f be a real valued function on A, and define G,f as 
G.f)b) = i i tf(a+,j~H -f(x)1 + Lfkd) -.f(-W 
i=l 
(3.12) 
Then G, is a generator which determines a Markov jump process that we simply 
call labelled stirring process. This is the same as the exclusion process if we ignore 
the labels of the particles, and obviously (3.10) still holds. 
The above labelling makes the following property true. Let i, , . . , iA (k < n) be 
a subset of (1, . . . , n}. Let 9 : A,, + Ak defined by 
4x = (X,,) . . ) x,,.). (3.13) 
It is easy to check that the marginal of {x(t)}, -,, over {$x(t)},,, is again the 
stirring process with k particles. From this and (3.10) we get that for x E A$,+, and 
i #,i, 
v,(x’,t)-u,,(x’,t)= ‘dsE,(!P(x(t-s)‘,s)-!P(x(t-s)‘,s)) (3.14) 
where E, is the expectation w.r.t. the stirring process on M,,,, starting from x, and 
?P( ., t) is given by (3.9). 
The key remark is that the integrand in (3.14) is antisymmetric under the exchange 
of xi( t -s) and x,( t -s) and we shall exploit this by proving that the law of x( t -s) 
is ‘almost’ symmetric under such exchange. To see this we couple the stirring process 
to the process of n independent random walks: this will also give us the main 
estimates for the proofs of Theorems 2.1 and 2.2. 
Coupling the stirring and the independent processes. The generator GO, of the 
independent process acts on the functions .f on Z” as 
(G:f)(x”) = t ,$, {f(x”+ e,) -f(x”) +.f(x”- ei) -.f(x”)}. (3.15) 
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The basic coupling of the stirring and independent processes is the Markov process 
on Ju, xZ” with generator GZ defined as 
(Gff)(x, x0) = 4 i Kf(~+,ix, x0+ ei) -f(x, x0)1 
i=, 
+ Lf(~-,,x, x0 - e,) -f(x, x0)11. (3.16) 
The marginals of this process on J& (respectively Z”) have same laws as the 
stirring (respectively the independent) processes. Hence the joint process is a 
coupling of the two. It follows from the definition that with probability 1 for any i 
and t, xi(t) is completely determined by the specification of {x:(s), j = 1, . . . , i and 
0~ s s t}. In fact from (3.12) it follows that any jump of the stirring particle i 
necessarily induces a jump at the same time of some independent particle xg with 
,j c i. The rule is that whenever an independent particle, say particle i, jumps by +l 
then the stirring particle i also jumps by *l, unless it would go to a site occupied 
by some particle j with j < i. In such a case the jump is suppressed. On the other 
hand if it is particle j, j < i, which attempts the jump on the position occupied by 
particle i, then this jump is allowed and the stirring particle i makes the opposite 
jump. To recall this rule we shall say that particle i is of first class (that it has 
priority) w.r.t. particle j if j> i. Particle 1 has priority w.r.t. all the others, and it 
moves just the same as the independent particle 1. 
Other couplings can be introduced by simply changing the priority list: let 
rr = {VT(~), . . . , r(n)} be a permutation of {l, . . , n}. Define 
z-.X= (X,(I), . . 9 x,,n,), di,*,7r x = 3A3,,,5rx, 
(~&JX~, x0)=4 f Kf(~i,+,,x, 0+ e,J -f(x, ~“11 
i=l 
+ Lf(&m,,x, x0 - e,d -f(x, x0)1). (3.17) 
Gz,, is easily seen to be again a coupling of the stirring and independent processes, 
it will be called the rr-coupled process. In this process particle rr( 1) has the highest 
priority, moving in the same way as the independent particle n(l). Then comes 
particle rr(2) with second highest priority, and so on. Therefore x,,,,(t) is specified 
(modulo zero) by (xiC,)(s), . . . , x’&~)(.s): 0~ s c t). We shall use in the sequel either 
the first coupling with rr equal to the identical permutation, or a mixture of different 
rr-couplings, one for each assigned time interval, as we shall see in due time. At 
the end of the proof of Theorem 2.1 and in the proof of Theorem 2.2 we shall need 
a further modification of the previous couplings, for which instead of matching 
exactly the motion of the first particle in the two processes we rather match the 
difference between the first and second particles. 
Let us go back to (3.14) which we rewrite using the n-coupling defined above 
with 7~ such that r( 1) = i and ~(2) = j. We first introduce the following stopping 
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times which will play an important role in the sequel: for i Zj and both in { 1, . . . , n} 
and for s 2 0 we set 
ri,j(S)=inf{fZ.Y: Xi(.S)+[Xp(t)-XP(.S)]=Xj(S)+[Xy(t)-X;(s)]}. (3.18) 
(We shall always use the convention that the trajectories of the jump process we 
consider are ‘cadlag’, i.e. continuous from the right with limit from the left.) Then, 
from (3.14) we have 
I 
I 
z&(2, t) - zI,(x’, t) = ds ~x,n(l(~t,j(O)> t-s) 
0 
x[~(x(t-s)‘,s)-~(x(t-s)‘,s)]) (3.19) 
if r is such that ~(1) = i and ~(2) =j. To prove (3.19) we argue as follows. The 
main point is that particles i and j move as the corresponding (i.e. with same label) 
independent particles till T,~(O). In fact, by the definition of Z= they have priority 
over the other particles, and because by the definition of T,,~(O) up to that time it 
never happens that particles i and j attempt to jump on each other: this happens 
for the first time at ri,,(0)). At T,,~(O)- particles i and j are at distance 1 (with 
probability 1) since 
(a) x~(Ti,.~(o)-) xj(7i,j(o)p) = xY(Ti,j(o)p) -xp(7r,j(o)-)~ 
(b) x:(t) -x;(t) varies by *l (with probability l), and 
(C) x,“(rt,j(O)) =XY(ri,j(O)) (b ecause x:(O) = x,(O), x.:(O) =x,(O)). 
At time r,,,(O)- with equal probabilities the independent particle i jumps on the 
position of the independent particle j or the opposite occurs. Accordingly, with 
equal probabilities the exclusion particles i and j exchange or do not exchange their 
positions. Hence the distribution of all the particles at time T~,~(O) is symmetric under 
the exchange of the labels i and j. As a consequence the law of x( t - s)’ conditioned 
on f-s > r,,JO) is the same as that of x( t -s)‘, proving (3.19). 
The procedure is now quite simple: we iterate (3.10) until all the v,( .) terms 
have disappeared, recall that ZI”= 1, u, = 0. At each iteration we use (3.10) for some 
ZI,(X~(~-S~), si) where J G (1,. . . , n}, JJI = m and x, = (x~)~~,, si < t. We get then a 
sum over all the pairs of different labels in J of two types of terms: those having a 
u,,_~( .) term, in which two particles ‘die’, and those with a term like v,,_,(x:( .), .) - 
u,_,(x;( .), .). For these latter we take advantage of the anti-symmetry in (3.14): 
we use the rr coupling in the corresponding ‘dual’ time interval (t - si, t - s,,,) with 
~(1) = k, ~(2) = r (or vice-versa). by (3.19) we gain a characteristic function involv- 
ing the time T~,~( t - si), at this point we do not need anymore to take into account 
the difference of the v-functions and we can treat them separately. Summarizing, 
for these terms we gain a characteristic function and only one particle ‘dies’. The 
following definitions formalize the above considerations. 
We define LJ,,,, m > 0, to be the set of all m strings z of triples z(i), v(i), 6(i), 
i=l,..., m, where z(i), v(i), 6(i) are integers fulfilling the following 6 relations, 
whose meaning is explained in words right after stating them. 
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(1) 6(i), i=l,..., II? equals either 0 or 1. 6(m) = 0. 
(2) z(i), v(i), i = 1,. . . , m, are elements of (1, . . . , n}. 
(3) If i >j then z(i) # u(j) and v(i) # u(j). 
(4) If i >j and S(j) = 0 then z(i) f z(j) and v(i) # z(j). 
(5) If S(i)=0 then z(i)<u(i). 
(6) The set of all z(i) and u(i) with i such that 6(i) = 0 together with the set of 
all u(j) with j such that S(j) = 1 covers the whole (1,. . . , n}. 
6(i) = 0 corresponds to a term when two particles z(i) and u(i) ‘die’ at the ith 
step, and to count the events properly we impose that z(i) < v(i). If 6(i) = 1 then 
only particle u(i) ‘die’ while z(i) ‘suvives’. Eventually all particles ‘die’ and of 
course, according to this language, if a particle ‘dies’ at some step then it cannot 
appear later at a new step. 
We then define 4 to be the union of all 9,. Since the total number of particles 
is fixed (equal to n) 9 has finitely many elements. Given m, z E .Pa, and t 2 s, 2. . .S 
S, 2 0 we define a coupled process in the time interval: [ t - si, t - si+ ,I, 1~ i s m - 1, 
T is such that ~(1) = z(i) and ~(2) = u(i). Finally in [0, f-s,] ~(1) = 1 and rr(2) = 2. 
To have lighter notation we simply denote by [E, the law of such coupled process, 
the reader should pay attention to such somewhat misleading notation. 
Remark. It is only when 6(i) = 1 that the choice of the coupling in [t - si, t - si+,] 
is important, in the other cases any other choice would have worked as well. 
It is then easy to see that 
unk j) =c c m ziy,,, /:dr, .*. 1:’ ‘dsmEx(F, l(l ~~,,(j-~,)-xx,~i)(j-~i)l=l) 
X { n ~P~{u(xz(~)(t-si)~ si)-"(xu(i)(t-st)v s*)121) 
i:S(i)=O 
x n [-U(X~~,~(t-~S,),Si)+U(X~(i)(f-S~),S,)l 
i:S(i)=l 
x l(rZ(l,,“(r)(f-&)> f-s,+1 
)I> 
. (3.20) 
Notation. We may write c to denote a positive constant which may even change 
from line to line. When it is important to explicitate its dependence on some 
parameter we shall do it. 
From (3.5) and well known estimates on simple random walks we have that 
uniformly on the initial configuration 7, 
lu(x, t)-u(x+l, r)]c-- (3.21) 
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Hence defining 
AS, = Si - Si+l) (3.22a) 
(3.22b) 
Notice that in (3.22b) we have modified the last characteristic function, and the 
reason will become clear in a while. The definition of ~~,~(s) involves the positions 
of xi(s) and x,(s), cf. (3.18), and in (3.22b), by construction, the difference can only 
be * 1. It is therefore convenient to specify whether at the times t -s, the difference 
x,(,,(t-s;)-~,(~,(t-s~) equals 1 or -1. So we set F=(F,,...,E,)E{-l,l}“’ and 
for s 3 0, a E Z, i #j: T:~(s, a) = inf{ t 3 s: (xY( t) -x?(s)) - (xP( t) -xp(s)) = -a} so 
that we can write, because of our choice of various z-, 
x II=, & l(~~(i~,L’df-~i, dP -,+h [ I) . 
(3.23) 
Therefore the last product on the right hand side of (3.23) is measurable with 
respect to the g-algebra 
9==-algebraby U {.x”(r’)-x”(r--s,): r’E[r-q,r--s,+$Asi]}. (3.24) 
We now use a crucial estimate proven in [6], to which we refer for its proof. 
Proposition 3.1. Fix n, x=(x,, ..,x,)E.&, a > f and let P, be the law of any of 
rhe previously de$ned coupling of the stirring and independent processes, both starting 
from x. 
Then for any k there is c( k, n) such that for all T > 0, 
P, 
( 
sup supjxi(t)-xT(t)ltC”> 1 sc(k, n)Tpk. 
> 
Cl (3.25) 
Ili=Sn 1-T 
By taking conditional expectation given 99 in (3.23) and using (3.25) we get 
x Ex fl l(Tt(;),u(i)(t-Sz, &i))>r-si+$Asi) 
i:&(i)=1 
XP,i:,--?-_,d{IXl)(i)(t-Si)-X~(i)(f-Si)l~If-S~I~+2}I’) +ct-“, (3.26) I 
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where d is a ‘small’ positive number whose value will be specified later on. In 
deriving (3.26) we have distinguished the indices i for which t-s, < rd from the 
others. For the first ones we have dropped the characteristic function that x,(,) -x,(,) = 
*l. For the others we have used Proposition 3.2. Cases when the differences between 
the positions of the exclusion and the corresponding independent particles are 
smaller than .sn for all s 2 td contribute to the first term on the right hand side of 
(3.26). The others’ contribution is bounded by ct-“, having chosen kd ~2n in 
Proposition 3.2. 
We are now close to the end since it will be easy to get a uniform bound for the 
%-conditional expectation in (3.26). The remaining term in the unconditioned 
expectation is the product of independent random variables and we shall then get 
an explicit bound for z),,. For i = 1, . . . , m we introduce the following a-algebras: 
sj = o-algebra generated by {x.T( t’), t’~ [0, t - s,~] and j # u(i)} together with 
U {[~~~~,(f’)-x(l~,~(f-sk)]: r’~[r-sk, t-sk++AsJ}. 
k:fY(k)=l 
(3.27) 
We condition on s,, where k is the first index for which t - sA > rd. Since 4 is 
finer than %I, we than have (m, z E 9, and s, , . . . , s,,, are fixed): 
xl(Vi>k: Ix’l~i,(t-si)-xx0,(i,(f-S,)I~22(t-s,l”+2)(ce)). (3.28) 
Now ~!!(~)(f - sk) is fixed by the conditioning on 9 while the law of xtck,( t - sL) - 
x~,~,(O) conditioned on %,, is the sum of two terms. The first is a non random term, 
it is the total increment of x$k, in the time intervals 
I.J [t-s;, ~-s;+$As,]. 
,:I- k,fiCri;l 
(3.29) 
The second has the law of a simple random walk which starts from the origin and 
moves for a time Tk = t - sk - rl, where 7k is the measure of the set in (3.29). 
By definition Th > $( t -s,); hence by classical estimates on random walks there 
is a constant c for which the conditional probability given Sk in (3.28) is uniformly 
bounded by ~((t-s~()~^“~. We can then iterate the above procedure to estimate 
the Y&conditioned expectation in the left hand side of (3.28) which is therefore 
bounded by (a< (Y i$) 
We are then left with the term 
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which equals 
where P is the law of two independent simple symmetric random walks with 
jumps on nearest neighbor sites. The ith term in the product is then bounded by 
C(lSi -&+,I + 1)-‘/Z. 
Collecting all the above estimates we finally get 
, s,,I-I 
ds, . . . ds, F(z, t, s,, . . ., s,), (3.30a) 
where 
F(z, f, Sl, . . . , sm)= n It-.sle-l’2 n (Sit-l))’ 
iZ, i:fi(i)=O 
X n (Si + 1)~1’2((S, -Si+l( + 1)-“2 (3.30b) 
i:S(i)=l 
and where c, is a suitable positive constant (depending on n but not on x and t). 
We are going to prove that the contribution to (3.30a) of sequences z with at least 
one index such that S(i) = 1 decays like tpY”, y > f , for (Y sujiciently close to a, so 
that we shall be reduced to the analysis of the cases when 6(i) = 0, for all i. We have 
where i0 = 0, i, is the first i such that 6(i) = 0, i2 is the second such index and so 
on; furthermore 
~,(I)=~~‘ds,...li:l.d\ig(s,,...,i*,~), (3.31b) 
k-l 
As, 9 . . . ,Sk, t)= n ((Sjf1)(Sj-Sj+l+1))-“2(Sk$.1)p’ fi (f-Sj)am1’2. (3.32) 
j-1 ,=l 
To prove (3.31) we have used that if S(i) = 0, then in F there is no term depending 
on (s, -si+,): we can then decouple the integrals by enlarging the domain of s,+, 
from {sifl S si} to {s,+, S t}. 
We split the domain of integration in (3.31b) as follows: 
k-1 
-k(l/2Sa)Dk(t/2)+ 1 t~(k-j)(l/2-~)t-j/2t-l/2~k_,(~/2j+l) 
j=* 
x j-’ ds, . . . I’i?jsk fi (~--sJ”-‘/~;~ (si-s.tl)-li2] 
r/2 r/2k i=l i=l 
(3.33a) 
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where, for any k 2 1, t 2 0, 
D,(t)=~~ds,. . . I,:*_’ dSk n [(~j+l)(~j-~j+r+l)]-“*(~k+l))r, (3.33b) 1;: 
and where the factor t-(kpi)(“2po) comes from the terms (t -Si)a-“2 with i >j, t-j’* 
from the terms s;“~ with is j, and t-l’* from the term (sj - s~+,)-“~. 
It is easily seen that for (Y E (a, $, 
[,;;dvj;; ds, jJ, (t-si)m-1/2;fJ; (s,-q+,)-“*qia+“*, (3.34) 
for suitable constant q (independent of t and (Y). Also we shall prove by induction 
that for each k 3 1 there exists suitable positive constant ck so that 
~,(t)+&g(t+l))k. (3.35) 
Indeed, for k = 1 this is trivial from (3.33b). Let us fix n > 1 and assume (3.35) 
for all k < n. Observe that 
&(t)=(t+p I,:&,...[;-’ 1;: dsn-, n ((~,+l)(~,--~,+,+l))-~‘* 
Splitting the integral as we did for I,,(t), performing simple estimates, and using 
the induction hypothesis we get 
; D,(t)Gc,(t+l))“* 
[ 
n-l 
(t+l))“‘Q_r(t/2)+ c (t+l)-j’*(t+l))“* 
,=I 
zz c,( t + l))‘(log( t + l))“_’ 
which will then imply (3.35) for k = n. 
(3.36) 
It then follows from (3.33a), (3.34) and (3.35) that 
Ik( t) < C/“‘*-“‘(log( t + l))k. (3.37) 
Therefore if it happens that z E 9,,, and that there is at least a value of i such that 
6(i) = 1, then the corresponding integral in (3.30) is bounded by ct-m”‘2-“‘]log tlm 
and by the definition of .9,,, we have m B i( n + 1). By choosing d small enough, see 
(3,30a), and (Y sufficiently close to i (depending on n) we then get a bound which 
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goes like c,tCniX, as in Theorem 2.1. Hence for the proof of this theorem we only 
need to examine the case when all 6(i) = 0, which can only happen when n is even: 
in that case m =$n. We therefore have to estimate the following integral: 
j: ds, . * . I,,‘“-Ids,,, [j, &]li,( F, I(lxl(;,(t-s;)-x,,i,(t-,i)I= 1)). (3.38) 
Assume for notational simplicity that z( 1) = 1 and that v( 1) = 2. We introduce a 
coupling different from those considered so far, its generator G being 
+ l(either x, < x2 and x7> x! or xl > x2 and X? < x:)(GZ,,f)(x, x”) 
where G: and Gz,, are defined in (3.16) and (3.17), 7~ is the permutation such that 
r(i) = i for i 3 3 while r( 1) = 2 and 7r(2) = 1. It is then easy to see that Ix,(t) -x2( t)l s 
Ix?(t) - x;( t)l + 1 f or all t, almost surely. It is also true that an estimate like the one 
in Proposition 3.1 holds for the event {Jxi(t) -x:(t)1 G t” for all, i>3}, cf. [5]. 
Therefore the expectation in (3.38) is bounded by 
k ([ n l(lX9(c)(f-St)-Xt(i) (t-si)l12(t-si~“+2) l(lx~(t-s,)-x:(t-s,)1~11) . iz-2 I > 
From this Theorem 2.1 follows. q 
Proof of Theorem 2.2. From here on we write V(X, t) and u(x, t) for v(x, t 1~‘) and 
u(x, t 1 pF) respectively. furthermore we shall add the subscript n as the number of 
particles in x. Let T be any fixed positive number, as in the Theorem. Define 
S,(F) =sup sup Iv,(z, Pt)J, 
x OS,rrT 
(3.39) 
D,(e)=sup* sup jv,(x, C2t)--un(x+e,, C2t)l 
x Osr-T 
(3.40) 
where the sup” is the sup over all x E Ju,, such that x1 + 1 f xi for all j. We have for 
O~t~TandxE&,, 
j&(X, &--%)I s c ’ c2 ds 1 PX((x,(C2(t--S))-xj(c-2(t-s))I=l) 
(i,il 
X[F2Sn-2(E)+ &-I(EIl, (3.41) 
where, using the hypotheses on p( . ), we have exploited that 
IUF(X, t)-u'(x+l, t)lsce (3.42) 
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uniformly in F and t. We have also that for all XE A,,, and t s F’T, 
Iu,(x’, EP2 t) - u,(x2, c2tp 
X 
[ 
C 1(IXi(F-2(t-_))-Xj(E~2(t-_))I=l) 
(i,j):i,,#l 
+ 1 1(~Xi(E-2(t-S))-Xj(E-2(tPS))~=l) [E*S~_2(&)+ED,_r(E)] 
(i,j):t,j#Z I) 
(3.43) 
where we have used (3.19), with !P as in (3.19). We have also used (3.42). We now 
condition on the m-algebra up to time is-*( t - s), and call y the configuration at 
this time so we need to compute 
This has already been estimated at the end of the proof of Theorem 2.1: it is bounded 
by c(&-21t-sl+1)p”2 uniformly on y. We estimate the expectation of the other 
characteristic function in (3.41) by the same bound, assuming that (x, -x2] = 1, as 
in this case of interest to us. Therefore, from (3.42) and (3.43) we have 
S,(E) s c&S,-*(E)+ Q-,(E), 
D,(&)slOg E-‘[&2Sn_2(E)+ED,_,(E)], 
from which the theorem follows. 0 
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