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a b s t r a c t
In this paper, the numerical solution of nonlinear Fredholm integral equations of the
second kind is considered by two methods. The methods are developed by means of
the Sinc approximation with the single exponential (SE) and double exponential (DE)
transformations. These numerical methods combine a Sinc collocation method with the
Newton iterative process that involves solving a nonlinear system of equations. We
provide an error analysis for the methods. So far approximate solutions with polynomial
convergence have been reported for this equation. These methods improve conventional
results and achieve exponential convergence. Some numerical examples are given to
confirm the accuracy and ease of implementation of the methods.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, high order numerical methods have been developed to approximate the solution of the nonlinear Fredholm
integral equations of the form
u(t) = g(t)+
∫ b
a
k(t, s, u(s))ds, −∞ < a ≤ s ≤ b <∞ (1)
where k(t, s, u), g(t) are known functions and u(t) is an unknown function. Eq. (1) was introduced for the first time by Pavel
Urysohn in [1]. He started with the differential equation
y′′(x)+ f (x, y) = 0, y(a) = 0, y(b) = B,
and converted the differential equation into an integral equation. The result was a Hammerstein equation. Then he
generalized that to Eq. (1). Equations of this type appear in many applications. For example, They arise as a reformulation
of two-point boundary value problems with a certain nonlinear boundary condition, [2,3]. Several authors have considered
the numerical solving of this equation with different methods [3,2,4–10]. Atkinson has investigated the use of piecewise
polynomials of order n as an approximate subspace and obtained the convergence of polynomial order [4]. In [11], the Sinc
approximate solutionwith single exponential transformation is given for a nonlinear integral equation ofHammerstein type,
but it does not provide any error analysis. The aim of this work is to present two numerical schemes by a collocationmethod
based on Sinc functions. The first method is given by extending Stenger’s idea to a nonlinear Fredholm integral equation.
It is shown that this method confirms the convergence rate O(exp(−C√N)). The second method is derived by replacing
the smoothing transformation employed in the first method, the standard tanh transformation, with the so-called double
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exponential transformation. Such replacement intensely improves the order of convergence. In fact, it turns out that the
modificationworkswell also in this study, and the convergence rate is improved toO

exp

−C NlogN

. For a comprehensive
study of single exponential Sinc methods, we refer to [12–14], for double exponential Sinc approximation to [15–20].
Eq. (1) can be written in the operator form
u = Ku+ g, (2)
where (Ku)(t) =  10 k(t, s, u(s))ds. The operator is defined on the Banach space X = Hol(D) C(D). In this notation, D
is a simply connected domain which satisfies (a, b) ⊂ D and Hol(D) denotes the family of all functions f that are analytic
in domain D. Furthermore, Eq. (1) has at least one solution, if the right hand side of Eq. (1) is a completely continuous
operator [21]. So it is assumed that the kernel k(t, s, u) and the forcing function g(t) are sufficiently smooth [9] such that
the right hand side of Eq. (2) is completely continuous. Additionally, suppose that the solution u∗(t) to be determined is
geometrically isolated [22], in other words, there is some ball
B(u∗, r) = {u ∈ X : ‖u− u∗‖ ⩽ r},
with r > 0, that contains no solution of Eq. (1) other than u∗. It is assumed that the linear operatorK ′(u∗) does not have
1 as an eigenvalue, then there is a geometrically isolated solution for Eq. (1) [3]. Let ‖u‖ = sup{|u(t)| : t ∈ [0, 1]} and
‖K‖ = sup{‖Ku‖ : u ∈ B}where B = {u ∈ X : ‖u‖ ≤ 1}.
The layout of this paper is as follows. In Section 2, the basic definitions, assumptions and preliminaries of the Sincmethod
are stated. The smoothness properties of the solution are discussed in Section 3. Two numerical methods based on Sinc
approximation are considered in Section 4. In Section 5, the order of convergence of the schemes using the new approaches
is described. Finally, Section 6 contains the numerical experiments.
2. Sinc function and basic definition
2.1. Sinc interpolation
In this section, an overview of the basic formulation of the Sinc function is given. The Sinc function is defined on the
whole real line by
Sinc(t) =
 sin(π t)
π t
, t ≠ 0,
1, t = 0.
Originally, Sinc approximation for a function f is expressed as
f (t) ≈
N−
j=−N
f (jh)S(j, h)(t), t ∈ R, (3)
where the basis function S(j, h)(t) is defined by
S(j, h)(t) = Sinc

t
h
− j

, (4)
and h is a step size appropriately chosen depending on a given positive integer N , and j is an integer and (4) is called the
jth Sinc function. The approximation (3) is valid on R, whereas the Eq. (1) is defined on finite interval [a, b]. The Eq. (3)
can be adapted to approximate on general intervals with the aid of appropriate variable transformations t = ϕ(x). As the
transformation function ϕ(x) appropriate single exponential (SE) and double exponential (DE) transformations are applied.
The single exponential transformation and its inverse can be introduced respectively as below
ϕSE(x) = b− a2 tanh
 x
2

+ b+ a
2
,
φSE(t) = log

t − a
b− t

.
In order to define a convenient function space, the strip domain Dd = {z ∈ C : |Imz| < d} for some d > 0 is introduced.
When incorporated with the SE transformation, the conditions should be considered on the translated domain
ϕSE(Dd) =

z ∈ C :
arg z − ab− z
 < d .
The following definitions and theorems are considered for further details of the procedure.
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Definition 1. Let D be a simply connected domain which satisfies (a, b) ⊂ D and α and C be a positive constant. Then,
Lα(D) denotes the family of all functions f ∈ Hol(D)which satisfy
|f (z)| ≤ C |Q (z)|α, (5)
for all z in Dwhere Q (z) = (z − a)(b− z).
The next theorem shows the exponential convergence of the SE-Sinc approximation.
Theorem 1 ([13]). Let f ∈ Lα(ϕSE(D)) for d with 0 < d < π . Suppose that N be a positive integer, and h be given by the
formula h =

πd
αN . Then there exists a constant C independent of N, such thatf (t)− N−
j=−N
f (ϕSE(jh))S(j, h)(φSE(t))
 ≤ C√N exp(−√πdαN).
The double exponential transformation can be used instead of the single exponential transformation. DE-transformation
and its inverse are
ϕDE(x) = b− a2 tanh
π
2
sinh(x)

+ b+ a
2
,
φDE(t) = log
 1
π
log

t − a
b− t

+

1+

1
π
log

t − a
b− t
2 .
This transformation maps Dd onto the domain
ϕDE(Dd) =
z ∈ C :
arg
 1
π
log

z − a
b− z

+

1+

1
π
log

z − a
b− z
2 < d
 .
The following theorem describes the extreme accuracy of DE-Sinc approximation when f ∈ Lα(ϕDE(Dd)).
Theorem 2 ([16]). Let f ∈ Lα(ϕDE(Dd)) for d with 0 < d < π2 ,N be a positive integer and h is selected by the formula
h = log

2dN
α

N . Then there exists a constant C which is independent of N, such thatf (t)− N−
j=−N
f (ϕDE(jh))S(j, h)(φDE(t))
 ≤ C exp

−πdN
log
 2dN
α
 .
According to Theorems 1 and 2, the function to be approximated by the SE or DE-Sinc approximation should belong
to Lα(D) in order to achieve exponential convergence. By the condition (5), such a function is required to be zero at the
endpoints, which seems to be an impractical assumption. However, it can be relaxed to the following function spaceMα(D)
with 0 < α ≤ 1 and 0 < d < π .
Definition 2. Let D be a simply connected and bounded domain which contains (a, b). The family Mα(D) contains of all
those analytical functions which are continuous on D¯ such that the translation
G[f ](t) = f (t)−
[
b− t
b− a

f (a)+

t − a
b− a

f (b)
]
belongs toLα(D).
2.2. Sinc quadrature
Sinc approximation can be applied to definite integration based on the function approximation described above. The
following theorem involves a bounding error of 2N + 3-point Sinc quadrature for f on (a, b). When incorporated with SE
transformation, the quadrature rule is designated as the SE-Sinc quadrature.
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Theorem 3 ([13]). Let (fQ ) ∈ Lα(ϕSE(Dd)) for d with 0 < d < π . Suppose that N is a positive integer and h is selected by the
formula
h =

πd
αN
.
Then there exists a constant C which is independent of N, such that
∫ b
a
f (s) ds− h
N−
j=−N
f (ϕSE(jh))ϕ′SE(jh)
 ≤ C exp(−√πdαN). (6)
If we use the DE transformation instead of the SE transformation, the DE-Sinc quadrature is achieved. The rate of
convergence is accelerated as the next theorem states.
Theorem 4 ([19]). Let (fQ ) ∈ Lα(ϕDE(Dd)) for d with 0 < d < π2 . Assume that N is a positive integer and h is selected by the
formula
h = log
 2dN
α

N
.
Then there exists a constant C which is independent of N, such that
∫ b
a
f (s) ds− h
N−
j=−N
f (ϕDE(jh))ϕ′DE(jh)
 ≤ C exp

−2πdN
log
 2dN
α
 . (7)
3. Smoothness properties of the solution
In this part, the analytical solution of Eq. (1) is briefly discussed. In the case of complex Banach spaces, the operatorK is
analytic inΩ , if it is Frechet differentiable at each point ofΩ . Having analytic integral operator gives us analytical solution
to Eq. (1) [14]. Ref. [21] includes conditions in which the nonlinear operators are Frechet differentiable. But in the case of
a real Banach space, determination of an analytical solution to Eq. (1) is generally difficult. Atkinson [4] has introduced a
special class of nonlinear integral equation. This class has been denoted by g1(η, µ). In this notation, η and µ are related to
the continuity order of partial derivatives of the kernel of integral equation with respect to the third variable.
Theorem 5 ([4]). Let k the kernel of integral equation be of class g1(η, µ) and consider the nonlinear integral equation (1). If
u∗(t) is a solution of Eq. (1), then u∗(t) ∈ Cη[a, b].
It is not difficult to see that
u(n)(t) =
∫ b
a
∂nK1(t, s, u(s))
∂tn
ds,
where K1(t, s, u) = g(t)+k(t, s, u). So a sequence of functions {u(n)(t)} is obtained. If the sequence

∂nK1(t,s,u)
∂tn

is uniformly
bounded and η can be taken infinity, then we have an analytic solution for Eq. (1).
4. Sinc-collocation method
4.1. SE-Sinc scheme
A Sinc approximation uSEN to the solution u ∈ Mα(ϕSE(Dd)) of Eq. (1) is described in this part. Let us define the operator
P SEN :Mα → X as follows
P SEN [u](t) = Lu(t)+
N−
j=−N
[u(tSEj )− (Lu)(tSEj )]S(j, h)(φSE(t)),
where
L[u](t) = b− t
b− au(a)+
t − a
b− au(b),
and the points tSEj are defined by the formula
tSEj =
a, j = −N − 1,
ϕSE(jh), j = −N, . . . ,N,
b, j = N + 1.
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It should be noticed thatPNu is an interpolation of u by Sinc functions with the above points andPN is called the collocation
operator. The approximate solution uSEN is considered that has the form
uSEN (t) = c−N−1
b− t
b− a +
N−
j=−N
cjS(j, h)(φSE(t))+ cN+1 t − ab− a . (8)
Applying the operator PN to both sides of Eq. (1) gives us the following approximate equation in operator form
zSEN = P SEN KzSEN + P SEN g, (9)
so the collocation method for solving Eq. (1) amounts to solving (9) for N sufficiently large. We are interested in
approximating the integral operator in (9) by the quadrature formula presented in (6). So the following discrete SE operator
can be defined
KSEN (u)(t) = h
N−
j=−N
k(t, tSEj , u(t
SE
j ))ϕ
′
SE(jh). (10)
This numerical procedure leads us to replace (9) with
uSEN = P SEN KSEN uSEN + P SEN g. (11)
By substituting uN into Eq. (1) and approximating the integral by means of Sinc quadrature formula and considering its
collocation on 2N + 3 sampling points at t = tSEi , for i = −N − 1,−N, . . . ,N,N + 1, the following nonlinear system of
equations
uSEN (t
SE
i ) = h
N−
j=−N
k(tSEi , t
SE
j , u
SE
N (t
SE
j ))ϕ
′
SE(jh)+ g(tSEi ), (12)
is obtained. This nonlinear system of equations is equivalent to (11). By solving this system, the unknown coefficients in uSEN
are determined.
4.2. DE-Sinc scheme
The DE-Sinc case is focused on in this part. In the DE case we assume that the solution of Eq. (1) belongs toMα(ϕDE(Dd)).
Similar to the SE-Sinc method, the approximate solution uDEN and the operator P
DE
N can be defined as follow:
uDEN (t) = c−N−1
b− t
b− a +
N−
j=−N
cjS(j, h)(φDE(t))+ cN+1 t − ab− a , (13)
and
P DEN [u](t) = Lu(t)+
N−
j=−N
[u(tDEj )− (Lu)(tDEj )]S(j, h)(φDE(t)),
where tDEj ’s are defined as follows
tDEj =
a, j = −N − 1,
ϕDE(jh), j = −N, . . . ,N,
b, j = N + 1.
The discrete DE operator is introduced
KDEN (u)(t) = h
N−
j=−N
k(t, tDEj , u(t
DE
j ))ϕ
′
DE(jh). (14)
By applying (13) and (14) and setting its collocation on 2N+3 sampling points at t = tDEi , for i = −N−1,−N, . . . ,N,N+1,
in Eq. (1), the following nonlinear system
uDEN (t
DE
i ) = h
N−
j=−N
k(tDEi , t
DE
j , u
DE
N (t
DE
j ))ϕ
′
DE(jh)+ g(tDEi ) (15)
is achieved. This nonlinear system can be stated in operator form as follows
uDEN = P DEN KDEN uDEN + P DEN g. (16)
By solving this system, the unknown coefficients in uDEN have been found.
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The nonlinear system of equations in (11) can be rewritten as
F SEN (u
SE
N ) = 0, (17)
where F SEN : R2N+3 → R2N+3 with F SEN (uSEN ) = uSEN −P SEN KSEN uSEN −P SEN g . All practical approaches to solve such a nonlinear
system are iterative and there is great interest in finding a more efficient method for solving such nonlinear systems,
e.g. see [23–25], and references in [26]. In this paper Newton’s iterative procedure is applied. Newton’s method reads as
follows: Choose an initial guess uSEN,(0); form = 0, 1, . . . , compute
uSEN,(m+1) = uSEN,(m) − [(F SEN )′(uSEN,(m))]−1F SEN (uSEN,(m)). (18)
The above discussion can be stated for the DE case. So applying this method for (16) gives us the following sequence
uDEN,(m+1) = uDEN,(m) − [(F DEN )′(uDEN,(m))]−1F DEN (uDEN,(m)), (19)
form = 0, 1, . . . .
In Section 5, we are trying to prove that sequences (18) and (19) are well-defined and convergence to uSEN and u
DE
N ,
respectively. Also, an estimation of ‖uSEN − uSEN,(m)‖ and ‖uDEN − uDEN,(m)‖ is given there.
5. Convergence analysis
The convergence of the two Sinc-collocation methods which are introduced in the previous sections is discussed in
the present section. We first consider the SE case. It is assumed that uSEN is the exact solution of Eq. (11) and u
SE
N,(m) is an
approximation of uSEN obtained from Newton’s iterative process.
Firstly, we state the following lemma which is used subsequently.
Lemma 1 ([13]). Let h > 0. Then it holds that
sup
x∈R
N+1−
−N−1
|S(j, h)(x)| ≤ 2
π
(3+ log(N + 1)). (20)
Based on this lemma, it has been concluded ‖P SEN ‖ ≤ CSE log(N + 1) and ‖P DEN ‖ ≤ CDE log(N + 1)where CSE and CDE are
constants independent of N .
By Theorem 3, the following lemma can be inferred. This lemma is used in the subsequent error analysis.
Lemma 2. Assume that there exists a constant d with 0 < d < π such that k(t, ., u(.)) ∈ Hol(ϕSE(Dd)) for all t in [a, b].
Furthermore, suppose that there exists a constant C1 for all t in [a, b] such that ‖k(t, ., u(.))‖ ≤ C1. Then there exists a constant
C which is independent of a, b and N such that
‖Ku−KSEN u‖ ≤ C exp(−
√
πdαN).
In the following theorem, we will find an upper bound for the error.
Theorem 6. Suppose that u∗(t) is an exact solution of Eq. (1) and [I − K ′(u∗)] is nonsingular and ∂2k
∂u2
(t, s, u) exists and
continuous on its domain. Furthermore, let the assumptions of Lemma 2 be fulfilled and g ∈ Mα(ϕSE(Dd)) and Ku ∈
Mα(ϕSE(Dd)) for all u ∈ B(u∗, r) with r > 0. Then there exists a constant C independent of N such that
‖u∗ − uSEN ‖ ≤ CλSEN
√
N log(N + 1) exp(−√πdαN), (21)
where λSEN = ‖(I − P SEN (KSEN )′(u∗))−1‖.
Proof. The estimation (21) is obtained as follows:
u∗ − uSEN = g − P SEN g +Ku∗ − P SEN KSEN uSEN .
We call the right side of the above term RS which can be rewritten as
RS = (g − P SEN g)+ (Ku∗ − P SEN Ku∗)+ P SEN (Ku∗ −KSEN u∗)+ P SEN (KSEN u∗ −KSEN uSEN ).
So the following relation is achieved:
u∗ − uSEN = (I − P SEN (KSEN )′(u∗))−1{(g − P SEN g)+ (Ku∗ − P SEN Ku∗)+ P SEN (Ku∗ −KSEN u∗)
+P SEN (KSEN u∗ −KSEN uSEN − (KSEN )′(u∗)(u∗ − uSEN ))}. (22)
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By applying ‖ · ‖ on both sides of (22), we obtain the relation
‖u∗ − uSEN ‖ ≤ ‖(I − P SEN (KSEN )′(u∗))−1‖{‖g − P SEN g‖ + ‖Ku∗ − P SEN Ku∗‖ + ‖P SEN ‖ ‖Ku∗ −KSEN u∗‖
+‖P SEN ‖O(‖u∗ − uSEN ‖2)}. (23)
Because of g,Ku∗ ∈Mα(ϕSE(Dd)), we can apply Theorem 1 and get
‖g − P SEN g‖ ≤ C1
√
N exp(−√πdαN),
‖Ku∗ − P SEN Ku∗‖ ≤ C2
√
N exp(−√πdαN).
By using Lemma 2, the following result is concluded
‖Ku∗ −KSEN u∗‖ ≤ C3 exp(−
√
πdαN),
and finally ‖P SEN ‖ is estimated by conclusion of Lemma 1. So
‖u∗ − uSEN ‖ ≤ CλSEN log(N + 1)
√
N exp(−√πdαN). 
In the following we are trying to discuss the conditions under which Newton’s method is convergent. For this reason we
will state and prove Lemma 3 and Theorem 7. It is well known that
F ′(uSEN )(v)(t) = v(t)− P SEN (KSEN )′(uSEN )v(t),
where
(KSEN )
′(u)(v)(t) = h
N−
j=−N
∂k
∂u
(t, tSEj , u(t
SE
j ))ϕ
′
SE(jh)v(t
SE
j ).
So, [F ′SE(uSEN )]−1 exists if and only if
[I − P SEN (KSEN )′(uSEN )],
is invertible where I is the identity operator. In the following lemma, we are trying to find conditions in which [I −
P SEN (K
SE
N )
′(uSEN )] is invertible.
Lemma 3. Suppose that ku(t, s, u∗) satisfies
|ku(t, s, u∗)− ku(τ , s, u∗)| ≤ C4|t − τ |β , (24)
where ku(t, s, u) ≡ ∂k(t,s,u)∂u and C is a constant. Furthermore, assume that there exists a r > 0 such that
|ku(t, s, u)− ku(t, s, v)| ≤ C5|u− v|, (25)
for all u, v ∈ B(u∗, r) and ku(t, s, u∗) satisfies the hypotheses of Lemma 2. Then
‖P SEN (KSEN )′(uSEN )−K ′(u∗)‖ → 0,
as N →∞.
Proof. By the triangular inequality the following relation is obtained
‖P SEN (KSEN )′(uSEN )−K ′(u∗)‖ ≤ ‖P SEN K ′(u∗)−K ′(u∗)‖ + ‖P SEN (KSEN )′(uSEN )− P SEN (KSEN )′(u∗)‖
+‖P SEN (KSEN )′(u∗)− P SEN K ′(u∗)‖. (26)
According to [27], under the assumption (24), ‖P SEN K ′(u∗) −K ′(u∗)‖ approaches zero. The second term on the right side
of (26) is easily evaluated by condition (25) as follows
‖P SEN (KSEN )′(uSEN )− P SEN (KSEN )′(u∗)‖ ≤ ‖P SEN ‖ ‖uSEN − u∗‖.
So, for sufficiently large N , it is concluded that
‖P SEN (KSEN )′(uSEN )− P SEN (KSEN )′(u∗)‖ → 0.
The third term approaches to zero by applying Lemma 2 to ku(t, s, u∗) and Lemma 1. 
Now, suppose that 1 is not an eigenvalue ofK ′(u∗) thenunder the assumptions of Lemma3,we can conclude fromLemma
2.2 in [28] that for sufficiently large N, [I −P SEN (KSEN )′(uSEN )] is invertible. Next theorem deals with the local convergence of
Newton’s iterative method applied to Eq. (17).
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Theorem 7. Assume uSEN is the exact solution of the Eq. (17) and [I − K ′(u∗)] is invertible. Furthermore, let the assumptions
of Lemma 3 be fulfilled. Then there exists a ε > 0 such that if ‖uSEN,(0)− uSEN ‖ ≤ ε, the Newton’s sequence {uSEN,(m)} is well-defined
and convergence to uSEN . Furthermore, for some constant l with lε < 1, we have the error bounds
‖uSEN,(m) − uSEN ‖ ≤
(lε)2
m
l
= C(m). (27)
Proof. The conclusion is straightforwardly achievable by applying Theorem 5.4.1 in [29] and the above discussion. 
In the following final theorem, we summarize the conclusions of theorems and lemmas proved in this section.
Theorem 8. Assume that u∗ is an isolated solution of Eq. (1), Furthermore, uSEN and u
SE
N,(m) are the solutions of Eqs. (11) and (18),
respectively. Suppose that hypotheses of Theorems 6 and 7 are satisfied. Then there exists a positive constant C(m) independent
of N and dependant on m such that
‖u∗ − uSEN,(m)‖ ≤ C(m)λSEN
√
N log(N + 1) exp(−√πdαN). (28)
Proof. The conclusion is obtained by using the triangular inequality and conclusions of Theorems 6 and 7. 
If we replace the SE transformation ϕSE by DE transformation ϕDE and assume 0 < d < π2 in Theorem 6, Lemma 3,
Theorems 7 and 8, then the similar conclusions are achieved for DE case. The proof of the similar theorems goes almost in
the same way as in the SE case. Consequently, we refrain from going into details and only state the final theorem.
Theorem 9. Assume that u∗ is an isolated solution of Eq. (1). Furthermore, uDEN and u
DE
N,(m) are the solutions of Eqs. (16) and (19),
respectively. Suppose that the same hypotheses of Theorems 6 and 7 are satisfied for the DE case. Then there exists a positive
constant C(m) independent of N and dependent on m such that
‖u∗ − uDEN,(m)‖ ≤ C(m)λDEN log(N + 1) exp

−πdN
log
 2dN
α
 . (29)
6. Numerical experiments
In this section, the theoretical results of the previous sections are used for some numerical examples. The numerical
experiments are implemented inMathematica7. The programs are executed on a PCwith 2.00GHz Intel Core 2Duoprocessor
with 4 GB RAM. In order to analyze the error of the method the following notations are introduced:
emax = max

|u(ti)− uN(ti)| : ti = i1000 , i = 1(1)1000

,
and
ρN = log2

eimax
e(i+1)max

,
where emax approximates ‖u − uN‖ and ρN estimates the convergence rate. In the second formula, eimax denotes the emax
in the (i + 1)th column of the tables. In these examples, Newton’s method is iterated until the accuracy 10−6 is obtained.
In tables, m denotes the number of iterations. The initial point for Newton’s iteration is selected by the steepest descent
method [30].
It is assumed that α = 1. The d values are π2 and π6 for the SE-Sinc and DE-Sinc methods, respectively. The absolute value
of the errors of the two methods for N = 5, 10, 15, 20 and 25 is reported. These tables show that increasing N the error
significantly is reduced. As expected, the tables show that the convergence rate of the DE-Sinc method is much faster than
the SE-Sinc scheme.
Example 1. The following nonlinear integral equation is considered (see [11, Example 3]),
u(t) =
∫ 1
0
ts[u(s)]2 ds+ 1− 5
12
t,
where 0 ≤ t ≤ 1. This equation has the exact solution u(t) = 1+ 13 t . Fig. 1 shows the numerical results.
Example 2. For the following nonlinear Fredholm integral equation
u(t) = t
∫ 1
0
4s+ π sin(πs)
[u(s)]2 + s2 + 1 ds− 2t log(3)+ sin
π
2
t

,
where 0 < t < 1, the exact solution is u(t) = sin π2 t. Fig. 2 presents the numerical results. This figure shows that the
DE-Sinc method is more accurate than the SE-Sinc method.
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Fig. 1. The SE and DE-Sinc results for Example 1.
Fig. 2. The SE and DE-Sinc results for Example 2.
Table 1
Absolute errors of the SE-Sinc method for Example 3.
t N = 5 N = 10 N = 15 N = 20 N = 25
0.1 2.92E−3 4.94E−5 2.99E−6 3.08E−6 6.24E−7
0.3 7.27E−4 8.55E−5 1.43E−5 2.92E−6 1.49E−7
0.5 1.38E−3 1.04E−4 1.25E−5 2.03E−6 9.58E−7
0.7 4.55E−4 6.78E−5 1.22E−5 2.58E−6 1.31E−6
0.9 2.38E−3 1.41E−5 1.17E−6 2.41E−6 1.06E−6
m 3 3 3 3 3
emax 2.94E−3 2.18E−4 2.74E−5 4.5E−6 2.01E−6
ρN – 3.75 2.99 2.6 2.15
Results in [31] 3.3E−3 2.7E−3 1.1E−3 3.7E−4 1.1E−4
Example 3. We consider the nonlinear integral equation (see [31, Example 3])
u(t) = t
∫ 1
0
s

u(s) ds+ 2− 1
3
(2
√
2− 1)t − t2,
with the exact solution u(t) = 2− t2. The Table 1 illustrates the numerical results obtained here and the numerical results
of [31] for this example. The Table 2 presents the DE-scheme results.
Example 4. In this example, we apply our methods for the following nonlinear Fredholm integral equation of the second
kind (see [32, Example 5.3])
u(t)+
∫ 1
0
(t + s) exp(u(s)) ds = 1+ exp(1)t, (30)
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Table 2
Absolute errors of the DE-Sinc method for Example 3.
t N = 5 N = 10 N = 15 N = 20 N = 25
0.1 7.62E−4 3.63E−6 4.56E−8 1.17E−9 5.97E−12
0.3 4.03E−4 1.53E−6 2.16E−8 5.49E−10 5.52E−12
0.5 7.49E−6 6.72E−10 1.07E−13 5.55E−15 5.77E−15
0.7 4.07E−4 1.52E−6 2.16E−8 5.49E−10 6.51E−12
0.9 7.53E−4 3.6E−6 4.56E−8 1.17E−9 5.98E−12
m 4 4 4 4 4
emax 9.88E−4 1.04E−5 1.2E−7 1.52E−9 2.11E−11
ρN – 6.56 6.43 6.3 6.17
Table 3
Absolute errors of the SE-Sinc method for Example 4.
t N = 5 N = 10 N = 15 N = 20 N = 25
0.1 4.72E−4 2.36E−5 2.27E−6 4.35E−7 8.62E−8
0.3 3.24E−4 1.39E−5 1.56E−6 2.5E−7 4.97E−8
0.5 1.79E−4 4.32E−6 4.24E−7 6.66E−8 1.31E−8
0.7 2.92E−5 5.31E−6 7.15E−7 1.17E−7 2.34E−8
0.9 1.18E−4 1.49E−5 1.85E−6 3.02E−7 5.99E−8
m 6 6 6 6 6
emax 5.46E−4 2.83E−5 3.26E−6 5.26E−7 1.04E−7
ρN – 4.27 3.11 2.63 2.33
Table 4
Absolute errors of the DE-Sinc method for Example 4.
t N = 5 N = 10 N = 15 N = 20 N = 25
0.1 2.77E−5 7.28E−9 3.1E−1 2 1.17E−15 2.77E−17
0.3 2.54E−5 5.98E−9 2.64E−12 2.12E−14 1.11E−16
0.5 2.31E−5 4.68E−9 2.18E−12 3.01E−14 1.66E−16
0.7 2.08E−5 3.38E−9 1.73E−12 3.14E−14 2.21E−16
0.9 1.84E−5 7.92E−9 3.32E−12 5.03E−14 3.33E−16
m 4 4 4 4 4
emax 2.88E−5 7.92E−9 3.32E−12 5.52E−14 3.33E−16
ρN – 6.56 6.43 6.3 6.17
where the exact solution is u(t) = t on [0, 1]. The numerical scheme discussed in [32] gives the minimum absolute
error about 10−3, while this quantity for the SE-Sinc is 10−7 as the Table 3 shows. The Table 4 exhibits the DE-Sinc
results.
Example 5. The following nonlinear Fredholm integral equation
u(t)+
∫ 1
0
exp(t − 2s)[u(s)]3 ds = exp(t + 1), (31)
has the exact solution u(t) = exp(t), 0 ≤ t < 1. In [10], the numerical solution of this equation is obtained by Haar wavelet
basis. Table 5 illustrates the numerical results obtained from Haar wavelet basis and SE-Sinc basis functions. The Table 6
shows the results achieved by DE-Sinc method.
Example 6. As a final example,we are interested in approximating the solution of the following nonlinear Fredholm integral
equation
u(t) = 1
5
∫ 1
0
cos(π t) sin(πs)[u(s)]3 ds+ sin(π t), (32)
with the exact solution
u(t) = sin(π t)+ 1
3
(20−√391) cos(π t),
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Table 5
Absolute errors of the SE-Sinc method for Example 5.
t N = 5 N = 10 N = 15 N = 20 N = 25 HWB
0.1 1.88E−3 6.41E−5 1.22E−5 1.56E−6 7.41E−7 2.04E−3
0.3 1.11E−3 3.71E−5 5.07E−6 2.46E−6 7.49E−7 8.69E−3
0.5 3.95E−4 2.59E−5 3.05E−6 4.94E−7 9.81E−8 1.86E−2
0.7 7.76E−4 5.46E−5 2.44E−6 5.93E−7 3.08E−7 2.92E−3
0.9 1.09E−3 3.05E−5 5.19E−6 5.51E−7 1.56E−8 2.16E−2
m 6 6 6 6 6 –
emax 1.93E−3 1.55E−4 2.11E−5 1.3E−5 3.82E−6 –
ρN – 3.63 2.87 0.69 1.76 –
Table 6
Absolute errors of the DE-Sinc method for Example 5.
t N = 5 N = 10 N = 15 N = 20 N = 25
0.1 4.86E−4 1.38E−5 1.67E−7 3.27E−10 5.36E−11
0.3 1.18E−3 7.69E−6 1.25E−7 1.65E−9 3.84E−11
0.5 9.72E−6 2.71E−10 3.41E−13 9.39E−13 9.31E−13
0.7 6.84E−4 7.25E−6 1.59E−7 4.08E−9 6.86E−12
0.9 1.42E−4 6.27E−6 1.55E−7 5.19E−9 1.91E−11
m 5 5 5 5 5
emax 1.26E−3 2.06E−5 3E−7 5.3E−9 7.39E−11
ρN – 5.93 6.1 5.82 6.16
Table 7
Comparison of results in [33] to the SE and DE-Sinc method.
t Results in [33] SE-Sinc method DE-Sinc method
0 4.98 E−2 4.15E−7 1.4E−10
0.1 4.73 E−2 1.33E−5 1.29E−8
0.2 4.03 E−2 6.85E−6 2.05E−8
0.3 2.92 E−2 6.22E−6 1.25E−8
0.4 1.54 E−2 2.19E−6 2.41E−9
0.5 0.00 E−0 2.15E−7 0.00E−0
0.6 1.54 E−2 5.85E−6 9.54E−9
0.7 2.92 E−2 1.02E−5 2.31E−8
0.8 4.03 E−2 8.25E−6 2.33E−8
0.9 4.73 E−2 1.66E−5 1.61E−8
1 4.98 E−2 4.14E−7 1.4E−10
where 0 ≤ t ≤ 1. The numerical solution of this equation is considered in [33] viaNewton–Kantorovich-quadraturemethod.
Table 7 shows the absolute error of SE and DE-Sinc methods for N = 25 and the results of Newton–Kantorovich-quadrature
method. As this table illustrates the two methods (SE and DE-Sinc) are more efficient than their method.
7. Conclusion
Exact solutions for nonlinear Fredholm integral equations are often not available, so approximating these solutions is
very important. Many authors have proposed different methods. In this research, two numerical methods based on the
Sinc function, the SE-Sinc and DE-Sinc have been suggested. It has been shown theoretically and numerically that both
schemes are extremely accurate and achieve exponential convergence with respect to N . These two methods have some
strengths and weaknesses. In comparison with each other, as the theorems show, it is understood that the SE-Sinc formulas
are applicable to larger classes of functions than the DE-Sinc formulas, whereas the DE-Sinc formulas are more efficient
for well-behaved functions. In comparison with other bases, for example, wavelet or polynomial bases, their advantage is
the exponential convergence of an approximate solution. One of the possible extensions of the methods for collocation grid
points is to approximate the derivative of a function to solve a class of nonlinear Fredholm integro-differential equations.
Additionally, these methods are usable to nonlinear Volterra–Fredholm integral equations and two dimensional nonlinear
Fredholm integral equations. Also, we are interested in computing λSEN and λ
DE
N numerically or even finding upper bounds
for them theoretically. In future works the results will be reported.
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