Abstract. Here we present a multiscale method to calculate the saddle point associated with the effective dynamics arising from a stochastic system which couples slow deterministic drift and fast stochastic dynamics. This problem is motivated by the transition states on free energy surfaces in chemical physics. Our method is based on the gentlest ascent dynamics which couples the position variable and the direction variable and has the local convergence to saddle points. The dynamics of the direction vector is derived in terms of the covariance function with respective to the equilibrium distribution of the fast stochastic process. We apply the multiscale numerical methods to efficiently solve the obtained multiscale gentlest ascent dynamics, and discuss the acceleration techniques based on the adaptive idea. The examples of stochastic ordinary and partial differential equations are presented.
Introduction
The following slow-fast system (X(t),Y (t)) ∈ X × Y is a typical dynamic system with two disparate time scales:
(1.1a) (1.1b) where ε is a small parameter. X ε is the slow variable and Y ε is the fast variable. For simplicity, we assume X = R n and Y = R m . The functions f (x,y) = (f 1 ,f 2 ,...,f n ) :
R n × R m → R n and b(x,y) = (b 1 ,b 2 ,...,b m ) : R n × R m → R m are two smooth vector fields. The m × m diffusion matrix σ(x,y) is assumed non-degenerate for all x and y. η(t) is the zero-mean Gaussian noise in R m with a certain covariance function E(η(t)η(t )). For example, E(η(t)η(t )) = δ(t − t ) means that η is the white noiseẆ . We mainly consider this white noise case in this paper for easy presentation, though the extension to the case with correlation structure is not difficult. Note that in our model, the equation (1.1a) contains no diffusion term and the only random source comes from the Y -dependency of the function f .
Many interests in the above multiscale system concern the effective dynamics of the slow variable, when the fast dynamics can be slaved and eliminated as the parameter ε tends to zero. Indeed, for any fixed T < ∞, the slow variable in (1.1), X ε (t), converges to a deterministic functionX(t) satisfying the averaged equatioṅ X(t) = F (X(t)), during the time interval t ∈ [0,T ], for some function F : X → X . Under certain stronger conditions, this convergence is also uniform in T . This is the typical result of the averaging principle, which has been developed in many classic mathematical literatures (see [19, 20, 27] and [5, 12] ). On the application side, one of the most important examples is the extended Lagrangian method for the coarse-grained molecular dynamics (refer to [9, 17] and [5] ). In this application, the slow variable X is usually the coarse-grained variables (collective variables) to describe the macroscopic features of the underlying complex system and the fast variable Y corresponds to the microscopic variables of full atomistic coordinates. To map the full complex energy surface in Y into a low dimensional free energy surface in X , it is essential to solve the averaged dynamics of the coarse-grained variableX with efficient numerical methods such as the heterogeneous multiscale method (HMM) in [6, 7, 9] . To faithfully recover the fluctuation for a finite ε, [18] used multiple replicas of fast process in HMM simulation.
In this note we are interested in the computation of the saddle point in the effective dynamics F rather than the equilibrium fixed point. The exploration of the saddle point may help to investigate the phase space structure for F , which has no closed form at all. Specifically, we are interested in index-1 saddle points for the effective dynamics associated with the slow-fast system (1.1). By index-1, we mean that the unstable manifold of the flow F at the saddle point is one dimensional. The search of saddle point for the effective dynamics F is not an easy job in consideration of the lack of any analytical form of this dynamics. Thus, any Newton-type method can not work in practice. We shall use the gentlest ascent dynamics (GAD) developed in [10] to formulate a new dynamical system associated with F . This new system can be viewed as an effective dynamics for a new multi-scale slow-fast system. To efficiently solve this new multi-scale system, which is called MsGAD for convenience, we apply the heterogeneous multiscale method or the seamless coupling method.
The original idea of the GAD is based on the min-mode or eigenvector-following methodology (see, e.g., [4, 32] ). The numerical developments based on this methodology, such as the dimer method( [16] ), the activation-relaxation techniques ( [26] ), etc., have been used for quite a few applications on potential energy surface. The applications of the GAD include [11, 24, 30] . The authors in [1, 2] have some further discussions on the properties of the GAD. As an acceleration technique for the GAD, a new iterative formulation and its algorithmic implementation for gradient system has been recently developed in [13] and [14] , respectively. The optimization-based idea is also implemented in [34] . One of the advantages of the GAD is that its form is a continuous-time dynamic system, so it is very easy to fit in our current framework for the slow-fast dynamics (1.1). The application of GAD to sample the free energy surface has been discussed in [29] for temperature-accelerated molecular dynamics. The review of various saddle-point methods in computational material sciences can found in [35] .
The saddle point problem is closely related to the transition-state calculation for the randomly perturbed system with additive noise:ẋ = F (x) + √ εẇ. The optimal transition path in this additive noise case is determined by the quadratic form of the rate function in the traditional Freidlin-Wentzell large deviation theory( [12] ) and many research works have shown that the bottleneck on the optimal path is usually in the form of saddle points, especially for the gradient system. So, many applications actually look for saddle points first rather than compute the path directly. However, the large deviation rate function for the slow-fast system (1.1) has a much more complicated exponential form ( [3, 12, 31] ) and from a mathematical viewpoint, little is known about the relationship between the saddle point and the transition state for the slow-fast dynamics. In this paper, we do not intend to resolve the complicate issue of finding optimal transition path for the slow-fast dynamics. We leave the efficient numerical scheme for the path calculation as the next project. However, from the viewpoint of practical applications of studying activated processes on free energy surface ( [17, 22, 25] ), our pursuit of the saddle point on the effective dynamics F , which is the gradient of the free energy, is of significance if the transition state theory is used for rate calculation. For example, the calculation of the nucleation rate from the bulk liquid to a crystalline solid (e.g. [28] ) requires the location of saddle point on the free energy and the flux across the barrier at the saddle point.
The rest of the paper is organized as follows. In Section 1.1 and Section 1.2, we review the averaging theorem for the slow-fast system (1.1) and the gentlest ascent dynamics. In Section 2 we derive the gentlest ascent dynamics for the averaged system, develop the multiscale methods for computations and discuss the algorithmic details, followed by a discussion on adaptive implementation and a remark on the connection to the central limit result. Section 3 is devoted to the gradient system where an extended potential energy function exists, in view of the practical importance of this class of models. Two examples are presented in Section 4 to demonstrate our method and the concluding remarks are given in Section 5.
Averaging principle of slow-fast stochastic dynamics
The averaging principle to derive the effective dynamics of the slow-fast system (1.1) is based on the ergodicity assumption of the fast process Y ε . Let Y x be the solution of the equatioṅ
for any fixed parameter x. This is named as the virtually fast process. Assume that the virtually fast process Y x is ergodic at every x and its unique invariant measure µ x (dy) has a density function ρ(x,y):
where the normalization factor Z(x) is
If b(x,y) = −∇ y U 1 (x,y) and σ(x,y) ≡ σI for some potential energy function U 1 (x,y) and a constant σ, i.e., the fast dynamics is a gradient system, then U (x,y) = 2 σ 2 U 1 (x,y) and the equilibrium distribution ρ(x,y) = e − 2 σ 2 U1(x,y) / e − 2 σ 2 U1(x,y) dy. In other cases, we simply set U (x) = −logρ(x,y) and
By the ergodicity assumption, for any integrable function u, the expectation with respect to µ x can be estimated by the time average,
The averaging principle (cf. [5, 12] and references therein) states that as ε ↓ 0, the slow component of the system (1.1), X ε (t), has a limitX(t) satisfying the following ordinary differential equation,
In most cases, the averaging function F above has no closed formula, and the solutionX has to be approximated by the numerical methods.
Gentlest Ascent Dynamics (GAD) For a dynamic systemẋ(t) = ϕ(x(t))
where the flow ϕ is C 2 -smooth, the gentlest ascent dynamics locally converges to saddle point of ϕ by coupling the position variable and the direction variable. This dynamics, as a solution to the saddle point problem, can be viewed as a counterpart to the steepest descent dynamics for searching local minima. In this note, we are only interested in the index-1 saddle point, i.e., the unstable manifold of the saddle point is one dimensional.
The GAD for the flowẋ(t) = ϕ(x(t)) is the following extended system for (x,v,w),
where ·,· is the inner product, Dϕ(x) is the Jacobi matrix (Dϕ) ij . = ∂ϕi ∂xj . Two scalars α and β are Lagrangian multipliers to impose certain normalization conditions for v and w. For instance, if one uses the normalization condition v,v = w,v = 1, then α = v,Dϕ(x)v and β = 2 w,Dϕ(x)v − α. By setting v(0),v(0) = v(0),w(0) = 1, the GAD flow (1.6) for such choices of α and β then will preserve these two normalization equations. This technique to determine α and β will be applied later in many same situations; we shall not repeat the calculation of these Lagrangian multipliers.
The modified force in (1.6a) has the effect of inverting the direction of the original force ϕ(x) on the direction v to sustain "ascent" flow around the index-1 saddle point. The dynamics (1.6b) and (1.6c), if x is frozen and as time goes to infinity, tend to the left-eigenvector w and the right-eigenvector v of the Jacobi Dϕ(x) corresponding to the largest eigenvalue, respectively. The coupling of x and (v,w) is actually relaxed by a finite positive number γ in (1.6), which introduces a separation of time scale artificially. As γ ↓ 0, equation (1.6) becomes a two-scale system where x is slow variable and (v,w) are fast variables. When the fast variables v and w have a single limit state as time goes to infinity, denoted by v(x) and w(x), respectively, v(x) and w(x) are the right and left eigenvector of Dϕ(x). In this case, at the limit γ ↓ 0, the effective dynamics of (1.6) iṡ
The rigorous proof of the local convergence of the GAD (1.6) to a nearby index-1 saddle point is presented in [10] for any finite γ and in the appendix of [14] for the limit of vanishing γ. Remark 1.2. For the PDE case, the transpose of the Jacobi matrix Dϕ becomes the adjoint of the variational derivative operator. For instance, if the flow reads u t = u xx + u x + f (u) with periodic boundary condition in 1-D, then the Jacobi matrix is ∂ xx + ∂ x + f (u) and its adjoint is ∂ xx − ∂ x + f (u).
Since the Jacobi matrix Dϕ is generally asymmetric, the right direction v and the left direction w are both required in (1.6) to obliquely project the force ϕ onto span{v} and span{v} ⊥ , except for the gradient system ϕ(x) = −∇V (x), where the Hessian is symmetric. The GAD for a gradient system involves only v: In evolving the vector v(t) in (1.8b), it may not need the full Hessian matrix in practice. The computation of the Hessian-vector multiplication ∇ 2 V (x)v is usually done by the finite difference method as in the dimer method ( [16, 33, 36] ), because this multiplication is exactly the directional derivative along the v direction:
2. Multiscale Gentlest Ascent Dynamics for Slow-Fast System 2.1. Formulation of GAD for slow-fast system We intend to extend the GAD to the slow-fast dynamics (1.1) to calculate index-1 saddle points of the effective flowẊ = F (X) defined in (1.5). The direct application of the GAD (1.6) to equation
where F (x) = f (x,y)ρ(x,y)dy by definition, and DF (x) is the Jacobi matrix of F (x). Note the density ρ(x,y) = Z(x) −1 e −U (x,y) . We introduce
and
By the definition of Z(x) in (1.4), we simply see
We calculate the Jacobi matrix as follows,
To ease presentation, the overlined symbol θ(x) for a bivariate function θ(x,y) is used to define the expectation with respective to µ x (dy), that is,
So, f (x) = F (x) and g(x) = G(x) by this definition. The Jacobi matrix of the effective dynamics is thus given by
where D x f (x,y) is the Jacobi matrix of f (x,y) with respect to the variable x and
The tensor product u ⊗ v for any two vectors u and v corresponds to the matrix [
The term C(x) in (2.5) comes from the x-dependency of the equilibrium distribution µ x (dy). C(x) actually is the covariance of f and g w.r.t. the distribution µ x (dy) because it is easy to verify that C(x) = (f − F ) ⊗ (g − G)(x). This means that one can use an alternative form of (2.6) as the follows
if only the average quantity C is concerned. One can also verify that the choice of C(x,y) = f ⊗ g − F ⊗ g also generates the same expectation C as (2.6).
The Multiscale GAD
We shall address how to construct multiscale schemes for the system (2.1). We have obtained the expression of the Jacobi DF in (2.5), which is the ensemble average of the matrix D x f + C w.r.t. µ x . This important feature allows us to view the system (2.1) as an averaged equation of a multiscale system involving the original fast variable y ε :
where the Lagrangian multipliers α ε and β ε can be defined as before to enforce certain normalization conditons. Here for any constant γ, as ε → 0, the slow variables are (x ε ,v ε ,w ε ) and the fast variable is y ε . We name the multiscale system like (2.8) as the MsGAD (multiscale gentlest ascent dynamics). Notice that the covariance term C is rank-1, so the matrix-vector multiplication is actually calculated simply as the inner product, for instance,
In the expressions of (2.6) or (2.7), i.e.,
, the averaged terms F (x) =f (x) and G(x) = g(x) already involve the invariant measure µ x . Hence, equations (2.1) and (2.8) are not in the "standard" forms like the equations (1.5) and (1.1) defined in Section 1.1. This issue will not bring any essential challenges if the HMM is used since F and G can be estimated first from the sampling average (see below). But in the seamless coupling method to be introduced later in Section 2.2.2, it is necessary to write the system (2.8) in the "standard" slow-fast multiscale form as equation (1.1). It turns out that a single fast variable y is not sufficient: one needs to introduce another processŶ
as an independent copy of the virtual fast process Y x t to accomodate the expectation F =f (or G =ḡ). Based on the fact that C = f ⊗ g − F ⊗ g, we introduce
then it is obvious that C(x) = E y E z [C 2 (x,y,z)] where E y and E z are, respectively, the expectations w.r.t. the independent random variables y and z, which both follow the same law µ x . So, one uses the new processŶ x t to calculate the expectation F =f w.r.t. z, and the old Y x t to calculate the expectation C = f ⊗ g − F ⊗ g w.r.t. y as before. This approach is based on the equivalent form of C :
is the equilibrium distribution of the iid copyŶ x .
However, for the alternative form in equation (2.7):
contains three expectations. One can run three fast processes y,z,w simultaneously as iid copies, and then letting C 3 (x,y,z,w)
It is interesting to find that it is possible to run only two processes y and z in this case by choosingĈ 2 (x,y,z)
Thus, one should use 1 2Ĉ 2 rather thanĈ 2 to estimate the covariance matrix C. In summary, there may be different unbiased estimators of C if multiple streams of the fast processes are used. The variances of these estimator could be further analytically analyzed or numerically compared. We do not further pursue this issue and simply use the scheme based on the expression (2.9) for numerical examples in this paper.
HMM
Now we discuss the framework of the HMM (heterogeneous multiscale method, [6, 7] ) for our averaged GAD system (2.1) and the MsGAD (2.8). There are two parameters ε and γ in the multiscale GAD. We let ε tend to zero in (2.8) to obtain the equation (2.1) by the averaging principle. We can also further select a small γ in (2.1) to obtain an equation like (1.7).
The procedures of the HMM for the MsGAD are as follows. Select a macroscopic time step size ∆t for evolving x and ∆τ for evolving v and w (usually ∆τ = ∆t); select a microscopic time step size δt for evolving y. The HMM scheme with forward Euler consists of the following steps.
1. Use the macro-solver
where x n is the approximation value ofX(n∆t) and F n , v n , w n are estimated below. 2. Apply the micro-solver with time step size δt to M micro-steps for the fast dynamics
Here {η n,m } are iid N (0,1) random variables. The initial is choose as the "warm start" : y n,0 . = y n−1,M . Note that only the ratio δt/ε is needed here; equivalently one can view this ratio as the true step size for the virtual fast processỸ x defined in (1.2).
3. Estimate F n , G n and the Jacobi matrix (DF ) n :
4. Solve the right and left direction v n and w n for K steps by using the time step size ∆τ and the initial v n,0 = v n−1 , w n,0 = w n−1 :
v n,k+1 ,ŵ n,k+1 , k = 0,1,2...,K − 1. Then v n = v n,K and w n = w n,K . The microscopic time step size has to be much smaller than ε; δt/ε is the effective step size in solving the virtually fast process Y . The time length, M × δt, should be sufficient long for the fast process Y ε to relax toward the equilibrium distribution. The number of steps M also should be large enough to reduce the statistical error in estimating the averaged quantities F , G and DF . The number of steps K is to take care of a possible small constant γ. K = 1 actually works in principle for many cases. A larger K can give a better accuracy for eigenvector, though it also has more computational burden. There is no requirement for ∆τ as long as the ODE solver is stable; the time step size ∆τ can be simply set as ∆t. Remark 2.1. On the choice of the macro-solver for x and v,w, an explicit scheme with larger stability region is preferred, such as the stablized Runge-Kutta methods. On the micro-solver for the virtually fast process, a numerical scheme for SDE with higher order weak convergence rate for the long time integration is preferred to capture the equilibrium distribution better. For instance, when σ is a constant, one can use the stochastic Heun method ( [21] ) which requires two force evaluations at each time step or a non-Markovian scheme proposed recently in [23] :
where {η n,m } are iid N (0,1) random variables.
Seamless coupling method (SCM)
The seamless coupling strategy proposed in [8] does not need the back and forth communication of the macro-and micro-states of the system. It was thought as a boosting algorithm: by increasing the small parameter ε to a larger number ε in the slow-fast system, the seamless scheme simultaneously solves this boosted system with the time step size ∆t which is smaller than the macro-time step size ∆t in the HMM. It is potentially more efficient than the HMM if the micro-model is difficult. Following this idea, we increase ε in (2.8) to a larger number, say ε = ελ for a constant λ > 1. As stated in previous section, to use (2.7), we need to introduce an independent copy z ε for the fast process to handle the double expectation in the covariance matrix C. In summary, the seamless coupling method solves the following system:
where η 1 and η 2 are two iid copies of η. The joint fast processes y ε and z ε correspond to the equilibrium distribution µ x (dy) × µ x (dz). It is clear that as ε → 0, the effective dynamics of (2.10) is just equation (2.1). The system (2.10) is solved by any standard ODE/SDE solver, such as the Euler scheme, with a common time step size ∆t for all five components. [5] suggests a time step size ∆t = ∆t/M , where M is the micro-step number previously used in the HMM. After a sufficient long time for relaxation, the solution x ε (t) will go close to the index-1 saddle point of the flow F , then one may average x ε (t) within a time interval to improve the accuracy. To end this subsection, we discuss the difference between the HMM and the seamless coupling method (SCM). One can refer to the book [5] and references therein for general discussions. For the application of these two methods to the search of stationary points here, we emphasize some key and special differences below. Firstly, the HMM and SCM solve two related but different systems: equation (2.1) and equation (2.10), respectively. The HMM solves the effective dynamics (2.1) by simulating its multiscale version (2.8) at the vanishing ε limit, while the SCM solves the pre-asymptotic system (2.10) with an effective parameter ε = ελ > 0. So, as ε tends to 0, the solution of the SC tends to the solution of the HMM. In other words, the result of the SCM is an approximate solution to the true saddle point of the effective force F and the error is proportional to √ ε (see Section 2.6). In the long time run, this also means that, with a fixed ε > 0, the trajectory of the SCM will eventually hop between multiple saddle points (if exist) as the time goes to infinity. Secondly, in the HMM, the two expectations in the covariance matrix C are computed via the sample average from a single stream of random samples from µ x ; while in the SCM, this double expectation is realized by two streams of random samples for the virtual fast process. Therefore, the understanding of the seamless coupling here is more than the classic boosting idea since the classic seamless coupling for slow-fast two-scale system does not have to run two independent streams of the virtual fast process. Thirdly, the HMM needs calculation of the sample average, which has high computational costs but controls variance very well. The SCM does not take sample averages at each iteration, which is fast but is more noisy.
Adaptive strategy
The quantity of our interest is the saddle point, not the whole trajectory. This focus on the final destination, regardless of the accuracy of the trajectories at the early stage, facilitates the application of adaptivity ideas to fine tune some parameters in our algorithms. In order to reduce the variance of the solution and improve the practical efficiency, a very simple idea is to apply the SCM first and then switch to the HMM after an appropriate time period. We generally discuss a few more useful methodologies below.
1. Average the output:x(t) . = 1 t−t0 t t0
x(s)ds after a period of "burn-in" time t 0 . This is the widely used technique in Monte Carlo simulation and the stochastic gradient dynamics to reduce the variance of the original noisy output. This principle works for both HMM (particularly for a small M ) and the SCM without any extra computational burden, but for the SCM, the effect of improvement is more significant. 2. Choose the sample size M adaptively in the HMM: Use a small M at the first stage for a quick search of the area of the solution, then use a large M to suppress the variance when the fluctuation starts to dominate the errors. One might simply link the increasing rate of M to the time, say M ∝ t r for some r > 0. 3. Reduce the small parameter ε adaptively in the SCM: The errors of the seamless coupling method depend on the small parameter of ε := ελ and the step size ∆t.
A smaller ε means a smaller deviation of x ε from the true solution (associated with F ). So, one can decrease the value of ε as time runs. Since the effective step size for the virtual fast processes is ∆t/ε , then one also has to decrease the step size ∆t so that ∆t/ε either is fixed or decreases too. For example, the typical decay of ∆t at time t in stochastic optimization corresponds to the scaling ∆t ∝ t −1 ; equivalently, the step size at k-th iteration is ∆t k = ∆t 1 / √ k. Then the decay of ε may be set as ε (t) ∝ t −1+c for a small constant 0 ≤ c < 1, so that ∆t/ε ∝ t −c . We shall demonstrate the effectiveness of the above three ideas in the numerical section.
Numerical calculation of the right direction v
In the algorithms presented above, we formally use the full matrix of the Jacobi DF in the dynamics for the right and left directions, v(t) and w(t), respectively. If the dynamics is in the form of PDEs, then as pointed out in Remark 1.2, the Jacobi DF and its transpose are just the variational derivative and its adjoint, both of which are not difficult to derive in most cases. However, in some real applications such as atomistic models with long range interaction, it is not efficient or even feasible to store this Jacobi matrix element by element. In what follows, we discuss this challenge and the numerical remedies according to the specific features of slow-fast system. We start from the right direction v. It is noted that in many cases, the dimension of X is much lower than the dimension of Y. This means that D x f (x,y) is a small scale matrix and its all entry-wise values can be calculated and stored with reasonable cost.
If the fast dynamics is of gradient type, i.e., b(x,y) = −∇ y U 1 (x,y) and x,y) . Assume the analytic form of ∇ x U 1 (x,y) is available in practice, then the rank-1 matrix C is easy to calculate:
However, for non-gradient dynamics, the equilibrium distribution ρ(x,y) has no closed formula available. For the dynamics of v in (2.8c), the finite difference scheme
f (x + hv,y)ρ(x + hv,y) − f (x,y)ρ(x,y)dy (2.11) can be applied to compute the matrix-vector multiplication (DF (x))v. If one knows the closed form of the Jacobi matrix D x f , (D x f (x,y))v thus can be directly computed by the matrix-vector multiplication. The remaining term (DF − D x f )v = C(x)v can be computed by the finite difference scheme. By Remark 1.1 and equations (2.2) and (2.3), we have g = ∇ x logρ and C(x,y) = f (x,y) ⊗ (∇ x logρ(x,y)) = ρ −1 f (x,y) ⊗ (∇ x ρ(x,y)). Then,
It follows that
f (x,y)(ρ(x + hv,y) − ρ(x,y))dy.
(2.12) So, (2.11) can be rewritten as
In practice, a finite step size h is used in (2.11) or (2.13). Then, in the MsGAD, besides the process Y x t slaved at x, a second independent virtually fast process Y x+hv t is also required to obtain the distribution ρ(x + hv,·). The second integration in (2.13) is computed from the time averages from ρ(x + hv,·) and ρ(x,·).
Numerical calculation of the left direction w
In many cases, we have to evolve the dynamics for w direction in (2.8d), except that the original slow-fast system (1.1) is of the gradient type jointly (see Section 3 below). It is worthwhile to note that even if both the slow and fast components are of (parametrized) gradient types separately, but the coupled system (1.1) is not jointly driven by a single potential energy function, then the resulted averaging equation (1.5) might still not be a gradient system and the Jacobi matrix DF (x) is not symmetric. Refer to Section 4.1 for such an example.
If the fast dynamics is of the gradient type, as we mentioned above for C(x,y)v calculation, then it is also quite simple to calculate C(x,y) T w by using ∇ x U 1 (x,y). Yet, when the fast dynamics is of the non-gradient type, the matrix-vector multiplication (DF (x)) T w, in particular C(x,y) T w, will impose a very severe computational challenge in this rather general situation, because it is not possible to apply the trick of directional derivative. We do not have any perfect solution for this non-gradient case and the only method to evaluate the derivatives is the numerical evaluation. For DF = D x f + C, we assume that the full matrix D x f (x,y) has an expression to compute and its transpose (D x f (x,y))
T is obtained by a numerical transpose operation (or simply the adjoint operator in the infinite dimensional setting of the PDE case). Then the term C T w = θ(x,y)∇ x ρ(x,y)dy, where θ(x,y) . = f (x,y),w , involves the sensitivity analysis for the equilibrium distribution ∇ x ρ(x,y). Although this sensitivity could be analytically derived in some case, it can be approximated by the numerical derivative of ρ
where e j is the unit vector along x j axis. Then the j-th component is
θ(x,y)(ρ(x + he j ,y) − ρ(x,y))/hdy.
By choosing a finite number h 1, this brute-force calculation will have to add m independent fast processes Y x+hej , j = 1,...,m, to account for ρ(x + he j ,·). The scheme (2.14) is computationally feasible only when the dimension of X is low. In the next subsection, we show that the x-derivative of ∇ x ρ can be transformed to the y-derivative of some function by the perturbation analysis for the equilibrium density ρ(x,y). However, the numerical challenge in this new form might still exist.
Connection with the central limit theorem
In the last part of this section, we shall give a remark on the connection with the normal deviation from the averaged system and how this normal derivation theory can be useful in theory to estimate the fluctuation in the SCM. In the MsGAD, the Jacobi DF (x) is important: it determines the linearization of the averaged dynamics F . This linearization also plays an important role in approximating X ε −X, the difference of the solutions to the multiscale system (1.1) and the averaged system (1.5). Define the normalized difference
By Theorem 3.1, §7.3 in [12] , under the assumption of strong mixing, as ε → 0, the normalized difference converges weakly to the solution of the following SDĖ
where DF (X t ) is the Jacobi matrix DF at the averaged solutionX and the diffusion term β is the m × m matrix such that
which can be estimated by running a long trajectory of the fast process Y x . If the formal asymptotic expansion is applied to derive the equation (2.16), the drift term in (2.16) has a different form, denoted as B,
where E y is the expectation for the distribution of Y x with initial Y x 0 = y. Refer to the appendix in [3] for this formula. Comparing (2.17) with (2.5), we find that C(x) should be equal to the double integral term on the right-hand side of (2.17). The proof of this fact is attached in the appendix of this paper. Numerically, the formula (2.17) is not friendly due to the differential operator ∇ y for the expectation term E y . In summary, the normalized difference ξ in (2.16) in the central limit theorem shares the same drift flow as our dynamics for the right direction v in (2.1). Hence, the numerical methods we developed here for the MsGAD may be useful to the calculation of ξ. The more interesting observation is that the above result can aid in understanding the fluctuations in the seamless coupling method, at least in theory. Remark 2.2. The above convergence theorem for ξ ε t → ξ(t) as t tends to infinity can also be applied to the effective GAD system (2.1) and its multiscale system (2.10). That is to defineX and X ε in (2.15) as the trajectories of the GAD system (2.1) (computed from the HMM) and that of (2.10) (computed from the SCM), respectively. Then the corresponding normalized deviation satisfies the equation in form of (2.16) (after redefining the F and β terms accordingly for the GAD rather than for the original dynamics), which characterizes the fluctuations of the SCM. One can furthermore linearize the equation (2.16) around the saddle point x * to obtain a rough estimate of the fluctuation around the true solution x * .
3. The MsGAD for Gradient System As mentioned earlier, one important example of the slow-fast system (1.1) in practice is the extended Lagrangian method for the coarse-grained molecular dynamics. In this example, an energy potential U (x,y) exists in the extended space X × Y to drive the slow-fast system. For this gradient system, we shall see that the averaged systemẊ = F (X) is also a gradient system, i.e., a (free energy) function W (x) exists in X such that F (x) = ∇W (x). The general discussions for the GAD above can be greatly simplified much for this gradient case. Now we assume the multiscale system (1.1) has the special form
where σ is assumed a scalar constant and η is a standard white noise. U (x,y) is a potential energy function for (X ε ,Y ε ). The equilibrium measure of the virtually fast process is
As ε ↓ 0, the averaged equation forX isẊ
where
By the definition of Z(x), we can get
Thus, the averaged equation (3.3) can be rewritten as a gradient systeṁ
where the effective potential is
By the calculation of (2.5), the Hessian matrix of W (x) is
The right hand side contains the Fisher information matrix of the invariant measure µ x (= ρ(x,y)dy):
Example
The following extended potential is widely used in free energy sampling and the coarse grained molecular dynamics simulation [9] :
where q = (q 1 (y),...,q n (y)) is a given function mapping fast variables in Y to the space X , which defines coarse-grained variables. κ > 0 is a parameter coupling the potential of the microscopic system and the coarse-grained variables. Ideally, κ should be infinitely large, but it is a large constant in practice. The slow-fast dynamic system associated with (3.7) is
where Dq(y) is the Jacobi matrix (∂ yj q i ). In order to sample the space X with the correct marginal equilibrium distribution in the extended Lagrangian method., the slow dynamics (3.8a) actually should also be independently driven by an Brownian motion.
Since here we only study the saddle point rather than the distribution of X ε , we only concern the deterministic steepest descent drift flow in (3.8a).
For this example, we have that ∇ x U (x,y) = κ(x − q(y)) and ∇ 2 x U (x,y) ≡ κI, where I is the identity matrix. It follows that ∇ x U = κ(x − Q(x)) and ∇ 2 x U ≡ κI, wherē
Then, the effective potential W is
and the effective force for the slow variable is
The Hessian matrix of W for this example, by the result in (3.6), is
and hence
The dynamics for direction v in the GAD, γv = −(
by absorbing the term κ into the new Lagrangian multiplier α . In summary, for this example, the GAD for the averaged system is
2 log Z(x) (up to a constant), where F is the free energy surface of the coarse-grained variable x. For further details on the GAD for this type of question and the applications in coarse-grained molecular dynamics simulation, refer to the publication [29] .
The dimer method for gradient system
The GAD for the gradient system (3.4) requires the calculation of the multiplication of Hessian ∇ 2 x W and vector v, which can be numerically approximated by the finite difference scheme when the Hessian itself is difficult to obtain. This idea has been widely used in the dimer method ( [16, 33] ). The one-side finite difference scheme is
To evaluate F (x + hv), which is f (x + hv,y)ρ(x + hv,y)dy, one simple approach is to run a second independent fast process Y x+hv t to obtain the density ρ(x + hv,·) parametrized at x + hv. When the central finite difference scheme is used, the third process for x − hv is required. This approach leads to an undesired extra burden of simulating multiple fast processes. In contrast, by using the formula derived in (3.6), only one trajectory for the virtually fast process is required.
Numerical Examples
To illustrate how the MsGAD works, we present two numerical examples below. The first is a system consisting of a two dimensional ordinary differential equation and a two dimensional stochastic ordinary differential equation. It is not a gradient system. We apply the HMM (Section 2.2.1) in the MsGAD. The second is a system of an Allen-Cahn partial differential equation and a stochastic Allen-Cahn partial differential equation. This second system has an extended potential functional. We apply and compare both the HMM and the seamless coupling scheme (Section 2.2.2) to this second example.
A two-dimensional example We consider the following system on
The processes {Y i (t)} are independent Ornstein-Uhlenbeck processes parametrized by X = x. The equilibrium distribution of Y = (Y 1 ,Y 2 ) is the product measure of N (0,σ 2 Γ i (x)/2). The calculation shows that the limit equation has a closed forṁ
Note that if D is positive-definite, then (4.1a) can be rewritten asẊ = −∇ X (
2Γi(X) ). However, even in this positive-definite case, it is easy to see that there is no single potential for (4.1) in the extended space X × Y, for whatever choice of Γ. This means that we do not know a priori if the averaging system is gradient or not. The analytical form of the averaged system (4.2) (with a positive-definite D) shows that this system is gradient if and only if the vector field Γ is gradient, i.e., there exists a scalar function R such that
This suggests that the existence of an extended potential function is a sufficient, but not a necessary condition for the averaged dynamics to be gradient.
In the next, we show the numerical results of the MsGAD for this example. First, we have to run both directions v(t) and w(t) in our MsGAD scheme, because, as we just mentioned, we do not know DF is symmetric a priori. To validate our result, we not only show the convergence to the saddle point, but also compare the trajectory x(t) in the MsGAD with that of the classic GAD applied to the known limit equation (4.2). The parameters we used in the numerical tests are the following.
and for x = (x 1 ,x 2 ),
The averaged equation (4.2) becomeṡ In the HMM scheme of the MsGAD, we use the forward Euler solver for the whole system. We take the macro-time step size ∆t = 0.01 for both x ε and v ε ,w ε and set τ = 1.0 and K = 1 for this example. The micro-time step size is δt = ε × 0.01 and the total sampling time T = 10 is used to estimate the effective force and the Jacobi matrix.
The initial values for x are set on three local minima, respectively. The initial values for the directions (v,w) and the fast processes are arbitrarily chosen. Figure 4 .1 shows the four GAD trajectories of the x component (dashed line) starting from three local minima. Depending on the initial values of x, these four trajectories converge to the different neighboring saddle points. Two of them which start from m 2 , converge to the saddle point s 1 and s 2 respectively, due to the different initial values for the directions v and w.
In the end, we conduct a numerical investigation of the variance in estimating the force F =f and the Jacobi matrix DF = D x f + C. Specifically, we look at Var y (f (x,y)) and Var y (D x f (x,y) + C(x,y)), where the variance acts component-wisely. The calculation shows that Var y (f (x,y)) = Var y (y 
. Thus, we have the analytical result that Var y (C ij (x,y)) = w ij (x)(x j − 5)
2 . The expressions of w ij (x) are very long and there is no need to write down. The key observation we want to draw attention to is that Var y (C ij (x,y)) is mainly dominated by the term (x j − 5) 2 , while the variance Var y (f i (x,y)) is proportional to
2 ) −1 . In Figure 4 .2, we plot the variance of all components for the force and the covariance matrix and it clearly shows that the variance of C i2 near x 2 ≈ 5 are distinctively different from that of F or the other two components. Therefore, there seems no general conclusion that the variance of the Jacobi matrix would be larger than the force due to the non-trivial dependency of µ x on x.
A coupled Allen-Cahn system
Our second example is a system of stochastic partial differential equations of (u ε (x,t),φ ε (x,t)) in the Hilbert space L 2 ([0,1]), satisfying Allen-Cahn-type equations with Neumann boundary condition: Cameron-Martin space. We simply choose Q as identity, i.e., formally,Ẇ is the spatiotemporal white noise. Then, it is easy to see that the averaged equation for the limit solutionū is
We can find an energy functional U (u,φ) jointly for the pair (u,φ):
Since this is a gradient system, the corresponding MsGAD only involves one direction (see Section 3): 
In this example, the parameters are set as κ = 0.01, σ = 0.3 and µ = 1. The two local minima of the effective dynamics are u ≡ ±1 for µ = 0, and u ≡ ±1.4142 for µ = 1, respectively. The saddle points are shown in Figure 4 .3.
The equation (4.8) are solved by the HMM and the SCM. The time-discrerization scheme for the equation (4.8a) is a convex-splitting scheme for saddle point search ( [15] ) to allow a stable time step size ∆t. The spatial discretization is the central finite difference method with the uniform mesh grid size ∆x = 1/200. The term δ u U (u,φ)v in (4.8) is calculated by finite difference approximation with h = 0.001. For the seamless coupling method to solve the MsGAD (4.8), according to Section 2.2.2, the boosted system is 
where u H (x,t) represents the result of (4.8) solved by the HMM and u S (x,t) is the result of (4.9) solved by the SCM. The true solution u * (x) is obtained from the classic GAD applied to the closed form of the averaged system (4.6) with a very fine time step size and a sufficiency small tolerance.
To test our HMM and SCM, we calculate the saddle point with the lowest energy, i.e., the profile in the left panel of Figure 4 .3. The initial guess is the function cos(πx).
In the HMM, the macro-time step size for u ε and v ε is ∆t = 0.025 and the microtime step size for φ ε is δt = 0.01 × ε. To demonstrate the effect of the sample size M in the HMM, we use different M and run the simulation up to the error 10 −4 and plot in Figure 4 .4 the errors w.r.t. the time as well as w.r.t. the number of force calculations (including the cost in calculating the direction variables). It is observed that a smaller sample size leads to a relatively larger fluctuation and the fluctuation appears earlier in time. The reduced cost from a smaller M is quite obvious in the subfigure (b). One can expect a further cost reduction if M decreases further; but to attain the error as small as 10 −4 , one should either switch to a larger M when approaching the saddle point or average the output in time in order to reduce the variance.
Next, we present the details of the SCM and its adaptive version. In the standard SCM, the constant time step size ∆t = 1.0 × 10 −2 is applied for all components and ). In the adaptive SCM, the same values of ∆t and ε are used up to the time t a , where the error err S attains a given threshold 10 −2 . From the time t a , the adaptive time step size ∆t and the adaptive ε are then applied. Specifically, we use ∆t k = k −1/2 ∆t and ε k = k −1/2 ε where the subindex k counts the number of time steps starting from t a . As stated in Section 2.3, the final output of the SCM and adaptive SCM are the time-averaged solutioñ u(x,t) .
u(x,s)ds, where t 0 = 10 in this example. This continuous-time integral can be easily implemented on the discrete time points in an iterative way. For a fixed ε = 10 −3 , the error of the SCM can not reach the level of 10 −3 . This discrepancy quickly shrinks when we start to decrease the value of ε gradually. The error eventually can decrease to the level 10 −5 . However, this comes with a price: as ε shrinks, the problem becomes stiffer and the step size ∆t has to decrease in the same speed. The log-log plot in Figure 4 .6 shows the fast growth of the computational cost when ε decreases in the adaptive SCM. Thus, the SCM is not desired for a tiny ε , though it can quickly settle down to a region of importance with cheap cost. Figure  4 .6 also illustrates the performance of the HMM and the SCM. Note that since the time step sizes used here in HMM and adaptive SCM are different, this figure is only a qualitative picture. But what we can learn from the above numerical explorations for this example is that the best strategy in practice perhaps is to start with a boosted value ε in the adaptive SCM and then switch to the HMM with an adaptive choice of M . The optimal choices of the underlying parameters are of both practical importance and theoretic interests and are left for future study. The illustration of the computational costs for the SCM, the adaptive version of SCM (both with averaged output) and the HMM. The plot is in log-log scale.
Conclusion
We have proposed the multiscale method based on the GAD in slow-fast systems. In order to calculate the saddle point of effective dynamics, we derived a new slow-fast system, the MsGAD, whose effective dynamics is consistent with the GAD for the effective dynamics. By applying the multiscale numerical method such as the HMM or the seamless coupling method, we efficiently compute saddle points on averaged dynamics. Some adaptive techniques are presented and illustrated by the numerical experiment.
Appendix: Proof of (2.17).. To show that B is the Jacobi matrix DF , we just need to prove that 
