1. Introduction {#sec1-sensors-17-01100}
===============

Human activity recognition currently is an important and active research area in computer vision. Its goal is to automatically detect and analyze human activity information captured by various types of devices (e.g., color cameras or range sensors). This field of research can have broad applications, including security surveillance, human machine interaction, and home care for elderly people \[[@B1-sensors-17-01100]\]. Although research in this area began in the early 1980s, it still presents challenges. In the past, color images from video cameras were used widely to perform activity recognition. Some methods that are based on human silhouettes use techniques such as hidden Markov model \[[@B2-sensors-17-01100],[@B3-sensors-17-01100]\] or SVMs \[[@B4-sensors-17-01100]\] to classify different postures. Other approaches employ the detection of scale-invariant spatiotemporal features \[[@B5-sensors-17-01100]\]. In general, these solutions suffer from problems related to computational efficiency and robustness to illumination changes \[[@B6-sensors-17-01100],[@B7-sensors-17-01100]\]. An alternative to 2D image sequences is represented by the use of 3D data acquired by marker-based motion capture or stereo camera systems \[[@B8-sensors-17-01100]\].

Today, the advent of depth cameras (also known as RGB-D cameras) with relatively inexpensive costs and smaller sizes provides 3D data at reasonable frame rate resolution, leading to the emergence of many new developments in action recognition \[[@B9-sensors-17-01100]\]. These particular devices, such as Microsoft Kinect and Asus Xtion, make available both color and depth information simultaneously. Moreover, specific software trackers that are able to extract human skeleton models from depth maps have been implemented \[[@B10-sensors-17-01100],[@B11-sensors-17-01100]\]. These skeleton features can be used to develop technology and innovative services \[[@B12-sensors-17-01100]\] in assisted living applications \[[@B13-sensors-17-01100]\] that are not affected by environmental light variations while guaranteeing the user privacy much more than standard video cameras \[[@B14-sensors-17-01100]\]. In literature, many authors focus on the use of multimodal features (i.e., combining color and depth information) \[[@B15-sensors-17-01100],[@B16-sensors-17-01100]\]. Sung et al. \[[@B17-sensors-17-01100]\] represent an activity as a set of subactivities, which is modeled using more than 700 features computing the Histogram of Oriented Gradient both on color images and on depth maps. A hierarchical maximum entropy Markov model is used to associate subactivities with a high-level activity. Wang et al. \[[@B18-sensors-17-01100]\] introduce the concept of actionlet, which is a particular sequence of features that are termed local occupancy features. An activity is described as a combination of actionlets. Zhu et al. \[[@B19-sensors-17-01100]\] employ several spatio-temporal interest point features extracted from depth maps in combination with skeleton joints to classify actions with an SVM. These methods can reach good results, but typically, their performances depend on the complexity of the background scene and the noise present in the depth data. Other approaches focus only on the use of human skeleton models to extract informative features to classify. Gaglio et al. \[[@B20-sensors-17-01100]\] estimate the postures using a multiclass SVM and create an activity model with discrete HMM. Other works consider also trajectories of joints \[[@B21-sensors-17-01100]\]. Some researchers focus on selection of the most informative joints to improve the classification results \[[@B22-sensors-17-01100],[@B23-sensors-17-01100]\].

From the aforementioned literature overview on depth cameras, some authors focus on the use of multimodal features, while others exclusively rely on human skeleton data. The system presented in this work belongs to the latter case, and it is based on the concept of informative postures known as "key poses". This concept has been introduced in \[[@B24-sensors-17-01100]\] and extensively used in the literature \[[@B25-sensors-17-01100],[@B26-sensors-17-01100]\]. Some authors identify key poses calculating the kinetic energy \[[@B27-sensors-17-01100],[@B28-sensors-17-01100]\] to segment an activity in static and dynamic poses. In \[[@B29-sensors-17-01100]\], an online classification method with a variable-length maximal entropy Markov model is performed based on the likelihood probabilities for recognizing continuous human actions. However, not all of the activities can be represented by alternating static and dynamic motions. Our approach is similar to \[[@B30-sensors-17-01100]\], which uses clustering techniques to extrapolate the key poses, but conversely, our method represents an activity with a set of features based on a few basic informative postures.

The contribution of the paper is twofold. First of all, it aims at demonstrating that a small number of key poses is sufficient to describe and recognize a human activity. Differently from other works \[[@B23-sensors-17-01100],[@B30-sensors-17-01100]\], our methods do not generate a bag of key poses for all the activities, but selects informative postures for each instance independently, ranging from two to four elements; secondly, this paper aims to evaluate the minimum number of frames to obtain an acceptable classification rate. The present work is a further research of our previous paper \[[@B31-sensors-17-01100]\] that introduces the use of a dynamic clustering method during the classification phase. The idea is to extract during the classification phase and then on-the-fly, the optimal number of clusters of an input sequence. In this way, this method takes into account the fact that activities are more complex than others and also that the same action performed by different persons can be modeled with a number of clusters which are not essentially the same. Since we do not fix a priori the number of clusters, the developed system is able to perform a classification also on a subset of the input sequence without changing the implementation. As a consequence, it is possible to evaluate the minimum number of frames needed for the best classification.

In particular, the paper presents a human activity recognition system that uses skeleton data and machine learning techniques. An activity is represented with a few basic postures obtained with a clustering algorithm. The training process creates multiple models for each activity using a multiclass SVM, trained with Sequential Minimal Optimization (SMO). The classification phase processes the input sequence calculating the optimal number of clusters employing the X-means algorithm. Therefore, an action can be represented by a different number of centroids that is dynamically retrieved only during the classification. The system is trained on two publicly available datasets, the CAD-60, widely used for activity recognition, and the TST, a dataset created for ambient assisted living (AAL) applications. The performances outperform the state of the art on these datasets, making the system feasible for a real application.

The remainder of the paper is organized as follows. [Section 2](#sec2-sensors-17-01100){ref-type="sec"} details the developed system and the training and classification phases. The experimental results for two public datasets are presented in [Section 3](#sec3-sensors-17-01100){ref-type="sec"}, while [Section 4](#sec4-sensors-17-01100){ref-type="sec"} concludes the paper.

2. System {#sec2-sensors-17-01100}
=========

The developed system implements a human activity recognition method using the 3D skeleton joint data extracted from a depth camera. The choice of excluding the image information is driven by the fact that the final system has to guarantee as much privacy as possible for the user. Another important aspect to consider is the reduction of the overall complexity due to the fewer number of features used in the computational steps. The basic idea of the developed system is to describe an activity using several sequences of a few basic informative postures. The extracted features are used in combination with machine learning techniques to correctly classify the action. This system is an improvement of the work already presented in \[[@B31-sensors-17-01100]\]. The actual implementation differs from the previous one mainly in the use of a dynamic clustering method during the selection of the most informative postures for the classification phase of unseen data. The current system is based on the idea that, since actions can be very different, the optimal number of basic skeleton poses used to describe them can vary. For this reason, the system has a slightly different implementation concerning the training and the test phase (i.e., the classification). The first implementation concerns the training of several models, describing the whole set of activities, while the latter uses one of these models to infer the class to which the input sequence belongs. These two phases share most of the same software structure, with the exception that the task of the first one is to generate and save suitable activity models, while the second uses these models to perform the classification. One of the goals for the use of dynamic clustering is to be able to perform activity classification also on a subset of the input sequence to evaluate the minimum amount of frames needed for a correct classification. The remainder focuses on the development of these phases.

2.1. Feature Extraction {#sec2dot1-sensors-17-01100}
-----------------------

The feature extraction process involves three steps. First, the relevant skeleton features (i.e., spatial joints) are extracted from the depth camera device using a skeleton tracker \[[@B10-sensors-17-01100]\]. Then, the data are clustered several times to describe the activities using different numbers of centroids representing basic and informative postures. Afterwards, a temporal sequence is built for each set of clusters and a sliding window is applied to create the activity feature.

### 2.1.1. Skeleton Features {#sec2dot1dot1-sensors-17-01100}

The spatial joints composing a human skeleton are extracted from the depth camera using a specific tracker. The model of a human varies according to the software and the adopted device. In particular, a human can be modeled with 15 \[[@B10-sensors-17-01100]\] or 25 \[[@B32-sensors-17-01100]\] joints. Each joint is described with three-dimensional Euclidean coordinates with respect to the sensor. These raw data cannot be used directly because they are dependent on the position of the human and the sensor and also on the subject dimensions, such as height and limb length. To manage these issues, the original reference frame is moved from the camera to the torso joint, and the joints are scaled with respect to the distance between the neck and the torso joint. This normalization step, adopted also in other works \[[@B20-sensors-17-01100],[@B27-sensors-17-01100],[@B30-sensors-17-01100]\], yields data more independent with respect to the person's specific size and to the position between the sensor and the user.

Formally, if we consider a skeleton with *N* joints, the skeleton feature vector $\mathbf{f}$ is defined as $$\mathbf{f} = \left\lbrack \mspace{720mu}\mathbf{j}_{1},\mathbf{j}_{2},\ldots,\mathbf{j}_{N - 1}\mspace{720mu} \right\rbrack,$$ where each $\mathbf{j}_{i}$ is the vector containing the 3D normalized coordinates of the *i*th joint $\mathbf{J}_{i}$ detected by the sensor. Therefore, $\mathbf{j}_{i}$ is defined as $$\mathbf{j}_{i} = \frac{\mathbf{J}_{i} - \mathbf{J}_{0}}{\parallel \mathbf{J}_{1} - \mathbf{J}_{0} \parallel}, i = 1,2,...,N - 1,$$ where $\mathbf{J}_{0}$ and $\mathbf{J}_{1}$ are the coordinates of the torso and the neck joint, respectively. These normalized skeleton features can be seen as a set of distance vectors related to the torso joint. The number of attributes of the feature vector $\mathbf{f}$ in Equation ([1](#FD1-sensors-17-01100){ref-type="disp-formula"}) is equal to $3\left( N - 1 \right)$. The experimental results of our previous work \[[@B31-sensors-17-01100]\] show that the use of a reduced set of joints produces better classification performances. Hence, also for the present work, we use a feature vector with $N = 7$, namely, the head, neck, hands, and feet, plus the torso as a reference. This restricted set of joints has shown itself to be the most discriminative for activity recognition, allowing reduction of complexity for the further steps of computation. As a consequence, a posture feature is made by 18 attributes. The next section describes how the most informative postures are selected from the entire activity sequence.

### 2.1.2. Posture Selection {#sec2dot1dot2-sensors-17-01100}

The idea of the whole system is to represent an activity using several sequences of a few basic postures. A posture is the feature vector $\mathbf{f}$ of Equation ([1](#FD1-sensors-17-01100){ref-type="disp-formula"}), i.e., the 3D coordinates of the joints composing the skeleton. The posture selection phase aims to select general and informative postures for each activity by means of a clustering technique. Hence, the goal is to group similar postures into certain clusters that share similar features. Nevertheless, some activities can be more complex than others, and the optimal number of clusters may vary according to this complexity. For this reason, conversely from \[[@B31-sensors-17-01100]\], the system generates several models for each activity without determining the number of basic postures that describe an activity. A similar approach has been introduced in \[[@B23-sensors-17-01100]\], which adopts a bag of key poses and dynamic time warping to calculate the fitness of their evolutionary algorithm. Therefore, the input sequence is clustered multiple times using a different number of clusters (*K*) to generate multiple samples representing the same activity. Technically, the K-means algorithm, introduced in \[[@B33-sensors-17-01100]\] and developed in many variations \[[@B34-sensors-17-01100],[@B35-sensors-17-01100]\], is applied several times to the input sequence, varying the desired number of *K* clusters. In [Section 3](#sec3-sensors-17-01100){ref-type="sec"}, a description is provided of the procedure adopted to find a suitable range for the value of *K*.

In detail, given an activity composed by *M* posture features $\left\lbrack \mathbf{f}_{1},\mathbf{f}_{2},\ldots,\mathbf{f}_{M} \right\rbrack$, the K-means gives *k* clusters $\left\lbrack \mathbf{C}_{1},\mathbf{C}_{2},\ldots,\mathbf{C}_{k} \right\rbrack$, so as to minimize the intra-cluster sum of squares $$\operatorname{arg\ min}\limits_{\mathbf{C}}\sum\limits_{j = 1}^{k}\sum\limits_{\mathbf{f}_{i} \in C_{j}}{\parallel \mathbf{f}_{i} - \mu_{j} \parallel}^{2},$$ where $\mu_{j}$ is the mean value of the cluster $\mathit{C}_{\mathit{j}}$. At this stage, the set of posture features $\mathbf{f}_{i}$ representing an activity sequence is replaced with the centroid to which the posture feature belongs. Hence, the centroids can be seen as the key poses of the activity.

### 2.1.3. Activity Feature Generation {#sec2dot1dot3-sensors-17-01100}

The activity feature generation step is the core of the system, and it is the same for the training and the classification phases. Its aim is to generate suitable features able to encode an activity. The input of this module, which is the output of the previous one (see [Section 2.1.2](#sec2dot1dot2-sensors-17-01100){ref-type="sec"}), is a temporally ordered stream of the centroids representing the most important postures of the original skeleton sequence. The cardinality of this set is equal to the number of frames constituting the original action data. These features need to be reduced to increase the generality of the representation and also to lower its complexity. In addition, since different people perform the activities at different speeds, another important aspect to consider is the speed invariance of the new features. For this reason, the activity feature generation module considers only the transitions between key poses (i.e., transitions between centroids). Hence, the temporal sequence is now simplified to include only the transitions between clusters. This means that all the equal centroids that are consecutive in temporal order are discarded. This new compressed sequence provides a more compact representation of the activity and is also speed invariant. In other words, an action sequence is now encoded in a temporally ordered sequence of centroid transitions. Starting from this type of data, the idea is to exploit all the information contained in this sequence to represent a specific action in a way that is as general as possible using only a few basic postures. Let's consider a person who is drinking a glass of water. We want our system to classify this action when the person is drinking in several gulps but also when the person begins to move his or her hand close to the mouth. Therefore, we generate *n*-tuple from the current sequence by means of a sliding window, creating a set of new instances to represent the specific activity. Consequently, the new instances are composed of a set of features with a size of $3L\left( N - 1 \right)$, where *L* is the length of the sliding window and *N* is the number of selected skeleton joints. Let's take a simple example to clarify this concept. If an activity has three clusters, a possible compressed sequence can be
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A sliding window with a size of $L = 5$ elements produces three activity feature instances as depicted in [Figure 1](#sensors-17-01100-f001){ref-type="fig"}. Duplicates are not taken into account. The cardinality of the instances is related to the number of different transitions between different key poses. This means that actions that are repetitive during that time will have fewer feature instances than the ones with more variability between key poses. However, the newly generated instances are directly proportional to the window size in most of the cases. [Figure 2](#sensors-17-01100-f002){ref-type="fig"} shows an example of six activity feature instances of the drinking action using $L = 5$ and $N = 7$ (torso is omitted). The output of this module is a new dataset containing the activity features, whose instances have a weight that is increased if the same tuple appears in the sequence. At the end of this step, each input activity is represented with several new activity features generated from the different sets of basic clusters.

### 2.1.4. Dynamic Clustering {#sec2dot1dot4-sensors-17-01100}

The dynamic clustering is employed only during the classification step. The core of this phase is to dynamically cluster the input sequence to use a different number of centroids to describe the activity, considering the heterogeneity of the action types. In addition, this method yields advantages when the system has to classify just a subset of the input sequence. The optimal number of clusters is obtained using the X-means algorithm \[[@B36-sensors-17-01100]\], which is an optimized version of the K-means that does not need to know a priori the number of classes. It attempts to split the centers into regions and to select the number of clusters using a probabilistic scheme called Bayes Information Criterion. The X-means is much faster rather than running repeatedly K-means using different numbers of clusters, and it has proved to be less prone to local minima than its counterpart \[[@B37-sensors-17-01100]\]. For each activity, the X-means is applied using the Euclidean distance function as a metric. It minimizes the intra-cluster sum of squares using the Formula ([3](#FD3-sensors-17-01100){ref-type="disp-formula"}).

2.2. Training Phase {#sec2dot2-sensors-17-01100}
-------------------

The models are generated training a classifier on the obtained activity features, creating one model for each set of clusters. The Sequential Minimal Optimization (SMO) \[[@B38-sensors-17-01100]\] process is adopted to train a multiclass Support Vector Machine (SVM) \[[@B39-sensors-17-01100]\] using the activity features obtained in the previous step (see [Section 2.1.3](#sec2dot1dot3-sensors-17-01100){ref-type="sec"}). SVMs are supervised learning models used for binary classification to calculate the optimal hyperplane that separates two classes in the feature space. SMO makes use of improved internal structures and linear kernels to optimize the training phase. The multiclass SVM version is implemented by combining several binary SVMs using, in our case, a one-versus-one strategy \[[@B40-sensors-17-01100]\]. At the end of this phase, each activity feature (i.e., each tuple) is associated with an activity and different models, related to the number *K* of clusters used in the posture selection phase (see [Section 2.1.2](#sec2dot1dot2-sensors-17-01100){ref-type="sec"}). The whole training phase is depicted in [Figure 3](#sensors-17-01100-f003){ref-type="fig"}, while the pseudocode of the procedure is reported in Algorithm 1.

Algorithm 1:

Pseudocode of the training phase.

2.3. Classification Phase {#sec2dot3-sensors-17-01100}
-------------------------

The classification phase takes as input the activity features generated from the clustered data (see [Section 2.1.3](#sec2dot1dot3-sensors-17-01100){ref-type="sec"}) and the trained model relative to the number of clusters *K* obtained from the dynamic clustering step (see [Section 2.1.4](#sec2dot1dot4-sensors-17-01100){ref-type="sec"}). Each generated activity instance is classified with the same classifier as the training phase ([Section 2.2](#sec2dot2-sensors-17-01100){ref-type="sec"}), and each observed class is summed up. Hence, the final result is the class that has the greater value; therefore, it incorporates all of the classification results for each feature instance. The general architecture of the classification phase is depicted in [Figure 4](#sensors-17-01100-f004){ref-type="fig"}. It shares some software modules with the training phase, such as the Skeleton Features extraction and the generation of the Activity Features. It primarily differs in the clustering step, and, of course, it does not generate the models (i.e., it does not perform any training). The pseudocode of the classification phase is reported in Algorithm 2. **Algorithm 2:** Pseudocode of the classification phase.**Data**: sequence of skeleton joints**Result**: action`data_seq := select_joints(input_seq);``data_seq := normalize_data(data_seq);``clusters[] := Xmeans(data_seq);``model := load_model(number_of_clusters);``act_features[] := generate_features(data_seq, clusters[]);``action := classifySMO(model,data_seq);`

3. Results {#sec3-sensors-17-01100}
==========

The system is implemented in Java using the Weka library \[[@B41-sensors-17-01100]\] (University of Waikato, Hamilton, New Zealand), which is an open source software containing a collection of machine learning algorithms for data mining tasks. We have tested our system on two publicly available datasets: the first one is the well-known Cornell Activity Dataset (CAD-60) \[[@B17-sensors-17-01100]\] (Cornell University, Ithaca, New York, USA), widely used in activity recognition, while the second one is the fairly new TST dataset \[[@B42-sensors-17-01100]\] (University of Marche, Ancona, Italy), specifically created for activities of daily living (ADL).

The software trackers used to build the datasets are different. Therefore, the skeleton of the first dataset is modeled with 15 joints (NiTE tracker), while the latter is modeled with 25 joints (Microsoft NUI). Several parameters need to be found to run the implemented system on the datasets. First, following the outcome of our previous work \[[@B31-sensors-17-01100]\], we use a subset of the skeleton joints: specifically, the head, neck, hands, and feet. Hence, $N = 7$, including the torso as a reference. Then, we perform several tests using a different value for the sliding window during the activity feature generation phase. In addition, since our goal is also to assess the performances on a subset of the input sequence, we conduct tests varying the input data by means of a selection window (with a 50% overlap) that splits the input sequence. The following sections address the results obtained for the two datasets.

3.1. CAD-60 Dataset {#sec3dot1-sensors-17-01100}
-------------------

The Cornell Activity Dataset (CAD-60) focuses on realistic actions from daily life. It is collected using a depth camera and contains actions performed by four different human subjects: two males and two females. Three of the subjects use the right hand to perform actions, while one of them uses the left hand. It contains 12 types of actions: "talking on the phone", "writing on whiteboard", "drinking water", "rinsing mouth with water", "brushing teeth", "wearing contact lenses", "talking on couch", "relaxing on couch", "cooking (chopping)", "cooking (stirring)", "opening pill container", and "working on computer". The dataset contains RGB, depth, and skeleton data, with 15 joints available. Each subject performs the activity twice, so one sample contains two occurrences of the same activity. To be able to compare the results, we employ the same experimental settings as \[[@B17-sensors-17-01100]\]. It consists of two cases: the "have seen" and "new person" setting. In the first case, the classification is done with the data of all four persons, splitting the data in half. The latter uses a leave-one-actor-out cross-validation approach for testing. This means that the classifier is trained on three of the four people and tested on the fourth. Since one person is left-handed, all the skeleton data are mirrored with respect to the sagittal plane of the skeleton. Conversely from \[[@B27-sensors-17-01100]\], in which the right- and left-handed samples are trained and tested separately, our samples contains both original and mirrored data. As for the other works in the CAD dataset, the performance is reported in terms of the average precision and recall among all the activities according to the "new person" test case, plus the accuracy for sake of completeness.

To find the maximum number of clusters needed for the selection of the posture step, we run the X-means algorithm to determine the optimal number of clusters according to each activity, which is four. Therefore, the models created for this dataset range from a minimum of two to a maximum of four clusters. We conduct tests varying the length of the sliding window activity, ranging from five to 12. As a consequence, the lengths of the activity features have a minimum value of 90 and a maximum of 216, according to the window size. In addition, to assess the system on a subset of the input sequence, we also adopt a frame split window with 50% overlap and with the following length values: 100, 300, 500, and 700 frames. [Table 1](#sensors-17-01100-t001){ref-type="table"} reports the optimal number of clusters obtained with the X-means algorithm considering the number of analyzed frames. The performances for the "have seen" setting, as with other methods developed for the CAD-60, reaches 100% for all the samples. The outcome for the "new person" test case is much more interesting. The results show that a sliding activity window of 11 elements produces the best performances, confirming the outcome of our previous work \[[@B31-sensors-17-01100]\]. [Table 2](#sensors-17-01100-t002){ref-type="table"} reports the performances of the dynamic clustering on CAD-60 related to the different frame subsets of the input sequence. The values of precision, recall, and accuracy reach 1 beginning from 500 frames. Considering that the frame rate of the samples in the dataset is \~25 Hz, the system needs approximately 20 s to classify all of the activities correctly. However, if we consider a frame split of 100 elements, we can note that the performances are still quite high. Therefore, we also report the confusion matrix of this case in [Table 3](#sensors-17-01100-t003){ref-type="table"}. Looking at the classification results, we can note how all the activities are correctly classified using 100 frames, with the only exception the *open pill container*, which is misclassified with the *wearing contact lenses* for 44% of the cases. This means that, with only about 4 s of samples, the system already performs well. [Table 4](#sensors-17-01100-t004){ref-type="table"} reports the current six best results of the CAD-60 dataset, and our result outperforms the other works. However, it is worth noting that we are evaluating our system using a sliding window classification that differs from others which use frame to frame classification.

3.2. TST Dataset {#sec3dot2-sensors-17-01100}
----------------

The TST dataset (version 2) \[[@B42-sensors-17-01100]\] is collected using the Microsoft Kinect v2 device (Microsoft, Redmond, Washington, USA). It is composed of ADL and Fall actions simulated by 11 volunteers. The people involved in the test are aged between 22 and 39, with different heights (1.62--1.97 m) and sizes. The actions performed by a single person are separated into two main groups: ADL and Fall. Each activity is repeated three times by each subject involved. The dataset provides eight actions and 264 sequences for a total of 46 k skeleton samples. Each person performs the following ADL movements: "sit on chair", "walk and grasp an object", "walk back and forth", "lie down", and the following Fall actions: "frontal fall and lying", "backward fall and lying", "side fall and lying", "fall backward and sit". We employ the same experimental settings using the aforementioned "new person" settings. Conversely from the CAD dataset, the lengths of the TST samples are much shorter: approximately 180 frames per action. Hence, we split the input sequence with an input split size of 30, 50, 60, and 100 frames with an overlap of 50%.

Applying the X-means algorithm, we obtain a maximum number of cluster of $K = 4$, like the previous test. Therefore, also in this case, the number of the generated models ranges from a minimum of two to a maximum of four clusters. [Table 5](#sensors-17-01100-t005){ref-type="table"} reports the optimal number of clusters for each activity, considering the number of analyzed frames. From the results, we confirm our previous outcome that, for this dataset, the best sliding window length is 5. [Table 6](#sensors-17-01100-t006){ref-type="table"} reports the performances of the dynamic clustering related to the different values of the input window frame split. The best values are obtained using 100 frames, reaching 100% for the ADL actions and precision, recall, and accuracy greater than 90% for the Falling events. Looking at the classification results of the confusion matrix for the Fall events with 100 frames (see [Table 7](#sensors-17-01100-t007){ref-type="table"}), only the *backward fall* is misclassified as a *frontal fall* in 25% of the cases.

4. Conclusions {#sec4-sensors-17-01100}
==============

This paper describes a human activity recognition system based on skeleton data gathered from a depth camera and on the use of machine learning techniques. Each activity is modeled using a different number of clusters that are extracted independently from activity instances, allowing for the use of far less human skeletons compared to other methods. In the training phase, several models are generated according to the different numbers of clusters. A multiclass SVM, trained with the SOM optimization, is used to create these models. During the classification step, the optimal number of key poses representing an activity is dynamically calculated employing the X-means clustering method. Depending on the input sequence and on the action, these numbers can vary, consequently leading to a dynamic generation of the clusters. As a consequence, since the number of clusters is not fixed a priori, the present work aims at assessing the classification performances for a subset of the input sequence to evaluate the minimum number of frames needed for a correct classification.

The system is tested on two publicly available datasets, the CAD-60 and the TST (version 2). The results point out that the developed model reaches excellent performances using approximately 4 s of input data (\~100 frames), outperforming the state of the art when it uses approximately 500 frames on the CAD-60 dataset. The use of a small number of clusters adapted dynamically to the activity instances enhances the classification rate.

These encouraging results make it feasible to use the developed system in real environments. The adoption of skeleton features guarantees a higher level of user privacy compared to the standard video camera and ensures that the system is not affected by environmental light variations. However, the limitation of the skeleton features is that information about the surrounding objects is not provided. In fact, these could be exploited to model an action with objects. Moreover, the skeleton tracker software encounters difficulties in the presence of occlusions and prone positions. Another issue of the adopted classifier is that it is not able to handle unknown classes, i.e., it always tries to fit the data in one of the trained classes. Further study will be conducted to develop a real-time system for assistive scenarios exploiting the presented system.
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![Example of activity feature instances using a sliding window of $L = 5$ elements. Duplicates are discarded.](sensors-17-01100-g001){#sensors-17-01100-f001}

![Subset example of activity feature instances using a window length equal to 5 and a skeleton of seven joints (torso omitted).](sensors-17-01100-g002){#sensors-17-01100-f002}

![Software architecture of the training phase. The skeleton data are gathered from the depth camera, and the skeleton features are selected and normalized. Then, the input is clustered several times to find the informative postures for the sequence. The activity features are generated from the obtained basic postures, and, finally, a classifier is trained and relative models generated.](sensors-17-01100-g003){#sensors-17-01100-f003}

![Software architecture of the testing phase. As for the training phase, the skeleton features are extracted from the depth camera. Then, the optimal number of clusters is calculated using the X-means algorithm. A classifier is applied using the previously trained model and the generated activity features.](sensors-17-01100-g004){#sensors-17-01100-f004}

sensors-17-01100-t001_Table 1

###### 

Number of clusters obtained with the X-means algorithm considering a different input split frame size for each activity of the CAD-60.

  Frame Split                100   300   500   700
  -------------------------- ----- ----- ----- -----
  writing on whiteboard      2     2     2     2
  drinking water             3     4     4     4
  rinsing mouth with water   3     4     4     4
  brushing teeth             4     4     4     4
  wearing contact lenses     4     4     4     4
  talking on couch           4     3     4     4
  relaxing on couch          3     4     4     4
  cooking (chopping)         2     4     4     4
  cooking (stirring)         4     4     4     4
  opening pill container     4     4     4     4
  working on computer        2     2     2     4
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###### 

Overall precision, recall, and accuracy values using dynamic clustering and a sliding activity window of 11 elements on CAD-60.

  Frame Split   "New Person"           
  ------------- -------------- ------- -------
  300           0.950          0.958   0.986
  500           1              1       1
  700           1              1       1
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###### 

The confusion matrix of the "new person" test case using a sliding window activity size of 11 elements on CAD-60 with a window split of 100 frames.

![](sensors-17-01100-i001)
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###### 

State of the art of precision and recall values (%) on CAD-60 dataset.

  Algorithm                                       Precision   Recall
  ----------------------------------------------- ----------- --------
  Zhu et al. \[[@B19-sensors-17-01100]\]          93.2        84.6
  Faria et al. \[[@B43-sensors-17-01100]\]        91.1        91.9
  Shan et al. \[[@B27-sensors-17-01100]\]         93.8        94.5
  Parisi et al. \[[@B44-sensors-17-01100]\]       91.9        90.2
  Cippitelli et al. \[[@B30-sensors-17-01100]\]   93.9        93.5
  Our First Method \[[@B31-sensors-17-01100]\]    99.8        99.8
  Current Method                                  100         100
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###### 

Number of clusters obtained with the X-means algorithm considering a different input split frame size for each activity of the TST dataset.

  Category   Activity/Frame Split    Number of Clusters           
  ---------- ----------------------- -------------------- --- --- ---
             sit on chair            3                    3   4   4
             walk and grasp          4                    4   3   4
  ADL        walk back and forth     3                    3   3   3
             lie down                3                    4   4   4
             frontal fall            3                    3   3   4
             backward fall           2                    3   4   2
  Fall       side fall               3                    4   4   4
             backward fall and sit   2                    2   2   2
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###### 

Overall precision, recall, and accuracy values using dynamic clustering and a sliding activity window of five elements on TST.

  Frame Split   ADL     Fall                            
  ------------- ------- ------- ------- ------- ------- -------
  30            0.956   0.911   0.927   0.687   0.516   0.527
  50            0.953   0.906   0.921   0.767   0.667   0.667
  60            1       1       1       0.826   0.819   0.805
  100           1       1       1       0.937   0.950   0.933
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###### 

The confusion matrix of the TST Fall activity with 100 input frames.
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