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PREFACE 
The theory of approximation of functior) is an extremely versatile 
and variegated one. It has a close relationship with other branches of 
mathematics. Existence of such a relationship is explained by the fact 
that many important problems of approximation theory are formulated 
and shelved in the process of development of other mathematical 
topics, while an the other hand, the development of approximation 
theory has assisted development in other mathematical domains and 
set the course of completely new directions in mathematics. 
The approximation theory is a branch of mathematical analysis 
engaged in problems of approximate representation of arbitrary function 
with aid of simplest analytical devices. 
The aim of present dissertation entitle "SOME PROBLEMS ON 
APPROXIMATION" is to study many of the classical approximate 
procedures such as linear operators, Fourier Series, Fejer and Jeckson 
means on the Bernstein Operators and polynomials have the property 
that rate at which the converge is dependent on the smoothness of the 
function except when the function is linear, when this occurs we say 
that the approximation procedure in saturated we are not concerned 
here with the saturation result. Our main aim is to relate the 
smoothness of the function f being approximation with the rate of 
convergence En (f) to zero and may other property related to it. 
Our aim to relate the smoothness of the function f and a 
sequence {U } of positive liner operators being approximation with the 
rate of decrease of\\f-Ln(f)\\.We discuss this in the setting of direct 
theorems, inverse theorems and saturation. 
The present dissertation comprises Fifth Chapters and each 
chapter consists of various sections which are numbered in order. 
In Chapter 1, I have given a resume of previous work that I 
closely related to other chapters. Some fundamental properties of linear 
positive operators in approximation theory and other definitions and 
notations have also been given. 
In Chapter 2 deals with the degree of approximation of Lebesgue 
integrable function by Generalized Polynomial in Li-norm. 
In Chapter 3 deals deals with the approximation of functions by 
Bernstein Polynomial in which, I have given general theory on the 
approximation of function by Bernstein Polynomials. 
In Chapter 4 is devoted to the study of some inverse theorems 
viz. inverse theorem for Bernstein operators, modified Bernstein 
operators, combination of a class of exponential type operators and a 
Global inverse theories for the combination of Bernstein Operators. 
In Chapter 5 is concern with the approximation of function by the 
operators based on power series. We obtain the degree of 
approximation for infinite summabilit operators viz. Barel expo-nential 
mean of the Fourier Series for a more general class Lip k (t) of which 
Lip a is the special case. 
In the last I have given a complete Bibliography on this topic. 
CHAPTER-1 
PRELIMINARIES 
[1] 
CHAPTER-1 
PRELIMINARIES 
1.1 APPROXIMATION 
The approximation problem can be described in the following 
way (see G. G lorentz [29]). 
Let ^ be a set of functions defined on A. If f is a function on a 
space A. Can one find a linear combination 
P = ai(pi + 32 ^ 2 + ^3 h + + a„ (z)„ (1.1.1) 
where (^i s <J> and ai are reals which is close to t 
DEFINITION 1.1.1. Let X be a banach space of continuous functions on 
the closed inten/al [a,b] with the norm \\.\\ defined by 
||f|| < Sup | f ( x ) | . 
X e[a,b] 
Let (f) be a subset of X, an element f on Xis called approximable by 
linear combination 
P = ai^i + a2<f>2 + as h + + a^ <!>„, (p, e 0 
and a, are real, if for each e> 0, there is polynomial P such that 
\\f-P\\<s . 
DEFINITION 1.1.2. DEGREE OF APPROXIMATION. Let ^ = {<pi} be a 
sequence of functions, then 
En*(f) = En(f) = inf \\f-(ai(Pi + a2^2 + a3<p3 + +an<pn)\\ 
a|,i72,....,0„ 
[2] 
= inf II f - P \ \ . (1.1.2) 
0^,02,...,an 
Where ,Pis as defined in (1.1.1) is called the A?'" degree 
ofapproximation of f by the sequence {^i}. 
DEFINITION 1.1.3. BEST APPROXIMATION . If the infimum in (1.1.2) 
attains for some P, then P is called a linear combination of best 
approximation or polynomial of best approximation. 
REMARKS, (i). If P are algebraic or trigonometric polynomials of given 
degree, then n in (1.1.2) will refer to the degree of the polynomials 
rather than to the number of functions f^ , j . 
(/•/•). En (f) is also called the error in approximating f by the polynomial 
P. 
The basis of the theory of approximation of functions of a real 
variable is a theorem due to Weierstrass which states as. 
WEIERSTRASS THEOREM 1.1.1. For each function f (x), continuous 
on a closed interval [a,b] and for each s > 0, there is a polynomial P(x) 
approximating f(x) uniformly with an errorless than e. i.e 
\f(x)-P(x)\< e. 
1.2 LINEAR POSITIE OPERATOR 
In 1953 Korovkin P.P [26]) introduces the concept of linear 
positive operator in the approximation theory although the 
corresponding idea already occurred in 1952 in a paper ofBohman. 
DEFINITION 1.2.1. LINEAR OPERATOR . An operator L (f ; x) 
mapping C* into C* is said to be "linear" if the domain of its existence 
[3] 
together with its functions f (t) and ^(t), contains the function a f(t) + b 
<f> (t), then 
L(af + b(^;x) = aL(f;x) + bL(^; x) 
where a, b are any real numbers. 
DEFINITION 1.2.2. LINEAR POSITIVE OPERATOR. Let L be a linear 
operator mapping C* into C* {on C [a, b] into C [c,d] with [c, d] c[a, b]}. 
We say L is positive if for each non-negative function f in C* , the 
resulting function L(f) is also non-negative. 
REMARK. It follows from the definition of linear.operators that for 
any two functions fand g in C*, iff< g, then 
L(f) ^L(g). 
1.3 CLASSES OF FUNCTIONS 
In this section, we list several classes of functions. Let f (x) e C 
[a, b] ( or f(x) e C2n} and let En be its best approximation by means of 
algebraic (or trigonometric) polynomials of order not higher than n. By 
Weierstrass's theorem, it is found that 
lim E„ = 0 . 
n-^cc 
Naturally, the "simpler" the approximating function f(x), the more 
accurately will it be represented by means of a polynomial (algebraic or 
trigonometric). Now, we shall engage in the question of the influence 
exerted by an improvement in the structural properties of the 
approximated function on the order of the decrease of its best 
approximation En. 
[4] 
A convenient characteristic of the structural properties of a function is a 
-quantity called the "modulus of continuity" of this function. 
DEFINITION 1.3.1. MODULUS OF CONTINUITY. The degree of 
approximation of function f (x) e [a, b] by polynomials may be simply 
described in terms of modulus of continuity. For each S> 0, the modulus 
of continuity co (S) is the maximum of 
\f(x)-f(y)\ forall a<x<b, a<y<b, \ x-y | < S, 
co(f, 5) = (o(d) = max{\f(x)-f(y)\, x,y e [x-y\< S}. 
(1.3.1) 
The modulus of continuity has the following fundamental properties. 
(a) In order that for a function f (x) to be a uniformly continuous on 
the closed interval [a, bj, it is necessary and sufficient condition. 
co(S) -^0 as S^O 
(b) o)(S) >0andnon-decreasing 
•(c) 0) is sub - additive 
CO (Si + 62)^(0 (Si) + (0(62) 
(d) CO (5) is continuous 
(e) If n is a natural number, then 
CO (nS) <n Q)(S) 
(f) If lis any positive number, then 
CO (AS) <(A + 1) CO (S), forX> 0. 
[5] 
REMARK. Since by linear combination, the interval [a, b] may be 
transformed into [0,1] and so modulus of continuity may be defined in 
the closed inten/al [0, 1] as 
co(S) = max {\f(x)-f(y) \:x,ys[0, 1], | x - y | < ^ ; . 
DEFINITION 1.3.2. MODULE OF SMOOTHNESS. Itf(x) is defined on 
the closed inten/al [a, b], then 
A',f(x)=A,f(x)=[f(x + t)-f(x)] 
and A\f(x)=A,A/''f(x) 
then we obtain by induction A\f(x) 
A/f(x)=i;(-irpJf(x + kt), (1.3.2) 
k=0 vky 
where ^s^ 
vky 
s! 
k! ( s - k ) ! ' 
Ifl = b-a, then the moduli of smoothness offe [a, b] are defined by 
CO, (f,s) = Max| A;f(x)| S=1, 2, ... 
| t | < 5 
0 < ^ < -
s 
(Os (f,S) moduli of smoothness have the following properties. 
(a) coXfs) isconti nuous, increasing and satisfied 
(b) coXf-S)^Ss sup I f^^^ (x) \, were f(s) is the absolutely cantinas 
sth derivative of fee [a, b] 
[6] 
(c) co,^,{f,S)<S'co^{/^'Ks), foru = 1, 2, 
(d) Ifn is natural number, then 
co,^{f,nS)<n'co,^{f,S) 
(e) If A is a non integral factor, then 
cos(f,AS)^(Z+1)'cos(f,S) 
DEFINITION 1.3.3. UPSCHITZ CLASS LIP a. Suppose 0<a^1. 
Then Lipschitz Class Lipa is the space of all functions f satisfying the 
following condition 
flL = Sup 
t > 0, X 
f(x + t) -f(x) 
< 00 ...(1.3.3) 
DEFINITION 1.3.4. LIP K (t) CLASS. A function f (x), integrable L 
(Lebesgue integrable) is said to belong to Lip K (t) class if 
k = Sup 
t > 0, X 
f(x + t)-f(x) 
k(t) < 00 .(1.3.4) 
where k (t) is positive increasing function, such that 
k(t) . is decreasing, K (t) -^ 0. 
Ast -^0, and 
K (X, y) < K (X) K (y). 
REMARK. We notice that by taking 
(i) K(t) = t"in (1.3.4) forO<a<1, then 
Above class reduced to Lip a 
[7] 
(ii) K{t )=t "~p in (1.3.4) forO< a<>1 and p< oo, ap> 1 and above 
class reduced to Up (a, p). 
DEFINITION 1.3.5. If the function f(x) defined on the interval [a, bjand 
for all X, y e [a, b], it satisfies the inequality 
\f(y)-f(x)\ ^ M\y-x\". (1.3.5) 
Then it is said that the function f (x) satisfies the Lipschitz condition with 
exponent a and coefficient M, and we write 
f(x) eLipM(a). 
in those cases, when the coefficient M is not essential then we write 
f(x) e Lip a.. 
In other words, LipM(a) is the class of all the functions satisfying the 
Lipschitz condition of a given order with special coefficient M and Lipa 
is the class of functions satisfying the Lipschitz condition of ordera with 
arbitrary coefficieny. 
A function f (x) satisfying the Lipschitz condition has the following 
properties: 
(a) A function satisfying the Lipschitz condition is uniformly 
continuous. 
(b) If f (x) e Lip a, where a>1, then f (x) is a constant quantity. 
(c) If everywhere in the interval (a, b), there exists a derivatives 
f(x) with If'(x)l < M, thenf(x) e LIPM'. 
(d) If the interval [a, b] is finite and a< p, then Up a 3 Lip p. 
[8] 
(e) The relations f (x) e LipM(a) and co (h) < Mh" are 
equivalent. 
DEFINITION 1.3.6. HARDY - LITTLE WOOD CLASS LIP (a, P).The 
Hardy-Little wood class Up(a, p) (p < <x>), is the space of all functions f 
satisfying the condition 
If IL = Sup ia,p 
I > 0.x 
]i±±^tMrJ\„ ^,3g^ 
vo ' y 
DEFINITION 1.3.7. QUASI-SMOOTH FUNCTION. A function f e c [a, b] 
said to be Quasi smooth it satisfies either 
0)2(f,S)=0(S) 
or 
I f(x+S) + f(x-S)-2f(x)\ < MS, 5>0 
where f (x) e Z, where Z is called the zygmund class. 
REMARKS. 
(i) All function of the class Lip 1 are Quasi-smooth but the converse 
is not true. 
(ii) From the above remark, we deduce that every Lip 1 is also a 
class Z, but not conversely. 
FUNCTIONS OF BOUNDED VARIATION 1.3.8 
Definition 1.3.8.1. It [a, bj is a finites interval, then a set of points P = { 
Xo, Xi, -, Xn), satisfying the inequalities a =Xo<Xi < „. 
1 < Xn = b is called a partion of [a, b]. The interval [Xk-i Xk] is called the 
K^'^ sub interval ofp and we write 
[9] 
AXk= Xk - Xk-h so that ^Ax^ = fo - a, the collection of all possible 
partitions of [a, b] will be denote by S[a, b]. 
DEFINITION 1.3.8.2. Let f be defined on [a, b]. ifp = {Xo, Xi_ , x j is 
a portion of [a, b], write Afk= {f(Xk)-f (Xk.i}, k= 1, 2, 3, n, if 
there exist a positive number M such that 
I|A/J<M. 
For all partition of [a, bj, then fis said to be bounded variable on [a, b]. 
1.4 CERTAIN POLYNOMlfKLS 
DEFINITION 1.4.1. BERNSTEIN POLYNOMIALS. For a 
function f (x) defined on the closed interval [0,1]. The expression 
B„(x) = B„(f;x) = Zff-lf"lxHl-x)"-^ (1.4.1) 
k=0 vky 
Is called the Bernstein polynomial of order n of the function f(x).Bn (x) is 
a polynomial in x of degree < n. 
REMARKS. 
(i) The expression 
P„,,(x) = f"lxHl-x)"-. 
Used in (1.4.1.) are the binomial or Newton probabilities well 
known in the theory of probability. 
(ii) Bn (x) is linear with respect to the function f (x) 
[10] 
Bn (f; X) = ai Bn (fi; x) + az Bn (fz, x) 
if , f = Sifi + 826 
DERIVATIVE OF BERNSTEIN POLYNOMIAL 1.4.2. Derivative of tfie 
A?"' degree Bernstein polynomials are polynomials of degree n-1. This 
derivative can be written as a linear combination of Bernstein 
polynomials. In particular 
f B,,.(x) = f f"lx'(l-x)"-' 
dx dx KK 
*""' x' '- '(l-x)"-^+^""' '^"'x' '(l-x)"-
k!(n-k)! ^ ^ k!(n-k)! ^ ^ 
k-I 
" i" - i ) ' ^x" ' ( l -x)" -^+ n(n-l)! ^.^^_^y~.. 
(k-l)(n-k)! ^ ^ k! (n-k- l ) ! 
= n 
(n-0- ' .k-iA .,->n-k, ( n - l ) k / l .,'»"-'<-1 x^-'(l-x)"-^+ / ^ ^ \ x^l-x) (k-l)(n-k)! ^ ^ k!(n-k-l)! 
= n {Bk.i.n-i(x)-Bk,n-i(x) }. 
forO<k<n 
That is, the derivative of Bernstein Polynomial can be expressed as the 
degree of the polynomial, multiplied by the difference of two Bernstein 
polynomials of degree n~1. 
BERNSTEIN POLYNOMIAL ON AN UNBOUNDEDINTERVAL1.4.3Let 
the function f(x) be defined on the inten/al (0, b), b>O.To obtain the 
Bernstein polynomials. Bn (f;x, b) for this inten/al, we mal<e the 
[11] 
substitution y = xb''' in ttie polynomial Bn (</>, y) oftfie function <^(y) = f 
(b,y), 0<y< 1 and obtain in this way 
Bn(x;b) = Bn(f;x,b) = ±f ^bk^ 
k=0 V " y Hb 
where 
PnM V by 
SCHURER'S POLYNOMIAL 1.4.4. Schurer, F [38] in his report defined 
an analogous operator 
B^.: c 0,\ + -
n 
^•c[0,l]. 
In such a way that 
B.(f;x)=Iff-lp.,,(x) 
k=o V n ; 
where 
P.M (x) = x-'O-x)" +r-k 
and r is a non-negative integer 
In case r=0, it reduces to Bernstein Polynomials (1.4.1). 
MODIFIED BERNSTEIN POLYNOMIAL 1.4.5. Letf(x) is integrable on 
[0,1] and consider the definite integral. 
F(x)= |[f(t)dt 
0 
of f (x) and calculate the derivative of the polynomial B„ (F; x). 
Replacing Bn by 8^ +^  we obtain, (see G.G. Lorentz [27]) 
P„(x) = P„(f;x) 
dx 
B„(F;x) 
[12] 
approximate any integrable function f(x) and called modified 
Bernstein polynomial. 
TRIGONOMETRIC POLYNOMIAL 1.4.6. The function 
Tn (x) = ao + (dicosx + bisinx) + (a2Cos 2x + b2Sin 2x) 
+ + (Q^ COS nx + bn sin nx) 
is called a trigonometric polynomial of order n, if a^ + b/ ^^0 and the 
series 
^+ (aicosx + biSinx) + (a2COs 2x + b2sin 2x) 
+ + (a^ cos nx + bn sin nx) + 
called a trigonometric series. 
1.5 CAUCHY'S INEQUALITY 
iz«.*j ^ ^\-JT (ZI^JO'" (1-5-1) 
1.6 KANTOROVITCH TYPE OPERATORS 
Since Bernstein Polynomials are not suitable for approximation to 
discontinuous function of generating. 
However replacing f\ - in the Bernstien Polynomials by some other 
."J 
expression for instance by an integral mean of f (x) over a small inten/al 
k 
around the point-, we may obtain a better result. In order to treat the 
n 
integrable functions, Kantorovitch [23] in 1930 (see also Lorentz [27]) 
suggested the following modification: 
KANTOROVITCH OPERATORS 1.6.1. To each lebesgue integrable 
function on a linear positive operator defined by 
[13] 
k„(f;x)=(n+l)XC7'f(t)dtP„,(x), (1.6.1) ^ fk+l/n+l 
k=0 
where Pn,k (x) is a defined in (1.9.1) is in obvious that if F and f are 
related via 
F(x) = i ; f(t)dt, k„_,f = (B„F)' 
and therefore approximation by kantorovitch operators in Li - norm is in 
fact equivalent to approximation by Birnstein operators in BV = BV[0,1] 
(space of functions of bounded variation on [0,1]. 
MODIFIED KANTOROVITCH TYPE OPERATORS 1.6.2. Wafi [41] 
developed a corresponding method for approximation of Lebegue 
integrable functions with respect fo Li - norm, in the same way of as 
Kantorovitch Operators are constructed from Bernstein Operators for 
Schurer Operators (1.9.6) Snp and defined the Operators 
C[0,l] by w • c 0 , 1 + ^ - > l 
»'Jf;x)=(n+p + l)2:rj;2'f(,)d.lb,.(x) 
k=0 "-
where 
b„,k(x)=["^'']x^(l-x)--
1.7 SOME FORMULAE AND FUNCTIONS 
In this section we will discuss about some formulae which will 
constantly be used in this Dissertation. Jensun [22] established some 
formulae as 
n^^  
k=0 
k-l 
{x + y + na)"^Y^ x(x + ka) [y+ (n-k)a]"-\... (1.7.1) 
v"^y 
and 
[14] 
(x + y) (x + y + na)"-' = j f " l x ( x + ka)^-'y[y + (n-k)a]"-''-' (1.7.2) 
k=ov'^ y 
which are the generalization of well known binomial theorem . 
GAMMA FUNCTION. If n>0, we define the gamma function as 
(n-1) ! = rri= j^t"-' e' dt. 
Cheney and Sharma [9] made use of it to state the following lemma: 
LEMMA 1.7.1. The function 
S(v,n,x,y) = X f!!l(^ + ka) '^ - [y + (n-k)a]"-\ (17.3; 
k=0 V y 
satisfy the reduction formula 
S(v,n,x,y) = xS(v-l, n, x, y) + naS(v, n - 1 , x + a, y) , 
equation (1.5.1) give 
xS(0,n,x,y) = (x + y + na)". 
Remark (1.5.1) By repeated use of reduction formula 
S{l,n,x,y) = f^r\k\ S(l,n-k,x + ka,>;) ,. 
k=0 \I^J 
Replacing ^ ! = | " e* e'' dt. 
And using binomial theorem we obtain 
S{l,n,x,y) = ^ e'' {x + y + na + ta)dt,, 
similarly 
.(1.7.4) 
..(1.7.5) 
(1.7.6) 
(1.7.7) 
(1.7.8) 
S(2,n,x,y) = JJ e- 'd t | " e'^ds 
and also we can show 
(x + y + na + ta + sa)" + 
(n + a)a^ S(x + y + na + ta + sa)"" .(1.7.9) 
[15] 
5 ( l , n - l , x + a , l - x ) = IJ e-'(l + na + ta)"-'rf/ (1.7.10) 
5 ( l , n - l , x + a , l - x + a) = IJ e-'(l + na + ta)"~'c/^ (1.7.11) 
5 (2, n - 2, X + 2« ,-x ) = j j e'' dt | J e'' ds (x + 2a ) (1 + na + ta + sa)+ (n-2)a^ 
S(l + na + ta + sa)"'^ 
5(2,n-3,x + 2a, l -x + a ) - j j e"'dt j j e"'ds 
(1.7.12) 
(x + 2a) (1 + na + ta + sa)"'^  + (n - 3)a^  
S(l + na + ta + sa)""* 
(1.7.13) 
1.8 ORDER OF SATURATION 
The most important and recent concept of approximation theory 
is 'Saturation'. Many of the classical approximation procedure such as 
Fourier Series, Fejer and Jackson means , the Bernstein polynomials 
have properties that rate at which they converge, is dependent on the 
smoothness of the function being approximated. 
Further more, it often happens that there exists an 'optimal' order 
of approximation in the sense that a better rate of approximation can 
not be achieved by increasing the smoothness of the function. When 
this occurs, we say the approximation procedure is saturated and the 
saturation class is the collection of all functions optimally approximated 
by the procedure. 
The concept of saturation class was first introduced into 
approximation theory by J, Favard in 1949. 
DEFINITION 1.8.1. SATURATION. Let f(x) be an integrable function on 
(-71, n) and periodic with period 2n and let its Fourier series be is 
[16] 
1 °Q 
Stk) = -ao + ^ (a|Coskx + b| sinkx) 
k=l 
Let us consider the family of linear operators. 
00 
k=0 
g,W^ = 0,l,2 (go(«) = ^) 
are summating functions. 
If there is a positive non-increasing function ^ (x) and a constant k 
of functions such that 
II f(x) - LM (f;x) \\ = o(</,(x)) 
if and only if f (x) is constant, and 
II f(x)-LM(f;x) II = o(^(x)) 
if and only if f (x) belongs to class k, then it is said to be that their 
method of approximation is saturated with the order ^ (x) and the class 
k. The function ^ (x) is then called an optimal degree of approximation. 
1.9 EXAMPLES OF LINEAR POSITIVE OPERATORS 
Here we list some linear positive operators which recently have 
been subjected to research. 
BERNSTEIN OPERATORS 1.9.1. For a function fin C[0,1] Bernstein 
polynomial of f of degree n is defined by 
[17] 
(1.9.1) 
where fn'\ PM= x^l-x)-
vky 
is a binomial distribution. 
BASKAKOVOPERATORS 1.9.2. Ttie operators U : C [0, coJ^C [0,oo] 
Basl<akov are defined by 
^n + k - l V X ^ ' / k ^ 
Vl + xy L„{f(t>,x}=. (1+xrx k=0 
SZASZ MIRAKYAN OPERA TORS 1.9.3. The operators 
Sn : C [0, oo] ^C [0, ooj are defined by 
(1.9.2) 
:^  k! Vn 
,(n=1,2, ;, (1.9.3) 
are linear positive operators. 
MEYER - KONIG AND ZELLER OPERA TORS 1.9.4. The Operators 
Ln : C [0, 1]^C [0, 1] are defined by 
k=o V y 1 + 1 ' 
(n=1, 2, 
• ) 
(1.9.4) 
Replacing (l-n)/l + 1 by (l-n)/1 and performing the substitution I = n +k 
Cheney and Sharma [10] obtained in 1964 the following. 
CHENEY- SHARMA OPERATORS 1.9.5. The operators defined by 
[18] 
M„{f(t>,x}.(i-xrxl 'n + k 
l=n 
X^f 
f k ' 
n + k. 
, n=1, 2, 3. 
(1.9.5) 
inspite of the slight modification these operators Mn are still called 
operators of Meyer-Koning and Zeller The right had members of (1.9.5) 
are called Bernstein power series. 
SCHURER OPERATORS 1.9.6. In 1962 Schurer [38] introduced the 
operators 
S„r-C 0,1 + •C[0,l] defined by 
k=0 V " 
where 
K.A^) = 
V k J 
( 1 - x ) - p-k 
(1.9.6) 
P is a non-negative integer 
In case P = 0, we have Bernstein operator (1.9.1). 
1.10 APPROXIMA TION BY BOREL EXPONENTIAL MEANS 
The problem of approximation of continuous function by finite -
Summability operators has been discussed by Alexits [1] Sahney and 
Goel [36] Holland et al [19], Wafi [40] etc. for the sake of completeness 
we state only their results. Alexits [1] in 1928 proved the following 
[19] 
theorem on the degree of approximation of functionf e Lip a, by (C, S) 
means of this its Fourier Series. 
THEOREM 1.10.1. If a periodic function f e Lip a for 0 < a < 1, the 
degree of approximation of the (C,S) - means of its Fourier Series for 
0<a<5<1is given by 
Max | t ^ ( x ) - f ( x ) | = o W 
0Sx<2;t \n J 
and forO <a<5<:1 ,is given by 
Max 
0 < X < 2ii 
t^ (x)-f(x) | = 0 ' logn ^  
where tj^^ are the (c, 5) - means of the partial sums of f 
Later on Sahney and Goel [36] and Holland et [19] extended 
theorem (1.10.1) for the degree of approximation to a function f by 
norlund means of its Fourier Series belonging to Lip a and C* [0, 2n:], 
the class of all continous function on [0, 27r], periodic of period 27t. 
THEOREM 1.10.2 SAHNEY ET AL [36]. the degree of approximation 
of a periodic function f with period 2n and belonging to Lip o, 0 < a < 1 
is given 
' 1 Max |T (x ) - f (x ) | = o — Y 
OSx S2ii Pn U k 1+a 
Where Tn (x) are the (N. Pn) - means of its Fourier Series for f provided 
the sequence {Pn} is positive and non increasing. 
[20] 
THEOREM 1.10.3. HOLLAND ET AL [36] .If a (t) is the modulus of 
continuity of f e C* [0, 2n], then the degree of approximation of f by 
norlund means of the Fourier Series off is given by 
Max | r „ ( t ) - f ( t ) | = o 
0 < X S 28 
1 " 
Pn t? 
P . CO 
K 
where Tn are the (N.Pn) - means of the f=ourier Series of f. Recently, 
Wafi [40] generalized the above results by replacing the operators 
(N.Pn) - means by matrix operators and proved the following theorem 
which includes theorem (1.10.1), (1.10.2) and (1.10.3) as special case. 
THEOREM 1.10.4. WAFI [40]. If {Da„,}\,„ is a non negative and non 
decreasing sequence and if co(t) is the modulus of continuity of f e C* 
[0,27t]. Then the degree of approximation of f by matrix-means of the 
Fourier Series is given by 
Max 
0 < x s 271 
t„(f;x)-f(x) | = 0 
Da„,„_k CO kj 
k=l K 
where tn (f;x) are the matrix-mean of the Fourier Series off and 
Dan,n-k = <^n,k ' « „ , k-\ • 
In Chapter (5) we determine the degree of approximation of Function or 
[21] 
infinite sumabilities operators viz. Bore! Exponential means using a 
wider class of functions Lip k (t) of which Lip a is the special case. 
CHAPTER 
THE DEGREE OF PPROXIMATION OF 
THE LEBESGYEINTERABLE FUNCTION 
BY THE GENERALIZED POLYNOMIALA 
[22] 
CHAPTER-2 
THE DEGREE OF APPROXIMATION OF THE LEBESGUE 
INTEGRABLE FUNCTION BY THE GENERALIZED POLYNOMIALS 
2.1 INTRODUCTION 
In 1902 Jensen [22], established the interesting, generalization of 
the binomial theorem as 
(x + y + na)" = £ x[x + ka]"-' [y + (n - k)a]"-", ..(2.1.1) 
which on substitution (n+r) torn, becomes 
k=0 
n + r (x + y + (n+r)a)"" = £ xix + ka]""' [y+ (n+ r -k ) a ] " " - \ 
(2.1.2) 
if weputy^ 1 -X (see also Cheney and Sharma) [9] we obtain 
= z ^ x[x + ka]'- '[l-x + (n + r-k)a]" 
+r-k 
k=0 [l + (n + r)a]"^ (2.1.3) 
Thus setting 
Pr,r.k{^;^) = 
n^ + r^ l x[x + kg]'"' [l - x + (n + r - k)a] ""^ -'' 
V k J [l + (n + r)a]""^ (2.1.4). 
we have 
[23] 
fi-rr 
E Pnr ,k(x;a) = 1 - (2.1.5) 
k=0 
Now we use (2.1.4) to define a Kantorowitch type polynomial called 
generalized polynomial A"nr(f;x) off(x) on 
integrable function in Li-norm as 
0,1+- for Lebesgue 
A\.(f;x)= (n + r + l ) g f {^27 ' ^ ^ t)^^ ] P-,. (x;a), (2.1.6) 
k=0 
where P„,k (x;a) is same as defined in (2.1.4). 
We can also have the following relation on substituting (n+r) for n 
in equations (1.7.8) and (1.7.9) of Chapter- I 
^(l,n + r,x,y) = j j e'' [x + y+ (n+r)a + ta]"^^ d^ (2.1.7) 
and 
5(2,n+r,x,y) = f e ' dt J e ' ds [x + y + (n + r)a+ ta + sa]" ' 
[+ (n + r)a^ s[x + y + (n + r)a + ta + sa]" 
(2.1.8) 
+r-l 
// we put r = 0, we have again the following polynomials of degree < n 
for Lebesgue integriable function in Li - norm 
^V(f;x) . (n+lE r t t r ^ W ^ ^ l P"^ .^ (^ '«) ^2.19j 
k=0 "-
[24] 
where 
( . fn^ xFx + ka]"-'[l-x + (n-k)a]"-' /o ^ xn^  
P„r,k(x;a) = , -^ W T^ ^ , (2.1.10) [1 + n aj vky 
and in particular if we put a = 0 our polynomials (2.19) reduces to the 
modified Bernstein polynomials (1.4.4). 
2.2 ESTIMATE OF THE ORDER AND DEGREE OF 
APPROXIMATION OF GENERALIZED POLYNOMIALS 
The Problem of determining the order and degree of 
approximation by Bernstein Polynomials has been consider by 
Bernstein [4], Popoviciu [35], and Lorentz [27], their respective results 
are as follows: 
THEOREM 2.2.1. For a function f (x) bounded on [0, 1] the relation 
Urn B„(x) = f(x) 
holds at each point of continuity x of f 'and the relation holds uniformly 
on [0, 1], iff(x) is continuous on this inten/al. 
THEOREM 2.2 2. If f(x) is continuous and w (S) the modulus of 
continuity of f (x), then 
[25] 
|/(x)-B„(x)| < ^ w ( n - ) 
THEOREM 2.2.3. Ifwi (S) is modulus of continuity of f '(x), ttien 
|f(x)-B„(x)| < ^ n - w,(n--). 
Ttie purpose of this cliapter is to extend the results of Bernstien [4] 
Popoviciu [35] and Lorentz [27] by our newly defined generalized 
polynomials (2.1.5) for Lebesgue integrable function in Li-norm: Infact 
our results are follows: 
THEOREM 2.2.4. If Lebesgue integrable function f (x) is bounded on 
0,1 + -
n 
then for 0 < a = Onr = o 1 
n + ry 
the relations 
A"„r(f;x)-f(x) I < e 
holds at each point of continuity off(x), and the relation holds uniformly 
on 0,1 + 
n 
, iff(x) continuous on this inten/al. 
THEOREM 2.2.5. If f (x) is continuous Lebesgue integrable function on 
0,1 + 
n 
and w (S) is the modulus of continuity of f (x), then for 
a = a „ = o , we have 
[26] 
A''„r(f;x)-f(x)| < - w 
V ( n ^ 
THEOREM 2.2.6. If f (x) is continuous Lebesgue integrable function on 
0 , 1 + -
n 
such that its first derivative is bounded and Wi(S) is the 
modulus of continuity off '(x), for a = a„^ = o f 1 ^ 
\n + r) 
i/i/e have 
^ " n r ( f ; x ) - f ( x ) I < - , / . W 
4 VCtTTt^ lV(nT7) + 0 n + r 
LEMMAS. We need the following Lemmas for the proof of our results. 
LEMMA 2.2.2. for all values ofx, we have 
k=0 1 + a 
PROOF. We have 
n+r n+r ^ j ^ ^ j-A 
Z k P n r , k ( x ; a ) = Z '^ K 
k=0 k=0 \ '^ J 
X [x + kg] *" ' [l - X + (n + r - k)a] 
[l + (n + r)a]""' 
n+r-k 
(n + r)x 
[l + (n + r)a] 
I I T I 
— y 
n+r Z . ^ 
n + r - 1 
k - 1 
[x + ka]'- ' [ l - x + (n + r -k )a ] " +r-k 
[27] 
(n + r)x "^-' Tn + r - l 
[l + (n + r)a]"^ ^ ;^ [ i^ ; 
- H - l [x + ^ a + a]^ [ l - x + (n + r - ^ - l ) a ] " " " ' 
"^ ^'^ s(l,n + r-l;x + a,l-x)by Chapter - 1 (1.7.3)using 
[l + ( n + r ) a r 
equation (2.1.7), we have 
, ( " ^ t , r e - ' [ l + (n+r)a + t a ] — dt 
[l + (n + r)a]"" -"o I v ^ j 
( n + r ) x p , „+r_l . . r, , / , \ l n + r 
(n + r)) 
[l + (n+r)a]"^ j ; ; [ ^ ] " (i.u)"-du -^-("^^ a 
rt Jo du 
(n + r)x 
a Jo 
du 
(n + r)x r« -" , . a 
1+a r Jo e du 1 + a 
(n + r)x f°" -" , . u 
= ~ — e du , and hence 
1 + a Jo 
i i - r i 
E '^Pnr.k(x;a) < 
k=0 
(n + r)x 
1 + a 
Which completes proof of Lemma (2.2.1). 
[28] 
LEMMA 2.2.2. For all values ofx, we have 
n-rr 
X k(k-l)P„,.,(x;a) < (n + r)(n + r- l )x 
*=o 
X + 2a (n + r - 2)a 2 ^ 
(l + 2a)' (l + 3a)' 
LEMMA 2.2.3. For all values ofx 0,1 + 
n 
,and for a =anr = 
0 
^ 1 ^ 
Vn + r ; 
, we have 
I \ xi^ r f k +l/n+r+l / -.-, 
(n + r + l ) y f ( t -x) 'd t 
k=0 
P„a(x;a) < ^ ^ (n + r) 
PROOF. We have 
( \ ^—1 f K +i/n+r+i / \-) / \ 
" + r + l ) S J ^ _ , (t-x)^dt P„,,(x;a) 
k=0 •- -1 
= 1 
k=0 
2 2kx + x k ' + k 
X + - — + -n + r + 1 (n + r + l)^  3(n + r + l)^  Pnr,k(x;a) 
< x ^ - (« + r + l) 
2{n + r)x 
\+a 
2 ^ 
•+x + (n + r + if 
[n + r){n + r-l)x\ -+^ ^ 
1(1+ 2«)' {l + 3ay 
2{n + r)x 
l + a 
3{n + r + iy 
By Lemma (2.2.1) and (2.2.2) 
[29] 
< (n+r) (l + a)(l + 2a)'(l + 3a)' 
[ x ( l -x )+a{x( l -x ) (2 (n + r) + 9)+x} 
+ a ' {x ( l -x ) ( l7 (n + r)+23) + 9x }+a' [x(l-x)(57(n + r)-13)+7(n + r)x' 
+ x(5(n + r) '+35) 
+a'{x(l-x)(96(n + r)-144)+86(n + r)x'+x(65-12(n + r))} 
+ a5 {x(\-x)(54(n+r)-2\6)+162(n + r y +x(4(n+ry - \ 2 (n+T)+46)j 
+ a6 {- 108x(l-x)+108 (n + r)x^)]+ 
3(n + r)^ 
-< 
x( l -x ) 
(n + r) ' for a = a „ = o U + r, and large (n+r). 
Which completes the proof of Lemma (2.2.3). 
PROOF OF THEOREM 2.2.4. If the function f (x) is bounded, say \f (x)\ 
< M in 0 <x < 1 + - , and x a point of continuity, for a given e> Owe 
n 
can find a S> 0 such that \x-x'\< Simplies 
\f(x)-f(x')\ < - ,we have 
n+r r 
,M„; ( f ;x ) - f (x ) | = (n + r + l) £ j 
k=0 
•k +I/n+r+l 
' k/n+r+1 
f(t)-f(x) I dt P„,,(x;a), 
= ("^ '-^ O Z J £2'" I f(t)-f(x) I dt 1 P^ ,(x;a) 
|t-x|<5 L 
+ (n+r + l) 2 ; [ i ; ; ; ; 7 l f(t)-f(x) l dt ] P„,,(x;a) 
|t-x|>6'- J 
= li + h (say). (2.2.1) 
[30] 
First we now estimate ii 
/, = (n + r + l ) X \ C " r | f ( t ) - f W l d t l P„,,(x;a) 
lt-x|<8 
|l-x|<S 
fc / \ «—1 (• K+l/n+r+i / \ 1 1 ,, 
< - (n + r +1) ^ j , ,„^ ^^ , dt P„,, (x; a) by hypothesis 
.(2.2.2) 
Now we evaluate (h) 
I, = (n + r + l) X 
|t-x|a8 
(•k +l/n+r+l / \ / \ n / \ 
L._ , | f(0-fWldt P„,(x;a) 
|t-x|a8 
" + ^ -^ 0 Z L ._ , dt P.,(x;a) 
iby hypothesis 
k=0 >-
n + r + l) 5-^ X j , „ . , , (1-^) dt P„,(x;a) 
since x{l-x) < -on [o,l]c 0,1 + and hence by Lemnria (2.2.3) 
we get 
2M8" 
4(n + r) (2.2.3) 
and hence (2.2.1), (2.2.2) and (2.2.3) gives us 
[31] 
A/[f;x]-f(x)| < 1 + M 
2 2(n + r)6' 
A / [ f ; x ] - f ( x ) | < e .(2.2.4) 
For if (n+r) is sufficiently large. Finally if f (x) is continuous in the whole 
interval 0,1 + -
n 
, then (2.2.4) holds with a S independent of x and 
therefore A"nr(f,x) -^f(x) uniformly. 
Which complete the proof of Theorem (2.2.4). 
PROOF OF THEOREM 2.2.5. For arbitrary x^, X2 in 0,1 + and a S> 
0, we denote k- I (xi, X2, S) the integer [ | x, - Xj | 8"' ], the difference 
[f (x|)-f (xj)] is then sum of (Ji+1) differences of f (x) on intervals of 
length less then 5, therefore 
f (x , ) - f (x , ) |< (^+l )w(5) . 
Thus is follows that 
M-4 f , x ) - f ( x ) 1 . ( n + r + l ) £ r £ ; r I f ( x ) - f ( t ) | d , l P„,(x;a), 
< (n + r + 1 ) | [ i " ' ; 7 ' | 1 + X(x,t,5)|dt] P„^,(x;a) 
[32] 
= (n + r + l)w8 
r "H fk+l/n+r+l 1 , , 
+1 {C--r'l^(''.'.6)l*}p.,(x;a) 
Jk/n+r+l 
= (n + r + l)w6 1 1 ^—1 I rk+l/n+r+l I , ^ 7 ^+S-'y f |x- t |d t P„,,(x;a) 
(n + r + l ) f^ ^Jk '"^ ' - ' •' """^ ^ 
< w8 
k=0 
s/nce x ( l - x ) < - of7 [o,l]c 0,1 + -
n 
and therefore by Lemma (2.2.3) 
We have 
| ^^ r ( f ,x ) - f (x ) | < w5 1+5" 
/ I \ 
v4(n + r)y 
for 5 = . , \Ne get a required result 
V(" + r) 
A " n r ( f , x ) - f ( x ) | < - W f 1 ^ 
l/Wj/c/7 complete the proof of Theorem (2.2.5). 
[33] 
2.3 THE APPROXIMA TION OF FUNCTION WITH GENERALIZED 
BERNSTEIN POLYNOMIAL 
Let f be a function continuous on [0,1].lfn is an integer greater than 1, 
kerei de Leuew [24] defines the n'" modified Bernstein Polynomial An,r of f, 
defined by 
n-l 
A , r = Z f ( n , r ) P „ , ( x ) , (3.2.1) 
r=l 
where, 
/ n,r) = n f 
^ ' J-l/2n 
- + t dt 
He has proved the following results: 
THEOREM 2.3.1. Let f be a continuous function defined on [0,1]. Let 
0<c<d<1 and suppose that for x e [c,d] and all h 
I f(x+h) + f(x-h) -2f(x) I < M\h\, 
then 
A„(f;x) - B„(f;x) \ = 0 
^nj 
uniformly on all interior subinten/als of [c, d]. 
THEOREM 2.3.2. Let f be a continuous function defined on [0,1], 
0<. a < b <. 1, then the following are equivalent.: 
[34] 
(i) I Bn (f; x) - f (x) \ = 0 - uniformly on all interior subinten/al of 
[a,b] 
(ii) I An (f;x) -f(x)\ = 0 - uniformly on all interior subinten/al of[a,b] 
LC Hsu [20] introduces a kind of polynomials of the form. For f(x) e[0,1]. 
He defines 
VnTt k=o V n y 
1- - - X 
Vn J 
(2.3.2) 
the Polynomial Pn(f; x) is just as simple as Bn (f; x). 
Moreover, it has in common with B„ (f; x), pecularity of using only the 
values f (k/n) (k = 0,1,2,... n) in its construction. For f(x) e L" (0,1) with p > 
1, we define 
n 
1 - fk 
^ 2 
L — - X k=0 In J 
k/n 
l f ( t ) dt, 
k- l 
(2.3.3) 
this is again a polynomial in x. 
L C. Hsu [20] establish a pair of theorem as follows: 
THEOREM 2.3.3. For a continuous function f(x) defined on [0,1] the 
relation 
Urn P„(f;x)=f(x) 
.(2.3.4) 
[35] 
holds uniformly on n <x<1-n, where n is arbitrary small fixed number with 
0<n<y2. 
THEOREM 2.3.4. The relation 
lim 
« - » 00 
j |S„(f;x)-f(x)r dx = 0 , .(2.3.5) 
is true for all f(x) e W (0,1), p > LLC. Hsu [20] also defines another type 
of polynomial. 
TA^;^) 
i n f V \ 
n k=o V,n J 
.-i-
n n / 
.(2.3.6) 
this is again a polynomial in x. 
He has proved another result, which satisfies as. 
THEOREM 2.3.5. Iff(x) is a real and continuous function defined on 
[0,1], thus the relation 
lim T„(f;x) = f(x) 
« —>• 00 
holds uniformly 
Later T.A. Azierov and H.Mansurov [02] has proved the following 
results. 
THEOREM 2.3.6. Iff(x) eC[0,1], thus 
P„(f;x)-f(x) | < 3 / 2 r 1 A CO 
vVny 
+-,0 < X < 1 , n > 1 where CD (h) be 
n 
the modulus of continuity off(x) and c is a constant independent ofn. 
[36] 
The order of approximation of ttieorem (2.3.3) establistied by theorem 
(2.3.6). 
From the above results, we conclude that the polynomials (2.3.1), 
(2.3.2), (2.3.3) and (2.3.6) approximate the function f(x) more closely than 
Bn(f;x). 
THEOREM 2.3.7. If f(x) eC [0,1] and f has a finite second derivative at x, 
o<x < 1, thus 
P„(f ;x)=f(x) + 0.5f "(x)-0.75f(x)" (2n)+0(l/n) , (n^«>) (2.3.7) 
To obtain the more accuracy of degree of approximation of function f(x) 
defined on [0,1] in comparison of the polynomial (2.3.1), (2.3.2), (2.3.3.) 
and (2.3.6). 
T.A. Aziarov and H. Mansurov [2] defines the polynomials. 
^„.(f;x) = - ^ S f 
(^a" k=0 
r\.\ 
Vn; 
X 
where 
a+2 a+2 
ro\ 
\o.J a 
they prove the several results. 
THEOREM 2.3.8. Iff(x) is a continuous function defined on [0,1], 
then relation 
[37] 
lim sup |P„„(f;x)-f(x)| = 0 
n ^ 0 0 0 < x < 1 
holds uniformly on the segment [0,1]. The order of approximation of 
theorem (2.3.8) established by theorem. 
THEOREM 2.3.9. If f(x) e C[0,1] and co (f; h) be the modulus of 
continuity of f(x), then 
I P„,a(f;x)-f(x) I < k,(a) (0 
where 
f 1 ^ k, k. 
V'n ' -
7 
k, (a) = 1 +— f y e"^ " dy and k2, ks are constant not depend on n. 
IT J a 1 
THEOREM 2.3.10. Let coo(S), be a fixed modulus of continuity and let 
C be the class of functions f(x) for which 
co{f;b) < (o(0;5) , 0 <6<1 
and if ^n , „ (x ;c j = Sup | |p„,„( f ;x)- f(x) || 
fee,,, 
then fOr all n > 1 
^n,«(x,Cj = - ^ X « o l ( k / n - x ) r [ l - ( k / n - x ) ° ] " ' + o f - ^ l . 
^ a " k=0 Vn V 
[38] 
From the relation (2.3.4), (2.3.7) and forf e C^ where C^  be the class of 
functions having second derivatives. Aziarov proved the following 
asymptotic formula 
/'„,(f;x)= f(x) + i : M z l : ^ + 0 ( l / n ) 
4n 
ifP''.2{f;x)=-^ P„,if;x) then 
8«-3 
P..2{f;x)= f(x)+^^^+0(l/n) 
and in general case, he consider 
P„,a(f;x) Pn,2(f;x) = 
1 - ^ n - P 
2a^  
Then he proved the following result: 
THEOREM 2.3.11. LetfeC^ and a > '^^^~^'. Then, 
2 
p„4f;x) = f(x) + I ^ ^ ^ ^ + 0 f - i 
J 
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CHAPTER - 3 
ON THE DEGREE OF APPROXIMATION OF CONTINUOUS 
FUNCTION AND DERIVATIVES BY THE BERNSTEIN POLYNOMIALS 
3.1 INTRODUCTION 
Let f(x) be a function defined on tiie interval [0,1J. Ifn is a positive 
integer and /c is an integer sucfi that 0<l<<n. The binomial coefficient 
defined is 
n\ 
k\{n-k) 
The polynomial 
5„(f;X) = B„(X)= i ; f " l x M l - ^ ) " " f f - l (^-^V 
k=0 vky 
is called the Bernstein Polynomial of order n of the function f(x). Clearly 
this is a positive linear operator which maps C (0,1) into itself, by the 
binomial formula. 
5„(e;x) = l P „ . ( x ) = l , (3.1.2) 
k=0 
Where P„,,(x) ^ M x " ( l -x)"-^ (3.1.3) 
>AA7c//7eA7ce||Bnll = 1, for n =0,1,2, 
we differentiating (3.1.2) with respect to x, and we get 
^n^ 
k=0 
X [kx- ( l - x ) " - ^ - ( n - k ) x ^ ( l - x ) " k-l = 0 
v^y 
or 
Multiplying (3.1.4) both side byx (1-x), we have 
from (3.1.3) and (3.1.5) we get 
± P„,,(x)(k-nx) =0 
k=0 
or 
ZP„,k(x) = n x X P„,(x) 
k=0 k=0 
= nx .1 
differentiating (3.1.5) with respect to x,and we get 
[40] 
^n^ 
k=o y^J 
X x - ( l - x ) - - ' ( k - n x ) = 0 . (3.1.4) 
^n^ 
k=0 
X x n i - x r ( k - n x ) = 0, 
v^y 
.(3.1.5) 
= n X , .(3.1.6) 
J r ) [-nx^ ( 1 - x ) - +x^-' (1-x)"-^-' (k-nx)^ 
k=o vky 
= 0, (3.1.7) 
apply (3.1.2) and (3.1.7) and we get 
^n^ 
k=0 \ k 
( I x ' - ' ( l - x ) " - " ( k - n x ) ^ = n 
or 
| ;P„,(x)(k ' -2nkx + n'x^) = nx(l-x) 
*=0 
or 
£ k ^ P „ , - 2 n x X kPn,. +n^x^ XP„, ,(X) = nx(l-x), 
i=0 k=0 k=0 
from (3.1.6 and(3.1.2)), we get 
^ k'P„,-2nx.nx + n'x^l = nx(l-x) 
k=0 
or 
[41] 
^n^ 
k=o V k 
I x^(l-xr(k-nx)^=nx(l-x), .(3.1.8) 
Xk^Pn,k = n^x^+nx(l-x), 
k=0 
.(3.1.9) 
useful in connection witfi Bernstein Polynomials are tfie sums 
7;,(x) = X(k-nx)^P„,,(x), r=0,l,. .(3.1.10) 
k=0 
Put r = o in (3.1.10) 
Tjx) = I P.k(x)=l. from 3.1.2 .(3.1.11) 
k=0 
Forn =1 
TM = i(k-nx) P„,,(x) 
k=0 
[42] 
II n 
= E '^Pn,k(x)-nx^p„,(x) 
k=0 k=0 
nx~nx 
0 . 
(from (3.1.2) and (3.1.4) 
(3,1.12) 
Forn = 2 
T„,(x) = X (k-nx)^ P„,,(x) 
k=0 
= X (k^-2knx + n^x^)p„,,(x) 
k=0 
= Z k^p„,,(x)-2nxX kp„,,(x)+n^x^X P.k W 
k=0 k=0 k=0 
= n^x^+nx (l-x)-2nx.nx+n^x^ 
(from (3.1.9) (3.1.4) & (3.1.2) 
= nx(l-x), (3.1.13) 
we find the value Tn,r for r>2, it is convenient to use ttie recurrence 
relation 
T„,,„ = x(l-x) [ T n , + n r V , ] , r>l .(3.1.14) 
Which follows from the fact that 
^n^ 
dx vky 
P„,k(x)= [ k x - ( l - x ) - - ( n - k ) ( l - x ) — x' 
-z ^ P„-k[k(l-x)-(n-k)x] 
x(l-x) 
[43] 
k - n x / >. 
P„,kW. x( l -x ) 
From(3.1.11), (3,1.12), (3.1.13), and (3.1.14) and we have 
T„,o=l, T„,,=0, T„,,=nX 
T„3 = X ( T ' „ , + 2 n T„,,) 
= X{n{\-2x)+0] 
= n (1-2x) X 
Tn,4 = X(1-X) [Tn,3 + 3nTn,2] 
= X[ n(1-2x)^- 2nx (1-x) + 3n^X ] 
= 3n^X^ - 2nX^ + nX (1-2x / 
Where X = x (1-x). 
It is to see- that f(x) is continuous, then at large value of n Bernstein 
polynomial differs very little from f(x). In fact, we have already seen that 
n 
in the sum ^ P„,k (x)- those terms for k/n is different from x play no roll 
k=0 
at all. This holds also for the polynomial Bn (f; x). Since the factors f 
(k/n) are bounded. Therefore, the only terms of essential importance in 
the polynomial Bn (x) are those for which k/n is very closed to x. But for 
such terms the factor f (k/n) hardly differs from f (x). This means that the 
polynomial Bn (x) remains almost unchanged if f (k/n) is replaced in its 
terms by f (x). In other words, the following approximate equality holds. 
[44] 
5„(f;x)«2:fwfrVHi-xr 
k=0 vky 
= f(x). from (3.1.2) 
3.2 THE APPROXIMA TIO^OF MODULUS OF CONTINUOUS 
FUNCTION BY THE BERNSTEIN POLYNOMIAL 
The degree of approximation of a function f(x), a < x < b by 
polynomials may be simply described in terms of its modulus of 
continuity co(S) ~ co(f, S). 
The degree of approximation of a function by arbitrary 
polynomials is given by the theorems ofD. Jackson (see Jackson [21]. 
THEOREM 2.2.1. If a (S) is the modulus of continuity of f(x), 0<x<1, 
the for each n, there is a polynomial Pn(x) of degree <n, such 
that 
\f(x)-Pn(x)l < C o ) 
Vn; 
where C is an absolute constant. 
THEOREM 3.2.2. If f (x) has a continuous p'" derivative f^^^x) in [0,1] 
with modulus of continuity (JOp(S) then for each n>p, there is a polynomial 
Pn(x) of degree < n for which 
\f(x)-Pn(X)\ < C n-Po)^ 
^n; 
[45] 
Cp is an again absolute constant. 
We shall see that the approximation is generally not as good as in 
the case of arbitrary polynomials Pn(x). 
Now we have the following estimate for the goodness of 
the approximation. 
THEOREM 3.2.3. (T. Popoviciu) [35] If f(x) is continuous and co (S) is 
the modulus of continuity off(x), then 
lf(x)-Bn(x)\ < 5/4 o)(n'^^) 
holds for an arbitrary natural number n, 
Lu, Wen-cin [30] established the more precise estimate 
|f(x)-B„(x)| < l ^ i l \ 
16 {nj 
Later, Moldovan [34] established the more precise estimation 
comparison of the estimate ofLu, Wen-cin.[30]. 
THEOREM 3.2.4. Let f(x) e c [0,1], Bn(f;x) be its Bernstein 
Polynomial, co (h) be the modulus of continuity of f(x), then the 
inequality 
\f(x)-Bn(f;x) I <(1+S) J-] , (3.2.1) 
[46] 
with 8=0.093785 holds for an arbitrary natural no. n Later P.C. Sikhema 
[39] has proved the following estimate which is more precise estimation 
in comparison of (3.2.1). 
THEOREM 3.2.5. Let f (x) be real valued and continuous function on 
[0,1]. Let CO (5) be its modulus of continuity. Let Bn(f;x) be its Bernstein 
Polynomial then 
Max |f(x)-B„(f;x)| < K CO 
OSxSl 
rr\ 
v"y 
„„ ^ 4306+837 r6 
When K = = 1.0896776. 
5832 
Holds for an arbitrary natural no.,, n. 
G.M. Mirakjan [33] established a general expression of the 
approximation of function by Bernstein Polynomial. 
THEOREM 3.2.6. Let f (x) e C [0,1], co(5) be its modulus of 
continuity, and Bn(f;x) be its Bernstein Polynomial then 
lyiax | f(x)-B„(f;x) | < 
r a + 1 
1 + V^ 2 a/2 
CO 
4^. 
holds for arbitrary a>1. 
Corollary 3.2.1. If (x) e Lipm"and B„(f;x) be its Bernstein 
polynomial, then 
[47] 
f(x)-B„(f;x) I < 3/2 M 
3.3 ON THE SIMULTANEOUS APPROXIMATION THE OF 
FUNCTIONAND DERIVATIVES 
In contrast to other modes of approximation - in particular to 
Tschebyscfieff or best uniform approximation. 
The Bernstein polynomials yield smooth approximates. If the 
approximated function is differentiable, not only do we have 
5„(f;x)^f(x), but B „ ( f ; x ) ^ f ' ( x ) . 
A corresponding statement is true for higher derivatives. 
LEMMA 3.3.1. Letp >0 be an integer, then 
^ ^ ^/n^ 
n! — v" + Py vty 
x ' ( l -x ) " -
PROOF. Leibnitz formula is 
{uvr^ = X iL ^p^ 
J=o 
u J v P - J 
iJ 
(3.3.1) 
Apply (3.4.1) in (3.1.1), we have 
<(f;x)=I f 
n + P f j . ^ /n J-n.\ 
k=0 v" + Py 
n +p 
(3.3.2) 
Now, we have 
[48] 
^ ^ ( k - j ) ! 
And 
[(l-x)"""-' 
- . (-l)-(n + p-k)! f"".)""V k-J^n, 
(n + j - k j ! 
Therefore (3.4.2) becomes 
n+p p_ 
Brp(f;x) = Z X f 
k=o j=o I, n + P 
0 < k - j S n 
(n + p)! 
k ! ( n + p - k ) ! 
UJ (k-j)!^ ^ (n + j -k) ^ ^ 
n+p p 
k=0 j=0 
0 < k - j S n 
r 1. ^ 
Vn + P. 
(n + p ) ! ^P^ 
( k - j ) ! ( n + j - k ) ! U (-1)"-^ x"-^  (l-x)"^^-'' 
Putk-j = tand0<t<n, j = 0, 1,2 ,p 
<(f;x) = (n + p)!^ ' ' V"^""' t (-1)"^  
t=o I ! V" ~ V • j=o 
^"\fl±J^ P 
n + p 
therefore, we get the result 
t=0 n + p ; vty 
X' ( l - x ) " - . 
(3.3.3) 
Where 
[49] 
A" y . = Yu 
A' Yk = Yk.i - Yk 
A ' Yk = Yk.2 -2Yk.i +Yk 
A ' Yk = Yk+3 -3Yk.2 +3Yk+i-Yi 
^n^ 
In general 
A"Yk = Z (-1)"' „ .k« 
r=0 
THEOREM3.3.2. Let f (X) eCPfO, 1], then limBi'')(f;x) = f^'^{x) 
uniformly on [0, 1] 
PROOF. (See Davis [12], on page 113-114) 
3.4 THE APPROXIMATION OF FUNCTION HAVE THE 
CONTINUOUS DERIVATIVES ON THE INTERVAL [0,1] 
BY BERNSTEIN POLYNOMIAL 
Now we discuss the approximation of the function f(x) which have 
a continuous derivative f(x) on [0,1]. 
THEOREM 3.4.1. If Q>, (S) is the modulus of continuity of f '(x) and 
Bn(f;x) be the Bernstein polynomial of the function f(x) defined on [0,1], 
then 
I f(x) - Bn(f;x) I < V4n''coi fn '^^. (3.4.1) 
Corollary 3.4.1. In particular, iff'(x) e Lip(1), then 
[50] 
\f(x)-Bn(f;x)\<c(1/n) (3.4.2) 
or 
o(1/n) 
holds uniformly in x, 0<x<1. 
Furthermore, this last estimate O (1/n) can not be improved by 
assuming the existence of the second or higher derivative of f(x), and 
then there is problem that 
I f(x)-Bn(f;x) I = 0(1/n) (3.4.3) 
can never be true, except iff(x) is a linear function. 
Therefore, it is conjecture that the equality (3.3.3) is only true 
when f(x) is a linear function. 
THEOREM 3.4.2. Let f(x; be bounded in [0,1], and has a finite second 
derivative f'(x) at a certain point XQ S [0, 1] then E. V. Voronovskaya 
shows that 
5„(f;Xo) = f(xo)+^^Xo(l-xJ+Pi^ (3.4. 
2n 
where Pn tends to zero asn ^ao 
(Which is known as Asymptotic formula) 
PROOF. Letf(x) be (n+1) times differentiable atx = XQ, then 
4) 
[51] 
f(x) = f ( x J + f ( x , ) ( x - x J + : ^ : & i ^ P ^ + S ( x ) ( x - x „ ) ^ 
where .(3.4.5) 
lim S(x) = 0 
Putx = k/n in (3.3.5), we get 
2 \n 
^n^ 
/ ^ ^ 
\^J .n J 
..(3.46). 
Multiplying both sides of (3.3.6) by x^' (l - Xo)""' and taking the sum 
vky 
from k = 0 to k = n, we get 
^n^ 
k=0 
B „ ( f ; x o ) = f ( x „ ) 2 : ' x / ( l - x J - + i A i l ^ X (k-nXo)P„.(x„) 
v^y n k=o 
+ A - f ' ( x o ) I (k-nXo)^p„,(xJ + X S -2« k=0 k=o in. 
- x . 
Vn 
Xo' (l-Xo)"" 
(3.4.7) 
(using (3.1.1).,. & (3.1.2) 
2n S In; - - X ( vn 
x\{i-x,y-
using (3.1.2,), (3.1.4 )& 3.1.6). 
Designate the third term in (3.4.7) by S. Let e > 0 be given, we 
can find n sufficiently large that | x - x J < —r- implies 
[52] 
\S(x)\< e. 
Hence, 
S\< I IS 
fk^ , fk 
,k . -1/4 \^J 
I—x„|<n 
G"^") 0^0^ (^-^»)"^ 
y |S(k/n)| f^-XoTMxo^ (l-Xo)"-^ 
SI < e t ^ ( k - n x j M x ; ( l - x „ r + M X r J x o ^ O - o ) " - ^ 
Where, M = Sup s(x) (x-Xo)' 
OSx<l 
(using (3.1.6) 
It follows from (3.4.7) that 
l « [B„ ( f ;x„ ) - f (x J ] -^^^ f i ^ f (xo ) | =|nSl <eXo(l-Xo) + -Mc .3/2 
since e is arbitrary, we get result. 
Because of (3.3.4), it has been conjectured earlier that a 
continuous function f defined on [0, 1] can satisfy 
\ Bn (f;x) - f (X) \ = o(1/n) 
uniformly on some inten/al if f is linear on that interval 
.The following theorem establishes the validity of this 
conjecturewhich was proved by K.de Leuew [24] 
[53] 
THEOREM 3.4.3. Lett be a continuous function witti domain [0,1] 
and let 0 < a<b<1. Tlien ttie following are equivalent. 
(i) I Bn(f;x) - f(x) I = 0(1/n) (3.4.8) 
uniformly on every interior sub-inten/al of[a,b]. 
(ii) On each interior sub-interval of [a,b], f has bounded second 
derivative in the following sense. 
If a < c < d< b, there is function h bounded and measurable in 
[c,d], so that if 
h,{x) = j " h(t) dt , h,{x) = \l h, (t) dt, (3.4.9) 
where c<x <d, Then f and h2 differ by linear function on [c,d] If (i) hold 
and if in addition 
I f(x) - Bn (f;x) I = 0(1/n) 
at almost all points of [a, b], then f is linear in [a, b]. B. Bajsanki and 
R. Bojanic give a simple proof of the original conjecture. 
THEOREM 3.4.4. Iff is continuous on [0,1] and I Bn(f;x) - f(x) I = O (1/n) 
holds for all fixed x e (a, P), then fis linear function on [a, p] <r[0,1J. 
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CHAPTER - 4 
THE STUDY OF THE SOME INVERSE THEOREMS 
FOR THE BERNSTEIN KANTOROVITCH TYPE OPERATORS 
4.1 INTRODUCTION 
The most precise way of measuring the sharpness of direct 
estimates is by inverse theorems. An inverse theorem is a result which 
infers smoothness from the degree of approximation. 
Suppose A is the class of function and {Lp } is a sequence of 
linear positive operators for which the weal< asymptotic behaviour (E (A, 
l-n)} ~ (</>n) is known. This gives a direct estimates, i.e. feA implied 
II f -L„ f f j l j = 0 ^o{^,). 
This direct estimate can not be improved for the class A in the sense 
that (^n) can not be replaced by a sequence which tends to zero faster 
then (^n)-
A more exact relation between the smoothness and the degree of 
approximation occurs when we can show that \\f-Ln(f)\\ = o (^n) 
implies f eA. This is an inverse theorem for the class A. 
In order to analyse the exact relation between the smoothness 
and the degree of approximation, we need the direct and inverse 
[55] 
theorems for A to be given in terms ofttie some sequence {^rj 
ttierefore, wtien {E (A, U)} is known asymptotically, we must take (^n) ~ 
{E(A,Ln)}. 
Inverse theorem are generally much more difficult to obtain then 
the estimates for the approximation of class is of function. Infact, for a 
given class of functions A, it is not necessarily true that \\f-Ln(f)\\ = 
0 (E (A, Ln)) implies f e A. this is always the case for a proper sub class 
of the saturation class. 
For example, let { an } be the sequences of fejer operators and 
A = Lip 1, then (E (A, an)) ~ (h'^ log n). However, there are functions 
in S (an) which are approximated with order (n'^ log n) infact order 
(n^) but are not Lip 1. 
4.2 INVERSE THEOREMS FOR THE BERNSTEINTERATORS 
Inverse statements, which is the core of this chapter, are much 
more difficult to porve. A first theorem of this for Bernstein operators 
was given by lorentz [29]. 
THEOREM 4.2.1 Iff EC [0, 1], then 
U„ f(x)-f(x)| < m\^^^ ^^\ , (4.2.1 
\ n J 
,rC ^ i ^ 
[56] 
with a = 2 implies that f (x) exists^ on the unit interval and f e Lip2m (1, 
C[o,1]). This is named as saturation theorem for the Bernstein 
polynomials. 
In (1972) Berens and Lorentz (27). Offered two methods for the 
proof of inverse theorem. The first, elementary one, deals when 0 < a 
<1. They suggested that this method was applicable in more general 
situation but were not able to extend it to values 1 <a<2. 
In 1970, Devore [14] stated without proof that one can drive 
f e Lip (a + €, C [0, 1]), E>0 from (4.2.1) . 
The elementary approach for 0 < a < 1 is given in the following 
theorem. 
THEOREM 4.2.2. infeC[0, 1] is such that 
I Bnf(x) - f(x) I < M S\, ,(0<a<1). 
For some positive constant M, 
1 J X (1 - X H 
where S",^ = Max 
, n [ n 
then f belongs Lip (a, c [0, 1]) 
when 0 < a< 2, we have. 
THEOREM 4.2.3. Let 0 < a < 2 for an f ' e c [0, 1] the following 
statement are equivalent 
[57] 
(i) |B„f(x)-f(x)| < M, x(l-x) 
V n ; 
,0/2 
(ii) f€Lip(a,c[0,1]) 
(Hi) forO<a<1 :f e(a,c [0, 1]), 
for a = 1 :f eLip (1,c [0, 1]), 
fori <a<2:f ec'[0, 1 ], and 
reLip(a-1,c [0, 1]). 
NOTE.Lip' (a, c [ 0, 1J )is the zygmund class of function ttiat satisfy the 
relation. 
I f (x+t) - 2 f (x) + f (x-t) I < Cf\t\". 
In 1979 Becker [3] gave an elementary Proof of the inverse Theorem 
for the Bernstein. Operators as follows: 
THEOREM 4.2.4. for f e c[0, 1] and0<a<2, the condition Wz (fi, S) = 
0 (S)" is necessary and sufficient in order that for every n, for every 
xe[0,1] 
|B„f(x)-f(x)| <M li i iLl^l- , 
n 
here W2 (f, S) is the modulus of continuity of smoothness, and Bn is the 
n'" Bernstein Polynomial. 
[58] 
4.3 INVERSE THEOREMS FOR THE MODIFIEDBERNSTEIN 
POLYNOMIALS 
Ditzian and may [16] gave a local inverse result, that is a 
characterization of the class of the functions for which 
l|knf-f|lLp[a,b] = 0\^—j, 0<a< l , 
by considering the modulus of continuity of t from the rate of 
convergence of || k J - f HLPI.^ ] to zero, kn is the Kantorovitch operators 
(1.6.1). 
REMARK. The above resit is local, that is on a proper subinterval of 
[0, 1] and the results for [0, 1] are not known. 
THEOREM 4.3.1. (a). If f e L^ [o,1] 1 < p< oo, then f has the 
representation. 
If (n^1)\\knf-f\\p = o(1) 
(b) (n + 1)\\knf-f\\p = o(1) then fis constant. 
4.4 INVERSE THEOREMS FOfi THE COMBINATION OF A 
CLASS OF EXPONENTIAL TYPE OPERATORS 
May [32] obtained and on inverse theorem for the combination of 
class of exponential operators as defined onA<a<p<T<b< B the 
inverse Theorem is given by 
[59] 
THEOREM 4.4.1. || Sx (f, k, .) - f (.) \\c i a.b] = o (X"^) For 0 < a < 2 k, 
implies 
W2,(f,h,(a,fi)<)kh". 
Where W 2k is ttie 2k modules of continuity in [ a, bj. 
This result related 
\\SA(f,k,.)-f(.)\\c[a,b]. 
To smoothness in (a, ft) where [a, fi] c{a, b) and [a, b] c(o, 1). 
4.5 A GLOBAL INVERSE THEOREM FOR THE 
COMBINATIONS OF BERNSTEIN POLYNOMIALS 
In 1979 Ditzian [15] over come the difficulty caused by the 
singularity at 0 and 1, and obtained a result for the combination of 
Bernstein polynomials. 
THEOREM 4.5.1. for f G C [0,1], Bn (f, r-1,x) given 0< fS < 2 r The 
following are equivalent. 
(a) II Bn (f, r- 1, X) -f(x)\\ = O (n^), n -^co, 
(b) fe(C,A2r)fi, 
(C) Sup l ( l - x )^ h-^A;f(x) | <M 
hr < X < 1 - hr 
Where A^ f (x) = f x + - - f 
2 
x — 
I 2] 
[60] 
THEOREM 4.5.2. In theorem 4.5.1. A can be replaced by 
\\Bn(r)(f,x)-f(x)\\=o(n-^),n^<x> 
where 
B.UU) = S q(n) Bjf,x) 
i=o 
Satisfies 
(a) n = no< ni < n^ < kn 
(b) X |c,(n)|<c 
(K independent on n), 
(C independent on n), 
i=0 
(C) Z c . l n ) ^ ! 
i=0 
(d) Z c, (n) 
i=0 
=0, {P =0,1,2, (r-1)}. 
REMARK. It is obvious that 8„ (f, r-1, x) is a special case of Bn(r) (f,x) 
with d (n) = C, and ni = 2' n, 
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CHAPTER - 5 
THE DEGREE OF APPROXIMATION OF FUNCTION FOR 
INFINITE SUMMABIUTIES OPERATORS BASED ON THE 
POWER SERIES 
5.1 INTRODUCTION 
The Fourier Series of a continuous, 2 n - periodic function 
represents a uniformly converging expansion of this function. 
In this case the partial sums of the series will sen/e as 
approximates expressions of the function, since these partial sums are 
trigonometric polynomials, one can say that the Fourier Series is a 
source from which one obtained trigonometric polynomials representing 
the function with any degree of accuracy. 
Let f (x) be a 27: - periodic function integrable in the sense of 
Lebesgue over (-n, n) and let 
f(x) ~ -f lo+S (dn Cos nx + bn sin nx), (5.1.1.) 
2 H=o 
be its Fourier Series. 
CO 
Let {Sn} be a sequence of partial sums of the given series Y, c„ , 
then Borel exponential means of{Sn} is defined by (see Hardy [17] 
[62] 
m 
^ S S . ^ . (m>0). 
t:o n! 
The problem of approximation by trigonometric polynomials has been 
discussed in a Chapter by Alexits [1] in 1928 by considering the 
sequence of partial sums of (5.1.1). 
The following Theorem due to Alexits [1] is one of the well known 
results on the degree of approximation of a function f e Lip a(0< a <1). 
THEOREM 5.1.1 If a periodic function f e Lip a for (0 < a <1), then 
the degree of approximation of the [c, SJ means of its Fourier Series, 
forO< a< S<1, is given by 
Max I tP -f(x) 1 = 0 — , and forO<a<S<1, given by 
0 S X < 2 J I VnV 
Max I . « (x ) - f ( x ) I = ofJ5 i ! l l 
0 S x £ 2 ; t 1 1 ^ " ) 
where t^^ (x) are the (c, S) - means of the partial sum of (5.1.1). 
Later on, this result was generalized by several authors, e.g. 
Sahney and Goel [36], Holland et. al [19] to obtain the degree of 
approximation. To a function by Norlund means of its Fourier Series 
belonging to Lip a and c [c, 27t], respectively, their results may be 
started as follows: 
[63] 
THEOREM 5.1.2. ( Sahney and Goe [36]). sThe degree of 
approximation of a periodic function with period 2n: and belonging to 
Lip a; 0< a<1, is given by 
Max |T„(x)-f(x)| = o ~± 
Osxs2ff „ n ^i_i I , i+a 
Wiiere !„ (x) are ttie (N. PJ - means of the Fourier Series (5.1.1) 
provided the sequence {PrJ is positive and non- increasing. 
THEOREM 5.1.3. ( Holland et al [19] ) . If co (S) is the modulus of 
continuity of f e c [0, 2n:], then the degree of approximation of f by 
Norlund means of the Fourier Series off is given by 
Max lT„{t)-f(t)| = o 
0<li2iz —z — 
P" k:i k 
^ l ^ ^ 
where T„ (t) are the (N, Pn) - means of the Fourier Series of f. 
Holland et al [19] have shown that the theorem 5.1.3, reduces to 
Theorem 5.1.1, if we deal with Cesaro-means of order 6 and consider 
the function f e Lip a, 0 < a<1. 
in 1978 Wafi [40] has given the answer to one of the open 
problems imposed by Holland et al [19] and established an estimate for 
the degree of approximation by using a more general operators (matrix-
[64] 
means) of which (N, Pn) and (c, S) means are the special cases for the 
Fourier Series. His theorem may be stated as follows: 
THEOREM 5.1.4. If {Da„;, }\.„ is a non-negative and non decreasing 
sequence and if co (t) is the modulus of continuity offec [0, 27t]. Then 
the degree of approximation of f by matrix-means of the Fourier Series 
for f is given by 
Max | t „ ( f ;x ) - f (x) | = o ^ , 
Where tn (f; x) are the matrix-means of the Fourier Series for f and 
5.2 THE DEGREE OF APPROXIMATION OF FUNCTION BY 
BOREL EXPONENTIAL MEANS 
The main purpose of this section is to obtain the degree of 
approximation of function for infinite summability operators viz. Borel 
exponential means of the Fourier Series for wider class of function 
Lip k(t) is the special case. Our theorem as follows: 
THEOREM 5.2.1. If f (x) is 2n: periodic continous functions belonging to 
Lip k(t), and t^ix) is Borel's exponential means of{Sn (x)}, then 
Max l t , ( x ) - f ( x ) | = o (k (m-"^ ) ) , 
Provided K(t) satisfied the following 
[65] 
k(t) I f ^^ dt = o(k(m-)). 
PROOF. Let us write 
Sni^) = 2^0 " ^ Z [akCoskx + bkSinkx ]. 
k=l 
Then 
5„(x)-f(x) = - r [ f(x + t)+f(x-t)-2f(x) ] 
Sin n + 
S in - t 
2 
dt, 
and Borel exponential mean of {s„(x)-f(x)} will be given by 
-f" x-^ m 
^ Z ^ {S. (x) - f (x ) ) 
ti n! 
w/?eA7 is equal to 
tm (x) - f(x), i.e 
CO , _ _ n 
r j x ) - f ( x ) = e - X ^ { S „ ( x ) - f ( x ) } 
;T 
•" 9(t) 
0 1 
S in- t 
2 
CO « _ n 
-m ^  m" . f 1 1 
; y Sin n + - t 
i ^ n! [ 2 ) 
dt 
n Jo 
1 r " © ( t ) -m(l-Cost) _ . f 1 
' ^-^^^ e Sin - t + msint 
S in- t 
2 
flf? 
^"«^91; = \f^ + j 
Vm 
[66] 
n 
\f * j ; 
f 
cp(t) 
Sin - t + mSint 
2 
S in - t exp{m(l-Cost)} 
2 
dt 
Therefore 
L(x)-f(x)\ < -
vm 
|cp(t)| 
Sin- t 
2 
S in j - t + mSintl 
exp{ m (l - Cos t)} dt 
7t J' 
< - \J^ 
,x Sin-^  —t + mSint 
l9(t)l , U J 
Sin i t exp{m(l-Cost)} 
2 
= Ii + h . Say 
For evaluating Ii we notice ttiat 
.. Sin-^-t + mSint^ 
d t . i r , MIL 1^2 L „ 
"" ^ S in - t exp{m(l-Cost)} 
2 
/, = ^ U^ 
.. Sin<^-t + mSint 
I 9(t) I I [2 ^ 
S in l t exp{m(l-Cost)}' 
2 
dt 
TT Jo 
k(t) 
S in - t 
2 
d/ 
/ 1 
= o 
k(t) f^ ^ dt 
Jo t 
A/ex^  
[67] 
-IT J -1= 
.. Sin-^-t + mSint^ 
19(t) I I [2 J^ 
^ " ^ S in - t exp{m(l-Cost)} 
2 
d/ 
9(t)l 
"^  ^ S in - t 
2 
exp{-2mSin^t/2}d/ 
I r 1 (^^ )1 ^ j - A e x p ( - 2 m S i n ^ t / 2 ) | d t 
^ ^ 2mSints inl t ^ ^ ^ 
2 
_ ^ f" 1 l9(t) 
2m t^  at 
exp(-2mSin^t/2)l af? 
= o 
l<p(t) 
m 
- —exp(-2mSin't/2)l dt 
^ 1 ^ 
- o o ( k ( m - - ) ) o(m) o 1 1 - —{exp(-2mSin^t/2)} dt 
= o(k(m-)) o(l) 
>Ac/d Ii and h and we get 
Max | t j x ) - f ( x ) | = o(k(m->'0). 
0 S x < 2 ) i 
Which completes the Proof of Theorem 5.2.1. 
REMARK. The following corollary is derived from our theorem. 
Corollary. The degree of approximation of 2;r-periodic function 
[68] 
f 6 Lipa., 0 < a<1, by Borel exponential means of its Fourier Series 
is given by 
Max | t j x ) - f ( x ) | =o(m-« '0 . 
0SxS2ii 
Wliere tm (x) is Borel's exponential means of { Sn (x)}. 
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