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Let X be a (real) separable Banach space, let {V,} be a sequence of random 
elements in X, and let {ant} be a double array of real numbers such that 
lima,, ank = 0 for all k and xr-, 1 anL I < 1 for all n. Define S,, = 
If &:-, ank:(Vk - EV,). The convergence of {S,} to zero in probability is proved 
under conditions on the coordinates of a Schauder basis or on the dual space 
of X and conditions on the distributions of {V,}. Convergence with probability 
one for {S,,} is proved for separable normed linear spaces which satisfy Beck’s 
convexity condition with additional restrictions on {ant} but without distribution 
conditions for the random elements { Vk}. Finally, examples of arrays {a&}, spaces, 
and applications of these results are considered. 
1. INTRODUCTION AND PRELIMINARIES 
The recent consideration of a stochastic process as a random element in a 
function space (a random variable taking values in a function space) by Doob [3], 
Mann [6], Prohorov [lo], Billingsley [2], and others, has inspired the study 
of laws of large numbers for random elements in abstract spaces (see [8] for 
a summary of some of these results). At the same time, the extension of random 
variable results to random vectors in multivariate analysis problems led naturally 
to random elements. 
The results of Pruitt [l l] and Rohatgi [12] f  or weighted sums of independent 
random variables were extended to independent random elements in separable 
Banach spaces and certain FrCchet spaces by Padgett and Taylor [9]. In the 
present paper, the convergence in probability of weighted sums of random 
Received January 5, 1975; revised April 23, 1975. 
AMS (MOS) 1970 subject classifications: Primary 60B05, Secondary 6OG99. 
Key words and phrases: Random elements, Weighted sums, Convergence in probability 
and with probability one, Beck-convexity, Laws of large numbers, Normed linear spaces, 
and Schauder bases. 
434 
Copyright 0 1975 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
STOCHASTIC CONVERGENCE OF WEIGHTED SUMS 435 
elements is obtained under conditions! on the dual space or on the coordinates 
of Schauder bases. For example, having uncorrelated random variables in each 
coordinate of identically distributed (possibly infinite-dimensional) random 
vectors is shown to be sufficient for convergence in probability of the weighted 
sums. Also, it is shown that the assumption of identical distributions can be 
relaxed. In Section 2, results are given for classes of random elements which 
need not be identically distributed but which often occur in applications. The 
condition of identical distributions for convergence of weighted sums with 
probability one is also relaxed in Section 3 by considering Banach spaces which 
are convex in the sense of Beck [l]. However, while the results for spaces with 
Beck-convexity removes the requirement of identical distributions, it imposes 
an additional restriction on the weights. Examples of possible weights and 
applications of the results are considered in the Iast section of the paper. 
Throughout this paper X will denote a (real) separable normed linear space 
with norm 11 //, and (Q, s, P) will denote a probability space. A random element 
I’ in X is a measurable function (with respect to the smallest o-field generated 
by the open subsets of X) from Q into X. If h is a Bore1 function from X into 
another normed linear space Y, then h(V) is a random element in Y whenever V 
is a random element in X. Another useful property is that V is a random element 
in X if and only if f( I’) is a random variable for fe X*, where X* is the set 
of all continuous, linear functionals on X. An additional property that will 
be needed is that AI’ is a random element whenever A is a random variable 
and V is a random element. The definitions of identically distributed and 
independent random variables are the natural extensions of the definitions for 
random variables, while the Pettis integral will be used to define an expected 
value. That is, the random element V in X has expected value EVE X if 
f(EV) = EV( V)] for all fe X *. Finally, a random element V is said to be 
symmetric if there exists a measure-preserving function $ on Q such that 
P[Vor$ = -V] = 1. 
Recall that a Schauder basis [13, p. 861 for X is a sequence {b,J C X such that 
for each x E X there exists a unique sequence of scaIars (t,J satisfying 
A sequence of linear operators {U,> (called partial sum operators) can be defined 
onXby 
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for each x E X where fk is the kth coordinate functional for the basis {b,} such 
that fk(x) = t, . 
Let (unk : n >, 1, k 2 l} b e a double array of real numbers satisfying 
lim ank = 0 for each k, ?a+m (1.1) 
and 
for all n. (1.2) 
Various other conditions may be needed in examining the convergence of 
iI ‘nkVk (1.3) 
and will be specified when needed. One important sequence (alak) satisfying 
(1.1) and (1.2) is 
a 
I 
l/n for 1 < k < n, 
nk = 0 for k > n, 
since the convergence of the weighted sum in (1.3) will yield laws of large 
numbers. 
2. CONVERGENCE IN PROBABILITY 
In this section convergence in probability of the weighted sums of random 
elements is considered under coordinate conditions and dual space conditions. 
Specifically, Theorem 1 will show that convergence in probability in each 
coordinate of a Schauder basis for a Banach space is a necessary and sufficient 
condition for the weighted sums of random elements to converge in probability 
in the norm topology. Theorem 2 will show that convergence in probability 
in the weak linear topology of a separable normed linear space is also a necessary 
and sufficient condition for the convergence in probability in the norm topology. 
Theorems 3 and 4 relax the condition of identical distributions which is assumed 
in these results. 
THEOREM 1. Let X be a Banach space which has a Schauder basis {bi), let 
{a,&} be a sequence of constants sutisf$ng (1.1) and (1.2), and let {V,} be a sequence 
of identically distributed random elements in X such that E 11 V, 1) < co. For each 
coordinate functional fd , 
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in probability if and only if 
in probability. 
Proof. The necessity is obvious, and the sufficiency will be obtained by 
uniformly truncating (in probability) the random elements to finite-dimensional 
subspaces. Define Qt(x) = x - U,(x) for each x E X. Let E > 0 and 6 > 0 be 
given. 
For each positive integer t, 
& t kgl 1 ank 1 E 11 @(vk)ii < ; E 11 !i?t(v& (2-l) 
Since 11 Qt(VJI -+ 0 pointwise as t -+ co and II Qt(Vdl < II Qt II II VI II < 
cm + 1) II VI II f or some (basis) constant [7, p. 291, E 1) Q,(VJll - 0 as t + 00. 
Nso, It QtPJl - 0 as t -+ co. Thus, t can be chosen so that 
E II QtVJll -=c W and II QtP’dll < ~14. (2.2) 
Hence, for this t, 
from (2.1) and (2.2). Moreover, for this t, 
p [ ! I  f ank(vk - Ef,‘J (( > 61 
k4 
(2.3) 
438 TAYLOR AND PADGETT 
Thus, it follows from the convergence in probability for each coordinate 
functional fi that N can be chosen so that for all n > N, 
Theorem 1 provides a stronger result than the earlier results since coordinate 
independence for the embedded random elements in C[O, I] is not required. 
For example, if the identically distributed random elements (V,J are coordinate 
uncorrelated and if the condition that maxICk~~ 1 unk 1 -+ 0 as n --+ co is assumed 
as in [ll, 12, 91, then for E > 0, 
P 
maXISk& 1 %k 1 
= 
2 
Vd,fPJ < 6 
for sufficiently large n. Thus, by Theorem 1, 
in probability. Also, if the identically distributed random elements are coordinate 
independent for some Schauder basis, then max&& 1 unk j -+ 0 as n -+ 03 
will yield the convergence in probability of the weighted sums by Theorem 1 
and Pruitt’s [l 1, Theorem l] result for random variables. In addition, these 
results will hold for normed linear spaces which have Schauder bases such that 
the linear operators {V,} are uniformly bounded in norm. 
Theorem 2 will state a result for separable normed linear spaces. The dual 
space will replace the role of the coordinate functionals, and the proof is obtained 
by embedding the separable normed linear space isomorphically in C[O, I] 
(which has a Schauder basis) and by using Theorem 1. 
THEOREM 2. Let X be a separable normed linear space and let {V,} be a sequence 
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of identically distributed random elements in X such that E 11 V, /I < 03 and EVI 
exists. For each continuous linear functional f, 
il ankf WE - EVd ---t 0 
in probabihty if and only if 
Ii il andVk - Eh) II--t 0 
in probability. 
Weak laws of large numbers for random elements easily follow from these 
results as corollaries by considering particular sequences for (a,,}. The results 
do not hold if the condition of identical distributions is replaced by the condition 
of uniform boundedness in norm (see [8, Example 4.1.11). However, results can 
be obtained for classes of random elements which need not be identically 
distributed by using product sequences of random variables and random 
elements. These results will be given by Theorems 3 and 4 and are useful for 
applications in stochastic processes. 
THEOREM 3. Let X be a normed linear space which has a Schauder basis such 
that the norms of the partial sum operators {U,) are uniformly bounded. Let {V,,} 
be a sequence of identically distributed random elements in X such that E 11 VI 117 < co 
for some r > 1. Let {An} b e a sequence of random variables such that 
il 1 ank I[E 1 A, Irl(r-l)]+l)lr < r 
for every n where r is a positive constant and let E[A,VJ = EIA,VI] for each n. 
For each coordinate functional fi , 
iI ankfi(Akvk - W,VJ + 0 
in probability if and only if 
I/ i %(&Vk - -W&V4 (/ - 0 
k=l 
in probability. 
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Proof. Let B > 0 and 8 > 0 be given. For each t and n, 
< z k$l 1 ank I(E / A, Jr~+ll)+l)~r (E 11 Qt( V#)ll’ 
< $ (E II Qt(~JlY~~ 
Again, t can be chosen so that 
(E II Qt(~J’Y’ d Wr 
and 
Hence, for this t, 
p [II il %k(Akvk - Ei?lvll) (1 > ‘1 
(2.5) 
(2.6) 
(2.7) 
for all tl from (2.3, (2.6), and (2.7). The proof now follows from the convergence 
in probability for each coordinate. 1 
Similar to the proof of Theorem 2, the convergence of weighted sums of 
random elements which need not be identically distributed can be obtained for 
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separable normed linear spaces from Theorem 3. This result will be formally 
stated (without proof) in Theorem 4. 
THEOREM 4. Let X be a separable normed linear space and let {V,) be a 
sequence of identically distributed random elements in X such that E I/ VI II+ < co 
for some r > 1. Let {A,) be a sequence of random variables such that 
il 1 anK / E[1 A, /7/(7-1)](7-1)/~ < I’ 
for all n where r is a positive constant and let E[A,V,I = E[A,VJ for each n. 
For each continuous linear functional f 
tl ankf (&VI, - EIIAIVII) --+ O 
in probability if and only if 
11 5 a,dAkl/k - W4Vd 1) + 0 
k=l 
in probability. 
The embedding techniques which were used in the proofs of these results 
can also be used in obtaining similar results in certain types of FrCchet spaces. 
The results for FrCchet spaces are often more useful in applications since it 
is more interesting to consider continuous stochastic processes as random 
elements in the space of continuous functions on S, C[S], where S could be the 
space [0, co) instead of merely a compact Hausdorff space. 
The type of separable Frechet space to which these results easily extend has 
the property that the metric is given by the FrCchet combination of seminorms. 
Convergence in probability in the Frechet space is equivalent to convergence 
in each of the seminorms. Moreover, each seminormed space can be considered 
as a normed linear space by considering the set of all equivalence classes of 
elements [x], where two elements are equivalent if the seminorm of their 
difference is zero. Thus, convergence in probability is obtained in each of the 
seminormed spaces by Theorems 2 and 4, and hence convergence in probability 
is obtained for weighted sums of random elements in the FrCchet space. 
Two very important Frechet spaces of this type are the space of continuous 
functions on [0, oo), CIO, co), and the space of all real sequences, s. These two 
spaces will be considered in more detail in Section 4. 
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3. CONVERGENCE WITH PROBABILITY ONE IN BECK-CONVEX SPACES 
Many results for random variables fail to hold in infinite-dimensional spaces. 
This problem can be illustrated by considering R2 with the norm 11(x, y)ll = 
/ x 1 + 1 y 1 and R2 with its usual norm 11(x, y)ll = (x2 + y2)l12. Figures 1 and 2 
show the unit “circles” in each of the spaces and convex combinations of (1,O) 
and (0, 1). In Fig. 1 the convex combination (weighted sum) remains on the unit 
“circle”; however, in Fig. 2athe convex combination is inside the unit “circle.” 
FIGURE 1 
For finite-dimensional spaces, points must accumulate on the opposite side 
of the origin for each coordinate when one is considering independent random 
eIements with zero expected values. Hence, the convex combinations are inside 
the “circle” and convergence is obtained. However, this need not happen in 
an infinite-dimensional space, as can be illustrated by considering 
P= t (X~,X~,...):X,ER~~~CIX,I < ~0 I 
with the norm // x II = 2 1 x, 1. It is interesting and important to note that the 
results in Section 2 did hold even for the space P (thanks to the use of identical 
distributions). 
In this section convergence with probability one for the weighted sums of 
random elements will be obtained for spaces whose unit “circles” do not have 
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FIGURE 2 
the flat appearance of Fig. 1. This concept was introduced by Beck [l], who 
obtained strong laws of large numbers for independent (not necessarily identi- 
cally distributed) random elements with uniformly bounded variances for spaces 
which satisfied the convexity condition given in the following definition. 
DEFINITION. A normed linear space X is said to be Beck-convex if there 
exists a positive integer t and E > 0 such that for all x1 ,..., xt E X with 11 xi I/ < 1, 
1 <;<t, 
II &Xl It x2 * ... + Xt II < t(l - 4 
for some choice of + and - signs. 
The class of spaces which are Beck-convex was studied by Giesy [4]. All 
inner product spaces and uniformly convex normed linear spaces are Beck-convex. 
In addition, all finite-dimensional normed linear spaces and all P and L”, 
1 < p < cc, are Beck-convex. 
The strong laws of large numbers for Beck-convex spaces cannot readily 
be used for weighted sums of random elements because of the general weights 
alalc instead of l/n. However, by requiring that 
alale > 0 and 2 ank - n ,y>$n lank> 1 = 0, (3.1) k=l . . 
in addition to (1.1) and (1.2) of Section 1, the following theorem may be obtained. 
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THEOREM 5. If X is a separable normed linear space which is Beck-convex 
and if { V,,} is a sequence of independent random elements in X such that E V, = 0 
andElI VJT,<MforallnwhereM>Oandr > 1,then 
with probability one whenever the array {ask} satis$es (l.l), (1.2), (3.1), and 
ma$(k&{ank} = o(n-a)2 where 0 < l/(11 < r - 1. 
The proof of Theorem 5 will consist of three parts. In part (a) of the proof, 
the result is obtained for random elements which are symmetric and bounded 
by one. In part (b) of the proof, the condition of boundedness is replaced by the 
condition of uniformly bounded variances. In part (c), the condition of symmetry 
is removed. Let /3 11 V 11 denote the essential supremum of the random variable 
II VII- 
Proof of part (a). Let {V,} b e a sequence of independent, symmetric random 
elements such that 11 V, /I < 1 for each n, and let d, = minl~kg,{a,k}. Thus, 
(3.2) 
since nd,, < C” kil ank < 1 implies that d, < l/n. But, Lemma 7 of [l] provides 
that 
Moreover, I/ vk II < 1, for all k, yields 
- 4) 11 vkii 
I 
< limzup 5 (ank - d,) = 0. 
k=l 
(3.4) 
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Hence, from (3.2), (3.3), and (3.4) 
and part (a) of the proof is completed. 1 
Proof ofpart (b). Let (V,) b e a sequence of independent, symmetric random 
elements in X such that E 11 V, II7 < M for all n where M is a positive constant. 
Without loss of generality, it can be assumed that M = 1. Define 
Y, = v, and 2, = 0 if II Vn II < 9, 
Y, = 0 and 2, = v, if II V, II > 4, 
(3.5) 
where q is some arbitrary positive integer. Thus, (2,) and {Y,,} are sequences 
of independent, symmetric random elements with 11 Y, II < Q. Moreover, for 
each positive integer q, 
with probability one from part (a). For each IZ, 
E II 2, II = U/q)“’ EkP II -G Ill 
< (l/qP EN -G II’1 =G Ulq)T ECII Vn II’1 d WqY-l. 
Define the probability density function of a random variable Y by 
Then, for each (L > 0, 
if a<l, 
if a>l. 
Also, 
ELI Y I 1+(1/q tl+U/a) s$ = s 
w rdt 
- 
1 p4l/a) -==c * 
since l/a < Y - 1. For a 2 1, 
p[I 11 zk II - E 11 zk II I 2 U] < p[ii zk 11 >, Ul 
(3.6) 
(3.7) 
(3-g) 
(3.9) 
< EIIZkIlr < Ell ‘kll’ < ’ -P[I y/ >u] 
U’ U’ UT 
(3.10) 
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from (34, since [E/I 2, // - // Z, II > ] a is impossible for a 3 1. With (3.9) 
and (3.10), [12, Theorem 21 provides that 
il 4zk(ll Zk II - -a 2, II) + 0 (3.11) 
with probability one. Therefore, from (3.7) and (3.11) there exists a null set E 
such that for w 4 E and 6 > 0, N can be chosen so that for every n 2 N, 
allk /I zk(w)iI < f 
k=l k=l 
an& /I zk // + 8 < + + 8. 
Thus, 
Since Q and 8 were arbitrary, the proof of part (b) is completed. 1 
Part (c) of the proof of Theorem 5 removes the condition of symmetry from 
the random elements. This is accomplished by forming the probability space 
(Q x Q, 9 x 9, P x P) and following the steps of the proof for [ 1, Theorem 
lo]. However, to obtain the corresponding step, where 
for sufficiently large 12 and for all f E X* such that 11 f I] < 1 simultaneously, 
it is necessary to observe that conditions (1.1) and (3.1) imply that 
maxI$k(n 1 ank 1 -+ 0. For 1 < Y < 2, maxlGLGla = O(n-a) and 01 > 1 suffice. 
For r > 2, Chebyshev’s inequality yields the desired result. 
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4. EXAMPLES AND APPLICATIONS 
In this section, examples of sequences {ank} satisfying the conditions on the 
weights {a,,} which are given by (l.l), (1.2), and (3.1) are considered. Also, 
applications of the results for weighted sums of random elements in Sections 2 
and 3 are introduced. 
First, it is important to observe that the array defined by 
a l/n for 1 < k < n, nk = 0 for k>n (4-l) 
satisfies the conditions. Hence, Theorems l-5 provide laws of large numbers. 
There are many arrays which satisfy the required conditions and which are quite 
different from (4.1). For example, let j be a fixed positive integer, and define 
2 
T 
for k=l, 
a nk = n+j-2 
(n + j)(n +j  - 1) 
for 2<k<n+j, (4.2) 
0 for k>n+j. 
Note that 
f ank = 
2 
1 and that - 
k=l n+j 
Thus, conditions (1. l), (1.2), and (3.1) are satisfied. For another example, define 
for n > 2, 
nu-n)ln for k=l, 
n - &In 
a nk = n(n - 1) 
for 2 < k < n, (4.3) 
0 for k>n. 
Again, the conditions are satisfied since 
lb nlla = 1 
n-+m and iz [(n - tW),/(n - l)] = 1. 
The condition that max,~,~,{a,,} = O(n+) is inversely related to the 
absolute moments of the random elements. Recall that when for some Y > 1, 
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E 11 V, /I” < M for all n, then rnax,(,<,{a& must be O(n-m) for 0 < l/a < r - 1. 
Thus, if the third absolute moments of the independent random elements (V,} 
are uniformly bounded, then 0 < I/U < 2 implies that (Y > 4. Hence, for any 
a: > 4 and any array {Q} such that (1.1) (1.2), (3.1) and max,GkGn{u,,} = 
OW), 
with probability one when EVn = 0 for all n. Basically, the higher the powers 
of the absolute moments which are uniformly bounded, then the slower that 
max,<k~,{a,k} needs to go to zero in order to obtain the convergence results. 
If the random elements are essentially uniformly bounded, then the condition 
on the max,~,~,(a,,} can be omitted. 
In Section 2, results for certain FrCchet spaces were given. The following 
applications to stochastic processes will illustrate the usefulness of the results 
for weighted sums in FrCchet spaces. 
Let {Z,} be a sequence of separable Wiener processes on [0, co) such that 
the parameters {un2 = E[Z,2(l)]} h ave a uniform bound. With probability one, 
the sample paths are continuous, and hence, each process 2, can be regarded 
as a random element in the Frechet space C[O, co) of all real-valued continuous 
functions on [0, cc). A metric for CIO, co) can be defined as the FrCchet combina- 
tion of the countable family of seminorms 11 x 1/m = ~upa(~c~ 1 x(t)/ m = 1, 2,... . 
Moreover, each process can be expressed as Z,, = anV, , where {V,} are 
identically distributed random elements in C[O, co) and EZ, = E[u,V,] = 0 
for each II. For each array {a,,} satisfying (1.1) and (1.2), Theorem 3 can be 
applied. Hence, 
in probability for each positive integer m whenever 
n 
,c, %kfdZk) - o (4.4) 
in probability for each coordinate of some basis. For example, when the elements 
{Z,} are coordinate uncorrelated and maxI<&& 1 unk 1-0, then (4.4) holds. 
A sufficient condition for the {Z,} to be coordinate uncorrelated in CIO, to) is for 
Cov[zk(t) + zk(s); Zn(t) + zn(s)l = 0 
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for S, t E [0, co), and for all K # a or equivalently, 
COV[Z&) - -G(s), -uq - -G(s)l = 0 
for all S, t E [0, co) and for all K # R since P[Z,,(O) = 0] = 1 for all A. 
The FrCchet space of all sequences, s, is also very useful since all discrete 
parameter stochastic processes can be regarded as random elements ins. However, 
stronger results with convergence in the absolute sum of uniform convergence 
can be obtained by considering subspaces of s such as P, c (the space of all 
convergent sequences), and others. 
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