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a b s t r a c t
We introduce the concept of fixed point of N-order for mappings F : XN → X , where
N ≥ 2 and X is an ordered set endowed with a metric d. We establish fixed point results
for such mappings satisfying a given contractive condition. Presented theorems extend
and generalize the coupled fixed point results of Bhaskar and Lakshmikantham [T. Gnana
Bhaskar, V. Lakshmikantham, Fixed point theorems in partially ordered metric spaces and
applications, Nonlinear Anal. 65 (7) (2006) 1379–1393] and the tripled fixed point results
of Berinde and Borcut [V. Berinde, M. Borcut, Tripled fixed point theorems for contractive
type mappings in partially ordered metric spaces, Nonlinear Anal. 74 (2011) 4889–4897].
Some applications to integral equations and to matrix equations are also presented in this
work.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years there has been a growing interest in studying the existence of fixed points for contractive mappings
satisfying monotone properties in ordered metric spaces. This trend was initiated by Ran and Reurings in [1] where they
extended the Banach contraction principle in partially ordered sets with some applications to matrix equations. Ran and
Reurings’ fixed point theorem was further extended and refined by many authors, e.g. [2–11].
In [12], Bhaskar and Lakshmikantham introduced the concept of coupled fixed point for contractive operators F :
X × X → X satisfying the mixed monotone property, where X is a partially ordered metric space, and then established
some interesting coupled fixed point theorems. They also illustrated these important results by proving the existence and
uniqueness of the solution for a periodic boundary value problem.
Definition 1.1 (Bhaskar and Lakshmikantham [12]). Let (X,≼) be a partially ordered and F : X × X → X . We say that F has
the mixed monotone property if F(x1, x2) is monotone nondecreasing in x1 and is monotone non increasing in x2.
Definition 1.2 (Bhaskar and Lakshmikantham [12]).An element (x1, x2) ∈ X×X is called a coupled fixed point of F : X×X →
X if
x1 = F(x1, x2) and x2 = F(x2, x1).
We can now state the main results in [12].
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Theorem 1.1 (Bhaskar and Lakshmikantham [12]). Let (X,≼) be a partially ordered set and suppose there is a metric d on X
such that (X, d) is a complete metric space. Let F : X × X → X be a continuous mapping having the mixed monotone property.
Assume that there exists a k ∈ [0, 1) such that
d(F(x1, x2), F( y1, y2)) ≤ k2 [d(x1, y1)+ d(x2, y2)] (1.1)
for all x1 ≼ y1 and x2 ≽ y2. If there exists x(0)1 , x(0)2 ∈ X such that x(0)1 ≼ F(x(0)1 , x(0)2 ) and x(0)2 ≽ F(x(0)2 , x(0)1 ), then there exist
x1, x2 ∈ X such that
x1 = F(x1, x2) and x2 = F(x2, x1).
Theorem 1.2 (Bhaskar and Lakshmikantham [12]). Let (X,≼) be a partially ordered set and suppose there is a metric d on X
such that (X, d) is a complete metric space. Assume that X has the following property:
(i) If a nondecreasing sequence {x(q)} → x, then x(q) ≼ x for all q,
(ii) If a non increasing sequence {y(q)} → y, then y(q) ≽ y for all q.
Let F : X × X → X be a mapping having the mixed monotone property. Assume that there exists a k ∈ [0, 1) such that (1.1) is
satisfied for all x1 ≼ y1 and x2 ≽ y2. If there exists x(0)1 , x(0)2 ∈ X such that x(0)1 ≼ F(x(0)1 , x(0)2 ) and x(0)2 ≽ F(x(0)2 , x(0)1 ), then there
exist x1, x2 ∈ X such that
x1 = F(x1, x2) and x2 = F(x2, x1).
Many generalizations and extensions of Theorems 1.1 and 1.2 exist in the literature. For more details, we refer the reader
to [13–22]. In [14], Berinde and Borcut introduced the concept of tripled fixed point and established fixed point results for
mappings having a monotone property and satisfying a contractive condition in ordered metric spaces. We summarize in
the following the basic notions and results established in [14].
Definition 1.3 (Berinde and Borcut [14]). Let (X,≼) be a partially ordered set and F : X × X × X → X . We say that F has the
mixed monotone property if F(x1, x2, x3) is monotone nondecreasing in x1 and x3, and is monotone non increasing in x2.
Definition 1.4 (Berinde andBorcut [14]).Anelement (x1, x2, x3) ∈ X×X×X is called a tripled fixedpoint of F : X×X×X → X
if
F(x1, x2, x3) = x1, F(x2, x1, x2) = x2 and F(x3, x2, x1) = x3.
The main results obtained by Berinde and Borcut in [14] are the following.
Theorem 1.3 (Berinde and Borcut [14]). Let (X,≼) be a partially ordered set and suppose there is a metric d on X such that
(X, d) is a complete metric space. Let F : X × X × X → X be a continuous mapping having the mixed monotone property on X.
Assume that there exist the constants j, k, l ∈ [0, 1) with j+ k+ l < 1 for which
d(F(x1, x2, x3), F( y1, y2, y3)) ≤ jd(x1, y1)+ kd(x2, y2)+ ld(x3, y3), (1.2)
for all x1 ≽ y1, x2 ≼ y2, x3 ≽ y3. If there exist x(0)1 , x(0)2 , x(0)3 ∈ X such that x(0)1 ≼ F(x(0)1 , x(0)2 , x(0)3 ), x(0)2 ≽ F(x(0)2 , x(0)1 , x(0)2 ) and
x(0)3 ≼ F(x(0)3 , x(0)2 , x(0)1 ), then there exist x1, x2, x3 ∈ X such that
x1 = F(x1, x2, x3), x2 = F(x2, x1, x2) and x3 = F(x3, x2, x1).
Theorem 1.4 (Berinde and Borcut [14]). Let (X,≼) be a partially ordered set and suppose there is a metric d on X such that
(X, d) is a complete metric space. Assume that X has the following property:
(i) If a nondecreasing sequence {x(q)} → x, then x(q) ≼ x for all q,
(ii) If a non increasing sequence {y(q)} → y, then y(q) ≽ y for all q.
Let F : X × X × X → X be a mapping having the mixed monotone property on X. Assume that there exist the constants
j, k, l ∈ [0, 1) with j + k + l < 1 for which (1.2) is satisfied for all x1 ≽ y1, x2 ≼ y2, x3 ≽ y3. If there exist x(0)1 , x(0)2 , x(0)3 ∈ X
such that x(0)1 ≼ F(x(0)1 , x(0)2 , x(0)3 ), x(0)2 ≽ F(x(0)2 , x(0)1 , x(0)2 ) and x(0)3 ≼ F(x(0)3 , x(0)2 , x(0)1 ), then there exist x1, x2, x3 ∈ X such that
x1 = F(x1, x2, x3), x2 = F(x2, x1, x2) and x3 = F(x3, x2, x1).
Other results related to the uniqueness of the tripled fixed point and the equality between the components of the tripled
fixed point are also considered in [14].
In this paper, we extend and generalize the concept of coupled fixed point for mixed monotone mappings introduced by
Bhaskar and Lakshmikantham in [12] and the concept of tripled fixed point introduced by Berinde and Borcut in [14]. We
introduce the notion of fixed point of N-order form-mixedmonotone mappings and we establish existence and uniqueness
fixed point theorems for such mappings satisfying a contractive condition in complete ordered metric spaces. We apply our
results to the study of existence and uniqueness of solutions to some integral equations and matrix equations.
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2. Fixed point of N-order
We start by introducing the concept ofm-mixed monotone property.
Definition 2.1. Let (X,≼) be an ordered set, N,m are positive integers, N ≥ 2, 1 ≤ m < N , and F : XN → X be a given
mapping. We say that F has them-mixed monotone property if F(x1, . . . , xm, xm+1, . . . , xN) is monotone nondecreasing in
each component xi, 1 ≤ i ≤ m and is monotone non increasing in each component xi,m+ 1 ≤ i ≤ N .
Remark 2.1. If N = 2, then Definition 2.1 reduces to the mixed monotone property.
Through this paper, we will use the following notation:
(xϕ(p), xϕ(p+1), . . . , xϕ(p+q)) := x[ϕ(p : p+ q)].
Definition 2.2. Let (X,≼) be an ordered set, N,m are positive integers, N ≥ 2, 1 ≤ m < N , and F : XN → X be a given
mapping having them-mixed monotone property.
An element U = (x1, x2, . . . , xN) ∈ XN is called a fixed point of N-order of F if there exist 2N maps ϕ1, . . . , ϕm :
{1, . . . ,m} → {1, . . . ,m}, ψ1, . . . , ψm : {m+1, . . . ,N} → {m+1, . . . ,N}, ϕm+1, . . . , ϕN : {1, . . . ,m} → {m+1, . . . ,N},
and ψm+1, . . . , ψN : {m+ 1, . . . ,N} → {1, . . . ,m} such that
x1 = F(x[ϕ1(1 : m)], x[ψ1(m+ 1 : N)])
x2 = F(x[ϕ2(1 : m)], x[ψ2(m+ 1 : N)])
... (2.1)
xm = F(x[ϕm(1 : m)], x[ψm(m+ 1 : N)])
xm+1 = F(x[ϕm+1(1 : m)], x[ψm+1(m+ 1 : N)])
xm+2 = F(x[ϕm+2(1 : m)], x[ψm+2(m+ 1 : N)])
...
xN = F(x[ϕN(1 : m)], x[ψN(m+ 1 : N)]).
Proposition 2.1. Let (X,≼) be an ordered set and F : X × X → X be a given mapping having the mixed monotone property.
Then, (x1, x2) ∈ X × X is a coupled fixed point of F if and only if (x1, x2) is a fixed point of 2-order of F .
Proof. Suppose that (x1, x2) ∈ X × X is a coupled fixed point of F , that is,
x1 = F(x1, x2) and x2 = F(x2, x1). (2.2)
In this case, we have N = 2 andm = 1 (see Remark 2.1). Now, (2.2) is equivalent to
x1 = F(xϕ1(1), xψ1(2)) and x2 = F(xϕ2(1), xψ2(2)),
where ϕ1 : {1} → {1}, ψ1 : {2} → {2}, ϕ2 : {1} → {2}, ψ2 : {2} → {1}, that is,
ϕ1(1) = 1, ψ1(2) = 2, ϕ2(1) = 2, ψ2(2) = 1. 
Remark 2.2. From Proposition 2.1, we have only one possibility to define a fixed point of 2-order, that is a coupled fixed
point of F . The case N ≥ 3 is different as we will show in the following example.
Example 2.1. Let (X,≼) be an ordered set and F : X × X × X → X be a given mapping having the 2-mixed monotone
property. Here, we have N = 3 andm = 2. From Definition 2.2, (x1, x2, x3) is a fixed point of 3-order of F if and only if there
exist 6 maps ϕ1, ϕ2 : {1, 2} → {1, 2}, ψ1, ψ2 : {3} → {3}, ϕ3 : {1, 2} → {3}, and ψ3 : {3} → {1, 2} such that
x1 = F(xϕ1(1), xϕ1(2), x3)
x2 = F(xϕ2(1), xϕ2(2), x3)
x3 = F(x3, x3, xψ3(3)).
It is clear that in this case, we have 32 possibilities to define a fixed point of 3-order.
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3. Main results
Let (X, d) be a metric space and N be a positive integer, N ≥ 1. We endow the product set XN with the metric
d : XN → [0,+∞), given by
d((u1, u2, . . . , uN), (v1, v2, . . . , vN)) = max{d(ui, vi) : i = 1, 2, . . . ,N}.
Our first result is the following.
Theorem 3.1. Let (X,≼) be a partially ordered set and suppose there is a metric d on X such that (X, d) is a complete metric
space. For N,m positive integers, N ≥ 2, 1 ≤ m < N, let F : XN → X be a continuous mapping having the m-mixed monotone
property. Assume that there exist the constants δi ∈ [0, 1) withNi=1 δi < 1 for which
d(F(U), F(V )) ≤
N
i=1
δid(xi, yi), (3.1)
for all U = (x1, . . . , xN), V = ( y1, . . . , yN) ∈ XN such that
x1 ≼ y1, . . . , xm ≼ ym, xm+1 ≽ ym+1, . . . , xN ≽ yN .
If there exists U (0) = (x(0)1 , . . . , x(0)N ) ∈ XN such that
x(0)1 ≼ F(x(0)[ϕ1(1 : m)], x(0)[ψ1(m+ 1 : N)])
...
x(0)m ≼ F(x(0)[ϕm(1 : m)], x(0)[ψm(m+ 1 : N)])
x(0)m+1 ≽ F(x(0)[ϕm+1(1 : m)], x(0)[ψm+1(m+ 1 : N)])
...
x(0)N ≽ F(x(0)[ϕN(1 : m)], x(0)[ψN(m+ 1 : N)]),
where ϕ1, . . . , ϕm : {1, . . . ,m} → {1, . . . ,m}, ψ1, . . . , ψm : {m + 1, . . . ,N} → {m + 1, . . . ,N}, ϕm+1, . . . , ϕN :
{1, . . . ,m} → {m + 1, . . . ,N}, and ψm+1, . . . , ψN : {m + 1, . . . ,N} → {1, . . . ,m}, then there exists (x1, x2, . . . , xN) ∈ XN
satisfying (2.1).
Proof. Denote
x(1)1 = F(x(0)[ϕ1(1 : m)], x(0)[ψ1(m+ 1 : N)]) ≽ x(0)1
...
x(1)m = F(x(0)[ϕm(1 : m)], x(0)[ψm(m+ 1 : N)]) ≽ x(0)m
x(1)m+1 = F(x(0)[ϕm+1(1 : m)], x(0)[ψm+1(m+ 1 : N)]) ≼ x(0)m+1
...
x(1)N = F(x(0)[ϕN(1 : m)], x(0)[ψN(m+ 1 : N)]) ≼ x(0)N .
For n ≥ 1, denote
x(n)1 = F(x(n−1)[ϕ1(1 : m)], x(n−1)[ψ1(m+ 1 : N)])
...
x(n)m = F(x(n−1)[ϕm(1 : m)], x(n−1)[ψm(m+ 1 : N)])
x(n)m+1 = F(x(n−1)[ϕm+1(1 : m)], x(n−1)[ψm+1(m+ 1 : N)])
...
x(n)N = F(x(n−1)[ϕN(1 : m)], x(n−1)[ψN(m+ 1 : N)]).
Due to them-mixed monotone property of F , it is easy to show that
x(2)1 ≽ x(1)1 ≽ x(0)1
...
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x(2)m ≽ x(1)m ≽ x(0)m
x(2)m+1 ≼ x(1)m+1 ≼ x(0)m+1
...
x(2)N ≼ x(1)N ≼ x(0)N
and thus we obtain N sequences satisfying the following conditions
x(0)1 ≼ x(1)1 ≼ x(2)1 ≼ · · · ≼ x(n)1 ≼ · · ·
... (3.2)
x(0)m ≼ x(1)m ≼ x(2)m ≼ · · · ≼ x(n)m ≼ · · ·
x(0)m+1 ≽ x(1)m+1 ≽ x(2)m+1 ≽ · · · ≽ x(n)m+1 ≽ · · ·
...
x(0)N ≽ x(1)N ≽ x(2)N ≽ · · · ≽ x(n)N ≽ · · · .
To simplify the writing, for k ≥ 1, denote
D(k)1 = d(x(k−1)1 , x(k)1 )
D(k)2 = d(x(k−1)2 , x(k)2 )
...
D(k)N = d(x(k−1)N , x(k)N ).
Using (3.1), (3.2) and them-mixed monotone property of F , we get
D(2)1 = d(x(1)1 , x(2)1 )
= d

F

x(0)ϕ1(1), . . . , x
(0)
ϕ1(m)
, x(0)ψ1(m+1), . . . , x
(0)
ψ1(N)

, F

x(1)ϕ1(1), . . . , x
(1)
ϕ1(m)
, x(1)ψ1(m+1), . . . , x
(1)
ψ1(N)

≤
m
i=1
δi d

x(0)ϕ1(i), x
(1)
ϕ1(i)

+
N
i=m+1
δi d

x(0)ψ1(i), x
(1)
ψ1(i)

≤
N
i=1
δ
(1)
i D
(1)
i ,
where δ(1)i ∈ [0, 1) and
N
i=1 δ
(1)
i =
N
i=1 δi < 1. Similarly, for all j = 2, . . . ,N , we have
D(2)j ≤
N
i=1
δ
(j)
i D
(1)
i ,
where
N
i=1 δ
(j)
i =
N
i=1 δi < 1. Then, we haveD
(2)
1
...
D(2)N
 ≤
δ
(1)
1 · · · δ(1)N
...
...
δ
(N)
1 · · · δ(N)N

D
(1)
1
...
D(1)N
 ,
where for all (a1, . . . , aN), (b1, . . . , bN) ∈ RN , the notationa1...
aN
 ≤
b1...
bN

means that ai ≤ bi for all i = 1, . . . ,N .
In order to simplify writing we also consider the matrix
∆ =
δ
(1)
1 · · · δ(1)N
...
...
δ
(N)
1 · · · δ(N)N
 = (d(1)ij )1≤i,j≤N
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and further denote
∆2 =
δ
(1)
1 · · · δ(1)N
...
...
δ
(N)
1 · · · δ(N)N

2
= (d(2)ij )1≤i,j≤N ,
where for all i = 1, . . . ,N , we have
N
j=1
d(2)ij =
N
j=1
N
k=1
δ
(i)
k δ
(k)
j =
N
k=1
δ
(i)
k
N
j=1
δ
(k)
j ≤
N
k=1
δ
(i)
k
N
j=1
δj =

N
j=1
δj
2
< 1.
Now we prove by induction that
∆q =
δ
(1)
1 · · · δ(1)N
...
...
δ
(N)
1 · · · δ(N)N

q
= (d(q)ij )1≤i,j≤N
where for all i = 1, . . . ,N , we have
N
j=1
d(q)ij ≤

N
j=1
δj
q
< 1. (3.3)
Indeed, if we assume that (3.3) is true for some q ≥ 1, then since
∆q+1 = ∆q∆ = (d(q+1)ij )1≤i,j≤N , (3.4)
we have
N
j=1
d(q+1)ij =
N
j=1
N
k=1
d(q)ik δ
(k)
j =
N
k=1
d(q)ik
N
j=1
δ
(k)
j ≤
N
k=1
d(q)ik
N
j=1
δj =

N
j=1
δj
(q+1)
< 1.
Therefore, we haveD
(q+1)
1
...
D(q+1)N
 ≤ ∆q
D
(1)
1
...
D(1)N
 ,
that is
D(q+1)1 ≤
N
j=1
d(q)1j D
(1)
j ,
... (3.5)
D(q+1)N ≤
N
j=1
d(q)Nj D
(1)
j .
Now, using (3.3) and (3.5), we will show that {x(q)i }, for i = 1, . . . ,N are Cauchy sequences. Indeed, for p > q, we have
d(x(p)i , x
(q)
i ) ≤ d(x(p)i , x(p−1)i )+ · · · + d(x(q+1)i , x(q)i ) = D(p)i + · · · + D(q+1)i
≤
N
j=1
d(p−1)ij D
(1)
j + · · · +
N
j=1
d(q)ij D
(1)
j
=
N
j=1
p−1
k=q
d(k)ij D
(1)
j
≤
N
j=1
p−1
k=q
αkD(1)j
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≤
N
j=1
αq
1− αp−q
1− α D
(1)
j
≤ α
q
1− α
N
j=1
D(1)j ,
where α =Nr=1 δr < 1, which shows that {x(q)i } is a Cauchy sequence for all i = 1, . . . ,N .
Since X is a complete metric space, there exist xi ∈ X , for i = 1, . . . ,N , such that
lim
q→∞ x
(q)
i = xi. (3.6)
Finally, we claim that (x1, x2, . . . , xN) is a fixed point of N-order of F , that is, (x1, x2, . . . , xN) is a solution to (2.1). Indeed,
for all i = 1, . . . ,N , we have
x(q+1)i = F(x(q)[ϕi(1 : m)], x(q)[ψi(m+ 1 : N)]). (3.7)
From (3.6), we have
lim
q→∞(x
(q)[ϕi(1 : m)], x(q)[ψi(m+ 1 : N)]) = (x[ϕi(1 : m)], x[ψi(m+ 1 : N)]).
From the continuity hypothesis of F , we obtain
lim
q→∞ F(x
(q)[ϕi(1 : m)], x(q)[ψi(m+ 1 : N)]) = F(x[ϕi(1 : m)], x[ψi(m+ 1 : N)]). (3.8)
Now, from (3.6)–(3.8), for all i = 1, . . . ,N , we have
xi = F(x[ϕi(1 : m)], x[ψi(m+ 1 : N)]).
Thus, we proved that (x1, x2, . . . , xN) is a fixed point of N-order of F . 
The previous result is still valid for F not necessarily continuous. Instead, we require that the underlying metric space X
has an additional property.
Definition 3.1. Let (X,≼) be a partially ordered set endowedwith ametric d.We say that (X,≼, d) is regular if the following
conditions hold:
(i) If a nondecreasing sequence {x(q)} → x, then x(q) ≼ x for all q large enough,
(ii) If a non increasing sequence {y(q)} → y, then y(q) ≽ y for all q large enough.
Our second result is the following.
Theorem 3.2. Let (X,≼) be a partially ordered set and suppose there is a metric d on X such that (X, d) is a complete metric
space and (X,≼, d) is regular. For N,mpositive integers, N ≥ 2, 1 ≤ m < N, let F : XN → X be a mapping having the m-mixed
monotone property. Assume that there exist the constants δi ∈ [0, 1) withNi=1 δi < 1 for which
d(F(U), F(V )) ≤
N
i=1
δid(xi, yi),
for all U = (x1 . . . xN), V = ( y1 . . . yN) ∈ XN such that
x1 ≼ y1, . . . , xm ≼ ym, xm+1 ≽ ym+1, . . . , xN ≽ yN .
If there exists U (0) = (x(0)1 , . . . , x(0)N ) ∈ XN such that
x(0)1 ≼ F(x(0)[ϕ1(1 : m)], x(0)[ψ1(m+ 1 : N)])
...
x(0)m ≼ F(x(0)[ϕm(1 : m)], x(0)[ψm(m+ 1 : N)])
x(0)m+1 ≽ F(x(0)[ϕm+1(1 : m)], x(0)[ψm+1(m+ 1 : N)])
...
x(0)N ≽ F(x(0)[ϕN(1 : m)], x(0)[ψN(m+ 1 : N)]),
where ϕ1, . . . , ϕm : {1, . . . ,m} → {1, . . . ,m}, ψ1, . . . , ψm : {m + 1, . . . ,N} → {m + 1, . . . ,N}, ϕm+1, . . . , ϕN :
{1, . . . ,m} → {m + 1, . . . ,N}, and ψm+1, . . . , ψN : {m + 1, . . . ,N} → {1, . . . ,m}, then there exists (x1, x2, . . . , xN) ∈ XN
satisfying (2.1).
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Proof. Following the proof of Theorem 3.1, we have to show that (x1, x2, . . . , xN) is a solution to (2.1). We have
d(x1, F(x[ϕ1(1 : m)], x[ψ1(m+ 1 : N)]))
≤ d(x1, x(q+1)1 )+ d(x(q+1)1 , F(x[ϕ1(1 : m)], x[ψ1(m+ 1 : N)]))
= d(x1, x(q+1)1 )+ d(F(x(q)[ϕ1(1 : m)], x(q)[ψ1(m+ 1 : N)]), F(x[ϕ1(1 : m)], x[ψ1(m+ 1 : N)]))
= d(x1, x(q+1)1 )+ d(F(x(q)ϕ1(1), . . . , x
(q)
ϕ1(m)
, x(q)ψ1(m+1), . . . , x
(q)
ψ1(N)
), F(xϕ1(1), . . . , xϕ1(m), xψ1(m+1), . . . , xψ1(N))). (3.9)
Now, from (3.6), (3.2), (3.1) and since (X,≼, d) is regular, we have
d(F(x(q)ϕ1(1), . . . , x
(q)
ϕ1(m)
, x(q)ψ1(m+1), . . . , x
(q)
ψ1(N)
), F(xϕ1(1), . . . , xϕ1(m), xψ1(m+1), . . . , xψ1(N)))
≤
m
i=1
δid(x
(q)
ϕ1(i)
, xϕ1(i))+
N
i=m+1
δid(x
(q)
ψ1(i)
, xψ1(i)). (3.10)
From (3.9) and (3.10), we get
d(x1, F(x[ϕ1(1 : m)], x[ψ1(m+ 1 : N)])) ≤ d(x1, x(q+1)1 )+
m
i=1
δid(x
(q)
ϕ1(i)
, xϕ1(i))+
N
i=m+1
δid(x
(q)
ψ1(i)
, xψ1(i)).
Letting q →∞ in the above inequality and using (3.6), we get
d(x1, F(x[ϕ1(1 : m)], x[ψ1(m+ 1 : N)])) = 0,
that is,
x1 = F(x[ϕ1(1 : m)], x[ψ1(m+ 1 : N)]).
Similarly, we can show that
xi = F(x[ϕi(1 : m)], x[ψi(m+ 1 : N)])
for all i = 2, . . . ,N . 
4. Particular cases
4.1. Coupled fixed point results of Bhaskar and Lakshmikantham
Proposition 4.1. Theorem 1.1 is a particular case of Theorem 3.1.
Proof. Taking N = 2 andm = 1 in Theorem 3.1, we obtain immediately Theorem 1.1. 
Similarly, we have the following
Proposition 4.2. Theorem 1.2 is a particular case of Theorem 3.2.
4.2. Tripled fixed point results of Berinde and Borcut
Proposition 4.3. Theorem 1.3 is a particular case of Theorem 3.1.
Proof. Let F : X × X × X → X be a mapping satisfying the hypotheses of Theorem 1.3. We define the mapping
G : X × X × X → X by
G(x1, x2, x3) = F(x1, x3, x2),
for all x1, x2, x3 ∈ X . Since F has the mixed monotone property (see Definition 1.3), the mapping G has the m-mixed
monotone property with N = 3 and m = 2. Moreover, since F is continuous, G also is continuous (the mapping
(x1, x2, x3) → (x1, x3, x2) is continuous).
Now, from (1.2), for all X1, X2, X3 ∈ X and Y1, Y2, Y3 ∈ X with X1 ≼ Y1, X2 ≼ Y2 and X3 ≽ Y3, we have
d(G(X1, X2, X3),G(Y1, Y2, Y3)) = d(F(Y1, Y3, Y2), F(X1, X3, X2))
≤ jd(X1, Y1)+ kd(X3, Y3)+ ld(X2, Y2).
Denote δ1 = j, δ2 = l and δ3 = k, we obtain
d(G(X1, X2, X3),G(Y1, Y2, Y3)) ≤ δ1d(X1, Y1)+ δ2d(X2, Y2)+ δ3d(X3, Y3),
for all X1, X2, X3 ∈ X and Y1, Y2, Y3 ∈ X with X1 ≼ Y1, X2 ≼ Y2 and X3 ≽ Y3.
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Moreover, from the hypotheses of Theorem 1.3, we know that there exist x(0)1 , x
(0)
2 , x
(0)
3 ∈ X such that x(0)1 ≼ F(x(0)1 ,
x(0)2 , x
(0)
3 ), x
(0)
2 ≽ F(x(0)2 , x(0)1 , x(0)2 ) and x(0)3 ≼ F(x(0)3 , x(0)2 , x(0)1 ). Denote X (0)1 = x(0)3 , X (0)2 = x(0)1 and X (0)3 = x(0)2 , we have
X (0)1 ≼ F(X (0)1 , X (0)3 , X (0)2 ), X (0)2 ≼ F(X (0)2 , X (0)3 , X (0)1 ) and X (0)3 ≽ F(X (0)3 , X (0)2 , X (0)3 ).
This implies that
X (0)1 ≼ G(X (0)1 , X (0)2 , X (0)3 ), X (0)2 ≼ G(X (0)2 , X (0)1 , X (0)3 ) and X (0)3 ≽ G(X (0)3 , X (0)3 , X (0)2 ).
Now, all the required hypotheses of Theorem 3.1 are satisfied with N = 3,m = 2, ϕ1(1) = 1, ϕ1(2) = 2, ϕ2(1) =
2, ϕ2(2) = 1 and ψ3(3) = 2 (see Example 2.1).
Applying Theorem 3.1, we get that there exist (X1, X2, X3) ∈ X such that
X1 = G(X1, X2, X3), X2 = G(X2, X1, X3) and X3 = G(X3, X3, X2),
that is,
X1 = F(X1, X3, X2), X2 = F(X2, X3, X1) and X3 = F(X3, X2, X3).
This implies that (u1, u2, u3) = (X2, X3, X1) is a tripled fixed point of F . 
Similarly, we have
Proposition 4.4. Theorem 1.4 is a particular case of Theorem 3.2.
5. Uniqueness of a fixed point of 4-order
Taking N = 4,m = 2 andϕ1(1) ϕ1(2) ψ1(3) ψ1(4)ϕ2(1) ϕ2(2) ψ2(3) ψ2(4)ϕ3(1) ϕ3(2) ψ3(3) ψ3(4)
ϕ4(1) ϕ4(2) ψ4(3) ψ4(4)
 =
1 2 3 41 2 4 33 4 2 1
3 4 1 2
 ,
from Theorems 3.1 and 3.2, we obtain immediately the following results.
Theorem 5.1. Let (X,≼) be a partially ordered set and suppose there is a metric d on X such that (X, d) is a complete metric
space. Let F : X4 → X be a continuous mapping having the 2-mixed monotone property. Assume that there exist the constants
δi ∈ [0, 1) with4i=1 δi < 1 for which
d(F(U), F(V )) ≤
4
i=1
δid(xi, yi), (5.1)
for all U = (x1, . . . , x4), V = ( y1, . . . , y4) ∈ X4 such that
x1 ≼ y1, x2 ≼ y2, x3 ≽ y3, x4 ≽ y4.
If there exists U (0) = (x(0)1 , . . . , x(0)4 ) ∈ X4 such that
x(0)1 ≼ F(x(0)1 , x(0)2 , x(0)3 , x(0)4 )
x(0)2 ≼ F(x(0)1 , x(0)2 , x(0)4 , x(0)3 )
x(0)3 ≽ F(x(0)3 , x(0)4 , x(0)2 , x(0)1 )
x(0)4 ≽ F(x(0)3 , x(0)4 , x(0)1 , x(0)2 ),
then there exists (x1, x2, x3, x4) ∈ X4 satisfying
x1 = F(x1, x2, x3, x4), x2 = F(x1, x2, x4, x3), x3 = F(x3, x4, x2, x1) and x4 = F(x3, x4, x1, x2).
Theorem 5.2. Let (X,≼) be a partially ordered set and suppose there is a metric d on X such that (X, d) is a complete metric
space and (X,≼, d) is regular. Let F : X4 → X be a mapping having the 2-mixed monotone property. Assume that there exist the
constants δi ∈ [0, 1) with4i=1 δi < 1 for which
d(F(U), F(V )) ≤
4
i=1
δid(xi, yi),
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for all U = (x1, . . . , x4), V = ( y1, . . . , y4) ∈ X4 such that
x1 ≼ y1, x2 ≼ y2, x3 ≽ y3, x4 ≽ y4.
If there exists U (0) = (x(0)1 , . . . , x(0)4 ) ∈ X4 such that
x(0)1 ≼ F(x(0)1 , x(0)2 , x(0)3 , x(0)4 )
x(0)2 ≼ F(x(0)1 , x(0)2 , x(0)4 , x(0)3 )
x(0)3 ≽ F(x(0)3 , x(0)4 , x(0)2 , x(0)1 )
x(0)4 ≽ F(x(0)3 , x(0)4 , x(0)1 , x(0)2 ),
then there exists (x1, x2, x3, x4) ∈ X4 satisfying
x1 = F(x1, x2, x3, x4), x2 = F(x1, x2, x4, x3), x3 = F(x3, x4, x2, x1) and x4 = F(x3, x4, x1, x2).
Remark 5.1. We have many possibilities to define a fixed point of 4-order (65536 possibilities for N = 4 and m = 2). For
each case, we can derive similar results from our Theorems 3.1 and 3.2. To simplify thewriting, we considered in this section
only one case.
We endow the product set X4 with the partial order≼ defined by
(x1, x2, x3, x4) ≼ ( y1, y2, y3, y4)⇐⇒ x1 ≼ y1, x2 ≼ y2, x3 ≽ y4, x4 ≽ y4
for all (x1, x2, x3, x4), ( y1, y2, y3, y4) ∈ X4.
We consider the following hypothesis:
(H) : For all (x1, x2, x3, x4), ( y1, y2, y3, y4) ∈ X4, there exists (z1, z2, z3, z4) ∈ X4 that is comparable to (x1, x2, x3, x4) and
( y1, y2, y3, y4).
For all (x1, x2, x3, x4) ∈ X4, we denote
F n+1(x1, x2, x3, x4) := F

F n(x1, x2, x3, x4), F n(x1, x2, x4, x3), F n(x3, x4, x2, x1), F n(x3, x4, x1, x2)

, n ≥ 1,
where F 1 := F .
Theorem 5.3. Adding to the hypotheses of Theorem 5.1 (resp. Theorem 5.2) the hypothesis (H), we obtain the uniqueness of
(x1, x2, x3, x4) ∈ X4 satisfying
x1 = F(x1, x2, x3, x4), x2 = F(x1, x2, x4, x3), x3 = F(x3, x4, x2, x1) and x4 = F(x3, x4, x1, x2).
Proof. Suppose that there exists ( y1, y2, y3, y4) ∈ X4 satisfying
y1 = F( y1, y2, y3, y4), y2 = F( y1, y2, y4, y3), y3 = F( y3, y4, y2, y1) and y4 = F( y3, y4, y1, y2).
We distinguish two cases.
First case. We suppose that (x1, x2, x3, x4) and ( y1, y2, y3, y4) are comparable with respect to the ordering≼ in X4. From
(5.1) and since F has the 2-mixed monotone property, we have
d(x1, y1) = d(F(x1, x2, x3, x4), F( y1, y2, y3, y4))
≤ δ1d(x1, y1)+ δ2d(x2, y2)+ δ3d(x3, y3)+ δ4d(x4, y4)
≤

4
i=1
δi

d((x1, x2, x3, x4), ( y1, y2, y3, y4)).
Similarly, for all i = 2, 3, 4, we have
d(xi, yi) ≤

4
i=1
δi

d((x1, x2, x3, x4), ( y1, y2, y3, y4)).
Thus, we have
d((x1, x2, x3, x4), ( y1, y2, y3, y4)) ≤

4
i=1
δi

d((x1, x2, x3, x4), ( y1, y2, y3, y4)).
Since
4
i=1 δi < 1, we obtain that d((x1, x2, x3, x4), ( y1, y2, y4, y3)) = 0, which implies that xi = yi for all i = 1, 2, 3, 4.
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Second case. We suppose that (x1, x2, x3, x4) and ( y1, y2, y3, y4) are not comparable. From (H), there exists
(z1, z2, z3, z4) ∈ X4 that is comparable to (x1, x2, x3, x4) and ( y1, y2, y3, y4). Since F has the 2-mixed monotone property,
this implies that for all n ≥ 1,
(F n(z1, z2, z3, z4), F n(z1, z2, z4, z3), F n(z3, z4, z2, z1), F n(z3, z4, z1, z2)) is comparable to
(F n(x1, x2, x3, x4), F n(x1, x2, x4, x3), F n(x3, x4, x2, x1), F n(x3, x4, x1, x2)) and to
(F n( y1, y2, y3, y4), F n( y1, y2, y4, y3), F n( y3, y4, y2, y1), F n( y3, y4, y1, y2)).
From (5.1), for all n ≥ 1, we have
d

x1x2x3
x4
 ,
y1y2y3
y4

 ≤ d

F
n(x1, x2, x3, x4)
F n(x1, x2, x4, x3)
F n(x3, x4, x2, x1)
F n(x3, x4, x1, x2)
 ,
F
n( y1, y2, y3, y4)
F n( y1, y2, y4, y3)
F n( y3, y4, y2, y1)
F n( y3, y4, y1, y2)


≤ d

F
n(x1, x2, x3, x4)
F n(x1, x2, x4, x3)
F n(x3, x4, x2, x1)
F n(x3, x4, x1, x2)
 ,
F
n(z1, z2, z3, z4)
F n(z1, z2, z4, z3)
F n(z3, z4, z2, z1)
F n(z3, z4, z1, z2)


+ d

F
n(z1, z2, z3, z4)
F n(z1, z2, z4, z3)
F n(z3, z4, z2, z1)
F n(z3, z4, z1, z2)
 ,
F
n( y1, y2, y3, y4)
F n( y1, y2, y4, y3)
F n( y3, y4, y2, y1)
F n( y3, y4, y1, y2)


≤

4
i=1
δi
n
[d((x1, x2, x3, x4), (z1, z2, z3, z4))+ d(( y1, y2, y3, y4), (z1, z2, z3, z4))].
Letting n → +∞ in the above inequality, we get that d((x1, x2, x3, x4), ( y1, y2, y3, y4)) = 0, that is, xi = yi for all
i = 1, 2, 3, 4. 
Theorem 5.4. In addition to the hypotheses of Theorem 5.1 (resp. Theorem 5.2), suppose that
x(0)1 ≼ x(0)3 , x(0)1 ≼ x(0)4 , x(0)2 ≼ x(0)4 , x(0)2 ≼ x(0)3 .
Then, x1 = x2 = x3 = x4.
Proof. Since
x(0)1 ≼ x(0)3 , x(0)2 ≼ x(0)4 , x(0)3 ≽ x(0)2 , x(0)4 ≽ x(0)1
and F has the 2-mixed monotone property, we have
F(x(0)1 , x
(0)
2 , x
(0)
3 , x
(0)
4 ) ≤ F(x(0)3 , x(0)4 , x(0)2 , x(0)1 ),
that is,
x(1)1 ≼ x(1)3 .
Similarly, we have
F(x(0)1 , x
(0)
2 , x
(0)
4 , x
(0)
3 ) ≤ F(x(0)3 , x(0)4 , x(0)1 , x(0)2 ),
that is,
x(1)2 ≼ x(1)4 .
Similarly, we have
x(1)2 ≼ x(1)3
and
x(1)1 ≼ x(1)4 .
Thus, we proved that
x(1)1 ≼ x(1)3 , x(1)2 ≼ x(1)4 , x(1)3 ≽ x(1)2 , x(1)4 ≽ x(1)1 .
Proceeding by induction, we get that
x(n)1 ≼ x(n)3 , x(n)2 ≼ x(n)4 , x(n)3 ≽ x(n)2 , x(n)4 ≽ x(n)1 ,
for all n ∈ N.
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Now, we have
d(x1, x3) ≤ d(x1, F n+1(x(0)1 , x(0)2 , x(0)3 , x(0)4 ))+ d(F n+1(x(0)1 , x(0)2 , x(0)3 , x(0)4 ), F n+1(x(0)3 , x(0)4 , x(0)2 , x(0)1 ))
+ d(x3, F n+1(x(0)3 , x(0)4 , x(0)2 , x(0)1 ))
≤ d(x1, F n+1(x(0)1 , x(0)2 , x(0)3 , x(0)4 ))
+

4
i=1
δi
n+1
[d(x(0)1 , x(0)3 )+ d(x(0)2 , x(0)4 )+ d(x(0)2 , x(0)3 )+ d(x(0)1 , x(0)4 )]
+ d(x3, F n+1(x(0)3 , x(0)4 , x(0)2 , x(0)1 ))
−→ 0 as n →+∞.
This implies that d(x1, x3) = 0, that is, x1 = x3. Similarly, we obtain that d(x2, x4) = d(x2, x3) = d(x1, x4) = 0. 
6. Application to integral equations
In this section, we study the existence and uniqueness of solutions to a nonlinear integral equation using the results
proved in Section 5.
Consider the following integral equation:
x(t) =
 T
0
G(t, s)[f (s, x(s))+ g(s, x(s))+ h(s, x(s))+ i(s, x(s))] ds+ a(t), t ∈ [0, T ], T > 0. (6.1)
We will analyze Eq. (6.1) under the following assumptions:
(i) f , g, h, i : [0, T ] × R→ R are continuous.
(ii) a : [0, T ] → R is continuous.
(iii) G : [0, T ] × [0, T ] → [0,+∞) is continuous.
(iv) There exist constants λ1, λ2, λ3, λ4 > 0 such that for all x, y ∈ R, y ≥ x
0 ≤ f (s, y)− f (s, x) ≤ λ1( y− x)
0 ≤ g(s, y)− g(s, x) ≤ λ2( y− x)
0 ≤ h(s, x)− h(s, y) ≤ λ3( y− x)
0 ≤ i(s, x)− i(s, y) ≤ λ4( y− x).
(v) We suppose that
[λ1 + λ2 + λ3 + λ4] sup
0≤t≤T
 T
0
G(t, s) ds < 1.
(vi) There exist continuous functions α, β, γ , θ : [0, T ] → R such that
α(t) ≤
 T
0
G(t, s)[f (s, α(s))+ g(s, β(s))+ h(s, γ (s))+ i(s, θ(s))] ds+ a(t) ≤ γ (t)
β(t) ≤
 T
0
G(t, s)[f (s, α(s))+ g(s, β(s))+ h(s, θ(s))+ i(s, γ (s))] ds+ a(t) ≤ θ(t)
γ (t) ≥
 T
0
G(t, s)[f (s, γ (s))+ g(s, θ(s))+ h(s, β(s))+ i(s, α(s))] ds+ a(t) ≥ β(t)
θ(t) ≥
 T
0
G(t, s)[f (s, γ (s))+ g(s, θ(s))+ h(s, α(s))+ i(s, β(s))] ds+ a(t) ≥ α(t).
We consider the space X = C([0, T ],R) of continuous functions defined on [0, T ] endowed with the standard metric
given by
d(u, v) = max
0≤t≤T
|u(t)− v(t)|, for u, v ∈ X .
We endow this space with the partial order≼ given by
x, y ∈ C([0, T ],R), x ≼ y ⇔ x(t) ≤ y(t), for all t ∈ [0, T ].
Our result is the following.
Theorem 6.1. Under assumptions (i)–(vi), Eq. (6.1) has a unique solution in C([0, 1],R).
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Proof. We consider the operator F : X × X × X × X → X defined by
F(x1, x2, x3, x4)(t) =
 T
0
G(t, s)[f (s, x1(s))+ g(s, x2(s))+ h(s, x3(s))+ i(s, x4(s))] ds+ a(t), t ∈ [0, T ]
for all x1, x2, x3, x4 ∈ X .
Firstly, we prove that F has the 2-mixed monotone property.
In fact, for x1 ≼ y1 and t ∈ [0, T ], we have
F( y1, x2, x3, x4)(t)− F(x1, x2, x3, x4)(t) =
 T
0
[f (s, y1(s))− f (s, x1(s))] ds. (6.2)
Taking into account that x1(t) ≤ y1(t) for all t ∈ [0, T ] and our assumption
f (s, y)− f (s, x) ≥ 0, for all x, y ∈ R, y ≥ x
and from (6.2), we obtain
F( y1, x2, x3, x4)(t)− F(x1, x2, x3, x4)(t) ≥ 0, for all t ∈ [0, T ],
that is,
F(x1, x2, x3, x4) ≼ F( y1, x2, x3, x4).
Similarly, for x2 ≼ y2 and t ∈ [0, T ], we have
F(x1, y2, x3, x4)(t)− F(x1, x2, x3, x4)(t) =
 T
0
[g(s, y2(s))− g(s, x2(s))] ds. (6.3)
Taking into account that x2(t) ≤ y2(t) for all t ∈ [0, T ] and our assumption
g(s, y)− g(s, x) ≥ 0, for all x, y ∈ R, y ≥ x
and from (6.3), we obtain
F(x1, y2, x3, x4)(t)− F(x1, x2, x3, x4)(t) ≥ 0, for all t ∈ [0, T ],
that is,
F(x1, x2, x3, x4) ≼ F(x1, y2, x3, x4).
Now, for x3 ≼ y3 and t ∈ [0, T ], we have
F(x1, x2, x3, x4)(t)− F(x1, x2, y3, x4)(t) =
 T
0
[h(s, x3(s))− h(s, y3(s))] ds. (6.4)
Taking into account that x3(t) ≤ y3(t) for all t ∈ [0, T ] and our assumption
h(s, x)− h(s, y) ≥ 0, for all x, y ∈ R, y ≥ x
and from (6.4), we obtain
F(x1, x2, x3, x4)(t)− F(x1, x2, y3, x4)(t) ≥ 0, for all t ∈ [0, T ],
that is,
F(x1, x2, y3, x4) ≼ F(x1, x2, x3, x4).
Similarly, for x4 ≼ y4 and t ∈ [0, T ], we have
F(x1, x2, x3, x4)(t)− F(x1, x2, x3, y4)(t) =
 T
0
[i(s, x4(s))− i(s, y4(s))] ds. (6.5)
Taking into account that x4(t) ≤ y4(t) for all t ∈ [0, T ] and our assumption
i(s, x)− i(s, y) ≥ 0, for all x, y ∈ R, y ≥ x
and from (6.5), we obtain
F(x1, x2, x3, x4)(t)− F(x1, x2, x3, y4)(t) ≥ 0, for all t ∈ [0, T ],
that is,
F(x1, x2, x3, y4) ≼ F(x1, x2, x3, x4).
Therefore, F has the 2-mixed monotone property.
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On the other hand, it is proved in [10] that (C([0, T ],R),≼, d) is regular.
In what follows, we estimate d(F(x1, x2, x3, x4), F( y1, y2, y3, y4)) for x1 ≼ y1, x2 ≼ y2, x3 ≽ y3 and x4 ≽ y4. Indeed, as F
has the 2-mixed monotone property, F(x1, x2, x3, x4) ≼ F( y1, y2, y3, y4) and we can obtain
d(F(x1, x2, x3, x4), F( y1, y2, y3, y4)) = max
0≤t≤T
|F(x1, x2, x3, x4)(t)− F( y1, y2, y3, y4)(t)|
= max
0≤t≤T
(F( y1, y2, y3, y4)(t)− F(x1, x2, x3, x4)(t)).
Now, for all t ∈ [0, T ], from (iv), we have
F( y1, y2, y3, y4)(t)− F(x1, x2, x3, x4)(t) =
 T
0
G(t, s)[f (s, y1(s))− f (s, x1(s))] ds
+
 T
0
G(t, s)[g(s, y2(s))− g(s, x2(s))] ds
+
 T
0
G(t, s)[h(s, y3(s))− h(s, x3(s))] ds
+
 T
0
G(t, s)[i(s, y4(s))− i(s, x4(s))] ds
≤
 T
0
G(t, s) ds

(λ1d(x1, y1)
+ λ2d(x2, y2)+ λ3d(x3, y3)+ λ4d(x4, y4))
≤

sup
0≤t≤T
 T
0
G(t, s) ds

(λ1d(x1, y1)
+ λ2d(x2, y2)+ λ3d(x3, y3)+ λ4d(x4, y4)).
This implies that
d(F( y1, y2, y3, y4), F(x1, x2, x3, x4)) ≤ δ1d(x1, y1)+ δ2d(x2, y2)+ δ3d(x3, y3)+ δ4d(x4, y4),
where
δi =

sup
0≤t≤T
 T
0
G(t, s) ds

λi, i = 1, 2, 3, 4.
From (v), we have δ1 + δ2 + δ3 + δ4 < 1. This proves that the operator F satisfies the contractive condition appearing in
Theorem 5.2.
Let α, β, γ , θ be the functions appearing in assumption (vi); then by (vi), we get
α ≼ F(α, β, γ , θ), β ≼ F(α, β, θ, γ ), γ ≽ F(γ , θ, β, α), θ ≽ F(γ , θ, α, β).
Applying Theorem 5.2 with x(0)1 = α, x(0)2 = β, x(0)3 = γ and x(0)4 = θ , we deduce the existence of x1, x2, x3, x4 ∈ X such
that
x1 = F(x1, x2, x3, x4), x2 = F(x1, x2, x4, x3), x3 = F(x3, x4, x2, x1) and x4 = F(x3, x4, x1, x2). (6.6)
Now, for any (x1, x2, x3, x4), ( y1, y2, y3, y4) ∈ X4, we take
z1 = max{x1, y1}, z2 = max{x2, y2}, z3 = min{x3, y3} and z4 = min{x4, y4}.
Then we have x1 ≼ z1, x2 ≼ z2, x3 ≽ z3 and x4 ≽ z4. This implies that
(x1, x2, x3, x4) ≼ (z1, z2, z3, z4).
Similarly, we have y1 ≼ z1, y2 ≼ z2, y3 ≽ z3 and y4 ≽ z4, which implies that
( y1, y2, y3, y4) ≼ (z1, z2, z3, z4).
Thus we proved that hypothesis (H) of Theorem 5.3 is satisfied. Applying Theorem 5.3, we deduce the uniqueness of
(x1, x2, x3, x4) ∈ X4 solution to (6.6).
Finally, since x(0)1 = α ≼ γ = x(0)3 , x(0)1 = α ≼ θ = x(0)4 , x(0)2 = β ≼ θ = x(0)4 and x(0)2 = β ≼ γ = x(0)3 , we deduce from
Theorem 5.4 that
x1 = x2 = x3 = x4 = x∗,
the unique solution of Eq. (6.1). 
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7. Application to matrix equations
In this section, we study the existence and uniqueness of solutions to the matrix equation:
X = Q + A∗XA− B∗XB, X ∈ H(n) (7.1)
where A, B ∈ M(n): the set of all n× nmatrices, Q ∈ P (n): the set of all n× n positive definite matrices, andH(n) is the
set of all n× n Hermitian matrices.
We endowH(n)with the partial order≼ given by
M,N ∈ H(n), M ≼ N ⇐⇒ N −M ∈ P (n).
For a fixed P ∈ P (n), we consider
∥H∥1,P = tr

P1/2HP1/2

,
for all H ∈ H(n), where tr is the trace operator. The spaceH(n) equipped with the metric induced by ∥ · ∥1,P is a complete
metric space for any positive definite matrix P (see [23]).
The following lemma will be useful for our application.
Lemma 7.1 ([1]). Let A ≽ 0 and B ≽ 0 be n× n matrices. Then, we have
0 ≤ tr(AB) ≤ ∥A∥tr(B),
where ∥ · ∥ is the spectral norm.
Our result is the following.
Theorem 7.1. Suppose that there exists P ∈ P (n) such that
k = 2max P−1/2APA∗P−1/2 , P−1/2BPB∗P−1/2 < 1. (7.2)
Suppose also that
0 ≼ Q ≼ B∗QB. (7.3)
Then, Eq. (7.1) has one and only one solution X ∈ H(n).
Proof. Define the mapping F : H(n)×H(n)→ H(n) by
F(X1, X2) = Q + A∗X1A− B∗X2B,
for all X1, X2 ∈ H(n). Clearly, F is a continuous mapping having the mixed monotone property.
Now, for all X1, X2, Y1, Y2 ∈ H(n) such that X1 ≼ Y1 and X2 ≽ Y2, using Lemma 7.1, we have
∥F(Y1, Y2)− F(X1, X2)∥1,p = ∥A∗(Y1 − X1)A+ B∗(X2 − Y2)B∥1,p
= tr(P1/2A∗(Y1 − X1)AP1/2)+ tr(P1/2B∗(X2 − Y2)BP1/2)
= tr(APA∗(Y1 − X1))+ tr(BPB∗(X2 − Y2))
= tr(APA∗P−1/2P1/2(Y1 − X1)P1/2P−1/2)
+ tr(BPB∗P−1/2P1/2(X2 − Y2)P1/2P−1/2)
= tr(P−1/2APA∗P−1/2P1/2(Y1 − X1)P1/2)
+ tr(P−1/2BPB∗P−1/2P1/2(X2 − Y2)P1/2)
≤ P−1/2APA∗P−1/2 tr(P1/2(Y1 − X1)P1/2)
+ P−1/2BPB∗P−1/2 tr(P1/2(X2 − Y2)P1/2)
= P−1/2APA∗P−1/2 ∥Y1 − X1∥1,p + P−1/2BPB∗P−1/2 ∥X2 − Y2∥1,p
≤ k
2
∥Y1 − X1∥1,p + ∥X2 − Y2∥1,p .
Thus, we proved that the contractive condition (1.1) is satisfied. Moreover, from (7.3), we have
Q ≼ F(Q , 0) = Q + A∗QA and 0 ≽ F(0,Q ) = Q − B∗QB.
Then, from Theorem 1.1 (that is a particular case of our Theorem 3.1), we deduce the existence of X1, X2 ∈ H(n) such that
X1 = F(X1, X2) and X2 = F(X2, X1). (7.4)
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Since for every X, Y ∈ H(n) there is a greatest lower bound and a least upper bound, there exist a unique X1, X2 ∈ H(n)
satisfying (7.4). Also, we have X (0)1 = 0 ≼ M = X (0)2 , which implies the equality
X = X1 = X2,
the unique solution of Eq. (7.1). 
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