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ABSTRACT
Changes to the preferred states, or regime behavior, of the North Atlantic eddy-driven jet (EDJ) following a
major sudden stratospheric warming (SSW) is examined using a large ensemble experiment from the Canadian
Middle Atmosphere Model in which the stratosphere is nudged toward an SSW. In the 3 months following the
SSW (January–March), the North Atlantic EDJ shifts equatorward by ;38, on average; this arises from an
increased occurrence of the EDJ’s south regime and reductions in its north and central regimes. Qualitatively
similar behavior is shown in a reanalysis dataset.We show that under SSW conditions the south regime becomes
more persistent and that this can explain the overall increase in the EDJ latitude decorrelation time scale.
A cluster analysis reveals that, following the SSW, the south EDJ regime is characterized by weaker low-level
baroclinicity and eddy heat fluxes in the North Atlantic Ocean. We hypothesize, therefore, that the increased
persistence of the south regime is related to the weaker baroclinicity leading to slower growth rates of the
unstable modes and hence a slower buildup of eddy heat flux, which has been shown to precede EDJ transitions.
In theNorthAtlantic sector, the surface response to the SSWprojects onto a negative NorthAtlanticOscillation
(NAO) pattern, with almost no change in the east Atlantic (EA) pattern. This behavior appears to be distinct
from the modeled intrinsic variability in the EDJ, where the jet latitude index captures variations in both the
NAOandEApatterns. The results offer new insight into themechanisms for stratosphere–troposphere coupling
following SSWs.
1. Introduction
Observations and model studies show that, on average,
the North Atlantic eddy-driven jet (EDJ) tempo-
rarily moves equatorward following major sudden
stratospheric warmings (SSWs) (e.g., Baldwin and
Dunkerton 2001; Charlton and Polvani 2007; Hitchcock
and Simpson 2014, hereinafter HS14). The EDJ shift is
associated with a more negative phase of the North
Atlantic Oscillation (NAO) and contributes to en-
hanced predictive skill of winter climate in the Euro-
Atlantic region (Scaife and Knight 2008; Sigmond et al.
2013; Fereday et al. 2012; Scaife et al. 2016; Tripathi
et al. 2015). While much attention has been paid to the
tropospheric response to SSWs on monthly to seasonal
time scales (e.g., Charlton and Polvani 2007; Polvani
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et al. 2017), few studies have assessed whether there
are accompanying changes in variability in the North
Atlantic EDJ. Such changes could help to contextualize
the mechanisms for the time mean circulation response
and may also be important for the occurrence of ex-
treme weather events following SSWs (Kolstad et al.
2010). Charlton-Perez et al. (2018) analyzed daily North
Atlantic weather regimes and showed that when the
stratospheric polar vortex is anomalously weak, the
likelihood of the subsequent day being in a negative
NAO state is approximately doubled relative to neutral
polar vortex days. They showed that this was related to
both increased persistence of the NAO negative state
and an increased likelihood for transitions from other
weather regimes to the NAO negative state. Here we
focus on understanding the influence of SSWs on the
latitude of the North Atlantic EDJ.
The winter daily EDJ latitude in the North Atlantic
sector exhibits a trimodal structure corresponding
to north, central, and south preferred jet locations
(Woollings et al. 2010a). There has been extensive dis-
cussion in the literature about whether multimodal
structures in the midlatitude circulation reflect true
dynamical regimes (e.g., Charney and DeVore 1979;
Silverman 1981; Corti et al. 1999; Ambaum 2008;
Woollings et al. 2010b; Smyth et al. 1999; Hannachi
2007; Franzke et al. 2009). In this study, for simplicity,
we refer to the peaks of the North Atlantic jet latitude
distribution as regime states.
One interpretation of the trimodal distribution of the
EDJ latitude is that the peaks are linked to the occur-
rence or absence of atmospheric blocking. The southern
jet regime is associated with Greenland blocking
(Woollings et al. 2008, 2010b). The central jet regime
can be interpreted as an undisturbed state with separate
subtropical and eddy-driven jets (Woollings et al.
2010a). The interpretation of the northern jet regime is
less clear (Woollings et al. 2010a), but the presence of
Greenland may be important through orographic forc-
ing of tip jets (White et al. 2019), as is the development
of a strong and persistent ridge in the subtropics through
anticyclonic wave breaking near the Iberian Peninsula
(Woollings et al. 2011).
It has been proposed that the transitions between the
three jet regimes can be understood from a nonlinear
oscillator relationship between the meridional temper-
ature gradient (i.e., baroclinicity) and the meridional
eddy heat flux, which acts to erode baroclinicity through
storm-track activity (Ambaum and Novak 2014; Novak
et al. 2015). In a period of low storm-track activity,
baroclinicity will increase through diabatic processes.
This will favor the development of coherent eddies and
cyclonic wave breaking, which steers the jet south. As
the eddies become more vigorous and propagate farther
downstream, the enhanced eddy deformation will favor
anticyclonic wave breaking, which steers the jet pole-
ward. Continued eddy mixing reduces the baroclinicity
and inhibits new storm formation, further favoring an-
ticyclonic wave breaking and a northward deflection of
the jet as the ridge in the eastern Atlantic strengthens.
As the eddy activity decays in the low baroclinicity en-
vironment, the baroclinicity will start to be replenished
through diabatic processes and the cycle begins again
(Novak et al. 2015; Franzke et al. 2011). Shifts in EDJ
latitude over this recharge–discharge cycle of bar-
oclinicity and storm-track activity occur down-
stream as a result of the varying baroclinicity affecting
eddy anisotropy and wave breaking characteristics
(Orlanski 2003).
Cluster analysis shows that the three regimes of the
North Atlantic jet latitude exhibit different persistence
characteristics, with the southward regime being, on
average, more persistent than the northward regime
(Frame et al. 2011; Franzke et al. 2011; Barnes and
Hartmann 2010a). Such variations in persistence of the
EDJ regimes may also be related to eddy anisotropy,
with a more poleward jet favoring wave breaking on the
equatorward flank of the jet, reduced positive eddy–
mean flow feedback and greater transience (Barnes
et al. 2010; Barnes and Hartmann 2010b). Variations in
the persistence of the EDJ regimes introduces the pos-
sibility of state-dependent predictability, which may be
useful for weather and subseasonal prediction (Frame
et al. 2013).
An immediate question is how does the trimodal
structure of the EDJ latitude relate to the leading modes
of North Atlantic circulation variability like the NAO
and East Atlantic (EA) patterns? Together the NAO
and EA patterns capture fluctuations in both EDJ lati-
tude and speed (Woollings et al. 2010a), similar to the
behavior seen in idealized models for the jet (Monahan
and Fyfe 2006; Sparrow et al. 2009), although there is a
general tendency that for negative NAOdays the EDJ is
anomalously south (Woollings et al. 2010a). Another
feature of note is the negative skewness of the winter
daily NAO distribution.Woollings et al. (2010b) explain
this skewness in terms of two flow regimes representing
Greenland blocking and a subpolar jet. However, the
NAO alone cannot explain the full variability in EDJ
latitude. Much remains to be learned about how the
North Atlantic EDJ regimes relate to other common
hemispheric-scale measures of the midlatitude circula-
tion, such as the annular modes and NAO.
The growing literature on North Atlantic EDJ re-
gimes and their relationship to jet variability and
predictability is largely disconnected from the literature
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on sudden stratospheric warming (SSW) impacts on
surface climate. Despite the fact that the observed sur-
face response to SSWs is largest in the North Atlantic
sector (Charlton and Polvani 2007), much of the re-
search into stratosphere–troposphere coupling has used
zonally symmetric idealized models (e.g., Gerber et al.
2009; Polvani and Kushner 2002; Kushner and Polvani
2004) and hemispheric-scale quantities like the NAM
(e.g., Baldwin and Dunkerton 2001), which has impor-
tant distinctions from the NAO (Ambaum et al. 2001).
Much less attention has been paid to understanding the
connections between the zonal mean and regional North
Atlantic aspects of the surface climate response fol-
lowing SSWs. There have also been few attempts to
connect the time mean picture of the response to SSWs
onmonthly to seasonal time scales and the high-frequency
(e.g., daily) North Atlantic EDJ behavior discussed above.
HS14 showed that while there was a mean shift toward a
more negative NAM state following a model simulated
SSW, the NAM autocorrelation function was unchanged,
indicating no apparent change in variability and per-
sistence of the NAM. However, since the NAM is a
hemispheric-scale quantity it does not isolate the North
Atlantic EDJ behavior and its relationship to the pre-
ferred jet states.
The goal of this study is to investigate the effect of an
SSW on the daily North Atlantic EDJ variability. We
further relate the changes in EDJ latitude distribution to
the response of the NAO. This puts the mean southward
shift of the EDJ following SSWs, described extensively
in the literature, into the context of changing EDJ var-
iability and the trimodal regime framework for the
North Atlantic jet. We use carefully designed climate
model simulations to enable a comparison of tropo-
spheric variability during an SSWwith a state unaffected
by stratospheric variability. The remainder of the paper
is laid out as follows: section 2 describes the model, ex-
periments, and diagnostics used in the study; section 3




We use experiments performed with the Canadian
Middle Atmosphere Model (CMAM) described in de-
tail by HS14. CMAM is a comprehensive global climate
model (Scinocca et al. 2008) run here at T63 spectral
truncation and 71 vertical levels with a model top at
0.0006hPa (roughly 100 km). All integrations were car-
ried out using a climatological repeated annual cycle for
sea surface temperatures and sea ice (collectively,
SSTs). The greenhouse gases and SSTs are held fixed at
levels representative of 1990 conditions and a fixed cli-
matological ozone field is specified in all experiments.
Two experiments will be discussed that use a ‘‘nudging’’
technique (see below for details): 1) a 100-yr time-slice
control integration (CTRL) in which the zonal-mean state
of the stratosphere is constrained to follow a seasonally
evolving climatology taken from a separate 100-yr free-
running CMAM simulation (this means there is little
interannual zonal-mean stratospheric variability in
CTRL and there are no major SSWs simulated) and 2) a
97-member ensemble of winter integrations spun off
from CTRL in which the zonal mean state of the
stratosphere is constrained to follow a specific reference
major SSW taken from the free-running CMAM simu-
lation. The SSW chosen as the reference case for the
SSW experiment is a displacement event that occurs in
late December of year 17 of the free-running simulation
[see Fig. 1 of Hitchcock and Shepherd (2013), which de-
scribes the stratospheric variability in the free-running
CMAM simulation]. The particular SSW event is
characterized by a polar-night jet oscillation behavior
(Hitchcock et al. 2013) and exhibits lower stratospheric
temperature anomalies that persist for several months.
The SSW experiment is referred to as ‘‘SSWd’’ in
HS14. Each ensemble member of the SSW experiment
is performed by initializing a new experiment from a
reference date of 21 December in each year of the
CTRL run. To reduce the effects of any initial discon-
tinuity associated with the implementation of the nudging
(see below), the first 11 days of the simulations are dis-
carded and the analysis focuses solely on the January to
March period.
As described by HS14, the nudging in the stratosphere is
achieved by applying an additional relaxation on the zonal
mean spectral componentsX of the temperature, vorticity,
and divergence fields of the form 2K(p)(X 2 X0)/tN,
where the reference stateX0 is either the climatologyXc
of the respective field from the free-running experiment
or, in the SSW experiment after 21 December, the in-
stantaneous state of the SSW from the free-running
simulationXs. Time scale tN is taken to be 6h, andK(p)
is a height-dependent prefactor that varies between 0
and 1. The relaxation is applied only in the stratosphere,
with K(p) set to 0 between the surface and 68 hPa, then
rising linearly to 1 at 28 hPa, and remaining at 1 at
pressures of less than 28 hPa. Although the nudging is
performed on model hybrid pressure levels these are
very close to constant pressure surfaces in the strato-
sphere. The zonally asymmetric components in the
stratosphere are allowed to evolve freely in both ex-
periments. The different ensemble members of each
respective experiment show a similar zonal mean
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stratospheric evolution. This can be seen in Fig. 1a,
which shows daily zonal mean zonal winds at 608N and
50 hPa for a subset of 20 winters from each of the CTRL
and SSW experiments. The stratospheric westerlies
weaken in SSW in two phases: the first starts in late
December and shows a weakening relative to CTRL of
around 10m s21 at 50 hPa, and the second phase starts in
mid-January and leads to weaker westerlies by around
20ms21 overall relative to CTRL. The westerlies in
SSW subsequently increase starting from mid-February
and reach a similar strength to CTRLby lateMarch. The
westerlies are stronger in SSW than in CTRL in April,
although this period is not included in the analysis. In
both the CTRL and SSW experiments the tropospheric
state is unconstrained and evolves freely. This can be
seen in Fig. 1b, which shows zonal mean zonal winds at
608N and 700hPa in the same 20 members as in Fig. 1a.
There is comparatively larger variance in the tropo-
sphere among the members as a consequence of the
large internal atmospheric variability at midlatitudes.
There are also differences in tropospheric behavior be-
tween each member of the SSW experiment and the
respective year of CTRL from which it is initialized,
demonstrating that nudging to a different stratospheric
state is a sufficient perturbation to lead to altered cha-
otic tropospheric variability in the experiments.
While the nudging constrains the zonal mean state of
the stratosphere, the zonally asymmetric components
are unconstrained and evolve freely. This means the
nudged simulation may not lead to similar wave driving
or stratospheric residual circulation as occurred during
the actual SSW event simulated in the free-running ex-
periment. The wave forcing in the free-running experi-
ment that causes the SSW corresponds to sources and
sinks of angular momentum within the stratosphere;
these sources and sinks must be produced in the nudged
simulation in order to constrain the zonal mean flow
leading to nonconservation on angular momentum (e.g.,
Shepherd and Shaw 2004; Chrysanthou et al. 2019).
HS14 showed there are marked differences in the
stratospheric Eliassen–Palm flux divergence between
the SSW generated in the free-running simulation and
the SSW nudged ensemble. This is associated with dif-
ferences in themeridional circulationwithin the nudging
region (i.e., in the stratosphere), but below the level
of the nudging (i.e., in the troposphere) the residual
circulation induced by the nudging closely resembles
that produced by the stratospheric forcing in the freely
simulated stratospheric event (Hitchcock and Haynes
2014). Therefore any coupling between the strato-
sphere and troposphere induced 1) through the mean
meridional circulation or 2) through the response of
tropospheric eddies to lower-stratosphere perturbations
will be captured in the SSW ensemble. As explained
above, the correct zonal asymmetries associated with
the initial displacement of the vortex at short lags are not
included as part of the nudging, and therefore coupling
mechanisms that are dependent on specific features of
the stratospheric zonal asymmetry around the SSW
onset will not be active. However, over sufficiently large
sample sizes the surface signatures of split and dis-
placement SSWs have been shown to be comparable
(Maycock and Hitchcock 2015) and various measures of
the surface climate response in the SSW experiment
have been shown to agree with reanalysis data (HS14).
b. Jet latitude diagnostics
Following Woollings et al. (2010a) the jet latitude
index is calculated as the latitude of the maximum lower
tropospheric mean (930–700 hPa) zonal wind between
208 and 758N averaged over the North Atlantic sector
FIG. 1. A 20-member sample of daily zonal mean zonal wind
(m s21) from the CTRL (black) and SSW (red) experiments at
(a) 50 and (b) 700 hPa. This shows that the stratosphere follows the
same broad evolution in the experiments because of nudging but
the troposphere evolves freely. (c) Time–pressure cross section of
the difference in ensemble mean zonal mean zonal wind at 608N
(m s21) between the SSW and CTRL experiments. Solid contours
are plotted at 2m s21 intervals.
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(608W–08). Woollings et al. (2010a) show that the
longitudinally averaged jet latitude index exhibits
a similar multimodal latitudinal structure to a two-
dimensional North Atlantic jet index, despite the jet
showing a southwest–northeast tilt. The zonal winds are
first interpolated from the model grid onto a regular 0.28
latitude grid using a four-point cubic spline interpola-
tion. The jet latitude index is then defined as the location
of the maximum zonal wind speed. Woollings et al.
(2010a) apply a 10-day low-pass filter to thewind profiles
before calculating the jet latitude index; while they state
this does not strongly affect their results, we do not
apply a time filter to the winds because we also analyze
persistence characteristics of the jet latitude index and
this is most cleanly done using the raw wind fields. We
do not find a strong annual cycle in jet latitude index
over the 3-month analysis period [January–March
(JFM)] and hence for clearer interpretation we show
the absolute jet latitude rather than anomalies.
Following Frame et al. (2011) cluster analysis of the jet
latitude index is performed using a k-means cluster algo-
rithm applied to the combined CTRL and SSW datasets
specifying 3 degrees of freedom. The cluster algorithmwas
applied separately to the two datasets, but the resulting
cluster centroids and associated zonal wind profiles were
found to be similar in the two experiments (i.e., the dif-
ference in centroid locations of the two cluster sets is much
smaller than the Euclidian distance between clusters).
Hence to avoid issues with distinguishing differences in
cluster behavior from small differences in the cluster cen-
troids between the experiments, the results presented use
cluster centroids derived from the combined CTRL 1
SSW dataset (n 5 90 3 197 5 17730).
c. Comparison with reanalysis data
We compare the SSW and CTRL jet latitude distri-
butions from CMAM with the JRA-55 reanalysis data-
set (Kobayashi et al. 2015; acronym expansions can be
found at https://www.ametsoc.org/PubsAcronymList).
Central dates for SSWs in JRA-55 starting from
1 January 1958 are taken fromButler et al. (2017), which
gives a total of 36 major warmings between November
andMarch. We composite the jet latitude index for days
10–40 after the central date of each SSW to produce an
SSWrean distribution. Note that in the reanalysis the
SSWs occur at different times in the winter, whereas the
ensemble members of the SSW experiment follow a
similar evolution with the SSW onset at the same time.
To develop a reference jet latitude distribution for the
reanalysis (CTRLrean) that is as comparable to CTRL as
possible, we sample the equivalent dates for other years
in the reanalysis that are not classified as post-SSW days
10–40.
d. Dynamical diagnostics
To interpret the behavior of the different jet latitude
clusters we use several dynamical diagnostics following
Novak et al. (2015), who applied these to a reanalysis
dataset. The diagnostics are 1) the relative angular mo-
mentum averaged between 08 and 308W and across 930–
700hPa,which represents latitudinallyweighted lower-level
zonal wind (r 5 ua cosf, where f is latitude); 2) the low-
level meridional eddy heat flux (y0T 0) averaged between
408 and 708W and across 930–700hPa, where primes de-
note departures from the zonal mean and the fields are
prefiltered with a Lanczos bandpass filter with a width of
30 days to remove frequencies lower than 10 days; and 3)
the low-level Eady growth rate s, used as a measure of
baroclinicity, averaged between 308 and 908W and calcu-







where f is the Coriolis parameter,N is the static stability,
u is the zonal wind, and z is height. These diagnostics are
chosen to allow a comparison of the CMAM experi-
ments with results from reanalysis data described by
Novak et al. (2015).
e. Calculation of leading modes
In section 3e the changes in jet latitude are compared
to the leading patterns of circulation variability defined
as the first two empirical orthogonal functions (EOFs) of
NorthAtlantic sea level pressure in the region 208#f#
908 and 908W # longitude l # 408E. To reduce the ef-
fects of high-frequency variability on the determination
of the leading patterns, the EOFs are computed using
JFM monthly mean sea level pressure (SLP) anomalies
from the CTRL experiment. The EOFs derived for JFM
in the CTRL experiment are very similar to those cal-
culated for DJF season and to those calculated using the
SSW experiment data (not shown). The daily SLP
anomalies from each experiment are then projected
onto the two leading patterns to derive daily principal
component time series. This approach means that am-
plitude of the daily principal components is larger than
normal (i.e., up to 66 std dev), but the relative changes
can be compared between the experiments.
f. Calculation of uncertainties
Where appropriate, uncertainties on the results are
assessed using bootstrap sampling with replacement.
For the model simulations, 5000 random N-member
samples are taken and the 95% confidence intervals are
plotted as the 2.5th–97.5th percentiles of the sample
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distribution, whereN is the ensemble size for the CTRL
or SSW experiment.
For the JRA-55 reanalysis data, since the sampled
SSWs occur at different times in the winter, the boot-
strap distribution is constructed by randomly sampling
1000 times Ni sets of dates corresponding to days 10–40
following each observed SSW i, but taken from winters
without an SSW. N 5 36 is the number of observed
SSWs in the JRA-55 reanalysis between 1958 and 2014,
as listed by Butler et al. (2017). This gives uncertainty
estimates that account for the same sampling of the
seasonal cycle in jet latitude index as the SSWrean
distribution.
3. Results
a. Changes in zonal winds across the season
Figure 1c shows differences in daily zonal mean zonal
wind at 608N between the SSW and CTRL experiments
as a function of pressure and time. As described by
HS14, and as shown in Fig. 1a, the SSW begins in late
December and induces stratospheric easterly anomalies
that persist in the lower stratosphere until the end of
March. Easterly anomalies are also simulated through-
out the depth of the troposphere between January and
March (also Fig. 1b). This is the canonical picture of
the response to major SSWs but note this is particu-
larly clear in this example given the relatively large
ensemble size.
In the lower troposphere, the JFM average low-
level zonal wind anomalies over the North Atlantic
Ocean show a dipole structure in latitude (Fig. 2b),
with easterly anomalies in the northern part of the
basin and westerly anomalies to the south. This cor-
responds to a southern shift of the westerly wind belt
in the North Atlantic and a southward shift of the EDJ
(Fig. 2a). The node where the zonal wind anomalies
change sign has a northeast tilt being around 408N in
the western North Atlantic and 478N in the eastern
side of the basin (Fig. 2b), which resembles the tilt of
the EDJ itself (not shown). The peak-to-peak dipole
in North Atlantic zonal winds has an amplitude of
6.4m s21, with the decrease in zonal winds to the north
around double the increase in the south. This asym-
metry means the jet speed decreases by around
0.8m s21 in the SSW experiment. The relative angular
momentum (r 5 ua cosf) shows a more symmetric
dipole in latitude (not shown), indicating that fol-
lowing the SSW angular momentum is predominantly
being redistributed within the North Atlantic sector
rather than through remote exchanges with other
regions.
FIG. 2. (a) Latitude profile of the low-level JFM zonal wind averaged over the North Atlantic sector and between
930 and 698 hPa in the CTRL (black) and SSW (red) experiments. Shading shows 2.5th–97.5th percentiles of n 5
5000 bootstrapping with replacement. (b) Differences in JFM zonal wind over the North Atlantic sector between
the SSW and CTRL experiments. The contour interval is 0.5m s21.
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b. Changes in North Atlantic jet latitude index
The evolution of the ensemble mean daily North
Atlantic EDJ latitude index shows no significant dif-
ferences between the SSW and CTRL experiments in
early January (Fig. 3), but from mid-January onward
there is a clear southward shift of the EDJ in the SSW
experiment which is not seen in CTRL. Between mid-
January and early February in the SSW experiment
the EDJ rapidly moves equatorward, on average, by
around 48 latitude. The EDJ then remains farther
equatorward during February before it begins from
late February onward to gradually return poleward by
around 38, but it is still located farther south than in
CTRL by the end of March. The difference in ensem-
ble mean jet latitude index (DfJLI) across all JFM days
is 22.88 (;310 km).
The black line in Fig. 4a shows the histogram of daily
JFM North Atlantic jet latitude index in the CTRL ex-
periment for all ensemble members. The distribution is
non-Gaussian and exhibits broadly similar maxima to
those seen in reanalysis data (Barnes and Hartmann
2010a; Woollings et al. 2010a). There is a central (C)
maximum around 458N, a broader northern (N) maxi-
mum between 508–638N and a southern maximum (S)
between 358–408N. The most striking difference relative
to reanalysis data is that the N and S states do not occur
as frequently in CMAM, which is a feature also seen in
other climate models with similar atmospheric hori-
zontal resolutions (Iqbal et al. 2018).
Also shown in Fig. 4a is the daily jet latitude index for
the SSW experiment (red line). This shows a markedly
different distribution from the CTRL experiment. The
relative frequency of the S maximum increases and the
N and C maxima decrease. Hence, the mean southward
shift of the North Atlantic EDJ following the SSW
(Figs. 2 and 3) is a manifestation of a redistribution of
the daily jet latitude from fewer N and C jet states to an
increase in S jet states. This is in contrast to what would
arise with an overall southward shift of the jet latitude
distribution, as can be seen by comparing the SSW jet
latitude distribution with the CTRL distribution shifted
by the mean SSW–CTRL jet latitude index anomaly
(DfJLI 522:88) (thin black line in Fig. 4b). This shows
clearly that the mean response of the EDJ following the
SSW projects onto the underlying multimodal jet lati-
tude distribution and suggests changes to the jet vari-
ability. This is distinct from the perspective of changes in
the NAM in the SSW experiment, which shows a uni-
form shift of the distribution toward more negative
values with little change in variance or persistence (see
Fig. 6 of HS14).
FIG. 3. Time series of daily ensemble mean North Atlantic jet
latitude (8) from January to March for the SSW (red) and CTRL
(black) experiments. The shading shows 2.5th–97.5th percentiles of
n 5 5000 bootstrapping with replacement.
FIG. 4. Histograms of daily JFMNorthAtlantic jet latitude in the (a) SSW (red) andCTRL (black) experiments and
(b) the SSW experiment and the CTRL distribution shifted by DfJLI.
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Figure 5 shows histograms of the jet latitude index for
SSW and non-SSW periods from JRA-55 based on the
methods described in section 2c. The solid black line
denotes the mean for each bin of the CTRLrean boot-
strap samples, and the gray shading shows 61 standard
deviation. The red line denotes the distribution for days
10–40 after the 36 major SSWs in the dataset (SSWrean).
Given the smaller sample size, along with other differ-
ences such as the magnitude, persistence, and timing
of the SSWs, the differences between SSWrean and
CTRLrean are not statistically significant for most lati-
tude bins. Nevertheless, the results suggest qualitatively
similar behavior to that found in CMAM, with an in-
creased likelihood of the jet being located at more
southerly latitudes following SSWs. Indeed, around 358–
408N there is less than a 10% chance that without SSWs
the probability of the jet being at that location would be
as high as in SSWrean.
c. Changes in EDJ persistence
Figure 6 shows the autocorrelation function (ACF)
of the jet latitude index in the two CMAM experi-
ments. The jet latitude index shows enhanced persis-
tence in the SSW experiment at lags of up to around
two weeks. This behavior is distinct from the NAM
ACF in these experiments (see Fig. 6b of HS14), which
shows no significant difference between CTRL and
SSW. There is also a suggestion of the ACF being
somewhat flatter than in the CTRL experiment be-
tween days 5 and 10. The lag at which the ACF falls
below 1/e increases from day 2 in the CTRL experi-
ment to day 3 in the SSW experiment. This appears to
be consistent with other studies that show that the S
regime is more persistent than the N regime (Barnes
and Hartmann 2010a; Frame et al. 2011), and hence an
increase in occurrence of the S state would tend to lead
to an overall increase in persistence of the jet. It is
possible there may also be changes to the persistence
characteristics of the regimes themselves and this is
addressed next.
To examine the changes in persistence of the North
Atlantic EDJ in the SSW experiment further, we apply a
k-means cluster analysis to the combined (CTRL 1
SSW) dataset of JFM daily North Atlantic zonal wind
profiles from both experiments following the method of
Frame et al. (2011) and specifying three degrees of
freedom (see section 2b). TheNorthAtlantic zonal wind
profiles associated with the three cluster centroids (N,C,
and S) are shown in Fig. 7. The north (N) centroid shows
the broadest region of westerlies between 308 and 708N
and the weakest zonal wind maximum of 11ms21. The
central (C) centroid shows a stronger zonal wind maxi-
mum of ;15ms21 located between 458 to 508N. The
south (S) centroid shows a slightly stronger zonal wind
maximum of around 16ms21 near 408N. These maxima
closely align with the peaks in the jet latitude index
distribution in Fig. 4, suggesting that the cluster analysis
has identified the zonal wind profiles that are associated
with the dominant regimes of jet latitude variability.
Overall the zonal wind profiles for the three cluster
centroids are comparable with those derived from re-
analysis data (cf. Fig. 1 in Frame et al. 2011). The main
differences are that in reanalysis data the wind maxi-
mum in the N centroid is located farther north than in
CMAM near 608N, and the C centroid shows a stronger
zonal wind maximum (;15ms21) relative to the S
centroid (;12ms21).
FIG. 5. Histograms of the daily North Atlantic jet latitude from
the JRA-55 reanalysis dataset. The red line (SSWrean) shows the
composite of days 10–40 following the 36 major SSWs identified
since 1 Jan 1958 in the reanalysis (Butler et al. 2017). The thick
black line (CTRLrean) shows the mean of the reference non-SSW
bootstrap samples (n5 1000) for the same dates as the SSWs. The
gray shading shows61 std dev of the CTRLrean bootstrap samples
(see section 2 for details).
FIG. 6. The autocorrelation function of North Atlantic jet lati-
tude in the CTRL (black) and SSW (red) experiments. Error bars
show 2.5th–97.5th percentiles of n 5 5000 bootstrapping with
replacement.
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Following Frame et al. (2011), we assign each JFM
daily wind profile for each ensemble member,U(f, t), to
one of the three clusters based on the cluster zonal wind










The result is an indicator variableXt that takes on values
of N, C, or S depending on to which cluster the jet be-








Histograms of the jet latitude index for the days assigned
to each cluster are shown in Fig. 8 for the SSW and
CTRL experiments. This confirms that the peaks in
the jet latitude index distributions (Fig. 4a) are most
frequently associated with each of the three cluster cen-
troids (Fig. 7). The relative frequencies of the three
clusters (N, C, and S) for the two experiments are shown
in Table 1. The occurrence of both the N and C states
each decrease by around 10% in the SSWexperiment and
the S state increases by;20%, representing around 1/2 of
all JFM days. Charlton-Perez et al. (2018) found that
following weak vortex days the likelihood of a negative
NAO state increased by around a factor of 2 relative to
neutral vortex days, bringing it to approximately 1/3. We
return to the relationship between the change in EDJ
latitude distribution and the NAO in section 3e.
To examine the relationship between the changes in
cluster frequency (Table 1) and the changes in jet lati-
tude persistence (Fig. 5), we adopt the statistical ap-
proach described by Frame et al. (2011) to examine
transitions between clusters. We define a lagged condi-








In practice this is computed by counting, at day t, all days
that occupy cluster A (NA); we then compute the frac-
tion of those points that occupy cluster B (NB) at a later
time t 5 t 1 t, such that PA/B 5 NB/NA. Uncertainties
are derived from a bootstrapping sampling with re-
placement of PA/B across the different ensemble
members of the experiments. The measure PA/B takes
FIG. 7. North Atlantic mean zonal wind profiles (m s21) associ-
ated with the south (solid), central (dashed), and (c) north (dotted)
jet clusters.
FIG. 8. Histograms of daily JFM North Atlantic jet latitude as-
sociated with the north (yellow), central (green), and south (black)
clusters. Thin lines show the CTRL, and thick lines show the SSW
experiment.
TABLE 1. Percentage occurrence of each daily jet cluster in the
different experiments.
Cluster expt S C N
CTRL 27 36 37
SSW 48 25 27
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no account of the cluster occupancy between time t and
t 1 t. However, over short time scales one can loosely
interpret PA/A as being the probability of a state A
persisting for t days and PA/B as being the probability
of a state A transitioning to state B over a time t; we
henceforth call this quantity a transition probability.
Figure 9 shows the transition probabilities between the
N,C, and S clusters in the two experiments for lags up to
15 days. Given there are differences in the climatologi-
cal occupancy of the clusters between the two experi-
ments (Table 1), we would expect to see differences in
the transition probabilities even in the absence of any
FIG. 9. Jet transition probabilities PX/Y as a function of lead time for the SSW (red) and CTRL (black) experiments following Frame
et al. (2011). Hatching shows 2.5th–97.5th percentiles of n 5 5000 bootstrapping with replacement. The horizontal lines represent the
climatological cluster occupancy in each experiment. Rows show transitions for states from the (top) north, (middle) central, and (bottom)
south clusters. Columns show transitions to (left) north, (center) central, and (right) south clusters. For example, the top-left panel shows
PN/N and the lower-right panel shows PS/S. The dashed lines show the expected transition probabilities in the two experiments on the
basis of a 1 million–step Markov chain Monte Carlo model applied to the steady-state transition matrices.
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meaningful changes in the dynamical system. To dis-
tinguish this effect from any potential signal from
changes in dynamical behavior of the regimes, we
compare the transition probabilities from the experi-
ments with a simple one-step three state Markov model.























for the SSW experiment (Table 1). The Markov models
fit to the two experiments using the steady-state transi-
tion matrices are shown by the dashed lines in Fig. 9.
For a positive recurrent Markov chain, the mean re-
currence time is given by the reciprocal of the steady
state probability. Hence the recurrence time for the S
regime is approximately 4 days in the CTRL experiment
(PS 5 0.27; 1/PS 5 3.7) and 2 days in the SSW experi-
ment (PS 5 0.48; 1/PS 5 2.1).
The results in Fig. 9 show that, in many cases, the
differences in transition probabilities between the SSW
and CTRL experiments are consistent with those pre-
dicted by the simple Markov model, which supports the
null hypothesis of there being no discernible change in
the characteristics of transitions between the regimes.
However, there are some notable exceptions. For the
SSW experiment, the model data show a considerable
FIG. 10. Composites of latitudinal profiles of the (a),(d) low-level relative angular momentum (m2 s21; averaged between 08 and 308W),
(b),(e) the low-level eddy heat flux (K m s21; averaged between 408 and 708W), and (c),(f) the low-level baroclinicity s (day21; averaged
between 308 and 908W) for the (top) CTRL experiment and (bottom) SSW 2 CTRL differences. Values are plotted for the N (pink
dotted),C (blue dashed), and S (yellow solid) EDJ clusters. Vertical lines in (d)–(f) show the locations of themaxima for each variable and
cluster in CTRL [(a)–(c)].
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enhancement in PS/S relative to the Markov chain
model on 3–12-day time scales (Fig. 9i). This is balanced
by a relatively lower PS/N in the SSW experiment than
expected from the Markov chain model (Fig. 9g),
whereas there are no differences between the model
data and the Markov chain model for PS/C (Fig. 9h).
This suggests that in the SSW experiment the jet be-
comes proportionately less likely to move from the S to
theN cluster and is more likely to persist in the S cluster.
Another intriguing feature of the SSW experiment is the
transition probability PN/S is lower than predicted by
the Markov chain model on 2–8-day time scales (Fig.
9c), while PN/C is slightly elevated (Fig. 9b). This sug-
gests that when in theN cluster, the jet may be less likely
to transition into the S cluster, despite the S cluster be-
coming more frequent overall in the SSW experiment.
The dynamical features of the three clusters are exam-
ined in the next section in an attempt to explain the
changing transition characteristics described here.
d. Dynamical interpretation of the changes in EDJ
regimes
To seek an explanation for the differences in transi-
tion probabilities (Fig. 9), we now explore the dynamical
characteristics of the EDJ clusters using the variables
described in section 2d. Figures 10a–c show the relative
angular momentum, the meridional heat flux, and the
baroclinicity for the three EDJ clusters in the CTRL
experiment. The profiles represent composites across all
JFM days assigned to the N, C and S clusters. The pro-
files for the clusters in the CTRL experiment are in good
agreement with the findings of Novak et al. (2015) using
reanalysis data. Specifically, the S cluster is associated
with enhanced baroclinicity and suppressed eddy heat
fluxes, and vice versa for the N cluster. Novak et al.
(2015) interpreted the differences in dynamical charac-
teristics between the clusters as reflecting the spatio-
temporal life cycle of the North Atlantic jet, where the
interplay between baroclinicity, storm-track activity
(heat flux), and eddy anisotropy leads to transitions
between the preferred jet states.
Figures 10d–f show differences in the dynamical
variables between the SSW and CTRL experiments
for each cluster. For orientation, the vertical lines in
Figs. 10d–f show the location of the maximum for each
variable within each cluster in the CTRL experiment.
The differences in relative angular momentum between
SSW and CTRL (Fig. 10d) are indicative of the small
differences in zonal wind profiles found when the cluster
analysis is applied separately to the two experiments
(see discussion in section 2b). In all cases, these show
dipole anomalies with enhanced westerlies at lower
latitudes and reduced westerlies at higher latitudes,
particularly for the N and S clusters, consistent with an
overall more equatorward jet in the SSW experiment.
However, the differences in relative angular momentum
between the experiments are small compared to the
differences between the clusters themselves (Fig. 10a)
and hence this further motivates the use of the pooled
clusters.
Figure 10e shows the differences in heat flux for each
cluster between the two experiments. The changes in the
C cluster are small and will not be discussed further. In
the N cluster, the differences show a dipole structure
with the node approximately coinciding with the maxi-
mum heat flux in CTRL (pink vertical line; Fig. 10e)
indicating an equatorward shift of the peak. There is a
slight asymmetry in the maximum amplitudes of the
positive and negative values such that, overall, there is a
small decrease in themaximumheat flux of20.8Kms21
(3%) for the N cluster in the SSW experiment. The S
cluster shows markedly different behavior. While there
is also a dipole structure in latitude, the node is located
near 378N while the peak in the CTRL experiment is at
428N (yellow vertical line; Fig. 10e). The largest de-
creases in heat flux in the S cluster seen in Fig. 10e are
therefore located near the peak and there is a larger
decrease in themaximumheat flux of21.5Kms21 (7%)
accompanied by a smaller southward shift of the profile.
The baroclinicity profiles for the three clusters in the
CTRL experiment (Fig. 10c) show the highest and most
equatorward maximum for the S cluster and the lowest
and most poleward maximum for the N cluster. The
differences in baroclinicity between the SSW and CTRL
experiments for each cluster are shown in Fig. 10f. Here,
again, the smallest changes are found in the C cluster,
where there is a fairly constant decrease in baroclinicity
between 308 and 608N of around 0.01–0.02 day21. For
theN cluster, the differences show an asymmetric dipole
in latitude with positive differences between 158 and
378N and larger negative values between 378 and 608N.
The larger decreases occur within around 58 latitude of
the peak baroclinicity in CTRL (pink vertical line;
Fig. 10f), which means there is an overall decrease in the
maximum baroclinicity for the N cluster of 20.04 day21
(5%) and a slight narrowing of the profile. For the S
cluster, the profile of positive and negative differences
follows the same broad shape as for theN cluster, but the
node is around 338N on the equatorward side of the
maximum baroclinicity in the CTRL experiment near
408N. The decrease in baroclinicity peaks near 458N and
is larger (20.1 day21) than the largest relative increase
between 258 and 308N (0.05day21); this means there is
an overall decrease in themaximum baroclinicity for the
S cluster in the SSW experiment of 20.08 day21 (8%)
and a small southward shift of the profile.
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Ambaum and Novak (2014) and Novak et al. (2015)
concluded that high heat flux is conducive to a north-
ward deflection of the EDJ, whereas low heat flux is
conducive to a more zonal EDJ. The heat flux is asso-
ciated with mixing of temperature gradients by eddies
and gradual erosion of baroclinicity, with associated
changes in eddy anisotropy and wave breaking leading
to transitions between the jet regimes downstream. A
possible explanation for the increased persistence of
the S state in the SSW experiment (Fig. 9i) is that the
weaker baroclinicity in the S cluster should lead to
slower growth rates for the unstable modes. This would
reduce the occurrences of explosive eddy growth,
which tends to shift the jet poleward. A possible ex-
planation for the relative delay in transition between
the north and south regimes in the SSW experiment
(Fig. 9c) is that the reduced baroclinicity in the north
regime (Fig. 10f) makes for a slower recovery to the
high baroclinicity environment that permits rapid
growth of eddies associated with a southward deflected
jet (Novak et al. 2015).
e. Relationship to the leading patterns
The surface response to SSWs is well known to proj-
ect onto a negative NAO pattern (e.g., Charlton and
Polvani 2007). This section addresses how the changes in
the EDJ in the SSW experiment discussed above relate
to the NAO.
Histograms of the JFM daily NAO index for the
SSW and CTRL experiments are shown in Fig. 11. In the
SSW experiment, the mean change in the NAO index
is 21.26. Overall the CTRL distribution shifted by the
change in populationmean (CTRLADJ) compares well to
the NAO distribution in the SSW experiment (thin
black line; Fig. 10). The main difference is that the NAO
distribution in CTRL is negatively skewed (S5 20.18),
similar to what is found in reanalysis data (Woollings
et al. 2008), but this is not the case in the SSW experi-
ment (S 5 0.03). A two-sample Kolmogorov–Smirnov
test shows the daily NAO distributions for SSW and
CTRLADJ are significantly different at the 99.9% con-
fidence level (D 5 0.034). Woollings et al. (2008) ex-
plain the negative skewness of the daily NAO index
using a two-component mixture model representing
Atlantic regimes for Greenland blocking (mainly neg-
ative NAO) and a more frequent zonal state with a
strong subpolar jet (mainly positive NAO). The fact
that in the SSW experiment both the negative NAO
skewness is reduced and the occupancy of the S cluster
is increased is surprising, as Greenland blocking has
been connected to both the existence of the S jet re-
gime (Woollings et al. 2010a) and the negative skew-
ness of the NAO (Woollings et al. 2008). One might
therefore expect to find that an increase in S jet states
would be accompanied by an increase in negative
skewness of the NAO.
To further examine the relationship between jet lati-
tude index and the NAO, Fig. 12 shows histograms of
the daily jet latitude index for below the 10th percentile
(NAO #22.21), between the 45th and 55th percentiles
(20.14 # NAO # 0.25) and above the 90th percentile
(NAO $ 2.11) of the NAO distribution in the CTRL
experiment. The choice of bins that encompass 10% of
the CTRL distribution gives 900 days in each bin, which
after some testing was found to be sufficient to sample
the underlying jet latitude distribution. The percentile
thresholds are determined nonparametrically using
ranked probabilities of all JFM days from the CTRL
FIG. 11. Histogram of the JFM daily NAO index in the SSW
(red) andCTRL (black) experiments. The thin black line shows the
CTRL distribution shifted by DNAO521:23.
FIG. 12. Histograms of JFM daily jet latitude index corre-
sponding to below the 10th percentile (black), between the 45th
and 55th percentiles (green), and above the 90th percentile (yel-
low) of the NAO distribution in the CTRL experiment. The NAO
percentile thresholds are determined nonparametrically.





etsoc.org/jcli/article-pdf/33/9/3901/4932125/jclid190702.pdf by guest on 21 July 2020
experiment. The fraction of days in each percentile
category that are assigned to the three jet clusters is
shown in Table 2. Around one-half of strongly negative
NAO days in the CTRL experiment are assigned to the
S cluster, with the remainder being approximately
equally distributed between the C and N cluster. This
confirms that the overall increase in S cluster frequency
in the SSW experiment is consistent with the more
negative NAO index. For strongly positive NAO days in
the CTRL experiment, the majority of days occupy the
C andN clusters approximately equally, but only around
15% of the days are classified to the S cluster. Figure 13
shows composite North Atlantic zonal wind profiles for
the strongly negative NAO days assigned to the N
cluster and the strongly positive NAO days assigned to
the S cluster. These closely resemble the overall zonal
wind profiles for the cluster centroids (Fig. 7). Hence
while there is an overall propensity for S cluster jets to
be associated with negative NAO days, this is not a
definitive relationship (see also Fig. 11 of Woollings
et al. 2010a).
Previous research has shown that more than one
leading pattern is required to describe latitudinal shifts
in the EDJ in both idealized models (Fyfe and Lorenz
2005; Sparrow et al. 2009) and reanalysis data (Woollings
et al. 2010a). Woollings et al. (2010a) show that the North
Atlantic jet latitude index captures variations in both
the NAO and EA patterns. Figure 14 shows joint
histograms of the daily NAO and EA indices for the
SSW and CTRL experiments (cf. Fig. 11 of Woollings
et al. 2010a). Figure 14 shows a shift of the joint
histogram to more negative NAO values, as discussed
above, but only a small change in the EA pattern
(DEASSW2CTRL 5 0.07). Indeed, the change in JFM
mean SLP in the SSW experiment in the North
Atlantic sector can be almost entirely explained by the
projection onto the NAO pattern (not shown). This is
consistent with previous studies that show the SLP
response to SSWs in the North Atlantic sector
resembles a negative NAO (e.g., Charlton and
Polvani 2007; HS14) and that stratospheric variability
does not strongly affect North Atlantic weather re-
gimes that are independent of the NAO (Beerli and
Grams 2019).
4. Conclusions
This study has investigated changes in North Atlantic
eddy-driven jet regimes following a major sudden
stratospheric warming. We use experiments with the
Canadian Middle Atmosphere Model described by
Hitchcock and Simpson (2014) in which the zonal mean
stratospheric state is nudged to a seasonally evolving
long-term climatology (i.e., weak stratospheric vari-
ability, denoted CTRL) and to a single displacement
type major SSW simulated by CMAM (denoted SSW).
Both experiments are composed of a large ensemble
(100 and 97 winters, respectively) and the troposphere
evolves freely, thereby offering a unique opportunity to
examine tropospheric variability in the presence of
similar stratospheric conditions. This approach is at-
tractive since in reanalysis data there are relatively
fewer SSWs and their timing, amplitude, and persistence
characteristics vary considerably, which may affect
TABLE 2. Percentage daily occurrence of each jet cluster in
different percentiles of the NAO distribution in the CTRL
experiment.
Cluster NAO percentile S C N
Below 10th 46 28 26
45th–55th 22 37 41
Above 90th 15 42 43
FIG. 13. Composite North Atlantic zonal wind profiles (m s21)
for the subset (15%) of days with NAO above the 90th percentile
and that are classified to the S regime (solid). Also plotted is the
subset (26%) of days with NAO below the 10th percentile and that
are classified to theN regime (dotted). The data are taken from the
CTRL experiment.
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the subsequent evolution in the troposphere (e.g.,
Karpechko et al. 2017). However, this does mean the
results described here may be somewhat specific to the
event simulated in CMAM. Nevertheless, HS14 ana-
lyzed an ensemble experiment for a different split type
SSW event from CMAM and found very similar be-
havior to the SSW analyzed here. We also analyze a
reanalysis dataset and find qualitatively similar behavior
to the model.
CMAMproduces a trimodal winter North Atlantic jet
latitude distribution, although in the CTRL experiment
the occurrence of the southward (S) and northward (N)
regimes is relatively lower and the occurrence of the
central (C) regime is relatively higher when compared
with reanalysis data. The biases in the jet latitude dis-
tribution in CMAM are not as severe as found in some
models with similar atmospheric resolutions (Iqbal et al.
2018). Following the onset of the modeled SSW in late
December, the North Atlantic jet shifts south by an
average of 22.88 latitude between January and March.
This is associated with a redistribution of the daily jet
latitude distribution within the three regimes, with an
increased occurrence of the S regime by ;75% relative
to the CTRL experiment. Alongside, there are roughly
equal decreases in the frequency of the C and N jet re-
gimes. Qualitatively similar behavior is found for a
composite of 36 major sudden warmings in the JRA-55
reanalysis dataset. The higher occurrence of the S state
in the SSW experiment is further accompanied by an
increase in the persistence of the S regime compared to
the prediction of a simple one-stepMarkov chainmodel.
Under typical conditions the high heat flux associated
with the S regime is associated with an erosion of bar-
oclinicity that drives changes in eddy anisotropy and
shifts in jet latitude (Novak et al. 2015). We suggest the
increased persistence of the S regime may be a conse-
quence of the decreased baroclinicity in the SSW ex-
periment, which causes slower growth of the unstable
modes, weaker eddy heat fluxes, and a lower tendency
for anticyclonic wave breaking.
The sea level pressure response in the North Atlantic
in the SSW experiment projects strongly onto a negative
NAOpattern (DNAO521.23), with little change in the
EA pattern. This is interesting because intrinsic varia-
tions in jet latitude in the CTRL experiment, similar to
the differences found in the SSW experiment, describe
fluctuations in both the NAO and East Atlantic patterns
(see also Woollings et al. 2010a). Charlton-Perez et al.
(2018) used reanalysis data and ECMWF ensemble
forecasts to analyze the stratospheric influence on the
occurrence of winter North Atlantic weather regimes.
Our results are in agreement with their main conclusions
that the North Atlantic response to a weak polar vortex
projects onto NAO2 and that changes in the North
Atlantic circulation come about through changes to both
regime persistence and transitions between regimes.
Further research is required to better connect the jet
latitude regimes with the weather regimes in the North
Atlantic.
This study makes a first attempt to connect the time
mean surface response to SSWs with the regime be-
havior of the North Atlantic eddy-driven jet and pro-
vides a complementary approach to other work that
focuses on storm-track and jet variability. For example,
previous studies have related jet regimes to the leading
modes of variability, such as the NAO (e.g., Woollings
et al. 2008, 2011), and two studies have related the sur-
face response to stratospheric anomalies to daily
weather regimes (Charlton-Perez et al. 2018; Beerli et al.
2017). We have attempted to bridge the traditional view
of a time-averagedNAO2 response and southward shift
of the jet following SSWswith the characteristics of daily
EDJ variability. Further work could connect this with the
dynamical mechanisms for stratosphere–troposphere
coupling described in the literature [see Kidston et al.
(2015) and references therein].
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