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ABSTRACT
We use empirical star formation histories (SFHs), measured from Hubble-Space-Telescope-based resolved star
color–magnitude diagrams, as input into population synthesis codes to model the broadband spectral energy
distributions (SEDs) of 50 nearby dwarf galaxies (6.5 < log M∗/M < 8.5, with metallicities ∼10% solar). In
the presence of realistic SFHs, we compare the modeled and observed SEDs from the ultraviolet (UV) through
near-infrared and assess the reliability of widely used UV-based star formation rate (SFR) indicators. In the FUV
through i bands, we find that the observed and modeled SEDs are in excellent agreement. In the Spitzer 3.6 μm and
4.5 μm bands, we find that modeled SEDs systematically overpredict observed luminosities by up to ∼0.2 dex,
depending on treatment of the TP-AGB stars in the synthesis models. We assess the reliability of UV luminosity
as a SFR indicator, in light of independently constrained SFHs. We find that fluctuations in the SFHs alone can
cause factor of ∼2 variations in the UV luminosities relative to the assumption of a constant SFH over the past
100 Myr. These variations are not strongly correlated with UV-optical colors, implying that correcting UV-based
SFRs for the effects of realistic SFHs is difficult using only the broadband SED. Additionally, for this diverse
sample of galaxies, we find that stars older than 100 Myr can contribute from <5%–100% of the present day UV
luminosity, highlighting the challenges in defining a characteristic star formation timescale associated with UV
emission. We do find a relationship between UV emission timescale and broadband UV-optical color, though it is
different than predictions based on exponentially declining SFH models. Our findings have significant implications
for the comparison of UV-based SFRs across low-metallicity populations with diverse SFHs.
Key words: galaxies: dwarf – galaxies: fundamental parameters – galaxies: photometry – galaxies:
star formation – galaxies: stellar content
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1. INTRODUCTION
Measuring the stellar mass and star formation rate (SFR) from
a galaxy’s observed spectral energy distribution (SED) relies
on stellar population synthesis (SPS) models. These models
combine knowledge of stellar evolution and stellar spectra to
convert between observations and physical quantities. In recent
years it has become common to compare observed galaxies to
model SEDs across a range of wavelengths to derive multiple
galaxy properties (e.g., stellar mass, SFR, metallicity) self-
consistently. Fitting model SEDs to observed SEDs is now done
for both low and high redshift galaxies (e.g., Arnouts et al. 2007;
Salim et al. 2007; Schaerer & de Barros 2010; Whitaker et al.
2012; Curtis-Lake et al. 2013; Maraston et al. 2012; Mentuch
Cooper et al. 2012), and from ultraviolet (UV) to far-infrared
(FIR) wavelengths (e.g., Silva et al. 1998; da Cunha et al. 2008;
Noll et al. 2009).
Star formation histories (SFHs) are a critical component of
SED modeling. A different SFH can change the relationship
between physical quantities and the SED. However, the SFH of
individual galaxies is usually poorly or only coarsely known,
and some assumption about its form must then be made. The
simplest models assume a constant SFR to derive linear scalings
between SFR and luminosity (e.g., Kennicutt 1998). More
sophisticated modeling involves allowing the SFR to vary with
time, though it is usually parameterized to be a smoothly varying
function. A common parameterization is the τ -model, where the
SFR declines exponentially (Tinsley 1968; Madau et al. 1998;
Kauffmann et al. 2003; Walcher et al. 2011). The timescale and
amplitude of this parameterized SFH is then constrained by the
SED itself.
Difficulties in this approach arise from (1) well-known and
significant degeneracies between SFH, dust attenuation, and
stellar metallicity (e.g., Johnson et al. 2007a; Walcher et al.
2011 and references therein); and (2) biases in the derived
parameters due to true SFHs that deviate from the assumed
parameterization (e.g., with a different long-term SFR evolution
or variable SFR on short timescales). Recently, Lee et al. (2010)
have shown, using SFHs drawn from semi-analytic models,
that determinations of the physical parameters of high-redshift
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galaxies can be significantly biased if they are derived from
fitting SED models that assume a simplified or mismatched SFH
(see also Stringer et al. 2011; Pforr et al. 2012). These results
depend on the adopted semi-analytic model of the SFH, and are
valid at high-redshift. How well they apply to real galaxies in
the low-redshift universe is unknown (though see Wilkins et al.
2012).
Instead of assuming a parameterized SFH, strong constraints
on the real SFH can be obtained from a galaxy’s resolved
stellar populations (e.g., Tosi et al. 1989; Dolphin 2002).
The location of individual stars in a color–magnitude diagram
(CMD) constrains their evolutionary state, and can be used
to infer the SFH for an assumed initial mass function (IMF).
Studies of the resolved stellar populations of nearby galaxies
are now routine with Hubble Space Telescope (HST; e.g.,
Sanna et al. 2009; Dalcanton et al. 2009; Hidalgo et al. 2011;
Grocholski et al. 2012; Dalcanton et al. 2012). With the SFH
thus constrained by the CMD of resolved stars, we can determine
the impact of realistic SFHs on typical conversions between
observed and physical properties.
One advantage of using the SFH measured for real galaxies,
as opposed to a SFH drawn from semi-analytic models, is that
it is possible to directly compare the measured SED to the SED
inferred from the SFH. This comparison allows us to test the
consistency of the SFH and population synthesis models with
broadband observations from the ultraviolet (UV) to the near-
infrared (NIR). Another advantage of using the SFH measured
for real galaxies is that we can explore the effects of other galaxy
properties on the SED (e.g., reddening by dust). The realistic
SFH inferred from the CMD of individual stars serves to fix
a large number of parameters in the SED model that usually
have to be fit at the same time as other, possibly degenerate,
parameters.
The paper is organized as follows. In Section 2 we describe
the sample of galaxies, the broadband UV through MIR obser-
vations, the SFHs as derived from the resolved stellar CMDs
of each galaxy, and how we predict the broadband SED using
the CMD-constrained SFHs as input. In Section 3 we compare
the predicted luminosities to the observed luminosities in every
band, highlighting discrepancies in the NIR. In Section 4 we
explore the possible origins of these discrepancies, including
uncertainties in the population synthesis model ingredients. In
Section 5 we consider the effects of dust attenuation, metallic-
ity, and stochastic sampling of the IMF on the observed SED.
In Section 6 we investigate how the SFH affects the conversion
of UV luminosity to SFR.
2. DATA
2.1. Sample
We analyze galaxies from the ACS Nearby Galaxy Survey
Treasury (ANGST; Dalcanton et al. 2009), which consists
primarily of dwarf galaxies (M∗ < 109 M) with distances less
than 4 Mpc. The sample spans a range of colors, morphologies
(dE to dIm), and SFHs. We have chosen a subset of ANGST
galaxies for which HST observations sample a significant
fraction of the total galaxy extent, and where the depth and
quality of the observations provide for robust measures of the
SFH (Weisz et al. 2011). The 50 selected galaxies are listed in
Table 1, along with their distances and other global properties.
In Figure 1 we show the specific SFR (the SFR divided by
the stellar mass) versus stellar mass (where both quantities
were derived from the CMDs, see Sections 2.4 and 2.5)
Figure 1. Specific star formation rate vs. stellar mass for the sample galaxies,
where both have been derived from the SFH. For the stellar mass, we have
applied a correction based on the amount of 3.6 μm light falling outside the
HST footprint to obtain an estimate of the total stellar mass. The error bars are
derived from the Monte Carlo realizations of the SFH, and encompass 68% of
the distribution of values. For the stellar mass these errors are typically smaller
than the symbol size. Each point is color-coded by the morphological type.
The top axis shows the gas-phase metallicity inferred from the mass–metallicity
relation of Lee et al. (2006). Gray-scale shows galaxies from the SDSS main
galaxy sample (Brinchmann et al. 2004). The dashed line is an extrapolation to
lower mass of the SF sequence determined by Schiminovich et al. (2007).
(A color version of this figure is available in the online journal.)
for the sample galaxies, color-coded by morphological type
(Section 2.3).
2.2. Broadband SEDs
The integrated galaxy SEDs are derived from broadband
imaging available from GALEX (Martin et al. 2005), the Sloan
Digital Sky Survey (SDSS), and Spitzer (Werner et al. 2004).
The GALEX and Spitzer imaging has been obtained as part of the
11HUGS and LVL surveys, respectively (Lee et al. 2011; Dale
et al. 2009), and we refer the reader to these papers for detailed
discussion of the data reduction. Additional optical imaging for
galaxies outside the SDSS footprint has been obtained by D. O.
Cook et al. (2013, in preparation), through the Johnson–Cousins
UBVR filters. Unfortunately, the low surface brightness of these
galaxies makes NIR J,H , and K measurements difficult from
the ground (e.g., McIntosh et al. 2006), and we do not consider
these bands here.
We have measured the broadband luminosity that falls within
the intersection between the HST footprint and large apertures
designed to encompass the entire UV and NIR extent of the
galaxy as follows. For the SDSS imaging we estimate the
background from Gaussian fits to the lower 85% of flux values
in elliptical annuli extending from 1.5 to ∼2 times the semi-
major axis of the galaxy aperture. These estimates are consistent
with the SDSS pipeline values outside the galaxy extent (see
Blanton et al. 2011 for a discussion of biases in the SDSS
background determination near large galaxies). For the Spitzer
Infrared Array Camera (IRAC; Fazio et al. 2004) imaging we
use the background determinations of Dale et al. (2009). For the
GALEX imaging we estimate the background by median filtering
the GALEX pipeline-produced background images in the same
elliptical annuli as was used for the optical backgrounds. The
GALEX pipeline-produced background images include masking
of detected sources and account for the Poisson statistics of the
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Table 1
Galaxy Sample Properties
Name Alternate log〈SFR〉8a log M∗a Afuvb E(B − V )MW log[O/H] + 12c fHSTd T Type
Name (M yr−1) (M) (mag) (B12)
AM1001-270 Antlia −4.086+0.400−0.116 6.666+0.025−0.021 <0.34 0.079 7.41 1.00 10
BK5N . . . −4.706+0.372−0.203 7.293+0.009−0.024 <4.78 0.063 7.55 1.00 −3
UGCA276 DDO113 −4.788+0.216−0.270 7.129+0.008−0.013 <0.12 0.020 7.57 1.00 10
UGC7577 DDO125 −2.171+0.028−0.019 7.775+0.016−0.013 0.04 ± 0.006 0.020 7.78 0.77 10
UGC8651 DDO181 −2.456+0.018−0.018 7.580+0.003−0.010 0.04 ± 0.006 0.006 7.67 0.97 10
UGC8760 DDO183 −2.349+0.016−0.014 7.567+0.011−0.011 0.02 ± 0.003 0.016 7.70 1.00 10
UGC9128 DDO187 −2.880+0.034−0.023 7.039+0.006−0.007 <0.11 0.023 7.56 1.00 10
UGC9240 DDO190 −2.102+0.013−0.009 7.791+0.005−0.011 0.14 ± 0.015 0.012 7.77 0.96 10
UGCA133 DDO044 −4.795+0.148−0.505 7.420+0.009−0.004 <4.92 0.041 7.65 1.00 −3
UGCA015 DDO006 −2.460+0.007−0.014 7.351+0.009−0.005 <0.17 0.017 7.60 1.00 10
DDO078 . . . −4.676+0.191−0.316 7.782+0.009−0.012 <3.62 0.021 7.49 0.41 −3
UGC5692 DDO082 −2.876+0.039−0.037 8.404+0.009−0.003 0.26 ± 0.032 0.041 7.90 0.67 9
UGC6817 DDO099 −2.288+0.018−0.030 7.565+0.010−0.059 0.05 ± 0.007 0.026 7.67 0.74 10
ESO294-G010 . . . −4.118+0.081−0.126 7.024+0.003−0.005 <0.55 0.006 7.56 0.96 −3
ESO410-G005 . . . −3.901+0.089−0.057 7.106+0.005−0.004 <0.55 0.014 7.59 1.00 −1
ESO540-G032 . . . −3.864+0.091−0.095 7.415+0.009−0.006 <1.14 0.020 7.52 1.00 −3
F08D1 . . . −4.573 8.007+0.012−0.003 <0.92 0.108 7.80 1.00 −3
UGC8091 GR8 −2.887+0.032−0.030 6.966+0.020−0.024 0.04 ± 0.005 0.026 7.54 1.00 10
HS117 HS98-117 −5.017+0.332−0.201 6.548+0.005−0.014 <2.65 0.115 7.50 0.97 10
UGC5666 IC2574 −1.084+0.003−0.003 8.821+0.002−0.002 0.14 ± 0.016 0.036 8.09 0.74 9
IKN . . . −3.643+0.049−0.111 7.812+0.011−0.016 <4.67 0.058 7.51 1.00 −3
M81-DwA KDG52 −2.715+0.021−0.014 7.146+0.005−0.008 0.20 ± 0.029 0.020 7.48 1.00 10
KDG61 KK98-81 −3.995+0.102−0.100 7.675+0.010−0.012 <3.28 0.073 7.69 0.99 −1
UGC5442 KDG64 −5.367 7.563+0.005−0.008 1.77 ± 1.717 0.053 7.71 1.00 −3
KDG73 . . . −3.071+0.025−0.028 6.923+0.025−0.012 <0.83 0.019 7.52 1.00 10
KKR03 KK98-230 −3.697+0.064−0.060 6.222+0.014−0.011 <0.37 0.014 7.31 1.00 10
KKH037 HS98-010 −3.255+0.042−0.040 7.376+0.010−0.012 <0.49 0.074 7.60 1.00 10
KKH086 . . . −3.927+0.160−0.099 6.525+0.038−0.023 <1.05 0.027 7.45 1.00 10
KKH098 . . . −3.298+0.052−0.026 6.930+0.018−0.027 <0.22 0.123 7.52 1.00 10
KKR25 . . . −5.267+0.352−1.142 6.322+0.025−0.033 <4.54 0.009 7.29 0.89 10
NGC 2366 UGC3851 −1.176+0.003−0.004 8.585+0.002−0.002 0.40 ± 0.039 0.036 7.96 0.87 10
NGC 3741 UGC6572 −2.349+0.019−0.014 7.517+0.006−0.009 0.05 ± 0.006 0.024 7.67 0.98 10
NGC 4163 UGC7199 −2.615+0.022−0.015 7.927+0.002−0.007 0.12 ± 0.014 0.020 7.79 1.00 10
UGC4483 . . . −2.490+0.021−0.027 7.214+0.007−0.017 0.10 ± 0.011 0.034 7.53 1.00 10
UGC8201 DDO165 −1.220+0.004−0.005 8.267+0.011−0.030 0.02 ± 0.004 0.024 7.86 1.00 10
UGC8508 IZw60 −2.546+0.016−0.015 7.377+0.003−0.004 <0.00 0.015 7.67 0.94 10
UGC8833 . . . −2.779+0.024−0.025 7.294+0.010−0.016 <0.16 0.012 7.61 1.00 10
UGCA292 . . . −2.486+0.030−0.016 6.688+0.022−0.031 0.06 ± 0.010 0.016 7.49 1.00 10
UGCA438 ESO407-G018 −2.582+0.030−0.020 7.306+0.052−0.011 <0.07 0.014 7.66 1.00 10
UGC5428 DDO071 −5.125 7.535+0.003−0.007 <0.00 0.098 7.66 0.98 −3
Sex A DDO075 −2.370+0.009−0.010 6.793+0.006−0.015 0.03 ± 0.003 0.045 7.70 0.31 10
ESO321-G014 . . . −2.800+0.047−0.034 7.286+0.011−0.016 0.01 ± 0.011 0.094 7.67 0.96 10
ESO540-G030 KDG02 −4.764+0.327−0.305 6.690+0.010−0.020 <1.28 0.023 7.60 1.00 −1
IC5152 ESO237-G027 −1.962+0.009−0.013 7.746+0.015−0.007 0.14 ± 0.015 0.025 7.95 0.39 10
Sculptor-dE1 Sc22 −4.642+0.167−0.326 7.168+0.012−0.014 <5.07 0.015 7.50 0.99 −3
UGC5373 Sex B, DDO070 −2.753+0.023−0.020 7.126+0.006−0.013 0.05 ± 0.006 0.031 7.74 0.33 10
UGC4305 Ho II, DDO050 −1.173+0.003−0.002 8.432+0.001−0.002 0.11 ± 0.012 0.032 8.00 0.80 10
UGC4459 DDO053 −2.299+0.017−0.015 7.687+0.010−0.012 0.21 ± 0.023 0.038 7.69 1.00 10
UGC5139 Ho I, DDO063 −1.799+0.006−0.010 8.059+0.005−0.006 0.04 ± 0.006 0.050 7.78 0.97 10
UGC5336 Ho IX, DDO066 −1.529+0.007−0.005 7.668+0.010−0.012 0.03 ± 0.005 0.079 7.71 0.98 10
Notes.
a Tabulated central values are derived from the best-fit SFH. Upper and lower error bars correspond to the 84th and 16th percentiles, respectively, of the distribution of values
derived from the Monte Carlo realizations of the SFH. The best-fit 〈SFR〉8 is occasionally zero; in these cases, we report the 84th percentile of the distribution of Monte Carlo
values (an approximate 1σ upper limit) and no error bars are given.
b Internal dust attenuation estimated from the ratio of the 24 μm to FUV flux following Hao et al. (2011).
c Gas-phase metallicity as estimated from the 4.5 μm luminosity–metallicity relation of Berg et al. (2012).
d Fraction of the g or B band flux within the Dale et al. (2009) apertures that also falls within the HST FOV, i.e., an aperture correction.
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low count-rate images. We subtract these backgrounds from the
flux that falls in the HST footprints and the galaxy apertures.
For GALEX and Spitzer we use the standard photometric
zeropoints. For the SDSS data the photometric calibration is
taken from the calibration data provided for each SDSS imaging
frame. Masking of foreground stars and artifacts follows Dale
et al. (2009) and Lee et al. (2011), though we have inspected the
foreground masks by hand for these galaxies to be sure that no
UV bright clusters are mistakenly masked. For several galaxies,
the presence of nearby and extremely bright foreground stars
makes accurate photometry impossible. These galaxies are
DDO78, KKR025, and IKN. Though we do not consider the
photometry at any wavelength for these galaxies, we retain them
in the sample since they can still contribute to conclusions based
solely on the modeled fluxes (see Sections 2.5 and 6). The quoted
photometric uncertainties of the GALEX and Spitzer fluxes are
typically dominated by calibration uncertainty (Dale et al. 2009;
Lee et al. 2011), but systematics related to sky background
estimation (especially in the ground-based u, U, and z bands)
and unsubtracted foreground stars likely contribute substantially
to the true photometric uncertainty.
Our photometry is reported in Table 2. The fraction of the
total g or B-band flux that falls within the HST footprint is
listed in Table 1. Corrections for Milky Way reddening are
derived from the reddening maps of Schlegel et al. (1998);
the adopted conversions from E(B − V ) to Aλ are given in
Table 3. For the GALEX bands these conversions follow Gil de
Paz et al. (2007) and for the optical we derive the conversions
from the Milky Way extinction curve of Cardelli et al. (1989)
with RV = 3.1. We convert between absolute magnitude (Mλe )
and solar luminosities using
log νLν = log c/λe + (51.595 − Mλe )/2.5 − log L, (1)
where λe are the effective wavelengths of the bands10 as given
in Table 3 and L = 3.827 × 1033 erg s−1.
2.3. Additional Galaxy Properties
We also consider measures of internal dust attenuation and
metallicity, which are known to affect the SED. Accurate
estimates of dust attenuation are notoriously difficult to obtain.
For the vast majority of the sample, measurements of the Balmer
decrement are not available, and so attenuations cannot be
measured in this way (Lee et al. 2009). Such measurements also
only sample the very youngest stars, not the attenuation of the
stellar population as a whole. However, the broad wavelength
coverage of this sample allows us to use the infrared-to-UV
ratio (IRX), which is available for the majority of the sample.
Following Hao et al. (2011), we estimate the FUV attenuation
in magnitudes from the ratio of 24 μm to FUV flux as
Afuv = 2.5 log
(
1 + η
νLν(24 μm)
νLν(FUV)
)
, (2)
where η = 3.89 is a scaling factor determined from observa-
tions. This relation has been calibrated by Hao et al. (2011)
using attenuations derived from the Balmer decrement, albeit
for a sample of galaxies with higher luminosities and larger av-
erage dust attenuation. For galaxies undetected at 24 μm (24
of the 50 sample galaxies), we use the 1σ 24 μm flux limit
to define an upper limit on the attenuation. The resulting FUV
10 We use the definition of Schneider et al. (1983) for λe .
attenuations are given in Table 1. For the majority of the sam-
ple, Afuv < 0.35 mag, consistent with their low luminosities.
Therefore, the uncertainties in the method used to derive the
attenuation are of minimal importance, because the absolute
attenuations are undoubtedly small.
Morphological T-types are taken from de Vaucouleurs et al.
(1991) and Karachentsev et al. (2004) and are given in Table 1.
Following Weisz et al. (2011) we define the galaxy types dwarf
spheroidal (dSph, T  0), dwarf irregular (dIrr, T = 10), and
dwarf spiral (dSpiral, 7 < T < 10). We include the dwarf tran-
sition (dTrans) type, defined as galaxies with detectable gas con-
tent but undetectable Hα emission. The galaxy metallicity may
be estimated from a mass–metallicity or luminosity–metallicity
relation. We use the 4.5 μm luminosity–metallicity relation of
Berg et al. (2012) to estimate the gas-phase metallicity. The
resulting estimates of the gas-phase metallicity are listed in
Table 1. The metallicities are typically well below solar.
2.4. Deriving SFHs from Resolved Stars
We derived SFHs for the sample from their optical stellar
CMDs. The methodology involves matching the observed den-
sity of stars in color–magnitude space to linear combinations
of the CMD density expected from simple stellar populations
of various ages, including reddening by dust and observational
effects modeled with extensive artificial star tests; a more de-
tailed description can be found in Weisz et al. (2011). The CMD
fitting takes into account Poisson statistics when measuring fit
quality, and thus implicitly includes the effects of stochasticity
in the population of the IMF on the number of stars of a given
mass (or luminosity) in the error estimate (see Section 2.6).
The constraint on the most recent SFH comes primarily from
main sequence stars, whereas the SFH between 50–500 Myr is
largely constrained by easily identified helium burning (HeB)
stars, which follow a rough luminosity–age relation (Dohm-
Palmer et al. 2002).
The CMDs were derived with stellar metallicity in each
age bin as a free parameter, and assuming a Salpeter IMF
from 0.1 to 100 M (slightly different from the IMF used in
Weisz et al. 2011) and the stellar evolutionary tracks of Girardi
et al. (2000). Differential extinction of young stars is included
following the model of Dolphin et al. (2003). In this model
a flat distribution of extinction values is applied to all stars
younger than 100 Myr, with the maximum extinction increasing
linearly from AV = 0.0 at an age of 100 Myr to AV = 0.5
mag at an age of 40 Myr. By increasing the width of the main
sequence in the simulated CMDs, this differential extinction
model gives vastly improved fits to the data over no extinction.
In Section 5.3 we discuss the impact of differential reddening
and independent estimates of dust content in more detail. The
temporal resolution of the derived SFHs is Δ log t = 0.1, which
is coarser than the time resolution used for the SFH derivation
in Weisz et al. (2011), though finer than the time resolution
displayed in that work. The SFHs are derived within the range
4 Myr < log tlookback < 14.1 Gyr. An example SFH is shown in
Figure 2.
We have used the SFHs to derive 〈SFR〉8, the average SFR
over the last 100 Myr, and M∗, the current stellar mass, by
integrating the SFH over time, accounting for stellar death using
population synthesis models (see Section 2.5). The resulting
properties are listed in Table 1. The metallicities inferred from
the CMD fitting, while uncertain, are consistent with the gas-
phase metallicities of Section 2.3 and Table 1.
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Table 2
Integrated Photometry within the HST Footprint
Name (m−M)a FUV NUV u(U )b g(B)b r(V )b i(R)b z 3.6 μm 4.5 μm 5.6 μm 8 μm
(mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag)
AM1001-270 25.40 −7.79 −8.79 (−8.26) (−10.26) (−10.71) (−10.77) . . . −10.38 −9.93 . . . −9.67
BK5N 27.89 −7.89 −7.56 . . . . . . . . . . . . . . . −11.98 −11.09 . . . −12.56
UGCA276 27.35 −7.08 −8.92 . . . . . . . . . . . . . . . −12.12 −11.52 −10.51 . . .
UGC7577 27.02 −12.01 −12.35 −13.31 −14.12 −14.46 −14.62 −14.70 −13.78 −13.19 −12.58 −12.17
UGC8651 27.40 −11.62 −11.83 −12.55 −13.32 −13.58 −13.71 −13.87 −13.02 −12.52 −10.87 −11.14
UGC8760 27.51 −11.57 −11.90 −12.58 −13.38 −13.59 −13.82 −13.74 −13.13 −12.75 −12.31 . . .
UGC9128 26.72 −10.43 −10.82 −11.79 −12.58 −12.78 −12.90 −12.95 −12.09 −11.78 −10.20 −11.36
UGC9240 27.23 −12.30 −12.63 −13.34 −14.23 −14.49 −14.64 −14.85 −13.81 −13.39 −13.11 −13.19
UGCA133 27.45 −6.76 −9.43 −11.75 −12.65 −13.11 −13.16 −13.50 −12.92 −12.59 −10.17 . . .
UGCA015 27.60 −10.75 −10.96 (−11.78) (−12.38) (−12.57) . . . . . . −12.24 −11.94 −10.98 −10.50
DDO078 27.82 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
UGC5692 28.06 −11.45 −12.36 (−14.20) (−14.91) (−15.45) (−16.55) . . . −15.40 −14.97 −15.07 −14.59
UGC6817 27.11 −11.82 −12.08 −12.68 −13.50 −13.71 −13.84 −13.76 −12.89 −12.31 −11.92 −10.67
ESO294-G010 26.47 −8.41 −8.86 . . . (−11.14) . . . (−11.99) . . . −11.85 −11.37 −10.50 . . .
ESO410-G005 26.42 −7.93 −9.23 . . . (−11.53) . . . (−12.25) . . . −12.97 −11.97 −12.49 −12.09
ESO540-G032 27.67 −8.14 −9.11 . . . (−11.40) . . . (−12.26) . . . −11.79 −10.97 . . . . . .
F08D1 27.78 . . . −8.94 . . . . . . . . . . . . . . . −13.12 −12.82 −13.77 −13.26
UGC8091 26.60 −11.36 −11.36 −11.65 −12.15 −12.38 −12.43 −12.66 −11.53 −11.21 −10.79 −10.82
HS117 26.61 −7.74 . . . (−8.98) (−10.69) (−11.49) (−12.02) . . . −11.59 −10.97 . . . . . .
UGC5666 27.93 −15.38 −15.51 (−16.32) (−16.77) (−16.98) (−17.10) . . . −16.68 −16.31 −15.94 −16.01
IKN 27.84 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
M81-DwA 27.68 −10.28 −10.42 . . . . . . . . . . . . . . . −11.85 −11.00 −7.64 −10.36
KDG61 27.84 −8.81 −9.67 −12.78 −13.20 −13.83 −14.10 −14.38 −13.43 −12.85 . . . . . .
UGC5442 27.84 . . . −9.70 . . . . . . . . . . . . . . . −13.20 −12.77 −10.38 −12.43
KDG73 27.84 −9.08 −9.35 . . . . . . . . . . . . . . . −12.26 −10.95 . . . −10.99
KKR03 26.41 −7.94 −8.42 −9.14 −9.94 −10.23 −10.18 −10.61 . . . . . . . . . . . .
KKH037 27.65 −9.30 −9.82 (−11.21) (−12.09) (−12.51) (−12.81) . . . −12.33 −11.84 −11.47 −11.39
KKH086 27.03 −7.71 −8.76 −9.96 −10.74 −11.26 −11.33 −10.91 . . . . . . . . . . . .
KKH098 26.90 −9.35 −10.08 −11.00 −11.81 −12.02 −12.39 −12.31 . . . . . . . . . . . .
KKR25 26.35 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
NGC 2366 27.53 −14.87 −15.03 (−15.77) (−16.06) (−16.26) (−16.30) . . . −15.71 −15.34 −15.52 −15.71
NGC 3741 27.55 −12.32 −12.50 −12.95 −13.51 −13.73 −13.83 −14.02 −12.95 −12.51 −11.78 −11.44
NGC 4163 27.36 −11.93 −12.37 −13.37 −14.22 −14.61 −14.86 −14.94 −14.09 −13.62 −13.23 −12.78
UGC4483 27.53 −11.71 −11.78 (−12.51) (−12.82) (−12.82) (−12.90) . . . −11.92 −11.14 −9.28 −11.09
UGC8201 28.35 −13.81 −14.03 −14.56 −15.29 −15.47 −15.55 −15.51 −14.64 −14.22 −13.79 −13.02
UGC8508 27.06 . . . . . . −12.63 −13.32 −13.63 −13.79 −13.94 −13.07 −12.55 −12.45 −12.42
UGC8833 27.47 −10.85 −11.05 −11.80 −12.55 −12.86 −13.02 −12.64 −12.33 −12.17 −11.47 −11.22
UGCA292 27.79 −11.44 −11.49 −12.13 −12.20 −12.38 −12.60 −12.61 −12.53 −11.59 −11.48 −13.03
UGCA438 26.74 −11.23 −11.37 (−11.69) (−12.46) (−13.00) (−13.15) . . . −12.65 −12.17 −11.96 −11.32
UGC5428 27.72 . . . −9.87 (−11.34) (−12.52) (−13.02) (−13.30) . . . −12.94 −12.44 −11.26 −12.79
Sex A 25.60 −11.75 −11.87 (−12.27) (−12.53) (−12.56) (−12.66) . . . −11.91 −11.45 −10.90 −9.24
ESO321-G014 27.50 −10.93 −11.31 (−12.20) (−12.75) (−13.04) (−13.21) . . . −12.89 −12.48 −10.48 −11.56
ESO540-G030 27.61 −8.20 −9.31 . . . (−11.34) . . . (−10.38) . . . −12.01 −11.68 −10.13 . . .
IC5152 26.58 −13.35 −13.69 (−14.41) (−14.95) (−15.27) (−15.42) . . . . . . −14.53 . . . −15.31
Sculptor-dE1 28.07 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
UGC5373 25.67 −10.76 −10.99 −11.72 −12.74 −13.03 −13.14 −13.25 −12.31 −11.93 . . . −11.26
UGC4305 27.65 −15.00 −15.11 (−15.78) (−16.10) (−16.18) (−16.41) . . . −15.72 −15.45 −15.37 −15.45
UGC4459 27.79 −12.41 −12.57 −13.16 −13.68 −13.95 −14.06 −14.04 −13.56 −13.14 −12.80 −13.63
UGC5139 27.95 −13.09 −13.26 (−14.04) (−14.44) (−14.66) (−14.70) . . . −14.07 −13.53 . . . −13.24
UGC5336 27.79 −12.79 −12.92 −13.39 −13.86 −14.24 −14.41 −14.39 −13.60 −13.30 . . . −14.65
Notes. All photometry is given as AB absolute magnitudes and corrected for Milky Way extinction.
a Distance modulus.
b Numbers within parentheses are for the Johnson–Cousins filters, numbers without parentheses are for the SDSS system.
2.5. Predicting Integrated Luminosities from the SFH
We derive the expected luminosity for each galaxy within the
area covered by the HST footprint, by inputting the measured
SFHs into a population synthesis code (see Wyder 2001 for
an early example of this method). To be consistent with the
derivation of the SFH we adopt the Flexible Stellar Population
Synthesis (FSPS; Conroy et al. 2009; Conroy & Gunn 2010)
model (ver. 2.3, revision 60) as our fiducial model. This code
uses the same Girardi et al. (2000) stellar evolutionary tracks
for the main sequence up to the asymptotic giant branch (AGB)
phase. The default FSPS models use the AGB star isochrones of
Marigo et al. (2008), with modifications as suggested in Conroy
& Gunn (2010). To maintain consistency with the derivation
of the SFH from resolved stars, we have used FSPS without
these modifications; the effects of changing the AGB isochrones
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Table 3
Filters
Band λeff Aλ/E(B − V )MW
(Å)
FUV 1528.1 7.9
NUV 2271.1 8.1
u 3546.0 5.0
U 3571.2 5.0
B 4344.1 4.2
g 4669.6 3.8
V 5455.6 3.2
r 6156.2 2.8
R 6441.6 2.6
i 7471.6 2.1
I 7993.8 1.9
z 8917.4 1.5
3.6 μm 35416.6 0.0
4.5 μm 44826.2 0.0
5.6 μm 56457.2 0.0
8 μm 78264.8 0.0
on the predicted SED will be discussed in Section 4.1. Post-
AGB evolution utilizes the tracks of Vassiliadis & Wood (1994).
For main sequence and giant stars, the stellar spectra in FSPS
models are from BaSeL 3.1 (Westera et al. 2002). Spectra of
TP-AGB stars are from the empirical library of Lanc¸on &
Mouhcine (2002), with extensions redward of 2.5 μm using
Aringer et al. (2009) for carbon-rich TP-AGB stars and the
PHOENIX “BT-SETTL” spectral library for oxygen-rich TP-
AGB stars. The spectra of post-AGB stars are from Rauch
(2002) and the spectra of OB and Wolf–Rayet stars are from
Smith et al. (2002). We use a Salpeter IMF from 0.1 to 100 M
for consistency with the CMD fitting. We consider a fiducial
metallicity of 0.2 Z for all models. This value is consistent
with the measured gas-phase metallicities, the metallicities
expected from the mass–metallicity relation, and estimates of
the metallicity from the CMD fitting. The metallicity has only
a modest effect on the UV and optical luminosities, as we
discuss further in Section 5.1, and we do not expect significant
effects from limiting the models to a single metallicity. These
models do not include dust attenuation or emission, except for
the circumstellar envelopes of AGB stars. The stellar synthesis
models implicitly assume that the CMD is fully sampled, and
thus neglect stochastic effects due to small numbers of stars at
high stellar masses or rare evolutionary phases.
We have also considered the population synthesis models of
Bruzual (2007), which are based on the “Padova 1994” (Bertelli
et al. 1994) stellar evolutionary tracks, supplemented by the
Marigo et al. (2008) evolutionary tracks for TP-AGB stars. The
main difference between Girardi et al. (2000) and “Padova 1994”
is a warmer (and bluer) giant branch in the former (Bruzual &
Charlot 2003). There are some differences between the FSPS
models and Bruzual (2007) in the stellar spectral libraries used.
However, we find that using the Bruzual (2007) models instead
of our fiducial models does not significantly affect the predicted
SED (except in the Spitzer 5.8 and 8 μm bands, see Section 4),
and does not change our conclusions.
In detail, we generate SPS models having constant SFR (of
1 M yr−1) from zero age to the duration of each of the time
bins used in the SFH reconstruction, and zero SFR thereafter.
The resulting spectra of the SPS models (with each model
corresponding to a single time bin in the SFH) are then
interpolated logarithmically in time to a set of ages t − ti
Figure 2. Top: an example star formation history. The black histogram shows
the best-fit SFH determined from fits to the optical stellar CMD for NGC 4163,
at higher temporal resolution than shown in Weisz et al. (2011). The gray
histograms show the MC realizations of the SFH. The red dashed line shows
the SFR averaged over the past 100 Myr (〈SFR〉8). Middle: an example of the
modeled luminosity evolution. The colored lines give the absolute AB restframe
magnitude in several bands as a function of lookback time, expected given the
SFH in the top panel. Bottom: modeled color evolution for the same galaxy.
(A color version of this figure is available in the online journal.)
where ti is the beginning time of the bin, and the appropriate
normalization is applied:
modλ (t) =
Nbin∑
i
SFRi ˆi,λ(t − ti)e−τλ(t−ti ), (3)
where SFRi is the SFR in time bin i from the CMD based
SFH, ˆi,λ(t ′) is the luminosity at wavelength λ of the truncated
constant SFR SPS model at age t ′, and τλ(t ′) is the dust extinction
optical depth at wavelength λ towards stars of age t ′. In order to
match the reddening model used when deriving the SFH from
the CMD (Section 2.4) the maximum of τλ(t − ti) is taken to
linearly decrease from τV = 0.5 for t−ti  40 Myr to τV = 0 at
t − ti = 100 Myr. To account for the distribution of extinctions
toward stars of a given age in the Sextans A differential
extinction model (Section 2.4 and Dolphin 2002), the spectrum
of each bin, ˆi,λ(t ′), is divided into a large number of equal
pieces, each piece is extinguished with a different τV uniformly
distributed up to the maximum for that time bin, and the pieces
are then summed. We note that this makes little difference from
simply assuming one average value for τV per bin, regardless
of the number of pieces. As the sample is primarily composed
of low-mass, low-metallicity dwarf galaxies, the shape of the
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extinction curve is taken to be that of the Small Magellanic
Cloud (SMC; Pei 1992), and we neglect scattering. The resulting
modλ (t) are convolved with the appropriate filter transmission
curves to determine the broadband luminosity Lmodλ (t), which
we refer to as the modeled (with dust) luminosity. We also
determine the modeled (intrinsic, dust-free) luminosity in all
bands, denoted Lmod0,λ (t) hereafter, by setting τλ = 0 for all ages.
Stellar masses, accounting for stellar evolutionary effects, are
derived in a similar way by replacing ˆi,λ(t ′) with mˆi(t ′), the
stellar mass of all surviving stars and stellar remnants at age t ′.
Typically this stellar mass is 0.15 dex smaller than the total
stellar mass formed over the lifetime of the galaxy.
The SFR and duration of the most recent time bin is altered
so that the total mass of stars formed in that bin is distributed
over the interval 0 to 4 Myr. This is because the derivation of
the SFR from the CMD results in stars with ages <4 Myr being
“assigned” (or fit by stars with) the minimum isochrone age
(4 Myr < tlookback < 5 Myr). We include an estimate the effects
of nebular emission on the broadband luminosities, which we
find to be less than 0.05 dex at all wavelengths.
Figure 2 shows an example of the derived luminosity evolu-
tion of one galaxy. It is clear that the discrete binning of the
SFH has strong effects on the flux evolution, especially at large
lookback time when the temporal resolution is longer than the
lifetime of the dominant stars. However, the fluctuations in SFR
at large lookback times do not significantly affect the present
day luminosities. At small lookback times the temporal reso-
lution is better, and the effect of the binning on even the UV
luminosity evolution is small. The effects of binning in the SFH
are discussed further in Section 2.6.
2.6. Uncertainties in the SFH
There are several sources of uncertainty in the measured SFHs
that can affect the predicted luminosities. The first source is
random uncertainties due to the number of stars in each region
of the CMD. Statistical uncertainties on the SFHs are computed
through 50 Monte Carlo (MC) realizations. For each MC test, a
Poisson random noise generator is used to randomly resample
the best fitting model CMD. As a result, the uncertainties on
the SFHs account for fluctuations in the number of stars used to
derive the SFH in a given time bin. For each galaxy we repeat the
analysis described above for different MC realizations and then
compute the dispersion in the resulting flux at each wavelength
to obtain an estimate of the uncertainty of the predicted flux
at the present day. This procedure also takes into account the
covariance between adjacent bins. The typical uncertainty in
the predicted FUV flux is ∼0.05 dex, and is unbiased with
respect to the FUV luminosity of the best-fitting SFH. This
uncertainty decreases to ∼0.01 dex redward of the u band. A
similar procedure is used to estimate the uncertainties in 〈SFR〉8
and M∗ as derived from the SFH. Again, because of significant
covariance between time bins the uncertainties on time averaged
properties, including broadband luminosities, are significantly
smaller than implied by quadrature sums of the uncertainties on
the SFR in individual bins.
The second source of uncertainties in the SFHs are system-
atic effects due to differences between stellar models (see, e.g.,
Dolphin 2012; Charlot et al. 1996; Conroy et al. 2009; Weisz
et al. 2011). Estimating the effect of these systematic uncer-
tainties on the predicted fluxes requires deriving the SFH with
different stellar models and then predicting the broadband flux
with the same model. The differences in the predicted fluxes
when using these different stellar models then give an estimate
of the systematic uncertainty of the predicted flux. While Weisz
et al. (2011) have provided an estimate of the uncertainty in
the SFH induced by uncertainties in stellar isochrones, a fair
estimate of the resulting uncertainty in the integrated broadband
luminosity requires predicting the integrated SED with the same
(randomly) modified isochrones. This is beyond the scope of the
current paper, but deserves treatment in future analyses. Readers
are cautioned that the uncertainties in the physical parameters
listed in Table 1 do not include the (often dominant) systematic
uncertainties due to changes in the stellar models (Weisz et al.
2011; Dolphin 2012).
The third source of uncertainty in the predicted fluxes is the
discrete time binning of the SFHs. At one extreme, the SFR
may fluctuate more smoothly than the derived SFH, simply due
to the binning in time of a smoothly rising or falling SFH. At
the other limit, the true SFR may vary on timescales shorter
than the width of a given bin (see, e.g., Eskew & Zaritsky
2011 for a discussion of the impact of SFRs that vary strongly
within a given bin). In general, these limitations will be a
significant effect only for the wavelengths that are sensitive to
timescales shorter than the resolution of the SFH. For example,
the ionizing flux (λ < 912 Å) is nearly always sensitive to
the SFR on timescales shorter than the temporal resolution
of the SFH, and therefore significant artifacts of the binning
scheme would be visible in the Hα flux evolution, even at small
lookback times. For the broadband wavelengths, however, the
temporal resolution is sufficient for the prediction of present day
luminosities.
3. COMPARISON TO OBSERVED SED:
AVERAGE DIFFERENCES
In this section, we compare the modeled luminosities to
the observed luminosities. This comparison allows us to
(1) verify the reliability of the SFHs, (2) explore the effects
of additional galaxy properties on the SED, free from the po-
tentially degenerate effects of SFH, and (3) test the predictions
of population synthesis models in the UV and NIR.
In Figure 3 we show the modeled present-day SED for a
subset of the galaxy sample, as well as the observed broadband
luminosities. We also show the contribution of stars formed in
several different broad age bins to the present day SED, and the
residuals between the modeled luminosities and the observed
luminosities. In general there is good agreement.
In Figure 4 we plot the average differences between the ob-
served luminosities and the modeled luminosities as a function
of wavelength, with error bars showing the standard error of the
mean. The first thing to note is the excellent agreement in the
UV through optical (FUV through i), where the overall normal-
ization appears to be correct to within 0.1 dex, and often much
better. The stars used for the SFH determination typically con-
tribute ∼40% of the total luminosity in the g through V bands
(though this fraction varies significantly) suggesting that the
SFH is correctly inferring the behavior of the remaining 60% of
the flux.
However, in the NIR portions of the spectrum, we see
significant systematic differences. Real galaxies appear to be
fainter than the models in the Spitzer IRAC 3.6, 4.5 and 5.8 μm
bands by an average of ∼0.2 dex. As discussed in Conroy
et al. (2009) and Mancone & Gonzalez (2012), the emission
in this region of the SED is often dominated by more poorly
understood phases of stellar evolution (particularly the TP-
AGB phase), and it is here that different population synthesis
models disagree most strongly. This uncertainty is in contrast
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Figure 3. The modeled and observed SED for 12 of the sample galaxies. In each panel, the magenta points show the observed SED for one galaxy, while the black line
shows the modeled tlookback = 0 SED. The colored lines give the contribution to the present day spectrum of stars formed in different time bins: 6.7 < log tl  7.3
(purple), 7.3 < log tl  8.0 (blue), 8.0 < log tl  8.7 (green), 8.7 < log tl  9.4 (orange), 9.4 < log tl  10.15 (red). All SEDs are normalized by the 5500 Å
luminosity of the modeled tlookback = 0 SED. At the top of each panel the black points show the residuals between the modeled and observed broadband luminosity
(δL = log Lmod/Lobs), with error bars giving the quadrature sum of the photometric error and the dispersion of the modeled flux from the different MC realizations.
The residuals are on the same scale as the SEDs.
(A color version of this figure is available in the online journal.)
to the optical, where the stellar spectra and the evolutionary
tracks of the dominant populations are more certain and do not
vary as widely between authors. The origin of these systematic
offsets will be discussed further in Section 4. Here we note that
splitting the sample by stellar mass, which correlates with many
other parameters (e.g., metallicity, SFR) yields similar results
for galaxies both more and less massive than 107.5 M
In Table 4 we present, for each wavelength, the average and
rms dispersion of the ratio of the modeled luminosity to the
observed luminosity, log(Lmod/Lobs). We will refer to these
ratios in each band as “offsets” or “excesses.” In the optical
the scatter is low (∼0.1 dex), and in all bands is less than
0.2 dex.
4. DIFFERENCES IN THE NIR
In this section, we explore the differences between modeled
and observed luminosity in the NIR that were found in Section 3.
The light in the NIR IRAC bands comes from a number of
sources. At 3.6 and 4.5 μm, the IRAC flux is dominated by the
long-wavelength tail of cool luminous AGB, RGB, and RHeB
stars, with a modest contribution from interstellar lines and dust.
In the longer wavelength 5.6 and 8 μm IRAC filters, the flux
is increasingly dominated by emission from dust, especially
polycyclic aromatic hydrocarbon (PAH) emission.
The average differences between the modeled and observed
luminosities in the stellar-dominated 3.6 μm and 4.5 μm IRAC
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Figure 4. Comparison of observed luminosities to modeled luminosities. Top:
average differences between the absolute magnitudes measured from broadband
imaging (and corrected for MW extinction) and the absolute magnitudes
determined from the CMD-derived SFH and the FSPS models, as function
of wavelength for the entire sample. The error bars give the standard error of the
mean. The Johnsons–Cousins filters are shown in gray. Bottom: the same, but
with the sample split by stellar mass, showing that the offsets are not a strong
function of stellar mass or properties that correlate with stellar mass.
(A color version of this figure is available in the online journal.)
Table 4
Average SED Differences
Filter 〈log Lmod/Lobs〉 σ (log Lmod/Lobs) Nobs
FUV −0.009 0.125 38
NUV −0.028 0.145 42
u −0.104 0.099 21
U −0.020 0.214 15
B −0.005 0.115 19
g −0.009 0.066 21
V −0.005 0.127 15
r 0.024 0.064 21
R 0.042 0.213 18
i 0.045 0.080 21
z 0.088 0.096 21
3.6 μm 0.121 0.171 41
4.5 μm 0.117 0.161 42
5.6 μm 0.171 0.334 23
8 μm −0.091 0.411 25
bands are important to consider in light of the widespread use
of NIR photometry for stellar mass determinations (e.g., Lee
et al. 2006; Berg et al. 2012; Meidt et al. 2012), and ongoing
uncertainty in the treatment of TP-AGB stars in population
synthesis models. In the 3.6, 4.5, and 5.6 μm bands, and to a
lesser extent in the i band, there is a significant offset, in the sense
that the observed NIR luminosities are fainter than predicted by
our fiducial model. There are several possible reasons for these
offsets, which may also contribute to the scatter in the ratio of
modeled to observed luminosity. First, systematic uncertainties
in the ancient SFH (that are not included in the MC-derived
uncertainties, Section 2) may cause offsets in the NIR bands. The
ancient SFH is most strongly constrained by the fainter, redder
Figure 5. Comparison of observed luminosities to modeled luminosities with
reduced contribution to the NIR from TP-AGB stars, as suggested by Conroy &
Gunn (2010). Symbols are as in Figure 4. The red dashed lines shows the results
of Figure 4, where the TP-AGB contribution is not reduced. The systematic
offsets in the NIR have been substantially reduced.
(A color version of this figure is available in the online journal.)
RGB stars, but we find no trend of the NIR offsets with the depth
of the HST CMD; a thorough exploration of this possibility will
require deeper CMDs (as are available for local group galaxies
or the Magellanic clouds). The second, more likely, explanation
is related to the treatment of uncertain phases of stellar evolution
in population synthesis models, especially the TP-AGB phase.
This is discussed in more detail below.
4.1. The Impact of AGB Star Prescriptions
The contribution of TP-AGB stars to the NIR spectrum of
galaxies is the subject of much debate (Maraston 2005; Bruzual
2007; Conroy et al. 2009; Kriek et al. 2010; Girardi et al.
2010; Zibetti et al. 2013). Both the evolutionary paths and
the NIR spectra of these stars are poorly constrained, and
thus we are not surprised to find significant disagreements
between the predicted and observed NIR luminosity. To explore
possible origins of the observed offsets, we have considered
population synthesis models with different treatments of the
TP-AGB phase. While this breaks the consistency between the
population synthesis modeling and the derivation of the SFH,
tests by Girardi et al. (2010) and Melbourne et al. (2012) have
found that the CMD-based SFH of many of our sample galaxies
are relatively insensitive to the treatment of the AGB phase,
and produce nearly identical SFHs even when AGB stars are
excluded from the fit. This is because there are few of them
relative to the RGB, and so they carry less weight in the SFH
determination.
We first examine the effect of modifying the TP-AGB
isochrones from the Marigo et al. (2008) treatment, as suggested
by Conroy & Gunn (2010). This modification was made to better
match the optical/NIR colors of Magellanic cloud globular
clusters at the ages dominated by TP-AGB stars. The net effect
of this change is to significantly reduce the contribution of
TP-AGB stars to the NIR SED. Using the FSPS models with
modified AGB isochrones to predict the SED as in Section 2.5,
we compare the newly predicted luminosities to the observed
luminosities in Figure 5. This figure can be directly compared
to Figure 4. Even though these galaxies are not post-starbursts,
nor young enough that the NIR SED is dominated by TP-AGB
stars (see, e.g., Kriek et al. 2010; Zibetti et al. 2013), there is
a significant effect on the predicted IRAC luminosities such
that the (average) agreement with the observed luminosities
is improved. The median ratio of the predicted to observed
9
The Astrophysical Journal, 772:8 (19pp), 2013 July 20 Johnson et al.
luminosities at 3.6 and 4.5 μm has decreased from 0.22 and
0.15 dex to 0.02 and −0.03 dex, respectively. This change
in predicted luminosities also demonstrates that modeled NIR
mass-to-light ratios are sensitive to these different treatments of
the evolution of TP-AGB stars at least at the 0.2 dex level.
In the Spitzer NIR bands, we found that the modeled SEDs
consistently overpredict the 3.6, 4.5, and 5.8 μm luminosi-
ties by ∼0.2 dex on average. However, if the evolution of
TP-AGB stars is altered from that of Marigo et al. (2008) then
it is possible to obtain much better agreement. This conclusion
is qualitatively consistent with Melbourne et al. (2012), who
found that the Marigo et al. (2008) models tend to significantly
overpredict (by a factor of two or more) the number and total lu-
minosity of luminous TP-AGB stars that are present in the HST
H-band imaging of many of these same galaxies. When using
the Girardi et al. (2010) evolutionary tracks for TP-AGB stars,
Melbourne et al. (2012) found that the numbers of TP-AGB stars
were better matched to observations, though the total TP-AGB
luminosity was still overpredicted by factors of approximately
two. Fortunately, the fraction of the total H-band light due to
TP-AGB stars is relatively small for these galaxies, and because
this overprediction of TP-AGB luminosity is largely offset by
an underproduction of RHeB luminosity in the models relative
to the data, Melbourne et al. (2012) found the effect of this
systematic overprediction of TP-AGB luminosity on the total
H-band luminosity to be small. However, at 3.6 and 4.5 μm,
where the fraction of the total luminosity due to TP-AGB stars
is likely to be larger than at 1.6 μm (e.g., Bruzual 2007), and
the fraction due to RHeBs smaller than at 1.6 μm, an overesti-
mate of the TP-AGB luminosity may have larger consequences
for the total luminosity than at H band. A detailed comparison
of the predictions of different evolutionary tracks and spectral
libraries will be the subject of a future work.
With a decrease in the contribution of TP-AGB stars to
the integrated NIR SED, the observed 8 μm luminosities are
larger than the modeled 8 μm luminosities, consistent with a
small contribution of unmodeled dust in this band. However,
when the galaxies are split by stellar mass (or alternatively
metallicity) as in the bottom panel of Figure 4, the low-
mass, low-metallicity galaxies still show an apparent deficit
of modeled 8 μm luminosity. Since these galaxies are expected
to have a smaller abundance of PAH grains and lower PAH
emission (e.g., Madden 2000; Hogg et al. 2005; Marble et al.
2010; Wu et al. 2011), this deficit of the modeled 8 μm
luminosities may not necessarily be due to the lack of modeled
dust emission from the interstellar medium (ISM), but instead to
the uncertain spectra of AGB stars at these wavelengths (perhaps
related to the un-modeled circumstellar dust around these stars,
e.g., Srinivasan et al. 2011).
5. IMPACT OF METALLICITY, STOCHASTICITY,
AND DUST ATTENUATION
5.1. Metallicity
In Section 2.5 we fixed the stellar metallicity at 0.2 Z,
due to uncertainties in the stellar metallicities of the sample
galaxies. In this section, we examine the effect of variations of
the true metallicity from this assumed value on the modeled
luminosities. We do this using a constant SFR as input to FSPS,
and determine the SED for a variety of assumed metallicities.
The ratio of the resulting luminosity to the luminosity of the
Z = 0.2 Z model as a function of Z over the plausible range
Figure 6. The luminosity in several broadbands of a constant SFR model as
a function of stellar metallicity, relative to the Z = 0.2 Z models assumed
in Section 2.5. The gray shaded region indicates the plausible range of current
gas-phase metallicity of our sample galaxies, inferred from emission lines and
the NIR luminosity–metallicity relation.
(A color version of this figure is available in the online journal.)
of metallicities for our low mass sample of galaxies is shown in
Figure 6.
For the lower metallicity galaxies in our sample, our assumed
metallicity may lead to underestimates of the true luminosity by
up to ∼0.1 dex in the UV. Conversely, the IRAC luminosities
of low metallicity galaxies may be overestimated by as much as
much as 0.1 dex, or more if the stellar metallicities of the stars
contributing most strongly in these bands are significantly lower
than the gas-phase metallicity. However, there are few galaxies
at the very lowest metallicities, and tests assuming Z = 0.1 Z
for the stellar metallicity indicate that the average offsets change
by less than 0.05 dex (and that 〈Lmod/Lobs〉 increases slightly
in the IRAC NIR bands). Combined with the agreement seen
in Figure 4, this suggests that the effect of stellar metallicity
on the comparisons is minimal, though metallicity variations
may contribute a small amount (0.05 dex) to the scatter of
individual offsets at a given wavelength.
5.2. Stochastic Sampling of the IMF
At very low SFR, or alternatively for a small mass of “young”
stars, it is possible that stochastic sampling of the IMF and the
cluster mass function can lead to an apparent deficit of massive
stars, due to their relative rarity (Cervin˜o & Valls-Gabaud 2003;
Cervin˜o & Luridiana 2009). This effect has been shown to be
important in the interpretation of the Hα flux of dwarf galaxies,
which arises ultimately from the hydrogen ionizing emission of
20 M O and early B stars (Lee et al. 2009; Fumagalli et al.
2011; Eldridge 2012). This stochastic sampling of the IMF may
also affect the UV flux of galaxies with low SFR. However,
since the UV emission arises from more numerous, lower mass
stars, the effect will always be less important than for Hα.
Because we have used population synthesis models that as-
sume a fully sampled IMF when constructing the predicted
SEDs and UV fluxes, our models do not include the scatter and
bias in flux that is caused by stochasticity. On the other hand,
the uncertainties on the SFH derived from the CMDs do take
this stochasticity into account implicitly in the fitting process,
and generally rely on more numerous stars of lower masses.
Thus, if stochastic effects are important for the UV luminosity,
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Figure 7. 〈SFR〉8, the star formation rate averaged over 100 Myr inferred from HST CMDs, is plotted against the difference between the observed and modeled fluxes
at FUV (left) and NUV (right). The dotted line in the left-hand panel marks the SFR below which stochastic effects might be expected to become important. Horizontal
dashed lines mark perfect agreement between modeled and observed luminosities.
we would expect a difference between the observed and pre-
dicted SED that is larger than the uncertainty in the predicted
UV flux inferred from the MC realizations (in the sense that the
observed SED is fainter than predicted on average). We would
also expect an increased uncertainty or scatter in the predicted
UV flux if stochastic effects were to be included. These differ-
ences would anti-correlate with the SFR of the galaxy, or more
properly with the mass of stars formed over some characteristic
UV emitting lifetime, because at higher SFRs there should be
more complete sampling of the upper IMF.
The contribution of stochasticity to the luminosity differences
is explored indirectly in Figure 7, where we plot the FUV and
NUV luminosity differences versus 〈SFR〉8. While the scatter
in luminosity differences appears to increase slightly at lower
〈SFR〉8, we find no clear correlation, suggesting that stochastic
effects do not play a large role in the observed UV luminosities
of these galaxies. While a proper accounting of the effect of
stochasticity on the average and scatter in UV luminosity would
require modeling the drawing of individual stars from the IMF
and cluster mass function given a total mass of stars formed
in the various time intervals (da Silva et al. 2012 though note
that the SFHs used in our study implicitly include sampling of
the cluster mass function), the comparisons shown in Figure 7
are sufficient to rule out the stochasticity as a major contributor
to individual offsets between the observed and modeled UV
luminosities.
5.3. Dust Attenuation
In Section 2.5 we modeled the luminosities both including
the effects of the differential reddening model that is required to
match the observed optical CMD and without this differential
reddening (i.e., the intrinsic, dust-free luminosity). The red-
dened luminosities were found to provide a good match to the
observed luminosities in the UV through optical bands. In this
section, we compare the extinctions inferred from the reddened
and unreddened model luminosities to commonly-used inde-
pendent estimates of the dust attenuation based on the observed
ratio of the IR to UV luminosity.
The effective total extinction at any wavelength can be derived
from the model luminosities of Section 2.5 by
Amodel,λ = −2.5 log
(
Lmod0,λ
Lmodλ
)
, (4)
Figure 8. The average model effective extinction as a function of wavelength
for the sample (solid line). The gray shaded region shows the rms scatter in
the extinction among the galaxies (due to variations of the SFH in combination
with the differential extinction model). For comparison, a Calzetti et al. (2000)
attenuation curve and the Pei (1992) SMC extinction curve are shown as the
dotted and dashed lines respectively. Both curves have been normalized by the
average Afuv,mod.
where Lmod0,λ is the intrinsic model luminosity derived from the
SFH without extinction by dust and Lmodλ is the luminosity
derived including both SFH and the differential extinction
model. The average and scatter of these modeled attenuations
for the sample are shown as a function of wavelength in Figure 8.
Note that, because the reddening only affects stars younger than
100 Myr, and because we have assumed the relatively steep
attenuation curve of the SMC, the extinction of bands redward of
NUV are small. Also, because the differential extinction model
is fixed, the scatter is due entirely to the different SFHs among
the sample galaxies.
In Figure 9 we compare Amodel for the FUV, NUV, and u
bands to the FUV attenuation Afuv inferred from the ratio of
24 μm to FUV luminosity based on the calibration of Hao et al.
(2011; Section 2.3) In nearly every case Afuv is significantly
smaller than the attenuation derived from the CMD based SFH
and differential extinction model. However, the calibration of
Afuv given by Hao et al. (2011) is largely based on much more
massive and dusty galaxies, where older stars may contribute a
larger fraction of the dust luminosity, and where the effective
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Figure 9. Comparison of the model effective extinction in the FUV, NUV, and
u bands to Afuv estimated from the ratio of 24 μm to FUV luminosity following
Hao et al. (2011). Gray triangles indicate upper limits to Afuv based on 24 μm
upper limits. Dashed lines are the expected relation for a Calzetti et al. (2000)
attenuation curve.
attenuation curve is significantly shallower or flatter than we
have derived in Figure 8.
A more direct comparison of the modeled extinctions to the
infrared luminosity can be made by integrating the difference
between the spectra modeled with and without differential ex-
tinction (the modλ of Section 2.5) and assuming that this extin-
guished luminosity is reradiated in the infrared. In Figure 10
we compare this extinguished luminosity to the IR luminosity
derived from Spitzer MIPS observations by Dale et al. (2009),
both with and without corrections for the smaller aperture of the
HST data. This comparison is only possible for the 20 galaxies
in the sample with detections in all MIPS bands.
We find that the total extinguished model luminosity is
larger than the observed IR luminosity by a factor of four on
average. While this may be a result of modeled extinctions
that are larger than the true extinction, tests have shown that
assuming zero extinction results in very poor fits to the optical
CMD. Alternatively, the assumption that all extinguished light
is reradiated in the IR is likely to be incorrect. Scattering by
dust will serve to decrease the amount of extinguished light
in our model SEDs that is ultimately absorbed by dust (e.g.,
Figure 10. Comparison of the observed total FIR luminosity, calculated from
MIPS luminosities following Dale et al. (2009), to the total extinguished
luminosity predicted given the extinction model. Vertical error bars only include
photometric uncertainties. Gray points include a correction for the fraction of
young star light falling outside the HST aperture. The histogram in the right
panel indicates the number of galaxies in logarithmic bins of the ratio of the
extinguished model luminosity to the observed IR luminosity.
Witt & Gordon 2000). However, because the scattered light
is primarily at UV wavelengths, a significant contribution of
scattered light would then result in a poor match between the
observed and modeled UV luminosities in Figure 4. Assuming
the attenuation curves of Witt & Gordon (2000) for a clumpy,
cloudy geometry with an SMC extinction curve and a V band
extinction of 0.25 mag (as in the differential extinction model of
Section 2.5) yields absorbed IR luminosities that are consistent
with the observed IR luminosities on average (though with large
scatter), but also results in modeled FUV luminosities that are
brighter than the observed luminosity by ∼0.2 dex on average.
It is possible that some moderate amount of differential
extinction, combined with the relatively gray attenuation curves
of Witt & Gordon (2000), might adequately match the optical
CMD without predicting too much IR luminosity and that
corresponding changes in the recent SFH would maintain the
agreement we find between the observed and modeled UV and
optical SEDs. A detailed exploration of this possibility would
benefit greatly from multi-band stellar photometry and CMDs to
further constrain the differential extinction, as are being obtained
in M31 as part of the Panchromatic Hubble Andromeda Treasury
survey (Dalcanton et al. 2012).
5.3.1. IRX-β
The intrinsic UV color of galaxies has implications for
measurement of dust attenuation via restframe UV colors us-
ing the so-called IRX-β diagram (Meurer et al. 1999), which
relates the IR to UV luminosity ratio (IRX, a measure of
attenuation) to the observed UV spectral slope β (where
fλ ∝ λ−β). Over the last decade, there has been increasing
evidence that normal galaxies are shifted to redder UV colors
in this diagram than starburst galaxies (e.g., Seibert et al. 2005;
Kong et al. 2004; Johnson et al. 2007b; Gil de Paz et al. 2007;
Dale et al. 2007, 2009; Boquien et al. 2012), with significant im-
plications for the measurement of attenuation in large samples
of high-redshift galaxies (e.g., Reddy et al. 2012; Smit et al.
2012). It is often proposed that variations in the SFH are the
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Figure 11. The distribution of FUV − NUV color for the sample galaxies. Top:
the intrinsic FUV − NUV color derived from the luminosities modeled without
differential attenuation. The filled histogram includes all sample galaxies not
classified as dwarf spheroidals. Middle: as for the top, but for the modeled
FUV − NUV color including differential extinction. Bottom: the observed
FUV − NUV color distribution for all galaxies with detections in both bands is
shown in gray. The filled histogram is for only the galaxies that are not dwarf
spheroidals. The dashed black histogram shows the distribution of modeled
FUV − NUV colors including differential extinction and a contribution from
photometric and model uncertainties in the FUV − NUV color. In all panels
the vertical dashed line marks the intrinsic, dust-free color for a constant
SFR model. The top axis indicates the UV spectral slope β, estimated as
β = 2.3(FUV − NUV) − 2.
(A color version of this figure is available in the online journal.)
cause for this scatter, since more passive galaxies may have a
redder intrinsic UV color.
Using the SFHs derived in Section 2.5, we explore this
possibility. This sample is particularly well suited to such a study
as many of the sample galaxies have low IRX but have been
found to be shifted to redder UV colors than starburst galaxies
(Dale et al. 2009). First, we determine the intrinsic FUV − NUV
color implied by the SFHs of Section 2.4; that is, the color that
is obtained without application of the differential reddening
model. The distribution of these intrinsic UV colors are shown
as the red histogram in Figure 11, where the filled histogram
does not include the galaxies classified as dwarf spheroidals.
We find a small scatter of these intrinsic colors around the value
predicted for constant SFR.
We have also determined the distribution of UV colors im-
plied by the SFHs and the differential reddening model, shown
as the black histogram in Figure 11, finding that differential
reddening shifts the galaxies to redder UV colors (by 0.3 mag
or 0.6 in β) but without significantly increasing the scatter in
color. Finally, we construct the distribution of observed UV col-
ors (the gray histogram in Figure 11), which is centered close
to the model distribution including differential extinction, but
has a somewhat higher dispersion. This higher observed disper-
sion may be caused by uncertainties in both the modeled colors
and the observed colors. To investigate this possibility, we add
UV color shifts to the modeled FUV − NUV color which are
drawn, for each galaxy, from a normal distribution with standard
deviation given by the quadrature sum of the model and photo-
metric uncertainties in UV color. Including these uncertainties,
a two-sided Kolmogorov–Smirnoff test is unable to reject the
hypothesis that the modeled and observed UV colors are drawn
from the same distribution. Some additional small uncertainty
in the modeled UV colors may arise from the differential red-
dening model assumed in the CMD analysis and our assumed
extinction curve shape.
The blue peak of the UV color distribution in the top panel
of Figure 11 indicates that the SFH alone is not sufficient to
explain the red offset in the UV colors of galaxies with low IRX,
unless the recent SFHs are systematically incorrect. However,
the middle and bottom panels of Figure 11 indicate that the
inclusion of differential extinction is sufficient to explain the
observed UV color distribution well.
6. THE RELATIONSHIP BETWEEN
UV LUMINOSITY AND SFR
The UV luminosity of galaxies is commonly used as a tracer
of the SFR both in the local universe and at high redshifts,
where it is redshifted into the optical. The conversion between
UV luminosity and SFR is typically made assuming that the
SFR is approximately constant for at least 100 Myr (Madau
et al. 1998; Kennicutt 1998). However, if the SFR varies on
shorter timescales, then the conversion between luminosity and
SFR becomes more complicated, and the conversion depends
on the exact distribution of stellar ages. This complication has
long been known (Kennicutt 1998), but galaxies that undergo
significant variations in their SFR on these timescales are
thought to be rare. There are two classes of galaxies where the
assumption of a constant recent SFR is known to fail. The first
are starburst (and post-starburst) galaxies, which are thought
to have enhanced recent SF due to interactions (e.g., Hopkins
et al. 2006; Wild et al. 2009). The second are dwarf galaxies,
for which rapid variation may be driven by stochasticity in
the cluster formation process at low star formation rates (e.g.,
Fumagalli et al. 2011), or by the effects of feedback in low mass
halos (e.g., Stinson et al. 2007). Sub-regions of galaxies also
demonstrate variations in SFR on short timescales and episodic
star formation (e.g., Gogarten et al. 2009; Huang et al. 2013).
The model luminosities determined in Section 2.5 allow us to
explore the effect of realistic, observationally constrained SFHs
on the ratio of UV luminosity to the SFR averaged over a given
timescale. We define the SFR conversion factor λ,T via the
equation
〈SFR〉T = (λLλ)/λ,T ,
where T is the log of the averaging timescale in years. The FUV
luminosity is typically assumed to trace the SFR over 100 Myr,
approximately the lifetime of FUV emitting stars. We will thus
consider FUV,8. The modeled FUV luminosity accounts for the
effects of SFH, but not dust attenuation, metallicity, or other
effects as discussed in Section 3. Because both the SFR and
the modeled UV luminosity are derived from the same SFH,
the results we obtain in this section do not involve the observed
luminosity. Furthermore, our conclusions do not require that
the derived SFHs (Section 2.4) are exactly correct in detail for
each galaxy, only that they are plausible and not systematically
biased.
In Figure 12, we present the distribution of modFUV,8, i.e.,
the ratio of the modeled FUV luminosity to 〈SFR〉8. We
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Figure 12. The modeled FUV to SFR conversion factors for the sample. The
distribution of modFUV,8, the ratio of the modeled intrinsic FUV luminosity to〈SFR〉8, is shown as a red histogram in the bottom panel, while the connected
red points in the top panel show the cumulative distribution. The gray connected
points show the cumulative distribution of obsFUV,8, the ratio of the observed FUV
luminosity to 〈SFR〉8, while the black connected points show the cumulative
distribution of the ratio of the modeled luminosity including dust to 〈SFR〉8. The
vertical dotted line marks the conversion factor of Kennicutt (1998), while the
dashed line is the constant SFR conversion factor for the population synthesis
models adopted here with 0.2 Z metallicity. The expected conversion factors
for exponentially declining, 0.2 Z metallicity models with e-folding times of
1–13 Gyr and ages more than 1 Gyr are all to the right of the dashed line.
(A color version of this figure is available in the online journal.)
show this ratio for both the modeled intrinsic luminosities and
for the modeled luminosities including differential reddening.
The modFUV,8 that we derive can be compared directly to the
conversion factor of Kennicutt (1998), plotted as the dashed
line in Figure 12. Kennicutt (1998) derived a single conversion
factor assuming solar metallicity, a nearly constant SFR, and
the same IMF as we have adopted (see also Madau et al. 1998).
Figure 12 shows that the observationally constrained SFH, on its
own, induces significant scatter in FUV,8. Depending on the SFH
of a particular galaxy, the conversion between UV luminosity
and 〈SFR〉8 can vary by an order of magnitude. For our sample
of galaxies, the rms dispersion in modFUV,8 is a factor of ∼2.
The scatter in the ratio of 〈SFR〉8 to the modeled FUV
luminosity is 0.3 dex, while the scatter in the ratio of the
observed luminosity to the modeled FUV luminosity (including
SFH effects) is only 0.14 dex. This suggests that the SFH
dominates the scatter in the conversion from FUV luminosity to
〈SFR〉8 in this sample. Additional effects such as photometric
uncertainties and metallicity variations, and the distribution of
dust attenuation, can only contribute an additional 0.14 dex of
scatter.
The conversion factor of Kennicutt (1998) shown in Figure 12
is lower than the median FUV,8 that we derive. This can be
traced to the different assumptions made in Kennicutt (1998)
about the metallicity and the duration of star formation, and is
not due to the details of the recent SFH. To better match the
properties of our sample, we derive an alternative version of
the (Kennicutt 1998) conversion factor as follows. We use the
population synthesis models described in Section 2.5, assuming
Z = 0.2 Z and constant SFR lasting >10 Gyr, and derive a
value of the conversion factor that is larger than the Kennicutt
(1998) value, and that is approximately the median of modFUV,8.
This larger value is due to the combined effects of lower
metallicity and a longer period of constant SFR than adopted by
Kennicutt (1998).
In models with exponentially declining SFRs, the conversion
factor FUV,8 varies with the specific SFR of the model. In such
τ -models, FUV,8 increases as the specific SFR decreases, and
is almost always larger than in the case of constant SFR.11
Thus, if the SFHs were well described by smoothly evolving
τ -models, we would expect to find a correlation between the
conversion factor and some tracer of the specific SFR, such as
broadband color. In Figure 13 we show the color (and specific
SFR) dependence of modFUV,8. The much smoother relationships
between FUV,8 and broadband colors that are expected for
exponentially declining models are plotted as dashed lines in
Figure 13. We find only a very weak correlation between modFUV,8
and broadband color. That is, for the SFHs considered here, it
is difficult to predict modFUV,8 from broadband color information
alone, even when the effects of dust attenuation and metallicity
variations are not included. The lack of correlation is due to
the fact that FUV,8 traces a shorter timescale of SFH than
the broadband colors, and that for our sample the SFH on
short timescales is not well correlated with the SFH on longer
timescales.
6.1. The Timescale of UV Emission
It is often assumed that the FUV and NUV luminosity trace
the SFR over timescales of ∼100 and ∼200 Myr, respectively.
However, this assumption is only valid for a constant SFR.
We have demonstrated that the SFH of galaxies can cause
significant variation in FUV,8, the ratio of the UV luminosity to
the SFR averaged over 100 Myr. This is due to galaxy by galaxy
variations in the distribution of the ages of stars contributing to
the FUV luminosity. A single representative timescale for the
UV luminosity is therefore difficult to define for a sample of
galaxies with diverse SFH. It is important to understand this
difficulty (and correct for it if possible) when comparing SFR
determinations between samples of galaxies with different SFH.
With strong constraints on the SFH of galaxies from optical
CMDs, it is possible to explore the age distribution of stars
contributing to the UV luminosity of real galaxies, and to define
a characteristic timescale for each galaxy. In Figure 14 we
show, for each galaxy, the cumulative fraction of the current
UV luminosity as a function of the age of the contributing
stars (i.e., the fraction of the current UV luminosity that is
produced by stars that are older than a given lookback time).
For a constant SFR this cumulative fraction shows an almost
linear rise in the FUV, as nearly equal amounts of the current
FUV luminosity are contributed by stars in equal logarithmic age
bins, up to ∼100 Myr ages (see also Kennicutt & Evans 2012).
However, few of the sample galaxies display this behavior. At
the extremes, galaxies that reach a cumulative fraction of 1
at large lookback times have nearly all of their UV luminosity
coming from relatively old stars. Conversely, galaxies that reach
a cumulative fraction of 1 at smaller lookback times have a larger
contribution to the current UV luminosity from young stars.
In Figure 14 we see that the fraction of the total FUV
luminosity that is produced by stars younger than 10 Myr ranges
from 0% to ∼60%. The fraction of the total FUV luminosity that
is produced by stars older than 100 Myr ranges from less than
5% to 100%. Similarly, the fraction of the total NUV luminosity
produced by stars older than 200 Myr ranges from less than 5%
to 100%.
11 Conversion factors smaller than the constant SFR expectation are only
possible in τ -models when the age is very young,300 Myr.
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Figure 13. Color dependence of the modeled FUV to SFR conversion factor. Top left: the ratio of the modeled FUV luminosity to 〈SFR〉8 (i.e., modFUV,8), as a function
of the modeled NUV − r color. Different morphological types are shown in different colors: dSph (red), dTrans (orange), dSpiral (green), and dI (blue). Top right:
the same, but plotted against the modeled g−i color. Bottom left: the same, but for the FUV − NUV color. Bottom right: the same, but plotted against the specific
SFR derived from the SFH. The dotted line in each panel marks the conversion factor of Kennicutt (1998), while the dashed lines are the expectations for population
synthesis models with several different rates of exponential decline.
(A color version of this figure is available in the online journal.)
The age distribution of UV emitting stars depends on the SFH,
and so it may be possible to identify coarse measures of SFH
that correlate with the cumulative fractions given in Figure 14.
We focus on the NUV− r color, an observable that is often used
as a proxy for the coarse, long-term SFH of a galaxy (Salim
et al. 2005, 2007; Schiminovich et al. 2007). We have separated
the galaxies in Figure 14 by the predicted NUV − r color. This
separation shows that for galaxies with NUV − r > 2.86, more
than 50% of the modeled FUV luminosity arises from stars older
than 100 Myr. For galaxies with NUV−r < 1.1, more than 50%
of the modeled FUV luminosity is contributed by stars younger
than ∼16 Myr.
We have also separated the galaxies by morphological type.
Morphological type is correlated with NUV − r color, and so
we see a similar difference between galaxies of the dSph type
(for which a majority of the FUV flux arises from stars older
than 100Myr) and dIrr. The behavior in the NUV is similar, but
shifted to larger timescales.
We can use these cumulative luminosity fractions to construct,
for each galaxy, a measure of the typical age of the UV producing
population. This measure, τ50, is defined as the age where 50%
of the luminosity in a given band comes from younger stars,
and 50% from older stars. In Figure 14, τ50 is the lookback time
where a colored line crosses the thin dotted line marking 50% of
the total UV luminosity. Figure 14 shows that τ50 ranges from
∼7 Myr to 1 Gyr for the FUV and from ∼7 Myr to 3 Gyr for the
Table 5
Modeled τUV as Function of NUV − r Color
Band Flux Fraction a b σ (log τUV) R
!6FUV 50% 6.567 0.506 0.417 0.700
!6FUV 80% 7.029 0.558 0.344 0.853
NUV 50% 6.453 0.687 0.342 0.831
NUV 80% 7.215 0.652 0.184 0.962
a
Note. a Fits are of the form log τBand,Fraction = a + b(NUV − r).
NUV. The median τ50 for the FUV and NUV are 26 and 38 Myr,
respectively.
In the top left panel of Figure 15 we show τ50 for the FUV band
against the modeled NUV−r color. There is a good correlation;
redder galaxies typically have larger τ50,FUV in the FUV, though
several galaxies show much lower τ50,FUV for their color than
would be expected from the general trend. The top right panel
of Figure 15 shows τ50 for the NUV band. Here the correlation
is even stronger, though of course all the τ50,NUV are shifted to
larger lookback times than τ50,NUV. In Table 5 we present the
results of linear fits to the relationships between NUV − r color
and both τ50 and τ80 for the GALEX bands.
The observed relationship between NUV−r and τ50 is differ-
ent than expected for exponentially declining models, which are
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Figure 14. The source of UV luminosity in galaxies. The colored lines give the cumulative fraction of current FUV (top) or NUV (bottom) luminosity produced
by stars older than tlookback. The black solid points are the expectation for constant SFR. The dotted line denotes 50% of the current UV luminosity. Left: the color
coding is by the modeled NUV − r color, with bins in color of 0.05 < NUV − r < 1.1 (purple), 1.1 < NUV − r < 1.48 (blue), 1.48 < NUV − r < 1.86 (green),
1.86 < NUV − r < 2.86 (orange), 2.86 < NUV − r < 4.0 (red). Right: the color coding is by morphological type, showing dIrr (blue), dSpiral (green), dTrans
(orange) and dSph (red).
(A color version of this figure is available in the online journal.)
also shown in Figure 15. The observed relation is more linear
than for exponentially declining models, and the minimum τ50 is
lower for some galaxies than the minimum of the exponentially
declining models. In the FUV, approximately 12 of the sample
galaxies (25% of the sample) have τ50,FUV < 16 Myr, which
is the value expected for constant SFR. Furthermore, for 10
of the sample galaxies (20%) τ50,FUV is greater than 100 Myr,
the canonical FUV timescale, and these galaxies have bluer
NUV − r colors than exponentially declining models with the
same τ50,FUV.
6.2. Summary
In this section, we have demonstrated that SFH causes
significant scatter in FUV,8, the ratio of the FUV luminosity
to 〈SFR〉8. Comparison with the observed FUV luminosity
indicates that variations of the SFH dominate the total scatter in
FUV,8 for this sample of galaxies. The scatter in FUV,8 does not
correlate strongly with UV/optical colors or specific SFR.
We also calculated the age distribution of stars that contribute
to the FUV and NUV luminosity. We find a broad range of
characteristic ages τ50, where τ50 is defined such that stars
younger than τ50 contribute 50% of the total UV luminosity. For
the FUV band, τ50 ranges from less than 16 Myr (for a quarter of
our sample) to greater than 100 Myr (for one fifth of our sample).
This is a sharp contrast to the standard assumptions for a constant
SFR. We also found that, in contrast to FUV,8, τ50 is correlated
with UV-optical color. This difference arises because while very
recent star formation episodes not only makes galaxies bluer in
the UV-optical color and dominate the UV luminosity, they also
effectively erase the signatures from past SFR. Therefore, the
SFR at ages older than ∼τ50 simply adds noise to FUV,8. In
effect, τ50 is a rough estimate of the timescale over which the
UV is measuring the SFR, and it correlates with NUV− r color.
7. CONCLUSIONS
In this study we have combined SFHs derived from resolved
stellar CMDs with population synthesis modeling to predict the
UV through NIR broadband SED of ∼50 dwarf galaxies drawn
from the ANGST survey. We have compared these predicted
SEDs to the observed SEDs on a galaxy-by-galaxy basis. We
have also used these predicted SEDs to determine the effect of
realistic star formation histories on the conversion between UV
luminosity and SFR, and to derive characteristic timescales for
the UV emission.
Summary of comparison to observations. The comparison
of the predicted SEDs to the observed SEDs reveals excellent
agreement in the optical portion of the spectrum (U through
i bands). This agreement lends support to the accuracy of the
derived SFHs, though it is in some part expected given that
the resolved stars used to derive the SFH typically contribute
∼40% of the total flux of the optical bands. In the GALEX
UV bands we also find very good agreement between the
predicted and observed luminosities when including a model
for differential attenuation that does not include a significant
scattering component.
Using Spitzer NIR photometry we have extended the compar-
ison of population synthesis models to data to longer wavelength
than in Melbourne et al. (2012). We find significant discrepan-
cies between the predicted and observed integrated fluxes when
using the Marigo et al. (2008) isochrones for TP-AGB stars.
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Figure 15. The timescale probed by the UV luminosity. Top left: the modeled dust-free (NUV− r)0 color is shown as a function of τ50,FUV. Stars younger than τ50,FUV
contribute 50% of the modeled present day FUV luminosity. Points are color-coded by morphology: dSph (red), dTrans (orange), dSpiral (green), and dI (blue). The
dashed line gives (NUV − r)0 color vs. τ50,FUV for exponentially declining models with different decline rates at ages of 14 Gyr. The dotted line shows the linear fit
given in Table 5. The upper panel shows the distribution of τ50,FUV for the entire sample (black) and for the sample split by modeled (NUV − r)0 color (magenta and
cyan). Top right: the same, but for τ50,NUV. Bottom left: as for the top right, but (NUV − r)0 is plotted against τ80,FUV. Stars younger than τ80,FUV contribute 80% of
the modeled present day FUV flux. Bottom right: the same but for τ80,NUV.
(A color version of this figure is available in the online journal.)
However, we are unable to distinguish the different stellar con-
tributors at these wavelengths, limiting our conclusions as to
the source of discrepancy. Nevertheless, we find that modifica-
tions to the TP-AGB isochrones as suggested in Conroy & Gunn
(2010) result in much better agreement between the observed
and predicted luminosities at 3.6 and 4.5 μm.
We found that the differential extinction model that provides
good matches to the optical CMD implies a larger than ob-
served IR luminosity, under the assumption that all extinguished
light is re-emitted in the IR. Including the effects of scatter-
ing can reduce this discrepancy, but at the cost of introduc-
ing a discrepancy in the FUV and NUV bands. We used the
SFHs to calculate dust-free FUV − NUV colors and compared
these both to UV colors predicted when including differential
attenuation and to the observed UV colors, finding that varia-
tions in the derived SFHs of these galaxies are not sufficient
to explain the average observed UV color and its scatter. The
observed UV colors are consistent with differential extinction
by dust.
Summary of model based results. Having gained confi-
dence in the plausibility of the SFHs through comparison with
observations—while keeping in mind the discrepancies—we
have used the SFHs to determine the effect of realistic star for-
mation histories on the conversion between UV luminosity and
SFR. We found that differences in the star formation histories of
these dwarf galaxies could cause variations in the conversion be-
tween FUV luminosity and the 〈SFR〉8 (the SFR averaged over
100 Myr) of an order of magnitude, with factor of two disper-
sion among individual galaxies in our sample. For our sample
of dwarf galaxies SFH is likely the dominant cause of scatter in
the ratio of observed UV luminosity to the SFR averaged over
100 Myr, above variations in dust attenuation or metallicity. We
found that the variations in conversion from FUV luminosity to
〈SFR〉8 were only poorly correlated with broadband color, due
to the lack of smoothness in the SFH.
Using the SFHs of the individual galaxies, we found that for
significant numbers of our sample galaxies 50% of the FUV
luminosity is produced by stars younger than 16 Myr, while
for 10 of the sample galaxies 50% of the FUV luminosity
was produced by stars older than 100 Myr. This timescale at
which 50% of the luminosity is produced correlates with UV-
optical color. We found also that the fraction of FUV luminosity
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produced by stars older than 100 Myr ranges from less than 5%
to 100%.
Implications for SFR measurement. There is a factor of two
dispersion in the ratio of modeled UV luminosity to 〈SFR〉8
that is due to SFH variations on short timescales. This large
dispersion is in contrast to common conversions from FUV
luminosity to SFR that adopt a constant SFH and predict zero
dispersion. The dispersion that we find is not correlated with
galaxy color, which suggests that it will be difficult to improve
on the estimate of 〈SFR〉8 from UV luminosity or full SED
modeling unless the SFH on short timescales can be otherwise
constrained. Lee et al. (2010) have shown, using SFHs drawn
from semi-analytic models, that modeling the SED of high-
redshift galaxies with an assumed SFH that does not match the
true SFH can lead to biases and scatter in derived parameters.
We have extended this result to low-redshift dwarf galaxies. Our
factor of two dispersion is similar to the scatter in recovered
versus input SFR that Lee et al. (2010) derive when using UV
luminosity as a monochromatic SFR indicator (note that the
biases and scatter in the recovered SFR of these simulated high-
redshift galaxies do not improve when fitting the entire SED).
Many current SED fitting procedures utilize large grids of
models that include bursts of star-formation superimposed on a
more smooth evolution (e.g, Brinchmann et al. 2004; Salim
et al. 2007; Walcher et al. 2008; Moustakas et al. 2013).
However, unless the age, duration, and amplitude of the bursts
can be well constrained—which is exceedingly difficult even
with optical spectroscopy—it will be impossible to choose
the correct model and hence derive the correct SFR for an
individual galaxy. It may be possible to properly incorporate
the uncertainty on the derived SFR that is induced by short-
term SFH variations. However, even properly accounting for
the uncertainty in the derived SFR (much less obtaining the
correct SFR for individual galaxies) requires that the “burst”
parameters (frequency, amplitude distribution, and durations)
used in the library are representative of the population being
fit (Walcher et al. 2011), whereas in practice they are rather
arbitrarily defined (though see Pacifici et al. 2012 for a case
where the library itself is based on semi-analytics models). The
strong constraints on the SFH provided by CMDs of resolved
stars have allowed us to accurately assess the uncertainty in
derived SFR for a sample of nearby dwarf galaxies.
Applicability to other populations. It is important to consider
the applicability of these results to different galaxy populations.
The sample of galaxies we have considered is characterized
by low stellar masses, low metallicities, low SFRs, and more
stochastic SF. In more massive star forming galaxies, either
locally or at high redshift, the recent SFH is likely to be more
smooth than in the dwarfs of the present study. The scatter in
the conversion between UV luminosity and SFR would then be
smaller than we observe. However, when considering small parts
of larger galaxies, for example to generate SFR maps, such SFH
variations may be present and induce significant uncertainty in
maps of SFR derived from UV luminosities (e.g., Bigiel et al.
2008; Leroy et al. 2012).
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