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CAPI´TULO 1
INTRODUCCIO´N
Las distribuciones multivariadas complejas juegan un papel importante en va-
rios campos de la investigacio´n. La distribucion Gausiana multivariada comple-
ja fue´ introducida por Wooding [70], Turin [65], y Goodman [18]. La distribucio´n
Wishart compleja fue´ introducida por Goodman [18] para aproximar la distribu-
cio´n de una matriz de densidad espectral para un proceso Gausiano estacionario
de valor vectorial. En ana´lisis de series de tiempo mu´ltiples, las distribuciones
multivariadas complejas se usan para describir estimadores de frecuencia de para´-
metros del dominio. Para aplicaciones de estas distribuciones en ana´lisis de series
de tiempo podemos remitirnos a Wahba [66, 67], Goodman y Dubman [20], Han-
nan [35], Priestly, Subba Rao y Tong [59], Brillinger [3, 4], y Shaman [60]. Estas
distribuciones han sido de gran utilidad en fı´sica nuclear, en el estudio de la dis-
tribucio´n de los espacios entre niveles de energı´a de un nu´cleo de alta excitacio´n.
Para ma´s detalles podemos remitirnos a Dyson [12, 13, 14], Dyson yMehta [15, 16],
Bronk [5], Porter [58], y Carmeli [6, 7].
La distribucio´n multivariada compleja elı´pticamente sime´trica ha sido estudia-
da por Krishnaiah y Lin [49], y Khatri y Bhavsar [46]. Esta familia incluye las dis-
tribuciones Gausiana multivariada compleja y t-multivariada compleja.
La distribucio´n conjunta de las raı´ces de algunas matrices aleatorias complejas
han sido derivadas por James [39], Wigner [68], y Khatri [41]. Paralelo a el caso
real, se ha trabajado sustancialmente en el caso complejo . Las distribuciones de
varios estadı´sticos de prueba en el caso complejo han sido estudiados por varios
autores e.g. ver Goodman [19], Khatri [41, 43, 44], Pillai y Jouris [57], Nagarsenker
y Das [56], Chikuse [8], Krishnaiah [48], Gupta [21, 22, 23], Fang, Krishnaiah y
Nagarsenker [17], Conradie y Gupta [9], Gupta y Nagar [26, 27, 28, 29, 30], Na-
gar, Jain y Gupta [54], y Nagar y Gupta [52]. Un nu´mero de resultados de las
distribuciones de matrices aleatorias complejas tambie´n han sido derivados. Sri-
vastava [61] derivo´ la distribucio´n Wishart compleja. Una caracterizacio´n de la
distribucio´n Wishart compleja ha sido dada por Gupta y Kabe [25]. James [39] y
Khatri [41] obtuvieron las distribuciones beta de variable matricial compleja cen-
tral como tambie´n la no central. Los tratamientos sistema´ticos de las distribuciones
de matrices aleatorias complejas fueron dadas por Tan [64] los cuales incluyen las
distribuciones Gausiana, Wishart, beta y Dirichlet. Kabe [40] definio´ la distribu-
cio´n Gausiana matriz variada hiper-compleja, la cual incluye los cuaterniones de
Hamilton, bicuaterniones, octoniones, y bioctoniones. E´l tambie´n estudio´ la teorı´a
de la distribucio´n muestral correspondiente.
Las matrices aleatorias complejas tienen aplicaciones en muchos campos. Wig-
ner [69] aplico´ la teorı´a de matrices aleatorias a la fı´sica nuclear. Un tratamiento
de esta aplicacio´n y su desarrollo son reportados por Mehta [51]. Carmeli [6, 7],
quien relaciono´ con la teorı´a estadı´stica de niveles de energı´a a las matrices aleato-
rias, estudiando lamatriz aleatoria Gausiana compleja introdujo la matriz aleatoria
cuaternion.
Si X es una matriz aleatoria Hermitiana definida positiva de orden m × m la
cual tiene una distribucio´n Wishart compleja/ Wishart invertida compleja/ beta
tipo I matriz variada compleja o´ beta tipo II matriz variada compleja, entonces es
bien conocido que: (i) la distribucio´n de X es unitariamente invariante, es decir,
la distribucio´n de X es la misma que la de UXUH, U ∈ U(m), (ii) los elementos
de la diagonal de X tienen distribuciones ide´nticas y (iii) para X = TTH, donde
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T es una matriz triangular inferior compleja, los elementos de la diagonal de T
son independientes. Motivados por estas propiedades comunes, Khatri, Khattree
y R. D. Gupta [47] definieron la clase de distribuciones unitariamente invariantes
y residualmente independientes, abreviada UNIARIM, C˜m.
A partir de las distribuciones mencionadas anteriormente generaremos matri-
ces aleatorias con distribuciones que pertenezcan a esta clase (UNIARIM), derivare-
mos algunos resultados distribucionales, propiedades y valores esperados de fun-
ciones de valor escalar y matricial compleja de dichas matrices aleatorias.
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CAPI´TULO 2
CONCEPTOS MATEMA´TICOS Y TEORI´A
RELACIONADA
2.1. INTRODUCCIO´N
El entendimiento y las te´cnicas de ciertas funciones son esenciales para compren-
der los siguientes capı´tulos. En este capı´tulo, los resultados que involucran estas
funciones y te´cnicas se describira´n brevemente.
2.2. INTEGRACIO´N
En esta seccio´n se dan resultados sobre integracio´n de funciones escalares de ar-
gumento matricial complejo. Las siguientes notaciones y resultados (Khatri [41],
Srivastava [61], Andersen, Højbjerre, Sørensen y Eriksen [1]) se usara´n en este y en
los capı´tulos siguientes.
Sea A = (aij) una matriz m × m de nu´meros complejos. Entonces, A′ denota
la transpuesta de A; A¯ conjugada de A; AH conjugada transpuesta de A; tr(A) =
a11 + · · · + amm; etr(A) = exp(tr(A)); det(A) = determinante de A; det(A)+ =
valor absoluto de det(A); A = AH > 0 significa que A es Hermitiana definida
positiva y A
1
2 la u´nica raı´z cuadrada Hermitiana definida positiva de A = AH > 0.
Adema´s, para la particio´n A =
(
A11 A12
A21 A22
)
, det(A11) 6= 0, det(A22) 6= 0 los com-
plementos de Schur de A11 y A22 son definidos como A22·1 = A22 − A21A−111 A12 y
A11·2 = A11 − A12A−122 A21, respectivamente. Si todas las inversas existen, tenemos
que
A−1 =
(
A−111·2 −A−111 A12A−122·1
−A−122 A21A−111·2 A−122·1
)
o
A−1 =
(
A−111·2 −A−111·2A12A−122
−A−122 A21A−111·2 A−122 + A−122 A21A−111·2A12A−122
)
.
Adema´s, si A11 es no singular, entonces det(A) = det(A22·1)det(A11) y si A22 es
no singular, entonces det(A) = det(A11·2)det(A22).
Lema 2.2.1 Sean Z (m× n) yW (m× n)matrices complejas de variables funcionalmente
independientes y sean G (m×m) y K (n× n) matrices no singulares. El Jacobiano de la
transformacio´n Z = GWK es J(Z →W) = det(GGH)n × det(KKH)m.
Lema 2.2.2 (Khatri [41]) Sean Z y W matrices hemitianas definidas positivas. Si Z =
GWGH, donde G (m× m) es una matriz compleja no singular, entonces J(Z → W) =
det(GGH)m.
Lema 2.2.3 (Goodman [18]) Sea W una matriz Hermitiana definida positiva y W =
TTH donde T es una matriz triangular compleja de orden m×m con elementos positivos
en la diagonal. Si T es triangular inferior, entonces
J(X → T) = 2m
m
∏
j=1
t2(m−j)+1jj , (2.2.1)
y si T es triangular superior, entonces
J(X → T) = 2m
m
∏
j=1
t2(j−1)+1jj . (2.2.2)
Ahora se dan algunas integrales u´tiles para la teorı´a de distribucio´n matricial.
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Definicio´n 2.2.1 La funcio´n gamma multivariada compleja, denotada por Γ˜m(a), se de-
fine por
Γ˜m(a) =
∫
X=XH>0
etr(−X)det(X)a−m dX, (2.2.3)
donde Re(a) > m− 1, y la integral es sobre el espacio de matrices de orden m×m Her-
mitianas definidas positivas.
La funcio´n gammamultivariada compleja Γ˜m(a) puede expresarse como el pro-
ducto de funciones gamma ordinarias
Γ˜m(a) = pim(m−1)/2
m
∏
i=1
Γ(a− i+ 1), Re(a) > m− 1. (2.2.4)
Definicio´n 2.2.2 La funcio´n beta multivariada compleja, denotada por B˜m(a, b), es defini-
da por
B˜m(a, b) =
∫
0<X=XH<Im
det(X)a−m det(Im − X)b−m dX, (2.2.5)
donde Re(a) > m− 1 y Re(b) > m− 1.
Dicha funcio´n beta puede expresarse en te´rminos de funciones gamma como
B˜m(a, b) =
Γ˜m(a)Γ˜m(b)
Γ˜m(a+ b)
= B˜m(b, a). (2.2.6)
Sustituyendo X = (Im +Y)−1Y en (2.2.5) con Jacobiano
J(X → Y) = det(Im +Y)−2m,
Se obtiene una representacio´n integral equivalente para la funcio´n beta compleja
como
B˜m(a, b) =
∫
Y=YH>0
det(Y)a−m det(Im +Y)−(a+b) dY. (2.2.7)
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2.3. POLINOMIOS ZONALES
En esta seccio´n se da una breve descripcio´n de polinomios zonales y la funcio´n
hipergeome´trica de argumento matriz Hermitiana desarrollada por James [39].
Sea X (m × m) una matriz Hermitiana y Vk el espacio lineal de polinomios
homoge´neos φ(X) de grado k en los elementos de X. El espacio Vk puede des-
componerse en suma directa de subespacios invariantes irreducibles Vκ donde
κ = (k1, . . . , km), k1 + · · · + km = k, k1 ≥ · · · ≥ km ≥ 0. Entonces, el polinomio
(trX)k ∈ Vk tiene descomposicio´n u´nica en polinomios C˜κ(X) ∈ Vκ como
(trX)k =∑
κ
C˜κ(X). (2.3.8)
Definicio´n 2.3.1 El polinomio zonal C˜κ(X) de una matriz Hermitiana X es la compo-
nente de (trX)k en el subespacio Vκ.
El polinomio zonal C˜κ(X) se define para todo k y m, pero para una particio´n κ
de k en ma´s de m partes, es ide´nticamente cero. Son invariantes bajo transforma-
cio´n unitaria, es decir
C˜κ(X) = C˜κ(UXUH), U ∈ U(m). (2.3.9)
Luego C˜κ(X) es un polinomio homoge´neo sime´trico en las raı´ces caracterı´sticas de
X. Tambie´n, si R es Hermitiana definida positiva, entonces
C˜κ(RX) = C˜κ(R
1
2XR
1
2 ) (2.3.10)
donde R
1
2 es la raı´z cuadrada de R. Siguiendo a Khatri [45], es fa´cil ver que
|C˜κ(X)| ≤ C˜κ(X0) (2.3.11)
donde X0 = diag(|x1|, . . . , |xm|), y xi, i = 1, . . . ,m, son las raı´ces caracterı´sticas de
X. para valores pequen˜os de k, las fo´rmulas explı´citas para C˜κ(X) son:
C˜(1)(X) = tr(X), (2.3.12)
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C˜(2)(X) =
1
2
[
(trX)2 + tr(X2)
]
, (2.3.13)
C˜(12)(X) =
1
2
[(trX)2 − tr(X2)], (2.3.14)
C˜(3)(X) =
1
6
[(trX)3 + 3(trX)(trX2) + 2 tr(X3)], (2.3.15)
C˜(2,1)(X) =
2
3
[(trX)3 − tr(X3)], (2.3.16)
C˜(13)(X) =
1
6
[(trX)3 − 3(trX)(trX2) + 2 tr(X3)]. (2.3.17)
Entonces es fa´cil ver que:
tr(X2) = C˜(2)(X)− C˜(12)(X), (2.3.18)
y
tr(X3) = C˜(3)(X)−
1
2
C˜(2,1)(X) + C˜(13)(X). (2.3.19)
Adema´s, sustituyendo X = Im en (2.3.12)–(2.3.17), se obtiene C˜(1)(Im) = m,
C˜(2)(Im) = m(m + 1)/2, C˜(12)(Im) = m(m − 1)/2, C˜(3)(Im) = m(m + 1)(m +
2)/6,C˜(2,1)(Im) = 2m(m2 − 1)/3, C˜(13)(Im) = m(m− 1)(m− 2)/6. Si la particio´n κ
de k tiene r partes no cero, entonces James [39] y Khatri [44],
C˜κ(Im) =
[
k! ∏ri<j(ki − k j − i+ j)
∏ri=1(ki + r− i)!
]2
[m]κ
k!
, (2.3.20)
donde se define el coeficiente complejo hipergeome´trico generalizado
[m]κ =
r
∏
i=1
(m− i+ 1)ki (2.3.21)
con (a)k = a(a+ 1) · · · (a+ k− 1), (a)0 = 1, κ = (k1, . . . , km), k1 ≥ · · · ≥ km ≥ 0,
k1 + · · ·+ km = k.
Usando la notacio´n
Γ˜m(a, κ) = pim(m−1)/2
m
∏
j=1
Γ(a+ k j − j+ 1), Re(a) ≥ m− km, (2.3.22)
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note que Γ˜m(a, 0) = Γ˜m(a), se puede escribir (2.3.21) como
[a]κ =
Γ˜m(a, κ)
Γ˜m(a)
. (2.3.23)
Khatri [42] introdujo la notacio´n
Γ˜m(a,−κ) = pim(m−1)/2
m
∏
j=1
Γ(a− k j −m+ j), Re(a) ≥ m+ k1.
Alternativamente se puede escribir
Γ˜m(a,−κ) = (−1)
kΓ˜m(a)
[−a+m]κ
. (2.3.24)
2.4. FUNCIONES HIPERGEOME´TRICAS
GENERALIZADAS
Resultados distribucionales de matrices aleatorias son con frecuencia derivados
en te´rminos de funciones hipergeome´tricas de argumento matricial. Herz [38] in-
trodujo´ la funcio´n hipergeome´trica de argumento matricial usando Laplace y la
transformada inversa de Laplace. Constantine [10] dio´ una representacio´n de se-
ries de potencias de la funcio´n hipergeome´trica de argumento matriz sime´trica en
series que involucran polinomios zonales. James [39] dio´ la expansio´n de la se-
rie de la funcion hipergeome´trica de argumento matriz Hermitiana en series que
involucran polinomios zonales de matriz Hermitiana.
Definicio´n 2.4.1 La funcio´n hipergeome´trica generalizada de argumento matriz Hermi-
tiana es definida por
r F˜s(a1, . . . , ar; b1, . . . , bs;X) =
∞
∑
k=0
∑
κ
[a1]κ · · · [ar]κ
[b1]κ · · · [bs]κ
C˜κ(X)
k!
(2.4.25)
donde ai son nu´meros complejos arbitrarios, i = 1, . . . , r; bj, j = 1, . . . , s , X (m×m) es
una matriz Hermitiana y ∑κ denota la sumatoria sobre todas las particiones κ.
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Condiciones para la convergencia de la serie (2.4.25) son:
(i) ninguno de los bj es cero o´ un entero menor o´ igual que m− 1,
(ii) si ai es un entero negativo, es decir −d, entonces la serie se reduce a un
polinomio finito de grado dm,
(iii) la serie converge para todo X (m×m) si r < s+ 1,
(iv) si r = s+ 1, la serie converge para toda X (m×m) tal que ‖X‖ < 1 donde
la norma ‖X‖ denota el ma´ximo valor absoluto de las raı´ces caracterı´sticas X,
(v) a menos que la serie converja, esta diverge para todo X 6= 0 si r > s+ 1.
De la Definicio´n 2.4.1 se sigue que
0F˜0(X) =
∞
∑
k=0
∑
κ
C˜κ(X)
k!
=
∞
∑
k=0
(trX)k
k!
= etr(X), (2.4.26)
1F˜1(a; c;X) =
∞
∑
k=0
∑
κ
[a]κ
[c]κ
C˜κ(X)
k!
(2.4.27)
y
2F˜1(a, b; c;X) =
∞
∑
k=0
∑
κ
[a]κ[b]κ
[c]κ
C˜κ(X)
k!
. (2.4.28)
Teorema 2.4.1 Sea Z (m×m) una matriz Hermitiana definida positiva y sea Y (m×m)
una matriz Hermitiana. Entonces, para Re(a) > m− 1,∫
X=XH>0
etr(−ZX)det(X)a−m r F˜(m)s (a1, . . . , ar; b1, . . . , bs;XY) dX
= Γ˜m(a)det(Z)−a r+1F˜
(m)
s (a1, . . . , ar, a; b1, . . . , bs;Z−1Y). (2.4.29)
Prueba: Ver James [39] y Khatri [42].
De lo anterior es fa´cil ver que para ‖Z‖ < 1,
1F˜0(a;Z) = det(Im − Z)−a.
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Teorema 2.4.2 Sea Y(m×m) una matriz Hermitiana, entonces∫
0<X=XH<Im
det(X)a−m det(Im − X)b−m
r F˜s(a1, . . . , ar; b1, . . . , bs;YX) dX
=
Γ˜m(a)Γ˜m(b)
Γ˜m(a+ b)
r+1F˜s+1(a1, . . . , ar, a; b1, . . . , bs, a+ b;Y). (2.4.30)
Prueba: Ver James [39] y Khatri [42].
Para casos especiales de r, s, a, b en (2.4.30) es fa´cil ver que,
1F˜1(α;γ;R) =
Γ˜m(γ)
Γ˜m(α)Γ˜m(γ− α)
∫
0<X=XH<Im
det(X)α−m
det(Im − X)γ−α−m etr(RX) dX, (2.4.31)
y
2F˜1(α, β;γ;R) =
Γ˜m(γ)
Γ˜m(α)Γ˜m(γ− α)
∫
0<X=XH<Im
det(X)α−m
det(Im − X)γ−α−m det(Im − RX)−β dX, (2.4.32)
donde Re(α) > m− 1, Re(γ− α) > m− 1.
Sustituyendo R = Im en (2.4.32) y simplificando la expresio´n resultante, se ob-
tiene
2F˜1(α, β;γ; Im) =
Γ˜m(γ)Γ˜m(γ− α− β)
Γ˜m(γ− α)Γ˜m(γ− β) , Re(γ− α− β) > m− 1. (2.4.33)
Para representaciones de serie e integral de la funcio´n 1F˜1 referirse a James [39],
Hayakawa [36, 37] y Chikuse [8].
Las representaciones integrales (2.4.31) y (2.4.32) son generalizaciones de la
funciones hipergeome´trica confluente cla´sica 1F1 y la funcio´n hipergeome´trica
Gausiana 2F1 respectivamente. Las relaciones de Kummer y de Euler para 1F1 y
2F1 pueden ser generalizadas en el caso de funciones de argumento matriz Hermi-
tiana.
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Las funciones hipergeome´tricas 1F˜1 y 2F˜1 satisfacen las siguientes relaciones:
1F˜1(α;γ;X) = etr(X) 1F˜1(γ− α;γ;−X) (2.4.34)
2F˜1(α, β;γ;X) = det(Im − X)−β 2F˜1(γ− α, β;γ;−X(Im − X)−1)
= det(Im − X)γ−α−β 2F˜1(γ− α,γ− β;γ;X). (2.4.35)
Ahora, se definira´ la funcio´n hipergeome´trica confluente Ψ˜ de argumento ma-
tricial complejo.
Definicio´n 2.4.2 La funcio´n hipergeome´trica confluente Ψ˜ de matriz Hermitiana R (m×
m) es definida por
Ψ˜(α,γ;R) =
1
Γ˜m(α)
∫
X=XH>0
etr(−RX)det(X)α−m det(Im+X)γ−α−m dX, (2.4.36)
donde Re(R) > 0, y Re(α) > m− 1.
2.5. NOCIONES DE MATRIZ ALEATORIA COMPLEJA
En esta seccio´n se definen las variables aleatorias complejas, los vectores aleatorios
complejos, las matrices aleatorias complejas y los operadores asociados con es-
tos. Algunas de sus propiedades pueden ser encontradas en Andersen, Højbjerre,
Sørensen y Eriksen [1].
Definicio´n 2.5.1 Sean x1 y x2 variables aleatorias reales. La variable aleatoria dada por
x = x1 + ιx2 es una variable aleatoria compleja.
Los operadores esperanza, covarianza y varianza de variables aleatorias com-
plejas son considerados sobre el espacio vectorial complejo dado por
L2 (C) = {x : x es una variable aleatoria compleja y E (xx) < ∞} .
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Definicio´n 2.5.2 Sea x = x1+ ιx2 una variable aleatoria compleja. El operador esperanza
de x, E : L2(C) → C, se define como
E(x) = E (x1) + ιE (x2) .
El valor de E(x) es la media de x.
Definicio´n 2.5.3 Sean x e y variables aleatorias complejas. El operador covarianza, C :
L2(C)× L2(C) → C, esta´ definido como
C (x, y) = E
[
{x− E (x)} {y− E (y)}
]
.
Definicio´n 2.5.4 Sea x una variable aleatoria compleja. El operador varianza de x, V :
L2(C) → R+ esta´ definido como
V (x) = C (x, x) = E
[
{x− E (x)} {x− E (x)}
]
.
El valor de V (x) es llamado la varianza de x.
Definicio´n 2.5.5 Sea x = (xk) un vector p-dimensional, donde xk para k = 1, . . . , p
son variables aleatorias complejas; entonces x es llamado un vector aleatorio complejo p-
dimensional.
Los operadores esperanza, covarianza y varianza de vectores aleatorios com-
plejos son considerados sobre el espacio vectorial complejo dado por
L2 (Cp) = {x = (xk) : x es un vector aleatorio complejo p-dimensional y
E
(
xHx
)
< ∞
}
.
Definicio´n 2.5.6 Sea x = (xk) un vector aleatorio complejo p-dimensional. El operador
esperanza de x, E : L2 (Cp) → Cp, se define como
E(x) = (E (xk)) .
Nos referimos a E(x) como el vector de medias del vector x.
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Definicio´n 2.5.7 Sean x = (xk) y y = (ys) vectores aletorios complejos de dimensiones
p y q respectivamente. El operador covarianza de x y y, C : L2 (Cp)× L2 (Cq) → Cp×q,
esta´ definido como
C(x,y) = (C (xk, ys)) .
La matriz de covarianza compleja de los vectores aleatorios complejos x y y puede ser in-
terpretada como un vector complejo de dimensio´n pq× 1, dado por
C(x,y) = (C (xk, ys))
= (E[(xk − E(xk))(ys − E(ys))])
= E[(x− E(x))(y− E(y))H].
Definicio´n 2.5.8 Sea x = (xk) un vector aletorio complejo p-dimensional. El operador
varianza de x, V : L2 (Cp) → Cp×p, esta´ definido como
V(x) = C(x, x).
Nos referimos al valor de V(x) como la matriz de covarianzas del vector x.
Definicio´n 2.5.9 Sea X =
(
xjk
)
una matriz de orden p× q, donde xjk para j = 1, . . . , p y
k = 1, . . . , q es una variable aleatoria compleja; entonces X es llamada una matriz aleatoria
compleja de orden p× q.
Los operadores esperanza, covarianza y varianza de matrices aleatorias com-
plejas son considerados sobre el espacio vectorial complejo dado por
L2
(
Cp×q
)
=
{
X =
(
xjk
)
: X es una matriz aleatoria compleja de ordenp× q y
E
(
tr(XXH)
)
< ∞
}
.
Definicio´n 2.5.10 Sea X =
(
xjk
)
una matriz aletoria compleja de orden p× q. El ope-
rador esperanza de X, E : L2 (Cp×q) → Cp×q, esta´ definido como
E(X) =
(
E
(
xjk
))
.
El operador esperanza evaluado en la matriz aleatoria compleja X de orden p× q, se llama
la media de X.
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2.6. ALGUNAS DISTRIBUCIONES COMPLEJAS
A continuacio´n se dan algunas definiciones y resultados sobre distribuciones ma-
triciales complejas. Para mayores detalles y pruebas se puede consultar a Ander-
sen, Højbjerre, Sørensen y Eriksen [1], Tan [64], Khatri [41], James [39] y Good-
man [18].
Ahora se defı´niran las distribuciones Wishart compleja, Wishart invertida com-
pleja, beta tipo I matriz variada compleja, beta tipo II matriz variada compleja y se
dara´n algunas de sus propiedades.
Definicio´n 2.6.1 Una matriz aleatoria Hermitiana definida positiva A de orden m× m
se dice que tiene una distribucio´n Wishart compleja con para´metros m, ν, y Σ = ΣH > 0,
denotada A ∼ CWm(ν,Σ), si su p.d.f. esta´ dada por
{Γ˜m(ν)det(Σ)ν}−1 det(A)ν−m etr(−Σ−1A), A = AH > 0, ν ≥ m. (2.6.1)
La distribucio´n Wishart compleja es la distribucio´n conjunta de varianzas y co-
varianzas muestrales de una poblacio´n normal multivariada compleja y juega un
papel importante en el ana´lisis estadı´stico multivariado. Esta distribucio´n, para
Σ = Im, esta´ en la clase de distribuciones unitariamente invariantes y residu-
almente independientes discutidas en el capı´tulo 3. Las propiedades de la invarian-
za unitaria e independencia residual en este caso son dadas en los teoremas 2.6.1 y
2.6.3, respectivamente.
Si x1, . . . , xn son independientemente distribuidas como CNm(0,Σ), entonces
X = (x1, . . . , xn) tiene una distribucio´n normal matriz variada compleja. Ası´, si
n ≥ m, entonces XXH > 0 con probabilidad uno y XXH ∼ CWm(n,Σ).
Teorema 2.6.1 Sean A ∼ CWm(ν, Im) y U (m×m) una matriz unitaria cuyos elemen-
tos son constantes o´ variables aleatorias independientemente distribuidas de A. Entonces,
la distribucio´n de A es invariante sobre la transformacio´n A → UAUH y es independiente
de U en el u´ltimo caso.
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Teorema 2.6.2 Sea A ∼ CWm(ν,Σ). A y Σ particionadas como
A =
(
A11 A12
A21 A22
)
, A11 (q× q), Σ =
(
Σ11 Σ12
Σ21 Σ22
)
, Σ11 (q× q).
Entonces, (i) la matriz A22 y su complemento de Schur A11·2 son independientes, A22 ∼
CWm−q(ν,Σ22) y A11·2 ∼ CWq(ν−m+ q,Σ11·2), (ii) A11 y su complemento de Schur
A22·1 son independientes, A11 ∼ CWq(ν,Σ22) y A22·1 ∼ CWm−q(ν− q,Σ22·1).
Prueba: Ver Tan [64].
El siguiente resultado es importante en el ana´lisis multivariado y es conocido
como descomposicio´n de Bartlett.
Teorema 2.6.3 Sea A ∼ CWm(ν, Im) y A = TTH, donde T = (tij) es una matriz
triangular inferior con tii > 0 y tij = t1ij +
√−1 t2ij, j < i. Entonces, tij, 1 ≤ j ≤
i ≤ m son independientemente distribuidas, t2ii ∼ G(ν − i + 1), 1 ≤ i ≤ m y tij ∼
CN(0, 1), 1 ≤ j < i ≤ m.
Prueba: Ver Goodman [18]
Definicio´n 2.6.2 Una matriz aleatoria Hermitiana definida positiva Y de orden m×m se
dice que tiene una distribucio´n Wishart invertida compleja, con para´metros m, µ y Ψ (m×
m), denotada por Y ∼ ICWm(µ,Ψ), si su funcio´n de densidad esta´ dada por
{Γ˜m(µ)}−1 det(Ψ)µ det(Y)−(µ+m) etr(−Y−1Ψ), Y = YH > 0, (2.6.2)
donde Ψ = ΨH > 0 y µ > m− 1.
La distribucio´nWishart invertida compleja, paraΨ = Im, esta´ en la clase de dis-
tribuciones matriciales unitariamente invariantes y residualmente independientes.
La distribucio´n Wishart invertida compleja fue´ primero derivada por Tan [63] co-
mo distribucio´n posterior de Σ en un modelo de regresio´n multivarado complejo.
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Depue´s Shaman [60] estudio´ algunas de sus propiedades y aplicaciones en esti-
macio´n espectral. Para m = 1, la densidad Wishart invertida compleja es una den-
sidad gamma invertida la cual esta dada por
{Γ(µ)}−1ψµy−(µ+1) exp
(
−ψ
y
)
, y > 0, µ > 0, ψ > 0.
Esta distribucio´n se denota por y ∼ IG(µ,ψ).
La relacio´n entre las distribuciones Wishart compleja y Wishart invertida com-
pleja esta´ dada por el siguiente teorema.
Teorema 2.6.4 Sea Y ∼ ICWm(µ,Ψ), entonces Y−1 ∼ CWm(µ,Ψ−1).
Prueba: Haciendo la transformacio´n X = Y−1 con el Jacobiano J(Y → X) =
det(X)−2m en (2.6.2), obtenemos el resultado deseado.
Teorema 2.6.5 Sea Y ∼ ICWm(µ,Ψ) y particionando Y y Ψ como
Y =
(
Y11 Y12
Y21 Y22
)
, Ψ =
(
Ψ11 Ψ12
Ψ21 Ψ22
)
donde Y11 y Ψ11 son matrices de orden q× q . Entonces, Y11 y su complemento de Schur
Y22·1 son independientes, Y11 ∼ ICWq(µ − m + q,Ψ11) y Y22·1 ∼ ICWm−q(µ,Ψ22·1).
Adema´s, Y22 y su complemento de Schur Y11·2 son independientes, Y22 ∼ ICWm−q(µ−
q,Ψ22) y Y11·2 ∼ ICWq(µ,Ψ11·2).
Prueba: Del teorema 2.6.4, Y−1 ∼ CWm(µ,Ψ−1). Sea
Y−1 =
(
Y11 Y12
Y21 Y22
)
, Ψ−1 =
(
Ψ11 Ψ12
Ψ21 Ψ22
)
donde Y11 y Ψ11 son matrices cuadradas de orden q, definimos Y11·2 = Y11 −
Y12(Y22)−1Y21, y Ψ11·2 = Ψ11 − Ψ12(Ψ22)−1Ψ21. Entonces, del teorema 2.6.2, Y11·2
y Y22 son independientes, Y11·2 ∼ CWq(µ−m+ q,Ψ11·2) y Y22 ∼ CWm−q(µ,Ψ22).
Ahora, ya que Y11·2 = Y−111 , Y
22 = Y−122·1,Ψ
11·2 = Ψ−111 yΨ
22 = Ψ−122·1, tenemos Y
−1
11 ∼
CWq(µ−m+ q,Ψ−111 ), Y−122·1 ∼ CWm−q(µ,Ψ−122·1) por lo tanto, Y11 ∼ ICWq(µ−m+
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q,Ψ11) y Y22·1 ∼ ICWm−q(µ,Ψ22·1). La segunda parte se prueba en forma similar.
Es bien conocido que si Y ∼ ICWm(µ,Ψ), entonces (Shaman [60], Nagar y Gup-
ta [53]),
E(Y−1) = µΨ−1, (2.6.3)
E(Y) = (µ−m)−1Ψ, µ > m, (2.6.4)
E[C˜κ(Y−1R)] = [µ]κC˜κ(Ψ−1R) (2.6.5)
y
E[C˜κ(YR)] =
(−1)k
[−µ+m]κ C˜κ(ΨR), µ > m− 1+ k1, (2.6.6)
donde R es una matriz Hermitiana de orden m×m.
Definicio´n 2.6.3 Una matriz aleatoria Hermitiana definida positiva X de orden m×m se
dice que tiene una distribucio´n Beta tipo I matriz variada compleja con para´metros (a, b),
denotada como X ∼ CBIm(a, b), si su p.d.f. esta´ dada por
{B˜m(a, b)}−1 det(X)a−m det(Im − X)b−m, 0 < X = XH < Im, (2.6.7)
donde a > m− 1, b > m− 1 y B˜m(a, b) es la funcio´n beta multivariada compleja.
Definicio´n 2.6.4 Una matriz aleatoria Hermitiana definida positiva Y de orden m×m se
dice que tiene una distribucio´n Beta tipo II matriz variada compleja con para´metros(a, b),
denotada como Y ∼ CBI Im (a, b), si su p.d.f. esta´ dada por
{B˜m(a, b)}−1 det(Y)a−m det(Im +Y)−(a+b), Y = YH > 0, (2.6.8)
donde a > m− 1, y b > m− 1.
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La densidad (2.6.8) puede ser obtenida de (2.6.7) haciendo la transformacio´n
X = (Im + Y)−1Y, con el Jacobiano J(X → Y) = det(Im + Y)−2m. La distribu-
cio´n Beta tipo II matriz variada compleja tambie´n es conocida como F-distribucio´n
matriz variada compleja. Estas distribuciones esta´n en la clase de distribuciones
unitariamente invariantes y residualmente independientes discutidas en el capı´tu-
lo 3.
Aquı´ se puede notar que las distribuciones beta tipo I y II de variable matricial
compleja pueden ser derivadas usando densidades Wishart complejas(Tan [64]).
Si A1 ∼ CWm(n1,Σ) y A2 ∼ CWm(n2,Σ) son independientes, Entonces (A1 +
A2)−1/2A1(A1 + A2)−1/2 ∼ CBIm(n1, n2) y (A−1/22 )HA1A−1/22 ∼ CBI Im (n1, n2).
En los pro´ximos dos teoremas, se muestra que las distribuciones beta matriz
variada complejas son unitariamente invariantes.
Teorema 2.6.6 Sean X ∼ CBIm(a, b) y U (m×m) una matriz unitaria cuyos elementos
son constantes o´ variables aleatorias distribuidas independientemente de X. Entonces, la
distribucio´n de X es invariante sobre la transformacio´n X → UXUH, y es independiente
de U en el u´ltimo caso.
Prueba: Ver Bedoya, Nagar y Gupta [2].
Teorema 2.6.7 Sean Y ∼ CBI Im (a, b) y U (m×m) una matriz unitaria cuyos elementos
son constantes o´ variables aleatorias distribuidas independientemente de Y. Entonces, la
distribucio´n de Y es invariante sobre la transformacio´n Y → UYUH, y es independiente
de U en el u´ltimo caso.
Prueba: Ver Bedoya, Nagar y Gupta [2].
La relacio´n entre las matrices aleatorias complejas con distribuciones beta tipo
I y tipo II se puede expresar como se sigue. Sea X∼CBIm(a, b), entonces Y=(Im −
X)−1X ∼ CBI Im (a, b). Ası´, si Y ∼ CBI Im (a, b) entonces Y−1 ∼ CBI Im (b, a) y (Im +
Y)−1Y ∼ CBIm(a, b).
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Teorema 2.6.8 Sea A ∼ CBIm(a, b) y A particionada como
A =
(
A11 A12
A21 A22
)
, A11 (q× q).
Entonces, (i) A11 y su complemento de Schur A22·1 son independientes, A11 ∼ CBIq(a, b) y
A22·1 ∼ CBIm−q (a− q, b) y (ii) A22 y su complemento de Schur A11·2 son independientes,
A22 ∼ CBIm−q(a, b) y A11·2 ∼ CBIq (a−m+ q, b).
Prueba: Ver Tan [64].
Teorema 2.6.9 Sea B ∼ CBI Im (c, d) y B particionada como
B =
(
B11 B12
B21 B22
)
, B11 (q× q).
Entonces, (i) B11 y su complemento de Schur B22·1 son independientes, B11 ∼ CBI Iq (c, d−
m+ q) y B22·1 ∼ CBI Im−q(c− q, d) y (ii) B22 y su complemento de Schur B11·2 son inde-
pendientes, B22 ∼ CBI Im−q(c, d− q) y B11·2 ∼ CBI Iq (c−m+ q, d).
Prueba: Ver Tan [64].
Teorema 2.6.10 Sea X ∼ CBIm(a, b) y X = TTH, donde T = (tij) es una matriz trian-
gular inferior compleja con elementos positivos en la diagonal. Entonces, t211, . . . , t
2
mm son
independientemente distribuidas, t2ii ∼ BI(a− i+ 1, b), i = 1, . . . ,m.
La distribucio´n beta tipo I univariada denotada por BI(a1, a2) es definida por
la p.d.f.
Γ(a1 + a2)
Γ(a1)Γ(a2)
xa1−1(1− x)a2−1, 0 < x < 1.
Teorema 2.6.11 Sea X ∼ CBI Im (a, b) y X = TTH, donde T = (tij) es una matriz trian-
gular inferior compleja con elementos positivos en la diagonal. Entonces, t211, . . . , t
2
mm son
independientemente distribuidas, t2ii ∼ BI I(a− i+ 1, b−m+ i), i = 1, . . . ,m.
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La distribucio´n beta tipo II univariada denotada por BI I(a1, a2) es definida por
la p.d.f.
Γ(a1 + a2)
Γ(a1)Γ(a2)
xa1−1(1+ x)−(a1+a2), x > 0.
Es bien conocido que si A ∼ CBIm(a, b) y B ∼ CBI Im (c, d), entonces (James [39],
Khatri [42], Bedoya, Nagar y Gupta [2]),
E(A) =
a
a+ b
Im, (2.6.9)
E(A−1) = a+ b−m
a−m Im, a > m, (2.6.10)
E(B) =
c
d−m Im, d > m, (2.6.11)
E[C˜κ(RA)] =
[a]κ
[a+ b]κ
C˜κ(R), (2.6.12)
E[C˜κ(RA−1)] =
[−a− b+m]κ
[−a+m]κ C˜κ(R), Re(a) > m− 1+ k1, (2.6.13)
y
E[C˜κ(RB)] =
(−1)k[c]κ
[−d+m]κ C˜κ(R), Re(d) > m− 1+ k1, (2.6.14)
donde R es una matriz Hermitiana de orden m×m.
Las distribuciones Dirichlet matriz variada compleja han sido definidas y es-
tudiadas por varios autores (ver, por ejemplo, Troskie [62], Tan [64], Gupta y Na-
gar [24], y Cui, Gupta y Nagar [11]). Un amplio repaso sobre las distribuciones
Dirichlet matriz variada se pueden encontrar en Gupta y Nagar [31].
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CAPI´TULO 3
DISTRIBUCIONES MATRICIALES
UNITARIAMENTE INVARIANTES Y
RESIDUALMENTE INDEPENDIENTES
3.1. INTRODUCCIO´N
En el capı´tulo anterior se afirmo´ que si X es una matriz aleatoria Hermitiana
definida positiva de orden m×m la cual tiene una distribucio´n Wishart compleja/
Wishart invertida compleja/ beta tipo I matriz variada compleja o´ beta tipo II ma-
triz variada compleja, entonces es bien conocido que (i) la distribucio´n de X es uni-
tariamente invariante, es decir, la distribucio´n de X es la misma que la de UXUH,
U ∈ U(m), (ii) los elementos de la diagonal de X tienen distribuciones ide´nticas
y (iii) para X = TTH, donde T es una matriz triangular inferior compleja, los ele-
mentos de la diagonal de T son independientes. Motivados por estas propiedades
comunes, Khatri, Khattree y R. D. Gupta [47] definieron la clase de distribuciones
unitariamente invariantes y residualmente independientes, abreviada UNIARIM.
Definicio´n 3.1.1 La matriz aleatoria Hermitiana definida positiva X (m×m) se dice que
tiene una distribucio´n UNIARIM si
(i) para cualquier matriz unitaria U de orden m× m, la distribucio´n de X y UXUH
son ide´nticas, y
(ii) para cualquier factorizacio´n triangular inferior X = TTH, T = (Tij), Tii (mi ×
mi), i = 1, . . . , k son independientes, para cualquier particio´n {m1,m2, . . . ,mk} de m.
Cuando la matriz aleatoria X tiene una distribucio´n UNIARIM se puede es-
cribir X ∈ C˜m. Las distribuciones beta tipo I y tipo II de variable matricial com-
pleja, Wishart compleja (Σ = Im), y Wishart invertida compleja (Ψ = Im) esta´n
en esta clase. (Khatri [41], Tan [64], Nagar, Bedoya y Arias [55], y Bedoya, Nagar y
Gupta [2], Goodman [18], Shaman [60]).
Ahora se dara´n algunas propiedades de la clase de distribuciones UNIARIM
definidas en Khatri, Khattree y R. D. Gupta [47].
Teorema 3.1.1 Sea X ∈ C˜m. Particionada X como X =
(
X11 X12
X21 X22
)
, X11 (q× q). Entonces
X11 y X22·1=X22 − X21X−111 X12 son independientes, X11 ∈ C˜q, y X22·1 ∈ C˜m−q.
Teorema 3.1.2 Sean X ∈ C˜m y Y ∈ C˜m independientes. Adema´s sean T1 y T2 dos raı´ces
cuadradas diferentes de Y. Entonces T1XT
H
1 y T2XT
H
2 tienen distribuciones ide´nticas.
Teorema 3.1.3 Sean X ∈ C˜m y Y ∈ C˜m independientes. Entonces, para cualquier raı´z
cuadrada T de Y, la distribucio´n de Z = TXTH esta´ en C˜m.
Del resultado anterior se sigue que si U =
(
U1 U2
)
, Ui (m × mi), i = 1, 2,
m1 +m2 = m es una matriz unitaria aleatoria independiente de Z ∈ C˜m, entonces
UH1 ZU1 ∈ C˜m1 y (UH1 Z−1U1)−1 ∈ C˜m2 son independientes. Adema´s para c ∈ Cm,
c 6= 0, (i) cHZccHc tiene la misma distribucio´n de z11 donde Z = (zij), y (ii) c
Hc
cHZ−1c tiene
la misma distribucio´n de 1/z11 donde Z−1 = (zij). Adema´s, si E(Z), E(Z−1), y
E(Zα), α un entero, entonces E(Z) = aIm, E(Z−1) = bIm, y E(Zα) = c˜α Im, donde
a = E(x11y11), b = E(x11)E(y11), y la constante c˜α depende de los momentos de
orden menor o´ igual que α de X y Y.
Sea Z[i] cualquier menor principal de Z de orden i y Y = TTH, X = RRH
factorizaciones triangular inferior. Entonces
vii =
det(Z[i])
det(Z[i−1])
= t2iir
2
ii, i = 1, . . . ,m,
23
donde det(Z[0]) = 1, son independientes y E(det(Z)α) = ∏mi=1 E(v
α
ii) siempre que
las esperanzas implicadas existan.
En este capı´tulo se derivan varias distribuciones UNIARIM usando el Teore-
ma 3.1.3. En la Seccio´n 3.2 se definen algunas matrices aleatorias complejas y en la
Secio´n 3.3 se dan sus funciones de densidad.
3.2. GENERANDO DISTRIBUCIONES UNIARIM
En la seccio´n anterior se discutieron un nu´mero de propiedades de las distribu-
ciones UNIARIM. Teniendo en cuenta que si X ∈ C˜m y Y ∈ C˜m son independien-
tes, entonces para cualquier raı´z T de Y, la distribucio´n de Z = TXTH esta´ en
C˜m. En esta seccio´n se explotaran estas propiedades para generar un nu´mero de
distribuciones UNIARIM.
Sea Ai ∼ CBIm(ai, bi), Bi ∼ CBI Im (ci, di), i = 1, 2, A ∼ CBIm(a, b), y B ∼ CBI Im (c, d)
donde A1 y A2 son independientes, B1 y B2 son independientes, y A y B son inde-
pendientes. Se define
Z1 = A1/21 A2(A
1/2
1 )
H (3.2.1)
Z2 = B1/21 B2(B
1/2
1 )
H (3.2.2)
Z3 = A1/2B(A1/2)H (3.2.3)
y
Z4 = B1/2A(B1/2)H. (3.2.4)
Entonces la p.d.f. de Z1 esta´ dada por (Cui, Gupta y Nagar [11]),
Γ˜m(a1 + b1)Γ˜m(a2 + b2)
Γ˜m(a1)Γ˜m(a2)Γ˜m(b1 + b2)
det(Z1)a1−m det(Im − Z1)b1+b2−m
×2F˜1(b2, a1 + b1 − a2; b1 + b2; Im − Z1), 0 < Z1 = ZH1 < Im, (3.2.5)
donde 2F˜1 es la funcio´n hipergeome´trica de Gauss de argumento matriz Hermi-
tiana. La distribucio´n de Z1 es designada por H˜
(1)
m (a1, b1, a2, b2). Claramente, para
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a2 = a1 + b1, se obtiene A1/21 A2(A
1/2
1 )
H ∼ CBIm(a1, b1 + b2). La densidad de Z2,
derivada en el Teorema 3.3.2, esta´ dada por
B˜m(c1 + d2, c2 + d1)
B˜m(c1, d1)B˜m(c2, d2)
det(Z2)c2−m
×2F˜1(c2 + d1, c2 + d2; c1 + c2 + d1 + d2; Im − Z2), Z2 = ZH2 > 0. (3.2.6)
Se denotara´ la distribucio´n de Z2 por H˜
(2)
m (c1, d1, c2, d2). En el Teorema 3.3.3 se da
la densidad de Z3 como
B˜m(a+ d, b)
B˜m(a, b)B˜m(c, d)
det(Z3)c−m
det(Im + Z3)c+d
×2F˜1(b, c+ d; a+ b+ d; (Im + Z3)−1), Z3 = ZH3 > 0. (3.2.7)
La distribucio´n anterior se denotara por H˜(3)m (a, b, c, d). Note que la distribucio´n de
Z4 es la misma que la de Z3.
Sea Xi ∼ CWm(νi, Im), i = 1, 2, Yi ∼ ICWm(µi, Im), i = 1, 2, X ∼ CWm(ν, Im), y
Y ∼ ICWm(µ, Im), donde X1 y X2 son independientes, Y1 y Y2 son independendi-
entes, y X y Y son independientes. Sea
Z5 = X1/21 X2(X
1/2
1 )
H (3.2.8)
Z6 = Y1/21 Y2(Y
1/2
1 )
H (3.2.9)
Z7 = X1/2Y(X1/2)H (3.2.10)
y
Z8 = Y1/2X(Y1/2)H. (3.2.11)
Entonces, la p.d.f. de Z5 es (Gupta y Nagar [32]),
{Γ˜m(ν1)Γ˜m(ν2)}−1 det(Z5)ν1−mBν1−ν2(Z5), Z5 = ZH5 > 0.
Ya que
Z−16 = (Y
1/2
1 Y2(Y
1/2
1 )
H)−1 = (Y−1/21 )
HY−12 Y
−1/2
1 ,
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donde Y−11 = (Y
−1/2
1 )
HY−1/21 ∼ CWm(µ1, Im), Y−12 ∼ CWm(µ2, Im), la p.d.f. de Z6
se obtiene de la p.d.f. de Z5 y esta´ dada por
{Γ˜m(µ1)Γ˜m(µ2)}−1 det(Z6)−µ1−mB˜µ1−µ2(Z−16 ), Z6 = ZH6 > 0,
donde B˜δ(·) es la funcio´n Bessel de Herz de tipo II. Note que Z7 ∼ CBI Im (µ, ν) y
Z8 ∼ CBI Im (µ, ν).
Adema´s, se definen las siguientes matrices aleatorias las cuales esta´n en la clase
C˜m:
Z9 = A1/2X(A1/2)H (3.2.12)
Z10 = X1/2A(X1/2)H (3.2.13)
Z11 = B1/2X(B1/2)H (3.2.14)
Z12 = X1/2B(X1/2)H (3.2.15)
Z13 = A1/2Y(A1/2)H (3.2.16)
Z14 = Y1/2A(Y1/2)H (3.2.17)
Z15 = B1/2Y(B1/2)H (3.2.18)
y
Z16 = Y1/2B(Y1/2)H, (3.2.19)
donde X es independiente de A y B, Y es independiente de A y B.
Las matrices aleatorias Z9 y Z10 tienen la misma distribucio´n dada por
etr(−Z9)det(Z9)ν−m
Γ˜m(ν)B˜m(a, b)
Γ˜m(b)Ψ˜(b,−a+ ν+m;Z9), Z9 = ZH9 > 0,
donde Ψ˜(·) es la funcio´n hipergeome´trica confluente de matriz Hermitiana. Las
matrices aleatorias Z11 y Z12 tienen la misma densidad derivada como
Γ˜m(ν+ d)det(Z11)ν−m
Γ˜m(ν)B˜m(c, d)
Ψ˜(ν+ d,−c+ ν+m;Z11), Z11 = ZH11 > 0.
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Similarmente, las matrices aleatorias Z13 y Z14 tienen la misma densidad derivada
en el Teorema 3.3.4 como
Γ˜m(a+ b)det(Z13)−µ−m
B˜m(µ, a)Γ˜m(a+ b+ µ)
1F˜1(a+ µ; a+ b+ µ;−Z−113 ), Z13 = ZH13 > 0, (3.2.20)
donde 1F˜1(·) es la funcio´n hipergeome´trica confluente de argumento matriz Her-
mitiana. La distribucio´n de Z13 es designada por H˜
(13)
m (µ, a, b). Finalmente, las ma-
trices aleatorias Z15 y Z16 tienen la misma densidad que se obtiene en el Teore-
ma 3.3.5 y esta´ dada por
Γ˜m(c+ µ)det(Z15)−µ−m
Γ˜m(µ)B˜m(c, d)
Ψ˜(c+ µ; µ− d+m;−Z−115 ), Z15 = ZH15 > 0. (3.2.21)
La distribucio´n anterior se denotara por H˜(15)m (µ, c, d).
3.3. FUNCIONES DE DENSIDAD
Teorema 3.3.1 Sean A1 y A2 independientes, A1 ∼ CBIm(a1, b1) y A2 ∼ CBIm(a2, b2).
Entonces, A1/21 A2(A
1/2
1 )
H ∼ H˜(1)m (a1, b1, a2, b2) y su funcio´n de densidad esta´ dada por
(3.2.5).
Prueba: Ver Cui, Gupta y Nagar [11].
Corolario 3.3.1.1 Si x1 y x2 son independientes, x1 ∼ BI(a1, b1) y x2 ∼ BI(a2, b2),
entonces x1x2 ∼ H(1)1 (a1, b1, a2, b2). Adema´s, la p.d.f. de z1 = x1x2 esta´ dada por
Γ(a1 + b1)Γ(a2 + b2)
Γ(a1)Γ(a2)Γ(b1 + b2)
za1−11 (1− z1)b1+b2−1
×2F1(b2, a1 + b1 − a2; b1 + b2; 1− z1), 0 < z1 < 1, (3.3.1)
donde 2F1 es la funcio´n hipergeome´trica de Gauss de argumento escalar .
Teorema 3.3.2 Sean B1 y B2 independientes, B1 ∼ CBI Im (c1, d1) y B2 ∼ CBI Im (c2, d2).
Entonces, B1/21 B2(B
1/2
1 )
H ∼ H˜(2)m (c1, d1, c2, d2) y su densidad esta´ dada por (3.2.6).
27
Prueba: La densidad conjunta de B1 y B2 esta´ dada por
det(B1)c1−m det(B2)c2−m det(Im + B1)−(c1+d1) det(Im + B2)−(c2+d2)
B˜m(c1, c1)B˜m(c2, d2)
,
B1 = B
H
1 > 0, B2 = B
H
2 > 0.
Haciendo la transformacio´n Z2 = B1/21 B2(B
1/2
1 )
H con el Jacobiano J(B1, B2 →
B1,Z2) = det(B1)−m en la p.d.f. conjunta de B1 y B2 e integrando sobre B1, la den-
sidad marginal de Z2 se obtiene como
det(Z2)c2−m
B˜m(c1, d1)B˜m(c2, d2)
∫
B1=B
H
1 >0
det(B1)c1+d2−m
det(Im + B1)c1+d1 det(B1 + Z2)c2+d2
dB1,
donde Z2 = ZH2 > 0. Sustituyendo V = (Im + B1)
−1 con el Jacobiano J(B1 → V) =
det(V)−2m en la expresio´n anterior se obtiene
det(Z2)c2−m
B˜m(c1, d1)B˜m(c2, d2)
∫
0<V=VH<Im
det(V)c2+d1−m det(Im −V)c1+d2−m
det(Im − (Im − Z2)V)c2+d2 dV
=
B˜m(c1 + d2, c2 + d1)
B˜m(c1, d1)B˜m(c2, d2)
det(Z2)c2−m2F˜1(c2 + d1, c2 + d2; c1 + c2 + d1 + d2; Im−Z2),
donde la u´ltima lı´nea se obtiene usando la representacion integral de la funcio´n
hipergeome´trica de Gauss de argumento matriz Hermitiana.
Corolario 3.3.2.1 Si y1 y y2 son independientes, y1 ∼ BI I(c1, d1) y y2 ∼ BI I(c2, d2),
entonces y1y2 ∼ H(2)1 (a1, b1, a2, b2). Adema´s, la densidad de z2 = y1y2 esta´ dada por
B(d1 + c2, c1 + d2)
B(c1, d1)B(c2, d2)
zc2−12
× 2F1(c2 + d1, c2 + d2; c1 + c2 + d1 + d2; 1− z2), z2 > 0. (3.3.2)
Teorema 3.3.3 Sean A y B independientes, A ∼ CBIm(a, b) y B ∼ CBI Im (c, d). Entonces,
A1/2B(A1/2)H ∼ H˜(3)m (a, b, c, d) y su densidad esta´ dada por (3.2.7).
Prueba: La densidad conjunta de A y B esta´ dada por
det(A)a−m det(B)c−m det(Im − A)b−m det(Im + B)−(c+d)
B˜m(a, b)B˜m(c, d)
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donde 0 < A = AH < Im y B = BH > 0. Haciendo la transformacio´n Z3 =
A1/2B(A1/2)H y V = Im − A con el Jacobiano J(A, B → V,Z3) = det(A)−m en la
p.d.f. conjunta de A y B e integrando sobre V, obtenemos la densidad de Z3 como
det(Z3)c−m det(Im + Z3)−(c+d)
B˜m(a, b)B˜m(c, d)
∫
0<V=VH<Im
det(V)b−m det(Im −V)a+d−m
det(Im − (Im + Z3)−1V)c+d dV
=
B˜m(a+ d, b)
B˜m(a, b)B˜m(c, d)
det(Z3)c−m
det(Im + Z3)c+d
×2F˜1(b, c+ d; a+ b+ d; (Im + Z3)−1), Z3 = ZH3 > 0,
donde la u´ltima lı´nea se obtiene usando la representacio´n integral de la funcio´n
hipergeome´trica de Gauss de argumento de matriz Hermitiana (James [39], Chiku-
se [8]).
Corolario 3.3.3.1 Si x e y son independientes, x ∼ BI(c1, d1) e y ∼ BI I(c2, d2), entonces
xy ∼ H(3)1 (a, b, c, d). Adema´s, la densidad de z3 = xy esta´ dada por
B(b, a+ d)
B(a, b)B(c, d)
zc−13
(1+ z3)c+d
2F1(b, c+ d; a+ b+ d; (1+ z3)−1), z3 > 0. (3.3.3)
Teorema 3.3.4 Sean A y Y independientes, A ∼ CBIm(a, b) y Y ∼ ICWm(µ, Im). Se
define
Z13 = A1/2Y(A1/2)H.
Entonces, Z13 ∼ H˜(13)m (µ, a, b) y su densidad esta´ dada por (3.2.20).
Prueba: La densidad conjunta de A y Y esta´ dada por
etr(−Y−1)det(Y)−µ−m det(A)a−m det(Im − A)b−m
Γ˜m(µ)B˜m(a, b)
,
0 < A = AH < Im, Y = YH > 0.
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Haciendo la transformacio´n Z13 = A1/2Y(A1/2)H con J(A,Y → A,Z13) =
det(A)−m e integrando sobre A obtenemos
det(Z13)−µ−m
Γ˜m(µ)B˜m(a, b)
∫
0<A=AH<Im
etr(−Z−113 A)det(A)a+µ−m det(Im − A)b−m dA
=
det(Z13)−µ−m
Γ˜m(µ)B˜m(a, b)
Γ˜m(a+ µ)Γ˜m(b)
Γ˜m(a+ b+ µ)
1F˜1(a+ µ; a+ b+ µ;−Z−113 ), Z13 = ZH13 > 0,
donde la u´ltima lı´nea se obtiene usando (2.4.31).
Corolario 3.3.4.1 Si x e y son mutuamente independientes, x ∼ BI(a, b) e y ∼ IG(µ, 1),
entonces xy ∼ H(13)1 (µ, a, b). Adema´s, la p.d.f. de z13 = xy esta´ dada por
Γ(a+ µ)Γ(a+ b)
Γ(µ)Γ(a)Γ(a+ b+ µ)
z−µ−m13 1F1(a+ µ; a+ b+ µ;−z−113 ), z13 > 0 (3.3.4)
donde 1F1 es la funcio´n hipergeome´trica confluente de argumento escalar (Luke [50]).
Teorema 3.3.5 Sean B y Y independientes, B ∼ CBI Im (c, d) y Y ∼ ICWm(µ, Im). Se
define
Z15 = B1/2Y(B1/2)H.
Entonces, Z15 ∼ H˜(15)m (µ, c, d) y su densidad esta´ dada por (3.2.21).
Prueba: La densidad conjunta de B y Y es
etr(−Y−1)det(Y)−µ−m det(B)c−m det(Im + B)−(c+d)
Γ˜m(µ)B˜m(c, d)
,
B = BH > 0, Y = YH > 0.
Transformando Z15 = B1/2Y(B1/2)H con J(B,Y → B,Z13) = det(B)−m e integran-
do sobre B se obtiene
det(Z15)−µ−m
Γ˜m(µ)B˜m(c, d)
∫
B=BH>0
etr(−Z−115 B)det(B)c+µ−m det(Im + B)−(c+d)dB
=
det(Z15)−µ−m
Γ˜m(µ)B˜m(c, d)
Γ˜m(c+ µ)Ψ˜(c+ µ; µ− d+m;−Z−115 ), Z15 = ZH15 > 0,
donde la u´ltima lı´nea se obtiene usando (2.4.36).
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Corolario 3.3.5.1 Si y e x son independientes, y ∼ IG(µ, 1) y x ∼ BI I(c, d), entonces
xy ∼ H(15)1 (µ, c, d). Adema´s, la p.d.f. de z13 = xy esta´ dada por
Γ(c+ µ)
Γ(µ)B(c, d)
z−µ−m15 ψ(c+ µ; µ− d+m;−z−115 ), z15 > 0, (3.3.5)
donde ψ es la funcio´n hipergeome´trica confluente de argumento escalar (Luke [50]).
Varias propiedades, resultados de distribuciones, valores esperados, etc. de
ciertas matrices aleatorias definidas en la Seccio´n 3.2 se encuentran en la literatu-
ra. Resultados relacionados con Z5 y Z6 fueron derivados por Gupta y Nagar [32]
y propiedades de Z9, Z10, Z11 y Z12 fueron obtenidos por Khatri, Khattree, R. D.
Gupta [47].
Los resultados de distribuciones, propiedades y valores esperados de funciones
de Z1, Z2, Z3, Z4, Z13 y Z15 son derivados en el pro´ximo capı´tulo. Estos resultados
son reportados en Gupta, Nagar y Ve´lez-Carvajal [33, 34].
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CAPI´TULO 4
PROPIEDADES DE LAS
DISTRIBUCIONES UNIARIM
4.1. INTRODUCCIO´N
En el capı´tulo anterior se discutieron algunas distribuciones UNIARIM y estas se
generaron sabiendo que si X ∈ C˜m y Y ∈ C˜m son independientes, entonces para
cualquier raı´z cuadrada T de Y, la distribucio´n de Z = TXTH esta´ en C˜m.
En este capı´tulo se dan un nu´mero de resultados sobre estas distribuciones ex-
plotando el hecho de que ellas tambie´n pertenecen a la clase de distribuciones
UNIARIM y utilizando propiedades que son comunes para estas distribuciones
UNIARIM.
Varias propiedades, resultados de distribuciones, valores esperados, etc. dema-
trices aleatorias definidas en la Seccio´n 3.2 se encuentran en la literatura. Resulta-
dos relacionados con Z5 y Z6 fueron derivados por Gupta y Nagar [32] y propieda-
des de Z9, Z10, Z11 y Z12 fueron obtenidos por Khatri, Khattree, R. D. Gupta [47].
Los resultados de distribuciones, propiedades y valores esperados de funciones
de Z1, Z2, Z3, Z4, Z13 y Z15 son derivados en este capı´tulo. Estos resultados son
reportados en Gupta, Nagar y Ve´lez-Carvajal [33, 34].
4.2. ALGUNOS RESULTADOS DISTRIBUCIONALES
En esta seccio´n se dan varios resultados que se utilizaran en las subsiguientes sec-
ciones.
Teorema 4.2.1 Si A1 ∼ CBIm1+m2(a1, b1) y A2 ∼ CBIm1+m2(a2, b2) son independien-
tes, entonces (i) A1/2111A211(A
1/2
111 )
H ∼ H˜(1)m1 (a1, b1, a2, b2) y A1/2122·1A222·1(A1/2122·1)H ∼
H˜(1)m2 (a1−m1, b1, a2−m1, b2) son independientes y (ii) A1/2122A222(A1/2122 )H ∼ H˜(1)m2 (a1, b1,
a2, b2) y A1/2111·2A211·2(A
1/2
111·2)
H ∼ H˜(1)m1 (a1−m2, b1, a2 − m2, b2) son independientes
donde A111·2, A211·2, A122·1 y A222·1 son los complementos de Schur de A122, A222, A111
y A211, respectivamente.
Prueba: Del Teorema 2.6.8, A111, A211, A122·1 y A222·1 son independientes, A111 ∼
CBIm1(a1, b1), A211 ∼ CBIm1(a2, b2), A122·1 ∼ CBIm2(a1−m1, b1) y A222·1 ∼ CBIm2(a2−
m1, b2). Ahora, aplicando el Teorema 3.3.1 se llega al resultado deseado. La prueba
de la segunda parte es similar.
Teorema 4.2.2 Si B1 ∼ CBI Im1+m2(c1, d1) y B2 ∼ CBI Im1+m2(c2, d2) son independientes,
entonces (i) B1/2111 B211(B
1/2
111 )
H ∼ H˜(2)m1 (c1, d1−m2, c2, d2−m2) y B1/2122·1B222·1(B1/2122·1)H ∼
H˜(2)m2 (c1−m1, d1, c2−m1, d2) son independientes y (ii) B1/2122 B222(B1/2122 )H ∼ H˜(2)m2 (c1, d1−
m1, c2, d2 −m1) y B1/2111·2A211·2(B1/2111·2)H ∼ H˜(2)m1 (c1 −m2, d1, c2 −m2, d2) son indepen-
dientes donde B111·2, B211·2, B122·1 y B222·1 son los complementos de Schur de B122, B222,
B111 y B211, respectivamente.
Prueba: Del Teorema 2.6.9, B111, B211, B122·1 y B222·1 son independientes, B111 ∼
CBI Im1(c1, d1 −m2), B211 ∼ CBI Im1(c2, d2 −m2), B122·1 ∼ CBI Im2(c1 −m1, d1) y B222·1 ∼
CBI Im2(c2 − m1, d2). Luego, por aplicacio´n del Teorema 3.3.2 se llega al resultado
deseado. La prueba de la segunda parte es similar.
Teorema 4.2.3 Si A y B son independientes, A ∼ CBIm1+m2(a, b) y B ∼ CBI Im1+m2(c, d),
entonces (i) A1/211 B11(A
1/2
11 )
H ∼ H˜(3)m1 (a, b, c, d−m2) y A1/222·1B22·1(A1/222·1)H ∼ H˜(3)m2 (a−
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m1, b, c − m1, d) son independientes y (ii) A1/222 B22(A1/222 )H ∼ H˜(3)m2 (a, b, c, d − m1) y
A1/211·2B11·2(A
1/2
11·2)
H ∼ H˜(3)m1 (a−m2, b, c−m2, d) son independientes donde A11·2, B11·2,
A22·1 y B22·1 son los complementos de Schur de A22, B22, A11 y B11, respectivamente.
Prueba: Del Teorema 2.6.8 y Teorema 2.6.9, A11, B11, A22·1 y B22·1 son indepen-
dientes, A11 ∼ CBIm1(a, b), B11 ∼ CBI Im1(c, d − m2), A22·1 ∼ CBIm2(a − m1, b) y
B22·1 ∼ CBI Im2(c − m1, d). Luego, aplicando el Teorema 3.3.3 se llega al resultado
deseado. La prueba de la segunda parte es similar.
Teorema 4.2.4 Si A ∼ CBIm1+m2(a, b) y Y ∼ ICWm1+m2(µ, Im) son independientes, en-
tonces (i) A1/211 Y11(A
1/2
11 )
H ∼ H˜(13)m1 (µ−m2, a, b) y A1/222·1Y22·1(A1/222·1)H ∼ H˜(13)m2 (µ, a−
m1, b) son independientes y (ii) A1/222 Y22(A
1/2
22 )
H ∼ H˜(13)m2 (µ − m1, a, b) y A1/211·2Y11·2
(A1/211·2)
H ∼ H˜(13)m1 (µ, a−m2, b) son independientes donde A11·2,Y11·2, A22·1 y Y22·1 son
los complementos de Schur de A22, Y22, A11 y Y11, respectivamente.
Prueba: Del Teorema 2.6.5 y Teorema 2.6.8, A11, Y11, A22·1 y Y22·1 son indepen-
dientes, A11 ∼ CBIm1(a, b), Y11 ∼ ICWm1(µ− m2, Im1), A22·1 ∼ CBIm2(a− m1, b) y
Y22·1 ∼ ICWm2(µ, Im2). Luego, por aplicacio´n del Teorema 3.3.4 se llega al resultado
deseado. La prueba de la segunda parte es similar.
Teorema 4.2.5 Si Y ∼ ICWm1+m2(µ, Im) y B ∼ CBI Im1+m2(c, d) son independientes, en-
tonces (i) Y1/211 B11(Y
1/2
11 )
H ∼ H˜(15)m1 (µ−m2, c, d−m2) y Y1/222·1B22·1(Y1/222·1)H ∼ H˜(15)m2 (µ,
c − m1, d) son independientes y (ii) Y1/222 B22(Y1/222 )H ∼ H˜(15)m2 (µ − m1, c, d − m1) y
Y1/211·2B11·2(Y
1/2
11·2)
H ∼ H˜(15)m1 (µ, c − m2, d) son independientes donde Y11·2, B11·2, Y22·1 y
B22·1 son los complementos de Schur de Y22, B22, Y11 y B11, respectivamente.
Prueba: Del Teorema 2.6.5 y Teorema 2.6.9, Y11, B11, Y22·1 y B22·1 son independien-
tes, Y11 ∼ ICWm1(µ − m2, Im1), B11 ∼ CBI Im1(c, d − m2), Y22·1 ∼ ICWm2(µ, Im2) y
B22·1 ∼ CBI Im2(c − m1, d). Luego, aplicando el Teorema 3.3.5 se llega al resultado
deseado. La prueba de la segunda parte es similar.
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4.3. PROPIEDADES DE Z1
En esta seccio´n se obtendran algunas propiededes y se calcularan valores espera-
dos de funciones de valor escalar y matricial de Z1. Resultados similares para Z2,
Z3, Z13 y Z15 son derivados en la Seccio´n 4.4, Seccio´n 4.5, Seccio´n 4.6 y Seccio´n 4.7,
respectivamente.
(i) Particionando Z1 como Z1 =
(
Z111 Z112
Z121 Z122
)
, Z111 (m1 × m1), m1 + m2 = m. En-
tonces, usando el Teorema 3.1.1, Teorema 3.1.2 y Teorema 4.2.1, Z111 y su comple-
mento de Schur Z122·1 son independientes, Z111 ∼ H˜(1)m1 (a1, b1, a2, b2) y Z122·1 ∼
H˜(1)m2 (a1 − m1, b1, a2 − m1, b2). Adema´s, Z122 y Z111·2 son independientes, Z122 ∼
H˜(1)m2 (a1, b1, a2, b2) y Z111·2 ∼ H˜(1)m1 (a1 −m2, b1, a2 −m2, b2).
(ii) Para una matriz compleja no aleatoria C de orden q×m y rango q(≤ m),
(CCH)−1/2CZ1CH(CCH)−1/2 ∼ H˜(1)m1 (a1, b1, a2, b2)
y
(CCH)1/2(CZ−11 C
H)−1(CCH)1/2 ∼ H˜(1)m2 (a1 −m1, b1, a2 −m1, b2).
(iii) Para c ∈ Cm, c 6= 0,
cHZ1c
cHc
∼ H(1)1 (a1, b1, a2, b2)
y
cHc
cHZ−11 c
∼ H(1)1 (a1 −m+ 1, b1, a2 −m+ 1, b2).
Note que las distribuciones de c
HZ1c
cHc y
cHc
cHZ−11 c
no dependen de c. Ası´, si y (m× 1)
es un vector aleatorio complejo, independiente de Z1, y P(y 6= 0) = 1, entonces se
sigue que
yHZ1y
yHy
∼ H(1)1 (a1, b1, a2, b2)
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yyHy
yHZ−11 y
∼ H(1)1 (a1 −m+ 1, b1, a2 −m+ 1, b2).
(iv) Sea Z1 = (z1ij) y Z−11 = (z
ij
1 ). Entonces z1ii ∼ H(1)1 (a1, b1, a2, b2), i = 1, . . . ,m y
1/zii1 ∼ H(1)1 (a1 −m+ 1, b1, a2 −m+ 1, b2), i = 1, . . . ,m.
(v) Sea Z[i]1 = (z1jk), 1 ≤ j, k ≤ i. Definimos
vi =
det(Z[i]1 )
det(Z[i−1]1 )
, i = 1, . . . ,m y det(Z[0]1 ) = 1.
Entonces, las variables aleatorias v1, . . . , vm sonmutuamente independientes y usan-
do el Teorema 2.6.10 Corolario 3.3.1.1, vi ∼ H(1)1 (a1 − i + 1, b1, a2 − i + 1, b2), i =
1, . . . ,m. Adema´s la p.d.f. de det(Z1) es la misma de∏mi=1 vi.
Ahora, se derivaran algunos valores esperados de funciones de valor escalar y
matricial compleja de la matriz aleatoria compleja Z1.
Usando la representacio´n Z1=A
1/2
1 A2(A
1/2
1 )
H, (2.6.9), (2.6.10), (2.6.12) y (2.6.13),
los siguientes valores esperados se pueden obtener fa´cilmente:
E(Z1) =
a1a2
(a1 + b1)(a2 + b2)
Im,
E(Z−11 ) =
(a1 + b1 −m)(a2 + b2 −m)
(a1 −m)(a2 −m) Im, a1 > m, a2 > m,
E[C˜κ(Z1)] =
[a1]κ[a2]κ
[a1 + b1]κ[a2 + b2]κ
C˜κ(Im),
E[C˜κ(Z−11 )] =
[−a1 − b1 +m]κ [−a2 − b2 +m]κ
[−a1 +m]κ [−a2 +m]κ C˜κ(Im), ai > k1 +m− 1, i = 1, 2,
Adema´s, usando (2.3.13) y (2.3.14), los valores esperados de (trZ1)2 y (trZ−11 )
2 son
evaluados como
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E[(trZ1)2] = E[C˜(2)(Z1)] + E[C˜(12)(Z1)]
=
[a1](2)[a2](2)
[a1 + b1](2)[a2 + b2](2)
C˜(2)(Im) +
[a1](12)[a2](12)
[a1 + b1](12)[a2 + b2](12)
C˜(12)(Im),
y
E[(trZ−11 )
2] = E[C˜(2)(Z
−1
1 )] + E[C˜(12)(Z
−1
1 )]
=
[−a1 − b1 +m](2)[−a2 − b2 +m](2)
[−a1 +m](2)[−a2 +m](2)
C˜(2)(Im)
+
[−a1 − b1 +m](12)[−a2 − b2 +m](12)
[−a1 +m](12)[−a2 +m](12)
C˜(12)(Im).
Luego, aplicando los resultados [n](2) = n(n+ 1), [n](12) = n(n− 1), [−n+m](2) =
(n−m)(n−m− 1), [−n+m](12) = (n−m)(n−m+ 1), C˜(2)(Im) = m(m+ 1)/2 y
C˜(12)(Im) = m(m− 1)/2 en la expresio´n anterior y simplificando, se obtiene
E[(trZ1)2] =
ma1a2
2(a1 + b1)(a2 + b2)
×
[
(m+ 1)(a1 + 1)(a2 + 1)
(a1 + b1 + 1)(a2 + b2 + 1)
+
(m− 1)(a1 − 1)(a2 − 1)
(a1 + b1 − 1)(a2 + b2 − 1)
]
y
E[(trZ−11 )
2] =
m(a1 + b1 −m)(a2 + b2 −m)
2(a1 −m)(a2 −m)
×
[
(a1 + b1 −m− 1)(a2 + b2 −m− 1)(m+ 1)
(a1 −m− 1)(a2 −m− 1)
+
(a1 + b1 −m+ 1)(a2 + b2 −m+ 1)(m− 1)
(a1 −m+ 1)(a2 −m+ 1)
]
,
a1 > m+ 1, a2 > m+ 1.
Similarmente, usando (2.3.15)–(2.3.17), los valores esperados de (trZ1)3 y (trZ−11 )
3
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se obtienen como
E[(trZ1)3] = E[C˜(3)(Z1)] + E[C˜(2,1)(Z1)] + E[C˜(13)(Z1)]
=
[a1](3)[a2](3)
[a1 + b1](3)[a2 + b2](3)
C˜(3)(Im) +
[a1](2,1)[a2](2,1)
[a1 + b1](2,1)[a2 + b2](2,1)
C˜(2,1)(Im)
+
[a1](13)[a2](13)
[a1 + b1](13)[a2 + b2](13)
C˜(13)(Im),
y
E[(trZ−11 )
3] = E[C˜(3)(Z
−1
1 )] + E[C˜(2,1)(Z
−1
1 )] + E[C˜(13)(Z
−1
1 )]
=
[−a1 − b1 +m](3)[−a2 − b2 +m](3)
[−a1 +m](3)[−a2 +m](3)
C˜(3)(Im)
+
[−a1 − b1 +m](2,1)[−a2 − b2 +m](2,1)
[−a1 +m](2,1)[−a2 +m](2,1)
C˜(2,1)(Im)
+
[−a1 − b1 +m](13)[−a2 − b2 +m](13)
[−a1 +m](13)[−a2 +m](13)
C˜(13)(Im),
respectivamente. Ahora, usando los resultados [n](3) = n(n+ 1)(n+ 2), [n](2,1) =
n(n + 1)(n − 1), [n](13) = n(n − 1)(n − 2), [−n + m](3) = −(n − m)(n − m −
1)(n− m− 2), [−n+ m](2,1) = −(n− m)(n− m− 1)(n− m+ 1), [−n+ m](13) =
−(n − m)(n − m + 1)(n − m + 2), C˜(3)(Im) = m(m + 1)(m + 2)/6, C˜(2,1)(Im) =
2m(m2 − 1)/3 y C˜(13)(Im) = m(m − 1)(m − 2)/6 en las expresiones anteriores y
simplificando, se obtiene
E[(trZ1)3] =
ma1a2
6(a1 + b1)(a2 + b2)
×
[
(a1 + 1)(a1 + 2)(a2 + 1)(a2 + 2)(m+ 1)(m+ 2)
(a1 + b1 + 1)(a1 + b1 + 2)(a2 + b2 + 1)(a2 + b2 + 2)
+
4(a21 − 1)(a22 − 1)(m2 − 1)
[(a1 + b1)2 − 1][(a2 + b2)2 − 1]
+
(a1 − 1)(a1 − 2)(a2 − 1)(a2 − 2)(m− 1)(m− 2)
(a1 + b1 − 1)(a1 + b1 − 2)(a2 + b2 − 1)(a2 + b2 − 2)
]
,
y
E[(trZ−11 )
3] =
m(a1 + b1 −m)(a2 + b2 −m)
6(a1 −m)(a2 −m)
[
(a1 + b1 −m− 1)(a1 + b1 −m− 2)
(a1 −m− 1)(a1 −m− 2)
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(a2 + b2 −m− 1)(a2 + b2 −m− 2)(m+ 1)(m+ 2)
(a2 −m− 1)(a2 −m− 2)
+
4(m2 − 1)[(a1 + b1 −m)2 − 1][(a2 + b2 −m)2 − 1]
[(a1 −m)2 − 1][(a2 −m)2 − 1]
+
(a1 + b1 −m+ 1)(a1 + b1 −m+ 2)
(a1 −m+ 1)(a1 −m+ 2)
(a2 + b2 −m+ 1)(a2 + b2 −m+ 2)(m− 1)(m− 2)
(a2 −m+ 1)(a2 −m+ 2)
]
,
ai > m+ 2, i = 1, 2.
Similarmente, valores esperados de tr(Z1) tr(Z21) y tr(Z
−1
1 ) tr(Z
−2
1 ) se obtienen
como
E[tr(Z1) tr(Z21)] = E[C˜(3)(Z1)]− E[C˜(13)(Z1)]
=
a1a2m
6(a1 + b1)(a2 + b2)
×
[
(a1 + 1)(a1 + 2)(a2 + 1)(a2 + 2)(m+ 1)(m+ 2)
(a1 + b1 + 1)(a1 + b1 + 2)(a2 + b2 + 1)(a2 + b2 + 2)
− (a1 − 1)(a1 − 2)(a2 − 1)(a2 − 2)(m− 1)(m− 2)
(a1 + b1 − 1)(a1 + b1 − 2)(a2 + b2 − 1)(a2 + b2 − 2)
]
,
y
E[tr(Z−11 ) tr(Z
−2
1 )] = E[C˜(3)(Z
−1
1 )]− E[C˜(13)(Z−11 )]
=
m(a1 + b1 −m)(a2 + b2 −m)
6(a1 −m)(a2 −m)
×
[
(a1 + b1 −m− 1)(a1 + b1 −m− 2)
(a1 −m− 1)(a1 −m− 2)
(a2 + b2 −m− 1)(a2 + b2 −m− 2)(m+ 1)(m+ 2)
(a2 −m− 1)(a2 −m− 2)
− (m− 1)(m− 2)(a1 + b1 −m+ 1)(a1 + b1 −m+ 2)
(a1 −m+ 1)(a1 −m+ 2)
(a2+b2−m+1)(a2+b2−m+2)
(a2 −m+ 1)(a2 −m+ 2)
]
, ai > m+ 2, i = 1, 2,
respectivamente. Como, E(Zα1 ) = c˜α Im, tenemos E[tr(Z
α
1 )] = c˜αm. Ası´, el coefi-
ciente de m en E[tr(Zα1 )] es c˜α. Por consiguiente, evaluando E[tr(Z
2
1)], E[tr(Z
−2
1 )],
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E[tr(Z31)] y E[tr(Z
−3
1 ] usando la te´cnica descrita anteriormente, y calculando los
coeficientes de m en las expresiones resultantes se llega a
E(Z21) =
a1a2
2(a1 + b1)(a2 + b2)
[
(a1 + 1)(a2 + 1)(m+ 1)
(a1 + b1 + 1)(a2 + b2 + 1)
− (a1 − 1)(a2 − 1)(m− 1)
(a1 + b1 − 1)(a2 + b2 − 2)
]
Im,
E(Z−21 ) =
(a1 + b1 −m)(a2 + b2 −m)
2(a1 −m)(a2 −m)
×
[
(a1 + b1 −m− 1)(a2 + b2 −m− 1)(m+ 1)
(a1 −m− 1)(a2 −m− 1)
− (a1 + b1 −m+ 1)(a2 + b2 −m+ 1)(m− 1)
(a1 −m+ 1)(a2 −m+ 1)
]
Im,
a1 > m+ 1, a2 > m+ 1,
E(Z31) =
a1a2
6(a1 + b1)(a2 + b2)
×
[
(a1 + 1)(a1 + 2)(a2 + 1)(a2 + 2)(m+ 1)(m+ 2)
(a1 + b1 + 1)(a1 + b1 + 2)(a1 + b1 + 1)(a2 + b2 + 2)
− 2(a
2
1 − 1)(a22 − 1)(m2 − 1)
[(a1 + b1)2 − 1][(a2 + b2)2 − 1]
+
(a1 − 1)(a1 − 2)(a2 − 1)(a2 − 2)(m− 1)(m− 2)
(a1 + b1 − 1)(a1 + b1 − 2)(a2 + b2 − 1)(a2 + b2 − 2)
]
Im,
y
E(Z−31 ) =
(a1 + b1 −m)(a2 + b2 −m)
6(a1 −m)(a2 −m)
×
[
(a1 + b1 −m− 1)(a1 + b1 −m− 2)(m+ 1)(m+ 2)
(a1 −m− 1)(a1 −m− 2)
(a2 + b2 −m− 1)(a2 + b2 −m− 2)
(a2 −m− 1)(a2 −m− 2)
+
(a1 + b1 −m+ 1)(a1 + b1 −m+ 2)
(a1 −m+ 1)(a1 −m+ 2)
(a2 + b2 −m+ 1)(a2 + b2 −m+ 2)(m− 1)(m− 2)
(a2 −m+ 1)(a2 −m+ 2)
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−2[(a1 + b1 −m)
2 − 1][(a2 + b2 −m)2 − 1](m2 − 1)
[(a1 −m)2 − 1][(a2 −m)2 − 1]
]
Im,
ai > m+ 2, i = 1, 2.
4.4. PROPIEDADES DE Z2
(i) Particionando Z2 como Z2 =
(
Z211 Z212
Z221 Z222
)
, Z211 (m1 × m1), m1 + m2 = m. En-
tonces, usando el Teorema 3.1.1, Teorema 3.1.2 y Teorema 4.2.2, Z211 y Z222·1 son in-
dependientes, Z211 ∼ H˜(2)m1 (c1, d1−m2, c2, d2−m2) y Z222·1 ∼ H˜(2)m2 (c1−m1, d1, c2−
m1, d2). Adema´s, Z222 y Z211·2 son independientes, Z222 ∼ H˜(2)m2 (c1, d1−m1, c2, d2−
m1) y Z211·2 ∼ H˜(2)m1 (c1 −m2, d1, c2 −m2, d2).
(ii) Para una matriz no aleatoria compleja C de orden q×m rango q(≤ m),
(CCH)−1/2CZ1CH(CCH)−1/2 ∼ H˜(2)m1 (c1, d1 −m2, c2, d2 −m2)
y
(CCH)1/2(CZ−12 C
H)−1(CCH)1/2 ∼ H˜(2)m2 (c1 −m1, d1, c2 −m1, d2).
(iii) Si y (m× 1) es un vector aleatorio no complejo con y 6= 0, o´ un vector aleatorio
complejo independiente de Z2 con P(y 6= 0) = 1, entonces se sigue que
yHZ2y
yHy
∼ H(2)1 (c1, d1 −m+ 1, c2, d2 −m+ 1)
y
yHy
yHZ−12 y
∼ H(2)1 (c1 −m+ 1, d1, c2 −m+ 1, d2).
(iv) Sea Z2 = (z2ij) y Z−12 = (z
ij
2 ). Entonces z2ii ∼ H(2)1 (c1, d1 −m+ 1, c2, d2 −m+
1), i = 1, . . . ,m y 1/zii2 ∼ H(2)1 (c1 −m+ 1, d1, c2 −m+ 1, d2), i = 1, . . . ,m.
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(v) Sea Z[i]2 = (z2jk), 1 ≤ j, k ≤ i. Definimos
vi =
det(Z[i]2 )
det(Z[i−1]2 )
, i = 1, . . . ,m y det(Z[0]2 ) = 1.
Entonces, las variables aleatorias v1, . . . , vm sonmutuamente independientes y usan-
do el Teorema 2.6.11 y el Corolario 3.3.2.1, vi ∼ H(1)1 (c1 − i+ 1, d1 −m+ i, c2 − i+
1, d2 − m + i), i = 1, . . . ,m. Adema´s la p.d.f. de det(Z2) es la misma que la de
∏mi=1 vi.
Ahora, se derivaran algunos valores esperados de funciones de valor escalar y
matricial compleja de la matriz aleatoria compleja Z2.
Usando la representacio´n Z2 = B
1/2
1 B2(B
1/2
1 )
H ∼ H˜(2)m (c1, d1, c2, d2), (2.6.11) y
(2.6.14), obtenemos
E(Z2) =
c1c2
(d1 −m)(d2 −m) Im, d1 > m, d2 > m,
E[C˜κ(Z2)] =
[c1]κ[c2]κ
[−d1 +m]κ[−d2 +m]κ C˜κ(Im), di > k1 +m− 1, i = 1, 2,
Adema´s, usando la te´cnica para hallar los valores esperados explicada en la Sec-
cio´n 4.3, se obtiene
E[(trZ2)2] =
mc1c2
2(d1 −m)(d2 −m)
×
[
(m+ 1)(c1 + 1)(c2 + 1)
(d1−m− 1)(d2−m− 1) +
(m− 1)(c1 − 1)(c2 − 1)
(d1−m+ 1)(d2−m+ 1)
]
,
E[(trZ2)3] =
mc1c2
6(d1 −m)(d2 −m)
×
[
(c1 + 1)(c1 + 2)(c2 + 1)(c2 + 2)(m+ 1)(m+ 2)
(d1 −m− 1)(d1 −m− 2)(d2 −m− 1)(d2 −m− 2)
+
4(c21 − 1)(c22 − 1)(m2 − 1)
[(d1 −m)2 − 1][(d2 −m)2 − 1]
+
(c1 − 1)(c1 − 2)(c2 − 1)(c2 − 2)(m− 1)(m− 2)
(d1 −m+ 1)(d1 −m+ 2)(d2 −m+ 1)(d2 −m+ 2)
]
,
42
E[tr(Z2) tr(Z22)] =
mc1c2
6(d1−m)(d2−m)
×
[
(c1 + 1)(c1 + 2)(c2 + 1)(c2 + 2)(m+ 1)(m+ 2)
(d1−m− 1)(d1−m− 2)(d2−m− 1)(d2−m− 2)
− (c1 − 1)(c1 − 2)(c2 − 1)(c2 − 2)(m− 1)(m− 2)
(d1 −m+ 1)(d1 −m+ 2)(d2 −m+ 1)(d2 −m+ 2)
]
,
E(Z22) =
c1c2
2(d1 −m)(d2 −m)
[
(c1 + 1)(c2 + 1)(m+ 1)
(d1 −m− 1)(d2 −m− 1)
− (c1 − 1)(c2 − 1)(m− 1)
(d1 −m+ 1)(d2 −m+ 1)
]
Im, d1 > m+ 1, d2 > m+ 1,
y
E(Z32) =
c1c2
6(d1 −m)(d2 −m)
[
(c1 + 1)(c1 + 2)(c2 + 1)(c2 + 2)(m+ 1)(m+ 2)
(d1 −m− 1)(d1 −m− 2)(d2 −m− 1)(d2 −m− 2)
− 2(c
2
1 − 1)(c22 − 1)(m2 − 1)
[(d1 −m)2 − 1][(d2 −m)2 − 1]
+
(c1 − 1)(c1 − 2)(c2 − 1)(c2 − 2)(m− 1)(m− 2)
(d1 −m+ 1)(d1 −m+ 2)(d2 −m+ 1)(d2 −m+ 2)
]
Im,
di > m+ 2, i = 1, 2.
Adema´s, notando que Z−12 ∼ H˜(2)m (d1, c1, d2, c2), E(Z−12 ), E[C˜κ(Z−12 )], E(Z−22 ),
E(Z−32 ), E[(trZ
−1
2 )
2], E[(trZ−12 )
3] y E[tr(Z−12 ) tr(Z
−2
2 )] pueden ser obtenidas desde
E(Z2), E[C˜κ(Z2)], E(Z22), E(Z
3
2), E[(trZ2)
2], E[(trZ2)3] y E[tr(Z2) tr(Z22)], respecti-
vamente.
4.5. PROPIEDADESDE Z3
(i) Sea Z3 =
(
Z311 Z312
Z321 Z322
)
, Z311 (m1 ×m1), m1 +m2 = m. Entonces, usando el Teore-
ma 3.1.1, Teorema 3.1.2 y Teorema 4.2.3, Z311 y Z322·1 son independientes, Z311 ∼
H˜(3)m1 (a, b, c, d−m2) y Z322·1 ∼ H˜(1)m2 (a−m1, b, c−m1, d). Adema´s, Z322 y Z311·2 son
independientes, Z322 ∼ H˜(1)m2 (a, b, c, d−m1) y Z311·2 ∼ H˜(3)m1 (a−m2, b, c−m2, d).
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(ii) Para una matriz aleatoria C de orden q×m de rango q(≤ m),
(CCH)−1/2CZ3CH(CCH)−1/2 ∼ H˜(3)m1 (a, b, c, d−m2)
y
(CCH)1/2(CZ−13 C
H)−1(CCH)1/2 ∼ H˜(3)m2 (a−m1, b, c−m1, d).
(iii) Si y (m× 1) es un vector complejo no aleatorio con y 6= 0, o´ un vector aleatorio
complejo independiente de Z3 con P(y 6= 0) = 1, entonces se sigue que
yHZ3y
yHy
∼ H(3)1 (a, b, c, d−m+ 1)
y
yHy
yHZ−13 y
∼ H(3)1 (a−m+ 1, b, c−m+ 1, d).
(iv) Sea Z3 = (z3ij) y Z−13 = (z
ij
3 ). Entonces z3ii ∼ H(3)1 (a, b, c, d − m + 1), i =
1, . . . ,m y 1/zii3 ∼ H(3)1 (a−m+ 1, b, c−m+ 1, d), i = 1, . . . ,m.
(v) Sea Z[i]3 = (z3jk), 1 ≤ j, k ≤ i. Definimos
vi =
det(Z[i]3 )
det(Z[i−1]3 )
, i = 1, . . . ,m y det(Z[0]3 ) = 1.
Entonces, las variables aleatorias v1, . . . , vm sonmutuamente independientes y usan-
do el Teorema 2.6.10, Teorema 2.6.11 y Corolario 3.3.3.1, vi ∼ H(3)1 (a− i+ 1, b, c−
i + 1, d− m+ i), i = 1, . . . ,m. Adema´s la p.d.f. de det(Z3) es la misma que la de
∏mi=1 vi.
Usando la representacio´n Z3 = A1/2B(A1/2)H ∼ H˜(3)m (a, b, c, d), (2.6.9), (2.6.10),
(2.6.11), (2.6.12)–(2.6.14), y la misma te´cnica para hallar los valores esperados dada
en la Seccio´n 4.3, obtenemos
E(Z3) =
ac
(a+ b)(d−m) Im, d > m,
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E(Z−13 ) =
(a+ b−m)d
(a−m)(c−m) Im, a > m, c > m,
E[C˜κ(Z3)] =
(−1)k[a]κ[c]κ
[a+ b]κ[−d+m]κ C˜κ(Im), d > m− 1+ k1,
E[C˜κ(Z−13 )] =
(−1)k[−a− b+m]κ [d]κ
[−a+m]κ [−c+m]κ C˜κ(Im),
a > k1 +m− 1, c > k1 +m− 1,
E(Z23) =
ac
2(a+ b)(d−m)
[
(a+ 1)(c+ 1)(m+ 1)
(a+ b+ 1)(d−m− 1)
− (a− 1)(c− 1)(m− 1)
(a+ b− 1)(d−m+ 1)
]
Im, d > m+ 1,
E(Z−23 ) =
(a+ b−m)d
6(a−m)(c−m)
[
(a+ b−m− 1)(d+ 1)(m+ 1)
(a−m− 1)(c−m− 1)
− (a+ b−m+ 1)(d− 1)(m− 1)
(a−m+ 1)(c−m+ 1)
]
Im, a > m+ 1, c > m+ 1,
E(Z33) =
ac
6(a+ b)(d−m)
[
(a+ 1)(a+ 2)(c+ 1)(c+ 2)(m+ 1)(m+ 2)
(a+ b+ 1)(a+ b+ 2)(d−m− 1)(d−m− 2)
+
(a− 1)(a− 2)(c− 1)(c− 2)(m− 1)(m− 2)
(a+ b− 1)(a+ b− 2)(d−m+ 1)(d−m+ 2)
− 2(a
2 − 1)(c2 − 1)(m2 − 1)
[(a+ b)2 − 1][(d−m)2 − 1]
]
Im, d > m+ 2,
E(Z−33 ) =
(a+ b−m)d
6(a−m)(c−m)
×
[
(a+ b−m− 1)(a+ b−m− 2)(d+ 1)(d+ 2)(m+ 1)(m+ 2)
(a−m− 1)(a−m− 2)(c−m− 1)(c−m− 2)
+
(a+ b−m+ 1)(a+ b−m+ 2)(d− 1)(d− 2)(m− 1)(m− 2)
(a−m+ 1)(a−m+ 2)(c−m+ 1)(c−m+ 2)
−2[(a+ b−m)
2 − 1](d2 − 1)(m2 − 1)
[(a−m)2 − 1][(c−m)2 − 1]
]
Im, c > m+ 2,
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E[(trZ3)2] =
mac
2(a+ b)(d−m)
×
[
(m+ 1)(a+ 1)(c+ 1)
(a+ b+ 1)(d−m− 1) +
(m− 1)(a− 1)(c− 1)
(a+ b− 1)(d−m+ 1)
]
,
E[(trZ−13 )
2] =
m(a+ b−m)d
2(a−m)(c−m)
[
(a+ b−m− 1)(d+ 1)(m+ 1)
(a−m− 1)(c−m− 1)
+
(a+ b−m+ 1)(d− c)(m− 1)
(a−m+ 1)(c−m+ 1)
]
, a > m+ 1, c > m+ 1,
E[(trZ3)3] =
mac
6(a+ b)(d−m)
[
(a+ 1)(a+ 2)(c+ 1)(c+ 2)(m+ 1)(m+ 2)
(a+ b+ 1)(a+ b+ 2)(d−m− 1)(d−m− 2)
+
4(a2 − 1)(c2 − 1)(m2 − 1)
[(a+ b)2 − 1][(d−m)2 − 1]
+
(a− 1)(a− 2)(c− 1)(c− 2)(m− 1)(m− 2)
(a+ b− 1)(a+ b− 2)(d−m+ 1)(d−m+ 2)
]
, d > m+ 2,
E[(trZ−13 )
3] =
m(a+ b−m)d
6(a−m)(c−m)
[
(a+ b−m− 1)(a+ b−m− 2)
(a−m− 1)(a−m− 2)
(d+ 1)(d+ 2)(m+ 1)(m+ 2)
(c−m− 1)(c−m− 2) +
4(m2 − 1)[(a+ b−m)2 − 1](d2 − 1)
[(a−m)2 − 1][(c−m)2 − 1]
+
(a+ b−m+ 1)(a+ b−m+ 2)
(a−m+ 1)(a−m+ 2)
(d− 1)(d− 2)(m− 1)(m− 2)
(c−m+ 1)(c−m+ 2)
]
,
a > m+ 2, c > m+ 2,
E[tr(Z3) tr(Z23)] =
mac
6(a+ b)(d−m)
[
(a+ 1)(a+ 2)(c+ 1)(c+ 2)(m+ 1)(m+ 2)
(a+b+1)(a+b+2)(d−m−1)(d−m−2)
− (a− 1)(a− 2)(c− 1)(c− 2)(m− 1)(m− 2)
(a+ b− 1)(a+ b− 2)(d−m+ 1)(d−m+ 2)
]
, d > m+ 2,
y
E[tr(Z−13 ) tr(Z
−2
3 )] =
m(a+ b−m)d
6(a−m)(c−m)
[
(a+ b−m− 1)(a+ b−m− 2)
(a−m− 1)(a−m− 2)
(d+ 1)(d+ 2)(m+ 1)(m+ 2)
(c−m− 1)(c−m− 2)
− (a+ b−m+ 1)(a+ b−m+ 2)
(a−m+ 1)(a−m+ 2)
(d− 1)(d− 2)(m− 1)(m− 2)
(c−m+ 1)(c−m+ 2)
]
,
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donde a > m+ 2 y c > m+ 2.
Note que los valores esperados dados en la Seccio´n 4.3, Seccio´n 4.4 y Sec-
cio´n 4.5 fueron derivados usando invarianza y resultados de polinomios zonales
de matrices Hermitianas para k = 2, 3. Resultados sobre polinomios zonales para
k = 4, 5 se pueden obtener y por consiguiente tambie´n valores esperados tales
como E[(trZ±j1i )
r1(trZ±j2i )
r2 ], j1r1 + j2r2 = 4, 5, i = 1, 2, 3
4.6. PROPIEDADES DE Z13
(i) Sea Z13 =
(
Z1311 Z1312
Z1321 Z1322
)
, Z1311 (m1×m1), m1 +m2 = m. Entonces, usando el
Teorema 3.1.1, Teorema 3.1.2 y Teorema 4.2.4, Z1311 y su complemento Schur Z1322·1
son independientes, Z1311 ∼ H˜(13)m1 (µ − m2, a, b) y Z1322·1 ∼ H˜(13)m2 (µ, a − m1, b).
Adema´s, Z1322 y su complemento de Schur Z1311·2 son independientes, Z1322 ∼
H˜(13)m2 (µ−m1, a, b) y Z1311·2 ∼ H˜(13)m1 (µ, a−m2, b).
(ii) Para una matriz compleja no aleatoria C de orden q×m y rango q(≤ m),
(CCH)−1/2CZ13CH(CCH)−1/2 ∼ H˜(13)m1 (µ−m2, a, b)
y
(CCH)1/2(CZ−113 C
H)−1(CCH)1/2 ∼ H˜(13)m2 (µ, a−m1, b).
(iii) Para c ∈ Cm, c 6= 0,
cHZ13c
cHc
∼ H(13)1 (µ−m+ 1, a, b) y
cHc
cHZ−113 c
∼ H(13)1 (µ, a−m+ 1, b).
Note que las distribuciones de c
HZ13c
cHc y
cHc
cHZ−113 c
no dependenden de c. Ası´, si y (m×
1) es un vector aleatorio complejo independiente de Z13, y P(y 6= 0) = 1, entonces
se sigue que
yHZ13y
yHy
∼ H(13)1 (µ−m+ 1, a, b) y
yHy
yHZ−113 y
∼ H(13)1 (µ, a−m+ 1, b).
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(iv) Sea Z13 = (z13ij) y Z−113 = (z
ij
13). Entonces z13ii ∼ H(13)1 (µ − m + 1, a, b),
i = 1, . . . ,m y 1/zii13 ∼ H(13)1 (µ, a−m+ 1, b), i = 1, . . . ,m.
(v) Sea Z[i]13 = (z13jk), 1 ≤ j, k ≤ i. Definimos
vi =
det(Z[i]13)
det(Z[i−1]13 )
, i = 1, . . . ,m y det(Z[0]13 ) = 1.
Entonces, las variables aleatorias v1, . . . , vm sonmutuamente independientes y usan-
do el Teorema 2.6.3, Teorema 2.6.10 y el Corolario 3.3.4.1, vi ∼ H(13)1 (µ− i+ 1, a, b),
i = 1, . . . ,m. Adema´s la p.d.f. de det(Z13) es la misma que la de∏mi=1 vi.
Usando la representacio´n Z13 = A1/2Y(A1/2)H y (2.6.9)–(2.6.13), se obtiene
E(Z13) =
a
(a+ b)(µ−m) Im, µ > m,
E(Z−113 ) =
µ(a+ b−m)
a−m Im, a > m,
E[C˜κ(Z13)] =
(−1)k[a]κ
[−µ+m]κ[a+ b]κ C˜κ(Im), µ > k1 +m− 1
E[C˜κ(Z−113 )] =
[µ]κ [−a− b+m]κ
[−a+m]κ C˜κ(Im), a > k1 +m− 1, i = 1, 2.
Adema´s, usando (2.3.13) y (2.3.14), los valores esperados de (trZ13)2 y (trZ−113 )
2
son evaluados como
E[(trZ13)2] = E[C˜(2)(Z13)] + E[C˜(12)(Z13)]
=
(−1)2[a](2)
[−µ+m](2)[a+ b](2)
C˜(2)(Im) +
(−1)2[a](12)
[−µ+m](12)[a+ b](12)
C˜(12)(Im),
y
E[(trZ−113 )
2] = E[C˜(2)(Z
−1
13 )] + E[C˜(12)(Z
−1
13 )]
=
[µ](2)[−a− b+m](2)
[−a+m](2)
C˜(2)(Im) +
[µ](12)[−a− b+m](12)
[−a+m](12)
C˜(12)(Im).
Ahora, aplicando los resultados [n](2) = n(n+ 1), [n](12) = n(n− 1), [−n+m](2) =
(n−m)(n−m− 1), [−n+m](12) = (n−m)(n−m+ 1), C˜(2)(Im) = m(m+ 1)/2 y
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C˜(12)(Im) = m(m− 1)/2 en la expresio´n anterior y simplificando, se obtiene
E[(trZ13)2] =
ma
2(µ−m)(a+ b)
×
[
(m+ 1)(a+ 1)
(µ−m−1)(a+ b+1) +
(m− 1)(a− 1)
(µ−m+ 1)(a+ b−1)
]
, µ > m,
y
E[(trZ−113 )
2] =
mµ(a+ b−m)
2(a−m)
[
(µ+ 1)(a+ b−m− 1)(m+ 1)
(a−m− 1)
+
(µ− 1)(a+ b−m+ 1)(m− 1)
(a−m+ 1)
]
, a > m+ 1.
Similarmente, usando (2.3.15)–(2.3.17), los valores esperados de (trZ13)3 y (trZ−113 )
3
se obtienen como
E[(trZ13)3] = E[C˜(3)(Z13)] + E[C˜(2,1)(Z13)] + E[C˜(13)(Z13)]
= − [a](3)
[−µ+m](3)[a+ b](3)
C˜(3)(Im)−
[a](2,1)
[−µ+m](2,1)[a+ b](2,1)
C˜(2,1)(Im)
− [a](13)
[−µ+m](13)[a+ b](13)
C˜(13)(Im),
y
E[(trZ−113 )
3] = E[C˜(3)(Z
−1
13 )] + E[C˜(2,1)(Z
−1
13 )] + E[C˜(13)(Z
−1
13 )]
=
[µ](3)[−a− b+m](3)
[−a+m](3)
C˜(3)(Im) +
[µ](2,1)[−a− b+m](2,1)
[−a+m](2,1)
C˜(2,1)(Im)
+
[µ](13)[−a− b+m](13)
[−a+m](13)
C˜(13)(Im),
respectivamente. Ahora, usando los resultados [n](3) = n(n+ 1)(n+ 2), [n](2,1) =
n(n+ 1)(n− 1), [n](13) = n(n− 1)(n− 2), [−n+m](3) = −(n−m)(n−m− 1)(n−
m− 2), [−n+ m](2,1) = −(n− m)(n− m− 1)(n− m+ 1), [−n+ m](13) = −(n−
m)(n−m+ 1)(n−m+ 2), C˜(3)(Im) = m(m+ 1)(m+ 2)/6, C˜(2,1)(Im) = 2m(m2 −
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1)/3 y C˜(13)(Im) = m(m− 1)(m− 2)/6 en la expresio´n anterior y simplificando, se
obtiene
E[(trZ13)3] =
ma
6(µ−m)(a+ b)
[
(a+ 1)(a+ 2)(m+ 1)(m+ 2)
(µ−m− 1)(µ−m− 2)(a+ b+ 1)(a+ b+ 2)
+
4(a2 − 1)(m2 − 1)
[(µ−m)2 − 1][(a+ b)2 − 1]
+
(a− 1)(a− 2)(m− 1)(m− 2)
(µ−m+ 1)(µ−m+ 2)(a+ b− 1)(a+ b− 2)
]
, µ > m+ 1,
y
E[(trZ−113 )
3] =
mµ(a+ b−m)
6(a−m)
×
[
(µ+1)(µ+2)(a+b−m−1)(a+b−m−2)(m+ 1)(m+ 2)
(a−m− 1)(a−m− 2)
+
(µ− 1)(µ− 2)(a+b−m+1)(a+b−m+2)(m− 1)(m− 2)
(a−m+ 1)(a−m+ 2)
+
4(µ2 − 1)[(a+ b−m)2 − 1](m2 − 1)
[(a−m)2 − 1]
]
, a > m+ 2.
Similarmente, valores esperados de tr(Z13) tr(Z213) y tr(Z
−1
13 ) tr(Z
−2
13 ) se obtienen
como
E[tr(Z13) tr(Z213)] = E[C˜(3)(Z13)]− E[C˜(13)(Z13)]
=
ma
6(µ−m)(a+ b)
×
[
(a+ 1)(a+ 2)(m+ 1)(m+ 2)
(µ−m− 1)(µ−m− 2)(a+ b+ 1)(a+ b+ 2)
− (a− 1)(a− 2)(m− 1)(m− 2)
(µ−m+1)(µ−m+2)(a+b−1)(a+b−2)
]
, µ > m+ 1,
y
E[tr(Z−113 ) tr(Z
−2
13 )] = E[C˜(3)(Z
−1
13 )]− E[C˜(13)(Z−113 )]
=
mµ(a+b−m)
6(a−m)
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[
(µ+1)(µ+2)(a+b−m−1)(a+b−m−2)(m+1)(m+2)
(a−m− 1)(a−m− 2)
− (µ−1)(µ−2)(a+b−m+1)(a+b−m+2)(m−1)(m−2)
(a−m+ 1)(a−m+ 2)
]
,
a > m+ 2,
respectivamente. Ya que, E(Zα13) = c˜α Im, tenemos E[tr(Z
α
13)] = c˜αm. Ası´, el co-
eficiente de m en E[tr(Zα13)] es c˜α. Por lo tanto, evaluando E[tr(Z
2
13)], E[tr(Z
−2
13 )],
E[tr(Z313)] y E[tr(Z
−3
13 ] usando la te´cnica descrita anteriormente, y hallando los co-
eficientes de m en la expresio´n resultante se llega a lo siguiente:
E(Z213) =
a
2(µ−m)(a+ b)
×
[
(m+ 1)(a+ 1)
(µ−m− 1)(a+ b+ 1) −
(m− 1)(a− 1)
(µ−m+ 1)(a+ b− 1)
]
Im, µ > m,
E(Z−213 ) =
µ(a+ b−m)
2(a−m)
[
(µ+ 1)(a+ b−m− 1)(m+ 1)
(a−m− 1)
− (µ− 1)(a+ b−m+ 1)(m− 1)
(a−m+ 1)
]
Im, a > m+ 1,
E(Z313) =
a
6(µ−m)(a+ b)
[
(a+ 1)(a+ 2)(m+ 1)(m+ 2)
(µ−m− 1)(µ−m− 2)(a+ b+ 1)(a+ b+ 2)
− 2(a
2 − 1)(m2 − 1)
[(µ−m)2 − 1][(a+ b)2 − 1]
+
(a− 1)(a− 2)(m− 1)(m− 2)
(µ−m+ 1)(µ−m+ 2)(a+ b− 1)(a+ b− 2)
]
Im, µ > m+ 1,
y
E(Z−313 ) =
µ(a+b−m)
6(a−m)
[
(µ+ 1)(µ+ 2)(a+b−m−1)(a+b−m−2)(m+1)(m+2)
(a−m− 1)(a−m− 2)
+
(µ− 1)(µ− 2)(a+b−m+1)(a+b−m+2)(m− 1)(m− 2)
(a−m+ 1)(a−m+ 2)
−2(µ
2 − 1)[(a+ b−m)2 − 1](m2 − 1)
[(a−m)2 − 1]
]
Im, a > m+ 2.
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4.7. PROPIEDADES DE Z15
(i) Sea Z15 =
(
Z1511 Z1512
Z1521 Z1522
)
, Z1511 (m1 × m1), m1 + m2 = m. Entonces, usan-
do el Teorema 3.1.1, Teorema 3.1.2 y Teorema 4.2.3, Z1511 y Z1522·1 son indepen-
dientes, Z1511 ∼ H˜(15)m1 (µ− m2, c, d− m2) y Z1522·1 ∼ H˜(15)m2 (µ, c− m1, d). Adema´s,
Z1522 y Z1511·2 son independientes, Z1522 ∼ H˜(15)m2 (µ − m1, c, d − m1) y Z1511·2 ∼
H˜(15)m1 (µ, c−m2, d).
(ii) Para una matriz no aleatoria compleja C de orden q×m y rango q(≤ m),
(CCH)−1/2CZ15CH(CCH)−1/2 ∼ H˜(15)m1 (µ−m2, c, d−m2)
y
(CCH)1/2(CZ−115 C
H)−1(CCH)1/2 ∼ H˜(15)m2 (µ, c−m1, d).
(iii) Si y (m× 1) es un vector complejo no-aleatorio con y 6= 0, o´ un vector aleatorio
complejo independiente de Z3 con P(y 6= 0) = 1, entonces se sigue que
yHZ15y
yHy
∼ H(15)1 (µ−m+ 1, c, d−m+ 1) y
yHy
yHZ−115 y
∼ H(15)1 (µ, c−m+ 1, d).
(iv) Sea Z15 = (z15ij) y Z−115 = (z
ij
15). Entonces, z15ii ∼ H(15)1 (µ− i+ 1, c, d− i+ 1),
i = 1, . . . ,m y 1/zii15 ∼ H(15)1 (µ, c− i+ 1, d), i = 1, . . . ,m.
(v) Sea Z[i]15 = (z15jk), 1 ≤ j, k ≤ i. Se define
vi =
det(Z[i]15)
det(Z[i−1]15 )
, i = 1, . . . ,m y det(Z[0]15 ) = 1.
Entonces, las variables aleatorias v1, . . . , vm sonmutuamente independientes y usan-
do el Teorema 2.6.10, Teorema 2.6.11 y el Corolario 3.3.5.1, vi ∼ H(15)1 (µ − i +
1, c, d − i + 1), i = 1, . . . ,m. Adema´s, la p.d.f. de det(Z15) es la misma que la de
∏mi=1 vi.
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Usando la representacio´n Z15 = Y1/2B(Y1/2)H ∼ H˜(15)m (µ, c, d), (2.6.9), (2.6.10),
(2.6.11), (2.6.12)–(2.6.14), y la te´cnica empleada para hallar los valores esperados
dada en la Seccio´n 4.6, se obtiene
E(Z15) =
c
(µ−m)(d−m) Im, µ > m, d > m,
E(Z−115 ) =
µd
c−m Im, c > m,
E[C˜κ(Z15)] =
[c]κ
[−µ+m]κ[−d+m]κ C˜κ(Im), µ > m− 1+ k1, d > m− 1+ k1,
E[C˜κ(Z−115 )] =
(−1)k[µ]κ [d]κ
[−c+m]κ C˜κ(Im), c > k1 +m− 1,
E(Z215) =
c
2(µ−m)(d−m)
[
(c+ 1)(m+ 1)
(µ−m− 1)(d−m− 1)
− (c− 1)(m− 1)
(µ−m+ 1)(d−m+ 1)
]
Im, µ > m, d > m+ 1,
E(Z−215 ) =
µd
2(c−m)
[
(µ+1)(d+1)(m+1)
(c−m− 1) −
(µ−1)(d−1)(m−1)
(c−m+ 1)
]
Im, c > m+ 1,
E(Z315) =
c
6(µ−m)(d−m)
[
(c+ 1)(c+ 2)(m+ 1)(m+ 2)
(µ−m− 1)(µ−m− 2)(d−m− 1)(d−m− 2)
+
(c− 1)(c− 2)(m− 1)(m− 2)
(µ−m+ 1)(µ−m+ 2)(d−m+ 1)(d−m+ 2)
− 2(c
2 − 1)(m2 − 1)
[(µ−m)2 − 1][(d−m)2 − 1]
]
Im, µ > m+ 2, d > m+ 2,
E(Z−315 ) =
µd
6(c−m)
[
(µ+ 1)(µ+ 2)(d+ 1)(d+ 2)(m+ 1)(m+ 2)
(c−m− 1)(c−m− 2)
+
(µ− 1)(µ− 2)(d− 1)(d− 2)(m− 1)(m− 2)
(c−m+ 1)(c−m+ 2)
−2(µ
2 − 1)(d2 − 1)(m2 − 1)
[(c−m)2 − 1]
]
Im, c > m+ 2,
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E[(trZ15)2] =
mc
2(µ−m)(d−m)
[
(c+ 1)(m+ 1)
(µ−m− 1)(d−m− 1)
+
(c− 1)(m− 1)
(µ−m+ 1)(d−m+ 1)
]
, µ > m, d > m+ 1,
E[(trZ−115 )
2] =
mµd
2(c−m)
[
(µ+1)(d+1)(m+1)
(c−m− 1) +
(µ−1)(d−1)(m−1)
(c−m+ 1)
]
, c > m+ 1,
E[(trZ15)3] =
mc
6(µ−m)(d−m)
[
(c+ 1)(c+ 2)(m+ 1)(m+ 2)
(µ−m− 1)(µ−m− 2)(d−m− 1)(d−m− 2)
+
(c− 1)(c− 2)(m− 1)(m− 2)
(µ−m+ 1)(µ−m+ 2)(d−m+ 1)(d−m+ 2)
+
4(c2 − 1)(m2 − 1)
[(µ−m)2 − 1][(d−m)2 − 1]
]
, µ > m+ 2, d > m+ 2,
E[(trZ−115 )
3] =
mµd
6(c−m)
[
(µ+ 1)(µ+ 2)(d+ 1)(d+ 2)(m+ 1)(m+ 2)
(c−m− 1)(c−m− 2)
+
(µ− 1)(µ− 2)(d− 1)(d− 2)(m− 1)(m− 2)
(c−m+ 1)(c−m+ 2)
+
4(µ2 − 1)(d2 − 1)(m2 − 1)
[(c−m)2 − 1]
]
, c > m+ 2,
E[tr(Z15) tr(Z215)] =
mc
6(µ−m)(d−m)
×
[
(c+ 1)(c+ 2)(m+ 1)(m+ 2)
(µ−m− 1)(µ−m− 2)(d−m− 1)(d−m− 2)
− (c− 1)(c− 2)(m− 1)(m− 2)
(µ−m+1)(µ−m+2)(d−m+1)(d−m+2)
]
,
µ > m+ 2, d > m+ 2,
y
E[tr(Z−115 ) tr(Z
−2
15 )] =
mµd
6(c−m)
[
(µ+ 1)(µ+ 2)(d+ 1)(d+ 2)(m+ 1)(m+ 2)
(c−m− 1)(c−m− 2)
− (µ−1)(µ−2)(d−1)(d−2)(m−1)(m−2)
(c−m+ 1)(c−m+ 2)
]
, c > m+ 2.
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CAPI´TULO 5
CONCLUSIONES Y SUGERENCIAS
• En el capı´tulo 3, se discutieron ciertas propiedades de las distribuciones
UNIARIM y a partir de este hecho se generaron algunas de estas distribu-
ciones.
• En el capı´tulo 4 se obtuvieron varios resultados distribucionales, propiedades
y valores esperados de funciones de valor escalar y matricial compleja de las
matrices aleatorias Z1, Z2, Z3, Z4,Z13 y Z15 que pertenecen a la clase de dis-
tribuciones UNIARIM. Los resultados de valores esperados fueron deriva-
dos usando invarianza y resultados de polinomios zonales de matrices Her-
mitianas para k = 2, 3. Resultados sobre polinomios zonales para k = 4, 5
se pueden obtener y por consiguiente tambie´n valores esperados tales como
E[(trZ±j1i )
r1(trZ±j2i )
r2 ], j1r1 + j2r2 = 4, 5, i = 1, 2, 3, 4, 13, 15, lo cual podra´ ser
objeto de investigacio´n en el futuro .
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