High degree solar mode frequencies as measured by ring diagrams are known to change in the presence of the strong magnetic fields found in active regions. We examine these changes in frequency for a large sample of active regions analyzed with data from the Michelson Doppler Imager (MDI) onboard the SoHO spacecraft, spanning most of solar cycle 23. We confirm that the frequencies increase with increasing magnetic field strength, and that this dependence is generally linear. We find that the dependence is slightly but significantly different for active regions with different sunspot types.
Introduction
Active regions are complex, dynamic objects and are prominent manifestations of solar activity. Understanding the nature, origin, and development of these regions is one of the most important outstanding questions in solar physics. Helioseismology provides us with a means to probe the layers of the Sun below the surface of active regions, and has the potential to yield important clues about their structure and evolution. In particular, helioseismology can give us information about the flows and dynamical structures associated with active regions, about the depth and extent of thermal disturbances beneath sunspots and other surface phenomena, and about the nature of the magnetic fields that rise to form active regions.
The frequencies of global oscillations change with the overall level of solar activity (Woodard & Noyes 1985; Libbrecht & Woodard 1990) ; this is by now very well established (see review by Christensen-Dalsgaard 2002, and references therein). The frequencies of both low degree modes (e.g. Chaplin et al. 2007 ) and medium degree modes (e.g. Dziembowski et al. 1998; Howe et al. 1999; Dziembowski et al. 2000) increase with solar activity level, and this frequency increase is stronger at higher frequencies. Though high degree global mode measurements are not routinely made, some sets of high degree mode frequency measurements have been made, and these are found to increase with activity as well (Rabello-Soares & Korzennik 2009 ).
The use of so-called 'ring diagrams' (Hill 1988) to study solar structure is by now a wellestablished technique in helioseismology (see review by Gizon & Birch 2005) . In this paper, we will discuss the changes to mode parameters in ring diagrams between active regions and the surrounding quiet Sun. Ring diagrams prove useful for studying the effects of solar activity on helioseismic modes for two reasons. First, rings are measured on a localized patch of the Sun, providing both temporal and spatial resolution. This allows us to isolate phenomena associated with solar activity from the surrounding Sun. Second, measurements can be made to much higher degree much more easily than with global mode analysis. Ring diagrams were first used by Hill (1988) to measure flow rates near the solar surface. Rings have been used subsequently by a number of authors to study the near-surface dynamics of the Sun (e.g. Schou & Bogart 1998; Basu et al. 1999; Haber et al. 1999) . Ring diagrams have also been used to study the thermal structure beneath sunspots and in the near-surface layers (Basu et al. 2004 (Basu et al. , 2007 Bogart et al. 2008 ).
The effects of active regions on ring diagram mode parameters have been studied in previous works. Hindman et al. (2000) found that the high degree mode frequencies obtained from ring diagrams were enhanced in active regions. Rajaguru et al. (2001) found that the mode widths were also enhanced in active regions, while the amplitudes were suppressed, and Rabello-Soares et al. (2008) found that the relation between the change in width and mode amplitude was very nearly linear. Howe et al. (2004) assumed that the relation between activity and mode parameter variation was quadratic, and found a peak increase in mode frequency at around 5mHz, with a corresponding maximum change in width and amplitude.
In this work, we study the properties of 264 active region ring diagrams from solar cycle 23. This sample gives us a statistically significant number of measurements over a substantial range of activity levels from all phases of the solar cycle, when compared to earlier works.
Data
The data are resolved line-of-sight velocity measurements of the solar surface taken by the Michelson Doppler Imager (MDI) on board the Solar and Heliospheric Observatory (SOHO) spacecraft (Scherrer et al. 1995) . Ring diagrams are constructed from small, 16
• × 16
• patches of the solar disk, tracked to move with the solar differential rotation. The regions are tracked across the solar disk center. The observation cadence is 1 minute, and the patches are tracked for 8192 minutes. They are projected onto a rectangular grid using Postel's projection and corrected for the distortion in the MDI optics. The Doppler cubes are then Fourier transformed to obtain a three dimensional power spectrum. A more detailed discussion of the construction of ring diagrams can be found in Patron et al. (1997) and Basu et al. (1999) .
The spectra are fit in the same way as Basu et al. (2004) . The functional form is from Basu et al. (1999) ; it is an asymmetric Lorentzian profile with terms for advection in both transverse directions and for azimuthally asymmetric power distribution. Fits are done at constant frequency, so that to interpret these measurements as discrete normal modes, we interpolate along each ridge to integer values of the degree ℓ. Errors are treated in the same way as (Basu et al. 2004 ).
Target active regions are selected from the NOAA active region catalog. Ring diagrams require higher resolution Dopplergrams than the usual MDI 'medium-ℓ' data that are collected continuously. We use full-disk Dopplergram data which are one of MDI's 'high rate' data products, produced mainly during yearly two to three month dynamics run campaigns. We require a data coverage of greater than 80%. The NOAA active region catalog includes sunspot classifications according to the Mt. Wilson scheme. The Mt. Wilson classifications are α, β, γ, and δ, and combinations of these. The NOAA catalog lists active regions for each day that they are visible, and in the case where the classification changes, we take the classification closest to center disk crossing. In our sample, 90% of the active regions are classified as either α, which are unipolar groups, or β, which are simple bipolar groups.
Ring diagrams suffer from a number of systematic effects. These arise primarily from foreshortening when away from disk center, and secular changes in the characteristics of the MDI instrument. These effects can be minimized by studying the mode parameters of an active region relative to a quiet Sun region, tracked at the same latitude and as near in time as possible. For this sample, two quiet regions were chosen for each active region, one on either side of the active region. In order to characterize the level of activity in our rings, we use a measure of the total unsigned line-of-sight magnetic flux. This measure is the Magnetic Activity Index (MAI), which is described in Basu et al. (2004) and is a measure of the strong magnetic unsigned flux in the ring diagram aperture. In brief, the MAI is the spatial and temporal average of all MDI magnetogram pixels with a flux greater than 50G, taken over the same aperture and time range as the velocity data for the ring diagrams. The activity in each region, then, is characterized by a single number, and differential measurements can be characterized by the difference in MAI, ∆ MAI, between the active region and the quiet comparison region. We also fit a linear trend in time to the spatial averages of the magnetograms. This gives a rough measure of the growth or decay of the active region, and we refer to this quantity as the growth parameter.
Analysis
Mode parameters for all rings and comparison regions were fit using the profile from Basu et al. (1999) . We interpolate the ridge fits to integer values of ℓ, and take the differences in frequency δν. The sense of the differences are active minus quiet. In Figure 1 , we show averages of the scaled frequency differences δν/ν for the f -mode and the first three pmodes. The frequency ranges chosen have relatively small errors and were fit in most regions in the sample. The behavior seen in Figure 1 is nevertheless representative of the rest of the data in our sample. The majority of ∆ MAI values are fairly small -this is in part due to the fact that the majority of active regions do not have particularly large MAI values, but also due to the fact that, at high activity levels in particular, it is sometimes difficult to find a suitable quiet region for comparison. The comparison regions therefore sometimes have fairly significant MAI values.
We confirm earlier results finding that, in the presence of magnetic fields, helioseismic frequencies increase. We find that, for small and intermediate magnetic field strengths (∆ MAI 200 G), the relationship is linear. For the p-mode differences, the correlation coefficients mostly range between 0.6 and 0.7. The f -mode frequencies have larger errors, and the correlation coefficients are correspondingly lower. The best fit linear regression lines are also shown. The reduced χ 2 values computed from the residuals are large -between 3 and 15 for sets of averages. Thus, the computed errors in the fitted frequencies do not completely account for the observed scatter in the frequency differences. It is possible that a linear relation does not completely account for the dependence of frequency on ∆ MAI, but we have tested a variety of higher order polynomials and other functional forms without substantially reducing the χ 2 values. When fitting higher order polynomials, the best fits return essentially the same linear fits as shown in Figure 1 , with negligibly small non-linear coefficients. Other functional forms generally increased the χ 2 values.
As a test of the assumption of linearity, we apply an Anderson-Darling test to the residuals from the linear best fits. The residuals from the linear regression fit fail an AndersonDarling test at the 1% level. This implies either that the errors are non-gaussian, or that the relation between magnetic activity and shift in frequency is not entirely linear.
At high magnetic field strengths (∆ MAI 200 G), a visual inspection of Figure 1 might suggest a 'saturation' effect in the frequency shifts. Evidence for such an effect in thermodynamic perturbations beneath active regions has been suggested (Basu et al. 2004; Bogart et al. 2008) . In this case, however, we do not find that the outliers at high field strengths are statistically significant. Fitting different slopes at low and high activity does not change the χ 2 values of the residuals, and removing the high activity regions from the sample does not substantially change either the χ 2 values or the Anderson-Darling A 2 statistic of the residuals. Further, we have tested whether or not the presence of some comparison regions with significant activity is introducing bias. We find that, when the sample is divided between quiet and moderately active comparison regions, the frequency differences are indistinguishable. It must be noted, however, that a saturation effect is not inconsistent with our data, either. A larger sample of high field strength regions will be required to adequately address this problem.
To show the behavior of the dependence of frequency on activity, we fit a straight line to each individual mode difference as a function of MAI: δν n,ℓ ν n,ℓ = a n,ℓ ∆ MAI + b n,ℓ .
The slopes a n,ℓ are shown in Figure 2 . The slopes in frequency shifts are seen to increase with frequency. It is notable, however, that the slopes are not a pure function of frequencydifferent n-ridges have slightly different dependences on frequency. At high frequency, there is some indication that the slopes turn over. It has been observed in MDI data (Howe et al. 2008 ) and in Helioseismic and Magnetic Imager (HMI) data (Howe et al. 2011 ) that for frequencies above the acoustic cutoff, the slopes of frequency with magnetic field strength do in fact become negative. In our own sample, however, the quality of the fits do not permit us to extend our work much beyond the acoustic cutoff.
We have examined the differences between different classes of sunspots in the centers of active regions. The majority of the active regions in our sample are classified as α or β types. When subdivided by type, the linear correlation is somewhat changed (though the correlation coefficients are not), and the distribution of the residuals for for the α-type active regions now satisfy an Anderson-Darling test for normality at the 15% level. The residuals for the β-type active regions do pass the 10% test, but do not do as well as the α-types. The slopes of the fits and the correlation coefficients are not changed by a statistically significant amount. In Figure 3 we show examples of δν separated by active region type, and the residuals to a linear fit.
The differences in the slopes between the α-type regions and the β-type regions are shown in Figure 4 . There is a small but systematic trend with frequency in the slopes. For ν 3.5 mHz, α-type spots have very slightly smaller slopes a n,ℓ , while they are slightly larger for modes with ν > 3.5 mHz.
We have also subdivided the sample in a number of different ways to attempt to determine if the mode parameters are sensitive to other variables than the total magnetic field strength in the region. The fitted parameters were checked for secular trends with time, or for any dependencies on the latitude of the region. We have found no statistically significant differences in the mode parameters or their behavior with increasing activity, either as a function of time over solar cycle 23 or as a function of latitude. We can also split the sample in two using the growth parameter of the MAI as a rough measure of whether or not a given active region is growing or decaying. The statistical properties of these two sub-samples are indistinguishable from their parent sample. The confidence level for all of these claims is at the 95% level or greater.
Discussion
It is by now well established that helioseismic frequencies below the acoustic cutoff frequency are enhanced in the presence of magnetic fields. In this work, we have measured mode frequencies for a large sample of active regions using ring diagram analysis. We find, consistent with most earlier work, that shifts in frequency are linearly correlated with the magnetic activity measured at the surface. These correlations hold for all mode sets and for the whole range of frequencies studied.
Both Howe et al. (2004) and Rabello-Soares et al. (2008) have presented frequency shifts with ring diagrams at various levels of magnetic activity. Our results are generally quantitatively consistent with theirs, though we do not find any evidence of a quadratic dependence of the mode parameters on activity, as Howe et al. (2004) did. Rabello-Soares et al. (2008) find what appears to be a much cleaner relation with frequency than we do, in spite of the fact that they use the same frequency fitting technique and data from the same instrument. This is most likely due to the much smaller number of regions used in that study.
Our finding that the helioseismic frequencies of different active region types may be drawn from different statistical populations is novel, but it is not immediately clear what the significance of this result is. It implies that the surface geometry, not only strength, of the magnetic fields in an active region may determine the oscillation characteristics of the Sun.
It has been shown that the inclination of the magnetic fields can affect the amount of acoustic power absorption (e.g. Cally et al. 2003) . Observational evidence for this has been found using helioseismic holography (Schunker et al. 2005 (Schunker et al. , 2008 and time-distance analysis (Zhao & Kosovichev 2006) . It is possible that we are seeing this effect averaged out over the much larger region sampled in ring diagram analysis.
Although we do find that the slopes a n,ℓ are slightly different for the two different active region types, the fact that these differences appear to be simply a function of frequency implies that it is very unlikely do be due to changes in the thermal structure in the regions typically resolved in ring diagram structure inversions. In the region where the upper turning points of the modes are located, however, it is possible that a different thermal stratification in different sunspot types would give rise to a difference such as the one we have detected, since upper turning points are shallower with increasing frequency. The direct effects of magnetic fields also have an effect on the upper turning points, as was shown by Jain (2007) in the case of horizontal magnetic fields.
The errors in the measurement of the MAIs are small, but it is possible that small systematic errors arise from the fact that the calculation is restricted to the line-of-sight fields. Different surface field configurations could give rise to somewhat different systematic errors. It is difficult to estimate how large this effect could be at present, but continuously available high-resolution data becoming available from the Helioseismic and Magnetic Imager (HMI) on the Solar Dynamics Observatory (SDO) is allowing full vector inversions for magnetic fields. This will allow us to more accurately compute the total magnetic fields in active regions.
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