Abstract: In order to improve and enforce environmental monitoring ability, especially in fields of large scale monitoring and dynamic monitoring, the Environmental Satellite will be launched in 2008 in China. Before the Satellite is launched, necessary pre-research work has to be done. Considering future ecological monitoring demand, we have paid more attention to land use/land cover classification method based on the Satellite's CCD sensor. In this article, we compared the decision tree classification technology with other classic automatic classification technologies using Landsat ETM+ image data and GIS data of Tangshan City in Hebei, China. The result of this study showed: accuracy of decision tree classification compared with the classic automatic classification technologies was improved by 18.29%, Kappa coefficient was increased about 0.1878; classification accuracy was improved about 19.52% when DEM and its derivative data were used as ancillary data in the mountainous area, Kappa coefficient was increased about 0.281; the classification accuracy was improved by 15.86% when the DN(Digital Number) values were converted to at-satellite reflectance values; tasseled cap transformation could cause classification accuracy to be reduced appreciably accompanied by compression of data amount.
I. INTRODUCTION
With the development of computer technology and remote sensing technology, the computer automatic classification has become the principal means of the information extraction and classification of remote sensing image. Traditional classification algorithms based on the mathematical statistics, in particular the maximum likelihood method have been widely used in classification of remote sensing images. The maximum likelihood method for normal data, easy to set up discriminant function and with better statistical properties, can take full advantage of human-computer interaction, whereas their classification results have lower classification accuracy because of relatively coarse spatial resolution of itself and the phenomena of "the same objects with different spectrum" or "different objects with the same spectrum" (Li, 2002) . At present there have been numerous new classification methods, such as neural network, fuzzy mathematics, expert systems, Support Vector Machine, object-oriented classification, etc. However, it is difficult to apply and promote these methods in a wide of fields, because their algorithms are too complicated to understand, or these methods require users with higher classification or geological knowledge.
As one of supervised classification methods based on Spatial Data Mining and Knowledge Discovery (SDM & KD) , the decision tree classification has overcome the problems that previous classification tree or classification rules construction needs take advantage of ecological and geographic knowledge priori classification, so that users' experiences and professional knowledge are most important to classification results. The decision tree classification uses decision tree learning processing to acquire classification rules, whose classification samples are strictly non-parametric and don't need to meet normal distribution. Furthermore, it can take full advantage of geographic knowledge in the GIS database to support classification, thus to remarkably enhance classification accuracy (Friedl et al., 1999; Di et al., 2000) . In the "National Land Cover Database" plan (NLCD 2001) implemented jointly by USGS, EPA, and other departments of the USA, the decision tree classification technologies have been not only used in land use classification, but also used for urban density information extraction and canopy density information extraction. Using decision-tree classification methods, the accuracy of land use classification can reach 73%-77%, while accuracy of urban density information extraction can reach 83-91%, accuracy of canopy density information extraction reaching 78-93%; mapping efficiency was increased by 50% than before (Collin et al., 2004) . So the decision tree classification technologies can completely meet requirements of large-scale land classification data production.
II. DECISION TREE ALGORITHMS
Decision Tree Algorithms is one of mathematical methods that takes use of training samples to induct and learn so as to generate decision tree or decision rules, then use the decision tree or decision rules to classify new data. Decision Tree is a tree structure, which is composed of a root node and a series of internal nodes and leaf nodes, each node with only one father node and two or more sub-nodes. Each leaf node in Decision Tree corresponds to one category attribute value, different leaf node being able to correspond to the same category attribute value. Decision Tree can be expressed as a group of rules with IF-THEN form in addition to the tree form. Compared with decision tree, decision rules can be understood, used and modified more concisely and be easier to combine with expert system. Therefore, in practice decision rules are more highly desirable than decision tree. Fig.1 made clear the process and basic framework of training and classification of decision tree (Guo, 2005). Fig.1 Process of training and classification of decision-tree C4.5/C5.0 based on ID3 is the most popular decision tree algorithm, which can not only convert decision tree to equivalent production rules and allow continuous value data to study, but also classify not only one category. Furthermore, it can take advantage of BOOST technology to handle large-scale databases faster. C5.0 algorithm requires each group of input data to be comprised with several condition attributes and one category attribute, and condition attributes might be discrete or continuous value and category attributes must be discrete values.
III. EXPERIMENTS AND ANALYSIS

A. Study area
The study area lies in Tangshan in Hebei, between 117 ° 53 '~ 118 ° 39' north latitude and 39 ° 40 ' ~ 40 ° 14'. The study area is dominated by plains and hilly terrain, the maximum elevation 660 meters, the minimum 2.5 meters. Land use types are mainly cultivated land, woodland and grassland, urban and rural settlements distributed dispersedly.
B. Data preparation and pretreatment
The experiment used Landsat ETM+ images as the image data source, path-row number: 12232, image acquisition date: September 17, 2001. According to the Landsat ETM+ image data processing flow (Irish, 2001) , we acquired at-satellite reflectance and then compared classification results respectively based on at-satellite reflectance and original DN value images; then make geometric correction to original image and at-satellite reflectance, calibration accuracy reaching under 0.5 pixels and then subset images to acquire study area image with pixel size of 2000 × 2000.
The necessary auxiliary data include the national basic topographic data and DEM data of 1:250000 provided by the National Geomatics Center of China, the land use data in 2000 provided by the national eco-environmental survey database in the State Environmental Protection Administration, as well as annual average of 10-day NDVI of Spot Vegetation product in 2002. We used DEM data to calculate the slope, aspect and position index data, which will be regarded as the ancillary data together with DEM data so as to improve classification accuracy.
Slope and aspect data can be directly acquired by commercial software functions; position index data need to be calculated through moving the window of one 7 × 7 pixels and getting the relative positions of every pixel in the slope, calculation formula as follows:
PI= {(E -Emin) / (Emax -Emin)} 100% Among them, PI is the Position Index values, E is the Elevation value in the window of 7*7 pixels, Emin and Emax are separately maximum and minimum elevation value in the window of 7*7 pixels.
C. Classification System
For the purpose of validation of classification techniques and comparison of classification methods, in the light of land-use classification system in the remote sensing survey of land resources, in view of characteristics of the study area, we built land-use classification system composed of water body, residential areas, woodland, farmland and grassland.
D. Tools and parameters of decision tree classification
In this paper, we used the software toolkit SEE5.0 V1.9 (trial version) developed by the Rulequest Co. on the basis of C5.0 algorithm as the decision tree generation tool, while used Decision Tree plug-ins developed by the USGS implemented in the image processing software of ERDAS in order to get the functions of data exchange and interface with SEE5.0 V1.9.
E. Classification technical method
For supervised classification, training sample selection is essential on classification accuracy. As this study is mainly to make exploration on RS image classification methods, the accuracy of training samples and test samples are directly related to the results of the comparison study based on different methods and parameters. For this reason, in this paper we made integrated use of unsupervised classification, stratified random sampling and artificial interpretation to acquire training samples for decision tree study and the test samples for evaluation of classification accuracy, thus we can obtain sample data with higher accuracy. We have selected 8586 training samples referring to the fused images of the SPOT panchromatic image and LANDSAT multi-spectral image. These training samples have been simultaneously used in the maximum likelihood classification method for comparison. Quinlan (1996) found 10 repeating times was optimum after studying on the Boosting technology using non remote sensing data. So we used 10 repeating times of BOOSTING and 8 times of cross-validation in SEE5.
As accurate as possible for the contrast experiment of different classification methods, we used the classification assessment tools of ERDAS: Accuracy Assessment, selected 82 samples for assessment as even as possible, constructed the error confusion matrix of decision tree classification, then calculated classification accuracy and Kappa coefficient (Tab. 1). 
Tab. 1 Accuracy report of decision-tree classification
B. Comparison of different classifications
We made comparison experiments between the decision tree classification and classic supervised classification (maximum likelihood method) and unsupervised classification (ISODATA). The results showed: the accuracy of decision tree classification was improved by 18.29% than that of supervised classification, the Kappa coefficient enhanced by 0.1878 (Tab.2). 
Tab.2 accuracy comparison of different methods
Classification
C. Supplementary data in the decision tree classification accuracy evaluation
DEM data and other derived data (slope, aspect, position index, etc.) are able to improve significantly classification accuracy in the mountainous or hilly areas, especially for identification of woodland, grassland and vegetation and farmland. Through adding derived data in decision-tree classification, classification accuracy was improved by 19.52 percent, Kappa coefficient increased by 0.281. Whereas, when auxiliary data added, their spatial resolutions have to match that of images. The related study showed that when SPOT VGT NDVI data with the resolution of 1km were added to the DT classification of images with the resolution of 30m, classification accuracy declined (Tab.3). 
Tab.3 Accuracy comparison using ancillary data
V. CONCLUSION
The classification methods based on the decision tree algorithm compared with traditional automatic classification methods, data sets do not require assumption of normal distribution and be able to take advantage of multi-source information in the GIS database. So decision tree classification has higher classification accuracy and adaptability, and is easier to implement automation of computer classification processes. Using GIS data such as DEM, slope, aspect data in the process of classification can improve the classification accuracy, especially in the mountainous or hilly areas. However, the spatial resolution or scale of auxiliary data need adapt to that of classified images, otherwise it will affect classification accuracy.
At present the decision tree classification is only at the study stage in China. There are some shortcomings such as excessive dependence on samples, difficulties in combination of classification rules and expert system and being unable to make full use of space features of classified objects. So it is necessary to improve classification effects, to enhance classification efficiency and to reach more friendly and convenient human-computer interface, thus to meet the require demands of computer automation of classification processes through further in-depth study.
