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ABSTRACT
In order to transform the perceived speaker identity, a voice
conversionsystemshould, a.o., convertthespeaker’sprosodic
characteristics. When considering pitch contours, most sys-
tems only transform the pitch by simple scaling.
A stochastic system that transforms pitch contours taking
into account multiple pitch parameters has been developed
and is described. A pitch transplantation system based on
the overlap-add (OLA) algorithm is proposed as a tool for
the evaluation of this pitch conversion system.
1. INTRODUCTION
Voice conversion aims at transforming an utterance spoken
by a given (source) speaker A in such a way that it is per-
ceived to be spoken by another (target) speaker B. The aim
includes a transparant quality, meaning that it should not be
possible to hear annoying distortions in the output.
Voice conversion has a number of applications. A ﬁrst one
is found in speech synthesis. It would be very useful if the
user could choose a voice that suits his personality, age, sex.
However, developing a new voice for a synthesizer requires
an enormous amount of work. A voice converter could be
used to transform the original voice into the desired one. In
the domain of speech technology itself, a voice converter
also has its applications. Since a converter would probably
work with sets of speaker dependent parameters, the knowl-
edge of these parameters can, e.g., help in performing (bet-
ter) speaker normalization in speech recognition and also in
speaker identiﬁcation or veriﬁcation.
Voice conversion requires conversion of all perceptually im-
portant aspects of the human voice: pitch, loudness, tim-
bre and timing (tempo and rhythm). Tempo has more to do
with the overall speed while rhythm is more about the local
variations in speed. Timbre deals with how the voice itself
sounds, while the other aspects reﬂect how a person speaks.
Currently we are investigating how to convert the pitch. We
only consider acoustic transformations and do not take into
accountthehighleveldecisionsapersonmakeswhilespeak-
ing. As an example, one main aspect among such high level
decisions is where (on which words, syllables) a speaker
places stress. Another example is the speaker speciﬁc vo-
cabulary, but this is not linked to pitch. The pitch aspect
which is investigated in our approach is the way the speaker
places the stress.
Traditionally the source pitch has been scaled with a ﬁxed
factor that makes the average of the converted pitch contour
equal to the average target pitch. As a possible extension,
we consider a simple pitch model based on a declination
line and pitch variations around it.
A difﬁculty in our study was how to evaluate the quality of
pitch conversion because, for a hybrid voice consisting of
the source speaker’s voice with transformed pitch, it is dif-
ﬁcult to judge how close it is to the target voice. In this
paper, we transplant [1] the transformed pitch contour onto
the target speech. The result of this operation is a hybrid
voice consisting of the target speaker’s voice with its pitch
replaced by the transformed (and time-aligned) pitch con-
tour of the source utterance.
Section 2 deals with this strategy of transplantation. Sec-
tion 3 describes the studied pitch conversion system, while
section 4 explains the experimental environment, used in
evaluating it. Finally, section 5 ends this paper with some
conclusions.
2. PITCH TRANSPLANTATION
2.1. General strategy [1]
The general strategy for the pitch transplantation is as fol-
lows:
1. Determine the timing relationship between the source
and target utterances with a dynamic time warping
algorithm (DTW).
2. Time-alignthetransformedpitchcontourofthesource
to ﬁt the timing of the target.
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3. Modify the pitch of the target accordingly, using a
pitch shifter algorithm.
This strategy is depicted in ﬁgure 1. It makes it easier for
Figure 1: Pitch transplantation system
a test person to evaluate the quality of the pitch conversion,
because he will not be inﬂuenced by the difference in the
voices. All test utterances that he will hear in an experiment
will differ only in pitch.
If the timing differences between the source and the tar-
get are reasonable, pitch transplantation will give a good
idea of the best voice conversion possible with the given
pitch conversion rules. If there are important timing differ-
ences, however, the time-alignment of the transformed con-
tour could affect its perception. The overall declination for
example changes, and also (probably more important) the
local slope of pitch movements in stressed syllables could
change considerably, thus possibly affecting the perception.
2.2. Pitch modiﬁcation algorithms
Obviously, in order to convert the pitch to a target speaker
we need to be able to modify the pitch of a given utterance.
An algorithm for doing this is called a pitch shifter. Its out-
put is an utterance, with exactly the same timbre, timing,
and loudness as its input utterance, but with different pitch.
There are a number of alternatives regarding pitch shifting
algorithms, two of which will be described brieﬂy.
2.2.1. PSOLA [2]
In a ﬁrst method, frames consisting of two subsequent pitch
periods are ﬁrst selected in the input speech signal. Subse-
quent frames are each time located one pitch period from
each other, and a frame length dependent window is applied
to each frame in such a way that the windows sum up to
one at all time instants. The construction of the pitch mod-
iﬁed utterance is initialized by copying the ﬁrst frame to
the output signal. To add a next frame to the output signal,
the shift of this next frame relative to the previously placed
frame is ﬁrst obtained according to the desired output pitch
at the given time instant. Then, in the source signal, the
frame whose time location is closest to the time location of
the new frame in the output signal, is selected and placed
at the desired time location. In regions where frames are
overlapping, the samples of the different frames are added.
Given the pitch periods, the lengths that the frames should
have are determined, but the locations are not (although in
principle the location of all frames is determined by the lo-
cation of one, for example the ﬁrst, if all pitch periods are
exactly known). If a pitch marker is used to locate a spe-
ciﬁc event in each pitch period, for example the instant of
glottal closure, and the frames are synchronized with these
events (marks) are in the middle, the method is called pitch
synchronous overlap-add (PSOLA).
Inapitchshiftingalgorithmonealsoneedstodecidewhatto
do in the unvoiced segments of the signal. Indeed, the above
algorithm description applies to the voiced segments. In
unvoiced segments it may be better to preserve the original
signal, which is indeed what we noticed during informal
experimenting. The preservation of the original signal in
unvoiced segments is easily achieved by setting the desired
output pitch equal to the pitch of the input signal in these
segments.
2.2.2. PIOLA [3]
Another method, pitch inﬂected overlap-add (PIOLA), is
very similar the PSOLA. The difference occurs only in the
location of the frames. While PSOLA needs marks obtained
from a pitch marker, PIOLA only uses the pitch informa-
tion, and is therefore much simpler. It places the subse-
quent marks, starting from the beginning of the utterance,
and spaced according to the output of the pitch detector.
2.2.3. Implementation
If, in the previous subsections, the selection and relocation
of the frames in the pitch shifting algorithm is separated
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from the placement of the marks, it is possible to come to
a pitch shifting implementation that is generally applicable
for both PIOLA and PSOLA. Our pitch shifting implemen-
tation takes a vector containing the marks as input, and only
selects and relocates frames based upon the given marks.
This way, it is always possible to change from PIOLA to
PSOLA. In the remainder of this study, we used PIOLA.
As said, for PIOLA only a pitch detector is needed. We used
a detector that gives an accurate and smooth pitch contour
as output. A pitch value is obtained every 10 ms, along with
a number called voicing evidence. The latter indicates ”how
voiced” a given 10 ms segment is, and can thus be the basis
of a voiced/unvoiced decision.
3. A STUDY OF ACOUSTIC PITCH CONVERSION
3.1. Goal
In this study we restrict ourselves to pitch conversion on
the acoustic level. Our preliminary goal is to explore which
speaker dependent parameters of the pitch contour are per-
ceptually relevant. Among the parameters are average pitch,
pitch declination, magnitude of pitch excursions,...
Of course, the intonation strategy is also speaker dependent.
Where stress is placed, a.o., is a very important aspect, but
a difﬁcult one to describe in numbers (parameters). Since
this aspect also has an inﬂuence on perceived speaker iden-
tity, different acoustic pitch conversion systems should be
compared on intonationally neutral sentences. This means,
a.o., that the stress elements should be located at the same
syllables/words.
3.2. Acoustic pitch conversion rule
As already mentioned in the introduction, current systems
for the conversion of acoustic f0 values usually only apply
a ﬁxed scale factor such that the average pitch is shifted to
the desired value. We extended this acoustic conversion to
includethedeclinationandvariance. Adescriptionwillnow
be given.
Inthetrainingphasearegressionlineiscalculatedanddrawn
throughthepitchcontourofeachutteranceofagivenspeaker.
The intersection with the y-axis and the slope of this line are
called pitch offset and pitch declination respectively, and the
regression line is also called declination line. The slope is
usually negative, because in normal declarative utterances
the pressure drop in the longs while speaking makes the
overall pitch decrease. The offset and the slope are 2 pa-
rameters, a third one is obtained by subtracting the regres-
sion (declination) line from the actual contour and taking
the variance of the obtained residual. To summarize, each
utterance gives us 3 parameters. To arrive at a speaker de-
pendent parameter set, these 3 parameters are determined
for each utterance of the given speaker. Then, the means
and variances of each of the 3 parameters are calculated and
stored as being speaker dependent parameters.
In the transformation phase, the source pitch contour will
be given a new pitch offset, a new pitch declination, and a
new variance of the residual (contour with declination line
subtracted). These modiﬁcations of the contour are done
in such a way that the new contour has parameters corre-
sponding to the target speaker. Instead of always imposing
the mean target parameter onto the new contour, the rel-
ative position of the parameters of the source contour in
the source parameter distributions is taken into account. If,
for example, the pitch variance of the source utterance is
a standard deviation above the source speaker’s mean vari-
ance value, the new (transformed) contour will be given a
variance which is also a standard deviation above the target
speaker’s mean variance. A similar description applies to
the transformation of the declination and the offset.
4. EXPERIMENTAL DESIGN
To start experimenting with, we used data containing iden-
tical sentences spoken by different speakers. This has been
found in the WSJ database [4]. The utterances are declar-
ative in nature and are read from a newspaper. They are
between 4 and 10 seconds long. We selected 10 identical
utterances of 10 different speakers. However, the utterances
were not intonationally neutral. With this data, all written
programs and algorithms could be tested and debugged.
An experimental environment was designed in which the
test person sees a window with, a.o., 3 ”play” buttons, a
”next utterance” button, and an evaluation ﬁeld in which he
has to enter his decision. The window is shown in ﬁgure 2.
The 3 play buttons contain the following sounds:
1. The target utterance, unmodiﬁed.
2. The target utterance, modiﬁed to have the source ut-
terance’s contour but transformed and time-aligned,
as described in section 2.1.
3. The target utterance, modiﬁed to have the source ut-
terance’s contour but transformed by simple scaling
with a ﬁxed factor on a logarithmic scale.
The two buttons for items 2 and 3 are randomly switched
such that the test person does not know which button corre-
sponds to which pitch conversion strategy. The ”next utter-
ance button” makes the software go to the next utterance to
evaluate. For each utterance, the test person has to decide
which of the two transformations (items 2 and 3 above) best
resembles the target utterance (item 1), and has to enter his
choice in the evaluation ﬁeld of the window. This way, a
comparative experiment can be done.
In a preliminary informal evaluation by the ﬁrst author, on
the current database, no difference could be heard between
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Figure 2: User window for evaluation
the two different transformations. If this could be veriﬁed
in formal experiments, this would be very good news since
it would mean that average pitch is the only acoustic param-
eter that needs to be taken into account when converting the
intonationfromasourcetoatargetspeaker. Declinationand
magnitudes of pitch variation (reﬂected in variance) could
then be given a standard value for all speakers.
Unfortunately, this preliminary evaluation is too unreliable
to allow any conclusions at this point. More speciﬁcally, it
could be ﬂawed by the non-neutral intonation of the arbi-
trarily selected data and also, by the possible declination re-
sets in these sometimes long utterances. Therefore, we need
to perform well controlled formal experiments. As already
mentioned, the data used for those experiments should ac-
tually be intonationally neutral (i.e., with accents in neutral
and same position for source and target), should be free of
declination resets, should have comparable timing,...
5. CONCLUSIONS
Wepresentedourongoingstudyonvoiceconversionofacous-
tic pitch contours. We presented a conversion technique that
takes into account the declination and the variance of devi-
ations around the declination line.
We implemented a test environment based on pitch trans-
plantation, i.e., we generated utterances that have all the
acoustic parameters from the target utterance except for the
pitch, which is a time scaled version of the converted source
pitch.
Weplantousetheproposedapproachtomeasurewhataudi-
ble difference exist between no pitch conversion (the time-
scaled source pitch is used as the converted pitch contour),
average matching (average compensated time-scaled source
pitch), and declination and variance matching. From these
experiments, wewanttolearnwhichspeakerdependentacous-
ticpitchparametersneedtobetakenintoaccountforintona-
tion conversion (average pitch only, offset and declination,
magnitude of pitch movement,...).
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