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Dieses einführende Kapitel dient zunächst zur Erläuterung des Problemfeldes der
vorliegenden Arbeit. Weiterhin werden die Zielsetzung und die Forschungsfragen
aufgezeigt, bevor die methodische Vorgehensweise und der konkrete Aufbau der
Arbeit präsentiert werden.
1.1. Motivation
Im Umfeld von Softwareentwicklungsprojekten ist das Thema Outsourcing längst
allgegenwärtig geworden und wird als weit verbreitete, akzeptierte Vorgehenswei-
se zum Umgang mit kompetitiven Aspekten wie Kostendruck oder demMangel an
talentierten Fachkräften angewendet. Bereits existierende Formen des Outsour-
cings von Entwicklungsaufgaben in Form von firmeneigenen Offshoring-Zentren
(captive offshoring centers1) oder Kunden-Lieferanten-Beziehungen (client ven-
dor relationships) neigen in ihrer bisherigen Anwendungsweise fehleranfällig zu
sein. Gründe dafür sind, dass Outsourcingentscheidungen auf der Basis von Soft-
warekomponenten eines Gesamtsystems meist unstrukturiert und bestenfalls heu-
ristisch, aber nicht systematisch getroffen werden (Kramer et al., 2013).
Die Entscheidungsfindung im Rahmen von Softwareprojekten umfasst dabei
hauptsächlich die Identifikation von Komponenten eines Informationssystems,
die entweder lokal von eigenen Entwicklern oder vom Outsourcingpartner entwi-
ckelt werden. An dieser Stelle setzt diese konstruktionswissenschaftlich orientierte
Forschungsarbeit an und soll dazu beitragen, ein Entscheidungsmodell und ein
zugehöriges Softwareartefakt zu schaffen und zu evaluieren, um den Entschei-
dungsprozess für das Outsourcing in der globalen Softwareentwicklung zu ver-
bessern. Dabei soll eine systematische und strukturierte Entscheidungsfindung
dazu verhelfen, transparente und nachvollziehbare Entscheidungen zu treffen.
1 Englische Begriffe sowie Eigennamen, wie z.B. Firmennamen oder Namen von Produkten,
werden im weiteren Verlauf dieser Arbeit kursiv dargestellt.
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Hierfür werden im Verlauf der Arbeit Kalküle aus der Entscheidungstheorie
mit Konzepten des Outsourcings von Informationssystemen in der kollaborati-
ven Softwareentwicklung und mobiler Technologien kombiniert. Die Verknüpfung
dieser Forschungsgebiete bildet schließlich die Grundlage für das in dieser Arbeit
entwickelte Entscheidungsmodell und das zugehörige Informationssystem zur Un-
terstützung von IT-Projektleitern bei der Entscheidungsfindung zum Outsourcing
von Softwarekomponenten. Die Kombination von Modell und Software soll zur
Vermeidung von heuristischen Entscheidungen bei der Bewertung von Software-
komponenten beitragen, indem die Fundierung jeder Einzelentscheidung stets
nachvollzogen werden kann.
Unter nationalen und internationalen Gesichtspunkten wurde das Outsourcing
bei der Entwicklung von Anwendungssoftware flächendeckend angenommen und
hat sich innerhalb der letzten Jahre kontinuierlich weiterentwickelt. Ein beachtli-
cher Teil der hiesigen Softwareentwicklungsfirmen betreibt heutzutage Software-
outsourcing und erwartet dadurch betriebliche Vorteile, wie beispielsweise Kos-
teneinsparungen in der Entwicklung, Rund-um-die-Uhr-Entwicklung von Soft-
warepaketen oder zusätzliche Arbeitskraft in Form von talentierten Mitarbeitern
(Dibbern et al., 2004; Lacity et al., 2010, 2011; Lacity und Willcocks, 1998).
Über die Jahre haben sich eine Menge von Outsourcingarrangements mit un-
terschiedlichen Akteuren entwickelt. Begonnen haben die großen Softwarefirmen,
die es sich zunächst leisten konnten, Offshoring-Zentren in Niedriglohnländern
(z.B. Indien) aufzubauen, deren Mitarbeiter eine vergleichsweise gute informati-
onstechnologische Universitätsausbildung besitzen (Carmel und Agarwal, 2001),
um dort eigene Entwickler vorzuhalten. In der weiteren Entwicklung verloren die-
se Zentren immer mehr ihren unternehmenseigenen Status, wurden ausgegliedert
und boten schließlich ihre Dienstleistungen auch an dritte Unternehmen an, um
einerseits von Skaleneffekten und Verbundvorteilen profitieren zu können und an-
dererseits auch auf dem globalen Markt wettbewerbsfähig zu bleiben (King und
Torkzadeh, 2008; Levina und Vaast, 2008).
Weitere Formen des Outsourcings im Bereich der Informationstechnologie wa-
ren zunächst geprägt von Radikalität und beinhalteten das Auslagern ganzer In-
formationstechnologiebereiche eines Unternehmens an externe Dienstleister. Dies
hatte auch den Transfer von Mitarbeitern und materiellen Ressourcen (Applegate
und Montealegre, 1991; Arnett und Jones, 1994) zum neuen Lieferanten zur Kon-
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sequenz, bis sich später der Fokus auf selektives Outsourcing verlagerte (Heinzl,
1993). Bei dieser Vorgehensweise wird der Fokus auf einzelne spezifische Aktivi-
täten der Softwareentwicklungs- und Bereitstellungsprozesse gelegt oder ist von
den jeweiligen untergeordneten Geschäftsprozessen (business process outsourcing)
geprägt (Gewald, 2010; Lacity et al., 2011, 2009). Erst dadurch wurde Outsour-
cing auch für kleine und mittelständische Softwareunternehmen interessant und
ermöglichte einer Vielzahl dieser Unternehmen am globalen Markt der Software-
entwicklung zu partizipieren, um dessen Vor- und Nachteile zu erfahren (Klimpke
et al., 2011).
Das stetig wachsende Angebot von Cloud-Computing Dienstleistungen und die
damit verbundene Bereitstellung von Softwarediensten für den direkten Gebrauch
ohne notwendige Wartung von Kundenseite, belebt den Outsourcingmarkt mit
neuen Möglichkeiten. Die Transformation von der Bereitstellung reiner Hardware-
ressourcen hin zu umfangreichen Softwarelösungen, die bei Bedarf als online ver-
fügbare Dienstleistungen abgerufen werden können und verbrauchsabhängig ab-
gerechnet werden, machen die Cloud als Basistechnologie für weitere Outsourcing-
und Integrationsmöglichkeiten bei der Entwicklung von Software attraktiv (Bux-
mann und Hess, 2008; Böhm et al., 2009; Lehman et al., 2010; Stuckenberg et al.,
2014).
Hinsichtlich dieser Entwicklung im Bereich Softwareoutsourcing wurden paral-
lel dazu die Entwicklungskonzepte für Software auf den Prüfstand gestellt und
kontinuierlich angepasst. Von der ursprünglich reinen Eigenherstellung von Soft-
warelösungen passten sich die Anbieter den Eigenschaften der jeweiligen Outsour-
cingmodelle an. Im Mittelpunkt standen dabei besonders die Erhebung und Wei-
terleitung (oder auch Übersetzung) von Anforderungen an ein geplantes Software-
system, die Einrichtung von Kollaborationsplattformen zur gemeinsamen Erstel-
lung von Softwarelösungen, die Nachvollziehbarkeit und Verfolgung (Traceability)
von Änderungen im Entwicklungsprozess oder auch die Einrichtung und Steue-
rung global verteilter Entwicklungsteams (Geisser, 2008; Herbsleb und Moitra,
2001; Hildenbrand, 2008). Einen wichtigen Stellenwert bei dieser global orien-
tierten Entwicklung nimmt die Outsourcingentscheidung ein, die festlegt, welche
Teile einer Software selbst entwickelt und welche fremd vergeben werden. Unter
diese zentrale Entscheidung fallen in erster Linie Aspekte wie die Wahl des Out-
sourcingmodells (gesamte Entwicklungsabteilung, einzelne Entwicklungsphasen,
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selektive Entwicklungsaufgaben), die Auswahl des Outsourcingpartners, die Fest-
legung einer einheitlichen und systematischen Vorgehensweise für die gemeinsame
Entwicklung oder, abhängig vom Outsourcingmodell, welche einzelnen Teile des
Gesamtsystems selbst entwickelt werden sollen und welche extern bezogen wer-
den.
Die zentrale Bedeutung der Outsourcingentscheidung wird durch die Vielzahl
an wissenschaftlichen Studien zu diesem Thema belegt. Zahlreiche Forschungs-
beiträge zur Untersuchung der Outsourcingmodelle (Dibbern et al., 2004), zur
Wahl von Outsourcingpartnern (Kim, 2009; Qu und Brocklehurst, 2003) sowie
zur vertraglichen Gestaltung von Outsourcingbeziehungen (Gopal et al., 2003)
wurden bereits veröffentlicht. In Bezug auf das Outsourcing befassen sich die bis-
herigen Arbeiten also überwiegend mit strategischen und taktischen Aspekten des
Lieferanten- oder Beschaffungsmanagements aus Sicht der Unternehmen und ver-
nachlässigen die technischen Aspekte eines geplanten Gesamtsystems, die für die
operativen Phasen des Vorhabens entscheidend sind, da diese das Zusammenspiel
zwischen interner und externer Entwicklung maßgeblich beeinflussen.
Die operative Seite von Outsourcingbeziehungen, also insbesondere wie sich
der Mix gestaltet, welche Komponenten einer Softwarearchitektur spezifisch für
die Auslagerung geeignet sind und welche nicht, ist im bisherigen Wissensfundus
weitgehend unerforscht. Die Besonderheiten des Softwareentwicklungsprozesses,
die komponentenweise Unterteilung des Softwareprodukts und die Merkmale die-
ser Komponenten werden bisher nur rudimentär als Untersuchungsgegenstand
von Outsourcingstudien herangezogen. Doch gerade die Komponenten mit ih-
ren spezifischen Eigenschaften stehen im Mittelpunkt der Softwareentwicklung
und müssen zu den wichtigsten Entscheidungskriterien für das Vorgehen bei der
Outsourcingentscheidung im operativen Prozess gezählt und dementsprechend
einbezogen werden. Erst dadurch und zusammen mit dem entsprechenden Ent-
scheidungsmodell kann deren Eignung für die Eigenerstellung oder Fremdvergabe
ermittelt und sie damit zuverlässig dem richtigen Entwicklungsteam zugeordnet
werden. Dies ermöglicht eine Zuweisung der einzelnen Komponenten entweder zur
eigenen Entwicklungsorganisation oder zu den Entwicklern des Outsourcingpart-
ners, abhängig von ihren spezifischen Eigenschaften im Gesamtsystem. Durch die-
se Unterstützungsform der Outsourcingentscheidung sollen prominente Probleme
beim Outsourcing, die in Form von Lieferverzug, hohen Fehlerraten (Bugs), In-
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tegrationsschwierigkeiten, Kommunikationsschwierigkeiten oder Unzufriedenheit
beim Kunden auftreten können, gemindert oder bestenfalls vermieden werden.
1.2. Forschungsschwerpunkt und Zielsetzung
Im vorherigen Abschnitt wurden die wissenschaftlichen und praktischen For-
schungsdefizite im operativen Bereich des Softwareoutsourcings hervorgehoben.
Darin wurde verdeutlicht, welchen Herausforderungen sich Unternehmen bei Out-
sourcingkooperationen stellen müssen und welche Besonderheiten damit in glo-
bal verteilten Softwareentwicklungsprojekten auftreten. Auch wenn bisher Hand-
lungsempfehlungen und Leitfäden einige Ratschläge zur Durchführung von Out-
sourcingaktivitäten in Softwareprojekten liefern, so werden die Entscheidungen,
welche Komponenten einer Softwarearchitektur selbst hergestellt und welche ex-
tern vergeben werden, unsystematisch bzw. heuristisch getroffen und stellen daher
keine hinreichende Entscheidungsgrundlage dar (Kramer et al., 2013). Durch ei-
ne strukturierte Herangehensweise, eine systematische Abschätzung von Einfluss-
faktoren einzelner Softwarekomponenten auf die Entscheidung und einen trans-
parenten Entscheidungsprozess soll schließlich die Qualität der Entscheidungen
verbessert werden, um damit zukünftig die im Vorfeld aufgezeigten Outsourcing-
probleme zu vermeiden. Hierfür erscheint ein Ansatz zur Unterstützung von
Outsourcingentscheidungen in der komponentenbasierten Softwareentwicklung in
Form eines Entscheidungsmodells als zielführend, um in diesem Kontext eine
Zielgruppe bestehend aus Projektleitern, Outsourcingmanagern und IT-Leitern
anzusprechen (Kramer et al., 2011, 2013). Die Mobilitätsanforderungen dieser
Personengruppe prädestinieren mobile Technologien zur Umsetzung des Lösungs-
ansatzes.
Um die identifizierten Defizite im Softwareoutsourcing folgerichtig zu adres-
sieren, bedarf es jedoch einer Lösung, die sich nahtlos in bestehende Software-
entwicklungsprozesse einbinden lässt, die Schwachstellen der bisherigen Entschei-
dungsfindung strukturiert aufgreift und die den verantwortlichen Personenkreis
systematisch bei der Entscheidungsfindung unterstützt. Der in dieser Arbeit ent-
wickelte Lösungsansatz umfasst daher ein Entscheidungsmodell sowie dessen Im-
plementierung als mobiles System zur Entscheidungsunterstützung. In dieser Ar-
beit wird der Fokus auf die Konzeptions- und Designphasen des Softwareentwick-
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lungsprozesses gelegt, denn darin müssen die Architektur und die Arbeitspakete
für die Erstellung des zukünftigen Softwareprodukts und seiner Komponenten
definiert werden. Erst die nachfolgenden Phasen (Entwicklung und Test) werden
dann oftmals unter Einbeziehung von Zulieferern durchgeführt (Kramer et al.,
2013). Bereits vor Eintritt dieser Phasen muss eine Entscheidung darüber getrof-
fen werden, welche Softwarekomponenten selbst erstellt und welche fremdbezo-
gen werden. Zur gezielten Unterstützung der Entscheidungsträger (Kramer et al.,
2013), soll das in dieser Arbeit entwickelte System zur Entscheidungsunterstüt-
zung den Einsatz mobiler Kommunikationstechnologien (Mobile Apps) ermögli-
chen, damit trotz der Mobilitätsanforderungen der zuständigen Manager deren
Entscheidungen flexibel und zeitnah getroffen werden können. Zusammengefasst
lassen sich daher folgende Forschungsziele für diese Arbeit aufstellen:
Z1 Herleitung und Entwicklung eines Entscheidungsmodells für das Outsour-
cing von Softwarekomponenten im Softwareentwicklungsprozess.
Z2 Design und Implementierung eines prototypischen Werkzeugs zur Instanzi-
ierung des Entscheidungsmodells.
Z3 Bewertung des im Softwareprototypen instanziierten Entscheidungsmodells
zur Unterstützung von Outsourcingentscheidungen in kollaborativen Soft-
wareentwicklungsprojekten.
1.3. Methodische Vorgehensweise und Struktur der
Arbeit
Die methodische Vorgehensweise dieser Arbeit ist am konstruktionswissenschaft-
lichen Forschungsparadigma (Design Science2) der Disziplin Wirtschaftsinforma-
tik orientiert, wobei die Überlegungen von Hevner et al. (2004) zugrunde gelegt
werden.
Dieser gestaltungsorientierte Forschungsansatz hat seinen Ursprung in den In-
genieurswissenschaften und verfolgt das Ziel, Technologie in Form von innovativen
Artefakten zu gestalten und zu erschaffen. Im Gegensatz zum verhaltenswissen-
schaftlichen Forschungsparadigma (Behavioral Science), das die Entwicklung und
2 Wird im Nachfolgenden als Kurzform für den konstruktionswissenschaftlichen Forschungsan-
satz verwendet
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Begründung von Theorien zur Erklärung und Vorhersage von Ursache-Wirkungs-
Beziehungen verfolgt, zielt das als komplementär zu betrachtende gestaltungsori-
entierte Paradigma auf die Erstellung und Evaluierung neuartiger Artefakte zur
verbesserten Erfüllung a priori definierter Anforderungen ab (Hevner et al., 2004).
Nach der Definition von March und Smith (1995) können Artefakte Konstrukte,
Methoden, Modelle oder Instanzen sein. Sie spiegeln die vielfältigen Möglichkei-
ten zur Schaffung von Produkt- oder Verfahrensverbesserungen wider.
Dieser innovationsgetriebene Forschungsansatz vereint die theoretischen Kon-
zepte der Wirtschaftsinformatik mit den praktischen Problemen, die im Ge-
schäftsumfeld auftreten. Das Forschungsparadigma wird daher an der Schnitt-
stelle zwischen Theorie und Praxis angesiedelt, um einen Gestaltungsrahmen für
innovative und nützliche Lösungen (vgl. Artefakte) zu realen Problemen (aus
dem betrieblichen Umfeld) bereitzustellen (Gregor und Jones, 2007; March und
Smith, 1995; Peffers et al., 2007).
Das konstruktionswissenschaftliche Vorgehen orientiert sich entlang dreier zen-
traler Forschungszyklen, die eng miteinander verzahnt (vgl. Abbildung 1.1) den
Charakter einer gestaltungsorientierten Arbeit prägen (Hevner et al., 2004). Hier-
zu gehören neben dem zentralen Zyklus, der die Entwicklung eines Artefakts kon-
zipiert (Design Cycle), ebenfalls der Zyklus zur Herleitung und Überprüfung der
praktischen Relevanz (Relevance Cylce) sowie der Zyklus zur Herleitung der theo-
retischen Fundierung und zur Erweiterung der theoretischen Wissensbasis (Rigor
Cycle).
Die zentrale Rolle in diesem Forschungsansatz nimmt der Design Cycle ein. Er
umfasst die iterative Entwicklung innovativer Lösungsansätze und deren anschlie-
ßende Evaluation. Innovationen im Sinne des konstruktionswissenschaftlichen Pa-
radigmas umfassen nicht ausschließlich die Erstellung neuer Artefakte, sondern
auch die Verbesserung bereits bestehender Technologien. Der Relevance Cylce
und der Rigor Cycle sind dabei als informierende und profitierende Zyklen zu be-
trachten. Während im Rahmen des Rigor Cycle auf der einen Seite die theoreti-
schen Grundlagen und Verhaltenstheorien zur Schaffung von Innovationen einbe-
zogen werden, wird dafür auf der Gegenseite die Wissensbasis durch Erkenntnisse
aus der neu erschaffenen Technologie erweitert. Durch die Integration des Rele-
vance Cycle werden hingegen konkrete praxisrelevante Problemstellungen aus der
Geschäftswelt identifiziert, zur Erstellung neuer Innovationen herangezogen und
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Abbildung 1.1.: Die Forschungszyklen in der Design Science, abgeleitet von Hev-
ner et al. (2004)
im Nachgang eine Lösungstechnologie zur praktischen Nutzung zurückgegeben.
Die wesentlichen Unterschiede dieses Paradigmas im Vergleich zur professionel-
len Softwareentwicklung stellen die enge Verzahnung mit der theoretischen Wis-
sensbasis, die rigorose Evaluation von neuen Artefakten und die Notwendigkeit
zur Veröffentlichung von erzielten Beiträgen zur Wissenschaft und Forschung dar
(Hevner et al., 2004; Peffers et al., 2007).
Das mit dieser Arbeit verfolgte Ziel zur Entwicklung eines Systems zur Ent-
scheidungsunterstützung für das Outsourcing in der komponentenbasierten Soft-
wareentwicklung folgt dem pragmatischen Forschungsparadigma (Heinrich et al.,
2011) zur Schaffung und Evaluation neuer Artefakte und kann daher als kon-
struktionswissenschaftliches Forschungsziel bezeichnet werden (Gregor und Jo-
nes, 2007).
In dieser Arbeit werden zur Erreichung der Zielsetzung zunächst die für die
Outsourcingentscheidung relevanten Eigenschaften von Softwarekomponenten in
einem Entscheidungsmodell zusammengefasst, um deren Potenzial für die Fremd-
bzw. Eigenerstellung bestimmen zu können. Dieses Modell wird einen strukturier-
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ten, systematischen und transparenten Unterstützungsprozess für die Outsour-
cingentscheidung beinhalten, der es dem designierten Anwenderkreis von Ent-
scheidungsträgern ermöglicht, Entscheidungen nachvollziehbar zu treffen und zu
dokumentieren. Anschließend wird es prototypisch in Form eines mobilen Systems
zur Entscheidungsunterstützung (EUS) implementiert und systematisch evalu-
iert, um die Nützlichkeit des neuen Artefakts zu zeigen.
Zu diesem Zweck orientiert sich der Aufbau dieser Arbeit an den erforder-
lichen Schritten zur synchronisierten Durchführung der drei Forschungszyklen
der Design Science. Nach der bereits eingangs aufgezeigten Problemstellung und
Zielsetzung der Arbeit werden deshalb im nachfolgenden Kapitel 2 zunächst Be-
grifflichkeiten und Konzepte zum grundlegenden Verständnis des Problemfeldes
erörtert und definiert. Neben den grundlegenden Begrifflichkeiten von Entschei-
dungsproblemen und Entscheidungsmodellen werden Typen von Entscheidungs-
unterstützungssystemen eingeführt und erläutert. Im weiteren Verlauf werden die
Grundlagen der komponentenbasierten Softwareentwicklung vorgestellt, indem
die einzelnen Phasen des Softwareentwicklungsprozesses und bekannte Prozess-
modelle vorgestellt werden. Außerdem wird auf die Besonderheiten der verteilten
Entwicklung näher eingegangen. Abschließend wird mit den Vorteilen und Her-
ausforderungen der ausgelagerten Softwareentwicklung und existierenden Vor-
gehensweisen zum Auslagern von Entwicklungsaufgaben Basiswissen über das
Outsourcing von Informationssystemen vermittelt.
In Kapitel 3 dieser Arbeit wird die Konzeption eines Entscheidungsmodells zur
Unterstützung der Outsourcingentscheidung in der komponentenbasierten Soft-
wareentwicklung und die Implementierung des Modells als mobile Applikation
beschrieben. In der Konzeptionierung werden die Bestandteile des Entscheidungs-
modells aus der theoretischen Wissensbasis hergeleitet und für die Bewertung von
Softwarekomponenten verwendet. Die anschließende Implementierung eines mo-
bilen Systems zur Entscheidungsunterstützung setzt dieses Modell dann um. Da-
durch wird Entscheidern eine systematische, strukturierte und teilautomatisierte
Möglichkeit zur Bewertung des Outsourcingpotenzials von Softwarekomponenten
eines Projekts gegeben.
Im anschließenden Kapitel 4 wird das neu entwickelte Softwarewerkzeug zur
Entscheidungsunterstützung in einer Expertenbefragung und in einem Studen-
tenexperiment evaluiert. Damit wird überprüft, ob die oben genannten Ziele
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dieser Arbeit zur Verbesserung der Entscheidungsfindung im Outsourcing er-
reicht werden und damit eine nützliche Lösungstechnologie für die praktische
Verwendung vorliegt. Dafür werden zunächst die gängigen Konzepte zur Evalua-
tion innovativer Artefakte bei konstruktionswissenschaftlichen Arbeiten vorge-
stellt. Anschließend wird ein theoretischer Bezugsrahmen hergeleitet, innerhalb
dessen das System zur Entscheidungsunterstützung hinsichtlich seiner Qualität
des Entscheidungsmodells und seiner Qualität der Implementierung sowie hin-
sichtlich der Nutzungsbereitschaft der Anwender evaluiert wird. Die Verwertung
der Ergebnisse wird in eine deskriptive und eine qualitative Analyse aufgeteilt.
Abschließend folgt in Kapitel 5 die Zusammenfassung des theoretischen und prak-
tischen Beitrags dieser Arbeit, die mit einem Ausblick unter Berücksichtigung der
Limitationen abgerundet wird.
2. Theoretische und konzeptionelle Grundlagen
In diesem Kapitel werden die thematischen Grundlagen, deren Kenntnis für das
Verständnis dieser Arbeit erforderlich ist, als Wissensbasis im Sinne der kon-
struktionswissenschaftlichen Forschung aufgezeigt (Hevner et al., 2004). Insge-
samt wird ein Überblick über die beiden zentralen Themen Entscheidungsfindung
mit seinen zugehörigen Unterstützungssystemen sowie Softwareentwicklung mit
Outsourcingbezug gegeben. Neben Begriffsdefinitionen für die Entscheidungsfin-
dung im betrieblichen Kontext, werden im ersten Teil dieses Kapitels auch mobile
Systeme zur Entscheidungsunterstützung und deren Einsatzmöglichkeiten als mo-
derne Informationstechnologie vorgestellt. Für das Verständnis des Zusammen-
hangs zwischen Entscheidungsunterstützungssystemen und Softwareoutsourcing
werden die wesentlichen Elemente der Softwareentwicklung, deren Ablaufreihen-
folge und die einzelnen Auslagerungsmöglichkeiten im Detail erörtert. Am Ende
des Kapitels werden die Grundlagen und bisherigen Forschungsergebnisse der je-
weiligen Themengebiete hinsichtlich ihrer Verwendung für die Entwicklung eines
neuartigen Entscheidungsmodells und einem zugehörigen System zur Entschei-
dungsunterstützung zusammengefasst.
2.1. Grundlagen der Entscheidungsfindung
In dieser Arbeit steht die betriebswirtschaftliche Entscheidungsfindung hinsicht-
lich zu entwickelnder Software im Vordergrund. Deshalb werden zunächst die
Grundlagen von Entscheidungen, mögliche Entscheidungsprobleme in Organisa-
tionen sowie Entscheidungsmodelle und deren Entscheidungslogik vorgestellt, um
damit den Weg zur Entwicklung eines Entscheidungsmodells für das Softwareout-
sourcing zu ebnen.
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2.1.1. Die Entscheidung
Im täglichen operativen Betrieb sowie auf strategischer Ebene von Unternehmen
müssen kontinuierlich Entscheidungen getroffen werden, um den gesetzten Un-
ternehmenszielen schrittweise näher zu kommen. Der strukturelle Aufbau von
Unternehmen wird in erster Linie in hierarchischen Organisationsdiagrammen
dargestellt und kann für sich betrachtet als Prozessmodell für das Treffen von
Entscheidungen angesehen werden (Cyert und March, 1963). Darin werden Au-
toritäten und Verantwortlichkeitsstrukturen aufgezeigt, die als Indikator für Ent-
scheidungswege und Entscheidungsgewalten dienen und so die Organisation in
ihrer Gesamtheit als Entscheidungsfindungsprozess zur Durchführung von Ein-
zelentscheidungen beschreiben.
Unter Einzelentscheidungen versteht man in diesem Kontext die mehr oder
weniger bewusste Auswahl einer oder mehrerer Handlungsalternativen, die im
Geschäftsumfeld auftreten (Keen und Scott Morton, 1978). Im speziellen Fall
dieser Arbeit handelt es sich daher um Einzelentscheidungen, ob eine Software-
komponente selbst erstellt oder ausgelagert werden soll. Dabei bedient man sich
bekannter Entscheidungstheorien, erweitert diese oder erforscht neue. Die theo-
retischen Modelle dienen einerseits der empirischen Erklärung wie die Entschei-
dungsfindung in realen Umgebungen durchgeführt wird und zeigen andererseits
auf, welche Konsequenzen aus den gegebenen Wahloptionen entstehen können.
Die Entscheidungstheorien werden in normative, deskriptive und präskriptive An-
sätze unterschieden.
Normative Entscheidungstheorien stehen für den Auswahlprozess, der aus ei-
ner möglichen Menge von Handlungsalternativen eine vorteilhafte ermittelt. Bei
diesem Vorgang wird unter Berücksichtigung der im Vorfeld festgelegten Zielde-
finitionen eine rationale Vorgehensweise als zweckmäßige Entscheidungsmethode
zugrunde gelegt. Die menschlichen Fähigkeiten des rationalen Handelns der ver-
antwortlichen Akteure bleiben dabei unberücksichtigt (Schneeweiß, 1991; Sieben
und Schildbach, 1994).
Zur Beschreibung und Erklärung der Entscheidungsfindung in realistischen Sze-
narien werden deskriptive Entscheidungstheorien, die auch als empirisch-realis-
tisch bezeichnet werden, verwendet. Zu diesem Zweck werden empirisch validierte
Thesen über das menschliche Entscheidungsverhalten entwickelt, die im Gegen-
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satz zu den Realwissenschaften auf den bei Individuen oder Gruppen gemessenen
Beobachtungen beruhen und dem prognostizierten Entscheidungsverhalten der
Realität widersprechen können (Schneeweiß, 1991; Sieben und Schildbach, 1994).
Die präskriptiven Entscheidungstheorien hingegen integrieren Aspekte der nor-
mativen und deskriptiven Theorien. Hierbei werden beobachtete Entscheidungs-
verhalten mit den normativen Vorgaben situativ in Verbindung gesetzt (Schnee-
weiß, 1991; Sieben und Schildbach, 1994).
Die Erkenntnisse aus den vorgestellten Forschungsfeldern zur Entscheidungsfin-
dung werden in den nachfolgenden Kapiteln unter Berücksichtigung der Problem-
stellung dieser Arbeit weiter vorgestellt. Aus diesem Grund wird zunächst das vor-
herrschende Entscheidungsproblem klassifiziert und anschließend Entscheidungs-
modelle sowie entsprechende Logikansätze aufgeführt, die zur finalen Entschei-
dungsfindung zweckmäßig und vorteilhaft sind.
2.1.2. Entscheidungsprobleme
Die Definition von Entscheidungsproblemen stammt in erster Linie aus der Kom-
plexitätstheorie der Prädikatenlogik und behandelt Fragestellungen mit binärem
Ausgang, sog. „ja/nein“-Fragen. Dabei werden bestimmte Mengen auf Entscheid-
barkeit untersucht, indem überprüft wird, ob für diese ein Entscheidungsverfahren
vorliegt. Sofern dies der Fall ist, gilt eine gegebene Menge als entscheidbar. Liegt
ein solches Verfahren nicht vor, so wird die Menge als unentscheidbar klassifiziert.
Das Verfahren bestimmt in diesem Fall, welche Elemente der Menge mit ja und
welche davon mit nein beantwortet werden (Hilbert und Ackermann, 1928).
Im betriebswirtschaftlichen Umfeld entstehen Entscheidungsprobleme, sobald
Akteure bewusst einen gewünschten Zielzustand erreichen möchten, der sich vom
aktuellen Zustand als vorteilhafter unterscheidet. Dafür muss der Abstand der we-
sentlichen Merkmale, an denen der Zustandsunterschied festgemacht wird, von
den Akteuren minimiert werden (Sanders, 1999). Dieser Unterschied zwischen
zwei Zuständen macht alleine allerdings noch kein Entscheidungsproblem aus.
Ein solches Problem entsteht erst dann, wenn es mehrere Möglichkeiten gibt, die
Diskrepanz zwischen den Zuständen zu verringern. Dadurch entstehen für den
Entscheider mehrere Handlungsalternativen, die zunächst bewertet werden müs-
sen und anschließend sorgfältig gegeneinander abzuwägen sind. Auch wenn auf
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den ersten Blick nur eine Option ersichtlich scheint, ist es Teil der Entscheidungs-
findung, systematisch nach weiteren Handlungsoptionen zu suchen und diese zu
bewerten, um dadurch die Qualität der schließlich selektierten Lösung zu ver-
bessern (Grünig und Kühn, 2005). Die systematische Vorgehensweise wird durch
Entscheidungsmodelle und deren Logiken sichergestellt, welche im nächsten Ka-
pitel vorgestellt werden.
Zur Unterscheidung von Entscheidungsproblemen existieren zahlreiche Krite-
rien mit unterschiedlichen Ausprägungen, die eine Einteilung in unterschiedliche
Typen von Entscheidungsproblemen ermöglichen. Darunter fallen die auszugswei-
se von Grünig und Kühn (2005) abgeleiteten Kriterien sowie ihre Ausprägungen
(im Folgenden Dimensionen genannt):
1. Schwierigkeitsgrad: Handelt es sich um eine einfache oder komplexe Ent-
scheidung?
2. Problemstruktur: Ist das Problem, das zugrunde liegt, gut oder schlecht
strukturiert?
3. Grad der Verknüpfung: Ist das Entscheidungsproblem unabhängig oder ein-
hergehend mit anderen Entscheidungsproblemen?
4. Akteure: Handelt es sich um einen oder mehrere Entscheider, d.h. wird die
Entscheidung in Einzelverantwortung oder im Kollektiv getroffen?
5. Zielgröße: Handelt es sich um ein Ziel oder mehrere Ziele, die erreicht werden
können?
6. Eintrittswahrscheinlichkeit: Wie sicher lassen sich die Konsequenzen der
Entscheidung vorhersagen?
Entlang der erstgenannten Dimension zur Typenunterscheidung von Entschei-
dungsproblemen werden diese in einfache und komplexe Entscheidungsprobleme
(Dimension 1) gegliedert. Die komplexe Version wird nach Grünig und Kühn
(2005) dadurch kenntlich gemacht, dass mindestens zwei oder mehr der nachfol-
genden Bedingungen erfüllt werden. Im Gegensatz dazu spricht man von einem
einfachen Entscheidungsproblem, wenn von den genannten Bedingungen nur eine
erfüllt ist:
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• Durch den Akteur werden mehrere Zielzustände gleichzeitig angestrebt, die
teilweise nicht ausführlich definiert sind oder sich sogar möglicherweise wi-
dersprechen (Morieux, 2011).
• Es existiert eine große Anzahl an Entscheidungsvariablen, die mitunter
selbst eine ebenfalls große Anzahl an möglichen Ausprägungen haben kön-
nen, zur Minimierung des Abstands zwischen der aktuellen Situation und
dem Zielzustand.
• Die zukünftige Entwicklung von mehreren Umgebungsvariablen ist unsicher
oder mit Risiko behaftet und erfordert daher eine Bewertung der Hand-
lungsoptionen hinsichtlich verschiedener Umweltszenarien.
• Dem Akteur steht nur eine begrenzte Anzahl an Entscheidungsmodellen zur
Verfügung oder er hat zu wenig Erfahrung, um seine zum Ziel führenden
Handlungsoptionen zu evaluieren.
Die Klassifizierung in gut und schlecht strukturierte Entscheidungsprobleme
(Dimension 2) wird durch die Genauigkeit zur Beschreibung des Problems festge-
legt (Simon und Newell, 1958, S. 4). Wenn ein Problem derart genau beschrieben
werden kann, dass ein analytisches Entscheidungsverfahren verwendet werden
kann, um seine Lösung zu finden, dann liegt ein gut strukturiertes Entschei-
dungsproblem vor. Andernfalls sind aufwändigere Verfahren zur systematischen
Gliederung und Lösung nicht strukturierter Probleme erforderlich (Grünig und
Kühn, 2005).
Der Grad der Verknüpfung von Entscheidungsproblemen (Dimension 3) unter-
scheidet diese in voneinander unabhängige Probleme oder Entscheidungsproble-
me, die in Abhängigkeit voneinander gelöst werden müssen. In diesem Fall werden
durch die Auswahl einer oder mehrerer Lösungsoptionen weitere Entscheidungen
in der Zukunft erforderlich. Bei der unabhängigen Variante wird schlicht die beste
Lösungsoption ausgewählt (Grünig und Kühn, 2005).
Bezüglich der Akteure (Dimension 4) wird zwischen Individual- und Kollektiv-
entscheidungen unterschieden. Eine Einzelentscheidung schließt zwar eine Betei-
ligung weiterer Personen bei der Problemanalyse und dem Auffinden von Hand-
lungsmöglichkeiten nicht aus, die Entscheidung wird aber vom Einzelnen getrof-
fen. Bei Kollektiventscheidungen muss die finale Lösungsoption von mehreren
präferiert werden (Grünig und Kühn, 2005).
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Die Zielgröße (Dimension 5) von Entscheidungsproblemen ordnet diese nach der
Anzahl der betrachteten Ziele. Sofern dies nur ein Ziel ist oder ein arithmetischer
Zusammenhang zwischen mehreren Zielen besteht, so wird dies ein univalentes
bzw. uni-kriterielles Entscheidungsproblem genannt. Problemstellungen mit meh-
reren Zielsetzungen ohne arithmetischen Zusammenhang werden hingegen als po-
lyvalente bzw. multi-kriterielle Entscheidungsprobleme klassifiziert (Grünig und
Kühn, 2005).
Die Eintrittswahrscheinlichkeit (Dimension 6) der Konsequenzen von Hand-
lungsoptionen können mal besser und mal schlechter vorhergesagt werden. Eine
mit Sicherheit vorhersagbare Konsequenz ist äußerst unwahrscheinlich, würde
aber eine sichere Entscheidung mit sich bringen. Risikobehaftete Folgen von Ent-
scheidungsoptionen sind da häufiger aufzufinden und stellen die Klasse der Ent-
scheidungsfindung unter Risiko dar. Wenn nicht ausreichend Informationen über
die Eintrittswahrscheinlichkeiten von Konsequenzen vorliegen, dann nennt man
dies auch Entscheidungsfindung unter Unsicherheit (Bamberg und Coenenberg,
1996; Grünig und Kühn, 2005).
Wie im Verlauf dieses Kapitels gezeigt wurde, lassen sich Entscheidungspro-
bleme in unterschiedliche Kategorien entlang der aufgezeigten Dimensionen klas-
sifizieren. Das Entscheidungsproblem stellt dabei die Diskrepanz zwischen einem
aktuellen Zustand und einem beabsichtigten Zielzustand dar. Zur Erreichung des
gewünschten Zielzustandes existiert eine Menge an Aktivitäten, die eine Zieler-
reichung auf unterschiedliche Weisen ermöglichen. Entscheidungen können nach
Grünig und Kühn (2005) folgendermaßen getroffen werden:
• Durch intuitive Auswahl einer Lösung;
• Durch routiniertes Auswählen einer Lösung, die einer vorherigen Lösung
ähnlich ist;
• Durch Expertenempfehlung;
• Durch zufälliges Auswählen;
• Auf der Basis eines systematischen und rational verhaltenden Vorgehens.
Für letztere Möglichkeit der Entscheidungsfindung werden systematische Vor-
gehensweisen benötigt, die ein rationales Handeln ermöglichen. Hierfür existieren
Entscheidungsmodelle und zugehörige Logikregeln, die eine Analyse des Problem-
feldes, die Festlegung eines Handlungsraumes, die Auswahl einer bevorzugten
2.1. Grundlagen der Entscheidungsfindung 17
Handlungsalternative und die Durchführung der Entscheidungsfindung ermögli-
chen. Diese Modelle werden im nächsten Kapitel näher erläutert.
2.1.3. Entscheidungsmodelle und deren Logik
Als Entscheidungsmodell wird ein Aussagensystem bezeichnet, das für die Be-
stimmung von Handlungsmaßnahmen geeignet ist. Die Bestimmung von optima-
len Entscheidungen zeichnet solche Modelle aus (Schneeweiß, 1991; Sieben und
Schildbach, 1994). Wesentliche Bestandteile eines Optimierungsmodells, wie es
überwiegend in der Unternehmensforschung verwendet wird, bilden:
• die Entscheidungsvariablen, auf die ein Entscheider Einfluss hat und die es
zu optimieren gilt.
• das Zielsystem, das die Wertigkeit von Lösungen evaluiert und damit die
optimale Entscheidung bestimmt.
• die problemkontextspezifischen Restriktionen, die sich aus dem Umfeld der
Entscheidungssituation ergeben.
• die natürlichen Restriktionen, welche durch die Definition der Entschei-
dungsvariablen vorgegeben sind.
Derartige Entscheidungsmodelle und deren zugehörige Entscheidungslogik eig-
nen sich für eine strukturierte und nachvollziehbare Lösungsfindung unter einer
Vielzahl von Entscheidungsvariablen. Modelle sind in erster Linie eine vereinfach-
te Darstellung komplexer Sachverhalte, um so übersichtlicher oder schneller zu
Erkenntnissen zu gelangen, die in ihrer ursprünglichen komplexen Umgebung nur
schwerlich zu identifizieren wären. Mit Hilfe von Entscheidungsmodellen wird ei-
nerseits der Fokus auf Situationen gelegt, welche die wesentlichen Elemente eines
Problems und deren Verknüpfungen abbilden, und andererseits ein strukturierter
und logischer Entscheidungsweg zur Auflösung der vorherrschenden Konfliktsi-
tuation gegeben (Schneeweiß, 1991; Sieben und Schildbach, 1994).
In der normativen Entscheidungstheorie bezeichnet ein Entscheidungsmodell
den Versuch, eine bestehende Handlungssituation, die als problematisch erachtet
wird, so zu strukturieren, dass sich durch logische Schlussfolgerung die Lösung
des Problems aus einer Anzahl an Handlungsalternativen ableiten lässt (Manz
et al., 1993). In einem Entscheidungsmodell (vgl. Abbildung 2.1) wird zwischen












Abbildung 2.1.: Bestandteile eines Entscheidungsmodells (nach Manz et al., 1993,
S. 9)
zwei wesentlichen Arten von Daten unterschieden. Das Entscheidungsfeld fasst
in diesem Zusammenhang relevante Daten über die Entscheidungssituation der
Akteure zusammen. Im Gegensatz dazu fließen über die Zielfunktion Daten der
Akteure über beabsichtigte Ziele in das Entscheidungsmodell mit ein.
2.1.3.1. Entscheidungsfeld
Das Entscheidungsfeld umfasst den Aktionsraum für mögliche Handlungsalterna-
tiven, den Zustandsraum mit vorherrschenden Umweltzuständen und die Ergeb-
nisfunktion mit möglichen Ergebniswerten. Als Handlungsalternativen bezeichnet
man diejenigen Artefakte, auf deren Anzahl und Zustand der Entscheidungsträger
direkt oder indirekt Einfluss nehmen kann. Unter Berücksichtigung der einzelnen
Umweltzustände liefert die Ergebnisfunktion dann für jede Handlungsoption die
entsprechenden Konsequenzen. Wichtig ist hierbei, dass die Aktionsmöglichkeiten
des Entscheidungsfelds alle möglichen Alternativen zu einer Entscheidungsoption
umfassen, aber gleichzeitig so gestaltet sind, dass nur eine Möglichkeit davon aus-
gewählt werden kann. Die Wahl einer Option muss dementsprechend alle anderen
Lösungsmöglichkeiten ausschließen (Schneeweiß, 1991; Sieben und Schildbach,
1994). Weiterhin gilt für den Zustandsraum, also die Menge möglicher Zustän-
de der Welt, Umwelt, Natur oder Realität, dass dieser in drei unterschiedliche
Situationen zur Bestimmung des Risikos gegliedert ist:
1. Unsicherheits- bzw. Ungewissheitssituation: In diesem Fall wird einer der
bekannten Zustände eintreten.
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2. Risikosituation: In diesem Fall werden die bekannten Wahrscheinlichkeit
mit einer gewissen Wahrscheinlichkeit eintreten, die entweder subjektiv oder
objektiv ermittelt wurde.
3. Sicherheitssituation: In diesem Extremfall ist der eintretende Umweltzu-
stand bereits bekannt.
2.1.3.2. Zielfunktion und Zielsystem
Die Zielfunktion, auch Zielsystem genannt, übernimmt die Aufgabe der logischen
Komponente in Entscheidungsmodellen. Abhängig von den Präferenzrelationen
des Entscheiders hinsichtlich verschiedener Ergebnismerkmale wird mit ihr eine
spezifische Handlungsentscheidung festgelegt, die unmittelbar in eine Aktivität
umgesetzt werden kann. Die Präferenzrelation drückt dabei die subjektiv emp-
fundenen Unterschiede der Wichtigkeit einzelner Entscheidungsmerkmale aus und
ist zusammen mit der Zielgröße ein essentieller Bestandteil der Zielfunktion. Die
Zielgröße gibt an, welche direkten Handlungen aus der Bewertung der einzelnen
Ergebnisaktionen abzuleiten sind (Manz et al., 1993; Schneeweiß, 1991; Sieben
und Schildbach, 1994).
Ein Zielsystem muss in erster Linie vollständig sein, d.h. es müssen sämtliche
Möglichkeiten der Ergebnisfunktion bewertbar und eine eindeutige Wertrangfolge
der Präferenzrelationen festgelegt sein. Weiterhin müssen sämtliche Ziele opera-
tional sein, so dass stets deren Erreichung gemessen und überprüft werden kann.
Schließlich muss ein Zielsystem koordinationsgerecht sein, um es in sachlich oder
zeitlich gruppierte Teilentscheidungen, die isoliert voneinander bewertet werden
können, zerlegen zu können. So wird dem Entscheider ermöglicht, seine persön-
lichen Wertvorstellungen zu den einzelnen Teilbereichen klar zu dokumentieren
und kommunizieren. Die hier beschriebenen Anforderungen an ein Zielsystem
resultieren aus der betriebswirtschaftlichen Entscheidungslehre und sind für die
Entscheidungsfindung essentiell (Manz et al., 1993; Schneeweiß, 1991; Sieben und
Schildbach, 1994).
Um abschließend die Überlegenheit einer Entscheidung gewährleisten zu kön-
nen, ist es erforderlich, dass sich sämtliche Informationen über die Zielerreichung
und Auswahl von Handlungsoptionen verknüpfen lassen. Nur so kann jeder Ak-
tion eine Zahl zugeordnet werden und eine Wertrangfolge aller Alternativen aus
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Sicht des Entscheidungsträgers erreicht werden. Aussagen, welche Aktionen ge-
genüber anderen präferiert werden (sowohl schwach als auch stark) und zwischen
welchen der Entscheider indifferent ist, können damit getätigt werden (Pfohl und
Braun, 1981). Zusätzlich ermöglicht die Nutzenmessung neben der Aktionenbe-
wertung auch die Evaluation der Nutzenstiftung von Ergebnissen:
• Ordinale Nutzenfunktion: Die Reihenfolge der Präferenz von Ergebnissen
ist bestimmbar, nicht aber das Maß ihres Abstands.
• Kardinale Nutzenfunktion: Neben der Reihenfolge der Präferenz von Ergeb-
nissen ist auch ihr Abstandsmaß bestimmbar.
2.1.4. Vorgehensweise zur Entscheidungsfindung
Aus Prozesssicht wird die Entscheidungsfindung, genauer gesagt das Zusammen-
spiel zwischen Entscheidungsmodell und dessen Logik, von dem amerikanischen
Sozialwissenschaftler und Nobelpreisträger Herbert A. Simon zunächst in drei




In der Intelligenzphase geht es in erster Linie um die Identifikation von Proble-
men oder Möglichkeiten. Hierfür sind alle möglichen Methoden zur Gewinnung
relevanter Informationen zugelassen. Neben aktivem Zuhören, der Befragung von
internen und externen Datenbanken und dem Durchführen von Interviews mit
dem relevanten Personenkreis für eine Entscheidung (z.B. Kunden, Lieferanten,
Mitarbeitern etc.) sind Umgebungsanalysen oder die Erarbeitung von Lücken
zwischen einer bestehenden zu einer angestrebten Situation (vgl. SWOT -Analyse
zur Identifikation von Stärken, Schwächen, Möglichkeiten und Risiken) adäquate
Mittel zur Intelligenzbildung (Simon, 1960).
In der Designphase werden Lösungsalternativen hinsichtlich der Entscheidungs-
vorlage erarbeitet. Aus prozessgetriebener Sicht sind hierfür Methoden wie Brain-
storming, Literaturanalyse, Forschungsarbeit oder auch Benchmarkanalysen va-
lide Instrumente der Informationsgewinnung. Zusätzlich ist es in dieser Phase
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erforderlich, die beabsichtigten Ziele der Entscheidung klar zu definieren. Das
Ergebnis dieser Phase beinhaltet damit die Entwicklung und Finalisierung des
Entscheidungsmodells (vgl. Abschnitt 2.1.3).
Die Auswahlphase rundet den Entscheidungsfindungsprozess dahingehend ab,
indem die Logik des Entscheidungsmodells Anwendung findet und damit sämtli-
che Handlungsalternativen hinsichtlich der Zielsetzung gegeneinander abgewogen
werden. Die dominierende Lösung des Entscheidungsproblems gilt dann als das
Resultat der Entscheidungsfindung und findet Anwendung in der praktischen
Ausführung oder Umsetzung.
Der Prozess von Simon (1960) wurde im Laufe der Anwendung um zwei weitere
Phasen, nämlich Implementierung und Überwachung, ergänzt (Simon, 1976). In
diesen beiden Phasen wird die herausgearbeitete Lösungsalternative zunächst in
ein handlungsfähiges Konzept übertragen und schließlich umgesetzt, bevor in der
Überwachungsphase kontinuierlich die angestrebte Zielsetzung erreicht wird (Si-
mon, 1976). Neben den vorgestellten Prozessschritten der Entscheidungsfindung
wurden in der Vergangenheit Bestrebungen zur Erweiterung des Prozessmodells
angestellt. So erwähnen Mintzberg et al. (1976) und Mintzberg (1979) die Au-
torisierungsphase, in der ein ausgewählter Lösungsansatz auf Managementebe-
ne zunächst geprüft wird und erst dann möglicherweise für die Implementierung
freigegeben wird. Derartige Erweiterungen stellen jedoch nur kleine Prozessergän-
zungen dar und minimieren daher nicht die Bedeutung der vorgestellten Phasen
in ihrer Rolle als die wesentlichen Elemente der Entscheidungsfindung.
2.2. Entscheidungsunterstützungssysteme
Informationssysteme zur Unterstützung von semi-strukturierten Entscheidungen
und Problemlösungen werden Entscheidungsunterstützungssysteme (EUS) ge-
nannt (Keen und Scott Morton, 1978; Power, 2008; Shim et al., 2002). Sie haben
sich aus den Teildisziplinen der organisatorischen Entscheidungsfindung und der
Informatik herausgebildet, um strukturierte, halb strukturierte oder unstruktu-
rierte Probleme von Managementaktivitäten, wie beispielsweise strategische Pla-
nung, Steuerung des Managements oder die operative Steuerung, zu bearbeiten
(Gorry und Scott Morton, 1971; Simon, 1960). Die theoretischen Organisations-
studien wurden zwischen 1955 und 1965 am Carnegie Institute of Technology
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durchgeführt. Die technologischen Studien hingegen wurden hauptsächlich im
Bereich der interaktiven Computersysteme am Massachusetts Institute of Tech-
nology um 1960 erforscht. Das Konzept der EUS ging dann in der Mitte der
Siebzigerjahre als eigenes Forschungsgebiet aus diesen beiden Forschungsrichtun-
gen hervor (Keen und Scott Morton, 1978). Mitte der Achtzigerjahre entstanden
aus den Einzellösungen an EUS die Führungsinformationssysteme sowie grup-
penbasierte und organisatorische EUS. Mit Beginn der Neunzigerjahre kamen
dann zusätzliche Systeme wie Datenlager oder direkt auswertbare Prozesssyste-
me hinzu, welche in den letzten Jahren durch webbasierte Analysesysteme ergänzt
wurden (Power, 2008).
Grundlegende Definitionen für EUS unterscheiden sich zunächst hinsichtlich
der jeweiligen Begrifflichkeiten. So ist es nach Keen und Scott Morton (1978)
unmöglich, von EUS zu sprechen, da bei diesem Begriff drei weitgehend unter-
schiedliche Verwendungen von Aufwand zu betrachten sind: Entscheidungen ste-
hen in diesem Zusammenhang für die nicht technischen aber funktionalen und
analytischen Aspekte der EUS sowie für die Auswahlkriterien von Handlungsal-
ternativen. Unterstützung bezieht sich hierbei auf die Implementierung und das
Verständnis dafür, wie Menschen handeln und wie diese dabei unterstützt werden
können. Systeme meinen in diesem Zusammenhang, die Fähigkeiten von Design,
Implementierung und Technologie maximal auszuschöpfen (Keen und Scott Mor-
ton, 1978).
Eine weitere Definition von Sprague (1980) klassifiziert EUS nach ihren Ei-
genschaften: Mit derartigen Systemen werden in erster Linie wenig strukturierte
und unspezifizierte Probleme höherer Managementebenen adressiert. Die EUS
kombinieren die Verwendung von Entscheidungsmodellen und Analysetechniken
mit traditionellen Funktionen des Datenzugriffs und -abrufs. Dabei wird beson-
ders Wert auf die Einfachheit der interaktiven Nutzung, auch für Computerlaien,
gelegt. Zusätzlich zeichnen sich solche Systeme durch ihre Flexibilität bei der
Anpassung an sich schnell verändernde Umgebungsvariablen sowie Änderungen
am Entscheidungsansatz der Anwenders aus (Sprague, 1980; Turban, 1990). Sie
werden weiterhin mit einer verbesserten Darstellung und Verarbeitung von Infor-
mationen in Verbindung gebracht, so dass die Entscheidungsfindung produktiver,
agiler, innovativer und seriöser bzw. objektiver abläuft (Burstein und Holsapple,
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Abbildung 2.2.: Entscheidungsprozess von EUS nach Shim et al. (2002)
lieferung von Informationssystemen, welche von menschlichen Akteuren dazu be-
nutzt werden, bessere Entscheidungen zu treffen. Genauer gesagt verhelfen EUS
den Anwendern zur optimierten Entscheidungsfindung (Arnott und Pervan, 2008;
Shim et al., 2002).
Sämtliche Umsetzungen von EUS umfassen neben dem Aufspüren von Pro-
blemen, der Erarbeitung von Entscheidungsalternativen und der Analyse bzw.
Auswahl einer geeigneten Lösung schließlich auch deren Implementierung (vgl.
Abbildung 2.2). Dafür gliedern Shim et al. (2002) EUS in drei Kernkomponen-
ten:
1. Datenbankverwaltung mit Zugang zu internen und externen Daten sowie
codiertem Wissen;
2. Umfangreiche Modellierungsfunktion und Verwaltung der Modelle;
3. Einfache, aber ausgereifte Anwenderschnittstelle für interaktive Abfrage-
möglichkeiten, Berichte und grafische Auswertungen.
Als besondere Herausforderung für EUS gilt es, die unstrukturierte Daten-
grundlage für ein Computersystem verwendbar und analysierbar zu machen, um
sowohl die Effizienz, mit der die Anwender eine Entscheidung treffen, als auch
die Effektivität dieser Entscheidungen zu steigern (Shim et al., 2002). Dadurch
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lassen sich spezifische Entscheidungsprobleme im Unternehmenskontext gezielt
aufbereiten und schneller entscheiden (Gorry und Scott Morton, 1971).
Die kontinuierliche Weiterentwicklung von Computersystemen hinsichtlich ih-
rer Leistungsfähigkeit, ihrer Vernetzung, den optimierten Eingabemöglichkeiten
und ihrer Bauweise hat dazu beigetragen, dass diese sich immer besser für EUS
eignen. Mit gesteigerten Rechenkapazitäten können schnellere und umfangreiche-
re Lösungsmöglichkeiten angeboten werden. Neue Interaktionsmöglichkeiten mit
dem Anwender liefern weiterhin effektivere Bedienmasken zur schnelleren Be-
arbeitung von Entscheidungsproblemen. Zusätzlich ermöglicht das Internet und
die kabellose Vernetzung von Computern den unbeschränkten Zugang zu Ana-
lysetools für Entscheider. Die ortsunabhängige Abarbeitung von Aufgaben trägt
dabei zur schnelleren Entscheidungsfindung bei (Earle und Keen, 2000).
Weiterentwicklungen von klassischen EUS sind gruppenbasierte Entscheidungs-
systeme, die durch die starke Vernetzung über das Internet und die Bildung virtu-
eller Teams entstanden sind. Durch diese Form der Entscheidungsunterstützung
werden hilfreiche Techniken, wie z.B. gemeinsames Brainstorming oder kollabo-
rative Ideenbewertung ermöglicht, die zur Entscheidungsfindung in der Gruppe
beitragen. Eine besondere Form dieser Systeme, die aber nur einer kleinen Perso-
nengruppe im Unternehmen zur Verfügung steht, sind Führungsinformationssys-
teme, welche unter Einwirkung von Techniken der künstlichen Intelligenz besseren
Entscheidungssupport für die Unternehmenslenker bereitstellen (Bonczek et al.,
1981; Courtney und Paradice, 1993).
2.2.1. Typen von Entscheidungsunterstützungssystemen
Die Vielfalt an Definitionen für EUS deutet darauf hin, dass es unterschiedli-
che Taxonomien zur Einordnung dieser Systeme gibt. So können EUS z.B. hin-
sichtlich ihres Anwendungsbereichs (Power, 1997), ihrer Nutzer (Hättenschwiler,
2001) oder ihres Unterstützungsgrads (Power, 2002) klassifiziert werden. Auf der
Anwenderebene wird zwischen aktiven, passiven und kooperativen EUS unter-
schieden (Hättenschwiler, 2001).
Die passive Form ist ein System, das den Prozess der Entscheidungsfindung un-
terstützt, aber keine expliziten Lösungsvorschläge hervorbringt. Das aktive Sys-
tem hingegen schlägt spezifische Lösungsmöglichkeiten für das Entscheidungs-
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problem vor. Kooperative Systeme hingegen erlauben die Interaktion mit dem
Anwender, der zusätzliche Veränderungen an einer vorgeschlagenen Lösung vor-
nehmen kann und diese anschließend zur Validierung wieder an das System zu-
rückgibt. Dies wird iteriert bis eine konsolidierte Lösung vorliegt.
Auf der Anwendungsebene wird zwischen unternehmensweiten EUS und Ein-
zelplatzlösungen unterschieden. Im Gegensatz zur Einzellösung, die unabhängig
vom Firmennetzwerk auf dem eigenen Computer eines Managers gespeichert und
genutzt werden kann, greifen unternehmensweite Lösungen auf sämtliche Daten-
banken der Firmensysteme zurück, um eine Vielzahl von Informationen in die
Entscheidungsfindung mit einfließen zu lassen (Power, 1997).
Hinsichtlich ihres Unterstützungsgrads wird zwischen kommunikations-, da-
ten-, dokumenten-, wissens- und modellzentrischen EUS unterschieden (Power,
2002). Für die Entscheidungsunterstützung im Outsourcingkontext werden gut
vernetzte EUS benötigt, um die Vielzahl an relevanten Informationen aus Syste-
men und von Wissensträgern beschaffen und in die Entscheidung mit einfließen
lassen zu können. Daher werden nun diejenigen Typen von EUS näher erläutert,
die charakteristisch für die Vernetzung von Systemen sind und Kollaboration
zwischen Entscheidungsbeteiligten ermöglichen.
2.2.1.1. Datenzentrische Entscheidungsunterstützung
Bei der datenzentrischen Entscheidungsunterstützung steht die Analyse und Ver-
arbeitung von großen Datenmengen zur Problem- und Entscheidungsfindung im
Vordergrund. Dabei werden Schlüsseltechnologien wie analytische Datenverarbei-
tung (Online Analytical Processing –OLAP) oder Datenlager (Data Warehouses),
Mustererkennungsverfahren (Data Mining) und vernetzte EUS eingesetzt, auf die
im weiteren Verlauf kurz eingegangen wird.
Datenlager basieren auf verfügbarer Datenbanktechnologie und vereinigen re-
levante Transaktionsdaten aus operativen Systemen eines Unternehmens in einer
zentralen Datenbank für Managemententscheidungen. Dabei werden nicht die
gesamten Daten aus den operativen Bereichen kopiert, sondern die vorhandenen
Daten themenbezogen (Produkt, Lieferant, Kunde usw.) in der Managementda-
tenbank abgelegt, so dass diese integriert betrachtet und damit einheitlich über
die Systeme hinweg nachvollzogen werden können (Totok, 2001). Der zentrale
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Datenspeicher ist nicht volatil und versieht alle Einträge mit einem Zeitstem-
pel, so dass eine zeitlich differenzierte Analyse der Datensätze möglich ist (vgl.
Abbildung 2.3).
Als Auswertungsverfahren für die großen eingelagerten Datenmengen kann
OLAP, ein Analyseverfahren zur subjektiven Auswertung zeitlich geordneter Da-
ten aus Datenlagern, in Betracht gezogen werden. Das analytische Onlineverfah-
ren wird auf leistungsfähigen Servern bereitgestellt und profitiert nicht nur von
Leistung besonders performanter Computersysteme, sondern glänzt auch durch
einen schnellen, konsistenten und interaktiven Zugang zu großen Datenbergen.
Dies wird durch eine mehrdimensionale Sicht auf im Vorfeld definierte Daten-
punkte garantiert (Inmon, 2005).
Die zunehmende Digitalisierung von Unternehmen und deren starke Vernet-
zung durch das Internet lassen die zu analysierenden Datenmengen überpropor-
tional anwachsen. Um dieser Entwicklung gerecht zu werden, werden Verfahren
aus dem Data Mining angewendet, die Methoden der künstlichen Intelligenz mit
statistischen Werkzeugen verknüpfen. Hierbei wird mit intelligenten Algorithmen
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versucht, Muster zur Entscheidungsunterstützung in Echtzeit aus Datenströmen
herauszulesen und die Datenflut bereits bei der Entstehung zu filtern (Shaw et al.,
2001).
Die vernetzten EUS sind entwickelt worden, um die technischen Barrieren zur
Bereitstellung von entscheidungsrelevanten Informationen für Manager und Ent-
scheider in verteilten Lokationen zu überwinden. Der besondere Vorteil liegt in
der Möglichkeit, Manager eines Unternehmens in einem eigenen Intranet un-
abhängig von ihrem Aufenthaltsort mit Entscheidungsinformationen in Echtzeit
auszustatten (Shim et al., 2002).
2.2.1.2. Kollaborative Entscheidungssysteme
Die Entscheidungsfindung in Unternehmen findet nicht nur durch Einzelpersonen
statt, sondern vermehrt durch Gruppenentscheidungen, die von selbstregulieren-
den und eigenständig arbeitenden Teams als Konsens getroffen werden (Eisenführ
et al., 2010). Dies trifft besonders bei Aufgaben der Softwareentwicklung zu, da
hier in gegenseitiger Zusammenarbeit im Team an einem gemeinsamen Ziel mit
vorgegebenen Methoden gearbeitet wird. Dabei sind die Ziele der Individuen nicht
einheitlich, aber überlappen zu einem bestimmten Grad. Aus diesem Grund ist
es für das Treffen von Entscheidungen in der Gruppe erforderlich, dass die in-
dividuellen Ziele koordiniert und harmonisiert werden, um so die gemeinsamen
Aufgaben erledigen zu können (DeSanctis und Gallup, 1987; Malone und Crow-
ston, 1994).
Die geografische Streuung von Teams und deren Teammitgliedern macht die
Verwendung von computergestützten Kollaborationssystemen notwendig, um ei-
nen gemeinsamen Konsens bei Entscheidungen eines Teams zu ermöglichen. Hier-
für bedient man sich Informationssystemen zur synchronen (kurz und unstruk-
turiert) und asynchronen (ausführlicher und strukturiert) Kommunikation, die
ebenfalls bei der verteilten Softwareentwicklung zum Einsatz kommen (vgl. Ka-
pitel 2.3.4). Die so erzielte Steigerung der Kommunikation innerhalb der Gruppe
führt damit zu einer besseren Effektivität bei der gruppenbasierten Entschei-
dungsfindung (Warkentin et al., 1997).
Zur verbesserten Entscheidungsunterstützung virtueller Teams müssen daher
Kollaborationssysteme eingesetzt werden, die eine optimale Kommunikations-
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struktur zwischen den Teammitgliedern erzeugen, so dass persönliche Abstim-
mungen durch intermediäre computergestützte Kommunikationstools ersetzt wer-
den. Durch sie werden akzeptable und zufriedenstellende Kommunikationswege
für Gruppen geschaffen, die einerseits ihr Aufgabenfeld (wie Softwareentwick-
lung) optimal abdecken und andererseits eine solide Grundlage für das kollabora-
tive Treffen von Entscheidungen bieten (Walther und Burgoon, 1992; Warkentin
et al., 1997; Zack, 1993).
2.2.1.3. Entscheidungsunterstützung für das Outsourcing
Zur Entscheidungsunterstützung beim IT-Outsourcing bedient man sich Metho-
den, die teilweise in Informationssystemen umgesetzt sind. Da Outsourcingent-
scheidungen nicht nur auf einem Auswahlkriterium beruhen, werden hierfür Mehr-
zielentscheidungsmodelle (als konkrete Instanz der in Kapitel 2.1.3 eingeführten
Entscheidungsmodelle) angewendet. Dabei unterscheidet man zwischen multi-
kriteriellen Entscheidungsmodellen (MADM - Multi Attribute Decision Making)
und multiobjektiven Entscheidungsmodellen bei unterschiedlichen Zielsystemen
(MODM - Multi Objective Decision Making). MADM dienen zur Auswahl einer
bestimmten Handlungsoption durch Bewertung mehrerer im Vorfeld gegebener
Kriterien, während MODM zur Berechnung einer bevorzugten Handlungsopti-
on aus einem Lösungsraum unbekannter Größe herangezogen werden (Figueira
et al., 2005a).
Multiobjektive Verfahren Im Vergleich zu den auf Attributen basierenden
Entscheidungsmodellen gibt es bei den multiobjektiven Verfahren keine finale
Menge an Handlungsalternativen für die gegebene Problemstellung. Aus diesem
Grund werden mathematische Verfahren benötigt, um sich mögliche und opti-
male Handlungsalternativen berechnen zu können. Für jede dieser Alternativen
wird der Grad berechnet, inwieweit die Lösung die Anforderungen an eine Hand-
lungsalternative abdeckt. Die Alternative mit dem höchsten Zufriedenheitsgrad
gilt schließlich als zu wählende Handlungsalternative (Jahn, 2004). Da im Falle
der komponentenbasierten Outsourcingentscheidung die Handlungsalternativen
(endliche Menge an Softwarekomponenten, die jeweils entweder selbst entwickelt
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oder ausgelagert werden) bereits im Vorfeld bekannt sind, wird auf dieses Ent-
scheidungsverfahren nicht weiter eingegangen.
Multikriterielle Verfahren Bei den multikriteriellen Entscheidungsverfahren
werden mehrere Eigenschaften, die auf die Entscheidung einwirken, in Betracht
gezogen. Dabei können die Eigenschaften sogar teilweise im Widerspruch zu-
einander stehen, charakterisieren aber dennoch die möglichen Alternativen des
Entscheidungsproblems. Daher werden bei MADM die Alternativen hinsichtlich
ihrer Wichtigkeit sortiert und weniger priorisierte Lösungsmöglichkeiten elimi-
niert. Der Entscheider selbst übernimmt hierbei die Aufgabe des Bewerters von
subjektiven Eigenschaften und von Gewichtungen für die Sortierung (Chen et al.,
1992; Zangemeister, 1976).
Bekannte Verfahren der multikriteriellen Entscheidungsfindung lassen sich be-
züglich der Art bekannter Informationen über das Entscheidungsproblem klas-
sifizieren. So wird zwischen Methoden differenziert, bei denen Details über die
möglichen Lösungsalternativen oder über die Attribute für die Entscheidungsfin-
dung bekannt sind. Die Einzigartigkeit von Outsourcingproblemen in Software-
entwicklungsprojekten macht eine Einschätzung und den Vergleich von Lösungs-
alternativen unmöglich, da der Erfolg der Alternativen erst im Nachgang an das
Projekt bewertet werden kann. Daher werden Verfahren eingesetzt, bei denen die
ordinalen Präferenzen der Attribute von Entscheidern vorliegen oder bei denen
über kardinale Informationen Präferenzen berechnet werden können. In Tabel-
le 2.1 werden die für Outsourcingentscheidungen verwendeten multikriteriellen
Verfahren, gruppiert nach der Informationsqualität ihrer Attribute, aufgezeigt.
Tabelle 2.1.: Methoden der multikriteriellen Entscheidungsverfahren
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Aspektweise Eliminierung Die aspektweise Eliminierung von Handlungsalterna-
tiven kombiniert die lexikografische Methode mit verbindenden Entschei-
dungsregeln. Dabei werden die Alternativen einerseits wie bei der lexiko-
grafischen Methode entsprechend der wichtigsten Attribute sortiert, aber
andererseits auch mit den Alternativen vermischt, die gewisse Mindestan-
forderungen erfüllen (Kahraman, 2008; Ranyard, 1976; Tversky, 1972).
Entscheidungsbaum Diese Methode ermöglicht das Aufteilen eines komplexen
Systems in eine Vielzahl einfacherer Teilprobleme. Sie wird besonders bei
Expertensystemen und neuronalen Netzen verwendet. Die ebenfalls visuelle
Methode startet mit einem Wurzelknoten und dem ersten Entscheidungs-
kriterium (vgl. Abbildung 2.4). Anhand spezifischer Bedingungen gelangt
man zum nächsten Entscheidungsknoten, bis man schließlich am Ende ei-
nes Astes angekommen ist, welches die Handlungsalternative repräsentiert
(Dietterich, 2000; Eisenführ et al., 2010; Huysmans et al., 2011; Lee, 2010).
Entscheidungsmatrix/-tabelle Hierbei werden die Handlungsalternativen basie-
rend auf der gewichteten Bewertung von outsourcingrelevanten Attributen
miteinander verglichen. Die visuelle Methode hilft dabei, die Handlungsal-
ternative mit der besten Bewertung zu identifizieren (Eisenführ et al., 2010;
Mullur et al., 2003; Ranyard et al., 1997).
Lexikografische Methode Bei dieser Methode werden zunächst die Attribute
hinsichtlich ihrer Wichtigkeit sortiert, bevor ihre Handlungsalternativen
verglichen werden. Ein Vergleich der möglichen Alternativen findet zunächst
auf Basis des wichtigsten Attributs statt. Sofern hier mehrere Alternativen
gleich gut abschneiden, wird das zweitwichtigste Attribut zum Vergleich der
übriggebliebenen Alternativen herangezogen. Dies wird so oft wiederholt,
bis nur eine Alternative übrig bleibt (Blume et al., 1991; Fishburn, 1974,
1980; Kohli und Jedidi, 2007; Svenson, 1979; Tversky, 1969).
Analytischer Hierarchieprozess (AHP) Die strukturierte Entscheidungsmetho-
de basiert auf paarweisen Vergleichen von Handlungsalternativen und liefert
eine sortierte Liste hinsichtlich ihrer Eignung für das Entscheidungspro-
blem. Dabei werden die Alternativen hinsichtlich ihrer Attribute paarweise
eingeschätzt (Saaty, 1986, 2003, 2005; Wind und Saaty, 1980).
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ELECTRE Diese Methode belegt Handlungsalternativen mit zwei Werten, einen
für die Übereinstimmung (Konkordanz) und einen weiteren für die Gegen-
seitigkeit (Diskordanz), beim paarweisen Vergleich. Es wird schließlich die
Handlungsalternative ausgewählt, deren Werte im Grenzbereich für Kon-
kordanz und Diskordanz liegen (Figueira et al., 2005b). Sie ist aus dem
Französischen „ELimination Et Choix Traduisant la REalité“ abgeleitet.
PROMETHEE Mit der Methode PROMETHEE, die ihren Namen aus dem Eng-
lischen „Preference Ranking Organization METHod for Enrichment of
Evaluations“ ableitet, werden klare mathematische Regeln für den paar-
weisen Vergleich von Alternativen verwendet. Eine saubere Berechnung der
besten Alternative wird damit gewährleistet und als Vorteil gegenüber den
anderen Methoden angeführt (Brans und Vincke, 1985; Brans et al., 1986).
SMART Dies ist eine einfache multikriterielle Entscheidungsmethode für Ent-
scheidungen unter Risiko. Hierbei werden Kompromisse bei mehreren At-
tributen, die sich in ihrer Gewichtung nur wenig unterscheiden, abgewo-
gen. Zusätzliche Entscheidungsregeln erlauben eine wertbasierte Einschät-
zung von Attributen, wenn eine Sortierung sonst nicht möglich ist (Ed-
wards, 1977; Edwards und Barron, 1994). Der Name leitet sich aus eng-
lischen Adjektiven zur Beschreibung von Unternehmenszielen ab: „Smart,
Measurable, Assignable, Realistic, Time-related“.
Alle vorgestellten Verfahren haben haben die Gemeinsamkeit, dass für alle
Handlungsalternativen Nutzwerte berechnet werden. Sie bauen damit auf der
Nutzwertanalyse (Zangemeister, 1976) auf und ermöglichen ein Ranking der sub-
jektiven Güte von Lösungen. Bei den ordinalen Verfahren oder dem analytischen
Hierarchieprozess sind dem Entscheider die Attribute und deren Gewichtungen
bestens bekannt. Er kann so die Handlungsalternativen entsprechend dieser Kri-
terien bewerten. Bei den verbleibenden kardinalen Methoden sind dem Entschei-
der die Charakteristiken nicht zu Beginn des Entscheidungsprozesses offensicht-
lich, daher werden Handlungsalternativen sukzessive ausgeschlossen (Brans et al.,
1986).



































































































































































Abbildung 2.4.: Beispiel eines Entscheidungsbaums
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2.2.2. Mobile Entscheidungsunterstützungssysteme
Die Auswahl und Einbeziehung multipler Entscheidungskriterien zeichnen EUS
aus und verhelfen zu optimalen Entscheidungen im Unternehmenskontext (vgl.
Kapitel 2.2). Neben der Berücksichtigung mehrerer Entscheidungsträger im Lö-
sungsprozess werden auch zahlreiche Informationen über die Rahmenbedingungen
des Problems mit einbezogen, die meist durch Informationssysteme verarbeitet
und bereitgestellt werden. Informationen lassen sich durch mobile Technologi-
en heutzutage von nahezu überall abrufen, verarbeiten und bereitstellen (Pérez
et al., 2010). Die Vorteile einer derartigen Technologie liegen auf der Hand: Mit
mobilen Endgeräten ist die Informationsbereitstellung überall und jederzeit mög-
lich, so dass Entscheidungen unabhängig von Ort und Zeit informiert oder sogar
getroffen werden können. Gruppenentscheidungen werden erleichtert, weil sich
die Konsensfindung zwischen den Beteiligten durch den schnelleren Austausch
über mobile Geräte vereinfacht. Insgesamt wird dadurch der Entscheidungspro-
zess beschleunigt, weil kontinuierlich die aktuellsten Informationen vorliegen und
untereinander ausgetauscht werden (Pérez et al., 2010; Shim et al., 2002).
Für die Verwendbarkeit von mobilen Endgeräten im Zusammenhang mit EUS
werden im Verlauf dieses Kapitels zunächst die Eigenschaften mobiler Techno-
logien vorgestellt, bevor die Unterschiede mobiler Endgeräte und deren Einsatz-
möglichkeiten näher erläutert werden. Abschließend werden deren Tauglichkeit
und Einsatzgebiete für die Entscheidungsunterstützung näher erläutert.
2.2.2.1. Endgeräte für den mobilen Einsatz
Obwohl mobile Endgeräte heutzutage zahlreich in privaten und geschäftlichen
Umfeld in Verwendung sind, gibt es keine eindeutige Definition für mobile Tech-
nologien. Dennoch wird darunter weitläufig der Einsatz von Endgeräten verstan-
den, die auf mobile Dienste zugreifen (Tarasewich et al., 2002, S. 42). Darunter
fallen Endgeräte wie Laptops, Personal Digital Assistants (PDAs), Smartphones,
Tablets sowie Mobilfunkgeräte (Gorlenko und Merrick, 2003). Deren zentrale Un-
terscheidungsmerkmale, die sie auch von anderen Computersystemen abgrenzen,
lassen sich in den nachfolgenden sechs Kategorien zusammenfassen.
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Performanz Mobile Endgeräte besitzen im Vergleich zu schwer tragbaren sta-
tionären Geräten nur begrenzte Hardwareressourcen und eine geringere Leis-
tungsfähigkeit. Aufgrund ihrer kompakten Bauweise sowie der eingeschränkten
Batteriekapazität, müssen Einschränkungen bei der Performanz hinsichtlich der
Rechen- und Speicherkapazität hingenommen werden (Adipat und Zhang, 2005;
Satyanarayanan, 1996).
Dateneingabe Durch das Aussehen und die Bauweise von mobilen Endgerä-
ten wird nicht nur die Leistung derartiger Geräte eingeschränkt, sondern auch
die Möglichkeit der Dateneingabe. Auf dem geringen verfügbaren Platz kann kei-
ne Tastatur in Standardformat untergebracht werden, die sonst als gewohntes
Eingabegerät bei Computern zur Verfügung steht. Trotz intelligenter Lösungsan-
sätze, wie beispielsweise virtuelle Tastaturen, Autokorrektur und automatische
Textergänzungen, Spracheingabe oder Gesten, gestaltet sich die Dateneingabe
bei längeren Texten dennoch schwierig. Eingaben sind daher nur langsam und
fehlerbehaftet im Vergleich zur gewohnten Dateneingabe am Computer möglich.
Gleichzeitig stellt der Kontext, in dem mobile Technologien verwendet werden, ei-
ne weitere Herausforderung bei der Dateneingabe dar. So interagieren die Nutzer
mit den Geräten meist beim Gehen oder mit nur einer Hand (Adipat und Zhang,
2005). Neue Entwicklungen wie berührungsempfindliche Anzeigen (Touchscreens)
offenbaren zusätzliche und bessere Möglichkeiten zur Interaktion. Der Anwender
kann direkt mit der Eingabeschnittstelle interagieren. Die Anwendungen müssen
dafür jedoch auf die neuen Eingabemöglichkeiten ausgerichtet sein, um den Ein-
gabeaufwand des Anwenders auf ein Minimum zu reduzieren und gleichzeitig die
Nutzungsgeschwindigkeit zu maximieren (Balagtas-Fernandez et al., 2009).
Konnektivität Mobile Endgeräte sind in erster Linie in ihrer Funktionswei-
se abhängig von Mobilfunknetzwerken, die als Verbindungsträger zur vernetzten
Welt dienen. Trotz ständiger Weiterentwicklung der drahtlosen Kommunikati-
onsnetze, sind schlechte Verbindungen zum Netzwerk für mobile Endgeräte keine
Seltenheit. Für eine gute Anwenderzufriedenheit müssen daher die Latenzzeiten,
die Bandbreite des Netzwerks sowie die Zuverlässigkeit bei der Kommunikation
beachtet werden (Adipat und Zhang, 2005; Satyanarayanan, 1996).
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Mobilität Wie der Name bereits vermuten lässt, stellt die Eignung zur porta-
blen Nutzung eine wichtige Eigenschaft mobiler Endgeräte dar. Um dies zu ge-
währleisten, müssen mobile Geräte leicht sein, eine zufriedenstellende Batterieka-
pazität aufweisen und somit ein komfortables Nutzungserlebnis erzeugen (Abra-
hamsson et al., 2004; Satyanarayanan, 1996). Die Mobilitätseigenschaft wirkt sich
allerdings negativ auf die Performanz aus, so dass ein leistungsfähiges mobiles
Endgerät nur eine geringe Laufzeit pro Akkuladung besitzt oder ein höheres Ge-
wicht infolge einer größeren Batterie zur Konsequenz hat. Mobilität hat nicht nur
direkte Auswirkungen auf die anderen Eigenschaften mobiler Endgeräte, sondern
stellt auch Anforderungen an das Umfeld des Nutzers. Die stark verbreitete Nut-
zung dieser Geräte macht es daher erforderlich, Störfaktoren wie blitzende oder
blinkende Lichter sowie ständige Geräusche und Töne, die das Gerät von sich
gibt, zu vermeiden und diese nur mit Bedacht einzusetzen (Adipat und Zhang,
2005). Weiterhin stellt die kompakte Bauweise eine Herausforderung an den Dieb-
stahlschutz und somit an die Datensicherheit dar, was besonders beim Einsatz
im geschäftlichen Umfeld als kritisch zu bewerten ist (Satyanarayanan, 1996).
Kontexterkennung Der Einsatz zahlreicher Sensoren in mobilen Endgeräten
ermöglicht die Bereitstellung und Verwendung von kontextsensitiven Daten in
Echtzeit. Diese Daten können für Applikationen, die auf dem Endgerät bereitge-
stellt werden, verwendet werden. Sie reduzieren und erleichtern damit den Ein-
gabeaufwand des Anwenders, wenn Kontextdaten (z.B. Aufenthaltsort) benötigt
werden. Zusätzlich zu den Kontextdaten der Umwelt nehmen Kontextdaten des
Anwenders eine wichtige Rolle bei der Kontexterkennung ein. Die meist eindeutige
Zuordnung eines mobilen Endgeräts zu einer Person erlaubt es daher, Kontextda-
ten zur Nutzungsdauer von Applikationen sowie dem Nutzerverhalten allgemein
zu erheben und diese kontextspezifisch auszuwerten (Butter, 2009; Hofer et al.,
2003).
Benutzerschnittstelle Die Darstellung von Inhalten und Interaktion mit dem
Nutzer geschieht über einen Bildschirm, der bei mobilen Endgeräten aufgrund ih-
rer Bauweise (vgl. Abbildung 2.5) in der Größe beschränkt ist (Hofer et al., 2003).
Bei Smartphones beträgt die Bildschirmdiagonale zwischen drei und fünf Zoll (ca.
7,6 - 12,7 cm) und bei Tablets zwischen zwischen sieben und elf Zoll (ca. 17,7 -
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Mobiltelefon Smartphone Tablet Laptop 
Abbildung 2.5.: Bauweise mobiler Endgeräte
28 cm). Dies hat zur Konsequenz, dass die Endgeräte mit unterschiedlichen Bild-
schirmauflösungen betrieben werden. Dadurch steht zur Anzeige und Interaktion
nur begrenzt Platz zur Verfügung, der je nach Gerätetyp sogar variieren kann
(Adipat und Zhang, 2005).
2.2.2.2. Unterschiede zwischen mobilen Endgeräten
Als Konsequenz des Fortschritts im Bereich der mobilen Technologien haben sich
die Fähigkeiten von Smartphones und Tablets in den letzten Jahren enorm er-
weitert. Diese Endgeräte sind mittlerweile in der Lage, immer mehr Funktionen,
die zuvor nur auf stationären Computern oder Laptops verfügbar waren, be-
reitzustellen. Zusätzlich kombinieren sie die klassischen Telefonfunktionen eines
Mobilfunkgerätes mit einer intuitiven Bedienung (Goetz et al., 2012). Obwohl
Laptops für den mobilen Einsatz konzipiert wurden, gelingt es ihnen nicht den
Grad an Mobilität aufzuweisen, wie das bei Tablets und Smartphones der Fall
ist, welche wesentlich kleiner, handlicher und ständig betriebsbereit sind. Den-
noch sind die klassischen Mobiltelefone Spitzenreiter in dieser Kategorie, da sie
mit kompakter Bauweise und langer Batteriedauer die Kriterien der Mobilität am
besten abdecken. Bei der Performanz verhält es sich genau umgekehrt, da Lap-
tops bedingt durch ihre Bauart mehr Speicher und Rechenkapazität bereitstellen
können als Smartphones und Tablets und letztere wiederum mehr als Mobiltele-
fone. Das gleiche Bild zeichnet sich auch bei den Kategorien Dateneingabe und
Displaygröße ab. Hier wirkt sich die immer kompaktere Bauweise aus. Je kleiner
die Geräte werden, umso weniger Platz ist für Prozessoren, Bildschirme und Ein-
gabegeräte. Hinsichtlich der Konnektivität sind die Mobiltelefone, Smartphones
und Tablets den Laptops deutlich überlegen. Einerseits bieten sie mehrere Ver-
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bindungsmöglichkeiten zu kabellosen Netzwerken (WLAN und Mobilfunknetze)
und andererseits sind sie ununterbrochen angeschaltet und mit dem Datennetz-
werk verbunden. Ein Laptop hingegen trennt sich vom Netzwerk, wenn er in den
Ruhemodus geschaltet wird. In der Kategorie Kontexterkennung sind die Smart-
phones und Tablets führend, da sie mit ihren zahlreich eingebauten Sensoren am
besten Kontextinformationen bereitstellen können und gegenüber Mobiltelefonen
aufgrund ihrer besseren Performanz überlegen sind (Székely et al., 2013; Wich
und Kramer, 2015).
Zusammenfassend kann festgehalten werden, dass sich die neuste Generation
mobiler Endgeräte (Smartphones und Tablets) besonders bei der Kontexterken-
nung von Laptops oder Mobiltelefonen unterscheidet, während ihre Funktiona-
litäten in den anderen Kategorien oftmals ähnlich sind. Besondere Stärken der
Kontexterkennung sowie die überdurchschnittlichen Eigenschaften in den restli-
chen Kategorien können Smartphones und Tablets bei der Benutzerfreundlichkeit
ihrer Anwendungen ausspielen. Daher wird bereits beim Entwicklungsprozess von
Anwendungen für diese mobilen Geräte verstärkt auf das Nutzererlebnis geachtet
(Wich und Kramer, 2015).
2.2.2.3. Mobile Geschäftsanwendungen
In den beiden vorherigen Unterkapiteln wurden die Eigenschaften mobiler End-
geräte und die Unterschiede der neusten Generation zu Laptops oder Mobilte-
lefonen erörtert. In diesem Unterkapitel hingegen wird nun der Fokus auf die
Software, insbesondere Geschäftsanwendungen, gelegt, welche für die Nutzung
mit Smartphones oder Tablets bestimmt ist. Hierfür wird zunächst ihr Einsatz-
kontext erläutert.
Mobiler Geschäftsverkehr (Mobile Business) ist in der Literatur nicht eindeu-
tig definiert, dennoch werden geschäftliche Interaktionen anhand spezieller Eigen-
schaften als solcher klassifiziert. Zu dieser Kategorie von Geschäften zählen daher
die Dienstleistungen, die einerseits überall verfügbar sind wo ein Anwender Zu-
griff auf sein mobiles Endgerät hat. Andererseits müssen die angebotenen Dienste
Geschäftsprozesse abbilden, an denen alle Marktteilnehmer (Kunden, Unterneh-
men, Regierungen) beteiligt sein können (Königstorfer, 2008).
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Mobile Geschäftsanwendungen nehmen im Kontext des mobilen Geschäftsver-
kehrs eine besondere Rolle ein, da diese erst den Zugriff auf mobile Dienste er-
möglichen. Mobile Geschäftsanwendungen zeichnen sich durch zahlreiche Cha-
rakteristiken aus, die in die nachfolgenden Kategorien gruppiert werden können
(Wich und Kramer, 2015).
Ubiquität. Die mittlerweile allgegenwärtige Verbreitung von mobilen Endge-
räten sorgt dafür, dass mobile Geschäftsanwendungen omnipräsent und nutzbar
sind. Der Zugang zu geschäftlichen Informationen und die Kommunikation mit
bereitgestellten Diensten ist damit in Echtzeit und unabhängig vom Aufenthalts-
ort möglich (Alahuhta et al., 2005; Xiaojun et al., 2004).
Erreichbarkeit. Ein Anwender ist immer erreichbar unabhängig von Ort und
Zeit. Der Nutzer hat jedoch die Möglichkeit, die Erreichbarkeit abhängig von
Personen oder Uhrzeiten zu definieren (Alahuhta et al., 2005; Nah et al., 2005;
Xiaojun et al., 2004).
Komfort. Die Fähigkeit von mobilen Endgeräten Daten zu speichern, erlauben
es, diese Daten auch überall und jederzeit abzurufen. Somit wird ein bequemer
und einfacher Zugang zu mobilen Geschäftsanwendungen ermöglicht (Xiaojun
et al., 2004).
Personalisierung. Üblicherweise wird ein mobiles Endgerät von einer einzigen
Person genutzt. Daher zeichnen sich mobile Geschäftsanwendungen durch einen
hohen Grad an Personalisierungsmöglichkeiten aus. Dadurch wird die Interaktion
des Nutzers mit der Anwendung erleichtert, weil er sich gewünschte Ansichten
selbst konfigurieren und beibehalten oder auch persönliche Daten für den Zugang
langfristig speichern kann (Alahuhta et al., 2005; Xiaojun et al., 2004).
Integration. Die Anbindung mobiler Geschäftsanwendungen an die Kommu-
nikationsstruktur oder die externen Dienste eines Unternehmens schafft zusätz-
lichen Wert für den Anwender und damit auch für das Unternehmen (Nah et al.,
2005).
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Sicherheit. Die kompakte Bauweise und der mobile Charakter tragen zu ei-
nem großen Verlustrisiko sowie einer erhöhten Diebstahlgefahr von Smartphones
und Tablets bei. Aus diesem Grund benötigen mobile Anwendungen effektive
Schutzmechanismen beim Umgang mit sensiblen Daten, vor allem aber mit sensi-
blen Unternehmensdaten (Verclas und Linnhoff-Popien, 2012). Gleichzeitig bieten
mobile Technologien aber auch eine Verbesserung der Sicherheit von Unterneh-
mensanwendungen durch neue Authentifizierungsmöglichkeiten für den Anwender
(Alahuhta et al., 2005). So können mobile Endgeräte für ein doppelt gesichertes
Authentifizierungssystem bei Geldautomaten eingesetzt werden, welches die Ve-
rifizierung des berechtigten Nutzers sicherstellen soll (Aloul et al., 2009).
Zusammenfassend können mobile Geschäftsanwendungen anhand der vorge-
stellten Merkmale, welche neben den Eigenschaften mobiler Technologien die Be-
sonderheiten des geschäftlichen Umfelds beinhalten, identifiziert werden. Diese
Merkmale gelten nicht speziell als Restriktionen für den mobilen Geschäftsver-
kehr, sondern sie bieten gleichzeitig neue Möglichkeiten, wenn sie sorgsam und
vorteilhaft angewendet werden (Alahuhta et al., 2005).
2.2.2.4. Einsatz mobiler Entscheidungsunterstützungssysteme
Die besonderen Eigenschaften von mobilen Geräten und Applikationen erlauben
eine zeitliche und örtliche Ungebundenheit der Akteure, die in die Entscheidungs-
findung involviert sind (vgl. Kapitel 2.2.2.3 und 2.2.2.1). Parallelen zu dieser
Vorgehensweise können aus der global verteilten Softwareentwicklung (GVSE)
abgeleitet werden, welche maßgeblich durch zielgerichtete Informationskoordina-
tion geprägt ist (Herbsleb, 2007), die auch beim Treffen von datenzentrischen
Einzel- oder Gruppenentscheidungen erforderlich ist.
Die GVSE ist eine Entwicklungsmethode, die sich mit der zunehmend besse-
ren Bereitstellung von Infrastruktur auf weltweiter Ebene, besonders aber in den
Entwicklungs- und Schwellenländern, stark verbreitet hat. Dadurch lassen sich
wesentlich mehr Ressourcen in den Entwicklungsprozess einbinden und gleich-
zeitig eine höhere Geschwindigkeit für die Produkterstellung erzielen (vgl. Kapi-
tel 2.3.4). Als die wichtigsten Erfolgsfaktoren für ein derartiges Vorgehen nennt
Herbsleb (2007) die folgenden:
• Verwendung verfügbarer Ressourcen unabhängig von ihrem Aufenthaltsort
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• Angemessener Einsatz von Praktiken und Technologie für die Koordination
der Aufgaben zwischen den Arbeitsstätten
• Schaffung eines gemeinsamen Verständnis für die Anforderungen
• Effizientes Änderungsmanagement
Diese Erfolgsfaktoren lassen sich direkt mit EUS in ihrer jeweiligen Ausprä-
gung in Verbindung bringen. So fließen in Entscheidungen je nach Situation und
Zielsetzung sowohl unterschiedliche Meinungen der beteiligten Akteure als auch
Informationen aus verschiedenen Quellen mit ein. Da sich bei Datenquellen noch
mit höherer Wahrscheinlichkeit ein Ursprungsort festlegen lässt, so können die
Aufenthaltsorte des Entscheiders sowie der einbezogenen Personen grundsätzlich
variieren. Oftmals sind Entscheidungsträger gleichzeitig auch Führungspersonen
im Unternehmen, deren Alltag von zahlreichen Meetings an unterschiedlichen
Lokationen geprägt ist. Mobile Endgeräte eignen sich wegen ihrer hohen Rechen-
leistung und ihrer zuverlässigen Konnektivität besonders gut, um Anwendungen
zur Entscheidungsunterstützung zu betreiben, und zwar unabhängig vom Auf-
enthaltsort (vgl. Kapitel 2.2.2.1).
Der angemessene Einsatz von Praktiken und Technologie zur Informationskoor-
dination bei der GVSE (Vlaar et al., 2008) trifft ebenfalls gänzlich für den Prozess
der Entscheidungsfindung zu. So erlauben es die Vorteile von mobilen Geschäfts-
anwendungen, dass diese durch ihre Personalsierungsmöglichkeit eine Umgebung
für den Entscheider schaffen, in der die für ihn wichtigen Informationen auf einen
Blick verfügbar und verständlich aufbereitet sind. Dadurch wird den Anwen-
dern eine schnellere Entscheidungsfindung ermöglicht. Die Integrationsmöglich-
keiten mobiler Geschäftsanwendungen in bestehende Systemlandschaften sorgen
dafür, dass notwendige Informationen nicht erst mühselig über die erschwerten
Eingabemöglichkeiten mobiler Endgeräte gesucht werden müssen, sondern die-
se Informationen nahtlos aus bestehenden Unternehmenssystemen in die mobile
Anwendung integriert werden können.
Die unbegrenzte zeitliche und örtliche Erreichbarkeit durch mobile Geschäfts-
anwendungen erlaubt schließlich auch die Schaffung eines gemeinsamen Verständ-
nisses des Entscheidungsproblems. Dies kann dadurch herbeigeführt werden, dass
ein einfacher Austausch zwischen den Entscheidungsträgern in der mobilen An-
wendung etabliert wird. Damit lassen sich Nachfragen und Meinungen direkt
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anzeigen und gegenseitig beantworten. Mit dieser Funktionalität lässt sich auch
das effiziente Änderungsmanagement für die Entscheidungsfindung aus der GVSE
übertragen. Der schnelle Informationsaustausch lässt sich somit auch für die un-
mittelbare Benachrichtigung von Änderungen in der Datenbasis nutzen, sofern
die Informationen relevant für die zu treffende Entscheidung sind.
Bislang gibt es allerdings nur wenige Studien, die sich mit der Verwendung
von mobilen Technologien für die Entscheidungsunterstützung befassen und von
den beschriebenen Vorteilen Gebrauch machen. Dennoch werden mobile EUS als
die nächste Entwicklungsstufe in diesem Bereich erwartet (Shim et al., 2002).
Bisherige Arbeiten führen bereits folgende zentrale Eigenschaften von mobilen
Endgeräten als entscheidende Vorteile gegenüber etablierten EUS an:
• Verbesserte Leistungsfähigkeit mobiler Endgeräte (Heijden, 2006; Kwon
et al., 2005),
• weit verbreitete Akzeptanz und Verwendung durch Verbraucher (Heijden,
2006; Pérez et al., 2010) sowie
• verbesserter Informationszugang (Heijden, 2006; Kwon et al., 2005; Pérez
et al., 2010).
Um diesen eingeschränkten Wissensfundus der mobilen EUS zu erweitern, soll
diese Arbeit dazu beitragen, ein mobiles EUS zu entwerfen, umzusetzen und des-
sen Nützlichkeit und Nutzbarkeit zu bewerten. Dabei wird ein besonderer Fokus
auf die Möglichkeiten mobiler Endgeräte und Anwendungen gelegt, wie diese ge-
winnbringend in Systemen zur Entscheidungsunterstützung im Softwareoutsour-
cing eingesetzt werden können.
2.3. Komponentenbasierte Entwicklung von
Anwendungssoftware
In diesem Unterkapitel werden die Grundlagen der Softwareentwicklung für An-
wendungssoftware bis hin zur komponentenbasierten Vorgehensweise vorgestellt.
Nach einer grundlegenden Einführung in das Thema selbst, werden aktuelle Ent-
wicklungsmethoden und Tools für die global verteilte Softwareentwicklung, deren
komponentenbasierte Ausrichtung sowie deren Besonderheiten beim Outsourcing
erörtert.
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2.3.1. Grundlagen der Softwareentwicklung
Unter dem Begriff der Softwareentwicklung (SE) fasst man den systematischen
Ansatz zur Entwicklung, zum Betrieb und zur Pflege von Software zusammen
(Sommerville, 2007). Dabei lassen sich die verwendeten Vorgehensweisen mit der
Konstruktion und Entwicklung von Gebäuden in der Architektur oder von Fahr-
zeugen im Ingenieurswesen vergleichen (Marciniak, 2002). Der Begriff umfasst da-
her neben der eigentlichen Tätigkeit, nämlich der Programmierung von Software-
code, auch sämtliche begleitenden Prozesse der Softwareproduktion, beginnend
mit der Systemspezifikation bis hin zur Pflege und Wartung eines Systems im
Betrieb (Sommerville, 2007). Damit wird zusammenfassend der Softwareentwick-
lungsprozess und die zugehörigen Methoden zur Herstellung eines gewünschten
Softwareprodukts beschrieben.
Ein Softwareprodukt ist die Kopie einer Software, welche die gewünschten An-
forderungen eines Kunden erfüllt, kundenseitig installierbar und mit geringem
Pflegeaufwand ausführbar ist (Balzert, 2009; Dumke, 2003; Heinrich et al., 2004).
Alternativ kann ein Softwareprodukt auch als Dienstleistung über das Internet
bereitgestellt werden (Choudhary, 2007; Lizhe et al., 2008; Stuckenberg et al.,
2014; Xin und Levina, 2008). Ein Softwareprodukt besteht aus einer zugehö-
rigen Anleitung, einer Demoversion, einer Installationsroutine, dem eigentlichen
Programmcode sowie aus einer ausführlichen Entwicklungsdokumentation (Dum-
ke, 2003). Wenn das Produkt als Dienstleistung angeboten wird, dann reduziert
sich der Umfang auf die Softwaredokumentation, eine Testversion sowie die Be-
reitstellung eines Zugangs zur Benutzung der Software als Dienstleistung. Der
Programmcode selbst und die Entwicklungsdokumentation verbleiben beim Her-
steller, der über die vereinbarte Nutzungsdauer ein Dienstleistungsverhältnis mit
dem Kunden eingeht (Choudhary, 2007; Stuckenberg, 2014).
Zur Erstellung der Software, egal ob als Endprodukt oder als Produkt für den
Dienstleistungsbezug, orientieren sich die Hersteller am Softwarelebenszyklus, der
die grundlegenden Phasen und Aktivitäten zur Durchführung des Entwicklungs-
prozesses beschreibt. Dieser wird im nachfolgenden Unterkapitel beschrieben.
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2.3.2. Der Softwarelebenszyklus
Für die im Rahmen der Softwareentwicklung stattfinde Erstellung eines Software-
produkts hat man sich auf die Definition von Phasen und zugehörigen Aktivitä-
ten festgelegt, die in ihrer Gesamtheit den Softwarelebenszyklus eines Produkts
beschreiben. Für die ingenieurmäßige Entwicklung von Software ist es daher er-
forderlich, dass all diese Phasen entsprechend des gewählten Prozessmodells (vgl.
Kapitel 2.3.3) durchlaufen werden und parallel dazu das Lebenszyklusmodell si-
cherstellt, dass die jeweiligen Aktivitäten auch phasenübergreifend koordiniert
werden (Schwaber et al., 2006). Die unterschiedlichen Stufen des Lebenszyklus,
die im weiteren Verlauf des Unterkapitels näher erläutert werden, werden von
Sommerville (2007) unterteilt in:
• Anforderungserhebung und -analyse,
• Design des Softwaresystems,
• Implementierung und Komponententests,
• Integrationstests,
• Betrieb und Wartung.
2.3.2.1. Anforderungserhebung und -analyse
Bei der Anforderungserhebung wird zunächst das Problemfeld des Kunden ana-
lysiert bevor anknüpfend daran seine Anforderungen an ein zu entwickelndes
Softwaresystem aufgenommen werden. Es wird dabei zwischen funktionalen An-
forderungen, Anforderungen an die Performanz, Akzeptanzkriterien, Anforderun-
gen an die Dokumentation sowie Sicherheitsaspekten unterschieden (Kotonya und
Sommerville, 2004; Pfleeger, 2001). Für die nachfolgenden Softwareentwicklungs-
phasen ist es notwendig, eine Trennung zwischen funktionalen und nicht funktio-
nalen Anforderungen vorzunehmen, um die Architektur des neuen Softwaresys-
tems entsprechend entwerfen zu können. Funktionale Anforderungen stellen da-
bei die Vorschriften für ein System dar, wie es eingegebene Daten verarbeiten soll
oder wie es auf die Interaktion mit dem Anwender reagieren soll (Rupp, 2009).
Im Gegensatz dazu werden durch nicht funktionale Anforderungen die Bedin-
gungen definiert, die von außen auf das zu entwickelnde System einwirken, wie
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z.B. einzuhaltende Standards, vorgeschriebene Entwicklungsprozesse oder auch
Schnittstellen zu anderen Systemen (Rupp, 2009).
Zu dieser Phase zählt ebenfalls der Prozess zur Erhebung von Anforderungen
beim Kunden. Hierbei werden systematisch alle Anforderungen an das neue Soft-
waresystem eingesammelt, um sich damit als Hersteller Einblicke in das Problem-
feld des Kunden zu verschaffen und um herauszufinden, welche Funktionen die
Softwarelösung schließlich für die unterschiedlichen Nutzergruppen beherrschen
muss (Pan und Flynn, 2003; Robertson und Robertson, 2006; Sommerville, 2007).
Für die Erhebung selbst werden neben Fragenkatalogen und Interviews mit den
Kunden zusätzliche Methoden verwendet, um die Schwierigkeiten der Kommuni-
kation zwischen Experten der Geschäftsdomäne und technisch versierten System-
experten (unterschiedliche Fachtermini, technisch unrealistische Anforderungen
usw.) zu überwinden und dadurch einen klar formulierten Anforderungskatalog
zu erhalten (Robertson und Robertson, 2006; Rupp, 2009; Versteegen, 2004).
Bei der Analyse von Anforderungen stehen die Klassifizierung (funktional oder
nicht funktional) sowie das Priorisieren von Anforderungen im Fokus (Rupp,
2009). Die Aktivität der Analyse ist allerdings eng mit der Erhebung verzahnt,
um die oben genannten auftretenden Schwierigkeiten bei der Ermittlung besten-
falls zu beseitigen. Dadurch ist ein iteratives Vorgehen zwischen den Aktivitäten
der Identifikation, Klassifizierung, Priorisierung und Dokumentation notwendig
(Sommerville, 2007). Aktuelle ganzheitliche Ansätze zur Erhebung und Definition
von Anforderungen greifen dieses Vorgehen auf und verknüpfen es mit analyti-
schen Verfahren zur Bewertung und damit zur Prisorisierung von Anforderungen
(Karlsson et al., 1998; Saaty und Vargas, 2001). Dabei wird in unterschiedlichen
Methoden der Nutzen einer Anforderung dem Aufwand für die Umsetzung ge-
genübergestellt und von den unterschiedlichen Interessengruppen bewertet, bis
schließlich eine vollständige Liste der umzusetzenden Anforderungen ermittelt
werden kann (Geisser, 2008; Karlsson und Ryan, 1997; Ruhe et al., 2002).
2.3.2.2. Design des Softwaresystems
Zur Designphase einer Softwarelösung gehören die Modellierung der im Vorfeld
aufgenommenen Anforderungen und der Entwurf der Systemarchitektur für die
nachfolgende Implementierung (Booch et al., 2007; Sommerville, 2007).
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Das Modellieren bei der Softwareentwicklung kennzeichnet die strukturelle,
operative sowie formlose Transformation von Anforderungen in eine geeigne-
te Interpretation der zukünftigen Softwarelösung, damit sie gleichermaßen von
Kunden und Entwicklern verstanden werden kann (Boehm, 1999). Dabei werden
die in natürlicher Sprache verfassten Anforderungen in unterschiedliche grafische
Modelle übertragen, die beispielsweise das Interaktionsverhalten der Software, die
Datenflüsse, die Zustände des Systems usw. darstellen, um damit die unterschied-
lichen Perspektiven auf ein Softwaresystem (externe Sicht, strukturelle Sicht oder
die Verhaltensperspektive) zu bedienen. Hierfür bedient man sich bei der objekt-
orientierten Softwareentwicklung sowohl der Objektmodelle (Booch et al., 2007;
Lahres und Rayman, 2009) zur Abbildung und Interpretation realer Objekte und
deren Interaktionsverhalten als auch der Datenmodelle (Atkinson et al., 1983;
Chen, 1976) zur Repräsentation der Datenhaltung in Softwarelösungen.
Das Design der Systemarchitektur findet auf Basis der zwischen Kunde und
Entwickler abgestimmten Modelle statt. Dabei wird die abstrakt definierte Lö-
sung des komplexen Systems in unterschiedliche Teilsysteme sowie in ein Kern-
system, das die Teilsysteme integriert, zerlegt (Dumke, 2003). Entsprechend der
gestellten Anforderungen werden einzelne Komponenten in den Subsystemen ent-
wickelt, welche die zuvor abgestimmten Objekt- und Datenmodelle umsetzen
(Bass et al., 2003). Dadurch haben die Entwickler die Möglichkeit, die zentra-
len Abstraktionen mit dem Kunden frühzeitig abzustimmen und bei Bedarf zu
korrigieren, ohne dabei ins Detail des komplexen Systems gehen zu müssen (Hof-
meister et al., 2000). Die Analyse des abstrakten Systems ermöglicht es ebenfalls,
die Umsetzung systemkritischer Anforderungen zu gewährleisten (Bosch, 2000).
Das Ziel dieser Phase ist die Erstellung einer formalen Spezifikation für die
erwartete Softwarelösung, welche mit entsprechenden Hilfsprogrammen bereits in
dieser frühen Phase in beispielhaften Softwarecode überführt werden kann, um
damit frühzeitig systemische Fehler zu erkennen und auszubessern (Hall, 1990;
Sommerville, 2007).
Zur grafischen Repräsentation der Anforderungen in unterschiedlichen Mo-
dellen, die zur gemeinsamen Abstimmung verwendet werden, bedient man sich
Softwaretools für den Entwurf der Diagramme. Diese unterstützenden Program-
me werden CASE-Tools (Computer-Aided Software Engineering Tools) genannt
(Dumke, 2003). Sie unterstützen die Arbeit der Softwarefirma insbesondere in der
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Designphase, um Diagramme zu entwerfen, die standardisierten Regeln entspre-
chen und damit die Kommunikation zwischen Systemarchitekten, Entwicklern
und Kunden erleichtern und gleichermaßen ermöglichen. Die CASE-Tools orien-
tieren sich daher überwiegend an der Unified Modeling Language1 (UML), einer
vereinheitlichten Modellierungssprache zur Darstellung von Objekt-, Kommuni-
kations- und Datenmodellen im Softwareentwicklungsprozess (Jacobson et al.,
2003).
2.3.2.3. Implementierung und Komponententests
In dieser Phase werden die definierten abstrakten Modelle und Komponenten des
Systems von Softwareentwicklern in spezifischen Softwarecode umgesetzt. Die
Softwarelösung wird in diesem Schritt real entwickelt. Anschließend werden die
implementierten Codefragmente hinsichtlich ihrer Funktionalität geprüft und fi-
nalisiert (Dumke, 2003).
Bei der Entwicklung unterscheidet man zwischen vier unterschiedlichen aber
kombinierbaren Möglichkeiten:
• Der Entwickler schreibt und bearbeitet Softwarecode in einer bestimmten
Programmiersprache im dazugehörigen Editor und hält sich bei der Imple-
mentierung einer Funktion an die entsprechende Syntax.
• Softwarecode wird automatisch durch ein CASE-Tool erzeugt, das abhän-
gig von der Granularität der vorher definierten abstrakten Modelle bereits
Codefragmente generieren kann. Diese dienen dann als Einstiegspunkt für
den Entwickler, der den Code weiterentwickeln und verfeinern kann.
• Bereits vorher verwendete Codeschnipsel, welche die erforderliche Funktio-
nalität abbilden, werden als Implementierung herangezogen und angepasst.
• Bereits entwickelter Softwarecode kann direkt wiederverwendet werden, um
die gleiche Funktionalität wie in einem anderen Projekt abzudecken.
Die konkreten Aufgaben für einen Softwareentwickler hängen in dieser Pha-
se besonders vom gewählten Prozessmodell ab, welche im nächsten Unterkapitel
1 http://www.omg.org/spec/UML/2.2/ (abgerufen am 31.10.2014)
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beschrieben werden. Die Kernaufgabe besteht aber darin, die abstrakt definier-
ten Komponenten Schritt für Schritt in eine Softwarelösung umzusetzen. Jeder
Entwickler ist dabei dafür verantwortlich, seine fertiggestellten Komponenten auf
die gewünschte Funktionalität zu überprüfen und bei Änderungen sicherzustel-
len, dass die Funktionsweise nicht beeinträchtigt wurde (Dumke, 2003; Heinrich
et al., 2011, 2004; Pomberger und Pree, 2004; Sommerville, 2007).
Der hierbei entwickelte Code wird üblicherweise fortlaufend in zentralen Code-
verwaltungssystemen abgelegt und in seinen verschiedenen Versionierungsstufen
gespeichert. Dadurch wird allen Entwicklern der Zugriff auf eine gemeinsame
Codebasis ermöglicht, deren Aufgabe es ist, einen ordnungsgemäßen Zusammen-
hang der eigenen Codefragmente im Verbund mit anderen Komponenten sicher-
zustellen (Loelinger und McCullough, 2012).
2.3.2.4. Integrationstests
Im Rahmen von Integrationstests muss die entwickelte Software schließlich ganz-
heitlich auf eigene Fehler der Funktionalität und Integrität getestet werden. Hier-
für werden Testfälle definiert, die im neu entwickelten System teilweise durch
Testpersonen oder automatisiert durchgespielt werden. Die Resultate und Ver-
haltensweisen der neu entwickelten Software werden anschließend mit den defi-
nierten Akzeptanzkriterien abgeglichen und auf Fehler überprüft. Erst dann wird
das Produkt für den Einsatz in der gewünschten Umgebung freigegeben (Som-
merville, 2007).
Auch für diese Phase des Entwicklungsprozesses gibt es unterstützende Pro-
gramme, die eine kontinuierliche Integration von neuem Softwarecode in die ge-
wünschte Zielumgebung sicherstellen. Solche Programme laden automatisch den
letzten Stand aus dem Codeverwaltungssystem, erstellen daraus das funktions-
fähige Softwareprodukt und lassen automatisiert alle zuvor definierten Tests ab-
laufen. Dieser periodisch stattfindende Vorgang soll die Entdeckung von Fehlern
verbessern und (bei täglicher Durchführung) hohe Nachbesserungskosten vermei-
den (Duvall et al., 2007).
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2.3.2.5. Betrieb und Wartung
In dieser Phase des Softwarelebenszyklus befindet sich das Softwareprodukt im
produktiven Einsatz beim Kunden und wird für die angeforderten Anwendungs-
zwecke eingesetzt. Hierfür müssen die designierten Anwender, je nach Komplexi-
tät der Software, zunächst geschult werden, bevor sie mit dem Produkt arbeiten
können. Zusätzlich können beim produktiven Einsatz Fehler auftauchen, die in
keinem der Tests zuvor entdeckt wurden. Diese werden dann dem Entwicklungs-
team zur Korrektur zurückgespielt (Dumke, 2003).
Zur Wartung eines Systems gehören neben der Gewährleistung eines fehlerfrei-
en Betriebs der Software auch das Sammeln von Änderungsanforderungen an das
Produktivsystem. Hierbei wird zwischen kritischen Systemreparaturen oder Er-
weiterungen der Funktionalität unterschieden. Bei kritischen Reparaturen sollte
das Entwicklungsteam unmittelbar aktiv werden, wohingegen bei Funktionserwei-
terungen ein neuer Softwareentwicklungslebenszyklus beginnen kann (Heinrich
et al., 2011; Pomberger und Pree, 2004; Sommerville, 2007).
Die kombinierte Anwendung der in diesem Unterkapitel vorgestellten Phasen
und Aktivitäten wird durch Prozessmodelle zur systematischen Entwicklung von
Software definiert. Vielfach verwendete Prozessmodelle werden daher im nachfol-
genden Unterkapitel vorgestellt und ihre jeweiligen Ablaufweisen beschrieben.
2.3.3. Prozessmodelle der Softwareentwicklung
Im Softwareentwicklungsprozess ist die Durchführung zahlreicher Aktivitäten aus
dem Softwarelebenszyklus erforderlich (vgl. Kapitel 2.3.2), um ein Softwarepro-
dukt von der initialen Idee bis zu einem auslieferbaren und nutzbaren Programm
zu entwickeln, oder bestehende Produkte zu modifizieren bzw. zu erweitern. Zur
Erreichung dieser Ziele werden Prozessmodelle als abstrakte Anleitungen zum
Vorgehen angewandt, welche die Phasen des Softwarelebenszyklus planmäßig an-
einanderreihen (Sommerville, 2007). Abhängig von den etablierten Standards ei-
ner Softwareentwicklungsfirma, den vertraglichen Vereinbarungen zwischen Her-
steller und Kunde oder den Selbstbestimmungsmöglichkeiten von Entwicklungs-
teams werden entweder langfristig bewährte (auch als schwerfällig bezeichnete)
Prozessmodelle wie das Wasserfallmodell und Abwandlungen davon oder moder-











Abbildung 2.6.: Wasserfallmodell, abgeleitet von Royce (1970)
ne leichtgewichtige Modelle wie die Entwicklungsmethode Scrum eingesetzt (Lee
und Xia, 2010).
2.3.3.1. Wasserfallmodell
Das Wasserfallmodell ist das am weitesten verbreitete Entwicklungsmodell der
Softwareentwicklung, da es bereits seit vielen Jahren von kleinen und großen
Softwarefirmen für die Entwicklung favorisiert wird. Es sieht die serielle Abfolge
der Phasen aus dem Softwarelebenszyklus wie in Abbildung 2.6 vor. Dabei wird
jede Phase einmalig durchlaufen und liefert nach Abschluss aller zugehörigen Ak-
tivitäten eine Zusammenstellung von Dokumenten oder Daten, welche als Start-
bedingung für die nachfolgende Phase benötigt werden. Bei dieser Vorgehenswei-
se werden Fehler in der Entwicklung per Definition erst spät in der Testphase
entdeckt und sind daher meist kostspielig. Dennoch ist das Entwicklungsmodell
ausgiebig erprobt und gut dokumentiert und daher auch weit verbreitet (Royce,
1970; Sommerville, 2007).
Zur Ausbesserung der Schwachstellen einer späten Fehlererkennung wurde das
V-Modell XT (vgl. Abbildung 2.7) als Abwandlung des Wasserfallmodells defi-
niert. Dieses Prozessmodell beinhaltet zahlreiche Feedbackschleifen zu vorherigen


















































Abbildung 2.7.: V-Modell XT2
Phasen und sieht einen iterativen Verlauf des Softwarelebenszyklus vor. Seine Be-
kanntheit, besonders in Deutschland, verdankt das Modell der deutschen Bundes-
regierung, welche das Prozessmodell für staatliche Softwareentwicklungsprojekte
verpflichtend vorschreibt (Friedrich et al., 2008).
2.3.3.2. Komponentenbasierte Entwicklung
Die Wiederverwendung von mehrmals erforderlicher Funktionalität in verschie-
denen Softwareprojekten führte zum komponentenbasierten Entwicklungsmodell.
Dabei wird ein Gesamtsystem in einzelne Komponenten zerlegt, so dass diese in
sich abgeschlossen sind, sich aber durch klar definierte Schnittstellen in weite-
ren Softwareprojekten wiederverwenden lassen. Somit lassen sich Komponenten
auch an andere Hersteller verkaufen. Umgekehrt können selbst benötigte Kom-
ponenten vom externen Markt bezogen werden (Booch et al., 2007; Sommerville,
2007).
Hieraus entwickelte sich das standardisierte Prozessmodell der Firma Rational
mit dem Namen Rational Unified Process (RUP). Der RUP legt besonderen Wert
auf Visualisierung der komplexen Zusammenhänge von Systemen zur erleichter-
ten Kommunikation zwischen den Beteiligten. Besonders in der Designphase ist
daher die Verwendung von UML-Diagrammen vorgeschrieben (Jacobson et al.,
2 Vorlage von http://www.infforum.de/themen/anwendungsentwicklung/se-v-modell.htm (ab-
gerufen am 01.12.2014)
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2003). Mit dem RUP wird ein multiperspektivischer Ansatz verfolgt, der in einer
dynamischen Perspektive die iterativen Ansätze bereits etablierter Prozessmo-
delle forciert, in einer statischen Perspektive die Durchführung der festgelegten
Aktivitäten des Softwarelebenszyklus erfordert und in einer praktischen Perspek-
tive Hilfestellungen zur vollständigen Umsetzung eines Softwareprojekts gibt (Ja-
cobson et al., 2003). Die Besonderheit dieses Prozessmodells ist die gezielte Ver-
wendung objektorientierter Modelle und Programmiersprachen zur Umsetzung
der komponentenbasierten Softwareentwicklung (Heinrich et al., 2011; Kruchten,
2000).
2.3.3.3. Agile Prozessmodelle
Die Anwendung agiler Prinzipien in der Softwareentwicklung hat zur Entwick-
lung neuer Prozessmodelle geführt, die hinsichtlich ihrer Eigenschaften allgemein
als leichtgewichtig anerkannt sind. Das Ziel agiler Prozessmodelle ist die schnel-
le und kundenorientierte Entwicklung von Softwarelösungen ohne dabei präzise
die bis ins Detail definierten Prozessphasen des Softwarelebenszyklus zu durch-
laufen. Der Grundgedanke der agilen Modelle ist daher an der Entwicklungs-
technik Extremprogrammierung (Extreme Programming) orientiert, welche die
Bereitstellung von funktionierenden Softwarelösungen den bürokratischen Pro-
zessen wie dem akribischen Design der Gesamtarchitektur oder dem Schreiben
von Dokumentationen vorzieht (Beck, 1999). Dabei liegen den agilen Modellen
die Prinzipien des agilen Manifests3 zugrunde, die in Tabelle 2.2 aufgelistet sind.
Eine konkrete Umsetzung des agilen Prozessmodells ist die Entwicklungsme-
thode Scrum. Die leichtgewichtige Entwicklungsmethode wurde aus der Produkt-
entwicklung übernommen und für die Softwareentwicklung angepasst (Takeu-
chi und Nonaka, 1986). Hierbei steht die Entwicklung der persönlichen Reife
von Entwicklern und Kunden hinsichtlich des angeforderten Softwaresystems im
Mittelpunkt der Vorgehensweise. Die kontinuierliche Verbesserung pro Entwick-
lungszyklus garantiert optimale Ablaufprozesse und schließlich bessere Qualität
der entwickelten Software mit minimalem Ressourcenaufwand. Um dies zu errei-
chen, werden den Teams maximale Freiheiten (mit selbst definierten Aktivitäten
und Ablaufprozessen) innerhalb von lose definierten Grenzen (Ressourceneinsatz,
3 http://www.agilemanifesto.org/ (abgerufen am 31.10.2014)
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Der Fokus liegt auf der kontinuierlichen Einbeziehung
der Kunden während des gesamten Prozesses. Ihre
Aufgabe ist nicht nur die Definition von Anforderun-
gen und deren Priorisierung, sondern auch die Über-
prüfung der korrekten Implementierung.
Inkrementelle Auslie-
ferung
Ständig wiederholende Zyklen im Entwicklungspro-
zess sorgen für eine inkrementelle Programmierung








Die inkrementelle Entwicklung von Software führt zu




Sowohl der Entwicklungsprozess als auch die Software
selbst sollen von Einfachheit geprägt sein. Komplexi-
tät soll bei jeder Iteration vermieden bzw. eliminiert
werden.
Technologie usw.) gesetzt, um die unberechenbare Komplexität eines Zielsystems
iterativ zu minimieren und ein vom Kunden akzeptiertes Softwareprodukt zu er-
schaffen (Padberg und Tichy, 2007). Zusätzlich gibt es unter Einbeziehung des
Kunden eine klare Rollenverteilung mit verpflichtenden Aufgaben, um eine agile
Vorgehensweise zu gewährleisten (Schwaber und Beedle, 2002).
Die wesentlichen Änderungen gegenüber den schwerfälligen Prozessmodellen
sind dabei die in kleine Arbeitspakete geschnürten Entwicklungsaufgaben (Back-
log), die kurzen Entwicklungszyklen (Sprints mit einer Dauer zwischen 2 und 4
Wochen) mit anschließenden Akzeptanztests durch den Kunden sowie die nach
jedem Sprint neu priorisierten Anforderungen (vgl. Abbildung 2.8). Die Beson-
derheit dabei ist die starke Einbeziehung des Kunden, der damit stets über die
aktuelle Entwicklung informiert ist und frühzeitig die Möglichkeit hat, im Fal-
le von Fehlern oder ungewollten Anforderungen einzugreifen, anstatt lange Zeit
auf ein fertig implementiertes Produkt zu warten, das nicht den Erwartungen
entspricht (Lee und Xia, 2010; Schwaber und Beedle, 2002). Scrum lässt sich
nicht nur in kleinen Entwicklungsteams anwenden, sondern auch auf große Soft-
















Abbildung 2.8.: Agile Vorgehensweise mit Scrum
wareprojekte mit einer Vielzahl von Entwicklern übertragen (Larman und Vodde,
2008; Reinertson, 2009).
2.3.4. Verteilte Softwareentwicklung
Die Entwicklung von Software über Ländergrenzen hinweg hängt einerseits mit
der Outsourcingnachfrage von Softwareunternehmen (vgl. Kapitel 2.4) und an-
dererseits mit dem Trend der Globalisierung zusammen. Ambitionierte Ziele wie
Kostensenkung, neue qualifizierte Arbeitskräfte, schnellere Durchdringung aus-
ländischer Märkte und die schnelle Formierung von virtuellen Teams treiben Un-
ternehmen an, weltweite Entwicklungsteams zu formen (Herbsleb und Moitra,
2001). Mit der Idee, Software über verschiedene Lokationen hinweg zu entwi-
ckeln, sehen Unternehmen die Chance, ihre Entwicklungszeiten zu reduzieren,
indem sie Software rund um die Uhr auf verschiedenen Kontinenten entwickeln.
Dafür müssen jedoch die traditionellen Prozesse und Konzepte auf den globalen
Betrieb umgestellt werden. Bei Softwarefirmen gilt dies insbesondere für die Ent-
wicklungsprozesse, die eingesetzten Werkzeuge aber auch die Verhaltenskultur
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der Organisation (Bode und Mertens, 2006; Lacity und Willcocks, 2000; Sahay
et al., 2007).
Besondere Herausforderungen bei der GVSE stellen die strategischen Aspekte
der Arbeitsteilung dar, wenn Aufgaben über eine Vielzahl von Lokationen mit
begrenzten Ressourcen zu verteilen sind (Grinter et al., 1999). Zusätzlich spie-
len kulturelle Aspekte neben technischen Herausforderungen eine entscheidende
Rolle, wenn Nachrichten von Menschen anderer Kulturen unterschiedlich inter-
pretiert werden oder wenn die Projektziele schriftlich nicht eindeutig definiert
werden können und ein entsprechendes Kommunikationsmedium gewählt wer-
den muss. Aus technischer Sicht muss gewährleistet sein, dass das Kommunikati-
onsnetzwerk hochverfügbar und ausreichend schnell ist. Selbst das Management
muss den Herausforderungen der Softwareentwicklung an mehreren Standorten
gewachsen sein und sich eines erhöhten Reiseaufwands und weniger persönlicher
Abstimmungen bewusst sein (Herbsleb und Moitra, 2001; Hildenbrand et al.,
2007b; Kraut und Streeter, 1995).
Diese besonderen Herausforderungen von verteilten Softwareprojekten sind auf
die physische Trennung der Teammitglieder zurückzuführen, welche sich auf die
Kollaboration untereinander negativ auswirkt. Die dadurch gehemmte Kommuni-
kation zwischen Teammitgliedern mit oftmals unterschiedlichem kulturellen Hin-
tergrund kann daher zu ungewollten gegenseitigen Missverständnissen oder feh-
lendem Vertrauen führen und schließlich den Entwicklungsprozess der Software
verlangsamen. Persönliche Treffen für den Wissensaustausch und zum Aufbau
von gegenseitigem Vertrauen im verteilten Umfeld sind mit hohen Reisekosten
verbunden. Somit wären die Vorteile der globalen Entwicklung wieder egalisiert
(Herbsleb und Moitra, 2001).
Um den Nachteilen der GVSE, die durch eine räumliche und zeitliche Trennung
der Teammitglieder entstehen, entgegenzuwirken, wurden pragmatische Lösungen
für die formalen Prozesse und etablierten Werkzeuge der Softwareentwicklung
erforscht und den Gegebenheiten der GVSE angepasst. Ablaufprozesse des Soft-
warelebenszyklus wurden für die Verwendung von Workflowmanagementsyste-
men modifiziert und lassen sich nun ungehindert über räumliche Grenzen hinweg
einsetzen (Schwaber et al., 2006). Weiterhin wurden die vorhandenen technischen
Möglichkeiten zur Kommunikation, wie E-Mail, Foren oder Chatsysteme, entspre-
chend an die globalen Anforderungen angepasst. Dadurch sind neue Software-
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systeme, sog. kollaborative Softwareentwicklungsplattformen, entstanden, welche
die zuvor beschrieben Herausforderungen der GVSE mit einer Kombination aus
Prozessunterstützung und Werkzeugsupport, vereint in einer Plattform für alle
beteiligten Entwickler, bewältigen (Heindl und Biffl, 2006; Hildenbrand et al.,
2007b; Redmiles et al., 2007).
2.3.4.1. Nachvollziehbarkeit und Begründungsmanagement
Bei der GVSE findet Kommunikation wegen der räumlichen und zeitlichen Di-
stanz vermehrt asynchron statt. Daher erfordert die Übertragung von Software-
prozessen in der GVSE in praktische Anwendungssysteme zusätzliche Maßnah-
men, die es ermöglichen, Entscheidungen zu treffen, die eine direkte Abstimmung
zwischen Projektbeteiligten voraussetzen. Hierunter fallen z.B. Design- oder Ent-
wicklungsentscheidungen oder auch Implementierungsentscheidungen abhängig
von den Kundenanforderungen, also aus allen Phasen des Entwicklungsprozes-
ses. Es handelt sich dabei um Entscheidungen, die nachvollziehbar dokumentiert
werden sollten. Zur Reduzierung des synchronen Kommunikationsbedarfs werden
daher im kollaborativen Softwareentwicklungsprozess den erschaffenen Artefak-
ten (Anforderungen, Designdokumente, Codeabschnitte, Tests usw.) Details zur
Nachvollziehbarkeit beigefügt (Abran et al., 1999; Gotel und Finkelstein, 1994;
Hildenbrand, 2008; Lindvall und Sandahl, 1996).
Neben der Entscheidungsfindung ist im weiteren Verlauf des Projekts auch
die Begründung dafür eine relevante Information, um zukünftige Entscheidungen
treffen und bisherige nachvollziehen zu können. Beim Begründungsmanagement
werden die Prozessschritte und Artefakte der Entwicklung mit Begründungen an-
notiert, sobald ein Problem auftaucht oder Entwicklungsentscheidungen zu treffen
sind (Dutoit et al., 2006). Dadurch wird in den Projekten eine zentrale Sammlung
mit explizitem Wissen über Herangehensweisen und Entscheidungsansätze bei
Problemen geschaffen, welche nicht an zentrale Personen des Projekts gebunden
ist, zu schnelleren Entscheidungen verhilft und beim Einlernen neuer Projektmit-
arbeiter unterstützend wirkt. Schließlich trägt dies zu einer Qualitätssteigerung
im Prozessablauf bei (Heindl und Biffl, 2006; Hildenbrand, 2008).
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2.3.4.2. Werkzeuge für die Kollaboration
Zur Zusammenarbeit von verteilten Entwicklungsteams über räumliche und zeitli-
che Grenzen hinweg, leisten Softwareplattformen zur Kollaboration im Entwick-
lungsprozess einen wichtigen Beitrag. Kollaborationsplattformen integrieren ei-
nerseits die Prozesssicht der Softwareentwicklung mit den Möglichkeiten existie-
render Werkzeuge, um die Probleme asynchroner Kommunikation zu überwinden,
den Prozessablauf systematisch zu koordinieren und die Zusammenarbeit von In-
teressengruppen zur Problemlösung innerhalb des Projekts zu forcieren (Bair,
1989). Der Zugang zu Kollaborationsplattformen erfolgt überwiegend über den
Browser eines Nutzers oder über die Oberfläche eines Programms, das für die
Erfüllung spezieller Aufgaben benötigt wird (z.B. Code-Editor, Software zur An-
forderungspriorisierung usw.) und in die Plattform eingebunden ist. Die Software
wird von verschieden Anbietern kommerziell oder frei verfügbar mit unterschied-
lichem Funktionsumfang angeboten und kann als Cloud-Angebot oder durch ei-
genes Bereitstellen auf einem Server genutzt werden (Hildenbrand et al., 2007a;
Mühlbauer und Versteegen, 2007).
Auch wenn der Funktionsumfang variiert, bieten die Kollaborationsplattformen
Grundfunktionalitäten an, die über Trackersysteme (eine einfache Art von Work-
flowmanagementsystemen) die einzelnen Prozessschritte der Softwareentwicklung
im System abbilden, so dass sich aktuelle Aktivitäten jederzeit einsehen, nach-
vollziehen und überwachen lassen können. Zusätzlich werden Funktionalitäten
zur Kommunikation, Nachvollziehbarkeit und für das Begründungsmanagement
angeboten, welche sich als Kombination von einzelnen Informationssystemen, die
in Tabelle 2.3 zusammengefasst sind, erzielen lassen (Hildenbrand et al., 2007a;
Mühlbauer, 2007). Diese Einzelfunktionalitäten werden durch den integrierten
Ansatz mit dem Trackersystem ergänzt und erlauben dadurch die Annotation
von zusätzlichen Informationen zu jedem einzelnen Artefakt.
Die Notwendigkeit von Nachvollziehbarkeit und Begründungsmanagement in
der global verteilten Softwareentwicklung, wie im vorherigen Abschnitt beschrie-
ben, erfordert zusätzlich zu den Grundfunktionalitäten einer Kollaborationsplatt-
form erweiterte Möglichkeiten zur Visualisierung und grafischen Bearbeitung von
Verknüpfungen zwischen den Artefakten des verteilten Entwicklungsprozesses
(Hildenbrand, 2008). Durch die visuelle Bereitstellung und die Möglichkeit der
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Tabelle 2.3.: Einzelfunktionalitäten einer Kollaborationsplattform für die Soft-
wareentwicklung
Funktion Verwendung
Chatsystem Synchrone Kommunikation zwischen Teammitglie-




Ablageort für die gemeinsame Codebasis der Zielsoft-




Zentraler Ablageort für Projektdokumente mit Ord-
nerverwaltung, Zugriffsregelung und Versionierung
der Dateien, um Informationsverlust zu vermeiden
und Datensicherheit zu gewährleisten.
Forum System zur Informationssammlung und zum Mei-
nungsaustausch, gruppiert nach Themen.
Konfigurations-
management
Pflege und Einstellung der Zusammenhänge von Arte-
fakten des Entwicklungsprozesses in Abhängigkeit zu
den geplanten und auslieferbaren Versionen des Soft-
wareprodukts.
Trackersystem Verwaltung von Prozessen und Artefakten des Ent-
wicklungsprozesses. Ein Tracker kann von unter-
schiedlicher Ausprägung sein (Änderungsanfrage, An-
forderung, Aufgabe, Fehler, Softwarekomponente,
Testfall), mit anderen Trackern verknüpft sein, Sta-
tusinformation sowie Informationen zur Nachvollzieh-
barkeit und für das Begründungsmanagement bein-
halten.
Wiki Nutzung zu Dokumentationszwecken für den Entwick-
lungsprozess und für die Dokumentation der Software.
Möglichkeit der linkbasierten Navigation durch das
Projekt.
Interaktion mit dem System wird ein effektiveres Management der Nachvollzieh-
barkeit sowie Begründungsmanagement erreicht. Verantwortlich dafür sind eine
Vielzahl von Darstellungsmöglichkeiten komplexer Zusammenhänge je nach Ana-
lyseabsicht, schnellere Entscheidungsmöglichkeiten und eine schnellere Rückfüh-
rung der Ergebnisse ins Kollaborationssystem (Hildenbrand, 2008; Klimpke und
Hildenbrand, 2009). Hinzu kommt die Möglichkeit soziale Netzwerke innerhalb
von verteilten Softwareprojekten zu analysieren, indem die Autoreninformationen
aller Artefakte zur Evaluation herangezogen werden und sich dadurch zentrale
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Wissensträger, Gruppen mit starker Interaktion sowie fehlende soziale Verbin-
dungen zum Wissensaustausch identifiziert werden können (Kramer et al., 2009).
Ebenso ist die Einbindung und Vernetzung von CASE-Tools (vgl. Abschnitt 2.3.2)
ein wichtiger Bestandteil der Kollaboration in der verteilten Softwareentwick-
lung. So trägt der Einsatz sozialer Netzwerktechnologien in der Softwareentwick-
lungsumgebung (Code-Editor) zum besseren Austausch unter den Entwicklern
bei (Klimpke, 2013).
2.4. Eigenerstellung oder Fremdbezug von
Softwarekomponenten
In diesem Abschnitt werden zunächst die historische Entwicklung des betrieb-
lichen Outsourcings von Informationssystemen (IT-Outsourcing) sowie die For-
schungsrichtungen, die sich daraus entwickelten, aufgezeigt. Darin werden die Be-
weggründe für Unternehmen erörtert, die die Durchführung von Outsourcingpro-
jekten motivieren, und ein Überblick über die besonderen Herausforderungen und
die speziellen Risiken dieser Vorgehensweise gegeben. Anschließend wird mit der
Beschreibung des Zusammenspiels unterschiedlicher Einflussfaktoren und ihrem
Einfluss auf die Fremdvergabe oder Eigenerstellung von Softwareentwicklungs-
aufgaben der Begriff der Outsourcingentscheidung näher erläutert. Bekannte Vor-
gehensweisen und Ansätze zum Treffen solcher Entscheidungen werden danach
vorgestellt und abschließend auf ihre Verwendbarkeit zur komponentenbasierten
Entscheidungsfindung auf der operativen Ebene von Unternehmen überprüft.
2.4.1. Genese des IT-Outsourcings
Das Thema Outsourcing hat sich im Bereich der Softwareindustrie erst in den
90er Jahren entwickelt und hat seinen Ursprung in der Fertigungsindustrie. Mit
Outsourcing wird grundsätzlich der Aufbau von Arrangements mit externen Enti-
täten zur Bereitstellung von Waren oder Dienstleistungen bezeichnet, um interne
Arbeitsaufwände zu ergänzen oder zu ersetzen (Dibbern et al., 2004; Heinrich,
1996; Heinzl, 1993).
Übertragen auf die Softwareindustrie spricht man bei Outsourcing daher von
externem Leistungsbezug sämtlicher Funktionen eines Unternehmens, welche sich
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auf Informationssysteme beziehen. Schaut man in der Geschichte zurück, so hat
die amerikanische Firma Eastman Kodak als erste große Firma im Jahr 1989 einen
Outsourcingvertrag mit IBM, DEC und Businessland geschlossen, welcher alle
bis dahin bekannten Outsourcingdeals nicht nur wegen seines Millionenvolumens
in den Schatten stellte, sondern auch die Neuigkeit besaß, dass erstmals ein als
wichtig erachteter Geschäftsbereich komplett ausgelagert wurde (Applegate und
Montealegre, 1991; Dibbern et al., 2004; Loh und Venkatraman, 1992).
Daraufhin haben große Softwarefirmen schnell das Potenzial von günstiger Ar-
beitskraft in Ländern mit günstigen Lohnklassen im asiatischen Raum entdeckt
und vermehrt betriebseigene Zentren (sog. Offshoring Centers) geschaffen, um
Aufgaben der IT dorthin auszulagern (Arnett und Jones, 1994; Carmel und Tjia,
2006; Young, 2000). Typischerweise wurden in diesen Zentren meist einfach zu
bewältigende bzw. repetitive IT-Aufgaben durchgeführt, um teure Arbeitskräfte
im Ursprungsland zu entlasten und Kapazitäten für andere Angelegenheiten zu
schaffen. Die so entstandene Bündelung von Aufgaben schaffte Synergieeffekte
in den jeweiligen Niederlassungen, so dass die spezifisch bereitgestellten Dienst-
leistungen auch für andere Firmen angeboten werden konnten (in sog. Shared
Service Centers). Somit wurden vorzugsweise Aufgaben des Rechenzentrumsbe-
triebs, weltweiter Telefonsupport für IT oder auch die Durchführung von Soft-
waretests an das jeweilige Shared Service Center ausgelagert (Dressler, 2007;
Heinzl, 1993; Klimpke et al., 2011). Betriebe konnten dadurch einzelne Funktio-
nen ihrer IT-Abteilung selektiv auf den Prüfstand stellen und bei Bedarf und
technischer Machbarkeit durch kosteneffizienten Fremdbezug ersetzen. Die Soft-
ware blieb als Ganzes aber im Besitz der Firma. Man spricht deshalb von selekti-
vem Outsourcing (Heinzl, 1993; Lacity und Willcocks, 1998; Lacity et al., 1996).
Bisherige Formen des Outsourcings können wie in Abbildung 2.9 dargestellt zu-
sammengefasst werden.
Dadurch wurde auch für kleine und mittelständische Softwareunternehmen
(KMU) die Möglichkeit geschaffen, von den zentral bereitgestellten Dienstleis-
tungen zu profitieren und am globalen Trend des IT-Outsourcings teilzunehmen.
Auch diese konnten damit Teile ihres Softwareentwicklungsprozesses selektiv aus-
lagern, um auf dem Markt wettbewerbsfähig zu bleiben. Die Outsourcingaktivi-
täten von deutschen KMU konzentrieren sich in dieser Konstellation vermehrt
auf osteuropäische Outsourcinganbieter (Klimpke et al., 2011).














































Abbildung 2.9.: Formen des Outsourcings (abgeleitet von Wiener, 2006, S. 37)
Ein interessanter Aspekt beim IT-Outsourcing ist der Teilbereich der Software-
entwicklung, der den gesamten Lebenszyklus eines Informationssystems umfasst.
Dieser wird meist in zwei Bereiche unterteilt, nämlich die Anwendungsentwick-
lung (Application [Development] Outsourcing) und die Wartung der Software
(Maintenance Outsourcing). Diesen beiden Abschnitten eines Softwareprojekts
liegen jeweils komplexe Abläufe zugrunde (vgl. Abschnitt 2.3), die eine Fremd-
vergabe an Drittanbieter erheblich erschweren (Grover et al., 1996).
Auch aus wissenschaftlicher Sicht wurde das Thema Outsourcing von Infor-
mationssystemen zahlreich und aus unterschiedlichen Blickwinkeln erforscht. So
gliedern Dibbern et al. (2004) in einer umfassenden Synopse der Outsourcing-
literatur die bestehenden Forschungsarbeiten entlang ihrer Untersuchungsobjek-
te und identifizieren dabei zwei Kernbereiche. Bis dato verfasste wissenschaftli-
che Arbeiten lassen sich einerseits nach der Frage der Outsourcingentscheidung
von Unternehmen gliedern, bei der es darum geht, warum ausgelagert wird, was
ausgelagert wird und welcher Entscheidungsfindungsprozess verfolgt wird. An-
dererseits wurde untersucht, wie die Ergebnisse der Outsourcingentscheidungen
umgesetzt wurden (Dibbern et al., 2004; Lacity et al., 2010). Die Zusammen-
fassung legt offen, dass bisherige Studien die Outsourcingentscheidung auf rein
strategischer Ebene von Unternehmen erforschen. Parallel dazu geben Dibbern
et al. (2004) einen Überblick über die den Beiträgen zugrundeliegenden wissen-
schaftlichen Theorien, von denen die Transaktionskostentheorie am häufigsten
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zur Herleitung und Erklärung von Zusammenhängen verwendet wird (Ang und
Slaughter, 1998; Chalos und Sung, 1998; Lacity und Willcocks, 1995).
Die Outsourcingentscheidung steht bei weiteren Studien ebenfalls im Mittel-
punkt. So entwickelten Fjermestad und Saitta (2005) ein Rahmenwerk mit kriti-
schen Erfolgsfaktoren, das von Wiener (2006) aufgegriffen und erweitert wurde.
Unter Berücksichtigung der Dimensionen wie Vertragsgestaltung, Ausrichtung der
Unternehmensstrategie, kulturelle Hintergründe, Infrastruktur und Technologie
oder auch Managementsupport und vielen weiteren Faktoren, entstanden damit
erste Ratgeber für Praktiker, die sich mit Auslagerungsentscheidungen konfron-
tiert sehen.
Die praktische Sichtweise auf das vorliegende Thema greifen auch Lacity et al.
(2009) in ihrer Studie über die praxisrelevanten Themen des IT-Outsourcings auf.
Sie legen in ihrer Analyse von 191 Forschungsbeiträgen neben den Eigenschaf-
ten von Firmen, die bevorzugt Teile ihrer IT-Abteilungen auslagern, ebenfalls
die strategischen Zielsetzungen sowie Voraussetzungen aus Kunden- und Anbie-
tersicht offen, die bis dahin zu erfolgreichen Outsourcingkooperationen geführt
haben (Lacity et al., 2009). So werden vor allem Firmen, deren IT-Abteilung nur
mäßige Performanz bei der Entwicklung von neuen Informationssystemen auf-
zeigen, als besonders affin für Outsourcing identifiziert (Hall und Liedtka, 2005;
Mojsilovic et al., 2007). Die Firmengröße von Unternehmen, die Outsourcingbe-
ziehungen pflegen, wird hingegen als nicht relevanter Faktor für die Entscheidung
gewertet, weil große, mittelständische und kleine Firmen gleichermaßen am Out-
sourcing teilnehmen (Grover et al., 1994). Aus strategischer Sicht kommen Lacity
et al. (2009) zu dem Schluss, dass der Erfolg des Outsourcings maßgeblich aus
der Kombination einer guten Entscheidungsfindung mit einer guten vertraglichen
sowie kooperativen Steuerung des Vorhabens zusammenhängt. Ebenfalls werden
komplementäre Fähigkeiten von Lieferanten und Kunden als Voraussetzung für
bessere Ergebnissen beim Outosurcing gesehen (Lacity et al., 2010).
Komplementär zu den bisherigen Betrachtungen von Outsourcingentscheidun-
gen auf strategischer Organisationsebene, liefert der Beitrag von Dibbern et al.
(2012a) wertvolle Erkenntnisse im Outsourcingkontext über die systemischen Ver-
knüpfungen einzelner Informationssysteme zu den übrigen betrieblich verwende-
ten Systemen eines Unternehmens (Ariav und Ginzberg, 1985; Davis und Olson,
1985). Im Gegensatz zur bisherigen Annahme, dass Entscheidungen zur Auslage-
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rung einzelner Informationssysteme unabhängig von weiteren bereits implemen-
tierten Systemen getroffen werden können, konnten landesspezifische Unterschie-
de der Verflechtung von Informationssystemen auf die Entscheidung aufgedeckt
werden. So ergibt sich für das moderat individualistische Deutschland, dass sich
die erzielbaren Vorteile durch eine optimale Verflechtung von Informationssyste-
men auf die Auslagerungsentscheidung auswirken. Stark integrierte System wer-
den daher bevorzugt nicht ausgelagert (Dibbern et al., 2012a). Technische und
systemische Eigenschaften von Informationssystemen rücken damit verstärkt in
der Vordergrund der Betrachtung von Outsourcingentscheidungen.
Aktuelle Forschungsarbeiten zum Thema IT-Outsourcing beschäftigen sich mit
der Verteilung der Kontrolle über den Outsourcingprozess zwischen Anbieter und
Kunde (Gregory et al., 2013; Huber et al., 2014). Für eine erfolgreiche Projekt-
durchführung in einem derart dynamischen und unsicheren Umfeld, wie das bei
Outsourcingprojekten der Fall ist, werden daher formelle Kontrollmechanismen
vorgeschlagen, die exakt auf den spezifischen Kontext jedes einzelnen Projekts
zugeschnitten sind. Sie behandeln zwar einen operativen Teilaspekt von Outsour-
cingbeziehungen, befinden sich aber in einer nachgelagerten Stufe zur Entschei-
dungsfindung und grenzen sich damit vom vorliegenden Thema ab.
2.4.1.1. Beweggründe für das Outsourcing
Zahlreiche Beweggründe für kleine, mittelständische und große Unternehmen ha-
ben die facettenreichen Entwicklungen im IT-Outsourcing motiviert und dazu
geführt, dass immer mehr Outsourcingprojekte zur Auslagerung von einzelnen
Aufgaben der IT-Abteilung sowie von Aufgaben aus dem Softwareentwicklungs-
prozess durchgeführt werden. Einflussfaktoren, die die Auslagerung motivieren,
lassen sich in drei wesentliche Kategorien einteilen: Globalisierung, Kosteneinspa-
rungen und strategische Vorteile. Sie werden im weiteren Verlauf dieses Kapitels
näher erläutert.
Globalisierung in der Softwarebranche Aus historischer Sicht ist der tech-
nologische Aufschwung von Entwicklungsländern weitgehend auf den Erfolg von
Firmen aus Industrienationen zurückzuführen, da zunächst nur große Unterneh-
men umfangreiche Outsourcingaufträge zur Entwicklung und Auslagerung von
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standardisierten Prozessen vergeben haben und damit versucht haben, den eige-
nen Ertrag zu maximieren. Die hohen Kosten eines solchen Vorhabens ermöglichte
es zunächst nur großen und zahlungswilligen Unternehmen, über nationale Gren-
zen hinweg derart umfangreiche Vorhaben durchzuführen. Solche Firmen werden
von Bartlett und Ghoshal (2000) als international, multinational, transnational
oder global klassifiziert, die Kooperationszwecke von der Versorgung mit Rohma-
terialien bis hin zur vollständigen Integration zur Erzielung größtmöglicher Syn-
ergieeffekte verfolgen (Bartlett und Ghoshal, 2000). Neuartige Kommunikations-
möglichkeiten sowie die Verbesserung der Infrastruktur in Entwicklungsländern
ermöglichten es schließlich auch kleinen und mittleren Softwareunternehmen, so-
gar auch Neugründungen (Start-Ups), Partnerschaften mit Firmen in den aufstre-
benden Ländern aufzubauen. Die Zusammenarbeit über Grenzen und Zeitzonen
hinweg wird durch virtuelle Konferenzräume und durch viele weitere innovative
Möglichkeiten zur Kollaboration in dieser „New Economy“ stark vereinfacht. Un-
ternehmen profitieren dabei besonders von externer Expertise, die oftmals güns-
tiger zu erwerben ist, als im Herkunftsland selbst (Saxenian, 2002). Die weltweit
gespannten Netzwerke zwischen IT-Dienstleistungsanbietern und deren Abneh-
mern ermöglichen es nun Unternehmen nicht nur als lokaler, sondern auch auch
als globaler Marktteilnehmer zu agieren und damit in zahlreichen Märkten Fuß
zu fassen (Herbsleb und Moitra, 2001).
Diese Entwicklung wird als Globalisierung der IT-Industrie bezeichnet, da Fir-
men mittlerweile in langfristige Partnerschaften zu externen Dienstleistern aus
Entwicklungs- und Schwellenländern investieren, um Projekte über große Entfer-
nungen, mehrere Zeitzonen und verschiedene Kulturen hinweg in einer Atmosphä-
re des gegenseitigen Vertrauens durchzuführen. Das ursprüngliche Body-Shopping,
die Beschaffung ausländischer Arbeitskräfte, die zum Arbeiten ins Heimatland
des Unternehmens geholt werden, nimmt eine Vorreiterrolle für die jetzige globa-
le Entwicklung ein. In der neuen Konstellation profitieren Unternehmen von der
zusätzlichen Arbeitskraft in Form einer partnerschaftlichen Beziehung oder als
Gemeinschaftsunternehmen (Joint Venture) von globalen Vorteilen sowie einem
globalen Image (Heinzl und Sinß, 1993; Sahay et al., 2003).
Vom Globalisierungsgedanken geleitet und vom Konkurrenzdruck getrieben,
bietet sich Outsourcing für KMU der Softwarebranche als hilfreiche Vorgehenswei-
se an. Das Netzwerk von Dienstleistungsanbietern für IT-Outsourcing ist weltweit
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gespannt und lockt besonders im asiatischen Raum mit einer großen Kapazität an
menschlichen Ressourcen zu vergleichsweise günstigen Preisen im Gegensatz zu
den Personalkosten in Industrienationen (Qu und Brocklehurst, 2003). Deutsche
KMU bevorzugen bei der Standortwahl ihrer Outsourcingpartner jedoch eine ge-
ringe räumliche, zeitliche sowie kulturelle Distanz und wählen daher bevorzugt
Unternehmen aus dem osteuropäischen Ausland, um sich den besonderen Heraus-
forderungen (wie im Kapitel 2.4.1.2 dargelegt) solcher Outsourcingkonstellationen
besser stellen zu können (Klimpke et al., 2011).
Kosteneinsparungen Die Reduktion von Kosten stellt neben den Globalisie-
rungsaspekten einen weiteren wesentlichen Anreiz für Unternehmen dar, Outsour-
cingbeziehungen aufzubauen. In erster Linie können Unternehmen durch Ausla-
gerung von IT-Funktionen an Länder mit geringerem Lohnniveau deutliche Ein-
sparungen realisieren und damit Software kostengünstiger entwickeln. Der Trend
hin zu Budgeteinsparungen in IT-Abteilungen, der in wirtschaftlich unsicheren
Zeiten verstärkt zu beobachten ist, wird dadurch optimal unterstützt und führt
dazu, dass IT-Projekte kosteneffizient und als Outsourcingkooperationen mit vor-
hersagbaren Kosten durchgeführt werden können (Rifkin, 1991).
Dennoch besteht die Gefahr von impliziten Risiken, wie ausufernden Kosten
oder zeitlichen Verzögerungen bei der Auslieferung von Software, die sich im Falle
eines Eintritts ebenfalls negativ auf den Erfolg von Softwareunternehmen nieder-
schlagen. Zur Vermeidung solcher unvorhergesehener Kosten werden schließlich
Outsourcingkonstellationen bei Softwareentwicklungsprojekten bevorzugt, um die
möglichen Risiken durch vertragliche Strafzahlungen bei Nichterfüllung der Soft-
warespezifikation oder bei zeitlichem Verzug zu minimieren. Das Risiko wird da-
mit teilweise oder ganz auf den Zulieferer abgewälzt (Apte, 1990; Clermont, 1991).
Ein zusätzliches Einsparpotenzial für Unternehmen, die Outsourcingbeziehun-
gen eingehen, stellt die Möglichkeit dar, eigenes Entwicklungspersonal abzubauen,
das aufgrund der ausgelagerten Tätigkeiten nicht mehr im Betrieb selbst vorgehal-
ten werden muss (Apte, 1990). Obwohl dies zunächst als Vorteil erscheint, kann
sich ein zu starker Fokus auf die Kostenreduzierung auch nachteilig auswirken,
weil dadurch wertvolle und talentierte Mitarbeiter entlassen werden, für die bei
erneutem Bedarf kaum Ersatz auf dem umkämpften Arbeitsmarkt zu finden sein
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wird. Diese und weitere Herausforderungen werden detailliert im Kapitel 2.4.1.2
beleuchtet.
Kosteneinsparungen stehen auch bei KMU in der Softwarebranche neben Fle-
xibilität an erster Stelle der Motivationsfaktoren (Klimpke et al., 2011). Für sie
steht dabei im Vordergrund, sowohl konkurrenzfähige Preise für ihre Softwarepro-
dukte anbieten zu können, als auch situativ auf zusätzliche Kapazitäten für den
Entwicklungsprozess entsprechend der Nachfrage zurückgreifen zu können. Die
Motivation der Globalisierung reiht sich bei KMU mit weiteren Beweggründen,
wie z.B. das Auffinden neuer Talente, nachgelagert ein (Klimpke et al., 2011).
Strategische Vorteile Neben dem Erfolg in Verbindung mit dem globalen
Image, also der primären Zielsetzung von Unternehmen (Schierenbeck, 2003),
spielt die strategische Ausrichtung international agierender Unternehmen im Ver-
gleich zu ihren Wettbewerbern eine entscheidende Rolle. Dies beinhaltet auch die
Kombination von Aktivitäten, die in Eigenerstellung oder durch Fremdbezug er-
folgen (Carmel und Agarwal, 2001). Besonders der direkte Vergleich der Strategie
eines Unternehmens zu einem Wettbewerber und dabei entdeckte Vorteile rufen
einen gegenseitigen Wettbewerb untereinander hervor, bei dem sich immer schnel-
lere Anpassungszeiten auf die Strategiewechsel konkurrierender Firmen ergeben.
Um dem entgegenzuwirken, bedienen sich Unternehmen einer dynamischen Pro-
duktionsweise, die sie hinsichtlich der Kosten wettbewerbsfähig hält und gleich-
zeitig eine dem Outsourcing aufgeschlossene Mentalität hervorruft (Carmel und
Agarwal, 2001; Grinter et al., 1999).
Softwareunternehmen profitieren bei Anwendung solcher Mechanismen vor al-
lem von der Beschleunigung ihrer Produktionszeiten sowie der Agilität und Fle-
xibilität ihres Produktionsprozesses. Dadurch können Projekte in einem kürzeren
Zeitraum und unter geringerem Personalaufwand durchgeführt werden. Besonders
die feine Granularität der Aufgaben in ausgelagerten Softwareentwicklungsprojek-
ten, die in Form von einzelnen Support- und Änderungsanfragen oder Implemen-
tierungsaufgaben weltweit umgesetzt werden können, ermöglicht Zeiteinsparun-
gen bei entsprechend geplanter Einbeziehung von Outsourcingpartnern. So kann
z.B. in einem über drei Kontinente verteilten Outsourcingprojekt der bearbeitete
Softwarecode am Abend vom Softwareanbieter in Deutschland an den Zulieferer
in Kanada übergeben werden. Nach dessen Bearbeitung wird der Code an den
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Partner in Indien übergeben und landet schließlich wieder zur weiteren Bear-
beitung in Deutschland. Durch Anwendung des Follow-the-Sun-Prinzips werden
in Softwareprojekten enorme Entwicklungszeiten erzielt (Carmel und Agarwal,
2001). Unter der Prämisse einer kostenneutralen Transition des Softwarecodes
von einer Lokation zur anderen könnte damit eine dreifach so schnelle Liefer-
zeit für die gewünschte Software erreicht werden. Dieser optimistische Fall kann
sich auch ins Negative umkehren und bei mangelnder Kommunikation zwischen
den Entwicklern der jeweiligen Standorte die Arbeit eines ganzen Arbeitstages
(nun bestehend aus drei Tagesschichten) zunichte machen (Carmel und Nichol-
son, 2005; Carmel und Tjia, 2006).
Ein weiterer strategischer Vorteil des Outsourcings stellt der Erwerb von zu-
sätzlichem Humankapital dar (Carmel und Tjia, 2006). Hierbei spielt die Ge-
winnung von stark spezialisierten Outsourcingpartnern eine wichtige Rolle. Nicht
selten werden dadurch unentdeckte Talente mit besonderen Fähigkeiten in be-
stimmten Domänen entdeckt. Dies spielt vor allem Softwareunternehmen in die
Karten, die stets auf frische Ideen und besondere Kreativität angewiesen sind,
wenn es um das Design von neuen Softwarelösungen in der Entwicklungsphase
geht. Daher sind Firmen mit Outsourcingkonstellationen bei der Entdeckung und
Auswahl neuer Talente besonders bevorteilt (Carmel und Tjia, 2006; Herbsleb
und Moitra, 2001).
2.4.1.2. Herausforderungen und Risiken des Outsourcings
Obwohl Unternehmen, ungeachtet ihrer Größe, aus eigenen strategischen Grün-
den oder durch Auflagen von Endkunden oftmals zum IT-Outsourcing gedrängt
werden (Dibbern et al., 2004; Klimpke et al., 2011), ist der Anteil der kleinen,
mittleren und großen Firmen, die Outsourcing meiden, nach wie vor hoch (Carmel
und Tjia, 2006). Dafür ist eine Vielzahl von Herausforderungen verantwortlich,
die eine Outsourcingkonstellation in der Softwarebranche erschweren und damit
möglicherweise die erhofften Outsourcingeffekte neutralisieren oder ins Negati-
ve umwandeln würden. Diese Risiken werden in den nachfolgend beschriebenen
Rubriken mit besonderem Fokus auf das Thema Softwareentwicklung detailliert
erläutert.
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Kulturbarrieren. Das Sprichwort „Andere Länder, andere Sitten!“ gilt auch
beim Outsourcing in der Softwareindustrie. In der Evolution der Menschheit liegt
die unterschiedliche Herausbildung von vorherrschenden Normen, Werten und
Vorstellungen, die tief und fest im Geist eines Individuums verankert sind, be-
gründet. Dementsprechend unterscheiden sich auch die Normen und Verhaltens-
weisen bei der zwischenmenschlichen Kommunikation von einem Kulturkreis zum
anderen. Dies erschwert die Zusammenarbeit bei Softwareprojekten erheblich, da
bei diesem kommunikationsintensiven Prozess falsch interpretierte Nachrichten
und Ideen zunächst zu Missverständnissen und damit zu fundamentalen Pro-
blemen in der Softwarelösung führen (Carmel und Tjia, 2006; Dibbern et al.,
2008; Heeks et al., 2001; Herbsleb und Moitra, 2001). Besonders fehleranfällig
wird die Kommunikation zwischen Kulturkreisen, die sich sehr stark voneinander
unterscheiden. Aus diesem Grund entscheiden sich deutsche KMU bei der Wahl
ihrer Outosurcingpartner vorwiegend für Unternehmen aus dem osteuropäischen
Ausland, um diesen Unsicherheitsfaktor und die damit einhergehende Fehleran-
fälligkeit der gemeinsamen Kommunikation zu minimieren (Dibbern et al., 2012b;
Klimpke et al., 2011; Winkler et al., 2008).
Soziale Verbundenheit. Die Zusammenarbeit in einem Team an einem ge-
meinsamen Ort schweißt die Teammitglieder zusammen und schafft dadurch ein
Gefühl der sozialen Verbundenheit unter den Beteiligten (Carmel und Tjia, 2006).
Ähnliche Interessen, der tägliche Austausch über Privates und Berufliches so-
wie gemeinsam verbrachte Pausen verstärken das Gefühl der Verbundenheit und
schaffen eine Umgebung gegenseitigen Vertrauens und der Zusammengehörigkeit.
Dies hat zur Konsequenz, dass sich die Mitglieder einer derart eingeschworenen
Gemeinschaft gegenseitig aushelfen und auch bereit sind, über das normale Maß
hinaus zu arbeiten, um ein gemeinsames Ziel zu erreichen (Carmel und Tjia,
2006; Heeks et al., 2001). In einem verteilten Szenario können sich eine solche
Gemeinschaft und solch enge Bindungen deshalb nur sehr schwer bis gar nicht
entwickeln (Herbsleb und Moitra, 2001).
Koordinationskomplexität. Die Entwicklung von Anwendungssoftware ist
ein komplexer Prozess, der aus zahlreichen Einzelschritten besteht. Der Prozess
ist stark von reziproken Interdependenzen geprägt, da die Ergebnisse eines Teams
68 2. Theoretische und konzeptionelle Grundlagen
als Ausgangsbasis für ein anderes Team dienen (Thompson, 1967). Hierfür ist ein
erheblicher Aufwand an Koordination notwendig, damit sich am Ende die einzel-
nen Ergebnisse zu einem Gesamtsystem zusammenfügen lassen. Die Vermutung,
dass sich die Restlaufzeit von verspäteten Softwareprojekten durch Erhöhung der
Entwicklerzahl verkürzen lässt, wird im Brooksschen Gesetz widerlegt (Brooks,
2003). Es zeigt, dass die Softwareentwicklung von komplexen Koordinationspro-
zessen geprägt ist, die einen erheblichen Aufwand zur Koordination von Mitar-
beitern und Aufgaben erfordern.
Beispielsweise muss im Outsourcingkontext bei Rückfragen eines Entwicklers,
wenn schnelle oder unkomplizierte Lösungsansätze benötigt werden, oder bei An-
fragen und Änderungswünschen des Kunden die Koordination über mehrere Stel-
len (lokal und entfernt) erfolgen. Dies bringt einen erhöhten Kommunikationsauf-
wand für die Koordination der Entwicklungsteams mit sich, der sich bei sprachli-
chen Unterschieden (vgl. Sprachbarrieren) unterschiedlich stark auswirken kann.
Sogenannte Water-Cooler-Talks, frei übersetzt als Gespräche in der Kaffeeecke
bezeichnet, bei denen sich die Entwickler informell über ihre Implementierungs-
aufgaben austauschen können und dadurch intrinsisches Wissen ansammeln, sind
in verteilten Entwicklungsumgebungen nicht durchführbar. Dies hat zur Folge,
dass deshalb kleinere Anpassungen bei der Entwicklung von Software über einen
komplexen Änderungsprozess gesteuert werden müssen, die vorher auf informel-
ler Ebene zwischen den Entwicklern abgesprochen und unmittelbar umgesetzt
wurden (Carmel und Tjia, 2006; Heeks et al., 2001).
Steuerungsaufwand. Eine der Aufgaben des Managements ist die Überwa-
chung und Steuerung sowie, bei Bedarf, die Eskalation laufender Softwareprojek-
te. Dafür verschaffen sich Manager in persönlichen Arbeitstreffen einen Überblick
über den tagesaktuellen Projektstatus. Sie bekommen dadurch ein Gefühl, wie sie
die Beschwerden, die Sorgen, aber auch den Fortschritt von Mitarbeitern inter-
pretieren müssen, um die aktuelle Projektlage richtig einschätzen zu können. Ein
erhöhter Steuerungsaufwand ergibt sich im Falle von Outsourcingbeziehungen ei-
nerseits durch die räumliche Distanz der einzelnen Teams und des Managements,
durch die erhöhte Koordinationskomplexität im Entwicklungsprozess und ande-
rerseits durch die Schwierigkeit der der Entwicklungsaufgabe selbst (Carmel und
Tjia, 2006; Dibbern et al., 2008; Herbsleb und Moitra, 2001).
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Risikofaktoren. Unterschiedliche Risikoarten beeinflussen zusätzlich zu den
Herausforderungen aus den vorherigen Abschnitten die Outsourcingentscheidung
und müssen im Vorfeld eines solchen Vorhabens berücksichtigt werden. So kön-
nen sich die zuvor beschriebenen Herausforderungen bei unsachgemäßer Planung
ebenfalls in Risiken umwandeln und sich gefährdend auf den Gesamterfolg des
Projekts auswirken.
Als Kostenrisiko werden beim Outsourcing schwer antizipierbar Kosten sowie
für die Kooperation notwendige Extrakosten identifiziert. So sollten möglicher-
weise auftretende Kosten stets einkalkuliert werden, wie z.B. unerwartet hoher
Reiseaufwand im Falle der Notwendigkeit von persönlichen Arbeitstreffen bei
einer Eskalation oder unerwartet auftretende Lizenzkosten, die für die Entwick-
lung notwendig sind aber vertraglich nicht geregelt wurden. Außerdem existiert
das Risiko der Extrakosten, die bei der Transition eines Projekts zum Outsour-
cingpartner entstehen. Diese Kosten dürfen das durch Outsourcing entstandene
Einsparpotenzial nicht in vollem Umfang aufbrauchen (Dibbern et al., 2008).
Infrastrukturrisiken durch instabile Kommunikationsinfrastrukturen im Ziel-
land des Outsourcings sind aus technischer Sicht besonders kritisch, und damit
für IT-Projekte relevant. Für den Entwicklungsprozess von Software ist jedoch
ein kontinuierlicher Austausch von Daten und Nachrichten erforderlich. Unzu-
verlässige Verbindungen zwischen den Partnern oder sogar Ausfälle würden sich
negativ auf die Produktivität der Kooperation auswirken und sollten daher im
Vorfeld bei der Standortwahl berücksichtigt werden (Carmel und Tjia, 2006).
Rechtliche Risiken bedingt durch gesetzliche Vorgaben hinsichtlich des Da-
tenschutzes erweisen sich beim Outsourcing ebenfalls als kritisch. Unter diesen
Gesichtspunkten muss der Auftraggeber sicherstellen, dass die neu erstellten so-
wie betrieblichen Daten, die untereinander ausgetauscht werden, entsprechend
geschützt werden und nicht in falsche Hände geraten (Carmel und Tjia, 2006).
All diese risikobehafteten Faktoren sind bei einer Outsourcingentscheidung
gründlich mit den Beweggründen (vgl. Unterkapitel 2.4.1.1) abzuwägen. Der Ent-
scheidungsfindungsprozess gestaltet sich damit als ein komplexes Unterfangen,
das aus mehreren Prozessschritten besteht, die im nächsten Kapitel beschrieben
werden.
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2.4.2. Die Outsourcingentscheidung
Die Outsourcingentscheidung bei der Entwicklung von Informationssystemen be-
schreibt das Zusammenspiel der unterschiedlichen Einflussfaktoren wie z.B. Chan-
cen und Risiken beim Outsourcing (vgl. Unterkapitel 2.4.1.1 und Unterkapi-
tel 2.4.1.2) mit den erzielbaren Ergebnissen einer solchen Kunden-Lieferanten-
Beziehung. Diese Entscheidung steht damit unausweichlich am Beginn von IT-
Auslagerungsprozessen und dient als Hilfestellung für oder gegen Outsourcing-
kooperationen. Im Detail wird damit abgewogen, mit welchem Lieferanten ei-
ne Kooperation eingegangen werden soll, welche Teile eines Informationssystems
fremdvergeben werden sollen und welche Vereinbarungen vertraglich geregelt wer-
den müssen (Grover et al., 1996; Koh et al., 2004; Lee et al., 2003; Smith und
McKeen, 2004; Straub et al., 2008).
Unternehmen, die Outsourcing betreiben möchten, sind zunächst mit einer
Vielzahl von Entscheidungsfeldern konfrontiert, die sie sorgsam gegeneinander
abwägen müssen, bevor sie mit der eigentlichen Auslagerung der Arbeit und der
verteilten Entwicklung beginnen können. Dazu zählen z.B. Entscheidungen über
den Umfang des Outsourcings, die Möglichkeit der Einbindung entfernt gelege-
ner Betriebsstandorte, die Planung und das Management eines solchen Vorhabens
oder auch den Aufbau eines Kommunikationsnetzwerks und entsprechender In-
frastruktur zu treffen (Lacity et al., 2010). Ist schließlich ein Lieferant ausgewählt,
so empfehlen Lee et al. (2003) eine Liste von „optimalen“ Vorgehensweisen zur
Handhabung des Kooperationsverhältnisses, um offensichtliche Fehlerquellen von
Beginn an zu vermeiden:
• Gemeinsames Verständnis aufbauen. Eine gemeinsame Wissensbasis sollte
für die angestrebten Ziele geschaffen werden.
• Kurzfristige und langfristige Ziele festlegen. Gemeinsame Ziele sollten prio-
risiert werden, um den langfristigen Fokus nicht zu verlieren.
• Klare und realistische Ziele. Unter Berücksichtigung einer zu erwartenden
Lernkurve sollten erreichbare Ziele klar und deutlich vereinbart werden.
• Einklang zwischen Nutzen und Risiken. Über mögliche Risiken und zu er-
wartenden Nutzen sollten explizite Vereinbarungen getroffen werden.
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• Festlegung der Leistungsmessung. Klare Standards zur Leistungsmessung
und Überprüfung sollten definiert und kommuniziert werden.
• Veränderungen und Nachbesserungen am Endprodukt. Verbesserungen las-
sen sich durch die Überarbeitung und Verfeinerung erzielen und sollten
daher stets mit einkalkuliert werden.
• Das Unerwartete vorhersehen. Das vorläufige Testen von ’was passiert,
wenn...’ Szenarien und die Erörterung von Handlungsoptionen sollte un-
erwartete Risiken abfedern.
• Die Geschäftsbeziehung hegen. Eine erfolgreiche Partnerschaft benötigt kon-
tinuierliche Pflege zur gemeinsamen Wertsteigerung.
Aus wissenschaftlicher Sicht nehmen neben den Motivatoren und Risiken auch
die Fähigkeiten des Zulieferers, Möglichkeiten der Nachahmung sowie Transak-
tionsaspekte eine beeinflussende Rolle bei der Outsourcingfrage ein, wie Lacity
et al. (2010) auf S. 408 zeigen. Die dort aufgezeigten Determinanten sind die
am zahlreichsten in der IT-Outsourcingliteratur untersuchten Faktoren, die sich
auf die Entscheidung auswirken und deren Zusammenhänge vielfach gezeigt wer-
den konnten (Lacity et al., 2010, 2009). Die Outsourcingentscheidung selbst hat
ebenfalls zusammen mit weiteren Determinanten einen wichtigen Einfluss auf das
Resultat und damit den Erfolg des IT-Ousourcings (vgl. Abbildung 2.10).
Anhand der Abbildung 2.10 wird deutlich, dass technische Eigenschaften der
Softwareprodukte und prozessuale Eigenschaften des Entwicklungsprozesses in
der Literatur kaum berücksichtigt wurden (Grover et al., 1996; Lacity et al.,
2010).
Zusammenfassend wird unter der IT-Outsourcingentscheidung also die Ent-
scheidung des Top-Managements eines Unternehmens zusammengefasst, ob ein
Vorhaben als Outsourcingprojekt (totale Auslagerung, selektive Auslagerung, mit
mehreren Lieferanten oder in einer Outsourcingallianz) durchgeführt werden soll
oder nicht (vgl. Abbildung 2.9). Daran knüpft schließlich die Gestaltung der ver-
traglichen Steuerung der Geschäftsbeziehung sowie die Durchführung und Steue-
rung der Kooperation selbst an (Kern und Willcocks, 2002; Lacity et al., 2010,
2009; Poppo und Zenger, 2002).
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 Effective Knowledge Sharing (++) 
 Trust (++) 
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 Partnership View (++) 
 Prior Client / Supplier Working 
Relationship (++) 
 Relationship Quality (++) 
 Cultural Distance (--) 
Relationship Characteristics 
 Outsourcing Decision – Make-
or-Buy (+) 
ITO Decision 
 Client Experience with Outsourcing (++) 
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 Supplier Management Capability (++) 
 Contract Negotiation Capability (++) 
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 (++) more than 80% of the evidence is positive and significant 
 (+) 60% to 80% of the evidence is positive and significant 
 (--) more than 80% of the evidence is negative and significant 
 (-) 60% to 80% of the evidence is negative and significant 
 (MM) more than 80% of the evidence suggests variable matters 
 
Legend 
Abbildung 2.10.: Ergebnis einer Literatursynopse über IT-Outsourcing nach La-
city et al. (2010)
2.4.3. Outsourcingentscheidungen im Softwareentwicklungsprozess
Im Rahmen dieser Arbeit werden technische Eigenschaften des Outsourcings in
der Softwareentwicklung näher beleuchtet. Es stehen dabei die Softwareprodukte
und ihr Herstellungsprozess mit den jeweiligen Ausprägungen und Gestaltungs-
möglichkeiten für die Fremdvergabe im Vordergrund. Daher muss die Entwicklung
von Software entsprechend existierender Produktkategorien und Durchführungs-
optionen differenziert werden (vgl. Abbildung 2.11). Es werden Klassifizierungen
aus der Literatur zur globalen Softwareentwicklung (vgl. Kapitel 2.3.4) herange-
zogen und für ihre Verwendung im Rahmen des IT-Outsourcings diskutiert.
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Abbildung 2.11.: Outsourcingoptionen im Softwareentwicklungsprozess
Bei der globalen Softwareentwicklung wird in erster Linie zwischen der Neu-
entwicklung und dem Betrieb (inkl. Wartung) von Software unterschieden (King,
2005; Smith et al., 1996). Durch die Outsourcingentscheidung wird dann festge-
legt, was davon selbst durchgeführt und was zu einem externen Lieferanten oder
einem entfernt gelegenen Firmenstandort ausgelagert werden soll (Prikladnicki
et al., 2007).
Bei der Neuentwicklung von Software handelt es sich um die Entwicklung und
Umsetzung von Softwaresystemen, die in der beabsichtigten Form so noch nicht
existieren (Optionen 1 und 2 in Abbildung 2.11). Dies umfasst alle Phasen des
Softwarelebenszyklus, in denen das Endprodukt noch nicht im produktiven Ein-
satz ist (vgl. Kapitel 2.3.2). Eine Besonderheit stellt die Anforderungserhebung
dar, die stets in enger Abstimmung mit dem Auftraggeber erfolgen sollte. Die-
ser legt die Funktionalität und den Umfang des erforderlichen Endprodukts fest.
Der gewählte Outsourcingansatz bestimmt dann den Grad der Inanspruchnahme
von Fremdleistungen für die Durchführung der Neuentwicklung (Buxmann et al.,
2011; Patane und Jurison, 1994). Entsprechend einer Studie mit 498 befragten
Softwareunternehmen haben 79,1% derartige Fremdleistungen bei der Neuent-
wicklung eines Softwareprodukts in Anspruch genommen. 33,2% der Unterneh-
men ließen das Softwareprodukt sogar komplett von Zulieferern entwickeln (Bux-
mann et al., 2011).
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Beim Outsourcing der Betriebs- und Wartungsphase des Softwarelebenszyklus
wird die Betreuung eines sich im laufenden Betrieb befindlichen Softwaresystems
in den Aufgabenbereich eines Zulieferers verlagert (Optionen 3 und 4 in Abbil-
dung 2.11). Dieser Service beinhaltet z.B. die Einspielung von Softwareupdates,
die Korrektur kleiner Softwarefehler oder auch die Anwenderbetreuung in Form
einer Hotline (King, 2005). Laut Buxmann et al. (2011) betreibt diese Phase nur
ein kleiner Teil der befragten Unternehmen selbst. Über 85% der Unternehmen
lagern solche Dienstleistungen an Zulieferer aus (Buxmann et al., 2011).
Weiterhin werden Outsourcingentscheidungen auf der Basis von Projekt- oder
Produktstrukturen im Softwareentwicklungsprozess getroffen (Aspray et al., 2006;
Herbsleb, 2007; Noll et al., 2010). Aus projektspezifischer Sicht sind Outsourcing-
entscheidungen darüber zu treffen, ob Teilprojekte oder das gesamte Entwick-
lungsprojekt an einen Zulieferer vergeben werden. Alternativ werden derartige
Entscheidungen auch auf Basis der Produktstruktur getroffen, indem einzelne
Komponenten des Gesamtprodukts oder des gesamte System durch Fremdleis-
tungen erstellt werden (Buxmann et al., 2011).
Wenn für die Outsourcingentscheidung Projekteigenschaften herangezogen wer-
den, steht die Ressourcenverfügbarkeit für die Durchführung des Softwareprojekts
im Vordergrund (Kramer et al., 2013; Noll et al., 2010). Unter Berücksichtigung
der verfügbaren Arbeitskräfte und deren Qualifikation für die Umsetzung der
einzelnen Phasen des Softwareentwicklungsprozesses wird dann entschieden, ob
Teilprojekte (einzelne Aufgaben oder Abschnitte eines Projekts) durch Fremdleis-
tung erstellt werden oder ob ausreichend eigene Ressourcen zur Verfügung stehen,
die ausgelastet werden müssen (Optionen 1 und 3 in Abbildung 2.11). Situati-
onsbedingt kann auch eine Entscheidung zur Auslagerung des Gesamtprojekts
(Optionen 2 und 4 in Abbildung 2.11) getroffen werden (Kramer et al., 2013).
Alternativ dazu werden Outsourcingentscheidungen auch basierend auf der
Struktur des Softwareprodukts getroffen. Die Produktarchitektur spielt dabei
die entscheidende Rolle (Herbsleb, 2007; Herbsleb und Moitra, 2001; Noll et al.,
2010). Ein komponentenbasierter Aufbau des Softwaresystems ermöglicht die
Untergliederung des Gesamtprodukts in weitgehend eigenständige Module oder
Komponenten (Cai et al., 2000). Dieser Aufbau erlaubt es dann, Entscheidun-
gen darüber zu treffen, welche dieser Einzelteile im eigenen Unternehmen entwi-
ckelt werden sollen oder durch Fremdleistungen zu beziehen sind. Die einzelnen
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Entwicklungsteams übernehmen dabei die Verantwortung für ihre entwickelten
Komponenten und sind auch Ansprechpartner, wenn Änderungen durchzuführen
sind. Durch die Vermeidung von instabilen Architekturen wird bei Änderungen
am Produkt das Risiko unklarer und überflüssiger Kommunikation reduziert, da
die Anzahl der an der Änderung beteiligten Teams so gering wie möglich gehal-
ten wird (Herbsleb, 2007; Noll et al., 2010). Ebenso kann auch bei dieser Vor-
gehensweise die Auslagerung des gesamten Softwareprodukts an einen Zulieferer
entschieden werden.
Zusammenfassend sind für Outsourcingentscheidungen im Softwareentwick-
lungsprozess die Phasen des Softwarelebenszyklus maßgeblich. Es wird einer-
seits unterschieden, ob es sich um eine Neuentwicklung oder die Weiterentwick-
lung von Software im Rahmen der Betriebsphase handelt. Andererseits ist die
Projekt- bzw. Produktstruktur eines Softwareentwicklungsprojekts relevant für
die Entscheidungsfindung. Der Bezug eines Softwareprodukts ausschließlich durch
Fremdleistung, also das totale Outsourcing, wird im Rahmen dieser Arbeit nicht
weiter verfolgt, da hierbei keine Entscheidungen zur Differenzierung von einzelnen
Softwarekomponenten auf der Basis softwaretechnischer Eigenschaften des Pro-
dukts zu treffen sind. Ebenso sind Entscheidungen, ob der Betrieb und die War-
tung eines Softwareprodukts ausgelagert werden sollen, für diese Forschungsarbeit
nicht relevant, da es sich dabei nur um kleinere Anpassungen oder Einstellungen
einer Software und nicht um die Durchführung eines Softwareentwicklungspro-
zesses im eigentlichen Sinne handelt. Infolgedessen stehen die Neuentwicklung
von Softwareprodukten und die Outsourcingmöglichkeiten von Teilaufgaben (al-
so Komponenten) im Rahmen des Softwareentwicklungsprozesses im Mittelpunkt
dieser Forschung (vgl. Option 1 in Abbildung 2.11).
2.4.3.1. Integration der Outsourcingentscheidung in den
Softwareentwicklungsprozess
Wenn Outsourcingentscheidungen nicht als binäre Entscheidung (Auslagerung
des gesamten Projekts oder Produkts), sondern im Sinne der Option 1 (vgl. Ab-
bildung 2.11) durchgeführt werden sollen, muss dieser Vorgang in den Software-
entwicklungsprozess eingebettet werden, um die Teilprojekte und Softwarekom-
ponenten bestimmen zu können, die durch den Bezug von Fremdleistung erstellt
76 2. Theoretische und konzeptionelle Grundlagen
werden sollen. Die einzelnen Phasen des Softwarelebenszyklus (vgl. Kapitel 2.3.2)
vor Inbetriebnahme der Software müssen daher einzeln danach analysiert werden,
ob die gesamte Phase oder einzelne Aufgaben daraus durch Zulieferer fremdbe-
zogen werden können.
In einer Studie mit kleinen und mittelständischen Softwareherstellern wurde
der Softwareentwicklungsprozesses dahingehend untersucht, welche der einzelnen
Phasen davon beim Outsourcing teilweise oder ganz durch Fremdleistung er-
bracht werden können (Kramer et al., 2013). Die Ergebnisse legen offen, dass
die frühen Phasen der Softwareentwicklung, bestehend aus Analyse und Erhe-
bung der Anforderungen sowie dem Architekturentwurf des Softwaresystems, gar
nicht oder nur sehr begrenzt an externe Dienstleister vergeben werden. Die Im-
plementierung des Softwarecodes mit ihren zugehörigen Komponententests wird
als zentrale Phase des Softwareentwicklungsprozesses hingegen von allen befrag-
ten Unternehmen mit der Hilfe externer Dienstleister durchgeführt. Nachgelager-
te Phasen der Entwicklung wie Integrationstests und Qualitätssicherung werden
einstimmig im eigenen Unternehmen durchgeführt (Kramer et al., 2013).
Die schlechte Eignung früher Phasen des Softwareentwicklungsprozesses für das
Outsourcing sehen die teilnehmenden Unternehmen darin, dass gerade dort die
Interaktion mit zukünftigen Anwendern von besonderer Bedeutung ist, weil sie die
Anforderungen an das finale Softwareprodukt vorgeben. Hierbei ist den Firmen
die Qualität der Anforderungen sehr wichtig, damit sich nicht schon sehr früh
Fehler in das Produkt einschleichen, die im späteren Verlauf nur sehr kostspielig
behoben werden können. Gleiches gilt für die Softwarearchitektur, welche als
maßgeblicher Bauplan für die Entwicklung gilt (Kramer et al., 2013; Mikkola,
2003).
Die Umsetzung von Anforderungen und Architekturspezifikationen in Soft-
warecode wird von allen Unternehmen als die Phase des Softwarelebenszyklus
eingeschätzt, die sich am besten für die Auslagerung oder den Bezug von Fremd-
leistungen eignet. Im Sinne der komponentenbasierten Softwareentwicklung las-
sen sich so einzelne Komponenten an Zulieferer auslagern, da diese eine nach
außen hin abgeschlossene Funktionsbeschreibung und Schnittstelle besitzen (Cai
et al., 2000). Eine Übermittlung zum externen Dienstleister ist in diesem Fall oh-
ne großen Aufwand möglich, weil weder die Gesamtarchitektur des Endprodukts
noch Wissen über andere Komponenten ausgetauscht werden muss. Eng damit
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Abbildung 2.12.: Einbettung der Outsourcingentscheidung in den Softwareent-
wicklungsprozess
verbunden sind die Komponententests, die zur Überprüfung der Funktionalität
und Konformität einzelner Softwaremodule zu ihren Schnittstellen dienen. Sie
gehören zur Entwicklung einzelner Komponenten unmittelbar dazu und werden
gleichermaßen wie ihre zugehörige Komponente vergeben (Baldwin und Clark,
2000; Kramer et al., 2013).
Die nachgelagerten Phasen der Entwicklung, also die Durchführung von In-
tegrationstest aller Komponenten sowie die Qualitätssicherung des Gesamtpro-
dukts, sollen nicht betrachtet werden. Die Auslagerung dieser Phasen ist aufgrund
der anteiligen Verwendung von Fremdleistung bei der Implementierungsphase
nicht möglich, da ein externer Dienstleister nicht im Besitz der gesamten Soft-
ware ist, die als Ganzes getestet und geprüft werden soll (Kramer et al., 2013;
Murray und Crandall, 2006).
In Abbildung 2.12 ist zusammenfassend in einem Prozessmodell dargestellt, wie
sich Outsourcingentscheidungen in den Softwareentwicklungsprozess integrieren.
Die entscheidende Stelle ist unmittelbar beim Phasenwechsel zwischen System-
design und Implementierung. Spätestens hier muss entschieden werden, welche
Softwarekomponenten selbst entwickelt und welche extern vergeben werden.
Allgemeingültige Phasenmodelle für das IT-Outsourcing, in denen die Verwal-
tung und Durchführung eines kompletten Outsourcingprojekts angeleitet wird,
um die Chancen eines erfolgreichen Projektabschlusses zu erhöhen und die Risi-
ken zu minimieren, sind bereits etabliert (Cullen et al., 2005; Hodel et al., 2006).
Sie geben Hilfestellungen und Handlungsempfehlungen zum Ablauf der einzel-
nen Phasen eines Outsourcingprojekts. Konkrete Unterstützung bei der Ent-
scheidungsfindung, welche Komponenten ausgelagert werden sollen und welche
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nicht, ist in diesen Modellen allerdings nicht zu finden. In der bisher verfüg-
baren Literatur konnte nun die Stelle im Softwareentwicklungsprozess identifi-
ziert werden, an der notwendigerweise eine Entscheidung über die Verteilung der
Entwicklungsarbeit getroffen werden muss, allerdings liefert die Literatur keine
Hinweise darüber, welche Kriterien bei einer derartigen Outsourcingentscheidung
herangezogen werden sollten und welche Methode sich zur Entscheidungsfindung
als geeignet erweist. Ein derartiges Entscheidungsmodell wird im Rahmen dieser
Forschungsarbeit erarbeitet.
2.4.3.2. Relevanz technischer Eigenschaften des Softwareprodukts für
die Outsourcingentscheidung
Für die Entwicklung eines Entscheidungsmodells, das die Outsourcingentschei-
dung im Softwareentwicklungsprozess unterstützen soll, ist es erforderlich, die
bis dahin verfügbaren softwaretechnischen Eigenschaften eines finalen Gesamt-
systems und seiner Komponenten zu identifizieren. Diese Faktoren müssen dann
mit in den Entscheidungsansatz einfließen, um die Frage nach der Verteilung
der Softwarekomponenten auf das eigene Entwicklungsteam oder den Zulieferer
besser zu informieren.
In Abbildung 2.12 wird deutlich, dass bis zur Bestimmung der Outsourcingent-
scheidung die Phasen des Softwaredesigns und Architekturentwurfs bereits durch-
laufen sind. Darin müssen die Grundlagen für einen möglichst reibungslosen Ab-
lauf der Entwicklungsphase mit anteiligem Fremdleistungsbezug geschaffen wer-
den. Unabhängig vom Outsourcing verbessert eine auf Komponenten basierende
Architektur des Softwaresystems die Wartbarkeit, Zuverlässigkeit und Gesamt-
qualität des Systems (Cai et al., 2000). Gleichzeitig wirkt sich die entworfene Ar-
chitektur auf die Koordination eines Softwareentwicklungsprojekts aus (Conway,
1968; Herbsleb, 2007). Durch sie wird eine Kommunikationsstruktur vorgegeben
und der Informationsfluss der Entwickler so gesteuert, dass die einzelnen Auf-
gaben innerhalb des Entwicklungsprozesses meist autonom durchgeführt werden
können. Softwarekomponenten mit genau spezifizierten Schnittstellen können des-
halb weitgehend unabhängig voneinander entwickelt werden (Baldwin und Clark,
2000; Herbsleb, 2007). Sie stellen damit ein Alleinstellungsmerkmal für die Out-
sourcingentscheidung dar. Die Interaktion zwischen Softwareteams, denen jeweils
2.4. Eigenerstellung oder Fremdbezug von Softwarekomponenten 79
eigene Komponenten zugeteilt werden, kann damit gering gehalten werden. Auch
der Austausch mit externen Zulieferern kann so auf ein notwendiges Minimum
reduziert werden (Herbsleb, 2007). Für die Outsourcingentscheidung sollte daher
berücksichtigt werden, dass eng miteinander verbundene Softwarekomponenten
am gleichen Standort oder sogar vom gleichen Team entwickelt werden, und dass
weitgehend unabhängige Komponenten besser für das Outsourcing als die Ei-
genentwicklung geeignet sind, weil kaum Interaktion mit zentralen Schnittstellen
oder anderen Komponenten notwendig ist.
Geht man im Softwareentwicklungsprozess eine weitere Phase nach vorne zur
Anforderungserhebung, so existieren bereits Ansätze, die sich mit der Zusam-
mengehörigkeit von Anforderungen beschäftigen. Dadurch wird ermöglicht, dass
eng miteinander in Verbindung stehende Anforderungen gruppiert und analysiert
werden können, um im Falle eines Architekturdesigns der Software bereits erste
Anhaltspunkte für eine mögliche Modularisierung des Softwareprodukts zu lie-
fern (Li et al., 2009; Myers, 1978; Troy und Zweben, 1981). Sofern in kleinen
Softwareunternehmen auf die ausführliche Definition einer Architektur verzichtet
wird, können diese anforderungsbasierten Ansätze herangezogen werden, um den
Aufbau des Softwaresystems zu skizzieren.
Für die Gruppierung von Anforderungen bedient man sich der Konzepte der
Nachvollziehbarkeit in Softwareentwicklungsprojekten (Hildenbrand, 2008) sowie
der auf Graphen basierten Darstellungsweise von Anforderungen und deren Ver-
knüpfungsinformationen (Heim et al., 2008). Einen pragmatischen Ansatz stellt
Yaung (1992) bereit. Er stellt die Anforderungen eines Softwareentwicklungs-
projekts als Knoten eines Graphen und bekannte Verbindungen zwischen diesen
Anforderungen als gewichtete Kanten dar. Die Gewichte drücken dabei den Grad
der Kohäsion zweier Anforderungen aus (Yaung, 1992). Diese Darstellungsweise
kann anschließend als Vorlage für die Entwicklung des technischen Aufbaus des
Softwaresystems dienen und die Definition der Softwarekomponenten anleiten. Sie
fließt in bisherige Outsourcingentscheidungen nur indirekt als Ideengeber für den
Architekturentwurf ein. Konkret lassen sich daraus jedoch technische Eigenschaf-
ten für das Softwareprodukt ableiten. Anhand des Grads der Verknüpfung von
Anforderungen können Rückschlüsse auf die Komponentenstruktur und die in ei-
ner Softwarekomponente enthaltenen Anforderungen gezogen werden. Betrachtet
man also die Anforderungen einer Komponente und deren weiteren Verknüp-
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fungen zu Anforderungen anderer Komponenten, so lässt sich daraus ein Grad
für den Zusammenhang zweier Komponenten ableiten. Dies stellt eine wichtige
Information für die Outsourcingentscheidung dar und sollte in einem Entschei-
dungsmodell entsprechend berücksichtigt werden.
Ein Entscheidungsmodell, das die hier aufgeführten technischen Eigenschaften
von Softwareprodukten und die Besonderheiten des Entwicklungsprozesses be-
rücksichtigt sowie weitere Aspekte mit in die Entscheidungsfindung einbezieht,
existiert derzeit nicht. Unter Berücksichtigung der hier vorgestellten Erkenntnisse
wird deshalb im weiteren Verlauf dieser Arbeit ein Entscheidungsmodell für das
Outsourcing in Softwareentwicklungsprozessen erarbeitet.
2.5. Zusammenfassung
In diesem Kapitel wurden die begrifflichen Grundlagen vermittelt, die für das Ver-
ständnis der Zielsetzung, also die Konzeption eines Entscheidungsmodells und
Entwicklung eines mobilen EUS für das komponentenbasierte IT-Outsourcing,
notwendig sind. Dabei wurde ein Einblick in die Themengebiete der Entschei-
dungsfindung und (mobiler) EUS, der Softwareentwicklung sowie des IT-Out-
sourcings gegeben.
Da die Entscheidungsunterstützung im Softwareoutsourcing das Thema der
vorliegenden Arbeit ist, wurde im Grundlagenkapitel zunächst eine Übersicht
über das Treffen von Entscheidungen sowie der Definition von Entscheidungsmo-
dellen im Unternehmenskontext vorgestellt (vgl. Kapitel 2.1), bevor auf die Ver-
wendung von EUS und die jeweiligen Typen von EUS näher eingegangen wurde.
Komplexe Entscheidungsprobleme mit multiplen Einflusskriterien und vernetzten
Anwendern zu unterstützen ist deren Kernaufgabe. Moderne EUS unterstützen
diesen Aufgabenbereich durch ihre mobile Verwendung besser.
Während im weiteren Verlauf des Kapitels in den Grundlagen der Software-
entwicklung der Fokus auf die Vorgehensweise von verteilten Entwicklungsteams
und deren Unterstützungsmöglichkeiten durch Kollaborationsplattformen gelegt
wurde (vgl. Kapitel 2.3.4), standen im Grundlagenkapitel zum Thema Software-
outsourcing (vgl. Kapitel 2.4) neben den Vor- und Nachteilen auch die bisherigen
Ansätze zur Entscheidungsfindung im Vordergrund. Die bisherigen Ansätze zur
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Beantwortung der Outsourcingfrage vernachlässigen jedoch die technischen Ei-
genschaften des zu entwickelnden Softwareprodukts und die damit verbundenen
Merkmale des Herstellungsprozesses. Deshalb lassen sich im Rahmen von Phasen-
modellen des IT-Outsourcings zwar Entscheidungen z.B. darüber treffen, welche
Partner für die Zusammenarbeit ausgewählt werden oder welche Unternehmens-
funktion sich für die Auslagerung eignet. Für die Entscheidungsfindung, welche
Komponenten eines Softwareprodukts tatsächlich vom externen Zulieferer pro-
grammiert und welche Komponenten intern entwickelt werden sollen, existiert
jedoch kein Entscheidungsmodell, das technische Eigenschaften eines Software-
systems berücksichtigt, sondern lediglich erste Ansätze in den Phasen der Anfor-
derungserhebung und des Architekturentwurfs (vgl. Kapitel 2.4.3).
Entsprechend der vorgestellten Grundlagen eignet sich das in dieser Arbeit
vorliegende Problem, also die Klassifikation von Komponenten im Softwareent-
wicklungsprozess basierend auf ihren technischen Eigenschaften für die Eigenent-
wicklung oder Fremdherstellung, bestens für den Entwurf eines Entscheidungs-
modells für Softwarekomponenten und die Umsetzung eines zugehörigen EUS.
Für die Implementierung der Entscheidungsunterstützung als innovatives EUS
im IT-Outsourcing erscheinen mobile Technologien aufgrund ihrer kompakten
Bauweise und ihrer guten Vernetzung als optimal geeignet (vgl. Kapitel 2.2.2),
da mit mobilen Endgeräten die Zielgruppe der Entscheidungsträger hervorragend
adressiert werden kann. Diese setzt sich aus Managern oder Entwicklungsleitern
zusammen, die auf mobile Lösungen angewiesen sind (Klimpke et al., 2011).

3. Konzeption und Implementierung
In diesem Kapitel wird das zentrale Artefakt dieser konstruktionswissenschaftli-
chen Arbeit konzipiert und prototypisch umgesetzt. Es handelt sich dabei um eine
Technologie zur Unterstützung von Outsourcingentscheidungen in der komponen-
tenbasierten Softwareentwicklung, die einerseits aus einem theoretisch basierten
Entscheidungsmodell und andererseits aus dessen Implementierung in ein mobiles
EUS besteht. Diese Vorgehensweise entspricht der zugrundeliegenden Forschungs-
methode dieser Arbeit (vgl. Kapitel 1.3) und initiiert gleichzeitig denDesign Cycle
dieser Methode. Dadurch wird, wie von Hevner et al. (2004) gefordert, die erste
Richtlinie designorientierter Forschungsarbeiten umgesetzt:
„The result of design-science research in IS is, by definition, a pur-
poseful IT artifact created to address an important organizational
problem.“ (Hevner et al., 2004, S. 82)
Dementsprechend sollen das in diesem Kapitel konzipierte Entscheidungsmo-
dell und dessen Umsetzung die Anforderungen von Unternehmen an ein nut-
zenstiftendes Artefakt erfüllen. Zunächst wird daher die zu unterstützende Out-
sourcingentscheidung genau spezifiziert und besonders auf die daraus resultie-
renden Anforderungen an das zu entwerfende Entscheidungsmodell sowie dessen
prototypische Umsetzung eingegangen. Im weiteren Verlauf dieses Kapitels wer-
den dann ein theoretisch fundiertes Entscheidungsmodell sowie eine zugehörige
Entscheidungslogik hergeleitet, die eine Klassifizierung von Komponenten eines
Softwareentwicklungsprojekts ermöglichen. Für jede einzelne Softwarekomponen-
te lässt sich damit entscheiden, ob sie vom eigenen Softwareentwicklungsteam
entwickelt oder ausgelagert werden soll. Das Entscheidungsmodell berücksich-
tigt dabei sowohl strukturelle Eigenschaften einer Komponente in Bezug auf
das Softwareprodukt, Prozessmerkmale der Entwicklung von Komponenten als
auch Wissensmerkmale von Softwarekomponenten. Die Logik verknüpft alle Ent-
scheidungskriterien des Modells in einem zweistufigen gewichteten Verfahren. In
den genannten Merkmalskategorien werden Teilnutzenwerte ermittelt, aus denen
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sich unter Berücksichtigung der Gewichtung ein Gesamtnutzen ergibt. Mit einem
Praxisbeispiel wird die Konzeptionierung des Entscheidungsmodells komplettiert.
Es folgt eine prototypische Umsetzung des konzipierten Entscheidungsmodell in
ein Softwarewerkzeug für Outsourcingmanager. Es wird das Design und die Im-
plementierung eines mobilen EUS beschrieben, das sich nahtlos in bestehende
Softwareentwicklungsumgebungen integrieren lässt, die Weiterverwendung exis-
tierender Kollaborationssysteme sicherstellt und die Durchführung der Outsour-
cingentscheidung für jede einzelne Komponente gleichermaßen unterstützt sowie
begründet. Das Kapitel endet mit einer Zusammenfassung der Ergebnisse.
3.1. Die zu unterstützende Outsourcingentscheidung und
ihre Anforderungen
Eine Entscheidung zu treffen bedeutet im betrieblichen Kontext, eine oder meh-
rere vorteilhafte Handlungsalternativen zur Lösung eines vorliegenden Problems
auszuwählen, um den Unternehmenszielen schrittweise näher zu kommen (vgl.
Kapitel 2.1.1). Der betriebliche Kontext, der in dieser Arbeit betrachtet wird, ist
die Festlegung, welche Teile einer Softwarearchitektur für die interne und welche
für die externe Entwicklung bestimmt sind. Im Fokus stehen daher Softwareun-
ternehmen, die sich aus unternehmerischen Gründen dafür entschieden haben,
Teile ihrer Softwareentwicklung im jeweiligen Projekt auszulagern.
Im Rahmen von Softwareentwicklungsprojekten eignen sich Softwarekompo-
nenten (vgl. Kapitel 2.3.3) als Entscheidungsgegenstand einer Systemarchitek-
tur optimal. Eine Komponente wird in dieser Arbeit holistisch betrachtet und
pragmatisch als logisches Konzept aufgefasst (Cheesman und Daniels, 2001). Im
Unterschied zu der überwiegend technischen Bedeutung des Begriffs der Kompo-
nente (Atkinson et al., 2002) mit ihren konkreten Abstraktionsebenen (Binär-,
Bytecode- oder Codeebene) wird eine Komponente in dieser Arbeit als abge-
schlossene und eigenständige logische Einheit von Software mit einer definierten
Funktionalität verstanden. Sie ist unabhängig verteilbar und kommuniziert aus-
schließlich über wohldefinierte Schnittstellen mit anderen Komponenten. Sie wird
als die elementare Einheit der Gesamtarchitektur betrachtet.
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Aus der Sicht des Entwicklungsprozesses muss die Outsourcingentscheidung
nach der konzeptionellen Designphase durchgeführt werden (vgl. Abb. 2.12). Erst
dann lassen sich Aussagen über die Struktur der Software sowie deren Teilsyste-
me und Funktionseinheiten und damit über die Gesamtarchitektur treffen. Die
zu unterstützende Entscheidung befindet sich also an der Schnittstelle zwischen
Design und Implementierung, bevor die jeweiligen Softwarekomponenten in Code
geschrieben werden.
In diesem beschriebenen Kontext ist es nun erforderlich, eine konkrete Entschei-
dung über die Verteilung aller zum Projekt zugehörigen Softwarekomponenten auf
das interne Entwicklungsteam oder den externen Zulieferer zu treffen, da für die-
ses Vorgehen noch keine geeigneten Verfahren existieren (vgl. Kapitel 2.4.3). Des-
halb wird im weiteren Verlauf dieses Kapitels ein Entscheidungsmodell konzipiert,
welches die spezifische Outsourcingentscheidung umfänglich unterstützt und sich
in einem mobilen EUS umsetzen lässt. Hierfür wird eine Zielfunktion definiert, de-
ren Ergebnis jeder Softwarekomponente des Projekts eine Handlungsempfehlung
(intern entwickeln, extern entwickeln, beides möglich) zuweist. Die Zielfunktion
bedient sich dabei speziell auf Softwarekomponenten zugeschnittener Entschei-
dungskriterien (strukturspezifisch, prozessspezifisch, wissensspezifisch), um das
Entscheidungsfeld hinsichtlich der Zielsetzung (optimale Aufgabenverteilung bei
der Entwicklung) auszuwerten.
Die Anforderungen an das Entscheidungsmodell und die zugehörige Implemen-
tierung (siehe Tabelle 3.1) lassen sich aus bestehenden Theorien und Konzepten
der Wirtschaftsinformatik bzw. Betriebswirtschaftslehre ableiten. Zusätzliche An-
forderungen ergeben sich aus dem Stand der Technik, bisherigen Forschungsar-
beiten im Bereich des IT-Outsourcings sowie der identifizierten Forschungslücke
(vgl. Kapitel 2.4.3).
Als geeignet für das vorherrschende Entscheidungsproblem und dessen kompo-
nentenbasierte Sichtweise erweisen sich in erster Linie erforschte Konzepte, wel-
che zum Treffen einer Entscheidung die für die Organisation spezifischen sowie
technischen Eigenschaften einer einzelnen Komponente einbeziehen. Im Outsour-
cingkontext werden häufig die Transaktionskostentheorie, die ressourcenbasierte
Sichtweise von Unternehmen sowie die Systemtheorie mit Entscheidungskriterien
für die Auslagerung in Verbindung gebracht (Dibbern et al., 2012a, 2004). Ihre
Verwendungsmöglichkeiten auf operativer Ebene motivieren die Definition von
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Tabelle 3.1.: Zusammenfassung der Anforderungen
Nr. Anforderung
1 Das Entscheidungsmodell zur Unterstützung von Outsourcingent-
scheidungen in der komponentenbasierten Softwareentwicklung
muss sowohl strukturelle Eigenschaften einer Komponente in Bezug
auf das Softwareprodukt (strukturspezifische Merkmale), Prozess-
merkmale der Entwicklung von Softwarekomponenten (prozessspe-
zifische Merkmale) als auch Wissensmerkmale von Softwarekompo-
nenten (wissensspezifische Merkmale) berücksichtigen.
2 Die Selektion und Definition der Merkmale von Softwarekompo-
nenten, die sich auf die Outsourcingentscheidung auswirken, müs-
sen im Entscheidungsmodell und im EUS flexibel gestaltet werden.
Merkmale müssen sich hinzufügen oder entfernen lassen. Die Ge-
wichtungen der Aggregationsebenen der Merkmalsgruppen müssen
individuell definierbar sein.
3 Das EUS für die komponentenbasierte Outsourcingentscheidung
muss sich zur Verwendung entscheidungsrelevanter Daten in beste-
hende Kollaborationsplattformen für die Softwareentwicklung inte-
grieren lassen. Eine universelle Schnittstelle für die Integration in
unterschiedliche Plattformen ist dabei vorteilhaft.
4 Das EUS für die komponentenbasierte Outsourcingentscheidung
muss in Form einer mobilen Softwarelösung umgesetzt werden und
der relevanten Zielgruppe als Anwendung für das Smartphone oder
Tablet verfügbar gemacht werden.
Anforderungen an das zu entwickelnde Entscheidungsmodell und dessen techni-
sche Umsetzung.
In der Transaktionskostentheorie werden alle Kosten von Transaktionen
betrachtet, die für die Erreichung und Durchführung einer Vereinbarung aufge-
wendet werden müssen. Jede Transaktion erfordert angemessene Vereinbarungen
zwischen zwei Parteien, um den Austausch von Produkten und Dienstleistun-
gen zu ermöglichen (Williamson, 1990). Unter Transaktionskosten werden daher
Anbahnungskosten (zur Suche von und Informationsbereitstellung über mögli-
che Austauschpartner), Verhandlungskosten (für die Zeit und Ressourcen zur
Vertragsausgestaltung), Überwachungskosten (zur Überprüfung abgesprochener
Preise oder Bedingungen) sowie Anpassungskosten (für die nachträgliche An-
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gleichung von Preisen, Terminen, Qualitäten oder Mengen) verstanden. Solche
Kosten treten kontinuierlich auf und sind aber nur schwierig zu messen (Dibbern
et al., 2004; Williamson, 1990). Der Existenz von Transaktionskosten liegen zwei
fundamentale Annahmen zugrunde. Einerseits sorgt die begrenzte Rationalität
von Individuen dafür, dass die Zukunft nicht vollständig vorhergesehen werden
kann und dass Verträge nicht vollständig entwickelt und abgeschlossen werden
können, sondern diese immer nur Teilaspekte festhalten, die im Vorfeld absehbar
sind. Andererseits führt opportunistisches Verhalten der involvierten Parteien da-
zu, dass sie sich auf Kosten des anderen Partners Vorteile verschaffen, sofern sich
die Gelegenheit ergibt.
Unter Berücksichtigung dieser Prämissen besagt die Theorie, dass die Trans-
aktionskosten jeweils von spezifischen Assets, also besonderen Fähigkeiten, Fer-
tigkeiten und Expertisen, sowie von Unsicherheit beeinflusst werden. Dabei Die
spezifischen Assets werden dabei in drei Kategorien untergliedert:
• Ortsspezifisch: Z.B. Natürliche Ressourcen sind nur am Ort ihres Vorkom-
mens verfügbar und lassen sich nur unter hohen Kosten bewegen.
• Güterspezifisch: Z.B. Komplexe Systeme oder Geräte, die speziell für einen
bestimmten Kunden oder Zweck gebaut wurden.
• Humanspezifisch: Z.B. Hochspezialisierte Arbeitskräfte, die ihre Fertigkei-
ten über Jahre erlernt haben.
Bei Unsicherheit unterscheidet man zwischen umgebungsbedingter und verhal-
tensbezogener Unsicherheit. Die Umgebungsunsicherheiten sind sich schnell än-
dernde Technologien oder geschäftsbedingte Unsicherheiten, wenn sich der Ge-
schäftszweck des Verhandlungspartners während der Vertragslaufzeit ändert. Die
verhaltensbezogene Unsicherheit beinhaltet die Wahrscheinlichkeit mit der sich
ein Geschäftspartner opportunistisch verhält. Weiterhin erklärt die Transaktions-
kostentheorie, dass sich Unsicherheit bei hoher Spezifität der Assets stärker auf
die Transaktionskosten auswirkt.
Bei Outsourcingentscheidungen setzen sich die Beschaffungskosten aus den Pro-
duktionskosten sowie den Transaktionskosten zusammen. Beide müssen stets zu-
sammen betrachtet werden, damit die Teile der Software im Unternehmen selbst
hergestellt werden, für die die Beschaffungskosten auf dem Markt höher sind
als die eigenen, und umgekehrt (Dibbern et al., 2008). Dies gilt damit auch für
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die komponentenweise Betrachtung der Outsourcingentscheidung. Es muss also
stets berücksichtigt werden, welchen Einfluss spezifische Assets, wie z.B. beson-
dere Programmiererfahrungen oder lang erlerntes Prozesswissen, in Kombination
mit Unsicherheiten auf die jeweiligen Transaktionskosten haben. So sollten z.B.
Softwarekomponenten, die dem Entwickler besondere Fähigkeiten abverlangen,
die nur im eigenen Unternehmen verfügbar sind, in erster Linie nicht an einen
Lieferanten vergeben werden.
Bei der ressourcenbasierten Sichtweise wird argumentiert, dass der Markt
schneller in der Lage ist, sich über die Zeit hinweg weiterzuentwickeln und von
der Vergangenheit zu lernen. Dadurch können auf dem Marktumfeld Fähigkeiten
und Routinen unabhängig voneinander entwickelt und bereitgestellt werden, die
auf den vorhandenen Ressourcen basieren (Langlois, 1995). Sofern ein Unterneh-
men nicht in der Lage ist, die notwendigen Ressourcen für die Erstellung eines
Produkts oder eines Services selbst intern bereitzustellen, müssen die Ressourcen
auf dem Markt die vorhandenen Fähigkeiten eines Unternehmens komplettieren
und werden so begehrlich für das Unternehmen (Grant, 1991; Teng et al., 1995).
Bei mangelnden Ressourcen ist deshalb eine Auslagerung unausweichlich. Hoch-
spezifische Wettbewerbsvorteile, deren Fehlen sich existenzbedrohend auf ein Un-
ternehmen auswirken, sind deshalb für das Outsourcing ungeeignet. Dementspre-
chend sind leicht zu imitierende Fertigkeiten und Ressourcen mit geringer Spezi-
fität besser dafür geeignet (Dibbern et al., 2005, 2008; Stratman, 2008).
Die Systemtheorie wird zur Beschreibung und Strukturierung komplexer Sys-
teme herangezogen und macht sich die Eigenschaften der Modularität zunut-
ze (Picot und Baumann, 2007; Simon, 1962). Weil komplexe Systeme aus einer
großen Anzahl einzelner interagierender Fragmente (elementare Einheiten eines
Systems) bestehen, ist es bei der Erstellung von Softwaresystemen die Aufgabe
der Entwickler das effektive Zusammenspiel aller eingebetteten Fragmente (Kom-
ponenten) sicherzustellen (Simon, 1962). Die bevorzugte Aufteilung eines komple-
xen Softwaresystems in seine Teilsysteme und die zugehörigen Komponenten wird
dadurch erreicht, dass diese einen minimalen Grad an Abhängigkeit zueinander
aufweisen aber eine starke interne Bindung besitzen und nur über wohldefinierte
Schnittstellen interagieren (Baldwin und Clark, 2000, 2006; Endres und Rom-
bach, 2003; Gagsch, 1971, 1980; Michlmayr und Hill, 2003). Aus diesem Grund
sind strukturelle Merkmale von Softwarekomponenten ein wesentliches Entschei-
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dungskriterium beim Outsourcing von Softwareprojekten. Zusammen mit den Er-
kenntnissen aus der ressourcenbasierten Sichtweise sowie der Transaktionskosten-
theorie ergibt sich dadurch folgende Anforderung:
Anforderung 1: Das Entscheidungsmodell zur Unterstützung von
Outsourcingentscheidungen in der komponentenbasierten Software-
entwicklung muss sowohl strukturelle Eigenschaften einer Komponen-
te in Bezug auf das Softwareprodukt (strukturspezifische Merkmale),
Prozessmerkmale der Entwicklung von Softwarekomponenten (pro-
zessspezifische Merkmale) als auch Wissensmerkmale von Software-
komponenten (wissensspezifische Merkmale) berücksichtigen.
Das zu entwickelnde Entscheidungsmodell muss neben der theoretisch fundier-
ten Anforderung ebenfalls als Aussagensystem für die stets zuverlässige Bestim-
mung von vorteilhaften Handlungsmaßnahmen gültig sein (vgl. Kapitel 2.1.3).
Die zahlreichen Studien und Forschungsarbeiten im Bereich des IT-Outsourcings
zeigen, dass Outsourcingentscheidungen, unabhängig davon, auf welcher Ebene
diese getroffen werden, unter Berücksichtigung sämtlicher zur Verfügung stehen-
der Aspekte stets subjektiv betrachtet werden (vgl. Kapitel 2.4.3). Es wäre ver-
messen, den Anspruch auf Vollständigkeit der Entscheidungskriterien zu erheben,
wenn zukünftige Forschungsarbeiten möglicherweise in diesem Bereich weitere
Merkmale mit Einfluss auf die Entscheidung identifizieren. Die Vollständigkeit
eines Entscheidungsmodells hängt nach Laux et al. (2004) von den den Kriterien
ab, die vom Entscheider als bedeutsam für eine originalgetreue Abbildung des
Problems wahrgenommen werden. Allerdings ist diese Vollständigkeit subjektiv
und kann von Entscheider zu Entscheider variieren (Laux et al., 2004). Um in
diesen Fällen eine unvollständig informierte Entscheidung zu vermeiden, wird im
Rahmen dieser Arbeit eine initiale Liste mit zugehörigen Kategorien angeboten
wie bei Kramer et al. (2013), die sich aber individuell um weitere Entscheidungs-
kriterien oder auch um zusätzliche Kriterienkategorien erweitern und abändern
lassen muss. So wird der Forderung nach Vollständigkeit des Entscheidungsmo-
dells Genüge geleistet. Daher wird die folgende Anforderung notwendig:
Anforderung 2: Die Selektion und Definition der Merkmale von
Softwarekomponenten, die sich auf die Outsourcingentscheidung aus-
wirken, müssen im Entscheidungsmodell und im EUS flexibel gestaltet
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werden. Merkmale müssen sich hinzufügen oder entfernen lassen. Die
Gewichtungen der Aggregationsebenen der Merkmalsgruppen müssen
individuell definierbar sein.
Die besondere Eigenschaft von EUS im Kontext von Softwareoutsourcing ist
in erster Linie deren Vernetzung aller entscheidungsrelevanten Personen und In-
formationen über Systemgrenzen hinweg (vgl. Kapitel 2.2). Sie ermöglichen es,
alle systemseitig erfassten Informationen für eine Entscheidung zusammenzutra-
gen und bei Bedarf die Einschätzungen der einzelnen Entscheider zu erheben,
zu aggregieren und zusammenzufassen. Im vorliegenden Fall der zu unterstützen-
den Outsourcingentscheidung ist es daher besonders wichtig, dass die systemseitig
verfügbaren Informationen über die Architektur einer Softwarelösung verwendbar
gemacht werden und für die Entscheidungsfindung herangezogen werden können.
Diese Daten werden bei Softwareunternehmen mit verteilter Entwicklung übli-
cherweise in Kollaborationsplattformen (vgl. Kapitel 2.3.4) gepflegt und lassen
sich darüber auch abrufen. Es ist daher für die Implementierung des prototy-
pischen EUS notwendig, dass sie sich in die existierenden Plattformen einfügen
lässt, um daraus die strukturiert vorliegenden Daten für die Entscheidungsfin-
dung extrahieren zu können. Da sich bei den Kollaborationsplattformen für Soft-
wareprojekte bisher kein einheitlicher Standard entwickelt hat, bietet sich eine
universale Schnittstelle für den Datenaustausch mit diesen Plattformen an.
Anforderung 3: Das EUS für die komponentenbasierte Outsour-
cingentscheidung muss sich zur Verwendung entscheidungsrelevanter
Daten in bestehende Kollaborationsplattformen für die Softwareent-
wicklung integrieren lassen. Eine universelle Schnittstelle für die In-
tegration in unterschiedliche Plattformen ist dabei vorteilhaft.
Fortschrittliche EUS zeichnen sich besonders durch ihre mobilen Charakterei-
genschaften aus, welche durch die ununterbrochene Konnektivität von Smart-
phones und Tablets die Nutzung dieser Systeme nahezu an jedem Ort möglich
machen und die bei Bedarf kontextabhängig reagieren können (vgl. Kapitel 2.2.2).
Diese Eigenschaften mobiler Technologien lassen sich hervorragend verwenden,
um den Nutzerkreis des in dieser Arbeit entwickelten EUS zu adressieren und die-
se auch zu motivieren, den Prototyp zu verwenden. Die Zielgruppe der entwickel-
ten Applikation ist das mittlere Management mit Projektleitungsaufgaben und
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Entscheidungsbefugnissen, aber auch das Topmanagement von Softwareunterneh-
men. Dieser Personenkreis ist auf die Nutzung von mobilen Lösungen angewiesen,
da der Arbeitsalltag durch kontinuierliche Treffen und durch Abstimmungen mit
Mitarbeitern, Kollegen und anderen Managern geprägt ist. Entscheidungen müs-
sen daher oft unterwegs oder im Meeting getroffen werden. Daher ist folgende
Anforderung besonders wichtig:
Anforderung 4: Das EUS für die komponentenbasierte Outsourcing-
entscheidung muss in Form einer mobilen Softwarelösung umgesetzt
werden und der relevanten Zielgruppe als Anwendung für das Smart-
phone oder Tablet verfügbar gemacht werden.
Die Umsetzung der erhobenen Anforderungen in ein entsprechendes Entschei-
dungsmodell sowie die Entwicklung des zugehörigen EUS werden in den anschlie-
ßenden Unterkapiteln detailliert erläutert.
3.2. Konzeption des Entscheidungsmodells
Entsprechend der ersten Anforderung (siehe Tabelle 3.1) wird ein Entscheidungs-
modell benötigt, welches die Entscheidungsfindung beim IT-Outsourcing auf der
Basis von Komponenten ermöglicht. Das Modell dient anschließend als Grundla-
ge für die Implementierung eines mobilen EUS, um in Form einer prototypischen
Umsetzung die Nützlichkeit und Anwendbarkeit einer solchen Entscheidungsun-
terstützung demonstrieren zu können.
Für die Konzeption des Entscheidungsmodells werden neben der Entschei-
dungslogik auch Zieldimensionen und Entscheidungsgrößen benötigt, die eine
Klassifizierung jeder Softwarekomponente letztendlich erst ermöglichen (vgl. Ka-
pitel 2.1.3). Zunächst wird daher der Aufbau des Modells schrittweise erläutert,
indem die Zieldimensionen vorgestellt und die Entscheidungsgrößen einzeln aus
der Literatur hergeleitet werden. Im Anschluss werden die logischen Verknüp-
fungen zwischen den Entscheidungsgrößen vorgestellt, die die Komponentenei-
genschaften mit den Zieldimensionen vereinen und als Aggregationsmethode der
drei Merkmalsklassen für die finale Outsourcingentscheidung dienen. Ein prakti-
sches Beispiel rundet die Konzeption ab.
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3.2.1. Entscheidungsgrößen und Zieldimension
Das in dieser Arbeit entworfene Entscheidungsmodell greift die Kategorien aus
der ersten Anforderung in der Konzeption auf und gliedert die Entscheidungsgrö-
ßen in strukturelle Eigenschaften, Prozessmerkmale der Entwicklung und Wis-
sensmerkmale einer Softwarekomponente. Strukturelle Eigenschaften eines
Softwareprodukts beschreiben den Aufbau eines komplexen Softwaresystems und
dessen Aufteilung in überschaubare Komponenten mit handhabbarer Komplexi-
tät und weitgehend reduzierten Interaktionskanälen zwischen den Komponenten,
die von klar definierten Schnittstellen und vorgegebenen Designregeln geprägt
sind (Baldwin und Clark, 2000; Subramanyam et al., 2012). Mit den prozess-
spezifischen Merkmalen einer Softwarekomponente werden die Eigenschaften
einer Komponente bezeichnet, die für die Entwicklung komplexer Softwaresyste-
me im Rahmen des Softwareentwicklungsprozesses relevant sind und die ineinan-
dergreifende Abfolge von Aktivitäten betreffen (Heinrich et al., 2011; Sommer-
ville, 2007). Mit den wissensspezifischen Merkmalen einer Softwarekompo-
nente werden Eigenschaften einer Komponente bezeichnet, die spezifisches Wis-
sen, Kenntnisse, Fähigkeiten oder Fertigkeiten erfordern, um das betreffende Teil-
system umsetzen zu können (Heinrich et al., 2011).
Die Zieldimension im Entscheidungsmodell dieser Arbeit umfasst die konkre-
te Aussage über das Outsourcingpotenzial jeder einzelnen Softwarekomponente.
Diese Dimension kann lediglich drei mögliche Ausprägungen besitzen, die gleich-
zeitig Bestandteil des Entscheidungsmodells sind. Ihre Ausprägungen sind defi-
niert als:
• HOCH – die betrachtete Komponente sollte ausgelagert werden,
• MITTEL – die betrachtete Komponente kann sowohl ausgelagert werden
als auch selbst hergestellt werden,
• NIEDRIG – die betrachtete Komponente sollte selbst entwickelt werden.
Aus struktureller Sicht gliedert sich das Entscheidungsmodell nun in zwei Ebe-
nen. Auf der ersten Stufe werden die drei Spezifitäten von Softwarekomponenten
mit ihren jeweiligen Eigenschaften gleichermaßen repräsentiert und nehmen je-
weils eigenständig Einfluss auf die zweite Ebene mit der Zieldimension des Out-
sourcingpotenzials. Dadurch ergibt sich ein Entscheidungsmodell zur Beantwor-
3.2. Konzeption des Entscheidungsmodells 93
tung der Outsourcingfrage auf operativer Ebene wie in Abbildung 3.1 dargestellt.
Die einzelnen Entscheidungsgrößen werden nachfolgend genauer spezifiziert.
3.2.1.1. Strukturelle Eigenschaften
Als erste der drei Entscheidungsgrößen hat die Klasse der Strukturmerkmale von
Komponenten in Bezug auf das gesamte Softwareprodukt einen direkten Einfluss
auf die Entscheidungsdimension. Hierbei werden Charakteristiken betrachtet, die
den strukturellen Aufbau der Komponente selbst sowie hinsichtlich ihrer Einflech-
tung ins Gesamtsystem betrachtet. Das abstrakte Modell der Softwarekomponen-
te eignet sich unter den Gesichtspunkten des RUP optimal als Untersuchungsge-
genstand dieses Modells.
Die Merkmale dieser Kategorie lassen sich primär aus der Systemtheorie (vgl.
Kapitel 3.1) herleiten. Diese empfiehlt einen modularen Aufbau bei der Entwick-
lung komplexer Systeme (Simon, 1962). Um diesen Aufbau zu erreichen, muss
eine Gesamtarchitektur für das System entworfen werden, welche einzelne Funk-
tionalitäten zum größten Teil in einer einzelnen Komponente abbildet und gleich-
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Abbildung 3.1.: Entscheidungsmodell für Softwarekomponenten
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zeitig weitgehend unabhängig von anderen Komponenten ist. Die Konzepte der
Kohäsion und Kopplung finden hierbei Verwendung, um die Modularität und
die Abhängigkeit einer Komponente zu anderen zu beschreiben (Baldwin und
Clark, 2000). Deshalb werden im Entscheidungsmodell dieser Arbeit die beiden
Strukturmerkmale
• Modularität der Komponente (Kohäsion) und
• Abhängigkeit zu Komponenten (Kopplung)
zur Einschätzung der Verwendung der betrachteten Komponente im Gesamtsys-
tem verwendet. Eine Übersicht, zusammen mit einer Kurzbeschreibung und der
Zuweisung eines Kennzeichens für die spätere Beschreibung der Entscheidungs-
logik, wird in Tabelle 3.2 gegeben.
Die Modularität (Kohäsion) einer zu bewertenden Komponente beschreibt in
diesem Modell den Grad der Eigenständigkeit und inneren Abgeschlossenheit der
betrachteten Softwarekomponente. Eine Komponente ist dann modular, wenn sie
geforderte Funktionalitäten weitgehend selbst ausführen kann, weil alle benötig-
ten Funktionen in der Komponente verfügbar sind. Dadurch sind die Funktions-
aufrufe innerhalb einer Komponente meist zahlreich. Funktionsaufrufe zu exter-
nen Komponenten, die zur Abarbeitung der Funktionalität erforderlich sind, sind
bei stark modularer Bauweise nur sehr gering (Baldwin und Clark, 2000; MacCor-
mack et al., 2006; Picot und Baumann, 2007). Bei hoher Modularität eignet sich
eine Softwarekomponente aus technischer Sicht gut für die Auslagerung zu einem
Lieferanten, weil dadurch abgeschlossen definierte Einheiten übergeben werden
können, wodurch die Anzahl an Rückfragen gering gehalten werden können und
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direkte Abstimmungen obsolet sind. Gleichzeitig werden auch die Transaktions-
kosten gering gehalten (Dibbern et al., 2008; Williamson, 1990).
Die Kopplung ist ein Maß für die Verwobenheit von Softwarekomponenten. Sie
spezifiziert den Verknüpfungsumfang von Komponenten, sowie das Wissen über
und die Abhängigkeit von anderen Komponenten (Baldwin und Clark, 2006; End-
res und Rombach, 2003; Larman, 2002; Michlmayr und Hill, 2003). Der Grad der
Zusammengehörigkeit von Komponenten lässt sich über die Anforderungen ei-
nes Softwareprojekts ermitteln, indem die untereinander definierten Beziehungen
zwischen sämtlichen Projektanforderungen ausgewertet werden (vgl. Ansätze für
das Outsourcing bei der Anforderungserhebung im Softwareentwicklungsprozess
in Kapitel 2.4.3.2). Wenn eine Komponente stark mit anderen Komponenten ge-
koppelt ist, muss ihr eine tragenden Rolle im Gesamtsystem zugesprochen wer-
den, da sie entweder als Kommunikationsschnittstelle zwischen allen Komponen-
ten des Systems fungiert oder die Komplexität eines kommunikationsintensiven
Geschäftsprozesses abdeckt und damit unverzichtbar ist. Die Auslagerung einer
solchen Komponente hätte bei Lieferverzug oder schlechter Qualität der Umset-
zung gravierende Konsequenzen auf das Gesamtsystem, indem dieses als Gan-
zes nicht funktionsfähig wäre. Komponenten mit starker Kopplung sollten daher
selbst entwickelt werden.
Da sich bereits wissenschaftliche Arbeiten mit der Analyse und Bewertung
der Zusammenhänge von Softwareanforderungen untereinander beschäftigt ha-
ben (Kramer und Eschweiler, 2013; Kramer et al., 2014), lassen sich Aussagen
über die Kopplung und Kohäsion von Softwarekomponenten automatisiert be-
rechnen. Dies ist möglich, weil Information über Anforderungen von Komponen-
ten bereits in Entwicklungsumgebungen erfasst und ermittelbar gemacht werden.
Die Berechnungsmöglichkeiten der beiden Strukturmerkmale wird bei der Imple-
mentierung des Entscheidungsmodells in Kapitel 3.3.2 detailliert vorgestellt. Das
Zusammenspiel zwischen Kopplung und Kohäsion sowie deren Ausprägungen und
die Konsequenzen für die Komponenten einer Softwarearchitektur sind in Abbil-
dung 3.2 abgebildet. Bei starker Kohäsion und schwacher Kopplung lässt sich gut
erkennen, dass nur wenige Verbindungen zwischen den Komponenten existieren.
Dieser anzustrebende Zustand erleichtert das Outsourcing von Komponenten.






Abbildung 3.2.: Kopplung und Köhasion von Softwarekomponenten
3.2.1.2. Prozessspezifische Merkmale der Entwicklung
Als weitere Entscheidungsgröße werden im Entscheidungsmodell Charakteristi-
ken verwendet, die prozessspezifische Merkmale des Entwicklungsprozesses von
Softwarekomponenten beinhalten. Damit werden alle Aktivitäten und Abläufe
bezeichnet, die für die Herstellung eines komplexen Softwaresystems erforder-
lich sind (vgl. Kapitel 2.3). Basierend auf der Transaktionskostentheorie gelten
einige Merkmale dieses Prozesses beim IT-Outsourcing als kritisch für die Ent-
scheidungsfindung (vgl. Kapitel 3.1). Besonders diejenigen, die bei der Übergabe
von Softwarekomponenten an einen Zulieferer und bei der anschließenden Inte-
gration ins Gesamtsystem hohe Kosten im Sinne von Transferleistungen (direk-
te Kommunikation, persönliche Treffen, Absprachen bei Schnittstellen, zeitliche
Verzögerungen usw.) verursachen, fließen als weitere Dimension in das Outsour-
cingpotenzial mit ein. Eine Übersicht aller prozessspezifischen Eigenschaften von
Softwarekomponenten inklusive Kurzbeschreibung und Kennzeichnung wird in
Tabelle 3.3 gegeben.
Die Entwicklungsdauer einer Komponente nimmt im Entstehungsprozess eines
Gesamtsystems eine wichtige Rolle bei der Bewertung der Auslagerungsmöglich-
keit ein. Entscheidet man sich dafür, eine Softwarekomponente auszulagern, die
eine lange Entwicklungsdauer in Relation zum Gesamtprojekt aufweist, so riskiert
man, den kritischen Pfad zu verletzen, der aus der Netzplantechnik bekannt ist.
Diese Technik basiert auf der Graphentheorie. Ihr kritischer Pfad gibt an, welche
Aktivitäten zum zeitlichen Verzug bis zur Fertigstellung führen, sofern eine dieser
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Aktivitäten ungeplant verlängert wird und sich damit nachfolgende Aktivitäten
verzögern, da sie auf dem verspäteten Vorgänger aufbauen (Heinrich et al., 2004;
Homburg, 2000). Ausgelagerte Komponenten mit langer Entwicklungsdauer sind
jedoch mit hoher Wahrscheinlichkeit auf dem kritischen Pfad angesiedelt, weil
sie vor Auslieferung an den Endkunden in das bestehende System integriert wer-
den müssen (vgl. Kapitel 2.3.2). Weiterhin deutet eine lange Entwicklungsdauer
auf die Größe bzw. Komplexität von Systemen hin. Sie sind deshalb mit hohen
Entwicklungsrisiken verknüpft (McFarlan, 1981). Es gilt also, Komponenten mit
langer Entwicklungsdauer in Relation zum Gesamtprojekt selbst herzustellen.
Einen weiteren entscheidungsrelevanten Aspekt für das Outsourcing stellen die
Prioritäten der Anforderungen dar, die mit der jeweiligen Komponente verknüpft
sind (vgl. Kapitel 2.3.2). Hoch priorisierte Anforderungen bringen die Wichtig-
keit der Umsetzung einer Funktionalität für einzelne oder alle Interessengruppen
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zum Ausdruck (Karlsson et al., 1998; Saaty und Vargas, 2001). Neben der unbe-
dingt benötigten Funktionalität aus systemischer Sicht des Softwarearchitekten
kann eine solch hoch priorisierte Anforderung auch die Funktionspräferenz des
Endkunden ausdrücken. Eine Fremdvergabe von Komponenten mit derart fa-
vorisierten Anforderungen ist wegen hohen Transaktionskosten zur technischen
Abstimmung, als auch wegen Aspekten der Endkundenzufriedenheit zu vermei-
den. Letzteres erfordert eine enge Abstimmung mit dem Endkunden und leitet
direkt zum nächsten Merkmal über.
Der Einbeziehungsgrad des Kunden drückt die Kommunikationsintensität für
die Abstimmung mit dem Auftraggeber der Software und die Wahrscheinlichkeit
von Rückfragen aus. Abhängig von der Komplexität des Umfeldes, in das die
Softwarelösung eingebettet werden soll, oder vom Detaillierungsgrad der Spezifi-
zierung von Anforderungen ist es erforderlich, den Kunden während der Imple-
mentierungsphase zu kontaktieren bzw. mit ihm in regem Austausch zu stehen.
Um eine größtmögliche Kundenzufriedenheit zu erlangen, sollten Softwarekom-
ponenten, die eine derart hohe Einbeziehung des Endkunden erfordern, aus or-
ganisatorischen und sprachlichen Gründen nicht ausgelagert werden (vgl. Kapi-
tel 2.4.1.2).
Ein zusätzlich wichtiger Aspekt der prozessspezifischen Entscheidungsmerkma-
le stellt der erforderliche Austausch zwischen Entwicklern der zu evaluierenden
Komponente mit Entwicklern anderer Komponenten des Softwaresystems dar.
Wenn eine Komponente viele Schnittstellen zu anderen Komponenten aufweist
und daher eine hohe Kopplung besitzt, ist ein hoher Kommunikationsaufwand
oftmals unausweichlich (vgl. Kapitel 3.2.1.1). In diesem Fall kommen die beson-
deren Herausforderungen der verteilten Entwicklung zum Tragen und erschweren
die Zusammenarbeit aufgrund sprachlicher und zeitlicher Herausforderungen (vgl.
Kapitel 2.4.1.2). Durch diese Barrieren wird die Koordinationskomplexität unwei-
gerlich gesteigert (Carmel und Tjia, 2006; Heeks et al., 2001). Zusätzlich ist der
Entwicklungsprozess ein teamgetriebener und kommunikationsintensiver Prozess,
der persönliche Abstimmungen der Entwickler notwendig macht, wenn es um Im-
plementierungen von Klassen und Funktionen geht, die möglicherweise mehrmals
im Gesamtsystem verwendet werden (Layman et al., 2006). Wenn Softwarekom-
ponenten also von derartigen Softwareklassen geprägt sind, dann nehmen diese
eine entscheidende Rolle für die Robustheit des Gesamtsystems ein. Sie sollten
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daher nicht fremd vergeben werden. Eine Limitation für dieses Merkmal stellt das
Gesetz von Conway dar, welches den Zusammenhang zwischen den Kommunika-
tionsstrukturen einer Organisation und dem Entwurf von Systemen durch diese
Unternehmen beschreibt (Conway, 1968). Bestehende Kommunikationsstruktu-
ren sind daher richtungsweisend für den Entwurf des Softwaremodells und damit
auch dessen Architektur. Im besten Fall werden die benötigten Softwarekompo-
nenten bereits so definiert, dass ein erhöhter Kommunikationsaufwand bereits
von Beginn an vermieden wird.
Abschließend fließt der Integrationsaufwand, den eine Komponente aufweist,
als Entscheidungsmerkmal in das Modell mit ein. Im Softwarelebenszyklus gelten
Integrationstests als eigenständige Phase vor der Auslieferung der Software in
den regulären Betrieb (vgl. Kapitel 2.3.2). Dafür müssen zuvor alle Komponen-
ten in das Gesamtsystem integriert werden. Für Komponenten mit zahlreichen
Schnittstellen, also hoher Kopplung, ist dieser Aufwand bedeutend höher als für
klar abgegrenzte Module mit wenigen Verbindungen zum Gesamtsystem (siehe
Abbildung 3.2). Ist somit absehbar, dass der Integrationsaufwand einer Kompo-
nente von einer Vielzahl an Verbindungen zum Gesamtsystem geprägt ist, so soll-
te diese Komponente von den eigenen Entwicklern umgesetzt werden, weil dabei
eine kontinuierliche Integration in das Gesamtsystem während der Entwicklung
gewährleistet werden kann.
3.2.1.3. Wissensspezifische Merkmale
Den dritten Teil des Entscheidungsmodells stellen die wissensspezifischen Eigen-
schaften von Softwarekomponenten dar. Sie werden im Entscheidungsmodell für
die Bewertung verwendet, in welchem Ausmaß spezifisches Wissen, besondere Fä-
higkeiten und Fertigkeiten oder auch spezielle Kenntnisse erforderlich sind, um
eine Softwarekomponente implementieren zu können. Diese Charakteristiken las-
sen sich auf die ressourcenbasierte Sichtweise, also die Ressourcenorientierung
von Unternehmen, sowie die Transaktionskostentheorie zurückführen (vgl. Ka-
pitel 3.1). Das Konzept dieser Arbeit umfasst insgesamt fünf wissensspezifische
Merkmale, die in Tabelle 3.4 zusammen mit einer Kurzbeschreibung und ihrem
Kennzeichen aufgelistet sind.
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Bevor auf die einzelnen Aspekte der wissensspezifischen Merkmale näher einge-
gangen wird, muss zunächst geklärt werden, was in dieser Arbeit genau darunter
verstanden wird. Der Begriff der Spezifität wird aus der Verwendung der Faktor-
spezifität durch Williamson (1985) in der Transaktionskostentheorie abgeleitet.
Anhand der Faktorspezifität, wie diese bei der Transaktionskostentheorie ver-
wendet wird, kann Spezifität als eine Besonderheit verstanden werden, die auf
spezifischen Merkmalen beruht. Beispielweise zählen dazu die Spezifitäten phy-
sischer Güter oder Fertigkeiten (z.B. produktspezifische Fertigungsanlagen oder
unternehmensspezifische Qualifikationen), die einen Spezialisierungsvorteil und
damit einen Kostenvorteil gegenüber der Konkurrenz ermöglichen. Als hochspe-
zifisch werden in Anlehnung daran Güter oder Fertigkeiten verstanden, die sich
anderweitig nur mit sehr großem Aufwand wiederverwenden lassen (angelehnt an
Williamson, 1985).
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Das Ausmaß der geschäftsprozessbezogenen Spezifität ist in diesem Zusam-
menhang das Ausmaß in dem eine Softwarekomponente einen hochspezifischen
Geschäftsprozess im Gegensatz zu nicht-spezifischen (z.B. standardisierten) Ge-
schäftsprozessen abdeckt und damit alternativ kaum verwendbar ist (mögliche
Ausprägungen sind dabei: zeitlich, organisatorisch, räumlich). Wenig strukturier-
te Geschäftsprozesse (low structure) ohne klar definierte Ergebnisse repräsentie-
ren diese Klasse am besten (angelehnt an Applegate et al., 2003; Nelson und
Winter, 1982; Subramani und Venkatraman, 2003; Winkler et al., 2009).
Das Ausmaß der funktionalen Spezifität ist das Ausmaß, in dem eine Soft-
warekomponente eine hochspezifische Geschäftsfunktion im Gegensatz zu nicht-
spezifischen (z.B. standardisierten) Geschäftsfunktionen in der zugehörigen In-
dustrie abdeckt und damit alternativ kaum verwendbar ist. Die Geschäftsfunktion
einer Softwarekomponente bezeichnet dabei die in die zugehörige Geschäftsdomä-
ne eingebettete Aufgabe, die durch die betrachtete Softwarekomponente abgebil-
det wird (angelehnt an Heinrich et al., 2011; Winkler et al., 2009).
Das Ausmaß der technischen Spezifität ist der Grad an Einbindung hochspezi-
fischer Technologien im Gegensatz zu nicht-spezifischen Technologien einer Soft-
warekomponente. Derartige proprietäre Technologien lassen sich folglich kaum
anderweitig einsetzen. Dies tritt primär bei hochtechnologisierten Projekten auf,
bei denen eine starke Technologieführerschaft sowie starke interne Projektintegra-
tion erforderlich ist (angelehnt an Applegate et al., 2003; Winkler et al., 2009).
In diese Klasse fallen Softwarekomponenten von proprietären Technologien, z.B.
die Kernsysteme von Banken oder Fluggesellschaften (Mata et al., 1995).
Sofern die zu bewertende Komponente hochspezifische Eigenschaften der im
Vorfeld genannten Ausprägungen besitzt, ist es ratsam, diese kaum zu imitieren-
den Fähigkeiten und Fertigkeiten, die einen entscheidenden Wettbewerbsvorteil
darstellen, so zu deuten, dass die Erstellung einer solchen Softwarekomponen-
te zum Kerngeschäft des Unternehmens zählt und daher auf keinen Fall extern
bezogen werden sollte.
Der Neuigkeitsgrad bezeichnet den Grad der Neuigkeit der zu entwickelnden
Komponente sowie den dafür erforderlichen Grad an Komplexitätsbewältigung
(Erfindergeist) von Entwicklern aus Sicht des Entscheiders (angelehnt an Reine-
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cke und Tomczak, 2010). Auch dadurch werden schwer zu imitierende Vorteile
ausgenutzt, um sich gegenüber dem Markt zu behaupten (vgl. Kapitel 3.1).
Die Sensitivität von Test- und Nutzungsdaten umfasst die internen und ex-
ternen regulatorischen Anforderungen an die Datensicherheit sowie den Daten-
schutz. Im Rahmen dieses Entscheidungsmodell wird damit die Vertraulichkeit
von Test- und Nutzungsdaten für die Entwicklung der zu bewertenden Kompo-
nente aus juristischer oder wettbewerbsrelevanter Sicht bezeichnet. Sofern also
für die Erstellung einer Softwarekomponente oder für den Test ihrer Funktions-
weise sensible Daten erforderlich sind, sollte vom Outsourcing dieser Komponente
abgesehen werden.
Das nun vorliegende Entscheidungsmodell ist jetzt vollständig spezifiziert und
zeigt alle hergeleiteten Entscheidungsgrößen für das Outsourcingpotenzial einer
Softwarekomponente auf. Es muss im nächsten Schritt mit einer passenden Ent-
scheidungslogik vervollständigt werden, um schließlich die betrachtete Kompo-
nente einer Ausprägung der Zieldimension zuordnen zu können. Dieses Regelwerk
wird im nächsten Kapitel vorgestellt.
3.2.2. Konzeptionelle Überlegungen zur Teilautomation der
Entscheidungsfindung bei einer anforderungszentrierten
Vorgehensweise
Im nachfolgenden Teilabschnitt zum konzeptionellen Teil des Entscheidungsmo-
dells wird auf ein Verfahren näher eingegangen, das eine teilautomatisierte Be-
rechnungsweise des Entscheidungsmodells erlaubt. So können dem Entscheider
bei der Festlegung aller Merkmalsausprägungen einer Komponente im Entschei-
dungsmodell (vgl. Kap. 3.2.4) bereits automatisiert Vorschläge zur Klassifizie-
rung unterbreitet werden. Besonders im Bereich der strukturellen Eigenschaften
einer Softwarekomponente in Bezug auf das Softwareprodukt lassen sich im vor-
liegenden Entscheidungsmodell automatisierte Klassifizierungen berechnen, da
bei einer anforderungsbasierten Vorgehensweise mit existierenden Techniken (vgl.
Kap. 3.2.2.3) bereits Rückschlüsse auf die Köhasion und Kopplung einer Software-
komponente getroffen werden können. Diese Vorgehensweise ermöglicht es auch,
dass zu diesem Zeitpunkt noch keine Softwarearchitektur vorliegen muss, um
die beiden Entscheidungskriterien des Modells systematisch zu berechnen. Dafür
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werden im weiteren Verlauf dieses Kapitels die zugrundeliegenden Konzepte der
Anforderungserhebung und der Graphentheorie vorgestellt sowie die Verknüp-
fung der beiden Bereiche hin zu einer Bewertungstechnik für die Kohäsion und
die Kopplung von Softwarekomponenten erläutert.
3.2.2.1. Relevante Grundlagen der Anforderungserhebung
Bei der Anforderungserhebung wird zwischen funktionalen sowie nicht-funktiona-
len Anforderungen unterschieden. Funktionale Anforderungen umfassen Aussagen
zu Diensten, die das System ausführen kann. Weiterhin werden damit Reaktionen
des Systems auf bestimmte Ereignisse oder genau vorgegebene Verhaltensweisen
in besonderen Situationen umschrieben. Die nicht-funktionalen Anforderungen
hingegen beinhalten Bedingungen des Systems hinsichtlich des zeitlichen Ablaufs,
des darunterliegenden Prozesses oder bestimmter Standards. Sie beziehen sich
meistens auf das Gesamtsystem und nicht auf einzelnen Funktionen oder Dienste.
Weil die nicht-funktionalen Anforderungen nichts mit der semantischen Funktio-
nalität des Systems sondern vielmehr die Rahmenbedingungen beschreiben, sind
sie für die weitere Betrachtung in diesem Kontext obsolet. Die funktionalen An-
forderungen hingegeben definieren den Lösungsraum, der mit dem angestrebten
Softwareprodukt erschlossen werden soll. Die zugehörigen semantischen Verknüp-
fungen werden durch Verbindungen zwischen den funktionalen Anforderungen
zum Ausdruck gebracht und erweitern damit den Einblick in die Problemdomäne
(Moreira und Araujo, 2011; Rupp, 2009). Verknüpfungen zwischen funktionalen
Anforderungen drücken meist Funktionalitäten aus, die für das gesamte System
notwendig sind, wie z.B. Persistenz, Kollaboration oder Synchronisation (Kramer
und Eschweiler, 2013).
Weil sich dieser Automatisierungsansatz ausschließlich auf Softwareanforderun-
gen fokussiert, ist es notwendig, das System semantisch so zu beschreiben, dass
eine Gruppierung der Anforderungen in kohärente Gruppen und darauf aufbau-
end der Entwurf der Softwarearchitektur ermöglicht wird. Zu diesem Zweck soll
ein Modell mit sieben fundamentalen Abhängigkeitstypen zwischen Softwarean-
forderung herangezogen werden (Dahlstedt und Persson, 2005), von denen zwei
als relevant für diese Arbeit erachtet werden. Der erste Abhängigkeitstypen wird
mit similar_to (ähnlich zu) bezeichnet und bedeutet semantische Übereinstim-
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mung mit unterschiedlich starker Ausprägung zwischen zwei Anforderungen. Dies
ist bei der Strukturierung von Anforderungen ein Indikator für die Kohäsion zwi-
schen zwei Anforderungen (Dahlstedt und Persson, 2005). Der andere Abhän-
gigkeitstyp wird mit requires (erfordert) bezeichnet. Er stellt die Bedingung dar,
dass eine Anforderung erfüllt sein muss, damit die verknüpfte Anforderung erfüllt
werden kann. Dies stellt nicht nur einen konditionalen, sondern auch einen tem-
poralen Zusammenhang mit unterschiedlicher Güte zwischen derart verknüpften
Anforderungen dar. Ein starker Zusammenhang zweier Anforderungen vom Typ
requires drückt so eine enge konditionale und funktionale Abhängigkeit aus. Da-
her ist auch dieser Abhängigkeitstyp besonders relevant für die Bestimmung der
Kohäsion einer Softwarekomponente, die durch die so verknüpften Anforderungen
beschrieben wird.
3.2.2.2. Relevante Grundlagen der Graphentheorie
Die Graphentheorie baut grundlegend auf der Existenz paarweiser Relationen
zwischen Objekten auf (Gross und Yellen, 2004). Dazu zählen z.B. auch Anforde-
rungen sowie ihre Abhängigkeitsbeziehungen untereinander. Aus diesem Grund
eignet sich die Graphentheorie als Hilfsmittel für die formale Darstellung von
Anforderungen und ihren Abhängigkeiten. Dies hat den Vorteil, dass die Dar-
stellung als Graph den notwendigen Grad an Struktur für die Berechnung von
Anforderungsclustern und zugehörigen Metriken liefert. Für diesen Ansatz werden
typisierte und gewichtete Graphen verwendet, bei denen der Typ den Abhängig-
keitstyp zwischen zwei Anforderungen beschreibt und das Gewicht den jeweiligen
Grad der Kohäsion. Zur pragmatischen Verwendung wird deshalb auch eine ge-
wichtete Adjazenzmatrix verwendet (Diestel, 2010; Gross und Yellen, 2004).
Werden in einem solchen Graphen die Knoten in disjunkte Teilmengen unter-
teilt, so spricht man in der Graphentheorie von Partitionierung. Eine Eigenschaft
der Partitionierung ist neben der Zeit ihre Qualität, die primär von der Schnitt-
größe geprägt ist. Die Schnittgröße bezeichnet die Summe der Kanten eines Gra-
phen, die bei zwei disjunkten Mengen V1 und V2 ein Ende in V1 und ihr anderes
Ende in V2 haben bzw. bei gewichteten Kanten die Summe der Gewichte. Typi-
sche Algorithmen für die Partitionierung versuchen diesen Wert zu minimieren.
Dabei wird zwischen geometrischen und koordinatenfreien Algorithmen unter-
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schieden (Fjällström, 1998). Da Anforderungen jedoch keine geografischen Koor-
dinaten besitzen, sind die geometrischen Ansätze in diesem Fall obsolet und die
nicht-geometrischen Heuristiken rücken in den Vordergrund. Diese Heuristiken
konzentrieren sich auf die kombinatorische Struktur des Graphen, die im Falle
dieser Arbeit die semantische Kohäsion der Anforderungen widerspiegelt (Fjäll-
ström, 1998). Der Fokus wird für diesen Ansatz auf eine Menge von Algorithmen
aus der recursive spectral bisection gelegt, da diese leistungsfähiger als traditio-
nelle Ansätze, einfach zu implementieren und durch standardisierte Operationen
der linearen Algebra effizient zu lösen sind (Luxburg, 2007).
Weiterhin stellt die Graphentheorie die Möglichkeit der strukturierten Ana-
lyse von Graphen zur Verfügung. Diese nutzt Metriken, um Schlussfolgerungen
über die Charakteristiken des gesamten Graphen, von Teilgraphen oder einzelnen
Knoten treffen zu können. Wohingegen Algorithmen die Struktur des Graphen
verarbeiten, um ein bestimmtes Problem zu lösen, generiert die Strukturanaly-
se quantitative Kennzahlen zur Beschreibung des Graphen und des Konstrukts
wovon dieser abgeleitet wurde. Dies ist besonders im vorliegenden Problem be-
sonders hilfreich, da es die objektive Identifikation von wichtigen und weniger
wichtigen Anforderungen auf der Basis ihrer Beziehungen und Gewichte unter-
einander erlaubt. Hierbei wird vom Zentralitätskonzept Gebrauch gemacht, das
ursprünglich aus der Analyse von Kommunikationsnetzwerken stammt und ver-
sucht, jene Knoten zu identifizieren, die für die Kohäsion am wichtigsten sind
(Wasserman und Faust, 1994).
3.2.2.3. Vorarbeiten zur Verknüpfung der Anforderungserhebung mit
den Möglichkeiten der Graphentheorie
Bisherige Arbeiten, die über Softwareanforderungen die Bestimmung von Kohä-
sion und Kopplung von Softwarekomponenten im Hinblick auf die Outsourcing-
entscheidung untersucht haben, sind schwer zu finden. Ganzheitliche Ansätze
konnten dafür keine gefunden werden. Deshalb wird die Herangehensweise in drei
Teilschritte untergliedert:
Graphenbasierte Darstellung von Anforderungen. Die Ansätze zur auf
Graphen basierenden Darstellung von Anforderungen machen hauptsächlich vom
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Konzept der Nachvollziehbarkeit und der Repräsentation von nicht-funktionalen
Anforderungen als Graphen Gebrauch. Letzteres beschäftigt sich in erster Linie
mit der Entscheidungsfindung. Das Forschungsgebiet der auf Graphen basierten
Nachvollziehbarkeit versucht, Graphen als Darstellungsmöglichkeit zur Verbes-
serung der Beschreibung und Analyse von Anforderungen sowie deren Zusam-
menhänge zu nutzen. Ein Beispiel dafür ist ein auf einem Graphen basierendes
Modell, das beschriftete Kanten benutzt, um sämtliche Anforderungen eines Pro-
jekts darzustellen. Das Modell beinhaltet ein gewichtetes Maß für die Kanten,
das die semantische Zusammengehörigkeit zwischen den verschiedenen Anforde-
rungen ausdrücken soll (Heim et al., 2008; Hildenbrand, 2008).
Schwarz et al. (2010) hingegen präsentieren einen neueren und umfassenderen
Ansatz, in dem eine formale Darstellungsweise eines Graphen dafür verwendet
wird, um die Nachvollziehbarkeit zu verbessern. Die Autoren benutzten typisier-
te Kanten, um zwischen verschiedenen Arten von gegenseitigen Abhängigkeiten
zu unterscheiden. Li et al. (2008) stellen einen Ansatz vor, der einen Graphen
dafür verwendet, um die Auswirkungen von Veränderungen als Teil der Nachvoll-
ziehbarkeit von Anforderungen zu analysieren. Sie verwenden unterschiedliche
Typen von Verknüpfungen, die aus einer älteren Version eines Modells elemen-
tarer Abhängigkeitstypen abgeleitet werden, und sind deshalb für eine einheitli-
che Darstellung ungeeignet (Dahlstedt und Persson, 2005). Nur der Ansatz von
Yaung (1992) stellt sich als zweckmäßig für das Clustern von Anforderungen
durch Anwendung eines auf Graphen basierenden Modells heraus. Sein Ansatz
bezieht zusätzlich die funktionalen Anforderungen in die Analyse mit ein, ohne
dabei zwischen Verknüpfungstypen zu unterscheiden. Eine Verknüpfung in sei-
nem Modell drückt einen bestimmten Grad der Kohäsion aus. Dieser Grad wird
als Kantengewicht eingebunden.
Clustern von Anforderungen. Die Mehrzahl der Ansätze zum Clustern von
Anforderungen nutzen das Clustern für die Modularisierung von Systemen, wel-
che üblicherweise als Dekomposition in streng kohäsive und locker gekoppelte
Gruppen (vgl. Kapitel 3.2.1.1) von Anforderungen betrachtet wird (Myers, 1978;
Troy und Zweben, 1981). Die einzelnen Ansätze, um dieses Ziel zu erreichen, un-
terscheiden sich jedoch substantiell. Li et al. (2009) setzen auf die Verkapselung
von Anforderungen, welche im Wesentlichen die Modularisierung von Anforde-
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rungen sowie die Definition von Schnittstellen für diese Module darstellt. Sie de-
finieren eine Menge von sieben Anforderungsattributen, welche die Semantik und
Struktur der Anforderungen betreffen. Er werden keine expliziten Verknüpfungen
zwischen Anforderungen verwendet.
Anforderungen werden auf der Basis der Gemeinsamkeiten all ihrer Attribu-
te gruppiert, so dass ein multidimensionaler Vergleich vorliegt. Dieser Ansatz
erfordert eine detaillierte Anforderungsspezifikation und umfangreiche händische
Anpassungen, um die Gesamtmenge der Anforderungen und ihre Attribute zu de-
finieren. Der Ansatz von Yaung (1992) ist richtungsweisend für die Verwendung
einer Graphenstruktur zum Clustern von Anforderungen als kohäsive Knoten.
Yaung (1992) unterscheidet in seinem Ansatz zwar noch nicht zwischen unter-
schiedlichen Beziehungstypen der Anforderungen untereinander und sein vorge-
schlagener Algorithmus erfordert die Festlegung eines Schwellwertes für die Ko-
häsion durch einen Experten. Wenn der Kohäsionswert zwischen zwei Anforde-
rungen über dem definierten Schwellenwert liegt, so werden diese dem gleichen
Cluster zugeordnet. Daher ist das Ergebnis des Algorithmus stark davon abhän-
gig, wie dieser Wert definiert wurde. Gleichwohl ist diese Vorgehensweise ein frü-
hes Beispiel für die Anwendung graphenbasierter Ansätze. Ergänzt wird dieser
Ansatz durch die Erforschung einer Ähnlichkeitsmatrix für Anforderungen zur
Softwaremodularisierung von Al-Otaiby und AlSharif (2007). Es ist allerdings
schwierig, Schlussfolgerungen aus dem Vergleich der Performanz dieser beiden
unterschiedlichen Algorithmen zu ziehen.
Strukturelle Analyse von Anforderungen. Für die Umsetzung einer Tech-
nik zur Gruppierung von Anforderungen auf der Basis graphenbasierter Ansätze
zur Bestimmung von Kohäsion und Kopplung von Softwarekomponenten werden
zur strukturellen Analyse der Graphen bekannte Metriken aus der sozialen Netz-
werkanalyse herangezogen (Kramer und Eschweiler, 2013; Kramer et al., 2014,
2009). Die soziale Netzwerkanalyse wurde als Analysewerkzeug für Netzwerke,
die aus Personen bestehen, in den Sozialwissenschaften bekannt (Scott, 2013;
Wasserman und Faust, 1994). Sie wird in der auf Graphen basierenden Nachvoll-
ziehbarkeit von Änderungen in Softwareprojekten dafür verwendet, um zentrale
Personen im Beziehungsgeflecht des Gesamtprojekts zu identifizieren (Hilden-
brand, 2008). Für die Gruppierung von Anforderungen steht die Maßzahl für die
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Zentralität aus der sozialen Netzwerkanalyse, welche die Wichtigkeit eines Kno-
tens im Netzwerk ausdrückt, im Vordergrund (Kramer und Eschweiler, 2013).
Zur Hervorhebung der wichtigen Knoten im Netzwerk, also der zentralen An-
forderungen, wird der Ansatz von Fitsilis et al. (2010) herangezogen, der die
Techniken der sozialen Netzwerkanalyse umsetzt. Mit der dort verwendeten Ab-
hängigkeitsmatrix zwischen Anforderungen können individuelle Maßzahlen für
die Zentralität einzelner Anforderungen bestimmt werden. Die Schwächen dieser
Matrix und deren unterschiedlich deutbaren Schlussfolgerungen (je nach Wahl
der Metrik) werden im Technikansatz von Kramer und Eschweiler (2013) und
Kramer et al. (2014) verbessert. Mit Hilfe dieser Technik ist es nun möglich,
Anforderungen aus einem Softwareprojekt, die in einer Kollaborationsplattform
abgelegt sind, einzulesen, als Graph darzustellen und zu analysieren. Der An-
wender muss dabei nur noch den Schwellenwert für die Kohäsion festlegen oder
dynamisch anpassen und erhält als Ergebnis die Gruppierung von Anforderun-
gen entsprechend der Maßzahlen aus der sozialen Netzwerkanalyse (Kramer und
Eschweiler, 2013; Kramer et al., 2014).
3.2.2.4. SODA – eine Entscheidungsunterstützungstechnik
Mit Software Outsourcing Decision Aid) (SODA) wird nun eine Technik vorge-
stellt, die durch Umwandlung von Anforderungen und deren Abhängigkeiten in
eine graphenbasierte Darstellung eine Strukturanalyse zur Bestimmung der Ko-
häsion und Kopplung von Softwarekomponenten ermöglicht. Eine solche Technik
unterstützt den Entscheider bei der Bewertung der strukturellen Eigenschaften
einer Komponente in Bezug auf das Softwareprodukt. Die Entscheidungsunter-
stützungstechnik lässt sich, wie in Abb. 3.3 dargestellt, auf der Ebene der Analy-
sephase in den Softwareentwicklungsprozess (vgl. Kap. 2.3.2) einordnen. SODA
operiert auf der Basis von Anforderungen und verwendet diese, um kohärente An-
forderungscluster zu erstellen, die dann wieder in die Analysephase übernommen
werden oder in das Design des Softwareprodukts als initiales Architekturmodell
einfließen können.
In Abb. 3.4 sind die konzeptuellen Schritte, aus denen SODA besteht, skizziert.
Der erste Schritt bezieht sich auf die Erstellung eines Anforderungsmodells. Soft-
wareanforderungen werden in ein graphenbasiertes Modell transformiert, das auf
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Analyse 
Erhebung und Verarbeitung von 
Anforderungen 
Design 
Entwurf einer Software- bzw. 
Komponentenarchitektur 
Implementierung 
Umsetzung der Architektur in 
Software 
SODA 
Erzeugung kohärenter  
Anforderungsgruppen oder -cluster 
Abbildung 3.3.: Einordnung von SODA in den Kontext des Softwareentwick-
lungsprozesses
spezifischen syntaktischen Regeln basiert. Das graphenbasierte Modell wird dann
an den zweiten Schritt weitergeleitet. Dort wird durch die Anwendung eines Clus-
teralgorithmus versucht, kohärente Gruppen von Anforderungen zu identifizieren.
Der dritte Schritt übernimmt dann die Cluster, die im vorherigen Schritt gefun-
den wurden, und führt eine Strukturanalyse durch, um vergleichbare Werte für
die Kohäsion und Kopplung von einzelnen Elementen dieses Clusters zu erzielen.
Zur Weiterverwendung dieser Ergebnisse für die Outsourcingentscheidung wird
davon ausgegangen, dass die Cluster, die im zweiten Schritt identifiziert werden,
die Architektur des Softwareprodukts darstellen und jedes Cluster damit eine
Softwarekomponente ist. Die ermittelten Werte für die Kohäsion und Kopplung
können dann direkt für die Berechnung des Entscheidungsmodells übernommen
werden.
Darstellung der Anforderungen. Das Anforderungsmodell soll die kombi-
natorische Struktur aller Anforderungen eines Softwareprojekts widerspiegeln.
Dafür wird das Modell von Dahlstedt und Persson (2005) mit den fundamenta-
len Abhängigkeitstypen auf die beiden Abhängigkeiten requires und similar_to
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Modellerstellung Clusterbildung Strukturanalyse
Abbildung 3.4.: Vorgehensmodell anforderungsbasierter Ansätze (Kramer et al.,
2014)
reduziert. Das graphenbasierte Modell kann somit definiert werden als
GAnforderungsmodell = (V,E,wE, tE,W, T )
wobei V die Menge der Anforderungen darstellt und E die Multimenge der ge-
richteten Kanten darstellt, die die Abhängigkeiten zwischen den Anforderungen
in V repräsentieren. wE ist eine Gewichtungsfunktion, die jeder Kante in E ein
Gewicht zuordnet, das den Grad der Abhängigkeit reflektiert. Hierfür werden
drei verschiedene Grade der Abhängigkeit empfohlen. Wie diese dann in quan-
titative Werte umgesetzt werden, hängt von der spezifischen Implementierung
im Prototypen ab. Die einzige Restriktion in diesem Fall legt fest, dass W kein
negatives Element beinhalten darf. GAnforderungsmodell ist ein beschrifteter Graph.
Aus diesem Grund stellt tE eine Abbildung dar, die jeder Kante einen Typ (z.B.
eine Beschriftung) aus der Menge der Typen T zuweist. T wird definiert als
T = {similar_to, requires}. Die Menge kann einfach durch Hinzufügen weite-
rer Abhängigkeitstypen zu T erweitert werden. Das allgemeine Modell aggregiert
schließlich alle Typen in einem einzigen Graphen. Es erlaubt keine Schleifen, da
für die gegebene Menge an Abhängigkeitstypen Schleifen keinen informativen
Mehrwert bedeuten.
Ein wichtiger Aspekt bei der Erstellung des Anforderungsmodells sind die „Kos-
ten“ zur Beschreibung der Laufzeit des Algorithmus aus Sicht der Komplexi-
tätstheorie, die zur Befüllung des Graphen aufgebracht werden müssen (Cormen
et al., 2009). Der hauptsächliche Kostentreiber dabei ist die Identifikation von
Abhängigkeiten zwischen Anforderungen. Dafür müssen paarweise Vergleiche zu
den Kosten von (n ∗ (n− 1))/2 durchgeführt werden, wobei n die Anzahl der An-
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forderungen ist. Eine manuelle Durchführung dieser Vergleiche wäre daher sehr
zeitaufwändig. Aus diesem Grund bietet sich ein automatisierter Ansatz zur Un-
terstützung dieses Vorgangs an. SODA übernimmt diese Aufgabe und ermittelt
den erforderlichen Graphen auf der Basis einer einlesbaren Liste von Anforderun-
gen und ihren Verknüpfungen oder direkt aus einem Kollaborationssystem.
Strukturierung der Anforderungen. Die Zielsetzung der Gruppen- oder
Clusterbildung ist die Identifikation von kohärenten Gruppen von Anforderun-
gen. Im Falle der Softwareentwicklung ist weder die Zahl der Cluster noch die
Größe der einzelnen Cluster im Voraus bekannt. Wichtig dabei ist, dass seman-
tisch kohärente Gruppen von Anforderungen nicht notwendigerweise gleich groß
sein müssen. Ebenfalls ist die Anzahl der Cluster unbegrenzt. Eine Beschrän-
kung könnte den Algorithmus fälschlich beeinflussen und ihn daran hindern, ei-
ne optimale Partitionierung unter den Gesichtspunkten von SODA zu erzielen.
Aus diesem Grund muss der Algorithmus frei von Parametern und exogenen Be-
schränkungen sein. Der einzige Input ist die Struktur des Anforderungsmodells,
das entsprechend in Gruppen aufgeteilt werden soll.
Aus diesem Grund wird ein Algorithmus von Newman (2006) verwendet. Er
ist deshalb sehr gut geeignet, da er parameterfrei ist und versucht, die Modula-
rität eines gegebenen Netzwerks (Graphen) zu maximieren. Die Zielsetzung von
Newmans Algorithmus ist die Entdeckung isolierter Gemeinschaftsstrukturen. Ei-
ne solche Struktur bezeichnet eng miteinander verbundene Gruppen von Knoten
mit nur wenigen Verbindungen zu anderen Gruppen (Newman, 2006). Ein Al-
gorithmus, der Gemeinschaftsstrukturen entdeckt, berücksichtigt auch, dass die
Anzahl und Größe von Gruppen ausschließlich durch das Netzwerk bestimmt wird
und nicht durch eine bestimmende Person. Dieser Algorithmus lässt auch zu, dass
eventuell keine Teilung des Netzwerks möglich ist. Ein weiterer Vorteil des Al-
gorithmus von Newman (2006) ist die automatische Erkennung der Anzahl von
Clustern durch die Einbindung eines Kontrollmaßes: Modularität. Sein Ansatz
ist daher maßgeschneidert für die Identifikation modularer Gemeinschaften, die
hinsichtlich ihrer Größe unausgewogen sind. Damit kann schließlich eine Gruppie-
rung im Anforderungsmodell vorgenommen werden, so dass Gruppen entstehen,
die eng innerhalb miteinander verbunden sind aber nur lose mit anderen Gruppen
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verknüpft sind. Dadurch wird ein initiales Architekturmodell entworfen, das die
zukünftigen Softwarekomponenten und ihre zugehörigen Anforderungen abbildet.
Strukturanalyse der Anforderungen. Die Zielsetzung des dritten Schritts
von SODA ist die Analyse der Anforderungsarchitektur aus dem vorangestellten
Schritt aus einer globalen (gesamter Graph), regionalen (einzelne Cluster) und
lokalen Perspektive (einzelne Knoten), um dem Entscheider Unterstützung bei
der Outsourcingentscheidung anzubieten. Da sich die Unterstützung von SODA
im Rahmen des Entscheidungsmodells dieser Arbeit lediglich auf die Kohäsion
und Kopplung von Anforderungen bezieht, wird nun ausschließlich auf die regio-
nale, d.h. auf einzelne Cluster bezogene Perspektive von SODA eingegangen. Die
globale und lokale Sichtweise wird von Kramer und Eschweiler (2013) detailliert
erläutert.
Kopplung und Kohäsion des Clusters. Die Kopplung und Kohäsion eines
Clusters werden durch regionale Metriken oder Gruppenmetriken repräsentiert.
Ersteres ist dabei ein Indikator dafür, wie stark eine Teilmenge von Anforde-
rungen, die zu einer Komponente gehören, mit anderen Anforderungsmengen
externer Gruppen verknüpft sind. Letzteres drückt aus, wie eng eine Anforde-
rungsmenge einer einzelnen Komponente untereinander verknüpft ist. Es gilt,
dass Qmax die erreichbare Modularität eines gesamten Anforderungsmodells be-
schreibt (gloable Perspektive). Im Gegensatz dazu beziehen sich Kopplung und
Kohäsion nur auf Gruppen von Anforderungen, genauer gesagt auf die Cluster, die
durch den Partitionierungsalgorithmus von SODA generiert wurden. Die beiden
Metriken bieten daher einen spezifischen Einblick in die Auslagerungsfähigkeit
solcher Cluster, die gleichzeitig Softwarekomponenten repräsentieren. Hierfür de-
finieren Briand et al. (1996) Eigenschaften für Funktionen, die die Kopplung und
Kohäsion messen. Daran orientieren sich die im Rahmen von SODA entwickelten
Metriken.
Um den Grad der Kopplung eines Clusters zum Ausdruck zu bringen, wird ein
einfaches und auf einem Zähler basierendes Maß verwendet, das die Gewichte aller
Kanten kumuliert, die aus dem betrachteten Cluster in ein anderes Cluster führen.
Das Maß ist absichtlich nicht normalisiert und hat deshalb eine Wertspanne von
0 bis ∞. Die darunterliegende Idee ist, dass die Kopplung unabhängig von der
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Größe sowohl des Clusters als auch des Projekts ist und nur von den Gewichten
der Verbindungen zu anderen Clustern bestimmt wird.
Im Gegensatz zur Kopplung ist die Kohäsion kein additives Maß. Stattdessen
heben Briand et al. (1996) hervor, dass Kohäsion ein normalisiertes Maß ist, das
sich stets in einem bestimmten Intervall befindet. Deshalb wird im Rahmen von
SODA eine Funktion verwendet, die die Summe aller internen Kanten, die von
einem Knoten innerhalb des Clusters zu einem anderen Knoten innerhalb des
gleichen Clusters verlaufen, in Relation zu allen internen und externen Kanten
gesetzt werden. Mit den externen Kanten sind diejenigen Verbindungen gemeint,
die für die Kopplung herangezogen wurden. Der Wertebereich des Maßes ist daher
auf das Intervall von 0 bis 1 begrenzt. Ein Kohäsionswert unter 0,5 gibt an,
dass ein Cluster mehr externe Abhängigkeiten als interne Abhängigkeiten besitzt.
Daher ist es erstrebenswert, einen Kohäsionswert zu erzielen, der signifikant über
0,5 liegt und gegen 1 strebt. Aufgrund der Eigenschaft der nahezu vollständigen
Zerlegbarkeit komplexer Systeme ist es unwahrscheinlich, dass für alle Cluster
des Anforderungsmodells maximale Kohäsion erreichbar ist (Simon, 1962).
Die globalen und lokalen Perspektiven der Strukturanalyse der Anforderun-
gen sowie die Evaluation der SODA-Technik werden von Kramer und Eschweiler
(2013) und Kramer et al. (2014) aufgezeigt und detailliert beschrieben. Mit der
Unterstützungstechnik SODA wird einem Entscheider nun die Möglichkeit gege-
ben, sich die Ausprägungen für Kohäsion und Kopplung einer Softwarekompo-
nente zur Anwendung des Entscheidungsmodells dieser Arbeit zu berechnen. Der
Aufwand für eine manuelle Berechnung der beiden Werte wäre jedoch sehr hoch.
Aus diesem Grund wird die Funktionsweise von SODA in der prototypischen
Implementierung dieser Arbeit berücksichtigt. Dem Entscheider steht damit ein
automatisiertes Verfahren zur Bestimmung der beiden Kriterien für die struk-
turellen Eigenschaften einer Komponente in Bezug auf das Softwareprodukt zur
Verfügung. Die Einschätzung der jeweiligen Ausprägungen auf Basis der Ent-
scheidungstabellen, die im nächsten Kapitel eingeführt werden, wird so durch
einen systematischen Ansatz unterstützt. Die Details zur Umsetzung werden in
Kapitel 3.3.2.5 näher erläutert.
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3.2.3. Entscheidungslogik
Zur Vervollständigung des Entscheidungsmodells muss schließlich noch die Ziel-
funktion definiert werden. Dadurch wird das Modell mit den notwendigen logi-
schen Verknüpfungen zwischen den einzelnen Entscheidungsgrößen versehen, um
in der Zielfunktion eine konkrete Aussage über das Outsourcingpotenzial einer
Softwarekomponente treffen zu können. Hierfür wird auf die Verfahren von EUS
für das Outsourcing zurückgegriffen, wie sie in Kapitel 2.2.1.3 vorgestellt wurden.
Die multiobjektiven und die multikriteriellen Verfahren repräsentieren dabei
die beiden Klassen von EUS, welche für die Verwendung von Outsourcingpro-
blemen geeignet sind (vgl. Kapitel 2.2.1.3). Für die Erforschung eines geeigne-
ten Ansatzes für das vorliegende Entscheidungsproblem wird die Suche auf die
multikriteriellen Verfahren beschränkt, da es sich hierbei um eine Entscheidungs-
findung mit endlichem Lösungsraum handelt und somit die multiobjektiven Ver-
fahren ausscheiden. Weiterhin eignen sich die multikriteriellen Verfahren auch
besser, da sie eine Vielzahl an Attributen berücksichtigen können, welche auf die
Zieldimension Einfluss nehmen. Genau diese Situation ist beim vorliegenden Ent-
scheidungsmodell gegeben. Im weiteren Verlauf dieses Kapitels werden nun die
existierenden Verfahren zur Lösungsfindung hinsichtlich notwendiger Vorausset-
zungen für den Entscheidungsansatz dieser Arbeit bewertet und die resultierende
Methode für ihren Einsatzzweck näher erläutert.
In Tabelle 3.5 ist eine Übersicht der multikriteriellen Verfahren zur Entschei-
dungsfindung unter Sicherheit (für jede verfügbare Handlungsalternative sind
sämtliche Konsequenzen bekannt) dargestellt, in welcher diese nach Kriterien
beurteilt werden, die für die Umsetzung des vorliegenden Entscheidungsmodells
für komponentenbasierte Outsourcingentscheidungen relevant sind. Hierfür wer-
den Bewertungskriterien wie Erweiterungsmöglichkeit der Entscheidungsattribu-
te, Mehrstufigkeit des Entscheidungsprozesses, Nachvollziehbarkeit, Übersicht-
lichkeit und Wiederverwendbarkeit herangezogen, die sich aus den Anforderung
an das Konzept dieses Entscheidungsmodells ableiten lassen (siehe Tabelle 3.1).
Die Erweiterungsmöglichkeit für Attribute ist in diesem Fall von großer Bedeu-
tung. Eine Erweiterung der Liste der Merkmale wäre bei Bedarf möglich. Deshalb
müssen auch die Entscheidungsgrößen des Modells sowie dessen Entscheidungslo-
gik erweiterbar sein und den mehrstufigen Charakter des Entscheidungsmodells
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abbilden können. Außerdem muss die Entscheidungsfindung transparent für den
Entscheider sein. Dies bedeutet, dass das Verfahren mit Entscheidungsinforma-
tionen auf mehreren Aggregationsstufen umgehen können muss, bevor die finale
Entscheidung bewertet wird. Vor diesem Hintergrund ist ebenfalls die Nachvoll-
ziehbarkeit und Übersichtlichkeit ein beachtenswerter Aspekt des auszuwählen-
den Verfahrens, um die Entscheidungsunterstützung optimal zu gewährleisten.
Schließlich ist die Wiederverwendbarkeit eines Verfahrens mit dessen voreinge-
stellten Regeln ein wichtiger Pluspunkt, den das Aggregationsverfahren beherr-
schen muss, um somit eine unternehmensweite Wissensbasis zu schaffen, die auf
zukünftige Outsourcingentscheidungen angewendet werden kann und die Erfah-
rungen der bisherigen Entscheidungen implizit beinhaltet.





















































































Aspektweise Eliminierung X X X X X
Entscheidungsbaum X X X X X
Entscheidungsmatrix/-tabelle X X X X X
Lexikografische Methode X X X X X
AHP X X X X X
ELECTRE X X X X X
PROMETHEE X X X X X
SMART X X X X X
X ist möglich/gegeben
X ist nicht möglich/gegeben
Die Methode der aspektweisen Eliminierung erlaubt einerseits die freie Aus-
wahl an Entscheidungsgrößen, die zur Entscheidungsfindung herangezogen wer-
den, wodurch das Entscheidungsfeld einfach erweitert werden kann. Andererseits
lässt sie sich auf unterschiedlichen Ebenen eines Entscheidungsmodells mehrmals
anwenden und garantiert damit die durchgängige Anwendung in mehrstufigen
Modellen. Durch die Sortierung und Auswahl der Lösungsmöglichkeiten nach
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den wichtigsten Entscheidungsgrößen ist jedoch eine Nachvollziehbarkeit der Ent-
scheidung nur bedingt gegeben, obwohl der Algorithmus zur Auswahl klar ist. Die
Auswahl einer Outsourcingoption ist bei dieser Methode primär auf der als am
wichtigsten eingeschätzten Entscheidungsgröße begründet. Der Einfluss weiterer
Merkmale kann daher nicht nachvollzogen werden. Damit ist der Ansatz für Ent-
scheidungsvorlagen ungeeignet. Zahlreiche Sortierungsvorgänge sind notwendig,
bis alle ungültigen Lösungsoptionen eliminiert sind. Die Übersichtlichkeit des An-
satzes geht daher schnell verloren. Weiterhin lässt sich die Methode nur dadurch
wiederverwenden, indem sie für eine weitere zu bewertende Softwarekomponente
erneut komplett durchgeführt wird. Auch hier erweisen sich die unzähligen Sor-
tiervorgänge als unpraktikabel (abgeleitet von Kahraman, 2008; Ranyard, 1976;
Tversky, 1972). Die Ähnlichkeit dieses Ansatzes zur lexikografischen Methode, die
ebenfalls auf ähnlichen Sortiermustern beruht, führt zur gleichen Bewertung der
Auswahlkriterien (abgeleitet von Blume et al., 1991; Fishburn, 1980; Kohli und
Jedidi, 2007).
Beim Entscheidungsbaum lassen sich aufgrund seiner Struktur relativ einfach
mehrstufige Entscheidungsmodelle abbilden, da hier zunächst untere Ebenen ag-
gregiert werden bis sie nach oben zu einer finalen Entscheidung zusammengeführt
werden (vgl. Abbildung 2.4). Die finale Entscheidung lässt sich daher einfach ent-
lang der Baumstruktur nachvollziehen. Diese Nachvollziehbarkeit hängt eng mit
der Übersichtlichkeit dieses Ansatzes zusammen und wird durch die meist grafi-
sche Darstellung als Baum wesentlich erleichtert und für Menschen schnell erfass-
bar gemacht. Ein fertig konfigurierter Entscheidungsbaum lässt sich ohne weite-
re Anpassungen auf beliebige Softwarekomponenten anwenden. Einziger Nachteil
dieser Methode ist die schwierige Erweiterungsmöglichkeit von Entscheidungsgrö-
ßen. Auf der untersten Ebene des Entscheidungsbaums lässt sich dies noch recht
einfach bewerkstelligen, indem das neue Merkmal einfach als weiterer Zweig an-
geführt wird. Auf den Ebenen darüber gestaltet sich ein solche Erweiterung als
schwierig, da sämtliche Verzweigungen auf der darunterliegenden Ebene einge-
fügt und an die bereits existierenden Ausprägungen angepasst werden müssen.
Außerdem geht bei zunehmender Anzahl an Entscheidungskriterien die Über-
sichtlichkeit der Baumstruktur verloren (abgeleitet von Eisenführ et al., 2010;
Lee, 2010).
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Diesen spezifischen Nachteil umgehen Entscheidungsträger mit Entscheidungs-
tabellen, indem sie nur die Entscheidungstabelle auf der jeweils betroffenen Ebene
und die darin enthaltenen Zieldimensionen anpassen müssen. Die Mehrstufig-
keit des Prozesses kann ebenfalls einfach mit einer eigenen Entscheidungstabelle
pro Ebene erreicht werden. Die Nachvollziehbarkeit der Entscheidung und die
Übersichtlichkeit dieser Vorgehensweise wird durch einfach verständliche Tabel-
len ermöglicht, die zu jeder Ausprägung der Entscheidungsmerkmale die Aus-
prägung der Zieldimension vorgeben. Wie beim Entscheidungsbaum auch, lassen
sich Entscheidungstabellen nach einmaliger Konfiguration problemlos für die Ent-
scheidungsfindung aller Komponenten wiederverwenden (abgeleitet von Eisenführ
et al., 2010; Mullur et al., 2003).
Die multikriteriellen Verfahren mit kardinaler Messung der Zielattributwerte
(AHP, ELECTRE, PROMETHEE und SMART ) eignen sich sehr gut für die Er-
weiterung von Entscheidungsgrößen, da sie alle Lösungsmöglichkeiten in paarwei-
sen Vergleichen unter Berücksichtigung aller Merkmale evaluieren, auf eine kar-
dinale Skala transformieren und die bestmögliche Lösung ermitteln. Eine weitere
Entscheidungsgröße lässt sich bei diesen Verfahren leicht integrieren. Bei mehr-
stufigen Entscheidungsprozessen sind diese Verfahren jedoch allesamt ungeeignet,
weil mehrstufige Zielhierarchien beim paarweisen Vergleich nicht aggregiert wer-
den können. Die Anzahl der paarweisen Vergleiche wird schnell sehr groß, wenn
viele Lösungsmöglichkeiten für ein gegebenes Problem vorhanden sind. Dadurch
werden diese Verfahren schnell unübersichtlich, erschweren dementsprechend die
Nachvollziehbarkeit der vorgeschlagenen Entscheidung und führen zu inkonsis-
tenten Paarvergleichen. Lediglich bei den beiden Verfahren PROMETHEE und
SMART, die mathematische Berechnungsweisen für den paarweisen Vergleich
der Lösungsalternativen verwenden, lassen sich die Lösungsvorschläge detailliert
nachvollziehen. In diesem Fall ist die einfache Wiederverwendung für die Bewer-
tung weiterer Komponenten gegeben (abgeleitet von Brans et al., 1986; Edwards
und Barron, 1994; Figueira et al., 2005b; Saaty, 2005).
Unter Berücksichtigung der dargelegten Auswahlkriterien eignen sich Entschei-
dungsmatrizen bzw. Entscheidungstabellen zur Abbildung der Zielfunktion für
das vorliegende Entscheidungsmodell, da die erforderlichen Kriterien von diesem
Verfahren erfüllt werden (vgl. Tabelle 3.5). Für den weiteren Verlauf dieser Arbeit
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wird der Begriff Entscheidungstabelle für das Verfahren benutzt, welches synonym
für Entscheidungsmatrix verwendet wird.
3.2.3.1. Entscheidungstabellen als einzusetzendes Verfahren für die
Aggregate
Für das Entscheidungsmodell dieser Arbeit werden Entscheidungstabellen als ein-
fach zu verwendende und nachvollziehbare Entscheidungstechnik zur Verknüp-
fung und Aggregation der Merkmale von Softwarekomponenten eingesetzt, um
deren Outsourcingpotenzial zu bewerten. Somit kann jede Komponente eines
Softwaresystems von den Entscheidern intendiert auf rationale und intersubjektiv
nachvollziehbare Weise evaluiert und eingeordnet werden.
Entscheidungstabellen zählen zu den multikriteriellen Entscheidungsverfahren
(vgl. Kapitel 2.2.1.3) und werden verwendet, um Entscheidungsprozesse zu be-
schreiben (Heinrich et al., 2004; Pooch, 1974). Ihr formaler Charakter kann mit
einer Matrix verglichen werden, deren Zeilen im oberen Abschnitt alle Bedin-
gungen einer Situation und im unteren Abschnitt alle möglichen Handlungsalter-
nativen der zu untersuchenden Problemdomäne beschreiben. Die Spalten einer
Entscheidungstabelle enthalten die sog. Regeln, die alle Kombinationen der Be-
dingungen einer Situation ausdrücken (vgl. Grundstruktur einer Entscheidungs-
tabelle in Abb. 3.5). Die einzelnen Zellen innerhalb der Matrix im oberen Ab-
schnitt bestimmen die Ausprägungsmöglichkeiten der einzelnen Bedingungen für
die jeweilige Regel und im unteren Abschnitt die daraus abzuleitende Handlungs-
empfehlung. Generell werden dabei die Ausprägungen der Bedingungen, die zu
einer Regel gehören (also in der gleichen Spalte stehen) mit dem Operator UND
verknüpft (Dumke, 2003; Heinrich et al., 2004). In der Entscheidungstheorie wer-
den damit Entscheidungsprobleme in Zusammenhang mit einer Nutzenfunkti-
on betrachtet, die jeder Handlungsalternative einen kardinalen Nutzen zuordnet
(Laux et al., 2004). Die Nutzenfunktion wird in dieser Arbeit durch die Kom-
bination von Regeln und Handlungsempfehlungen umgesetzt. Die Anwendung
solcher Entscheidungstabellen im Kontext dieser Arbeit wird im Kapitel 3.2.4.1
näher erläutert.
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Abbildung 3.5.: Struktur einer Entscheidungstabelle
3.2.3.2. Gewichtungsfunktion der Aggregate
Die Untergliederung der Entscheidungskriterien in drei unterschiedliche Kategori-
en (vgl. Kapitel 3.2.1) macht es erforderlich, eine Möglichkeit zur Gewichtung für
die jeweiligen Kriteriengruppen einzuführen. Dadurch wird eine Präferenzfunk-
tion für die jeweiligen Entscheider geschaffen, die entsprechend eigener Vorstel-
lungen, situativen Gegebenheiten oder entlang der Ziele des Unternehmens han-
deln möchten. Zu diesem Zweck bedient man sich den Gewichtungsmöglichkeiten
aus der Nutzwertanalyse (Zangemeister, 2003). Deren Gewichtungsfunktion defi-
niert die Aufstellung einer Prioritätenliste für die jeweils vorhandenen Kategorien
durch den Anwender. Entsprechend des Rangs können so den einzelnen Kate-
gorien Gewichte für die Nutzwertberechnung zugeordnet werden (Zangemeister,
2003). Diese Möglichkeit wird in dieser Arbeit auf die Entscheidungskategori-
en übertragen, die je nach Anwender unterschiedlich starke Bedeutungen haben
können.
Die Gewichtungsfunktion des Entscheidungsmodells dieser Arbeit soll also die
Präferenzstruktur des Entscheiders abbilden. Sie hat damit die Aufgabe, die
Bedeutung eines Aggregats von Entscheidungskriterien gegenüber den anderen
vorhandenen Aggregaten (vgl. Kapitel 3.2.1) aus Sicht des Entscheiders wider-
zuspiegeln. Dabei wird davon ausgegangen, dass eine kardinale Bewertung der
Kriteriengruppen möglich ist (Weber, 1983). Bekannte Verfahren zur Darstel-
lung der Präferenzen des Entscheiders verwenden einerseits die Reihenfolge der
verfügbaren Alternativen, die vom jeweiligen Anwender bestimmt wird, um eine
erste Einordnung zu erhalten. Andererseits wird diesen, beginnend mit der am
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wenigsten wichtigen Alternative, ein fester Wert zugeordnet, der anschließend in
Relation dazu für alle anderen Alternativen entsprechend festgelegt wird. Durch
Normierung kann schließlich für jede Alternative ein Gewicht zwischen 0 und 1
erzielt werden (Edwards, 1971; Weber, 1983). Transparente Berechnungsverfah-
ren für die Gewichtung haben den Vorteil, dass der mit der komplexen Situation
konfrontierte Entscheider mit leicht verständlichen Mitteln seine Präferenzen zum
Ausdruck bringen kann (Weber, 1983). Die entsprechende Gewichtungsfunktion
zur Berechnung der Outsourcingentscheidung im Entscheidungsmodell dieser Ar-
beit wird in Kapitel 3.2.4.2 vorgestellt.
3.2.3.3. Amalgamation der Teilnutzenwerte
Nachdem nun mit Entscheidungstabellen eine Skala zur Bewertung der einzelnen
Kriterien und für die Präferenzen des Entscheiders hinsichtlich der Entscheidungs-
kategorien ein Ansatz für eine Gewichtungsfunktion vorgestellt wurde, müssen
schließlich alle Alternativen bewertet und gegeneinander abgewogen werden. Um
alle Entscheidungskriterien unter Berücksichtigung der Gewichte ihrer jeweili-
gen Kriterienkategorie in die Berechnung von Handlungsalternativen einfließen
zu lassen, müssen alle Teilbewertungen in einen eindimensionalen Wert amal-
gamiert werden. Erst dadurch kann Vergleichbarkeit zwischen den Alternativen
hergestellt werden und eine finale Entscheidung getroffen werden (Zangemeister,
1976).
Damit dieses Ziel erreicht werden kann, müssen zunächst alle einzelnen Ent-
scheidungskriterien mit einer Skala versehen werden. Diese Skala ermöglicht die
Festlegung des Entscheiders auf einen zum jeweiligen Kriterium gehörigen Wert,
der schließlich in die Amalgamation mit einfließt und den eindimensionalen Nutz-
wert der Alternative bestimmt (Zangemeister, 1976, 2003). Anschließend kann für
jede Kriterienkategorie der Teilnutzen einer Alternative berechnet werden, indem
alle Einzelwerte aufsummiert werden. Durch Anwendung der im Vorfeld definier-
ten Gewichte pro Kategorie lässt sich so ein synthetisierter Wert erreichen, der den
Gesamtnutzen der Alternative ausdrückt. Dafür multipliziert man den Wert der
Kategorie mit der zugehörigen Gewichtung und summiert schließlich alle gewich-
teten Werte zum Nutzwert (Zangemeister, 1976, 2003). Eine angepasste Variante
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der Nutzwertanalyse wird für die Amalgamation der Outsourcingentscheidungen
dieser Arbeit verwendet und in Kapitel 3.2.4.2 spezifiziert.
3.2.4. Anwendung des Entscheidungsmodells
Zur Bestimmung eines vergleichbaren Werts für die Outsourcingentscheidung ein-
zelner Komponenten wird nach dem Vorbild der Nutzwertanalyse im weiteren
Verlauf dieses Kapitels ein angepasstes Verfahren vorgestellt, das für die Verwen-
dung mit dem Entscheidungsmodell dieser Arbeit geeignet ist. Für jede Kom-
ponente kann dadurch ein vergleichbarer Wert ermittelt werden, der den Grad
der Eignung für ihre Auslagerung ausdrückt. Zunächst wird nun erläutert, wie
sich die Teilwerte der einzelnen Kriteriengruppen ermitteln lassen. Anschließend
wird die Amalgamation der Entscheidung unter Berücksichtigung der festgelegten
Gewichte und schließlich die Interpretation des Ergebniswerts beschrieben.
3.2.4.1. Anwendung der Entscheidungstabellen
Zur Berechnung vergleichbarer Teilwerte für die Kriteriengruppen werden Ent-
scheidungstabellen herangezogen. Als Skala für die Zuordnung eines eindeutigen
Werts zu jedem Entscheidungskriterium werden die folgenden drei Ausprägun-
gen definiert: HOCH (high), MITTEL (medium) und NIEDRIG (low). Diese Be-
zeichner drücken die Einschätzung eines Entscheiders aus, wie stark ein Krite-
rium bei der vorliegenden Komponente ausgeprägt ist. Mit der Festlegung von
Entscheidungstabellen für die jeweiligen Kriterienkategorien sowie einer Entschei-
dungstabelle für die Zusammenführung der untergeordneten Entscheidungstabel-
len (vgl. Kapitel 3.2.4.2) wird die Bestimmung des Outsourcingpotenzials einer
Softwarekomponente ermöglicht. Dadurch wird die Einschätzung von Outsour-
cingexperten komponentenweise intersubjektiv nachvollziehbar spezifiziert und ei-
nem strukturierten Entscheidungsprozess zur besseren Vergleichbarkeit von Soft-
warekomponenten zugeführt.
Am Beispiel der Entscheidungstabelle für die Prozessmerkmale der Entwick-
lung von Softwarekomponenten werden nun der konkrete Aufbau, der Inhalt sowie
die strukturierte Berechnungsweise einer solchen Tabelle vorgestellt. Ein Auszug
der Tabelle selbst ist in Abb. 3.6 dargestellt. Die komplette Entscheidungstabelle
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Tabelle 3.6.: Entscheidungstabelle für die prozessspezifischen Merkmale der Ent-
wicklung von Softwarekomponenten (Auszug)
R1 ... R43 ... R132 ... R202 ... R243
E3 Entwicklungsdauer H H M L L
E4 Priorität Anf. H M M M L
E5 Einbez. Kunde H M L M L
E6 Erf. Austausch H L M M L
E7 Integrationsaufw. H H L H L
L1 Hoher Einfluss X
L2 Mittlerer Einfluss X X
L3 Niedriger Einfluss X X
Ri Regel i als Ausprägungsvektor der Entscheidungsgrößen
Ej Entscheidungsgröße j
Lk Lösungsalternative des Entscheidungsproblems k
H / M / L hoch / mittel / niedrig
sowie die Entscheidungstabellen der strukturellen Eigenschaften einer Komponen-
te auf das Softwareprodukt und der Wissensmerkmale von Komponenten sind in
den Anhängen A bis C abgebildet.
Im oberen Teil der Matrix werden die Entscheidungskriterien der Prozessmerk-
male der Entwicklung von Softwarekomponenten E3 bis E7 aufgeführt, die die
Ausprägungen H, M oder L annehmen können. Die Regeln R1 bis R243 stellen
dabei alle möglichen Kombinationen der Ausprägungen dar. Sie werden in diesem
Beispiel nur auszugsweise dargestellt und sind im Anhang B vollständig aufge-
führt. Im unteren Teil der Matrix befinden sich die empfohlenen Ausprägungsal-
ternativen der jeweiligen Entscheidungskategorie L1 bis L3, von denen jeweils nur
eine pro Regel zugeordnet wird und durch einen bestätigenden Haken ausgedrückt
wird. Regel R43 drückt in diesem Fall aus, dass der Entscheider das Kriterium
Entwicklungsdauer als hoch (H), die Priorität der zugehörigen Anforderungen als
mittel (M), den Einbeziehungsgrad des Kunden als mittel (M), den erforderlichen
Erfahrungsaustausch als mittel (M) und den Integrationsaufwand als hoch (H)
einschätzt. Durch die Vorgaben der Entscheidungstabelle ergibt sich daraus ein
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mittlerer prozessspezifischer Einfluss (L2) auf die Entscheidungsfindung für das
Outsourcing.
Für die Anwendung von Entscheidungstabellen müssen diese a priori vollstän-
dig spezifiziert werden. Dies bedeutet, dass für jede Kombination der Ausprä-
gungen der Merkmale (alle Regeln) die entsprechende Handlungsalternative hin-
terlegt werden muss. Damit sich diese Entscheidungstabellen für die Entwicklung
eines Prototyps verwenden lassen, wurde daher eine Berechnungsweise verwendet,
die die jeweilige Handlungsalternative für jede einzelne Regel berechnen kann. Im
Gegensatz dazu hat die individuelle Spezifikation von Entscheidungstabellen den
Vorteil, dass Entscheidungstabellen im Laufe der Zeit ihrer Verwendung durch
den Anwender angepasst werden können, wenn sein subjektives Empfinden ei-
ne andere Handlungsalternative bevorzugen würde. Damit würde die angepasste
Tabelle als Teil des organisatorischen Gedächtnisses bei jeder Entscheidungsfin-
dung mit einfließen (Kramer et al., 2011). Für die Verwendung in dieser Arbeit
wird nun die Berechnungsweise der jeweiligen Handlungsalternative für jede Regel
vorgestellt.
Zu diesem Zweck muss zunächst die ordinale Skala unter Rückgriff auf eine
Hilfsfunktion in eine kardinale Skala umgewandelt werden, ähnlich der Conjoint-
Analyse aus dem Marketing (Green und Rao, 1971). Es wird hierbei auf die
Berechnung des Medians zurückgegriffen, der den Mittelwert bei ordinalskalierten
Daten ermittelt (Cramer und Kamps, 2014). Im Rahmen dieser Hilfsfunktion
wird den einzelnen Ausprägungen der Entscheidungsgrößen jeweils ein Wert wie
in Tab. 3.7 zugewiesen.





Nach einer solchen Zuweisung lässt sich nun für jede der drei Kriterienkate-
gorien des Entscheidungsmodells der Median ermitteln, der den Teilnutzen der
jeweiligen Kategorie darstellt. Am Beispiel von R43 lässt sich der Median fol-
gendermaßen aus den Ausprägungen der Entscheidungskriterien dieser Kategorie
ermitteln:
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• Übersetzung der Ausprägungen in die definierten Werte (vgl. Tab. 3.7):
{3; 2; 2; 1; 3}
• Sortierung der Menge beginnend mit dem größten Element:
{3; 3; 2; 2; 1}
• Bestimmung des Medians als der Wert, der die Menge in der Mitte in zwei
gleichgroße Untermengen aufspaltet:
{3; 3; 2; 2; 1}
Alternativ kann dies auch rechnerisch ermittelt werden. Dies erweist sich be-
sonders dann als hilfreich, wenn die Menge aus einer geraden Anzahl an Ele-
menten besteht und sich daher nicht einfach in zwei gleichgroßen Untermengen
aufspalten lässt oder wenn man die Hilfsfunktion in der prototypischen Umset-
zung des Entscheidungsmodells implementieren möchte. Der Median lässt sich
also auch als Mittelwert berechnen und anschließend mit Hilfe der in Tab. 3.8
festgelegten Intervalle als ordinalen Wert bestimmen. Dafür wird der Mittelwert
als (3 + 2 + 2 + 1 + 3)/5 = 2, 2 bestimmt. Im nächsten Schritt wird daraus der
Median aus den in Tab. 3.8 aufgezeigten Intervallen abgelesen. Würde ein Ent-
scheider die Ausprägungen der Entscheidungskriterien also wie in R43 einschät-
zen, so würde sich mit dem Mittelwert von 2,2 der Median MITTEL ergeben und
daraus ein mittlerer spezifischer Einfluss der Prozessmerkmale der Entwicklung
von Softwarekomponenten auf die Gesamtentscheidung abgeleitet werden.
Tabelle 3.8.: Intervalle für den spezifischen Einfluss der jeweiligen Entscheidungs-
kategorie
Intervall Klassifizierung
1, 00− 1, 66 Geringer spezifischer Einfluss
1, 67− 2, 33 Mittlerer spezifischer Einfluss
2, 34− 3, 00 Hoher spezifischer Einfluss
Die Verwendung der Hilfsfunktion ist erforderlich, um eine Amalgamation der
Teilnutzenwerte (vgl. Kapitel 3.2.3.3) zu erreichen. Die Besonderheit dieses Trans-
formationsprozesses liegt darin, dass bei ordinalen Werten per Definition nicht
automatisch von gleichen Abständen zwischen den Werten ausgegangen werden
kann. Dies bedeutet, dass jemand, der ein Kriterium als hoch einschätzt, nicht
selbstverständlich damit zum Ausdruck bringen möchte, dass dieses Kriterium
drei mal so stark ausgeprägt ist, wie wenn es mit gering bewertet worden wäre.
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Dies kann mit der Verwendung von mehrstufigen Likert-Skalen verglichen werden,
bei denen ebenfalls nicht die Abstände der einzelnen Ausprägungen mit gleichem
Abstand definiert sind. Dennoch wird für die statistischen Auswertungen solcher
Skalen oftmals eine Hilfsfunktion verwendet, die von einem als gleich angenom-
menen Abstand ausgeht, damit anschließend Rechenoperationen der kardinalen
Skalen durchgeführt werden können. Durch eine derartige Hilfsfunktion lassen
sich auch deutliche Präferenzen und Abneigungen gegenüber anderer Entschei-
dungsalternativen ausdrücken und es wird damit eine künstliche Kardinalität
erzeugt (Breidert, 2006; Varian, 2003).
Eine Besonderheit bei der Berechnung der Entscheidungstabelle liegt bei den
strukturellen Eigenschaften einer Komponente in Bezug auf das Softwareprodukt
vor (vgl. Anhang A). In dieser Merkmalskategorie drückt die Kohäsion (E1) die
Modularität einer Komponente aus und beschreibt dessen Eigenständigkeit und
innere Abgeschlossenheit. Diese verhält sich im Vergleich zu allen anderen Ent-
scheidungskriterien invers auf den spezifischen Einfluss der entsprechenden Kate-
gorie. Bei der Berechnung muss daher Wert, der für die Ausprägungen H, M und
L erhalten wird, von 4 subtrahiert werden, um ein korrektes Ergebnis zu erhal-
ten. Dies lässt sich beispielhaft an R1 der Entscheidungstabelle der strukturellen
Eigenschaften im Anhang A ablesen. Die Hilfsfunktion wird in diesem Fall um
den beschriebenen Zwischenschritt ergänzt:
• Übersetzung der Ausprägungen in die definierten Werte (vgl. Tab. 3.7):
{3; 1}
• Korrektur des Wertes für Kohäsion: {(4-3); 1} = {1; 1}
• Berechnung des Mittelwerts als (1 + 1)/2 = 1
• Ermittlung des zum Mittelwert gehörigen Medians aus Tab. 3.8:
Geringer spezifischer Einfluss (LOW )
3.2.4.2. Aggregation der Entscheidungsgrößen und
Entscheidungsfindung
Mit den bereits vorgestellten Entscheidungstabellen lassen sich nun die spezi-
fischen Einflüsse (Teilnutzen) der drei Kriterienkategorien auf die Gesamtent-
scheidung bestimmen. Eine Entscheidungstabelle für die Outsourcingentschei-
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Abbildung 3.6.: Berechnung der Teilnutzenwerte und des Gesamtnutzens
dung lässt sich in diesem Fall analog zu den Tabellen zuvor aufstellen. Dies hätte
allerdings den Nachteil, dass dann die Gewichtungsfunktion (wie in Kapitel 3.2.3.2
beschrieben) unberücksichtigt bliebe.
Die Amalgamation der Teilnutzenwerte einer Softwarekomponente folgt des-
halb dem Schema wie in Abb. 3.6 dargestellt. Die aggregierten Werte (Teilnutzen)
der Entscheidungskategorien (A1 – A3) werden jeweils durch das arithmetische
Mittel und den zugehörigen Entscheidungstabellen ermittelt. Im nächsten Schritt
fließen dann die vom Anwender festgelegten Gewichte (wk) in die Bestimmung
des Gesamtnutzens (P) als Indikator für das Outsourcingpotenzial einer Kom-
ponente mit ein. Dazu werden die vorgegebenen Gewichte standardisiert, so dass
gilt ∑kn=1wn = 1. Damit wird sichergestellt, dass sich der berechnete Wert des
Gesamtnutzens (P) im Intervall von [1; 3] befindet. Die Berechnung von P erfolgt
ähnlich wie bei den Entscheidungstabellen im vorherigen Kapitel, jedoch werden
in diesem Fall die Ausprägungen der drei spezifischen Einflüsse jeweils mit ihrem
zugehörigen standardisierten Gewicht multipliziert. Eine Division wird damit ob-
solet. Der Wert für P wird dann auf der Basis der Hilfsfunktion (vgl. Kap. 3.2.4.1)
von kardinalen Werten in ordinale transformiert. Die entsprechenden Intervalle
des errechneten Gesamtnutzens sind in Tab. 3.9 abgebildet und repräsentieren
die Empfehlung für die Outsourcingentscheidung der betrachteten Komponente.
Ein Beispiel für die Berechnung des Outsourcingpotenzials (P):
• Berechneter Einfluss der strukturellen Eigenschaften einer Komponente in
Bezug auf das Softwareprodukt: HOCH
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• Berechneter Einfluss der Prozessmerkmale der Entwicklung der betrachte-
ten Komponente: NIEDRIG
• Berechneter Einfluss der Wissensmerkmale der betrachteten Sofwarekom-
ponente: HOCH
• Gewicht w1 für strukturspezifischen Einfluss: 0,2
• Gewicht w2 für prozessspezifischen Einfluss: 0,7
• Gewicht w3 für wissensspezifischen Einfluss: 0,1
• Berechnetes Outsourcingpotenzial P: 0, 2 ∗ 3 + 0, 7 ∗ 1 + 0, 1 ∗ 3 = 1, 6
• Empfehlung: Auslagerung (vgl. Tab. 3.9)
Sofern für die Berechnung vom Entscheider die gleichen Gewichte vorgegeben
sind, so kann die zugehörige Entscheidungstabelle im Anhang D betrachtet wer-
den. Variieren die Gewichte, dann muss die Tabelle neu berechnet werden. Diese
Funktion übernimmt im weiteren Verlauf der Prototyp mit dem implementierten
Entscheidungsmodell.
Das Schema zur Amalgamation der Teilnutzenwerte der Outsourcingentschei-
dung (vgl. Abb. 3.6) wurde so gewählt, dass es variabel ist. Es können zu jeder
Kriterienkategorie weitere Kriterien hinzugefügt werden. Das Modell kann eben-
so um weitere Kriterienkategorien und zugehörige Gewichte ergänzt werden. Dies
ist im abgedruckten Schema durch die Indizes i, j und k gekennzeichnet. Die Be-
rechnungsweisen lassen sich dementsprechend ebenfalls selbsterklärend um die
hinzugefügten Elemente erweitern. Das Modell lässt sich auf diese Weise relativ
einfach erweitern.
Tabelle 3.9.: Intervalle für das Outsourcingpotenzial der bewerteten Software-
komponente
Intervall Empfehlung
1, 00− 1, 66 Auslagerung
(hohes Outsourcingpotenzial)
1, 67− 2, 33 Neutral
(mittleres Outsourcingpotenzial)
2, 34− 3, 00 Eigenentwicklung
(niedriges Outsourcingpotenzial)
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3.2.4.3. Anwendung des Entscheidungsmodells an einem Beispiel
Um die praktische Verwendung dieses Entscheidungsmodells zu verdeutlichen,
wird nun ein Beispiel für ein Softwareentwicklungsprojekt vorgestellt, in dem
entschieden werden muss, welche Komponenten selbst erstellt werden sollen und
welche ausgelagert werden können.
Ausgangssituation Zunächst müssen einige Vorüberlegungen getätigt werden.
In erster Linie müssen die Rahmenbedingungen des Projekts festgelegt werden.
Dazu zählt die grundlegende Frage, ob das Softwaresystem entweder durch Ei-
generstellung, durch Outsourcing oder unterstützt durch selektives Outsourcing
entwickelt werden soll. Die Beantwortung dieser Frage wird meist von der Verfüg-
barkeit von Ressourcen beeinflusst. Weiterhin umfasst das strategische Manage-
ment bei Auslagerungsentscheidungen die Auswahl eines oder mehrerer Zulieferer,
die den Kriterien und der Strategie des Kunden entsprechen. Die Auswahl und
die Evaluation von Outsourcingpartnern sind Bestandteile des Lieferantenma-
nagements (vendor management) und werden als bereits festgelegt angenommen.
Das Konzept und die Technologie dieser Arbeit basieren auf einer selektiven Out-
sourcingstrategie, bei der einzelne Komponenten eines zu entwickelnden Gesamt-
systems durch einen oder mehrere Vertragspartner vollständig umgesetzt und für
die Integration bereitgestellt werden (vgl. Kapitel 2.4.1).
Eine zusätzliche Voraussetzung für die Anwendung des Entscheidungsmodells
stellt die zugrundeliegende Softwareentwicklungsmethode und ihre Ausführung
dar (vgl. Kapitel 2.3). Die Anwendung eines komponentenbasierten Prozessmo-
dells (vgl. RUP) ist eine unverzichtbare Voraussetzung für die Entwicklung des
Konzepts und der Technologie in dieser Arbeit. Damit wird implizit vorgegeben,
dass das geplante Gesamtsystem als Komposition einzelner Softwarekomponenten
gestaltet ist. Als Entwicklungsmethode können sowohl sequentielle (z.B. Wasser-
fallmodell) als auch iterative Ansätze (z.B. Scrum) zur Anwendung kommen (vgl.
Kapitel 2.3.3).
In der operativen Phase des Projekts, bei der schließlich die Anwendung des
Entscheidungsmodells zum Tragen kommt, wird eine initiale Liste von Anforde-
rungen an das Softwaresystem zwingend vorausgesetzt. Aus ihr müssen die Ab-
hängigkeiten der Anforderungen untereinander erkenntlich sein. Zusätzlich muss
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Abbildung 3.7.: Beispielhafte Eingabeoberfläche einer Produktbewertung
eine Definition der geplanten Softwarearchitektur als Bestandteil des RUP vor-
gehalten werden. Auf dieser Grundlage wird nun ein Beispiel zur Bewertung von
Softwarekomponenten beschrieben, um festzulegen, welche sich davon für die Aus-
lagerung eignen und welche innerhalb des Unternehmens entwickelt werden soll-
ten.
Beispielhaftes Softwaresystem Ein Produktbewertungssystem für ein Ein-
kaufsportal dient als praktischer Anwendungsfall für die beispielhafte Anwen-
dung des entwickelten Entscheidungsmodells. Ein solches System ist allgemein
bekannt und wird verwendet, um die Kundenmeinungen über ein verkauftes Pro-
dukt einzuholen. Diese Informationen werden sowohl für eigene Auswertungen
über das Käuferverhalten verwendet als auch für potenzielle Interessenten trans-
parent gemacht (z.B. Amazon Kundenrezensionen1). Ein Eingabebildschirm für
die Produktbewertung kann wie in Abbildung 3.7 dargestellt aussehen.
Für die Entwicklung eines solchen Systems sollen folgende Anforderungen er-
füllt werden:
1. Ein Kunde muss für jedes seiner gekauften Produkte, die im Rechnungs-
system verbucht sind, eine Bewertung inklusive Kurzbeschreibung abgeben
können.
2. Ein Kunde muss alle Bewertungen anderer Kunden zu einem Produkt ein-
sehen können.
1 https://www.amazon.de/gp/help/customer/display.html?nodeId=201470680 (abgerufen am
01.07.2015)
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Abbildung 3.8.: Komponentenmodell des Beispiels
3. Alle Produktbewertungen eines Kunden müssen im System für das Kun-
denbeziehungsmanagement vermerkt werden.
Ein starker Zusammenhang zeichnet sich zwischen der ersten und der dritten
Anforderung ab, da beide von der Abgabe einer Produktrezension handeln und
in der zeitlichen Abfolge direkt aufeinander folgen. Eine Produktbewertung wird
nämlich immer genau dann im Kundenbeziehungsmanagement vermerkt, wenn
sie durch den Kunden eingegeben wurde. Aus dieser minimalen Anforderungsde-
finition kann sich ein Komponentenmodell wie in Abbildung 3.8 ergeben.
Entscheidungsfindung Die Anwendung des Entscheidungsmodells macht das
nachfolgende Vorgehen erforderlich, um eine Empfehlung über die Eigenentwick-
lung oder Auslagerung für jede Softwarekomponente zu erhalten. Es erfolgt eine
komponentenweise Bewertung des Systems.
Komponente „Anzeige von Produktbewertungen“
1. Subjektive Einschätzung der Entscheidungsgrößen E1 bis E12
a) Die Modularität (E1) wird für diese Komponente als HOCH einge-
stuft, da es sich um eine größtenteils abgeschlossene Funktionalität
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handelt, die sämtliche Funktionen innerhalb der Komponente (z.B.
für das Anzeigen von Information, zur Sortierung usw.) bereitstellen
und ausführen kann.
b) Die Kopplung (E2) wird in diesem Fall mit NIEDRIG bewertet, weil
lediglich eine Schnittstelle zur Produktdatenbank bereitgestellt werden
muss (vgl. Abbildung 3.8), um die erforderlichen Bewertungsinforma-
tionen abzurufen.
c) Analog zu den strukturellen Merkmalen müssen alle anderen Entschei-
dungsgrößen ebenfalls bewertet werden. Zur Verständlichkeit des Ent-
scheidungsmodells ist das exemplarische Vorgehen anhand einer Ka-
tegorie ausreichend.
2. Berechnung der Aggregatwerte (Spezifitäten)
a) Für die Bestimmung des Aggregatwerts der strukturellen Eigenschaf-
ten bedient man sich der entsprechenden Entscheidungstabelle. In Ta-
belle 3.6 lässt sich so der Wert ablesen, den das Aggregat bei hoher
Modularität und geringer Kopplung einnimmt. Diese Auswahl ent-
spricht dem Ausprägungsvektor R1. Damit ergibt sich aus der Ent-
scheidungstabelle für die Struktur die Lösungsalternative L3 und be-
deutet, dass dieser Komponente eine geringe strukturelle Spezifität
zugeordnet wird.
b) Dieses Vorgehen muss gleichermaßen für die prozessspezifischen Merk-
male in der Entscheidungstabelle im Anhang B durchgeführt werden.
c) Gleiches gilt auch für die wissensspezifischen Merkmale, deren Ent-
scheidungstabelle sich in Anhang C befindet.
3. Festlegung der Gewichte (w1 bis wk) der einzelnen Kategorien (vgl. Abbil-
dung 3.6). Es bietet sich hierbei an, eine prozentuale Verteilung vorzuneh-
men, deren Summe 100% ergibt, um sich den Schritt der Normierung zu
sparen. Für dieses Beispiel wird folgende Verteilung festgelegt:
a) w1 = 40% (Strukturelle Eigenschaften)
b) w2 = 30% (Prozessspezifische Merkmale)
c) w3 = 30% (Wissensspezifische Merkmale)
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4. Bestimmung des Outsourcingpotenzials durch Berechnung
a) In die Berechnung fließen alle bereits bestimmten Aggregatwerte un-
ter Berücksichtigung der zugehörigen Gewichte mit ein (vgl. Kapi-
tel 3.2.4.2). Das Aggregat der strukturellen Eigenschaften wurde in
Schritt 2a bereits bestimmt. Für die Aggregate der prozess- und wis-
sensspezifischen Merkmale werden die Werte in diesem Beispiel ge-
schätzt. Damit ergeben sich folgende Wertzuweisungen für die Berech-
nung: A1 = 1, A2 = 2, A2 = 1.
b) Die Berechnung ergibt dann folgendes normiertes Ergebnis für das
Outsourcingpotenzial: ∑3n=1wn ∗An = 0, 4 ∗ 1+0, 3 ∗ 2+0, 3 ∗ 1 = 1, 3
c) Das Ergebnis wird dann in die in Tabelle 3.9 vorgegebenen Intervalle
eingeordnet und das Outsourcingpotenzial der Komponente bestimmt.
Für die Komponente „Anzeige von Produktbewertungen“ liegt der Er-
gebniswert im Intervall von 1,00 – 1,66 und führt damit zu der Emp-
fehlung die Komponente auszulagern.
Komponente „Bewertungseingabe und Verarbeitung“ Die Vorgehens-
weise zur Berechnung des Outsourcingpotenzials dieser Komponente ist identisch
mit der aus dem Abschnitt zuvor. Lediglich die subjektiven Bewertungen müs-
sen auf den Inhalt und die Beschaffenheit der Komponente angepasst werden.
Die Berechnungen selbst erfolgen ebenfalls analog zu den Vorgaben des Ent-
scheidungsmodells. Für die Bewertung der Strukturspezifität werden bei dieser
Komponente die Ausprägungen HOCH für die Kopplung und MITTEL für die
Kohäsion entschieden. Der Wert für die Kopplung ergibt sich aus dem Zusammen-
spiel der Komponenten mit vielen bestehenden Komponenten (z.B. Rechnungs-
system, System für Kundenbeziehungsmanagement und Produktdatenbank), die
eine Interaktion für die richtige Funktionsweise notwendig machen (siehe Ab-
bildung 3.8). Weiterhin bedeutet dies auch, dass die Komponente viele Funkti-
onsaufrufe hin zu den verknüpften Komponenten durchführen muss, um sich so
die erforderlichen Daten zu beschaffen. Nichtsdestotrotz werden gleichermaßen
Funktionen aus der Komponente selbst aufgerufen, um beispielsweise die fehler-
freie Dateneingabe zu überprüfen. Aus diesem Grund wird dieser Komponente
eine mittlere Kohäsion zugesprochen. Aus der Entscheidungstabelle 3.6 lässt sich
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daher für den Ausprägungsvektor R6 die Lösungsalternative L1 ablesen und der
Struktur der Komponente eine hohe Spezifität zuweisen.
Auf der aggregierten Ebene (siehe Abbildung 3.6) wird für dieses Beispiel, ne-
ben der bereits bestimmten hohen Strukturspezifität (A1), eine ebenfalls hohe
Prozessspezifität (A2) geschätzt. Diese lässt sich dadurch erklären, dass für die
Einbettung dieser stark vernetzten Komponente erhebliche Erfahrung hinsichtlich
des Entwicklungsprozesses benötigt wird, um sich mit den jeweiligen Entwick-
lern über die Schnittstellen abstimmen zu können, und der Integrationsaufwand
erheblich ist. Hinsichtlich der Wissensspezifität (A3) wird die Ausprägung des
Aggregats als MITTEL eingeschätzt, weil für die richtige Implementierung dieser
Komponente spezifisches Wissen über den Ablauf des Verkaufsprozesses benötigt
wird oder der Typ und das Format der Daten für das Kundenbeziehungsmanage-
ment bekannt sein muss. Zu schützendes geistiges Eigentum ist dabei allerdings
irrelevant.
Abschließend lässt sich das Outsourcingpotenzial in Analogie zur vorherigen
Komponente durch folgende Formel berechnen: ∑3n=1wn ∗ An = 0, 4 ∗ 3 + 0, 3 ∗
3 + 0, 3 ∗ 2 = 2, 7. Für die Komponente „Bewertungseingabe und Verarbeitung“
liegt der Ergebniswert im Intervall von 2,34 – 3,00 und führt damit zu der Emp-
fehlung die Komponente selbst zu entwickeln, da eine hohe Spezifität gegen das
Outsourcing sprechen.
3.3. Implementierung des Modells auf einem Tablet-PC
In diesem Kapitel wird die prototypische Umsetzung des konzipierten Entschei-
dungsmodells (vgl. Kapitel 3.2) in ein mobiles EUS beschrieben. Das Ziel dabei ist
die sinngemäße Implementierung einer Entscheidungstechnik, die das im vorheri-
gen Kapitel entwickelte Entscheidungsmodell in Form einer Anwendungssoftware
umsetzt und dadurch die Anforderungen an das Gesamtkonzept dieser Arbeit
erfüllt (vgl. Kapitel 3.1). Deshalb wird im weiteren Verlauf zusätzlich auf die
guten Integrationsmöglichkeiten und -realisationen des entwickelten Prototyps
eingegangen. Um den Stand der Technik (vgl. Kapitel 2.2.2) und die beruflichen
Anforderungen der Entscheider abzubilden, wird ein mobiles EUS implementiert,
das als Anwendung auf einem Tablet-PC lauffähig ist. Der dafür erforderliche
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technologische Aufbau eines solchen EUS sowie dessen Funktionsweise werden in
diesem Kapitel detailliert erläutert.
3.3.1. Technologischer Aufbau und Entwicklungsumgebung
Zunächst wird die Architektur des implementierten Ansatzes zur Entscheidungs-
findung präsentiert und dessen Bestandteile kurz erläutert. Anschließend wird
die Auswahl der zugrundeliegenden Technologie für die einzelnen Architekturbe-
standteile vorgestellt und begründet. Abschließend werden die Details der Ent-
wicklungsumgebung beschrieben, die für die Entwicklung des Prototyps verwen-
det wurde. So soll die Nachvollziehbarkeit der Entwicklung dieses mobilen EUS
gewährleistet werden.
3.3.1.1. Gesamtarchitektur
Die Architektur des Lösungsansatzes dieser Arbeit hat die Aufgabe, die im Vorfeld
definierten Anforderungen in einem integrierten Softwaresystem zu repräsentie-
ren. Aus diesem Grund gliedert sich die Gesamtarchitektur dieser Lösung, wie in
Abbildung 3.9 dargestellt, in drei Schichten.
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Die oberste Schicht der Architektur stellt die mobile Applikation für die Durch-
führung der Entscheidungsunterstützung und damit die Hauptanwendung der Lö-
sungstechnologie dar. Sie ist eine Tabletanwendung auf Basis des iOS-Betriebs-
systems2 und beinhaltet die Funktionalitäten eines fortschrittlichen EUS zur Be-
wertung aller Komponenten einer Softwarelösung. Dies wird durch die Umsetzung
des verfeinerten Entscheidungsmodells in der App sowie durch Anreicherung mit
zusätzlichen prozessoptimierenden Funktionen erreicht. Als Name für die App
wurde SmartSourcer gewählt, um die unterstützende Wirkung beim Treffen von
Outsourcingentscheidungen auszudrücken.
Die unterste Schicht des Architekturmodells repräsentiert die Anbindung des
Lösungsansatzes an existierende Kollaborationsplattformen, die in Softwareunter-
nehmen mit verteilter Entwicklung für diese Arbeit vorausgesetzt werden. Die
dazwischenliegende Architekturschicht nimmt die Funktion eines Proxyservers3
im konzipierten System ein und ist in erster Linie für die Kommunikation und
den Datenaustausch zwischen der mobilen App und der Kollaborationsplattform
des Unternehmens zuständig, bei dem das EUS zum Einsatz kommt. Weiterhin
ermöglicht der Proxyserver die flexible Erweiterung der Entscheidungstechnik um
weitere Kollaborationsplattformen, welche die notwendigen Schnittstellen anbie-
ten, ohne dabei die App selbst anpassen zu müssen.
Damit sich die vorgeschlagene Lösungstechnologie für den praktischen Einsatz
in einem Softwareunternehmen verwenden lässt, müssen firmenseitig die nachfol-
genden Voraussetzungen erfüllt sein. In erster Linie muss eine Kollaborations-
plattform zur verteilten Entwicklung im Einsatz sein und die frühen Phasen zur
Definition der Anforderungen, der Architektur sowie des Designs abdecken. Somit
wird sichergestellt, dass die notwendige Datengrundlage (Menge der definierten
Softwarekomponenten, deren Verknüpfungen zu den Softwareanforderungen und
die Verknüpfungen zwischen den einzelnen Anforderungen) für die Entscheidungs-
unterstützungstechnologie digital zur Verfügung stehen. Aufgrund der verwende-
ten Programmiersprache und des iOS-Betriebssystems sind für den Einsatz des
entwickelten Prototyps mobile Tablet-PCs der Marke Apple erforderlich.
2 Betriebssystem der Firma Apple für mobile Endgeräte wie iPhone oder iPad.
3 Ein Proxyserver übernimmt die Aufgabe eines Vermittlers im Computernetzwerk und ist in
diesem Fall für die richtige Weiterleitung der Daten an die zu verwendende Kollaborations-
plattform verantwortlich.
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3.3.1.2. Technologieauswahl
Für die Umsetzung von SmartSourcer wurde auf ObjectiveC 4 zurückgegriffen, ei-
ne Programmiersprache zur Entwicklung nativer Apps auf der Basis von Apple
iOS. Native Apps sind Anwendungen, die die Eigenschaften und Funktionen ei-
nes zugrundeliegenden Betriebssystems optimal ausnutzen können, da sie in der
entsprechenden Programmiersprache entwickelt wurden und deshalb der Maschi-
nencode für die darunterliegende Hardware optimiert ist. Eine alternative Tech-
nologie zur Umsetzung von SmartSourcer stellt das Betriebssystem Android der
Firma Google dar. Die Erstellung ebenfalls nativer Apps für dieses Betriebssys-
tem erfolgt in der Programmiersprache Java5. Die beiden vorgestellten Techno-
logien teilen sich die größten Marktanteile für Betriebssysteme auf Tabletgerä-
ten. Aus diesem Grund kamen sie in die engere Auswahl der Zieltechnologie.
Die Entwicklung einer hybriden App wurde wegen geringerer Reaktionszeiten bei
Nutzereingaben sowie einer oftmals dem Bedienkonzept des jeweiligen Systems
widersprechenden Navigationsführung abgelehnt. Hybride Apps werden in einer
gemeinsamen Programmiersprache entwickelt. Für sie wird auf jedem Betriebs-
system ein Interpreter zur Übersetzung der gewünschten Funktionen in die native
Sprache des jeweiligen Systems bereitgestellt, der die genannten Nachteile mit sich
bringt. Die finale Wahl zur Umsetzung fiel auf die Technologie von Apple, weil die
Entwicklungsumgebung zahlreiche Hilfsmittel und grafische Eingabeoberflächen
(z.B. Storyboard, Interface Builder sowie einen iOS -Simulator) anbietet, die eine
schnelle Umsetzung der gewünschten Software ermöglichen. Eine spätere Portie-
rung dieser Technologie auf andere mobile Plattformen stellt kein Problem dar,
weil keine spezifischen Funktionalitäten verwendet wurden, die ausschließlich auf
Geräten von Apple funktionsfähig sind. Außerdem wird für die Entwicklung von
Anwendungen auf der Basis von Apple-Technologie eine umfangreiche IDE (inte-
grierte Entwicklungsumgebung) und ein mächtiges SDK (Software Development
Kit) zur Verfügung gestellt (vgl. Abbildung 3.12).
4 Eine Übersicht über die Programmiersprache ObjectiveC ist unter https://developer.
apple.com/library/ios/documentation/Cocoa/Conceptual/ProgrammingWithObjectiveC/
Introduction/Introduction.html verfügbar (abgerufen am 01.12.2014)
5 Die Programmiersprache Java ist eine weitverbreitete Programmiersprache und wird neben
mobilen Anwendungen auch für Serveranwendungen verwendet. Eine Referenz zur Spezifika-
tion der Standard Edition 7 ist unter https://docs.oracle.com/javase/7/docs/api/overview-
summary.html verfügbar (abgerufen am 01.12.2014)
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Für die Architekturschicht der Kollaborationsplattformen wird in dieser Arbeit
eine umfassende Plattform zur Kollaboration und für das Lebenszyklusmanage-
ment von Softwareprojekten verwendet. Es handelt sich dabei um das Produkt
CodeBeamer6 der Firma Intland und ist ein in Java programmierter Webserver,
der auf dem firmeneigenen Server eingerichtet und über das Internet abgerufen
werden kann. Der Funktionsumfang der Plattform umfasst alle in Tabelle 2.3
aufgezählten Funktionalitäten und eignet sich daher für den Einsatz in Kombina-




• JavaForge CodeBeamer (Onlineversion von CodeBeamer)9
• Microsoft Team Foundation Server10
• Rally Platform11
Der Funktionsumfang der aufgezählten Plattformen bezüglich der benötigten
Projektdaten zur Durchführung des Bewertungsprozesses für alle Softwarekom-
ponenten durch SmartSourcer ist bei allen gleichermaßen ausgeprägt. Die Selek-
tion von CodeBeamer als Kollaborationsplattform zur Anbindung des Prototyps
dieser Arbeit liegt in vorangegangen Forschungsarbeiten auf dem Gebiet der so-
zialen Netzwerkanalyse und der damit verbundenen Programmierung von Java-
Werkzeugen zum Aufruf des Web-Services der CodeBeamer-Plattform (Kramer
et al., 2009) begründet. Die prozess- und produktorientierte Herangehenswei-
se bei der Nutzung von CodeBeamer ermöglicht den differenzierten Zugriff auf
Softwarekomponenten, Softwareanforderungen, deren strukturelle Abhängigkei-
ten, oder auch die Abhängigkeiten der Komponenten von Anforderungen. Diese
Informationen werden für die Entscheidungsunterstützung durch SmartSourcer
6 http://intland.com/ (abgerufen am 01.12.2014)
7 http://www.collab.net/products/teamforge (abgerufen am 01.12.2014)
8 http://code.google.com (abgerufen am 01.12.2014)
9 http://www.javaforge.com (abgerufen am 01.12.2014)
10 http://www.visualstudio.com/en-us/products/tfs-overview-vs.aspx (abgerufen am
01.12.2014)
11 https://www.rallydev.com/ra/platform-products/rally-platform (abgerufen am 01.12.2014)
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Proxyserver 
CodeBeamer Google Code CollabNet … 
SmartSourcer 
Abbildung 3.10.: Modularer Aufbau der Architektur
benötigt und über den Proxyserver ausgelesen. Die Anbindungsmöglichkeiten des
Proxyservers sind in Abbildung 3.10 abgebildet.
Bei der Auswahl der Schnittstellentechnologie für die Kommunikation der App
mit dem Proxyserver sowie des Proxyservers mit der Kollaborationsplattform
wurde auf zwei unterschiedliche Ansätze zurückgegriffen, die aber beide auf dem
Internetprotokoll12 basieren und damit Verbindungen über das Internet unterein-
ander herstellen können. Die Datenkommunikation zwischen der Kollaborations-
plattform und dem Proxyserver finden auf Basis einer Web-API (webbasierte
Programmierschnittstelle) statt. Der Datenaustausch zwischen der Tabletanwen-
dung und dem Proxyserver findet über einen vom Proxyserver bereitgestellten
Web-Service statt, welcher mit SmartSourcer Daten über das JSON -Format aus-
tauscht.
Die Web-API zwischen Proxyserver und CodeBeamer ist eine umfangreiche
Schnittstelle zum Auslesen und Manipulieren von Daten, die im CodeBeamer
gespeichert sind. Zur Datenübermittlung wird das binäre Web-Service-Protokoll
Hessian13 benutzt. Das Protokoll eignet sich wegen seines überschaubaren Funk-
tionsumfangs und seiner Eignung für die Übertragung großer Datenmengen und
Dateien optimal für den Zugriff auf die Kollaborationsplattform. Ein weiterer
Grund für die Auswahl ist die bereits verfügbare Implementation des Web-Ser-
12 Hypertext Transfer Protocol (http)
13 Protokollreferenz verfügbar unter http://hessian.caucho.com (abgerufen am 01.12.2014)
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Abbildung 3.11.: Datenübertragung eines JSON -Objekts
vices in der Programmiersprache Java, die ebenfalls für die Implementierung des
Proxyservers verwendet wurde (vgl. Anhang F).
Das JSON -Format, das für den webbasierten Datenaustausch zwischen App
und Proxyserver verwendet wird, wurde ausgewählt, da es den einfachen und
schnellen Austausch von Informationen zwischen mobilen Apps und ihren Web-
Services ermöglicht. Für die Datenübertragung müssen keine speziellen Daten-
typen definiert und mitübertragen werden, sondern die Informationen werden
mit Hilfe einer leichten Klammersyntax transportiert. Damit entfällt die Über-
mittlung zusätzlicher Informationen und die zu übertragende Datenmenge wird
dementsprechend reduziert. Dadurch eignet sich das Format optimal für den Da-
tenaustausch mit mobilen Applikationen, bei denen die Datenverbindung nicht
immer zuverlässig verfügbar und oftmals durch ihre Bandbreite beschränkt ist.
Ein Beispiel für übertragene Daten im JSON -Format ist in Abbildung 3.11 darge-
stellt und zeigt das Ergebnis einer Anfrage von SmartSourcer an den Proxyserver
nach allen im CodeBeamer verfügbaren Softwareprojekten.
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3.3.1.3. Entwicklungsumgebung
Für die Entwicklung von SmartSourcer wurde die IDE XCode in der Version 6.0.1
von Apple eingesetzt (vgl. Abbildung 3.12). Diese integrierte Entwicklungsumge-
bung vereint alle notwendigen Werkzeuge zur Erstellung von Anwendungen für
das Betriebssystem iOS (optimiert für Version 7). Dazu gehören in erster Linie
der Editor zum Erstellen und Editieren von Softwarecode, der gleichzeitig eine
automatische Syntaxprüfung für den geschriebenen Code enthält. Weiterhin wer-
den von XCode grafische Werkzeuge zur Bearbeitung des Storyboards (logische
Abfolge der Anzeigeschichten einer App), zum grafischen Entwurf von Einga-
bebildschirmen sowie zur Erstellung des Datenmodells bereitgestellt. Ein Auszug
aus dem Storyboard von SmartSourcer ist in Abbildung 3.13 dargestellt und zeigt
auf der linken Seite die Controller des Quellcodes, die auf der rechten Seite grafisch
miteinander verknüpft sind. In Abbildung 3.14 ist das Datenmodell, das bei der
Entwicklung der App zugrunde gelegt wurde, dargestellt und zeigt die lokale Da-
tenhaltung auf dem mobilen Endgerät auf. Dabei werden einerseits alle zu einem
Projekt gehörenden Metadaten, die für die Anwendung von SmartSourcer erfor-
derlich sind, abgespeichert. Andererseits werden alle Softwarekomponenten und
Anforderungen sowie deren Beziehungen untereinander und ihre Zugehörigkeit
zum Projekt ebenfalls im Datenmodell hinterlegt. Schließlich werden in den Da-
tenklassen SuperCharacteristic und Characteristic die Aggregationsebenen und
Merkmale des Entscheidungsmodells abgebildet. Die zugehörigen Objekte mit
dem Zusatz Available repräsentieren die Merkmale und Aggregationsebenen von
Komponenten, die bereits zur Installation von SmartSourcer vorgegeben werden
und dann individuell angepasst und erweitert werden können. Weiterhin lassen
sich in diese IDE externe Dienste zur Versionierung von Code oder für den kon-
tinuierlichen Auslieferungsprozess einbinden. Für die Entwicklung dieser Arbeit
wurde der entworfene Quellcode im über das Internet zugänglichen Versionie-
rungssystem GitHub14 abgelegt und ist dort verfügbar. Die zahlreichen Integrati-
onsmöglichkeiten und Eingabehilfen von XCode erleichtern die Entwicklung einer
App von der Designphase bis hin zur Auslieferung auf die Geräte.
Die Benutzung von XCode erfordert als weitere Maßnahme für eine optimale
Ausnutzung der Funktionalitäten der IDE die Verwendung von typischen Soft-
14 http://www.github.com (abgerufen am 01.12.2014)
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waremustern (software patterns), um von der Entwicklungsumgebung richtig er-
kannt und somit unterstützt zu werden. Bei der Implementierung von Smart-
Sourcer kam daher das Model-View-Controller-Pattern zum Einsatz, dessen An-
forderungen während der Implementierung kontinuierlich umgesetzt wurden. Das
Programmiermuster fordert eine strikte Trennung zwischen Datenhaltung, Prä-
sentationsschicht und Programmablauf der Applikation (Leff und Rayfield, 2001).
Datenaustausch zwischen den einzelnen Schichten darf dabei nur auf streng defi-
nierten Schnittstellen erfolgen und bietet daher vor allem bei mobilen Anwendun-
gen den Vorteil, dass mit dem gleichen Datenmodell unterschiedliche Präsenta-
tionsebenen (z.B. für die Displaygröße eines Smartphones oder Tablets oder für
die horizontale und vertikale Darstellung von Benutzerschnittstellen) generiert
werden können, ohne dabei Inkonsistenzen im Datenmodell befürchten zu müs-
sen. Die Umsetzung des Model-View-Controller-Pattern ist als Codeausschnitt
im Anhang E dargestellt. Dieser zeigt, dass das Datenmodell der Anwendung zu
Beginn geladen wird, auf welches im weiteren Verlauf des Programmablaufs und
für die Darstellung von Informationen zurückgegriffen wird (vgl. Anhang E).
Für die Entwicklung des Proxyservers wurde eine weitere IDE verwendet, da
sich dessen Entwicklung in der Programmiersprache Java besser für den univer-
sellen Einsatz mit weiteren Kollaborationsplattformen (z.B. alle bei der Techno-
logieauswahl genannten) eignet. Aus diesem Grund wurde auf Eclipse IDE for
Java EE Developers15 in der Version 4.3 SR2 (Kepler) zurückgegriffen, um den
Web-Service für Apache Tomcat16 zu entwickeln. Für die prototypische Umset-
zung des EUS wurde ein Tomcat-Server in der Version 7.0.41 verwendet, um
den Proxyserver zu installieren, der die Kommunikation mit dem CodeBeamer
(hier in Version 5.6.0-RC3 verwendet) herstellt. Die App tauscht über den Proxy
mit dem CodeBeamer die Komponentendaten, einen Managementreport und die
finalen Bewertungen der Komponenten wie in Abbildung 3.15 abgebildet aus.
15 http://www.eclipse.org/downloads/packages/release/Kepler/SR2 (abgerufen am 01.12.2014)
16 Tomcat ist ein Webserver zur Ausführung von Web-Services in Java. Unter http://tomcat.
apache.org sind die Dokumentation und der Programmcode abrufbar (aufgerufen am
01.12.2014)
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Abbildung 3.14.: Datenmodell von SmartSourcer




(Codebasis, Tracker-System, Wiki, 
Knowledge Base...)  
Architekturmerkmale  
(Komponenten)  
einer Software Bewertung des  
Outsourcingpotenzials  
jeder Komponente 
Abbildung 3.15.: Datenaustausch zwischen SmartSourcer und CodeBeamer
3.3.2. Funktionsbeschreibung
Die Funktionalität der mobilen App SmartSourcer steht als Umsetzung der kon-
zeptuellen Definitionen des Entscheidungsmodells im Mittelpunkt dieser Arbeit
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und repräsentiert damit den Kern des mobilen EUS für das Outsourcing von Soft-
warekomponenten. SmartSourcer ermöglicht dem entscheidungsbefugten Mana-
ger die Bewertung des Outsourcingpotenzials aller Softwarekomponenten eines
Projekts in einer auf seinem Tablet-PC installierten App. Diese lässt sich überall
dort einsetzen, wo sein iPad Zugriff auf die Kollaborationsplattform mit den Pro-
jektdaten hat. Der Umfang der App lässt sich in drei Hauptfunktionen aufteilen
und beinhaltet die Projektselektion, den Bewertungsvorgang aller zugehörigen
Softwarekomponenten sowie die Auswertungsfunktion zur Darstellung und Wei-
terverarbeitung der Entscheidungsergebnisse.
3.3.2.1. Projektauswahl
Nach dem Aufruf der App kann der Anwender zunächst ein Projekt aus der Kol-
laborationsplattform auswählen (Select Project), für dessen Komponenten noch
keine Outsourcinganalyse durchgeführt wurde, oder auf bereits geladene Projekte
zurückgreifen, bei denen die Komponentenbewertung bereits abgeschlossen wurde
oder gerade im Verlauf ist. Der Startbildschirm sowie das zentrale Navigations-
menü sind in Abbildung 3.16 abgebildet.
Zunächst gibt es die Möglichkeit über den Einstellungsbildschirm der App die
Verbindungsadresse und die persönlichen Zugangsdaten zum CodeBeamer einzu-
geben, damit der Proxyserver die Serveranfragen an die Kollaborationsplattform
entsprechend weiterleiten kann. Gleichzeitig hat der Anwender in diesem Menü
die Möglichkeit, die aus dem Entscheidungsmodell bekannten Entscheidungsgrö-
ßen und deren Kategorien (vgl. Abbildung 3.1) zu editieren, zu löschen oder sogar
neu anzulegen. Die jeweils aktuelle Konfiguration der verwendeten Entscheidungs-
größen (characteristics) und Kategorien (supercharacteristics) ist je nach Wahl
des persönlich bevorzugten Entscheidungsmodells in diesem Bildschirm struktu-
riert und übersichtlich dargestellt. Dies ist in Abbildung 3.17 zu erkennen. Hier
kann der Anwender sein persönlich bevorzugtes Entscheidungsmodell konfigurie-
ren, sofern ihm die vorgegeben Entscheidungsgrößen zu umfangreich oder nicht
ausreichend sind. Beim Hinzufügen neuer Merkmale ist darauf zu achten, dass
diese so gewählt werden, dass eine höhere Ausprägung davon zu mehr Spezifität
in der jeweiligen Kategorie führt. Nur so kann die Richtigkeit der Berechnung si-
chergestellt werden, damit Softwarekomponenten mit hoher Gesamtspezifität für
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Abbildung 3.16.: Startbildschirm und Hauptmenü von SmartSourcer
die Eigenentwicklung und folglich diejenigen mit geringer Gesamtspezifität für
das Outsourcing empfohlen werden.
3.3.2.2. Bewertungsvorgang
Im ersten Schritt wurden bereits die Voraussetzungen zum Einlesen und Bewerten
der Softwarekomponenten getroffen. Über den Menüpunkt Evaluate Components
wird der Anwender auf den Bildschirm zur Durchführung der Komponentenbe-
wertung weitergeleitet (vgl. Abbildung 3.18). In diesem Bereich müssen nun alle
Softwarekomponenten, die zum Projekt gehören und aus dem CodeBeamer ausge-
lesen wurden, einzeln bezüglich der konfigurierten Merkmale vom Entscheidungs-
verantwortlichen eingeschätzt werden. Zur besseren Orientierung werden zusätz-
lich die jeweilige Beschreibung und weitere Metainformationen einer Komponente
mit eingeblendet, so dass hier kein Medienbruch stattfindet, wenn dem Benutzer
nicht durch den Namen der Komponente ersichtlich wird, welche Funktionalität
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Abbildung 3.17.: Screenshot der Einstellungen
diese beinhaltet und wer dafür verantwortlich ist. Die Bewertung der einzelnen
Merkmale folgt den bereits im Konzept des Entscheidungsmodells vorgestellten
Ausprägungen HOCH (high), MITTEL (medium) und NIEDRIG (low), die in
Kapitel 3.2.4.1 eingeführt wurden. Für jede vollständig bewertete Komponente
wird in der Komponentenübersicht neben der Komponente ein kleiner Haken ein-
geblendet, der symbolisiert, dass die Bewertung bereits abgeschlossen ist. Damit
wird automatisch ersichtlich, welche Komponenten noch bewertet werden müssen,
bevor eine Ergebnisgenerierung möglich ist.
Ein weiterer essentieller Aspekt für die Auswertung des Outsourcingpotenzials
stellt die Einstellung der projektspezifischen Gewichte (vgl. Abbildung 3.6) für
die einzelnen Aggregationsebenen dar. Ohne diese ist eine Ergebnisberechnung
für den Prototyp nicht möglich. Falls es hier keine Präferenzen des Entscheiders
gibt, wird darauf hingewiesen, dass alle Ebenen gleich gewichtet werden. Sollte
dies nicht gewünscht sein, kann über Schieberegler die gewünschte Gewichtung
eingestellt werden (vgl. Abbildung 3.19). Der Algorithmus der App rechnet die
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Abbildung 3.18.: Screenshot der Komponentenbewertung
Abbildung 3.19.: Einstellung der Gewichte
Werte der Schieberegler immer so um, dass deren Summe 1 ergibt, so wie das für
die Gewichtung der Kriterienkategorien in Kapitel 3.2.4.2 zur Amalgamation der
Entscheidung gefordert wird.
Erst nach Bewertung aller Merkmale der zum Projekt zugehörigen Komponen-
ten, was im EUS durch einen Bestätigungshaken neben allen bewerteten Kom-
ponenten und in der Menüanzeige links unten (vgl. Abbildung 3.18) angezeigt
wird, wird im Hauptmenü der Zugang zur Ergebnisauswertung (Display Results)
freigeschaltet. Sofern der Anwender beim Bewertungsprozess unterbrochen wird,
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ist ein späteres Zurückkehren zur App und den bereits getätigten Bewertungen
jederzeit möglich, da die beschiedenen Merkmalsausprägungen zu jeder Kompo-
nente automatisch im Hintergrund in der App gespeichert werden.
3.3.2.3. Ergebnisverarbeitung
Die Anzeige der Ergebnisse von SmartSourcer enthält die Bewertung des Outsour-
cingpotenzials für alle im Projekt definierten Komponenten. Die Klassifizierung
beruht auf den in den Einstellungen definierten Entscheidungsgrößen und Aggre-
gationsebenen des Entscheidungsmodells. Die Berechnung selbst erfolgt unter Be-
rücksichtigung der vom Outsourcingverantwortlichen festgelegten Ausprägungen
der Merkmale und der projektspezifischen Gewichtung der Aggregationsebenen.
Als Ergebnis wird von der App daher zunächst eine übersichtliche Ansicht mit
den Outsourcingempfehlungen für alle Komponenten des Softwareprojekts ange-
zeigt. Darin wird in Tabellenform ausgegeben, welche der Komponenten selbst
erstellt werden sollten, welche sich für die Auslagerung eignen und welche für
beides geeignet wären (vgl. Abbildung 3.20).
Für jede einzelne Komponente gibt es nun die Möglichkeit, eine detaillierte Er-
gebnisübersicht anzeigen zu lassen. Diese Sichtweise fasst im oberen Teil zunächst
die Beschreibung und das Gesamtergebnis der Auswertung für diese Komponente
zusammen, indem ihr ein absoluter Wert und die zugehörige Bedeutung zugewie-
sen wird (vgl. Tabelle 3.9). Die genau Berechnung dieses Wertes ist in der Lo-
gikfunktion des Entscheidungsmodells (vgl. Kapitel 3.2.3) detailliert beschrieben.
Darunter sind in Tabellenform die zusammengefassten Ergebnisse der Bewertung
auf den jeweiligen Aggregationsebenen, die zugehörige Einstufung der betrachte-
ten Komponente, die zuvor festgelegte Gewichtung und schließlich das gewichtete
Ergebnis aufgeführt. Die Summe aller gewichteten Ergebnisse ergibt die Kenn-
zahl der Gesamteinschätzung der Komponente. Durch ein weiteres Aufklappen
der Ansicht auf der Aggregationsebene werden zusätzlich die zugehörigen Merk-
male der Komponenten sowie ihre Bewertung durch den Entscheider offengelegt
(vgl. Abbildung 3.21), wodurch die Berechnung der Ergebnisse stets nachvollzieh-
bar bleibt.
Weiterhin wurden Exportfunktionalitäten in die App integriert, um die Bewer-
tung der Komponenten unterstützend weiterverwenden zu können (vgl. Abbil-
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Abbildung 3.20.: Übersicht der Outsourcingempfehlungen
dung 3.22). Eine Exportmöglichkeit des Gesamtergebnisses ist die Generierung ei-
nes PDF-Exports (portables Dokumentenformat) zur übersichtlichen und druck-
freundlichen Darstellung der komponentenbasierten Entscheidungsunterstützung.
Dieses Dokumentenformat eignet sich ebenfalls gut für den Datenaustausch per
E-Mail und ist damit ein notwendiges Ausgabeformat von SmartSourcer zur opti-
malen Prozessunterstützung des Managements. Weiterhin lassen sich die Berech-
nungen der einzelnen Komponenten zurück an den CodeBeamer übertragen, um
die Entscheidungen in der Kollaborationsplattform für Projektbeteiligte transpa-
rent zu gestalten. Entsprechend der Ergebnisse kann der weitere Entwicklungs-
prozess gesteuert werden.
Der generierte Export umfasst sowohl eine Übersicht über die Auslagerungs-
empfehlung aller Komponenten (vgl. Abbildung 3.24), eine Detailseite für jede
bewertet Komponente, die die Berechnung transparent macht, als auch eine ta-
bellarische Zusammenfassung aller Komponenten auf der aggregierten Ebene. Die
Detailseite wird in Abbildung 3.25 beispielhaft für eine Komponente dargestellt.
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Abbildung 3.21.: Detaillierte Ergebnisübersicht
Abbildung 3.22.: Exportmöglichkeiten von SmartSourcer
Der Bericht umfasst selbstverständlich die Auswertungen für alle Komponenten,
die analog zum abgebildeten Beispiel im Export eingebunden sind. Die tabella-
rische Zusammenfassung beinhaltet abschließend zu jeder Komponente den be-
rechneten Wert der aggregierten Spezifität und das eingestellte Gewicht jeder
Kategorie (vgl. Abbildung 3.26).
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3.3.2.4. Gewichtung und Berechnung
Die Berechnungen des Outsourcingpotenzials von Softwarekomponenten finden
im EUS analog zu den Berechnungen, die in der Entscheidungslogik des Modells
(vgl. Kapitel 3.2.3) vorgegeben sind, statt. Eine Besonderheit dabei stellt die
Entscheidungsgröße Modularität (E1) dar. In der Entscheidungslogik des Modells
muss dieser Wert zunächst invertiert werden (vgl. Kapitel 3.2.4.1). Dies wird in
der Software so umgesetzt, dass anstatt nach der Modularität, nach der Autono-
mie der mit einer Komponente verknüpften Anforderungen gefragt wird. Denn je
isolierter die zu einer Komponente gehörigen Anforderungen sind, desto geringer
ist die innere Abhängigkeit (Modularität) einer Komponente. Dadurch kann der
Algorithmus, der die Merkmalsausprägungen und die aggregierten Werte für die
Kriterienkategorien berechnet in gleicher Weise für alle Kriterien und Kategori-
en verwendet werden, weil die Ausprägungen HOCH, MITTEL und NIEDRIG
immer gleichermaßen in die Outsourcingentscheidung mit einfließen. Autono-
mie wird damit im Kontext dieser Arbeit als die Invertierung von Modularität
definiert. Der Softwarecode, der die Berechnung des Outsourcingpotenzials durch-
führt, ist nachfolgend abgedruckt.
1 /∗
2 ∗ Method that c a l c u l a t e s the r e s u l t s o f the eva lua t i on
3 ∗ r e tu rn s array o f components based on c l a s s i f i c a t i o n :




7 − (NSArray ∗) c a l c u l a t eRe s u l t s
8 {
9 // i t e r a t e through components
10 NSEnumerator ∗componentEnumerator = [ s e l f . p r o j e c t . c on s i s t sO f
objectEnumerator ] ;
11 NSArray ∗ c l a s s i f i c a t i o n = [ NSArray arrayWithObjects : [
NSMutableArray array ] , [ NSMutableArray array ] , [ NSMutableArray
array ] , n i l ] ;
12 Component ∗comp ;
13 while ( ( comp = [ componentEnumerator nextObject ] ) != n i l ) {
14
15 // i n i t i a t e array f o r r a t i ng va lue s o f s u p e r c h a r a c t e r i s t i c s
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16 NSMutableArray ∗ rat ingValuesSuperChar = [ NSMutableArray array
] ;
17
18 // i t e r a t e through a l l Supe rCha ra c t e r i s t i c s to get t h e i r
weighted ra t i ng value and add up the t o t a l weight o f a l l
s u p e r c h a r a c t e r i s t i c s
19 double tota lWeight = 0 . 0 ;
20 Supe rCha ra c t e r i s t i c ∗ superChar ;
21 NSEnumerator ∗ superCharEnumerator = [ comp . ratedBy
objectEnumerator ] ;
22 while ( ( superChar = [ superCharEnumerator nextObject ] ) != n i l )
{
23
24 // i n i t i a t e r a t i ng value f o r s u p e r c h a r a c t e r i s t i c
25 f loat va lueOfSupe rCharac t e r i s t i c = 0 . 0 ;
26 // i t e r a t e through a l l c h a r a c t e r i s t i c s and add t h e i r va lue s
to the value o f s u p e r c h a r a c t e r i s t i c
27 Cha r a c t e r i s t i c ∗ c h a r a c t e r i s t i c ;
28 NSEnumerator ∗ charEnumerator = [ superChar .
supe rCha rac t e r i s t i cO f objectEnumerator ] ;
29 while ( ( c h a r a c t e r i s t i c = [ charEnumerator nextObject ] ) !=
n i l ) {
30 va lueOfSupe rCharac t e r i s t i c =
va lueOfSupe rCharac t e r i s t i c + [ c h a r a c t e r i s t i c . va lue doubleValue ] ;
31 }
32 // d iv id e by number o f c h a r a c t e r i s t i c s −−> average
33 double numberOfCharacter i s t i c s = [ [ superChar
supe rCha rac t e r i s t i cO f ] count ] ;
34 va lueOfSupe rCharac t e r i s t i c = ( va lueOfSuperCharac t e r i s t i c /
numberOfCharacter i s t i c s ) ;
35 //add weight to t o t a l weight o f a l l s u p e r c h a r a c t e r i s t i c s
36 tota lWeight = tota lWeight + [ superChar . weight doubleValue
] ;
37 //add weighted value to array
38 double we ightedVa lueo fSuperCharac te r i s t i c =
va lueOfSupe rCharac t e r i s t i c ∗ [ superChar . weight doubleValue ] ;
39 [ rat ingValuesSuperChar addObject : [ NSNumber
numberWithDouble : we ightedVa lueo fSuperCharac te r i s t i c ] ] ;
40 }
41
42 s e l f . t o ta lWe ightOfSuperCharac t e r i s t i c s = totalWeight ;
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43 // bu i ld weighted average o f the r a t i ng o f ONE component
44 NSArray ∗ ra t ingVa lues = [ rat ingValuesSuperChar copy ] ;
45 double sum = 0 . 0 ;
46 for ( int i =0; i <[ ra t ingVa lues count ] ; i++) {
47 sum = sum + [ [ ra t ingVa lues objectAtIndex : i ] doubleValue ] ;
48 }
49 // c a l c u l a t e component weighted value
50 double componentWeightedValue = (sum/ totalWeight ) ;
51 //put component i n f o in to ABC−C l a s s i f i c a t i o n accord ing to i t s
component weighted value
52 // A <=> objectAtIndex 0 , B <=> objectAtIndex 1 , C <=>
objectAtIndex 2
53 i f ( componentWeightedValue < 1 . 67 ) {
54 [ [ c l a s s i f i c a t i o n objectAtIndex : 2 ] addObject : comp ] ;
55 } else i f ( componentWeightedValue < 2 . 34 ) {
56 [ [ c l a s s i f i c a t i o n objectAtIndex : 1 ] addObject : comp ] ;
57 } else i f ( componentWeightedValue <= 3 . 0 ) {
58 [ [ c l a s s i f i c a t i o n objectAtIndex : 0 ] addObject : comp ] ;
59 }
60 }
61 s e l f . c l a s s i f i c a t i o nR e s u l t = c l a s s i f i c a t i o n ;
62 return s e l f . c l a s s i f i c a t i o nR e s u l t ;
63 }
3.3.2.5. Teilautomatisierung der Merkmalsbewertung
Die Bewertung der einzelnen Komponenten stellt den manuellen Teil des mobilen
EUS dar und erfordert die Einschätzung des bewertenden Outsourcingmanagers
für jedes einzelne Merkmal. Ein hilfreiches EUS zeichnet sich jedoch durch seine
Unterstützungsmöglichkeiten bei der Entscheidungsfindung aus, also durch die
Vernetzung dezentraler Informationen und die Automatisierung von Entschei-
dungsprozessen (vgl. Kapitel 2.2). Deshalb wurde SmartSourcer so entwickelt,
dass zusätzlich zu den Komponentendaten alle Informationen über die Anforde-
rungen des Projekts ausgelesen werden, um eine automatisierte Berechnung der
strukturellen Entscheidungsgrößen zu ermöglichen.
Im Detail handelt es sich hierbei um die Merkmalsempfehlungen für die bei-
den Entscheidungsgrößen Kohäsion bzw. Autonomie (E1) und Kopplung (E2).
Für Ausprägungen dieser beiden Merkmale können Empfehlungen durch Smart-
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Abbildung 3.23.: Vorschlagsfunktion für Kopplung und Kohäsion (Autonomie)
Sourcer gegeben werden. Entsprechende Hinweise bei der Bewertungseingabe als
auch bereits vorselektierte Auswahlboxen im SmartSourcer, wie in Abbildung 3.23
dargestellt, erleichtern so den Entscheidungsprozess des Outsourcingmanagers.
Um diese Teilautomatisierung der Merkmalsbewertung zu erreichen, wird auf
die SODA-Methode, einem anforderungsbasierten Ansatz zur Unterstützung der
Outsourcingentscheidung, zurückgegriffen (vgl. Kapitel 3.2.2). Diese Methode be-
schreibt die Erstellung und Analyse von Clustern in einem Graphen, der aus
den strukturiert vorliegenden Anforderungen eines Softwareprojekts und ihren
gegenseitigen Beziehungen aufgebaut werden kann. Das Modell enthält die An-
forderungen als Knoten und die jeweiligen Beziehungen als Kanten zwischen zwei
Knoten (vgl. Kapitel 3.2.2.4).
Für die automatisierte Berechnung der Merkmalsempfehlungen für Kohäsion
und Kopplung werden deshalb im EUS SmartSourcer über den Proxy alle zu
einem Projekt gehörigen Anforderungen eingelesen und mit Hilfe der SODA-
Technik zu den bereits vordefinierten Komponenten zugeordnet. Dadurch wird
ein Anforderungsmodell im Sinne von SODA erstellt. Mit dem Algorithmus von
Newman (2006) sowie den in Kapitel 3.2.2.4 vorgestellten Metriken von Briand
et al. (1996) wird dann für jedes Cluster, das stellvertretend für die Komponenten
des Projekts steht, ein Wert für die Kopplung und die Kohäsion berechnet.
Eine Anpassung der SODA-Technik ist erforderlich, damit auch für die Kopp-
lung ein normalisiertes Ergebnis pro Cluster erzielt werden kann. Daher wird der
Algorithmus in der Implementierung des EUS dieser Arbeit so erweitert, dass
die Summe aller Gewichte von Kanten, die ein Cluster verlassen, in Relation zur
Gesamtsumme aller Gewichte zwischen Clustern gesetzt werden. Dies ist mög-
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lich, weil der Umfang des Projekts bekannt ist und die Clusterbildung bereits
abgeschlossen ist. Nur so kann für jede Softwarekomponente Vergleichbarkeit der
Kopplungswerte hergestellt werden.
Das Ergebnis der automatisierten Berechnung wird dann für jede Komponen-
te mit einem entsprechenden Verweis auf die Berechnung durch SODA in der
Bewertungsansicht vorselektiert. Diese Darstellungsmöglichkeit erlaubt aber wei-
terhin die manuelle Veränderung der Ausprägungen durch den verantwortlichen
Entscheider (vgl. Abbildung 3.23). Der Algorithmus zur Berechnung der Werte
ist als Auszug aus dem Softwarecode im Anhang E (Algorithmus zur Berechnung
von Kopplung und Kohäsion) abgedruckt.
3.4. Zusammenfassung
Im Rahmen dieses Kapitels wurden das Konzept für ein Entscheidungsmodell
und dessen Umsetzung in ein mobiles EUS vorgestellt, um das Outsourcing von
Softwarekomponenten zu unterstützen. Zusammen bilden diese das Artefakt die-
ser konstruktionswissenschaftlichen Arbeit. Dafür wurden zunächst die Anforde-
rungen an eine Technologie zur Entscheidungsunterstützung für den operativen
Betrieb eines Unternehmens auf Basis von Softwarekomponenten in ein theore-
tisch hergeleitetes Entscheidungsmodell umgesetzt. Neben den Entscheidungs-
größen, die sich in strukturelle Eigenschaften einer Komponente in Bezug auf
das Softwareprodukt, Prozessmerkmale der Entwicklung und Wissensmerkma-
le einer Softwarekomponente gliedern lassen, wurde eine Entscheidungslogik zur
Verknüpfung aller Merkmale des Modells definiert. Dadurch lässt sich für al-
le Komponenten eines Softwareprojekts systematisch das Outsourcingpotenzial
bestimmen, was durch eine beispielhafte Anwendung des Entscheidungsmodells
beschrieben wird.
Die Umsetzung des zuvor konzeptionierten Entscheidungsmodells als mobiles
EUS, das sich einfach in die Serverlandschaft und Kommunikationsstruktur von
Softwareunternehmen integrieren lässt, wurde im weiteren Verlauf des Kapitels
detailliert beschrieben. Neben der Vorstellung der Lösungsarchitektur, wurden
die Details der Entwicklungsumgebung und die Funktionalität der App Smart-
Sourcer ausführlich erläutert. Dabei wurde besonders auf die Einstellungsmög-
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lichkeiten und Bewertungsfunktionen des mobilen EUS eingegangen, da diese ei-
ne dynamische Erweiterung (oder auch Reduzierung) der Entscheidungskriterien
und Merkmalskategorien erlauben während zugleich das Berechnungsverfahren
zur Amalgamation der Entscheidung automatisch angepasst wird. Besonderhei-
ten wie die automatische Berechnung des Outsourcingpotenzials einer Kompo-
nente, die systemseitige Unterstützung bei der Bewertung der Ausprägungen der
strukturellen Merkmale (Kohäsion und Kopplung) sowie die übersichtliche Dar-
stellung und Begründung des Outsourcingmix wurden als Kernfunktionalitäten
hervorgehoben und mit Auszügen aus dem Softwarecode belegt.

















Abbildung 3.24.: Empfehlungsseite des generierten Reports
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Communication Infrastructure
Since you rated Development Process 
Charcteristics medium, Knowledge 
Characteristics medium and Structural 
Characteristics high, the weighted 
average is high which indicates a core 
component that should be produced in-
house.
Classification





SUPERCHARACTERISTICS Weighted AverageWeightRating AverageEvaluation
Development Process 0.945%2.0MEDIUM
CHARACTERISTICS RATING AVERAGE WEIGHTED AVG.
Degree of involvement of the customer LOW
Development duration HIGH
Integration effort HIGH
Priority of connected requirements MEDIUM






CHARACTERISTICS RATING AVERAGE WEIGHTED AVG.
Business process specifics MEDIUM
Degree of innovation LOW
Intellectual property MEDIUM
Relevance of functional specifics HIGH
Relevance of technical specifics HIGH






CHARACTERISTICS RATING AVERAGE WEIGHTED AVG.
Autonomy of requirements within this 
component
HIGH







Abbildung 3.25.: Detailseite des generierten Reports









































































































































































Abbildung 3.26.: Übersichtsseite der Kategorien im generierten Report
4. Evaluation des Systems zur
Entscheidungsunterstützung
Entsprechend der Literatur zum konstruktionswissenschaftlichen Forschungspa-
radigma ist der Evaluationsprozess ein integraler Bestandteil bei der Erschaf-
fung von Artefakten im Rahmen eines solchen Forschungsvorhabens. Aus diesem
Grund fordern Hevner et al. (2004) bei der Entwicklung neuer Technologie dazu
auf, neue Artefakte hinsichtlich ihrer Nützlichkeit, ihrer Qualität und ihrer Leis-
tungsfähigkeit zu evaluieren (Hevner et al., 2004, S. 83). Neuste Studien über
Evaluationsmethoden in der Design Science betonen, dass die Vorteile einer neu-
en Technologie sowohl für die theoretische Wissensbasis als auch für den prak-
tischen Einsatz rigoros aufgezeigt werden müssen (Venable et al., 2012). Daran
anknüpfend wird in diesem Kapitel das Ziel verfolgt, eine rigorose Evaluation
des im vorangegangenen Kapitel entworfenen Systems zur Entscheidungsunter-
stützung unter Berücksichtigung der bisher erforschten Bewertungsprinzipien aus
der Literatur zum konstruktionswissenschaftlichen Forschungsparadigma zu prä-
sentieren. Bei dem zu bewertenden Artefakt handelt es sich um SmartSourcer,
bestehend aus dem in Kap. 3.2 entworfenen Entscheidungsmodell und zugehöri-
ger Entscheidungslogik sowie der Implementierung des Modells wie in Kap. 3.3
dargelegt.
Eine kurze Literaturübersicht über die Bedeutung der Evaluation wird zu-
nächst vorgestellt. Daraus werden passende Evaluationsmethoden für diese Ar-
beit abgeleitet. Im anschließenden Evaluationsdesign wird dann das theoretische
Bezugssystem als Evaluationsmodell für das System zur Entscheidungsunterstüt-
zung definiert. Es folgen eine Herleitung der Messgrößen sowie die Beschreibung
der Strategie und der Instrumente zur Durchführung. In einer deskriptiven und
qualitativen Analyse der Ergebnisse werden schließlich die Nützlichkeit, die Qua-
lität und die Nutzbarkeit des neu entwickelten Artefakts detailliert beschrieben.
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4.1. Bedeutung der Evaluation
Der Evaluation von neu entwickelten Artefakten wird in der Design Science ei-
ne besondere Bedeutung zugemessen und zählt zu den elementaren Bestandtei-
len konstruktionsiwssenschaftlichen Arbeitens (Gregor und Jones, 2007; Hevner
et al., 2004; March und Smith, 1995; Walls et al., 1992). Sie liefert Hinweise dafür,
ob und wie gut ein neu entworfenes Artefakt funktioniert und wie nützlich es ist.
Andernfalls wäre die Behauptung, dass das Artefakt seinen Zweck erfüllt, nicht
nachgewiesen. Die Evaluation liefert daher den erforderlichen wissenschaftlichen
und deterministischen Charakter einer technologiegetriebenen Forschungsarbeit
(Venable et al., 2012, S. 425). Sie ist über die eigene Nützlichkeit des Artefakts
hinaus für das formalisierte Wissen zuständig, das aus dem Design von Artefakten
in Form von Designprinzipien oder technologischen Regeln entsteht. Das schließt
ebenfalls den Vergleich des erschaffenen Artefakts mit anderen Artefakten für den
selben Zweck und der damit verbundenen Identifikation von Verbesserungsmög-
lichkeiten oder ungewollten Effekten ein (Venable et al., 2012).
Für diesen Zweck entwickelten Walls et al. (1992) das Konzept der diskreten
testbaren Hypothesen für die Evaluation des Designprozesses oder des entworfe-
nen Produkts mit der Absicht abstrakte Anforderungen zu erheben. March und
Smith (1995) definieren die beiden Phasen Erschaffen und Bewerten als die zwei
einzigen Phasen der Design Science. Dabei spezifizieren sie die Phase des Be-
wertens mit der Entwicklung von Kriterien und der anschließenden Auswertung
des Artefakts auf der Basis dieser Kriterien (March und Smith, 1995, S. 258). Die
Lauffähigkeit eines Artefakts wird dabei bereits in der ersten Phase gefordert und
ist nicht Gegenstand der Bewertungsphase. Letztere ist deshalb ausschließlich für
die Überprüfung der Funktionsfähigkeit und Funktionsweise verantwortlich. Im
Beitrag von Hevner et al. (2004) wird die Evaluation bereits als wesentlicher
Bestandteil des konstruktionswissenschaftlichen Paradigmas bezeichnet und es
wird der systematische Nachweis für die Nützlichkeit, Qualität und Leistungs-
fähigkeit eines Artefakts gefordert. Weiterhin wird dabei großer Wert auf die
Verwendung von Evaluationskriterien gelegt, die auf den Anforderungen an das
Artefakts basieren, die aus dem Anwendungskontext entstehen. Ebenfalls wird ei-
ne erste Klassifizierung von Evaluationsmethoden beschrieben. Jedoch fehlen an
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dieser Stelle noch Richtlinien und genaue Prozessbeschreibungen zur eigentlichen
Durchführung der Evaluation oder zur Auswahl geeigneter Evaluationsmethoden.
Die Arbeit von Venable (2006) unterscheidet Evaluationsmethoden in zwei For-
men. Er nennt sie die künstliche und die naturalistische Evaluation. Bei der
künstlichen Form der Evaluation wird das Artefakt auf stilisierte und kontrol-
lierte Art und Weise getestet, und es werden dabei Methoden wie Laborexpe-
rimente, Feldstudien, Simulationen oder mathematische Beweise verwendet. Im
Gegensatz dazu erfasst die naturalistische Evaluation die Leistungsfähigkeit ei-
nes Artefakts in seiner natürlichen Umgebung mit all den komplexen Vorgängen
der menschlichen Vorgehensweisen in wirklichen Organisationen (Venable, 2006).
Aufgrund der zahlreichen Störfaktoren in der realen Umgebung kann eine realis-
tische Evaluation unzuverlässig und mit hohen Kosten verbunden sein und damit
die Genauigkeit und Reproduzierbarkeit der Ergebnisse beeinträchtigen. Dennoch
lassen sich damit die realen technologischen, organisatorischen oder sozialen Aus-
wirkungen eines in Anwendung befindlichen Artefakts aufdecken (Venable, 2006).
Die hierfür verwendeten Methoden sind meist Fallstudien, Feldstudien, Umfra-
gen, phänomenologische Studien oder Aktionsforschung.
In Ergänzung dazu beschreiben Sun und Kantor (2006) den naturalistischen
Aufbau in Form von realen Anwendern, die reale Systeme benutzen, um rea-
le Probleme zu lösen. Dagegen wird die künstliche Evaluation in der Form von
Rollenstellvertretern beschrieben, die das neue Artefakt zur Lösung stilisierter
Probleme benutzen. Dafür werden drei unterschiedliche Ebenen eingeführt, auf
denen die Ergebnisse eines Informationssystems bewertet werden können: Das
Erreichen eines individuellen Teilziels, die vollständige Durchführung einer Auf-
gabe und die Auswirkungen einer vollständig durchgeführten Aufgabe auf die
motivierende Zielstellung des Individuums oder der Organisation.
Pries-Heje et al. (2007) argumentieren, dass die naturalistische Evaluation das
soziale System, in dem das Artefakt erschaffen und genutzt wird, näher beleuchtet
werden soll. Als Lösungsvorschlag unterbreiten sie die Anwendung von schwachem
Design Science, das durch Einbindung von Eigenschaften des konstruktionswis-
senschaftlichen Ansatzes in die Soft Systems Methodology erzielt wird. Dies ist
eine Methodik für die Analyse und das Design im Rahmen der Systemanalyse,
die zwischen systemischem Denken und der realen Welt unterscheidet (Checkland
und Scholes, 1990; Venable et al., 2012). Durch diese Trennung wird ein effektiver
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Abbildung 4.1.: Klassifizierung von Evaluationsmethoden in der Design Science
nach Pries-Heje et al. (2008)
Ansatz zur Entwicklung von Systemen erwartet, die in schwierigen sozialen Orga-
nisationsstrukturen besser Rechnung tragen sollen (Baskerville et al., 2009). Das
Ergebnis ist eine Methode, die aus sieben Aktivitäten zur Lösung spezifischer Pro-
bleme auf allgemeiner Ebene besteht und dabei die Realisierbarkeit einer Lösung
innerhalb eines Unternehmens mit einer naturalistischen Evaluation sicherstellt.
Die Notwendigkeit, dem Unternehmensumfeld bei solchen Studien mehr Beach-
tung zu widmen, wird von Sein et al. (2011) in der designorientierten Aktions-
forschung (action design research) weiter aufgegriffen. Diese Forschungsmethode
beschreibt das Erstellen und Bewerten von IT-Artefakten als nicht teilbare und
inhärent miteinander verwobene Aktivitäten, die gleichzeitig stattfinden (Sein
et al., 2011, S. 37). Demzufolge wird das Designartefakt in dem organisatorischen
Umfeld entwickelt und angewendet, in dem es fortlaufend geformt und verfeinert
wird.
Pries-Heje et al. (2008) greifen auf die Unterscheidung zwischen künstlichen
und naturalistischen Evaluationmethoden zurück, um eine erste Systematik (vgl.
Abbildung 4.1) zu entwerfen, die zusätzlich den Zeitpunkt der Evaluation (ex
ante oder ex post) sowie den Gegenstand der Evaluation (Prozess vs. Produkt)
beinhaltet. Die Unterscheidung zwischen ex ante und ex post Evaluationen setzt
ein allgemeines Grundverständnis über das Artefakt voraus, da die Evaluation
mitten im Designprozess des Artefakts verankert ist. Betrachtet am Beispiel ei-
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nes IT-Artefakts (lauffähige Instanziierung eines Systems) bezeichnet ex ante in
der Design Science den Entwurf des Artefakts und ex post das entworfene Arte-
fakt selbst. Wenn nun aber die Sichtweise von einem geschaffenen zu einem in der
Entwicklung befindlichen Artefakt verschoben wird, dann drückt ex post die Eva-
luation des Entwurfsergebnisses aus und ex ante steht für den Suchprozess für den
Lösungsentwurf (Pries-Heje et al., 2008). Aus diesem Grund ist erforderlich, für
das Artefakt einen Bezugspunkt der Evaluation zu bestimmen, so wie es bei der
designorientierten Aktionsforschung mit Alpha- und Betaversionen gehandhabt
wird. Weiterhin gelten bei der Systematik von Pries-Heje et al. (2008) die aktuelle
Entwicklungsstufe (früh, mittel, spät), in der man sich im Designprozess befin-
det, die Ziele und Anforderungen an die Forschung (Kontrolle, reale Anwendung)
sowie praktische Einflussgrößen (Kosten, Ressourcen, Zeit) als Eingabeparameter
für die Auswahl, welcher Quadrant und welche spezifische Strategie des Rahmen-
werks dadurch verfolgt werden soll. Dies beeinflusst ebenfalls die Auswahl der
Evaluationskriterien, Messinstrumente oder Metriken.
Venable et al. (2012) stellen schließlich die umfassendste Arbeit über die Aus-
wahl von Richtlinien für die Evaluation in der Design Science bereit, indem sie
ein umfangreiches Klassifikationsschema ausarbeiten, das dabei hilft, die pas-
sende Evaluationsstrategie und die zugehörigen Methoden anhand der Kontext-
merkmale des betreffenden Artefakts auszuwählen. Zu diesem Zweck wurde das
Schema von Pries-Heje et al. (2008) auf zwei unterschiedliche Weisen erweitert.
Zum einen werden kontextuelle Aspekte, welche die Kriterien für das Design der
Evaluation bilden, mit einer oder mehreren potenziellen Evaluationsstrategien
verknüpft. Die Kontextfaktoren beinhalten dabei Aspekte wie Evaluationszweck,
Ziele, Artefakttyp und Eigenschaften eines Artefakts. Zum anderen werden eine
oder mehrere ausgewählte Evaluationsstrategien (als Quadrant im Rahmenwerk
dargestellt) mit empfohlenen Evaluationsmethoden (z.B. Aktionsforschung, La-
borexperiment, Umfrage) verknüpft. Zusammen mit diesem doppelten Rahmen-
werk stellen Venable et al. (2012) eine umfassende Systematik mit präskriptivem
Gehalt für das Evaluationsdesign im konstruktionswissenschaftlichen Paradigma
bereit, die üblicherweise aus vier Schritten besteht: Analyse der Anforderungen
an die Evaluation, Zuordnung der Anforderungen zu den entsprechenden Qua-
dranten zur Auswahl der Evaluationsstrategie, Auswahl geeigneter Methoden zur
identifizierten Strategie und Entwurf einer detaillierten Evaluation.
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4.2. Evaluationsdesign
Zur Bewertung des Artefakts dieser Arbeit werden im Verlauf dieses Kapitels
ein theoretisches Bezugssystem, entsprechende Messgrößen sowie eine passende
Strategie zur Durchführung vorgestellt. Dadurch wird eine systematische Analyse
der Qualitäten des Entscheidungsmodells und der zugehörigen Implementierung
SmartSourcer sichergestellt. Das Ergebnis soll zeigen, in welchem Maße das neu
entwickelte Artefakt dieser Arbeit nützlich und nutzbar für Unternehmen ist, die
regelmäßig mit Outsourcingentscheidungen auf der Basis von Softwarekomponen-
ten konfrontiert sind.
Gemäß Frank (2000) wird in der Evaluation Objektivität angestrebt. Dies setzt
jedoch voraus, dass das Artefakt in einer Umgebung evaluiert wird, die seinem
zukünftigen Einsatzszenario entspricht oder diesem ähnlich ist, und dass Ent-
scheidungskriterien verwendet werden, deren Metriken effizient sowie nützlich
sind, um vergleichbare Ergebnisse zu erzielen (Hevner et al., 2004; March und
Smith, 1995; Venable et al., 2012).
Als Ausgangsbasis für die Festlegung des Bezugsrahmens sowie für die Wahl
von Evaluationskriterien wird die Arbeit von Checkland und Scholes (1990) her-
angezogen, in der vier Kriterien hervorgehoben werden, die für die Qualitätsmes-
sung in der Soft Systems Methodology verwendet werden: Effektivität, Effizienz,
ethnische Aspekte und Eleganz. Diese Liste wird durch Kriterien von March
und Smith (1995) ergänzt, in der individuelle Evaluationskriterien je Artefakttyp
aufgezählt werden, darunter auch Effizienz, Effektivität und Einfachheit der Nut-
zung. Hevner et al. (2004) fordern einen gründlichen Nachweis der Nützlichkeit,
Qualität und Leistungsfähigkeit des Artefakts. Als ergänzende Kriterien gelten
Funktionalität, Vollständigkeit, Konsistenz, Genauigkeit, Geschwindigkeit, Zu-
verlässigkeit, Einpassung in den organisatorischen Kontext sowie Aussehen des
Artefakts. Pries-Heje et al. (2008) schlagen zusätzlich vor, Qualitätsmodelle für
die Evaluation von Artefakten anzuwenden und verweisen dabei auf eine pro-
zessbasierte Qualitätsmessung bei der Evaluation von Prozessen in der Design
Science. Ein mögliches Qualitätsmodell ist der Standard ISO 9126, ein interna-
tionaler Standard für die Evaluation von Software, der zahlreiche externe und
interne Maße vorschlägt, anhand derer ein Entwurf gemessen werden kann. Die
Forschung von Sonnenberg und vom Brocke (2012) ergänzen die Kriterienliste
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um weitere mögliche Kriterien, wie z.B. Übereinstimmung mit dem Phänomen
aus der realen Welt, Durchführbarkeit und interne Konsistenz.
Auf dieser soliden Basis gilt es nun einen theoriezentrischen Bezugsrahmen für
die Evaluation einer Entscheidungstechnik aufzuspannen, die aus einem Entschei-
dungsmodell und einem implementierten EUS besteht. Hierfür muss ein Evalua-
tionsmodell verwendet werden, das die Anforderungen der Literatur an die Krite-
rien zur rigorosen Bewertung von Artefakten erfüllt und gleichzeitig Messgrößen
verwendet, die die Nützlichkeit beider Teile des Artefakts ermitteln.
4.2.1. Theoriezentrisches Bewertungsmodell für das neu entwickelte
Artefakt
Die generelle Zielsetzung der Evaluation eines Artefakts unter realistischen Be-
dingungen ist die Abschätzung, welches Potenzial das Artefakt im praktischen
Einsatz besitzt, um die Effizienz und Effektivität bestimmter Geschäftsprozes-
se zu verbessern. Wahrgenommene Nützlichkeit und wahrgenommene Benutzer-
freundlichkeit sind anerkannte Instrumente zur Bestimmung von Effizienz und
Effektivität (Benbasat und Barki, 2007). Beide sind zentrale Konstrukte des
Technologieakzeptanzmodells (TAM), das darauf abzielt, die individuelle Nut-
zungsbereitschaft vorherzusagen. Das TAM eignet sich für die Durchführung von
Bewertungen zu unterschiedlichen Zeitpunkten (Davis et al., 1989; Venkatesh und
Bala, 2008). Es wird sowohl für Evaluationen ex ante als auch ex post eingesetzt
(vgl. Kapitel 4.1).
In dieser Arbeit wird das Artefakt nach der Erstellung auf seinen praktischen
Nutzen hin bewertet, um die vorteilhafte Verwendung unter realen Bedingun-
gen zu belegen. Für die Bewertung durch tatsächliche Anwender des Entschei-
dungsmodells und des mobilen EUS steht bereits das real nutzbare Artefakt zur
Verfügung. Dieses muss dann nicht abhängig von der Vorstellungskraft der Tes-
ter und unter Verwendung von Konjunktiven evaluiert werden, sondern kann als
Prototyp in einer Umgebung getestet werden, die dem zukünftigen Einsatzzweck
sehr ähnlich oder gleich ist. Weiterhin können so auch optische, haptische und
zeitliche Eigenschaften des neuen Artefakts kommentiert werden, um eine bessere
Einschätzung der Benutzerfreundlichkeit zu erzielen.
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Das Bewertungsmodell, auf das die Evaluation des Artefakts dieser Arbeit aus-
gerichtet ist, versucht die zentralen Konstrukte des TAM miteinzubeziehen, da
es einerseits für die Bewertung des Entscheidungsmodells und andererseits für
dessen technische Implementierung (SmartSourcer) verwendet werden kann. Die
tatsächliche Nutzung des Systems zur Entscheidungsunterstützung stellt dabei
die abhängige Variable dar. Die tatsächliche Nutzung des Systems wird von der
Nutzungsbereitschaft seiner Anwender beeinflusst. Die Bereitschaft wird analog
zum TAM von der wahrgenommenen Nützlichkeit des Entscheidungsmodells und
der wahrgenommenen Benutzerfreundlichkeit der technischen Implementierung
des mobilen EUS beeinflusst. Die Nützlichkeit des entwickelten Artefakts wird mit
Hilfe der Qualität der Implementierung als Indikator überprüft, da ein gut in Soft-
ware umgesetztes Entscheidungsmodell dessen einfache Verwendung sicherstellt.
Eine einfache Verwendung zeichnet sich hierbei durch automatisierte Berechnun-
gen, Bewertungsvorschläge für Entscheidungsmerkmale oder durch unkomplizier-
te Anpassungsmöglichkeiten des Entscheidungsmodells aus. Eine Übersicht des
Bezugsrahmens, der sich am TAM orientiert, ist in Abbildung 4.2 dargestellt. Die
Konstrukte werden nachfolgend einzeln erläutert. Ihre Zusammenhänge werden
im weiteren Verlauf der Evaluation überprüft.
Die wahrgenommene Nützlichkeit wird als das Maß definiert, wie sehr eine Per-
son davon ausgeht, dass die Nutzung des implementierten Entscheidungsmodells
seine bzw. ihre Leistung bei der Outsourcingentscheidung durch erhöhte Informa-
tionsqualität und einen strukturierten Verknüpfungsprozess der Entscheidungs-
größen verbessert (angelehnt an Davis et al., 1989). Er gibt Auskunft über den
konzeptionellen Teil des Artefakts (Entscheidungsmodell) und ermöglicht es, Aus-
sagen über die Qualität der Entscheidung zu treffen, die sich aus der Qualität
der Entscheidungsgrößen und der zugehörigen Entscheidungslogik zusammensetzt
(vgl. Kapitel 2.1.3).
Die wahrgenommene Benutzerfreundlichkeit ist das Maß, wie sehr eine Person
davon ausgeht, dass die Nutzung des implementierten Entscheidungsmodells oh-
ne zusätzlichen Aufwand ermöglicht wird (angelehnt an Davis et al., 1989). Sie
ist damit ein Indikator für die Qualität der Implementierung und wie sehr da-
durch Anwender zur Nutzung motiviert werden. Die Implementierung umfasst
die Architektur sowie den Funktionsumfang von SmartSourcer (vgl. Kapitel 3.3).
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Abbildung 4.2.: Evaluationsmodell (abgeleitet von Davis et al., 1989; Venkatesh
et al., 2003)
Die Nutzungsbereitschaft ist als das Maß definiert, wie sehr eine Person die
konkrete Absicht bekundet, das betreffende Artefakt einzusetzen (angelehnt an
Davis et al., 1989; Warshaw und Davis, 1985). Darüber lassen sich Erkenntnisse
zur tatsächlichen Nutzung des Systems zur Entscheidungsunterstützung direkt
ableiten.
Die wahrgenommene Benutzerfreundlichkeit wird mit Hilfe der System Usabili-
ty Scale (SUS) gemessen. Sie wurde entwickelt, um eine Bewertung und Vergleich-
barkeit der Benutzerfreundlichkeit von Produkten und digitalen Dienstleistungen
zu ermöglichen (Bangor et al., 2008, 2009; Brooke, 1996). Diese Skala umfasst
zehn Fragen (siehe Tabelle 4.3 und Tabelle 4.4) zur Benutzerfreundlichkeit eines
Artefakts und ist damit ein Verfahren, um effizient eine vergleichbare Einschät-
zung der Nutzbarkeit einer Software zu erreichen. Die SUS stellt damit ein umfas-
sendes Messinstrument bereit, das innerhalb des Evaluationsmodells dieser Arbeit
zur Bewertung der wahrgenommenen Benutzerfreundlichkeit herangezogen wird.
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4.2.2. Messgrößen
Um die tatsächliche Nutzungsbereitschaft der neuartigen Technik zur Entschei-
dungsunterstützung im Rahmen der Evaluation messen zu können, müssen den
Konstrukten (vgl. Kapitel 4.2.1) Messgrößen zugeordnet werden. Dadurch können
die Zusammenhänge im Modell überprüft und beschrieben werden.
Die wahrgenommene Nützlichkeit des Artefakts ist definiert als die Qualität
der Entscheidung und ist das Maß für die wahrgenommene Verbesserung durch
erhöhte Informationsqualität und einen strukturierten Verknüpfungsprozess der
Entscheidungsgrößen. Bereits die Definition orientiert sich an dem zweistufigen
Aufbau von Entscheidungsmodellen, der aus dem Entscheidungsfeld und der Ent-
scheidungslogik besteht (vgl. Kapitel 2.1.3). Die Gesamtqualität der Entschei-
dung ergibt sich deshalb aus der Qualität der Information und der Qualität der
Entscheidungslogik. Während die Informationsqualität die Richtigkeit und Stim-
migkeit der selektierten Entscheidungsgrößen misst, gibt die Qualität der Ent-
scheidungslogik an, ob die verwendete Logik verständlich und nachvollziehbar
zum gewünschten Ergebnis führt.
Die Informationsqualität kann in drei eng damit zusammenhängenden Dimen-
sionen gemessen werden: Informationsinhalt, Informationsformat und physischer
Informationskontext (Auster und Choo, 1993; Culnan, 1985; Zmund, 1978). Wich-
tige Kriterien zur Messung des Informationsgehalts bestimmen, ob die vorliegende
Information aktuell, umfassend, relevant und akkurat ist (Auster und Choo, 1993;
Wang und Strong, 1996). Für das Format einer Information sind Kriterien wie
Aufbereitung, Durchsuchbarkeit sowie eine verständliche Darstellung maßgeblich
(Jeong und Lambert, 2001; Zmund, 1978). Um den physischen Informationskon-
text zu bewerten, wird die Einfachheit des Zugangs zum System und zu Infor-
mationen gemessen. Dies beinhaltet auch die Praktikabilität der Information im
Zielkontext und den Zugang zu ergänzenden Informationen (Culnan, 1985). Für
die Qualität der Information des Entscheidungsmodells ergeben sich daraus In-
dikatoren zur Einzelbewertung des Entscheidungsfelds hinsichtlich der Verständ-
lichkeit, Aufbereitung und Darstellung von Entscheidungsgrößen und Aggrega-
ten. Weiterhin beinhaltet die Kontextdimension Indikatoren zur Erreichbarkeit
attributiver Informationen in Form von weiteren Experteneinschätzungen bezüg-
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Tabelle 4.1.: Indikatoren der Informationsqualität
Kennzeichen Indikator
M-IN-1 Relevant information is easy to reach within the system.
M-IN-2 I am given the opportunity to search for specific desired pieces
of information.
M-IN-3 The information is presented in a format that makes it easy to
understand.
M-IN-4 The information format encourages an intuitive conception of its
meaning.
M-IN-5 Working with the app, I see the need to interact with other
people in order to receive helpful information.
M-IN-6 I would like to perform this interaction (of M-IN-5) with others
through the system.
M-IN-7 The app intuitively draws my attention to relevant information.
M-IN-8 It occurs that I am looking for certain information for some time
before I can find it.
lich der Entscheidungsgrößen. Die Indikatoren der Informationsqualität sind in
Tabelle 4.1 mit den Kennzeichen von M-IN-1 bis M-IN-8 dargestellt.
Zur Bestimmung der Qualität der Entscheidungslogik werden Kriterien heran-
gezogen, die die Vorgehensweise und Verständlichkeit der Entscheidungsfunktion
eines Entscheidungsmodells bewerten. Kernelemente dieser Qualitätsbewertung
sind die verwendeten Rationalitätskalküle der Entscheidungslogik sowie Lernef-
fekte, die aus dem Entscheidungsprozess entstehen (Dean und Sharfman, 1996;
McDaniels und Gregory, 2004). Abgeleitet für den Entscheidungsprozess im IT-
Outsourcing überprüfen diese Kriterien die Entscheidungslogik hinsichtlich ihrer
Korrektheit, Nachvollziehbarkeit und Anpassungsfähigkeit (Dean und Sharfman,
1996). Weiterhin wird die persönliche Einflussnahme der Entscheider und die
Möglichkeit der Erweiterung ihrer Wissensbasis evaluiert (McDaniels und Grego-
ry, 2004). Die Indikatoren der Qualität des Entscheidungsprozesses messen daher
die Verständlichkeit der zugrundeliegenden Entscheidungslogik, die Fundierung
der Berechnungsweise für die Aggregation, die Anpassungsfähigkeit der Logik,
dadurch erzielte Lerneffekte auf den Anwender sowie die Effekte der Eingabe von
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Tabelle 4.2.: Indikatoren der Qualität der Entscheidungslogik
Kennzeichen Indikator
M-VP-1 Working with the app gave me an idea of the outsourcing decision
making rationale embodied in the system.
M-VP-2 I believe that working with the system increases my individual
skills.
M-VP-3 The evaluation criteria in the system encouraged me to consider
factors I would not have considered without the app.
M-VP-4 The app allows for a rapid understanding of the decision ratio-
nale embodied.
M-VP-5 Working with the system to support the decision process was
exhaustive.
M-VP-6 I feel that the app is based on a theoretically founded rationale.
M-VP-7 The app acknowledges user input and provides feedback on ac-
tions taken.
M-VP-8 It is easy to see how different user input effects the system’s
output.
Anwendern auf das Ergebnis. Sie sind in Tabelle 4.2 mit den Kennzeichen von
M-VP-1 bis M-VP-8 dargestellt.
Die wahrgenommene Benutzerfreundlichkeit ist definiert als die Qualität der
Implementierung und ist das Maß für die wahrgenommene Einfachheit der Nut-
zung des implementierten Entscheidungsmodells. Ein umfassendes Rahmenwerk
zur Bestimmung der Implementierungsqualität wird mit dem Standard ISO 9126
bereitgestellt, in dem sich die Qualität von Softwaresystemen aus den Bereichen
Funktionalität, Zuverlässigkeit, Benutzbarkeit, Effizienz, Änderbarkeit und Über-
tragbarkeit zusammensetzt. Der Standard wird in der Literatur durch die Berei-
che Integration und Wichtigkeit ergänzt (DeLone und McLean, 2003). Zur Erfra-
gung und Vergleichbarkeit der Benutzerfreundlichkeit von Systemen hat Brooke
(1996) zehn Indikatoren entwickelt, die über einen Zeitraum von 10 Jahren in
über 2.000 Befragungen validiert wurden. Diese Indikatoren werden zur Bewer-
tung der wahrgenommenen Benutzerfreundlichkeit des mobilen EUS herangezo-
gen und sind in Tabelle 4.3 mit den Kennzeichen von M-SU-1 bis M-SU-9 darge-
stellt. Der zehnte Indikator misst die Nutzungsbereitschaft und wird nachfolgend
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Tabelle 4.3.: Indikatoren der Qualität der Implementierung
Kennzeichen Indikator
M-SU-1 I found the system unnecessarily complex.
M-SU-2 I thought the system was easy to use.
M-SU-3 I think that I would need the support of a technical person to
be able to use this system.
M-SU-4 I found the various functions in this system were well integrated.
M-SU-5 I thought there was too much inconsistency in this system.
M-SU-6 I would imagine that most people would learn to use this system
very quickly.
M-SU-7 I found the system very cumbersome to use.
M-SU-8 I felt very confident using the system.
M-SU-9 I needed to learn a lot of things before I could get going with
this system.
M-IM-1 I am satisfied with the look and feel of the app.
M-IM-2 The app frequently becomes inaccessible or breaks down.
M-IM-3 My confusion with the system created situations when I did not
know how to continue (break downs).
Tabelle 4.4.: Indikator der Nutzungsbereitschaft
Kennzeichen Indikator
M-NB-1 I think that I would like to use this system frequently.
erläutert. Zur weiteren Abdeckung der Qualitätsmerkmale von Softwaresystemen
(z.B. Zuverlässigkeit und Benutzbarkeit) wird die Liste um die Indikatoren mit
den Kennzeichen von M-IM-1 bis M-IM-3 erweitert.
Die Nutzungsbereitschaft ist das Maß für die Nutzungsabsicht des neu entwi-
ckelten Entscheidungsmodells. Dieses Konstrukt wird in der Evaluation durch die
direkte Frage nach der Nutzungsbereitschaft gemessen. Der zugehörige Indikator
ist mit dem Kennzeichen M-NB-1 in Tabelle 4.4 gelistet und komplettiert damit
die Fragen aus der SUS.
Alle Indikatoren werden auf einer fünfstufigen Likert-Skalierung gemessen, um
die Zustimmung oder Ablehnung des Befragten zu erfassen (vgl. Tabelle 4.5).
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neither agree nor disagree 3
agree 4
strongly agree 5
Es wird dabei vorausgesetzt, dass die Evaluationspersonen in der Lage sind, ihre
Zustimmung oder ihre Ablehnung auf einer Skalierung mit gleichen Abständen
auszudrücken. Die Indikatoren wurden in englischer Sprache formuliert, um ei-
ne Erhebung in international tätigen Unternehmen durchführen zu können, bei
denen nicht alle Outsourcingmanager Deutsch sprechen.
4.2.3. Evaluationsstrategie und Instrumente
Zur Bewertung des in dieser Arbeit entwickelten Artefakts wird das Evaluations-
modell inklusive seiner Messgrößen (vgl. Kapitel 4.2.1 und 4.2.2) verwendet, um
die Qualität der Entscheidung, die Qualität der Implementierung und schließlich
die Nutzungsbereitschaft der innovativen Entscheidungstechnik durch erfahre-
ne Anwender zu ermitteln. SmartSourcer ist eine technische Implementierung
bzw. Instanziierung eines neuartigen Entscheidungsmodells zur Unterstützung
von Outsourcingentscheidungen. Weil dieses Artefakt einen neuen Lösungsansatz
zu einem bisher nicht betrachteten Problem darstellt, ist eine detaillierte und
systematische Evaluation erforderlich. Daher wird die Nutzungsbereitschaft an-
hand der adaptierten Kernmerkmale des TAM (vgl. Abbildung 4.2) mit deskrip-
tiven statistischen Verfahren evaluiert. Weiterhin ermöglicht die Bereitstellung
eines Prototyps unter realen Bedingungen die Erhebung qualitativer Daten, die
Rückschlüsse auf die Ergebnisse der deskriptiven Analyse zulassen und mögliche
Gründe der Bewertungen offenlegen. So lassen sich funktionale Schwachstellen
sowie Möglichkeiten zur Verbesserung des Artefakts aufdecken.
Zunächst wird in einer künstlichen ex post Evaluation der vollständige Proto-
typ von SmartSourcer im Rahmen eines Experiments Masterstudenten und Dok-
toranden der Fächer Wirtschaftsinformatik, Betriebswirtschaftslehre und Volks-
wirtschaftslehre als Proxy-Anwender anhand eines beispielhaften Problems über-
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prüft. Dadurch wird das Entscheidungsmodell und dessen Implementierung in ei-
nem kontrollierten Setting beurteilt (experimentelle Evaluation). Dies entspricht
gemäß Sonnenberg und vom Brocke (2012) jener Aktivität, die zur initialen De-
monstration des Artefakts und zur Bewertung seiner Leistungsfähigkeit dient
(Sonnenberg und vom Brocke, 2012, S. 77). Zusätzlich prüft dieser Schritt das
Design des betreffenden Artefakts und liefert wertvolle Hinweise für die Verbes-
serung des Prototyps. Eine Konstruktionsphase, die das Artefakt hinsichtlich des
wichtigsten Feedbacks verbessert, das im Experiment eingesammelt wurde, ver-
vollständigt den Designzyklus und verleiht der Evaluation einen meliorisierenden
Charakter.
Das so präzisierte Artefakt wird anschließend in einer naturalistischen ex post
Evaluation bewertet. Dabei wird der organisatorische Kontext erfasst und durch
branchenspezifisches Wissen sowie Expertise der realen Anwender ergänzt, die
das Artefakt in seiner vorgesehenen betrienlichen Umgebung anwenden (Exper-
tenevaluation). Diese Phase entspricht der finalen Evaluationsaktivität aus dem
zyklischen Forschungsprozess von Sonnenberg und vom Brocke (2012) und liefert
wertvolle Hinweise, ob ein Artefakt für den praktischen Einsatz anwendbar bzw.
nützlich ist. Ferner stimuliert die Aufdeckung von Verbesserungsmöglichkeiten
das Anstoßen zukünftiger Designzyklen.
In der naturalistischen ex post Evaluation spielen reale Anwender, die Bran-
chenexperten sind und den Prototyp in seiner bestimmungsgemäßen Umgebung
ausprobieren, die wichtigste Rolle für ein rigoroses Evaluationsergebnis. Da der
Einsatz des Artefakts in seiner natürlichen Umgebung, also als Teil der Kollabo-
rationstechnologie eines Softwareunternehmens, kritische Veränderungen in der
Systemlandschaft eines Unternehmens erfordert, ist die Durchführung der Evalua-
tion durch Aufgabenträger in der Praxis nur eingeschränkt möglich. Es konnten
die Mitarbeiter von zwei mittelständischen Softwarefirmen gewonnen werden, die
Teile ihrer Entwicklung auslagern und jahrelange Erfahrung mit dem Thema Out-
sourcing von Softwarekomponenten aufweisen können. Dadurch konnten für diese
naturalistische Evaluation Interviewdaten von Projektleitern, Account-Managern
und Architekten der Unternehmen in einer Fallstudie analysiert werden.
Bei der Zuordnung der beiden Strategiequadranten auf das Klassifikationssche-
ma zur Strategiewahl von Venable et al. (2012) zeichnet sich ein Laborexperiment
mit der neuen Entscheidungstechnik als geeignete Variante für die experimentelle
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Evaluation ab, wohingegen sich eine Fallstudie für die Expertenevaluation eignet.
Laborexperimente reduzieren Komplexität, stellen künstliche Einstellungen sicher
und werden daher als geeignet für die zielgerichtete Bewertung von interessan-
ten Variablen erachtet, die nicht unternehmensbezogen sind (Easterbrook et al.,
2008). Im Gegensatz dazu untersucht eine Fallstudie
„ein gegenwärtiges Phänomen innerhalb eines Kontextes aus dem rea-
len Leben, besonders wenn die Grenzen zwischen Phänomen und Kon-
text nicht klar ersichtlich sind“ (Yin, 2009, S. 18).
Über den soziotechnischen Kontext des Artefakts hinaus ermöglichen Fallstudien
auch die Kombination von deskriptiven und explorativen Befragungen für die
Evaluation. Die ausgewählten Methoden entsprechen ebenfalls den Empfehlungen
für die Evaluationsphasen in der Arbeit von Sonnenberg und vom Brocke (2012)
und wurden in Bezug auf den Evaluationszweck dieser Arbeit angepasst.
Für die deskriptive Evaluation des Entscheidungsmodells und des mobilen EUS
(vgl. Kapitel 4.2.1) werden die Indikatoren der Konstrukte (vgl. Kapitel 4.2.2)
auf einer fünfstufigen Likert-Skala von Ablehnung bis Zustimmung (vgl. Tab. 4.5)
ermittelt. Der Fragebogen der künstlichen und naturalistischen Evaluation des
Artefakts ist im Anhang G abgedruckt.
In der qualitativen Auswertung im Rahmen dieser Evaluation wird ein enger
Fokus auf das implementierte EUS gelegt. Sie dient als Ausgangsbasis für die
Durchführung eines zusätzlichen Designzyklus, um das mobile EUS zu verbes-
sern und um Ideen für zukünftige Weiterentwicklungen der Entscheidungstech-
nik zu liefern. Das Rahmenwerk von Palmius (2007) zum Messen und Vergleichen
von Informationssystemen wird hierfür herangezogen, da es umfassende Evalua-
tionskriterien zur Bewertung der Nützlichkeit (utility) und Nutzbarkeit (usabili-
ty) enthält (Sonnenberg und vom Brocke, 2012). Es fasst Kriterien zum Messen
und Vergleichen von Informationssystemen zusammen. Im Sinne eines betrieb-
lich anwendbaren Ansatzes wurden Qualitätsmerkmale für Informationssysteme
von vorherigen Qualitätsmodellen, internationalen Standards, aus der Mensch-
Computer-Interaktionsforschung, aus der Forschung zur Informationsqualität so-
wie anderen Ideenschmieden bei Palmius (2007) zusammengeführt. Die Kriteri-
en sind anhand organisatorischer (organization), individueller (individual), infor-
mationsbezogener (information), technologischer (technology) und systemischer
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(systemics) Aspekte unterteilt. Diese Gliederung wird verwendet, um den im An-
hang H abgedruckten Fragebogen zu strukturieren. Die darin enthaltenen Fragen
repräsentieren die Evaluationskriterien von Palmius (2007) und werden hinter
jeder Frage referenziert.
4.2.3.1. Künstliche ex post Evaluation: Studentenexperiment
Die experimentelle Evaluation in dieser Arbeit wird als künstliche ex post Eva-
luation durchgeführt, um in einem ersten Schritt zu reflektieren, wie umfangreich
die Definition des Entscheidungsmodells und der zugehörigen Verknüpfungslogik
ist und wie gut der Prototyp in Bezug auf Faktoren funktioniert, die nicht un-
ternehmensbezogen sind. Zusätzlich soll sie Feedback für eine zwischengelagerte
Konstruktionsphase zur Verfeinerung des EUS geben. Dafür werden die Indika-
toren des Bezugsrahmens (vgl. Kapitel 4.2.2) evaluiert und Feedback zur Imple-
mentierung in semistrukturierten Interviews eingeholt. Als Teilnehmer für das
Laborexperiment werden Masterstudenten und Doktoranden der Wirtschaftsin-
formatik (WI) sowie Wirtschaftswissenschaftler (WiWi) aus den Bereichen Be-
triebswirtschaftslehre (BWL) und Volkswirtschaftslehre (VWL) eingeladen. Eine
Übersicht der Teilnehmer ist in Tabelle 4.6 dargestellt.
Die Experimente sind nach dem folgenden Schema aufgebaut: Zuerst wird den
Teilnehmern eine einführende Präsentation über das Treffen von Outsourcing-
entscheidungen in der komponentenbasierten Softwareentwicklung sowie dem ent-
wickelten Entscheidungsmodell gegeben, das im SmartSourcer verankert ist, um
diese mit dem notwendigen Hintergrundwissen über das Thema auszustatten. Sie
sollen sich anschließend mit dem Aussehen und der Funktionsweise von Smart-
Sourcer vertraut machen, indem sie individuell alle Funktionen und Bedienele-
mente der Software aufgezeigt bekommen und ausprobieren können. Sie werden
gleichzeitig ermutigt, kritisches qualitatives Feedback zum Design, der Positionie-
rung von Bedienelementen, dem Aussehen, dem Bedienkonzept und dem intuiti-
ven Charakter zu geben. Der Inhalt des Feedbacks wird unmittelbar schriftlich
festgehalten. Anschließend erhalten die Teilnehmer Aufgaben, die sie unter Ver-
wendung des mobilen EUS sowie einem vorgegebenen Softwareentwicklungsszena-
rio durchführen müssen. Dafür ist in der Kollaborationsplattform CodeBeamer im
Vorfeld ein Projekt erstellt worden, das die Entwicklung eines Kundenbeziehungs-
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1 23 m Student WI täglich B
2 23 m Student WI täglich A
3 29 m Doktorand WI täglich A
4 31 m Doktorand WI täglich B
5 23 m Student WI täglich B
6 23 m Student WiWi täglich A
7 23 m Student WI manchmal B
8 23 m Student WI täglich C
9 22 m Student WI wöchentlich A
10 22 w Student WI täglich B
11 32 m Doktorand WiWi täglich B
12 31 m Doktorand WiWi täglich B
13 23 w Student WiWi täglich A
14 23 w Student WI täglich B
15 32 m Habilitand WI täglich C
A Kein
B Im Rahmen von Vorlesungen und Übungen
C In der Berufspraxis
managementsystems zum Ziel hat. Sowohl die Anforderungen an die Software als
auch das Design der Softwarekomponenten des geplanten Systems sind dabei in
der Plattform hinterlegt. Der so gespeicherte Zustand des Entwicklungsprojekts
kann dann für alle Teilnehmer des Experiments auf den gleichen Ursprungszu-
stand zurückgesetzt werden. Die Aufgabe jedes einzelnen Teilnehmers besteht
daher aus der Verwendung von SmartSourcer zum Laden des aktuellen Projekt-
stands, dem vollständigen Bewerten aller Softwarekomponenten des Projekts auf
der Grundlage des konfigurierten und gewichteten Entscheidungsmodells sowie
aus der finalen Entscheidungsfindung darüber, welche der Komponenten selbst
entwickelt werden würden und welche ausgelagert werden sollten. Für die Zeit
während der Durchführung der Aufgabe werden die Nutzer gebeten, kritisches
und qualitatives Feedback durch regelmäßige Aussprache ihrer Gedanken zu ge-
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ben (Holzinger, 2005). Nach Beendigung der Aufgaben erfolgt die Bewertung der
Entscheidungstechnik auf der Basis des Fragebogens für die deskriptive Evaluati-
on (siehe Anhang G) sowie des Interviewleitfadens für die qualitative Evaluation
(siehe Anhang H).
4.2.3.2. Naturalistische ex post Evaluation: Expertenbefragung
Die Expertenevaluation wurde als naturalistische ex post Evaluation durchge-
führt, um die Nutzungsbereitschaft der entwickelten Entscheidungstechnik im
Unternehmenskontext zu erforschen. Auch hier wurden Daten zur deskriptiven
und qualitativen Analyse von SmartSourcer und dem zugehörigen Entscheidungs-
modell erhoben. Für die Expertenevaluation konnten Mitarbeiter von Software-
unternehmen gewonnen werden, die in ihrer täglichen Arbeit mit Outsourcing-
entscheidungen in der komponentenbasierten Softwareentwicklung konfrontiert
sind. Die Unternehmen der befragten Mitarbeiter sind auf die Entwicklung von
Anwendungssoftware spezialisiert und haben bestehende Outsourcingbeziehungen
nach Osteuropa. Vor diesem Hintergrund werden den Teilnehmern entsprechen-
des Wissen und Erfahrungen zugeordnet, um besonders die Qualität des Ent-
scheidungsmodells und der zugehörigen Implementierung kritisch bewerten und
im qualitativen Teil hilfreiches Feedback für die Weiterentwicklung der Techno-
logie zur Entscheidungsunterstützung geben zu können. Eine Übersicht über die
Teilnehmer der Expertenevaluation mit ihrer zugehörigen Firma, ihrem Alter, ih-
rem Geschlecht, ihrer Jobbeschreibung sowie ihren Erfahrungen mit Outsourcing
(in Jahren) ist in Tabelle 4.7 abgebildet. Die Firmen wurden auf eigenen Wunsch
anonymisiert.
Die Vorgehensweise bei der Expertenbefragung besteht aus einer einführen-
den Präsentation, einem gemeinsamen Durchgang durch die Funktionalitäten der
App, einer realen Aufgabe zur Durchführung einer Entscheidungsfindung sowie
der Erhebung der deskriptiven und qualitativen Daten in Form von Fragebö-
gen und halbstrukturierten Interviews. Die Teilnehmer der Firma B können aus
zeitlichen Gründen nicht an den Einzelinterviews (vgl. Anhang H) für die qua-
litative Evaluation teilnehmen, haben jedoch den Fragebogen (vgl. Anhang G)
ausgefüllt, der bereits bei der künstlichen Evaluation verwendet wurde. Das ver-
wendete Instrument zur Datenerhebung ist daher eng an den Aufbau der La-
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Tabelle 4.7.: Teilnehmer der Expertenevaluation
Lfd.
Nr.
Firma m/w Alter Berufsbezeichnung Outsourcing-
erfahrung
1 A m – Senior Account Manager 10
2 A m – Project Manager 1
3 A m – Key Account Manager 5
4 B m 47 Managing Consultant 10
5 B m 36 Leading Technical Con-
sultant
5
6 B m 40 Project Manager 7
7 B m 41 Project Manager 3
8 B m 38 Leading Technical Con-
sultant
5
9 B m 33 Senior Technical Consul-
tant
5
10 B m 40 Project Manager 8
11 B m 39 Leading Technical Con-
sultant
7
12 B m 45 Managing Consultant 13
13 B m 37 Leading Technical Con-
sultant
6
14 B m 34 Senior Technical Consul-
tant
4
15 B m 42 Project Manager 9
borexperimente angelehnt. Jeder Experte wird zunächst über das der App zu-
grundeliegende Entscheidungsmodell aufgeklärt und anschließend in die Funkti-
onsweise von SmartSourcer eingeführt. Anschließend müssen die Komponenten
eines beispielhaften Softwareprojekts (Entwicklung eines Kundenbeziehungsma-
nagementsystems) analysiert und nach realen Anforderungen sowie auf der Basis
der vorgegebenen Merkmale durch die Entscheidungsunterstützungstechnologie
bewertet werden. Die Aufgabe für die Experten wird aus dem Experiment über-
nommen und gleichermaßen durchgeführt. Eine Bewertung der Ergebnisse trägt
zum Verständnis über die im System verankerte Entscheidungsmethode bei. Über
das Beobachten ihrer Interaktion mit dem System hinaus werden die Teilneh-
mer zusätzlich aufgefordert, während der gesamten Nutzungsdauer der App ihre
Gedanken zu artikulieren und kritisches qualitatives Feedback zum Design, der
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Benutzeroberfläche, dem Aussehen sowie dem intuitiven Empfinden der App zu
äußern (Holzinger, 2005). Das Feedback wird unmittelbar schriftlich festgehalten.
4.3. Ergebnisse
Zunächst werden die Ergebnisse der Expertenbefragung und der Laborexperimen-
te ausgewertet und analysiert. Nach Auswertung dieser Daten sowie Beschreibung
der Ergebnisse werden durch einen Vergleich der beiden evaluierten Zielgruppen
Gemeinsamkeiten und Unterschiede hervorgehoben. Diese werden dann im Licht
der verfügbaren qualitativen Daten diskutiert.
4.3.1. Auswertung der deskriptiven Statistiken
Für die deskriptive Analyse der Evaluation werden die Ergebnisse aus den Frage-
bögen der Teilnehmer der Experimente und der Expertenbefragungen in ihrem
theoretischen Bezugsrahmen (vgl. Kapitel 4.2.1) ausgewertet. Die Einzelergebnis-
se der Indikatoren geben dabei jeweils ein Maß für ihre Konstrukte an, die wieder-
um Bestandteile des Bewertungsmodells dieser Arbeit sind (vgl. Kapitel 4.2.2).
Für die Analyse wird die Software IBM SPSS1 verwendet.




















1 http://www.ibm.com/software/de/analytics/spss/products/statistics/ (abgerufen am
10.12.2015)
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Im Rahmen der Analyse werden zunächst die Gesamtergebnisse der Erhebung
beider Evaluationsgruppen zusammen dargestellt. Aus Gründen der Übersicht-
lichkeit sind die entsprechenden Tabellen im Anhang I abgedruckt. In der ent-
sprechenden Tabelle I.3 sind die Ergebnisse nach ihren Konstrukten und den
zugehörigen Indikatoren gegliedert und geben den Mittelwert, die Standardab-
weichung, den Stichprobenumfang sowie den Maximal- und Minimalwert der ab-
gegebenen Antworten an. Eine aggregierte Form der Tabellen ist in Tabelle 4.82
dargestellt und fasst die Ergebnisse aus dem Anhang zusammen. Dabei fassen
utility und usability die wahrgenommene Nützlichkeit sowie die wahrgenommene
Benutzerfreundlichkeit zusammen. Die fünf Stufen der Likert-Skala wurden dabei
durchgängig für diese Arbeit mit den Werten aus Tabelle 4.5 belegt. Weiterhin
werden die Ergebnisse der beiden Evaluationsgruppen gesondert in Tabelle I.4 für
die Teilnehmer des Studentenexperiments und in Tabelle I.5 für die Befragung
der Outsourcingexperten aufgezeigt.
Nach Auswertung der Ergebnisse lassen sich die arithmetischen Mittelwerte der
Indikatoren und schließlich der Konstrukte des theoretischen Bezugssystems die-
ser Evaluation (vgl. Kapitel 4.2.1) berechnen. Sie werden im Bewertungsmodell
zur Beschreibung der Konstrukte und deren Beziehungen untereinander verwen-
det. Die arithmetischen Mittelwerte des Evaluationsmodells sind in Abbildung 4.3
dargestellt. Sie fasst die Bewertungen sowohl der Studentenexperimente als auch
der Expertenbefragungen zusammen.
Die wahrgenommene Benutzerfreundlichkeit ist das am besten bewer-
tete Konstrukt in dieser Evaluation. Sie drückt die Qualität der Implementie-
rung aus und konstatiert mit einem durchschnittlichen Wert von 4,49 eine gute
bis sehr gute Umsetzung des mobilen EUS. Der direkte Vergleich der Meinun-
gen zwischen den Experten (4,43 ) und den Teilnehmern des Experiments (4,54 )
zeigt, dass auch hier kaum Differenzen bei der wahrgenommenen Benutzerfreund-
2 Die Ergebniswerte einiger abgefragter Indikatoren mussten für die Analyse invertiert werden,
weil die Fragen negativ formuliert waren. So hat die Bewertung der Aussage, dass das System
unnötig komplex ist (Kennzeichen M-SU-1 ), einen negativen Einfluss auf die Qualität der
Implementierung also die wahrgenommene Benutzerfreundlichkeit. Wird diese Aussage dann
mit Ablehnung bewertet, so bedeutet dies jedoch Zustimmung zur Benutzerfreundlichkeit
und muss folgerichtig korrigiert werden. Die betreffenden Ergebniswerte wurden daher mit
der Formel (6 − x) korrigiert, um für die korrekte Berechnung der Konstrukte verwendet
werden zu können. Die betroffenen Indikatoren haben die Kennzeichen: M-IN-8, M-VP-5,









Abbildung 4.3.: Evaluationsmodell mit Ergebnissen
lichkeit auftreten und beide Gruppen eine relativ starke Zustimmung zu diesem
Konstrukt zum Ausdruck bringen. Besonders starke Zustimmung der Teilnehmer
erfahren die Indikatoren M-SU-1 (geringe Komplexität), M-IM-2 und M-IM-3
(Stabilität), die Aussagen über die Komplexität und Stabilität des Systems er-
fassen. Offensichtlich arbeitete die Implementierung von SmartSourcer in den
Tests zuverlässig und hatte keine Probleme im Zusammenspiel mit der verknüpf-
ten Kollaborationsplattform, so dass ihr eine hohe Stabilität attestiert wurden.
Die starke Zustimmung zu geringer Komplexität wird als einfache Verständlich-
keit des Systems zur Entscheidungsunterstützung interpretiert und legt damit
offen, dass eine weitgehend intuitive Verwendung für Personen mit Outsourcing-
bezug möglich ist. Im direkten Vergleich der Bewertungen aus den Experimenten
und der Expertenevaluation wird zusätzlich ersichtlich, dass die Stabilität des
Systems von den Expertenanwendern mit 4,87 leicht höher eingeschätzt wird
als bei den Teilnehmern des Experiments (4,80 ). Im Gegensatz dazu wird von
den durchschnittlich jüngeren Teilnehmern des Experiments mit 4,87 eine besse-
re Verständlichkeit attestiert als von den im Durchschnitt älteren Experten mit
4,53.
Relativ niedrige Werte zur Berechnung des Mittelwerts lassen sich bei den In-
dikatoren M-SU-7, M-SU-8 und M-IM-1 anführen. Diese Indikatoren drücken
den vertrauten Umgang mit dem EUS sowie die Wahrnehmung von Optik und
Haptik aus. Der vertraute und sichere Umgang mit dem System stellt mit den
Werten 4,20 und 4,27 der Indikatoren M-SU-7 und M-SU-8 das als am niedrigs-
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M-NB-1 3,40 3,13 3,27
M-SU-1 3,87 3,53 3,70
M-SU-2 3,60 3,47 3,53
M-SU-3 3,60 3,53 3,57
M-SU-4 3,27 3,47 3,37
M-SU-5 3,47 3,67 3,57
M-SU-6 3,73 3,27 3,50
M-SU-7 3,27 3,13 3,20
M-SU-8 3,27 3,27 3,27
M-SU-9 3,67 3,13 3,40
Summe 35,13 33,60 34,37
SUS Punktzahl 87,83 84,00 85,92
ten bewertete Kriterium der Implementierungsqualität dar. Die Vorgehensweise
der Evaluation (vgl. Kapitel 4.2.3) lässt jedoch nur geringen Spielraum, um einen
vertrauten Umgang zu bewerten, weil die Tester mit einem neuen EUS konfron-
tiert wurden und nur einen begrenzten Zeitraum zur Bewertung zur Verfügung
hatten. Der für dieses Konstrukt ebenfalls niedrige Wert 4,30 des Indikators M-
IM-1 zur Bewertung von Optik und Haptik ergibt sich aus den sehr subjektiven
Meinungen von Anwendern sowie deren Vorlieben für den optischen Aufbau von
mobilen Anwendungen oder verwendeten Farben, Symbolen und Grafiken. Ver-
gleicht man die Experimentteilnehmer mit den Experten, so sind die Experten
(4,07 ) offenbar wählerischer beim Aussehen von SmartSourcer wie die Gruppe
des Experiments (4,53 ). Beim vertrauten Umgang mit der neuen Technologie
gibt es hingegen keine erwähnenswerten Unterschiede. Zusammenfassend muss
jedoch festgehalten werden, dass selbst die schwachen Indikatoren der Implemen-
tationsqualität stets einen Wert über 4,00 besitzen und damit immer noch eine
relativ hohe Qualität der Implementierung signalisieren.
Die Bewertung der Qualität der Implementierung wird durch die Einbeziehung
der SUS (vgl Kapitel 4.2.1) zusätzlich bestätigt. Dafür müssen die zehn durch
Brooke (1996) definierten Messgrößen auf einen standardisierten Wert gebracht
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Figure 4. A comparison of the adjective ratings, acceptability scores, and school grading scales, 
in relation to the average SUS score 
Finally, regardless of whether words or letter grades are used for such a scale, we believe that 
the results from a single score should be considered to be complementary to the SUS score and 
the results should be used together to create a clearer picture of the products overall usability.  
The work presented here suggests several lines of future research that are needed in order to 
further understand both the SUS and the use of an additional single question rating scale. First 
and foremost, data collection will continue with the substitution of the mid-point adjective with 
one that carries a stronger neutral connotation than the current term of OK. With this 
substitution, we will also be including a letter grade scale to allow the users themselves to make 
the determination of a grade assignment, rather than having to rely on the anecdotal evidence 
presented to date. One virtue of the letter grade approach is that the subject could be asked 
verbally to assign a letter grade prior to presentation of the SUS. This would help remove the 
letter grade from the context of the SUS questions and perhaps increase the degree of 
independence between the two measures. We hypothesize that users may be less reluctant to 
give low or failing grades to poor interfaces because of their extensive exposure to this familiar 
scale in other domains. We believe that users may have self-generated reference points across 
the entire letter grade scale and because of their previous exposures could be more willing to 
use the full scale. If this is true, it may prove to be a valuable extension of the SUS and help 
solve the range restriction issue that is prevalent in SUS scores. If the letter grade score does 
indeed prove to be reliable and useful, further investigations will need to focus on whether such 
a single score assessment might be sufficient. One important element of these investigations 
will be to examine the relationship between the SUS, the seven-point adjective rating scale, and 
the letter grade scale with objective measures of usability such as time-on-task and task 
success rates. 
Abbildung 4.4.: SUS-Auswertung (übernommen von Bangor et al., 2009)
werden, um die endgültige Punktzahl der SUS3 zu berechnen. Dieser errechnet
sich für die Indikatoren M-NB-1 (vgl. Tabelle 4.4) sowie M-SU-1 bis M-SU-9
(vgl. Tabelle 4.3). Die inversen Skalen dieser Indikatoren werden bei der Stan-
dardisierung berücksichtigt. Deshalb gilt für die Indikatoren M-NB-1, M-SU-2,
M-SU-4, M-SU-6 und M-SU-8 die Formel x − 1, wobei x den errechneten Mit-
telwert des Indikators angibt. Für die Indikatoren M-SU-1, M-SU-3, M-SU-5,
M-SU-7 und M-SU-9 gilt folglich die Formel 5 − x. Der standardisierte Wert
iegt d her zwische 0 und 4. Anschließe werden die Werte d r zehn Indika-
toren addiert und mit 2,5 multiplizi rt. Die erreichbare Punktzahl der SUS liegt
dann zwischen 0 und 100 (Bangor et al., 2008; Brooke, 1996). Die Berechnung
der Punktzahl der SUS für die Teilnehmer des Experiments, für die Experten
sowie für alle Evaluationsteilnehmer sind in Tabelle 4.9 aufgelistet. Darin wer-
den bereits die standardisierten Werte verwendet, deren Berechnung in diesem
Abschni t beschrieben wurde.
Die Ergebnisinterpretation erfolgt auf der Basis des Schemas zur Klassifizie-
rung der SUS-Punktzahl, das in Abbildung 4.4 dargestellt ist (Bangor et al.,
2008, 2009). Dementsprechend liefert die Auswertung der Ergebnisse der expe-
rimentellen Evaluation für die SUS eine Punktzahl von 87,83. Dies entspricht
auf der Akzeptanzskala des Schemas einer akzeptablen Benutzerfreundlichkeit
des Systems und lässt sich lt. Bangor et al. (2008) als „exzellent“ bezeichnen.
Die erzielte Punktzahl von 84,00 bei der Expertenevaluation entspricht in die-
sem Bewertungsschema ebenfalls einer akzeptablen Lösung, die sich lt. Bangor
3 Das Vorgehen zur Berechnung entspricht der von Bangor et al. (2008) definierten Berech-
nungsweise und wird detailliert für die Verwendung im Rahmen der Evaluation dieser Arbeit
beschrieben.
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et al. (2008) als „gut“ beschreiben lässt. Die insgesamt erreichte Punktzahl al-
ler Evaluationsteilnehmer von 85,92 kann wiederum unter Berücksichtigung der
betreffenden Systematik als „exzellent“ eingestuft werden und unterstreicht das
hohe Maß der wahrgenommenen Benutzerfreundlichkeit.
Die wahrgenommene Nützlichkeit zur Bewertung der Qualität der Ent-
scheidung wird mit einem durchschnittlichen Wert von 4,06 als ebenfalls gut be-
wertet (vgl. Tabelle 4.8). Auch wenn der Unterschied zwischen den Meinungen der
Experten (4,03 ) und der Experimentteilnehmer (4,01 ) gering ist, bewerten die
Experten die Qualität des Entscheidungsmodells (Information und Logik) leicht
besser (vgl. Tabelle I.4 und Tabelle I.5 im Anhang I). Ihr täglicher Umgang mit
solchen Entscheidungen spricht ihrer Aussage allerdings eine hohe Bedeutung zu.
Am stärksten wird die wahrgenommene Nützlichkeit durch die IndikatorenM-IN-
3 und M-VP-6 (theoretische Fundierung der Entscheidungslogik) gestützt. Die
Experten attestieren dem Artefakt eine solide und fundierte Entscheidungslogik,
um damit den Bedarf aus dem organisatorischen Umfeld zu decken.
Negativ fällt bei der Messung dieses Konstrukts die Bewertung der relativ ge-
ringen Interaktionsmöglichkeit bei Nutzung des Systems mit anderen Aufgaben-
trägern auf (M-IN-6 ). Hierfür wird ein Wert von 2,65 gemessen und liegt damit
als einziger Mittelwert im Bereich der Ablehnung auf der verwendeten Skala.
Da dieser Indikator ähnlich zum Indikator M-IN-5 (Bewertung des Interakti-
onsbedarfs für Gruppenentscheidungen) ist, werden diese gemeinsam analysiert.
Generell wird diesem Interaktionsbedarf mit 3,33 eine Zustimmung auf geringem
Niveau bescheinigt. Die Kommunikation über SmartSourcer wird allerdings ab-
gelehnt. Die stärkere Ablehnung der Experten mit 2,53 im Gegensatz zu 2,82
der Studenten präzisiert diesen Sachverhalt.
Die wahrgenommene Nutzungsbereitschaft zur Bewertung der Gesamt-
qualität der neuartigen Entscheidungstechnik, die aus einem vordefinierten Ent-
scheidungsmodell und einer zugehörigen Implementierung als mobiles EUS be-
steht, wird durch den Indikator M-NB-1 gemessen und wird insgesamt mit dem
Mittelwert 4,27 bewertet (vgl. Tabelle 4.8). Damit wird dem innovativen Ar-
tefakt dieser Arbeit sowohl von den Experten der Evaluation als auch von den
Teilnehmern der Laborexperimente ein hohes Maß an Nutzungsbereitschaft zuge-
sprochen. Im Vergleich zu den Ergebnissen aus dem Experiment sind die Experten
mit ihrer Bewertung der Nutzungsbereitschaft von 4,13 etwas skeptischer als die
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Teilnehmer des Experiments (4,40 ). Jedoch bleibt festzuhalten, dass keiner der
Experten eine Ablehnung der Nutzung signalisiert hat. Denn der geringste Wert
aller Messungen beträgt über alle Teilnehmer hinweg 3 und bedeutet weder Zu-
stimmung noch Ablehnung. Beim Experiment lassen alle Teilnehmer eine hohe
Nutzungsbereitschaft erkennen (vgl. Anhang I).
Die bisherige Analyse der Ergebnisse legt marginale Unterschiede bei den Be-
wertungen der beiden befragten Gruppen offen. Ob dies statistisch untermauert
werden kann, wurde mittels eines t-Tests unter Verwendung der Software SPSS
überprüft. Die gesamte Ergebnistabelle ist im Anhang I als Tabelle I.2 abgebil-
det. Die Auswertung ergibt keinen signifikanten Unterschied zwischen den Mit-
telwerten beider Stichproben. Es kann also nicht bestätigt werden, dass die bei-
den Stichproben aus unterschiedlichen Grundgesamtheiten stammen. Aus diesem
Grund können keine verlässlichen Aussagen über die Unterschiede bei den Mit-
telwerten der beiden Gruppen getroffen worden (Gibbons, 1985). Es gilt jedoch
zu berücksichtigen, dass bei einer Stichprobengröße von N = 15 (pro Gruppe)
der t-Test nur bedingte Validität aufweist.
Um den Zusammenhang der Konstrukte des Bewertungsmodells sowie ihre Si-
gnifikanz zu überprüfen, werden die Daten in SPSS mit einer Analyse nach Pear-
son weiter untersucht. Die Ergebnisse davon sind in Tabelle 4.10 abgebildet und
ergänzen die bisherigen deskriptiven Ausführungen in diesem Kapitel.
Tabelle 4.10.: Korrelationsmatrix
Alpha Mittelw. Std..abw. Min. Max. 1 2 3
1 Nutzungsbereitschaft = 4,27 0,64 3,00 5,00 1,00
2 Nützlichkeit 0,78 4,06 0,37 3,31 4,75 0,52** 1,00
3 Benutzerfreundlichkeit 0,62 4,51 0,31 3,63 5,00 0,40* 0,43* 1,00
N.=.30,.*.p.<.0.05,.**.p.<.0.01
Die Korrelationsmatrix4 legt offen, dass der Zusammenhang zwischen der wahr-
genommenen Nützlichkeit und der Nutzungsbereitschaft signifikant ist. Gleiches
4 Zusätzlich wurden die Variablen Alter, Geschlecht und Erfahrung als Kontrollvariablen in
die Analyse mit aufgenommen. Die Ergebnisse zeigen, dass das Alter nicht mit der Benutzer-
freundlichkeit oder der Nutzungsbereitschaft korreliert. Damit kann ausgeschlossen werden,
dass es Altersgruppen gab, die nicht mit der Nutzung und dem Umgang mobiler Technologien
vertraut waren oder den Prototyp weniger benutzerfreundlich fanden als andere und damit
das Ergebnis beeinflusst hätten. Andererseits erhöht die signifikante Korrelation zwischen













Abbildung 4.5.: Evaluationsmodell mit Effektstärken
gilt für die wahrgenommene Benutzerfreundlichkeit und der Nutzungsbereitschaft
des Artefakts. Es kann damit also für das Entscheidungsmodell und seine Im-
plementierung gezeigt werden, dass einerseits eine hohe Nützlichkeit durch die
darunterliegende Entscheidungslogik sowie eine gute Nutzbarkeit des Prototyps
eine hohe Nutzungsbereitschaft der Technologie mit sich bringen. Außerdem ist
der Gesamteffekt (0,43 * 0,52 + 0,40 = 0,62 ), den die Qualität der Implementie-
rung auf die Nutzungsbereitschaft des Artefakts hat, größer als der direkte Effekt
(0,52 ) der Qualität der Entscheidung (vgl. Abb. 4.5).
Unabhängig von der experimentellen Nutzung oder der Verwendung der Ent-
scheidungstechnik im organisatorischen Umfeld, lassen sich abschließend mit dem
eingeführten Bewertungsmodell und der deskriptiven Analyse Rückschlüsse auf
die intendierte Nutzung des in dieser Arbeit entwickelten Entscheidungsmodells
und dessen Implementierung SmartSourcer ziehen. Es kann dadurch nachgewie-
Alter und Erfahrung die Validität der ausgewerteten Daten. Für die Berechnung der Korre-
lationsmatrix wurden bei der Berechnung des Konstrukts der wahrgenommenen Benutzer-
freundlichkeit die Indikatoren M-SU-3, M-SU-7 und M-SU-9 sowie M-IM-3 (vgl. Tabelle 4.3)
nicht mit einbezogen, da sie nicht überschneidungsfrei zu bereits inkludierten Indikatoren
sind. Allerdings gilt auch für diese Analyse, dass die Aussagekraft bei N = 30 nur bedingt
zuverlässig ist.
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sen werden, dass die Qualität der Implementierung (bewertet mit der wahrgenom-
menen Benutzerfreundlichkeit) als hoch bis sehr hoch eingeschätzt wird (4,49 ).
Ebenfalls wird die Qualität der Entscheidung, welche die Qualität der Information
und der Entscheidungslogik beinhaltet, und damit die wahrgenommene Nützlich-
keit als ebenfalls hoch bewertet (4,06 ). Die Gesamtqualität des Artefakts (be-
wertet mit der wahrgenommenen Nutzungsbereitschaft) wird entsprechend des
Bewertungsmodells von der Qualität des Entscheidungsmodells und der Qualität
der Implementierung beeinflusst. So ist es nicht verwunderlich, dass die Nutzungs-
bereitschaft aller Teilnehmer der Evaluation zwischen hoch bis sehr hoch liegt
(4,27 ). Dies bestätigt den prognostizierten Zusammenhang der Konstrukte und
erlaubt es, aus dem Zusammenhang der wahrgenommenen Nutzungsbereitschaft
mit der tatsächlichen Nutzung der in dieser Arbeit entwickelten Entscheidungs-
technik, eine Zustimmung der Anwender vorherzusagen. Eine Ablehnung konnte
sowohl bei den Experten als auch bei den Experimentteilnehmern für keines der
Konstrukte gemessen werden.
4.3.2. Qualitative Auswertung
Bestandteil der Evaluationsstragie ist neben der Erhebung der quantitativen Da-
ten zur Analyse des adaptierten TAM auch ein Interviewleitfaden, um die ent-
wickelte Technologie zur Entscheidungsunterstützung anhand organisatorischer,
individueller, informationsbezogener, technologischer und systemischer Aspekte
qualitativ zu bewerten (vgl. Kapitel 4.2.3). Dadurch sind alle Konstrukte des
theoretischen Bezugssystems abgedeckt und werden in dieser qualitativen Aus-
wertung um Kontextinformationen, sofern erforderlich, ergänzt. Zunächst werden
die ergänzenden Bewertungen zur deskriptiven Analyse und Verbesserungsvor-
schläge der Laborexperimente und anschließend der Expertenbefragung vorge-
stellt.
4.3.2.1. Qualitative Auswertung der Studentenexperimente
Im Rahmen der experimentellen Evaluation beschränkt sich die qualitative Analy-
se auf die technologischen Aspekte des Artefakts, da z.B. organisatorische Details
und Zusammenhänge aufgrund der künstlichen Umgebung nicht valide beantwor-
tet werden können. Deshalb werden von den Teilnehmern dieses Teils der Eva-
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luation in erster Linie technologische Merkmale kritisch diskutiert, die sich mit
der Funktionsweise und der Benutzeroberfläche des mobilen EUS SmartSourcer
befassen. Dadurch sollen Schwachstellen der bisherigen Version und Verbesse-
rungsmöglichkeiten für Weiterentwicklungen identifiziert werden.
Aus technologischer Sicht liefert das qualitative Feedback 23 kleinere Verbesse-
rungshinweise in Bezug auf die Oberflächenvisualisierung, wie Rechtschreibfehler,
Formulierungen oder Anzeigefehler. Die meisten der genannten Hinweise bezie-
hen sich hauptsächlich auf die Benutzerfreundlichkeit des Systems. Sie werden
direkt für sinnvoll und einfach umzusetzen befunden und werden deshalb direkt
im Prototyp umgesetzt. In die Kategorie dieser kleineren Veränderungen fallen die
Größenänderung von Schaltflächen, die Farbänderungen von Beschriftungen, das
Hinzufügen von Abbruchsfeldern für bestimmte Navigationsanzeigen, die Imple-
mentierung von Auswahlfunktionalitäten und die permanente Anzeige von Balken
zum Scrollen. Zusätzlich werden weitere Änderungshinweise individueller, tech-
nologischer und informationsbezogener Natur auf ihre Machbarkeit evaluiert und
ebenfalls umgesetzt.
Auf der individuellen Ebene werden ergonomische Erweiterungen vorgenom-
men, die dem wahrgenommenen Stress durch vermeidbare Menüaufrufe entge-
genwirken sollen. So wird mehrmals kritisiert, dass der Startbildschirm, der in
einer früheren Version aus einem Auswahlmenü mit großen Icons und Verzwei-
gungsmöglichkeiten in die Funktionalitäten der Bewertung, der Einstellungen,
der Statistiken und der Hilfetexte bestand, keinen entscheidenden Mehrwert lie-
fere, sondern lediglich die Anzahl unnötiger Menüaufrufe erhöhe. Dem kritischen
Aspekt der Ergonomie des Anwenders wird Genüge geleistet, indem der Start-
bildschirm nach dem Aufruf von SmartSourcer als übersichtliches Menü angezeigt
wird, das als zentrale Informationsanzeige für die Projektauswahl, die Kompo-
nentenbewertung und die Ergebnisübersicht der Outsourcingempfehlungen dient
(vgl. Abbildung 3.16). Von dort aus lassen sich alle wichtigen Funktionen des
mobilen EUS direkt anwählen. Dadurch soll unnötigen Navigationsschritten und
dem damit verbunden Unmut des Anwenders entgegengewirkt werden.
Weiterhin wird aus den Interviews ersichtlich, dass die Berechnung der Out-
sourcingentscheidung pro Komponente zwar theoretisch fundiert ist, die Reprä-
sentation des Ergebnisses innerhalb von SmartSourcer auf den ersten Blick al-
lerdings zu wenig Details zur Berechnung bietet und somit undurchsichtig wirkt.
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Es wird bemängelt, dass eine mühevolle Informationssuche durch Absprung in
die Übersicht der konfigurierten Entscheidungstabellen und zurück zur Einstel-
lung der Gewichtung vollzogen werden müsse, bevor erst eine Nachvollziehbarkeit
der Entscheidung des Systems möglich sei. Diesem Fall des Informationsmangels
wird mit einer Nachbesserung entgegengewirkt, die für jede bewertete Kompo-
nente eine detaillierte Übersicht über die Zusammensetzung des Ergebnisses der
Entscheidung zur Verfügung stellt (vgl. Abbildung 3.21).
Auf der informationsbezogenen Ebene liefern die Interviews der experimentellen
Evaluation weitere nützliche Hinweise mit Vorschlägen zur verbesserten Informa-
tionsbereitstellung innerhalb des mobilen EUS. Die Integrationsmöglichkeit der
neuen Technologie in vorhandene Systemlandschaften von Unternehmen wird als
zweckmäßig befunden, allerdings wird kritisiert, dass diese Verbindung zu ande-
ren Systemen während der Benutzung der App nicht ersichtlich sei und keine
Möglichkeit bestehe, ein anderes als das eingestellte Kollaborationssystem für
das Einlesen von Softwarekomponenten zu verwenden. Daraufhin wird das Menü
der Systemeinstellungen um die Möglichkeit erweitert, eine URL für den Zugriff
auf ein anderes System einzugeben. Hier ist das Hinzufügen eines weiteren Ein-
gabefelds in der Programmoberfläche der Einstellungen nicht ausreichend (vgl.
Abbildung 3.17). Zusätzlich muss hierbei der zwischengeschaltete Proxyserver auf
die neue Konfigurationsmöglichkeit angepasst werden (vgl. Abbildung 3.9).
Unter technologischen Gesichtspunkten liefern die Interviews aus den Expe-
rimenten neben den eingangs erwähnten kleineren Verbesserungen der Oberflä-
chenvisualisierung weitere Hinweise auf Implementierungsmängel, die die Benut-
zerfreundlichkeit der neuen Entscheidungstechnik einschränken. In diesem Zu-
sammenhang wird erwähnt, dass eine Wiederherstellung der ursprünglichen Sys-
temeinstellungen die Benutzerfreundlichkeit wesentlich erhöhen würde, weil da-
durch eine ungewollte Konfiguration des Entscheidungsmodells und der jewei-
ligen Aggregate durch den Anwender schnell wieder auf den Ursprungszustand
zurückgesetzt werden können. Diese Möglichkeit wird den Anwendern durch ei-
ne Resetfunktion im Einstellungsmenü eingeräumt (vgl. Abbildung 3.17). Ihnen
bleibt dadurch viel Zeit bei der Rücksetzung auf ein bereits validiertes Entschei-
dungsmodell erspart (vgl. Kapitel 4.3.1).
Zusätzlich wird von einem Teilnehmer des Experiments die unbrauchbare Ver-
wendungsmöglichkeit von SmartSourcer im Hochformat des Tablet-PCs ange-
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sprochen. Die Anwendung sei deshalb je nach Situation und Kontext nicht voll-
wertig einsetzbar. Einige Situationen erfordern aufgrund eingeschränkter Hal-
temöglichkeiten eine Verwendung des Tablet-PCs im Hochformat. In diesem Fall
würden die Möglichkeiten eines mobilen EUS nicht vollständig ausgeschöpft wer-
den. Um dem entgegenzuwirken, wird die Darstellungsweise für alle Funktionen
in beiden Formaten ermöglicht. Neben einer Anpassung aller Anzeigebildschirme
im Storyboard (vgl. Abbildung 3.13) für die Verwendung im Hochformat mussten
zusätzlich Anpassungen beim Auswahlmenü der Komponentenbewertung vorge-
nommen werden. SmartSourcer ist nun im Quer- und Hochformat des Tablet-PCs
verwendbar.
4.3.2.2. Qualitative Auswertung der Expertenbefragungen
Die qualitative Analyse der Expertenevaluation verfolgt ebenfalls die Zielsetzung,
das neu entwickelte Entscheidungsmodell und seine Implementierung umfassend
zu evaluieren und über die deskriptive Analyse hinaus Schwachstellen und Ver-
besserungspotenziale aufzudecken. Im Gegensatz zur experimentellen Evaluation
wird hierbei der Fokus auf die organisatorischen Aspekte des innovativen Arte-
fakts gelegt, so dass das Expertenwissen und die Branchenkenntnisse der Befrag-
ten entsprechend zur Geltung kommen.
Beginnend mit der organisatorischen Ebene liefern die Experteninterviews drei
nennenswerte Erkenntnisse, die sich durch die Nutzung von SmartSourcer erge-
ben. Zunächst erwähnt ein Proband, dass sich durch Verwendung des Artefakts
und der rigorosen Anwendung des darin vorkonfigurierten Entscheidungsmodells
Lerneffekte und Produktivitätssteigerungen für Mitarbeiter erzielen lassen, die
erstmalig mit Outsourcingentscheidungen konfrontiert und betraut werden. Ei-
nerseits werde dadurch eine Reduzierung von Fehlentscheidungen und anderer-
seits ein beschleunigter Entscheidungsprozess erwartet, da das Entscheidungsfeld
mit bereits vorkonfigurierten Entscheidungsgrößen direkt für die Bewertung von
Softwarekomponenten herangezogen werden könne und nicht erst in einem lang-
wierigen Prozess erstellt und getestet werden müsse.
Laut einem weiteren Probanden der Outsourcingexperten birgt das mobile EUS
die Chance, vorkonfigurierte Entscheidungsmodelle unternehmensweit einzuset-
zen, wenn sie sich nach der Durchführung von Softwareprojekten als besonders
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erfolgreich für die Unterstützung der Outsourcingentscheidung herausgestellt ha-
ben. Er macht deshalb den Verbesserungsvorschlag, dass sich die Konfiguration
des Entscheidungsmodells, das im Falle von SmartSourcer die Entscheidungs-
größen und Aggregate umfasst, speichern lasse und auf andere Installationen des
mobilen EUS übertragen und laden lasse. Eine derartige Funktionalität könne die
Entscheidungsgeschwindigkeit und die Qualität der Outsourcingentscheidungen
von Unternehmen insgesamt verbessern.
Weiterhin wird die Implementierung von SmartSourcer als Anwendung auf
Tablet-PCs mehrmals positiv erwähnt, was einerseits die wahrgenommene Be-
nutzerfreundlichkeit untermauert. Andererseits werde dadurch aber auch die Fle-
xibilität des Unternehmens beim Management und bei der Steuerung ihrer Out-
sourcingprojekte unterstützt. Der mobile Charakter des EUS mache die Entschei-
dungsfindung überall und jederzeit möglich und reduziere damit die Gefahr einer
Verzögerung bei der Durchführung administrativer Projektaufgaben.
Auf der individuellen Ebene wird dem Artefakt von einem der Experten eine
Grundlage zur Rechtfertigung getroffener Entscheidungen zugesprochen. Dies ist
gerade dann von besonderer Bedeutung, wenn ein Softwareprojekt am Ende fehl-
schlägt und nach möglichen Gründen gesucht wird. Zur eigenen Zufriedenstellung
könne man damit dann auf bewährte Entscheidungsgrößen zurückgreifen und mit
diesen argumentieren.
Ein weiterer genannter Aspekt, der die Ergonomie eines Anwenders betrifft, ist
die farbliche und grafische Anpassung der App. Dieses sehr subjektive Empfin-
den wurde von mehreren Experten angesprochen. Bekannte Bezeichnungen und
Navigationsbuttons würden dabei helfen, sich noch schneller in der Anwendung
zurechtzufinden. Daraus lassen sich zusätzliche Einstellungsoptionen als Verbes-
serungsmöglichkeit in zukünftigen Versionen von SmartSourcer ableiten.
Ebenfalls zu den individuellen Aspekten zählt die Anmerkung eines Experten,
dass ein Projektzeitstrahl in Verknüpfung mit einer stets aktuellen Anzeige des
verbrauchten Projektbudgets den Bewertungsvorgang im mobilen EUS verbes-
sern könnte. Einerseits würde der Zeitstrahl, der zur Anzeige der Restlaufzeit des
Projekts verwendet wird, damit angeben, ob noch mehr Komponenten zur Einhal-
tung des Fertigstellungstermins ausgelagert werden müssten. Andererseits wür-
de eine aktuelle Übersicht über das Restbudget die Entscheidung entsprechend
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beeinflussen, wie viele weitere Komponenten ausgelagert werden könnten. Diese
Verbesserungsvorschläge würden zwar zu einer Reduzierung der Informations-
unterversorgung bei der Entscheidung auf individueller Ebene führen, beziehen
sich allerdings primär auf das strategische Outsourcingverhalten eines Unterneh-
mens und sollten im Vorfeld der Anwendung dieses EUS geklärt sein.
Hinsichtlich informationsbezogener Aspekte liefert die qualitative Analyse Er-
kenntnisse über die Selbstreflexion. So gibt ein Befragter an, dass er einen großen
Vorteil dieser Entscheidungsunterstützung darin sieht, dass sich getroffene Ent-
scheidungen im Detail nachvollziehen lassen und dass im Falle einer Abweichung
von der eigenen Entscheidung die Unterschiede detailliert nachgeforscht werden
können. Dadurch werde die Informations- und Entscheidungsqualität verbessert.
Entscheidungen wären so verlässlicher. Eng damit verbunden ist auch die An-
merkung eines anderen Experten, dass das mobile EUS die Zurückverfolgung von
getroffenen Entscheidungen jederzeit ermögliche und so auch bei gescheiterten
Outsourcingprojekten eine Überprüfung der verwendeten Entscheidungsgrößen
und deren Bewertungen möglich sei. Dies habe den Vorteil, dass Konfigurationen
des Entscheidungsmodells besser zugänglich und durchsuchbar wären. Dadurch
lassen sich Zusammenhänge zwischen getroffenen Ausprägungen und dem Miss-
erfolg des zugehörigen Softwareprojekts ableiten.
Aus technologischer Sicht wird dem Artefakt dieser Arbeit eine hohe Benut-
zerfreundlichkeit ausgesprochen, weil sich die Ergebnisse der Entscheidungsunter-
stützung als ausführliche Übersicht am Ende der Bewertung mit ihren Begrün-
dungszusammenhängen darstellen lassen. Dies untermauert zusätzlich das Kon-
strukt der wahrgenommenen Benutzerfreundlichkeit in der deskriptiven Analyse.
Weil sich diese Übersichten laut einem der Experten optimal für die Verwen-
dung als Entscheidungsvorlage verwenden ließen, wäre eine Exportfunktion der
Ergebnisse als PDF-Dokument wünschenswert.
Weiterhin wird der integrative Charakter des mobilen EUS in bestehende Sys-
temlandschaften und Kollaborationsplattformen mehrfach goutiert. Eine Nut-
zung von SmartSourcer wäre aufgrund der guten Softwarekompatibilität pro-
blemlos in bestehenden Softwareentwicklungsumgebungen möglich.
Aus systemischer Sicht werden in den Interviews weder von den Experten noch
von den Teilnehmern der experimentellen Evaluation kritische oder verbessernde
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Bemerkungen gemacht. Eine weitere zwischengelagerte und an die Expertenstudie
anknüpfende Konstruktionsphase zur Implementierung der Exportfunktionalität
als PDF und Korrektur kleinerer Fehler im Design und in der Funktionalität der
App wird nach Auswertung der Studienergebnisse eingeschoben, um den iterati-
ven Prozesscharakter der Design Science weiter hervorzuheben.
4.4. Zusammenfassung
In diesem Kapitel wurde die Evaluation des Systems zur Entscheidungsunter-
stützung in der komponentenbasierten Softwareentwicklung im Rahmen des kon-
struktionswissenschaftlichen Forschungsparadigmas durchgeführt. Dafür wurden
zunächst der Hintergrund der Evaluation und die unterschiedlichen Ausprägungen
der Ansätze zur Durchführung diskutiert und dabei die künstliche und naturalis-
tische Evaluation ex post als geeignet für diese Arbeit identifiziert.
Das in dieser Arbeit herangezogene Bewertungsmodell ist das Technologieak-
zeptanzmodell. Dadurch wurde ein Bezugsrahmen geschaffen und mit der die
Messung der Implementierungsqualität und der Qualität des Entscheidungsmo-
dells verknüpft. Die Datenerhebung wurde im Rahmen eines Studentenexperi-
ments und einer Expertenbefragung durchgeführt. Anschließend wurden die Er-
gebnisse deskriptiv und qualitativ ausgewertet.
In der deskriptiven Analyse konnte gezeigt werden, dass sowohl die wahrge-
nommene Benutzerfreundlichkeit als auch die wahrgenommene Nützlichkeit si-
gnifikant mit der Nutzungsbereitschaft korrelieren. Es konnte für alle Konstrukte
des Bewertungsmodells eine hohe bis sehr hohe Ausprägung erzielt werden und
damit die Nützlichkeit und Nutzbarkeit von SmartSourcer bestätigt werden. Die
Ergebnisse der deskriptiven Analyse wurden durch eine qualitative Analyse un-
termauert, indem die Vorteilhaftigkeit von SmartSourcer unter organisatorischen,
individuellen, informationsbezogenen und technologischen Aspekten beleuchtet
wurde. Hierbei konnten wertvolle Verbesserungsvorschläge für zukünftige Wei-
terentwicklungen des mobilen EUS gewonnen werden.

5. Zusammenfassung und Ausblick
In diesem Kapitel werden die Ergebnisse dieser Arbeit zusammengefasst. Zu-
nächst wird daher der Forschungsbeitrag erläutert, den diese Arbeit liefert, bevor
ein Ausblick auf eine mögliche zukünftige Weiterentwicklung des Entscheidungs-
modells und seiner Instanziierung unter Berücksichtigung der Limitationen das
letzte Kapitel abrundet.
5.1. Forschungsbeitrag
Der Forschungsbeitrag dieser konstruktionswissenschaftlichen Arbeit lässt sich
einerseits zusammenfassend hinsichtlich der Zielsetzung und andererseits parti-
kular entlang der formulierten Forschungsziele (vgl. Kap. 1.2) beschreiben. In der
Design Science werden durch die Gestaltung und Anwendung sowie das Testen
von neuen Artefakten Erkenntnisse und Wissen über ein abgegrenztes Problem-
feld erlangt. Vor diesem Hintergrund werden innovative Artefakte angestrebt, die
einen klaren und belegbaren Forschungsbeitrag für das Design von Artefakten,
für das Design von Grundlagenwissen oder das Design von Methodologien leisten
(Hevner et al., 2004). Diesbezüglich wird im weiteren Verlauf dieses Abschnitts
der Forschungsbeitrag dieser Arbeit entlang der beiden einleitend genannten Per-
spektiven erörtert.
Der bedeutendste Beitrag dieser Arbeit ist der Neuigkeitsgrad des Ansatzes
zur Unterstützung von Outsourcingentscheidungen unter Berücksichtigung tech-
nischer Eigenschaften eines Softwareprodukts. Diese Arbeit ist daher nach Kennt-
nissen ihres Verfassers die erste ihrer Art, die einen Beitrag zur Auslagerung kon-
kreter technischer Artefakte in der Form von Softwarekomponenten in Software-
entwicklungsprojekten leistet. Das neu entworfene Entscheidungsmodell trägt in
Kombination mit der prototypischen Umsetzung des Modells als Softwarewerk-
zeug wesentlich zur Entscheidung bei, ob eine Komponente selbst entwickelt oder
fremdbezogen wird. Outsourcingentscheidungen müssen daher nicht mehr nur als
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„Bauchentscheidungen“ getroffen werden, sondern lassen sich im Vorfeld struk-
turieren und mit dem vorgestellten Ansatz systematischer und umfassender ent-
scheiden.
Der zweite wesentliche Beitrag im Rahmen dieser Forschung ist die Entwicklung
eines normativen Entscheidungsmodells zur Durchführung von Outsourcingent-
scheidungen in Softwareentwicklungsprojekten. Es wird damit ein Konzept ge-
schaffen, das es erlaubt, anerkannte Entscheidungskriterien für die Bewertung
von Softwarekomponenten heranzuziehen und damit deren Eignung für das Out-
sourcing zu bewerten. Da bislang nur wenige wissenschaftliche Beiträge verfasst
wurden, die normative Modelle für das Outsourcing von Informationssystemen
entwickelt haben, sondern vielmehr die Zusammenhänge im IT-Outsourcing de-
skriptiv und explikativ erforscht wurden, ist das Entscheidungsmodell dieser Ar-
beit eine substantielle Ergänzung des Wissensfundus des IT-Outsourcings, der
zudem technisch implementiert und umfassend validiert wurde.
Unter Berücksichtigung der Forschungsziele (vgl. Kap. 1.2) können weitere Bei-
träge genannt werden, die diese Arbeit leistet. Für die Herleitung und Entwick-
lung eines Entscheidungsmodells für das Outsourcing von Softwarekomponenten
im Softwareentwicklungsprozess, also das erste Forschungsziel dieser Arbeit (Z1),
wurden verschiedene theoretische Ansätze verwendet, um das Entscheidungsmo-
dell auf einer dreidimensionalen Basis aufzubauen.
Die erste Dimension, die strukturellen Eigenschaften von Softwarekomponen-
ten, wurde aus der Systemtheorie heraus entwickelt. Aus ihr konnten die Entschei-
dungskriterien Kohäsion und Kopplung von Softwaremodulen als relevant für das
Modell abgeleitet werden, da sie aus technischer Sicht spezifische Eigenschaften
für den modularen Aufbau bei der Entwicklung komplexer Systeme darstellen
(vgl. Kap. 3.2.1.1).
Zur Bestimmung der Prozessmerkmale der Entwicklung von Softwarekompo-
nenten als zweite Dimension des Entscheidungsmodells wurde die Transaktions-
kostentheorie herangezogen. Auf deren Basis konnten spezielle Entscheidungs-
merkmale zur Bewertung des Erstellungsprozesses von Softwarekomponenten, die
von unterschiedlichen Herstellern, von unterschiedlichen Teams oder an verteilten
Standorten entwickelt werden, identifiziert werden (vgl. Kap. 3.1). Als Resultat
fließen u.a. Merkmale wie die Kommunikationsintensität für die Abstimmung mit
5.1. Forschungsbeitrag 199
dem Auftraggeber der Software, der erwartete Abstimmungsaufwand zwischen
den Entwicklern einzelner Komponenten oder der Integrationsaufwand nach Fer-
tigstellung einzelner Teile des Softwareprodukts mit in den Entscheidungsprozess
ein (vgl. Kap. 3.2.1.2).
Als dritte und letzte Dimension des Entscheidungsmodells wurden Wissens-
merkmale von Softwarekomponenten aus Sicht der ressourcenbasierten Sichtweise
von Unternehmen sowie der Transaktionskostentheorie (vgl. Kap. 3.2.1.3) erar-
beitet. Diese Merkmale ermöglichen im Entscheidungsmodell die Bewertung, in
welchem Ausmaß spezifisches Wissen, besondere Fähigkeiten und Fertigkeiten
oder auch spezielle Kenntnisse erforderlich sind, um eine Softwarekomponente
entwickeln zu können. Zu diesen Kriterien zählen z.B. die geschäftsprozessbezo-
gene, die funktionale und die technische Spezifität oder auch die Sensitivität von
Test- und Nutzungsdaten (vgl. Kap. 3.2.1.3).
Weiterhin ist es in dieser Arbeit gelungen, das Entscheidungsmodell so zu ent-
wickeln und zu gestalten, dass es sich in bestehende Prozessmodelle der Soft-
wareentwicklung integrieren lässt. Der Zeitpunkt der Entscheidung wird dabei
der Implementierungsphase vorangestellt. Die Implementierung selbst wird dann
in zwei alternative Pfade aufgeteilt, in denen Softwarekomponenten intern ent-
wickelt oder von einem externen Zulieferer umgesetzt werden. Diese Form der
einfachen Integration (vgl. Kap. 2.4.3.1) lässt sich gleichermaßen auf weitere Pro-
zessmodelle übertragen.
Hinsichtlich der Instanziierung des Entscheidungsmodells (Forschungsziel Z2)
liefert diese Arbeit die Umsetzung des neu entwickelten Entscheidungsmodells
in ein nützliches und nutzbares Softwarewerkzeug in Form eines mobilen EUS
auf dem Stand der Technik (vgl. Kap. 3.3). Die konzeptionellen Anforderungen
des Entscheidungsmodells wurden dafür in eine Systemarchitektur überführt, die
einerseits den mobilen Charakter des neuen EUS mit dem Namen SmartSourcer
hervorhebt und sich andererseits nahtlos in bestehende Systemlandschaften von
Softwareunternehmen integrieren lässt, ohne dass erhebliche Änderungen an der
Kollaborationsinfrastruktur vorgenommen werden müssen (vgl. Kapitel 3.3.1).
Zusätzlich ermöglicht die Einbindung der SODA-Methode in das Softwarewerk-
zeug SmartSourcer die vereinfachte Anwendung des Entscheidungsmodells. In
diesem Fall ist keine a priori spezifizierte Softwarearchitektur des zu erstellen-
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den Softwareprodukts erforderlich, um die strukturellen Eigenschaften von Soft-
warekomponenten durch das Entscheidungsmodell zu evaluieren. Vielmehr wird
hierbei auf eine bereits existierende Menge von Anforderungen und der Verknüp-
fungen ihrer Elemente zurückgegriffen. Mithilfe graphentheoretischer Analyseme-
thoden ist es möglich, automatisiert die strukturellen Entscheidungskriterien von
Softwarekomponenten zu evaluieren, um kohärente Gruppen von Anforderungen
zu betrachten. Im Falle einer spezifizierten Softwarearchitektur lassen sich die
Resultate dann weiter verfeinern. Dem Anwender wird dadurch eine Möglichkeit
gegeben, einen Teil der Entscheidungskriterien durch SmartSourcer automatisch
evaluieren zu lassen.
Die Ergebnisse zum dritten Forschungsziel (Z3) dieser Arbeit liefern im kon-
struktionswissenschaftlichen Sinne schließlich den konkreten Nachweis der Nütz-
lichkeit und Nutzbarkeit des Entscheidungsmodells und des Prototyps in expe-
rimenteller Umgebung. Im Rahmen einer künstlichen Evaluation mit Studenten
und einer naturalistischen Evaluation mit Outsourcingexperten wird das Artefakt
SmartSourcer positiv bewertet. Konkret wird über die Nützlichkeit nachgewiesen,
dass sowohl die Entscheidungskriterien als auch die Entscheidungslogik vorteil-
haft für das Treffen von Outsourcingentscheidungen über Softwarekomponenten
im Softwareentwicklungsprozess sind. Die Ergebnisse der Evaluation legen eben-
falls offen, dass ein signifikanter Zusammenhang sowohl zwischen der Nutzbarkeit
des Softwarewerkzeugs und der Nutzungsbereitschaft von SmartSourcer als auch
zwischen der Nützlichkeit und der Nutzungsbereitschaft von SmartSourcer be-
steht (vgl. Kap. 4.3).
5.2. Limitationen und Ausblick
In diesem Abschnitt werden die Einschränkungen, denen diese Forschungsarbeit
unterliegt, aufgezeigt und diskutiert. Dafür werden konzeptionelle, methodische
und technische Limitationen in Bezug auf die einzelnen Forschungsziele (vgl.
Kap. 1.2) erläutert. Schließlich wird unter Berücksichtigung dieser Einschrän-
kungen jeweils ein Ausblick auf mögliche Weiterentwicklungen des bearbeiteten
Themas gegeben.
Für die Entwicklung des Entscheidungsmodells dieser Arbeit und dessen Logik
(Z1) wurden unterschiedliche Entscheidungsverfahren evaluiert und ihre Taug-
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lichkeit für die Anwendung im Outsourcing von Softwarekomponenten überprüft
(vgl. Kap. 2.2.1.3). Als passende Verfahren hierfür haben sich die Methoden der
multikriteriellen Verfahren erwiesen und wurden entsprechend ausgewählt. Aller-
dings unterstellen diese Methoden eine Entscheidungsfindung unter Sicherheit, so
dass für jede Handlungsalternative sämtliche Konsequenzen bekannt sind. Dies
trifft für das Entscheidungsmodell dieser Arbeit nur bedingt zu. Sicherlich sind
die Konsequenzen einzelner Entscheidungen für eine einzelne Softwarekomponen-
te bekannt. Sie wird entweder intern entwickelt oder von extern zugeliefert. Aller-
dings finden diese Entscheidungen stets unter Unsicherheit statt, weil keinesfalls
die Konsequenzen des Outsourcingmix bekannt sind, also wie sich das Gesamtpro-
dukt entwickelt, wenn die Implementierung der Komponenten entsprechend des
neuen Entscheidungsmodells verteilt wird. Zukünftige Forschungsarbeiten könn-
ten daher weitere Entscheidungsverfahren auswählen und diese mit der Nützlich-
keit des in dieser Arbeit entwickelten Modells vergleichen. Alternativ würde eine
Weiterentwicklung von SmartSourcer zu einem Werkzeug, das Gruppenentschei-
dungen ermöglicht, dazu beitragen, dass die Standardabweichungen der Einzel-
bewertungen dafür genutzt werden könnten, um eine Entscheidung unter Risiko
zu betrachten.
Eine weitere Limitation stellt die praxeologisch-konzeptionelle Integration der
theoretischen Konzepte in das Entscheidungsmodell dar. Anstatt einer stringen-
ten theoretischen Herleitung der Kriterien wurde eine unmittelbar für die prakti-
sche Verwendung geeignete Ableitung von Entscheidungskriterien gewählt. Denn
dieser Ansatz macht es möglich, dass die Kriterien direkt in die Implementierung
des Prototyps übernommen werden können und ohne weitere Bearbeitung (Um-
formulierung) für Praktiker verwendbar und verständlich sind. Nichtsdestotrotz
dient diese Arbeit als Ausgangsbasis für die Einbindung zusätzlicher Theorien
und die stringentere Herleitung von weiteren Entscheidungskriterien in zukünfti-
gen Arbeiten.
Bei der prototypischen Umsetzung des Entscheidungsmodells (Z2) wurde die
Instanziierung ausschließlich als native Anwendung für das iOS-Betriebssystem
entwickelt. Die Anwendung ist daher auf sämtlichen iPads neuerer Generationen
lauffähig, kann in seiner aktuellen Version aber nicht mit den Tablet-PCs anderer
Hersteller verwendet werden. Da es sich bei diesem System um einen Prototyp zur
Konzeptdemonstration handelt, wurde dieses Vorgehen als ausreichend erachtet.
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Bei einer Weiterentwicklung des mobilen EUS für den produktiven Einsatz ist
es daher empfehlenswert, die Implementierung auf die Betriebssysteme mobiler
Tablet-PCs auszuweiten, die am meisten Verwendung finden.
Gleichermaßen wurde die Entwicklung des Proxyservers zum Zweck der Kon-
zeptdemonstration ausschließlich für den Zugriff auf die Kollaborationsplattform
CodeBeamer1 konzipiert und umgesetzt. Eine situationsbedingte Erweiterung auf
zusätzliche Plattformen (wie in Kap. 3.3.1.2 vorgestellt) wird bei einer Weiter-
entwicklung von SmartSourcer ebenfalls empfohlen.
Hinsichtlich der Evaluation des Modells und seiner Instanziierung (Z3) müssen
weitere Einschränkungen beachtet werden. Die Bewertung des Artefakts konnte in
dieser Arbeit nur teilweise und in einem begrenzten Umfang in seiner natürlichen
Umgebung mit realen Anwendern durchgeführt werden. Die gewählte Evaluati-
onsstrategie ermöglichte es zwar, reale Anwender zu befragen, allerdings konnte
die Verwendung des Systems nur in einer künstlichen Umgebung und nicht in
einem Feldtest getestet werden. Dabei wurden ausschließlich hypothetische Auf-
gaben verwendet, die für eine realitätsgetreue Anwendung des Entscheidungs-
modells und seiner Instanziierung trotz experimenteller Evaluationsumgebung
sorgen sollten (vgl. Kap. 4.2.3).
Abschließend ist die Aussagekraft der Methoden der deskriptiven und induk-
tiven Statistik in der Evaluation dieser Arbeit zu nennen. Obwohl mit diesen
statistischen Verfahren signifikante Zusammenhänge zwischen den Konstrukten
innerhalb des Bewertungsmodells nachgewiesen werden konnten, ist die Aussage-
kraft dieser Ergebnisse aufgrund der überschaubaren Stichprobengröße (Anzahl
der Evaluationsteilnehmer) relativ gering (vgl. Kap. 4.3.1). Dies gilt ebenfalls
für die Aussagekraft des t-Tests in Tab. I.2, also den Vergleich der beiden Eva-
luationsgruppen. Aus diesem Grund wurde die quantitative Analyse durch eine
qualitative Bewertung ergänzt. Ergänzende Forschungsarbeiten könnten durch
Einbindung weiterer Studienteilnehmer und der Durchführung einer Feldstudie,
bei der das mobile EUS in einem realen Softwareentwicklungsprojekt eingesetzt
und bewertet wird, den naturalistischen Charakter dieser Evaluation untermau-
ern und damit dem Entscheidungsmodell und dessen Instanziierung weitere Plau-
sibilität zusprechen.
1 http://intland.com/ (abgerufen am 01.12.2014)
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Trotz der genannten Limitationen wird in dieser Arbeit ein innovatives Arte-
fakt für die Entscheidungsunterstützung beim Outsourcing von Softwarekompo-
nenten entwickelt und bereitgestellt. Das Artefakt besteht einerseits aus einem
normativen Entscheidungsmodell und der dazugehörigen Entscheidungslogik zur
Bewertung sämtlicher Komponenten eines Softwareentwicklungsprojekts. Die aus
der Theorie hergeleiteten und im Modell berücksichtigten Entscheidungskrite-
rien stellen zusammen mit der Entscheidungslogik ein neuartiges Konzept dar,
das erstmalig technische Eigenschaften eines Softwareprodukts in die Outsour-
cingentscheidung mit einbezieht. Andererseits umfasst das Artefakt sowohl die
Implementierung als auch Validierung des Entscheidungsmodells.
Insgesamt wird mit SmartSourcer ein praktikabler Ansatz sowie ein innovatives
Softwarewerkzeug für Outsourcingmanager geschaffen, um ihnen eine strukturier-
te Herangehensweise und eine systematische Entscheidungsfindung bei der Klas-
sifikation von Softwarekomponenten für das IT-Outsourcing zu ermöglichen. Eine
positive Evaluation bestätigt die Qualität sowohl des Entscheidungsmodells als
auch der Implementierung und unterstreicht damit die Nützlichkeit und Nutz-
barkeit von SmartSourcer zum Treffen von Outsourcingentscheidungen in der
Softwareentwicklung.

A. Entscheidungstabelle für die strukturellen
Eigenschaften einer Komponente in Bezug
auf das Softwareprodukt
Die verwendeten Abkürzungen sind wie folgt definiert:
Ei Entscheidungsgröße i (vgl. Tabelle 3.3)
L1 Lösungsalternative Hoher strukturspezifischer Einfluss
L2 Lösungsalternative Mittlerer strukturspezifischer Einfluss
L3 Lösungsalternative Niedriger strukturspezifischer Einfluss
Rj Regel j als Ausprägungsvektor der Entscheidungsgrößen
H / M / L hoch / mittel / niedrig
R1 R2 R3 R4 R5 R6 R7 R8 R9
E1 Kohäsion H H H M M M L L L
E2 Kopplung L M H L M H L M H
L1 Hohe Spezifität X X X
L2 Mittlere Spezifität X X X
L3 Niedrige Spezifität X X X

B. Entscheidungstabelle für die
Prozesssmerkmale der Entwicklung von
Softwarekomponenten
Die nachfolgende Tabelle wurde aus Darstellungsgründen im Vergleich zu Ta-
belle 3.6 transponiert. Weiterhin sind die verwendeten Abkürzungen wie folgt
definiert:
Ei Entscheidungsgröße i (vgl. Tabelle 3.3)
L1 Lösungsalternative Hoher prozessspezifischer Einfluss
L2 Lösungsalternative Mittlerer prozessspezifischer Einfluss
L3 Lösungsalternative Niedriger prozessspezifischer Einfluss
Rj Regel j als Ausprägungsvektor der Entscheidungsgrößen
H / M / L hoch / mittel / niedrig
E3 E4 E5 E6 E7 L1 L2 L3
R1 H H H H H X
R2 H H H H M X
R3 H H H H L X
R4 H H H M H X
R5 H H H M M X
R6 H H H M L X
R7 H H H L H X
R8 H H H L M X
R9 H H H L L X
R10 H H M H H X
R11 H H M H M X
R12 H H M H L X
R13 H H M M H X
R14 H H M M M X
R15 H H M M L X
R16 H H M L H X
R17 H H M L M X
R18 H H M L L X
R19 H H L H H X
R20 H H L H M X
R21 H H L H L X
R22 H H L M H X
R23 H H L M M X
R24 H H L M L X
R25 H H L L H X
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E3 E4 E5 E6 E7 L1 L2 L3
R26 H H L L M X
R27 H H L L L X
R28 H M H H H X
R29 H M H H M X
R30 H M H H L X
R31 H M H M H X
R32 H M H M M X
R33 H M H M L X
R34 H M H L H X
R35 H M H L M X
R36 H M H L L X
R37 H M M H H X
R38 H M M H M X
R39 H M M H L X
R40 H M M M H X
R41 H M M M M X
R42 H M M M L X
R43 H M M L H X
R44 H M M L M X
R45 H M M L L X
R46 H M L H H X
R47 H M L H M X
R48 H M L H L X
R49 H M L M H X
R50 H M L M M X
R51 H M L M L X
R52 H M L L H X
R53 H M L L M X
R54 H M L L L X
R55 H L H H H X
R56 H L H H M X
R57 H L H H L X
R58 H L H M H X
R59 H L H M M X
R60 H L H M L X
R61 H L H L H X
R62 H L H L M X
R63 H L H L L X
R64 H L M H H X
R65 H L M H M X
R66 H L M H L X
R67 H L M M H X
R68 H L M M M X
R69 H L M M L X
R70 H L M L H X
R71 H L M L M X
R72 H L M L L X
R73 H L L H H X
R74 H L L H M X
R75 H L L H L X
R76 H L L M H X
R77 H L L M M X
R78 H L L M L X
R79 H L L L H X
R80 H L L L M X
R81 H L L L L X
R82 M H H H H X
R83 M H H H M X
R84 M H H H L X
R85 M H H M H X
R86 M H H M M X
R87 M H H M L X
R88 M H H L H X
R89 M H H L M X
R90 M H H L L X
R91 M H M H H X
B. Entscheidungstabelle für die Prozesssmerkmale 209
E3 E4 E5 E6 E7 L1 L2 L3
R92 M H M H M X
R93 M H M H L X
R94 M H M M H X
R95 M H M M M X
R96 M H M M L X
R97 M H M L H X
R98 M H M L M X
R99 M H M L L X
R100 M H L H H X
R101 M H L H M X
R102 M H L H L X
R103 M H L M H X
R104 M H L M M X
R105 M H L M L X
R106 M H L L H X
R107 M H L L M X
R108 M H L L L X
R109 M M H H H X
R110 M M H H M X
R111 M M H H L X
R112 M M H M H X
R113 M M H M M X
R114 M M H M L X
R115 M M H L H X
R116 M M H L M X
R117 M M H L L X
R118 M M M H H X
R119 M M M H M X
R120 M M M H L X
R121 M M M M H X
R122 M M M M M X
R123 M M M M L X
R124 M M M L H X
R125 M M M L M X
R126 M M M L L X
R127 M M L H H X
R128 M M L H M X
R129 M M L H L X
R130 M M L M H X
R131 M M L M M X
R132 M M L M L X
R133 M M L L H X
R134 M M L L M X
R135 M M L L L X
R136 M L H H H X
R137 M L H H M X
R138 M L H H L X
R139 M L H M H X
R140 M L H M M X
R141 M L H M L X
R142 M L H L H X
R143 M L H L M X
R144 M L H L L X
R145 M L M H H X
R146 M L M H M X
R147 M L M H L X
R148 M L M M H X
R149 M L M M M X
R150 M L M M L X
R151 M L M L H X
R152 M L M L M X
R153 M L M L L X
R154 M L L H H X
R155 M L L H M X
R156 M L L H L X
R157 M L L M H X
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E3 E4 E5 E6 E7 L1 L2 L3
R158 M L L M M X
R159 M L L M L X
R160 M L L L H X
R161 M L L L M X
R162 M L L L L X
R163 L H H H H X
R164 L H H H M X
R165 L H H H L X
R166 L H H M H X
R167 L H H M M X
R168 L H H M L X
R169 L H H L H X
R170 L H H L M X
R171 L H H L L X
R172 L H M H H X
R173 L H M H M X
R174 L H M H L X
R175 L H M M H X
R176 L H M M M X
R177 L H M M L X
R178 L H M L H X
R179 L H M L M X
R180 L H M L L X
R181 L H L H H X
R182 L H L H M X
R183 L H L H L X
R184 L H L M H X
R185 L H L M M X
R186 L H L M L X
R187 L H L L H X
R188 L H L L M X
R189 L H L L L X
R190 L M H H H X
R191 L M H H M X
R192 L M H H L X
R193 L M H M H X
R194 L M H M M X
R195 L M H M L X
R196 L M H L H X
R197 L M H L M X
R198 L M H L L X
R199 L M M H H X
R200 L M M H M X
R201 L M M H L X
R202 L M M M H X
R203 L M M M M X
R204 L M M M L X
R205 L M M L H X
R206 L M M L M X
R207 L M M L L X
R208 L M L H H X
R209 L M L H M X
R210 L M L H L X
R211 L M L M H X
R212 L M L M M X
R213 L M L M L X
R214 L M L L H X
R215 L M L L M X
R216 L M L L L X
R217 L L H H H X
R218 L L H H M X
R219 L L H H L X
R220 L L H M H X
R221 L L H M M X
R222 L L H M L X
R223 L L H L H X
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E3 E4 E5 E6 E7 L1 L2 L3
R224 L L H L M X
R225 L L H L L X
R226 L L M H H X
R227 L L M H M X
R228 L L M H L X
R229 L L M M H X
R230 L L M M M X
R231 L L M M L X
R232 L L M L H X
R233 L L M L M X
R234 L L M L L X
R235 L L L H H X
R236 L L L H M X
R237 L L L H L X
R238 L L L M H X
R239 L L L M M X
R240 L L L M L X
R241 L L L L H X
R242 L L L L M X
R243 L L L L L X

C. Entscheidungstabelle für die
Wissensmerkmale von Softwarekomponenten
Die nachfolgende Tabelle wurde aus Darstellungsgründen im Vergleich zu Ta-
belle 3.6 transponiert. Weiterhin sind die verwendeten Abkürzungen wie folgt
definiert:
Ei Entscheidungsgröße i (vgl. Tabelle 3.4)
L1 Lösungsalternative Hoher wissensspezifischer Einfluss
L2 Lösungsalternative Mittlerer wissensspezifischer Einfluss
L3 Lösungsalternative Niedriger wissensspezifischer Einfluss
Rj Regel j als Ausprägungsvektor der Entscheidungsgrößen
H / M / L hoch / mittel / niedrig
E8 E9 E10 E11 E12 L1 L2 L3
R1 H H H H H X
R2 H H H H M X
R3 H H H H L X
R4 H H H M H X
R5 H H H M M X
R6 H H H M L X
R7 H H H L H X
R8 H H H L M X
R9 H H H L L X
R10 H H M H H X
R11 H H M H M X
R12 H H M H L X
R13 H H M M H X
R14 H H M M M X
R15 H H M M L X
R16 H H M L H X
R17 H H M L M X
R18 H H M L L X
R19 H H L H H X
R20 H H L H M X
R21 H H L H L X
R22 H H L M H X
R23 H H L M M X
R24 H H L M L X
R25 H H L L H X
R26 H H L L M X
R27 H H L L L X
R28 H M H H H X
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E3 E4 E5 E6 E7 L1 L2 L3
R29 H M H H M X
R30 H M H H L X
R31 H M H M H X
R32 H M H M M X
R33 H M H M L X
R34 H M H L H X
R35 H M H L M X
R36 H M H L L X
R37 H M M H H X
R38 H M M H M X
R39 H M M H L X
R40 H M M M H X
R41 H M M M M X
R42 H M M M L X
R43 H M M L H X
R44 H M M L M X
R45 H M M L L X
R46 H M L H H X
R47 H M L H M X
R48 H M L H L X
R49 H M L M H X
R50 H M L M M X
R51 H M L M L X
R52 H M L L H X
R53 H M L L M X
R54 H M L L L X
R55 H L H H H X
R56 H L H H M X
R57 H L H H L X
R58 H L H M H X
R59 H L H M M X
R60 H L H M L X
R61 H L H L H X
R62 H L H L M X
R63 H L H L L X
R64 H L M H H X
R65 H L M H M X
R66 H L M H L X
R67 H L M M H X
R68 H L M M M X
R69 H L M M L X
R70 H L M L H X
R71 H L M L M X
R72 H L M L L X
R73 H L L H H X
R74 H L L H M X
R75 H L L H L X
R76 H L L M H X
R77 H L L M M X
R78 H L L M L X
R79 H L L L H X
R80 H L L L M X
R81 H L L L L X
R82 M H H H H X
R83 M H H H M X
R84 M H H H L X
R85 M H H M H X
R86 M H H M M X
R87 M H H M L X
R88 M H H L H X
R89 M H H L M X
R90 M H H L L X
R91 M H M H H X
R92 M H M H M X
R93 M H M H L X
R94 M H M M H X
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R95 M H M M M X
R96 M H M M L X
R97 M H M L H X
R98 M H M L M X
R99 M H M L L X
R100 M H L H H X
R101 M H L H M X
R102 M H L H L X
R103 M H L M H X
R104 M H L M M X
R105 M H L M L X
R106 M H L L H X
R107 M H L L M X
R108 M H L L L X
R109 M M H H H X
R110 M M H H M X
R111 M M H H L X
R112 M M H M H X
R113 M M H M M X
R114 M M H M L X
R115 M M H L H X
R116 M M H L M X
R117 M M H L L X
R118 M M M H H X
R119 M M M H M X
R120 M M M H L X
R121 M M M M H X
R122 M M M M M X
R123 M M M M L X
R124 M M M L H X
R125 M M M L M X
R126 M M M L L X
R127 M M L H H X
R128 M M L H M X
R129 M M L H L X
R130 M M L M H X
R131 M M L M M X
R132 M M L M L X
R133 M M L L H X
R134 M M L L M X
R135 M M L L L X
R136 M L H H H X
R137 M L H H M X
R138 M L H H L X
R139 M L H M H X
R140 M L H M M X
R141 M L H M L X
R142 M L H L H X
R143 M L H L M X
R144 M L H L L X
R145 M L M H H X
R146 M L M H M X
R147 M L M H L X
R148 M L M M H X
R149 M L M M M X
R150 M L M M L X
R151 M L M L H X
R152 M L M L M X
R153 M L M L L X
R154 M L L H H X
R155 M L L H M X
R156 M L L H L X
R157 M L L M H X
R158 M L L M M X
R159 M L L M L X
R160 M L L L H X
216 C. Entscheidungstabelle für die Wissensmerkmale
E3 E4 E5 E6 E7 L1 L2 L3
R161 M L L L M X
R162 M L L L L X
R163 L H H H H X
R164 L H H H M X
R165 L H H H L X
R166 L H H M H X
R167 L H H M M X
R168 L H H M L X
R169 L H H L H X
R170 L H H L M X
R171 L H H L L X
R172 L H M H H X
R173 L H M H M X
R174 L H M H L X
R175 L H M M H X
R176 L H M M M X
R177 L H M M L X
R178 L H M L H X
R179 L H M L M X
R180 L H M L L X
R181 L H L H H X
R182 L H L H M X
R183 L H L H L X
R184 L H L M H X
R185 L H L M M X
R186 L H L M L X
R187 L H L L H X
R188 L H L L M X
R189 L H L L L X
R190 L M H H H X
R191 L M H H M X
R192 L M H H L X
R193 L M H M H X
R194 L M H M M X
R195 L M H M L X
R196 L M H L H X
R197 L M H L M X
R198 L M H L L X
R199 L M M H H X
R200 L M M H M X
R201 L M M H L X
R202 L M M M H X
R203 L M M M M X
R204 L M M M L X
R205 L M M L H X
R206 L M M L M X
R207 L M M L L X
R208 L M L H H X
R209 L M L H M X
R210 L M L H L X
R211 L M L M H X
R212 L M L M M X
R213 L M L M L X
R214 L M L L H X
R215 L M L L M X
R216 L M L L L X
R217 L L H H H X
R218 L L H H M X
R219 L L H H L X
R220 L L H M H X
R221 L L H M M X
R222 L L H M L X
R223 L L H L H X
R224 L L H L M X
R225 L L H L L X
R226 L L M H H X
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E3 E4 E5 E6 E7 L1 L2 L3
R227 L L M H M X
R228 L L M H L X
R229 L L M M H X
R230 L L M M M X
R231 L L M M L X
R232 L L M L H X
R233 L L M L M X
R234 L L M L L X
R235 L L L H H X
R236 L L L H M X
R237 L L L H L X
R238 L L L M H X
R239 L L L M M X
R240 L L L M L X
R241 L L L L H X
R242 L L L L M X
R243 L L L L L X

D. Entscheidungstabelle für das
Outsourcingpotenzial
Die nachfolgende Tabelle wurde aus Darstellungsgründen im Vergleich zu Ta-
belle 3.6 transponiert. Weiterhin sind die verwendeten Abkürzungen wie folgt
definiert:
A1 Aggregat der strukturellen Eigenschaften einer Komponente in Bezug auf das
Softwareprodukt (vgl. Tabelle 3.6)
A2 Aggregat der Prozessmerkmale der Entwicklung einer Komponente (vgl. An-
hang B)
A3 Aggregat der Wissensmerkmale einer Komponente (vgl. Anhang C)
L1 Lösungsalternative Hohes Outsourcingpotenzial
L2 Lösungsalternative Mittleres Outsourcingpotenzial
L3 Lösungsalternative Niedriges Outsourcingpotenzial
Ri Regel i als Ausprägungsvektor der Entscheidungsgrößen
H / M / L hoch / mittel / niedrig
A1 A2 A3 L1 L2 L3
R1 H H H X
R2 H H M X
R3 H H L X
R4 H M H X
R5 H M M X
R6 H M L X
R7 H L H X
R8 H L M X
R9 H L L X
R10 M H H X
R11 M H M X
R12 M H L X
R13 M M H X
R14 M M M X
R15 M M L X
R16 M L H X
R17 M L M X
R18 M L L X
R19 L H H X
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A1 A2 A3 L1 L2 L3
R20 L H M X
R21 L H L X
R22 L M H X
R23 L M M X
R24 L M L X
R25 L L H X
R26 L L M X
R27 L L L X
E. Beispielcode der mobilen App
Methode zur Instanziierung des Models
1 /∗ Method that i n i t i a l i z e s the p r o j e c t model
2 ∗ I t downloads a l l in fo rmat ion about a p r o j e c t
3 ∗ i n c l ud ing i t s components from the webserv ice
4 ∗/
5
6 − (void ) i n i t i a l i z eP r o j e c tMod e l
7 {
8 // bu i ld p r o j e c t Model
9 NSArray ∗ p ro j e c t = [ s e l f . platformModel g e tS e l e c t edPro j e c t ] ;
10 s e l f . projectModel = [ [ ProjectModel a l l o c ] in i tWithProject ID : [
p r o j e c t objectAtIndex : 0 ] useSoda :YES ] ;
11 // s e l f . projectModel = [ [ ProjectModel a l l o c ] in i tWithProject ID : [
p r o j e c t objectAtIndex : 0 ] ] ;
12 s e l f . p r o j e c t I n f o = [ s e l f . projectModel ge tPro j e c t In foArray ] ;
13 }
Generierung des PDF-Reports
1 /∗ Method that gene ra t e s the pdf r epor t
2 ∗ i n c l ud ing a l l r e s u l t s
3 ∗/
4
5 − (void ) generatePdfWithFi lePath : ( NSString ∗) t h e f i l ePa th
6 {
7 UIGraphicsBeginPDFContextToFile ( the f i l ePa th , CGRectZero , n i l ) ;
8
9 s e l f . currentPage = 0 ;
10
11 i f ( s e l f . currentPage == 0) {
12 //draw overview over out sourc ing recommendations
13 [ s e l f drawOverview ] ;
14 }
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15
16 for (NSArray ∗ category in s e l f . r e su l tAr ray ) {
17 for (Component ∗currComponent in category ) {
18 [ s e l f drawComponentExplanationForComponent : currComponent ] ;
19 }}
20 //draw overview tab l e
21 [ s e l f drawOverViewTable ] ;
22 // Close the PDF context and wr i t e the content s out .
23 UIGraphicsEndPDFContext ( ) ;
24 }
Algorithmus zur Berechnung von Kopplung und Kohäsion
1 //
2 // SODAFunctions .m
3 // SmartSourcer
4
5 #import " SODAFunctions . h "
6 #import "GraphEdge . h "
7 #import "GraphNode . h "




12 /∗ c a l c u l a t e s the cohes ion value o f a subgraph o f an e n t i r e
requirementsGraph
13 ∗ the subgraph i s de f i ned and bu i l t up by a s e t o f requ i rements (
nodes ) and the edges between
14 ∗ them in the e n t i r e requ i rements graph
15 ∗/
16 + (CGFloat ) getCohesionOfClusterWithRequirementsSubset : ( NSSet ∗)
requ irementsSubset inRequirementsGraph : ( Graph ∗) requirementsGraph
17 {
18
19 // get t o t a l weight o f edges o f subgraph − only i n t e r n a l edges
20 Graph ∗subGraph = [ requirementsGraph getSubgraphForNodeSet :
requ irementsSubset ] ;
21 CGFloat weightOfIntraEdges = 0 . 0 ;
22 for (GraphEdge ∗ intraEdge in [ subGraph getAl lEdges ] ) {
23 weightOfIntraEdges += [ intraEdge getWeight ] ;
24 }
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25 // get t o t a l weight o f edges that belong to i n t e r n a l v e r t i c e s −
i n c l ud e s edges to ex t e rna l v e r t i c e s
26 NSMutableSet ∗ in te rEdges = [ [ requirementsGraph
getAllEdgesLinkedWithNodes : requ i rementsSubset ] mutableCopy ] ;
27 CGFloat weightOfInterEdges = 0 . 0 ;
28 for (GraphEdge ∗ interEdge in interEdges ) {
29 weightOfInterEdges += [ interEdge getWeight ] ;
30 }
31 // avoid e r r o r
32 i f ( weightOfInterEdges == 0) {
33 return 0 . 0 ;
34 }
35 // c a l c u l a t e intraEdges / a l lEdges −−> cohes ion
36 CGFloat cohes ion = ( weightOfIntraEdges /weightOfInterEdges ) ;
37 return cohes ion ;
38 }
39
40 + (CGFloat ) getCoupl ingOfClusterWithRequirementsSubset : ( NSSet ∗)
requ irementsSubset inRequirementsGraph : ( Graph ∗) requirementsGraph
41 {
42 //weight o f edges that l i n k requi rements o f the subgraph to
ex t e rna l requ i rements
43 CGFloat weightOfEdgesToExternalNode = 0 . 0 ;
44 // subgraph bu i l t by requ i rements subset
45 Graph ∗subGraph = [ requirementsGraph getSubgraphForNodeSet :
requ irementsSubset ] ;
46 NSSet ∗ i n te rna lNodes = [ subGraph getAl lNodes ] ;
47 // i t e r a t e i n t e r n a l nodes
48 for (GraphNode ∗ interna lNode in inte rna lNodes ) {
49 // look f o r same node in complete graph
50 GraphNode ∗nodeInEntireGraph = [ requirementsGraph
nodeWithValue : [ interna lNode getValue ] ] ;
51 // i t e r a t e edges
52 for (GraphEdge ∗edgeFromNode in [ nodeInEntireGraph getEdges
] ) {
53 // i f edge l e ad s to node out s id e the subgraph , add i t s
weight
54 i f ( ! [ subGraph containsNode : [ edgeFromNode
getNodeOtherThan : nodeInEntireGraph ] ] ) {
55 weightOfEdgesToExternalNode += [ edgeFromNode
getWeight ] ;








63 /∗ takes a d i c t i ona ry o f c l u s t e r requ i rements and a graph o f t h e i r
i n t e rdependenc i e s
64 ∗ parameter c l u s t e r s : d i c t i ona ry with
65 ∗ keys : n s s t r i n g o f c l u s t e r i d e n t i f i e r s
66 ∗ va lue s : n s s e t o f nodes from the requi rements graph that
belong to the c l u s t e r
67 ∗
68 ∗ the method c a l c u l a t e s the quot i ent o f the t o t a l weight o f the
edges that l ead out o f one c l u s t e r and the t o t a l weight o f a l l
i n t e r−c l u s t e r edges ( edges that connect the c l u s t e r s o f the
e n t i r e graph )
69 ∗ t h i s prov ide s a r e l a t i v e value f o r the coup l ing o f the se
c l u s t e r s
70 ∗
71 ∗ re turn value : d i c t i ona ry o f c l u s t e r i d e n t i f i e r s and r e l a t i v e
coup l ing va lue s
72 ∗/
73 + ( NSDictionary ∗) getCoupl ingValuesForCluste r ingDict ionary : (
NSDictionary ∗) c l u s t e r s inRequirementsGraph : ( Graph ∗)
requirementsGraph
74 {
75 // a l l i n t e r edg e s o f the graph
76 NSMutableSet ∗ overAl l In te rEdges = [ NSMutableSet s e t ] ;
77 NSMutableDictionary ∗ sumWeightOfInterEdges = [
NSMutableDictionary dict ionaryWithCapacity : [ c l u s t e r s count ] ] ;
78 // i t e r a t e c l u s t e r s
79 NSArray ∗ c luster IDArray = [ c l u s t e r s a l lKeys ] ;
80 for ( NSString ∗ c l u s t e r ID in c luster IDArray ) {
81 CGFloat we ight InterEdgesThi sCluste r = 0 . 0 ;
82 // bu i ld subgraph f o r t h i s c l u s t e r
83 Graph ∗subGraph = [ requirementsGraph getSubgraphForNodeSet : [
c l u s t e r s objectForKey : c l u s t e r ID ] ] ;
84 NSSet ∗ i n te rna lNodes = [ subGraph getAl lNodes ] ;
85 for (GraphNode ∗ interna lNode in inte rna lNodes ) {
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86 // look f o r same node in complete graph
87 GraphNode ∗nodeInEntireGraph = [ requirementsGraph
nodeWithValue : [ interna lNode getValue ] ] ;
88 // i t e r a t e edges
89 for (GraphEdge ∗edgeFromNode in [ nodeInEntireGraph
getEdges ] ) {
90 // i f edge l e ad s to node out s id e the subgraph , add
i t s weight
91 i f ( ! [ subGraph containsNode : [ edgeFromNode
getNodeOtherThan : nodeInEntireGraph ] ] ) {
92 //add weight to sum of t h i s c l u s t e r
93 we ight InterEdgesThi sCluste r += [ edgeFromNode
getWeight ] ;
94 //add edge to s e t o f o v e r a l l i n t e r edg e s
95 i f ( ! [ ove rAl l In te rEdges conta insObject :
edgeFromNode ] ) {




100 // wr i t e sum into d i c t i ona ry
101 [ sumWeightOfInterEdges se tObjec t : [ NSNumber
numberWithFloat : we ight InterEdgesThi sCluste r ] forKey : c l u s t e r ID ] ;
102 }
103 }
104 // get t o t a l weight o f i n t e r edg e s
105 CGFloat tota lWeightOfInterEdges = 0 . 0 ;
106 for (GraphEdge ∗ oneInterEdge in overAl l In te rEdges ) {
107 tota lWeightOfInterEdges += [ oneInterEdge getWeight ] ;
108 }
109 // prevent 0 as a d i v i s o r
110 i f ( tota lWeightOfInterEdges > 0) {
111 // c a l c u l a t e r e l a t i v e va lue f o r each c l u s t e r ( aka subset o f
requ i rements )
112 for ( NSString ∗ c l u s t e r ID in c luster IDArray ) {
113 NSNumber ∗weight InterEdgesThi sCluste r = [
sumWeightOfInterEdges objectForKey : c l u s t e r ID ] ;
114 CGFloat r e l a t i v eVa lu e = [ we ight InterEdgesThi sCluster
f l oa tVa lue ] / tota lWeightOfInterEdges ;
115 [ sumWeightOfInterEdges se tObjec t : [ NSNumber
numberWithFloat : r e l a t i v eVa lu e ] forKey : c l u s t e r ID ] ;
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116 }
117 NSDictionary ∗output = [ sumWeightOfInterEdges copy ] ;
118 return output ;
119 }
120 // return array o f 0 s in case tota lWeightOfInterEdges = 0
121 for ( NSString ∗ c l u s t e r ID in c luster IDArray ) {
122 [ sumWeightOfInterEdges se tObjec t : [ NSNumber numberWithFloat
: 0 . 0 ] forKey : c l u s t e r ID ] ;
123 }
124 NSDictionary ∗output = [ sumWeightOfInterEdges copy ] ;
125 return output ;
126 }
127
128 /∗ takes a r e l a t i v e va lue between 0 and 1 and re tu rn s
129 ∗ a c a t e g o r i z a t i o n in to low (1) , medium(2) , or high (3 )
130 ∗/
131 + (NSNumber ∗) get123ValueForLinearValue : ( CGFloat ) l i n ea rF loa tVa lue
132 {
133 i f ( l i n ea rF loa tVa lue <= 0 .33 ) {
134 return [ NSNumber numberWithInt : 1 ] ;
135 } else i f ( l i n ea rF loa tVa lue <= 0 .66 ) {
136 return [ NSNumber numberWithInt : 2 ] ;
137 } else i f ( l i n ea rF loa tVa lue <= 1 . 0 ) {
138 return [ NSNumber numberWithInt : 3 ] ;
139 } else {




Für die Entwicklung wurde der Code im Verwaltungssystem von Github1 abge-
speichert. Der gesamte Code ist dort für die Öffentlichkeit zugänglich und kann
unter https://github.com/ISDepartment-UMA/DecisionApp abgerufen werden.
1 https://github.com (abgerufen am 01.12.2015)
F. Beispielcode des Proxyservers
Methode zum Abruf aller Projekte
1 /∗∗
2 ∗ Method re tu rn s a l l P ro j e c t s from a plat form
3 ∗ @param ur l : u r l o f the codebeamer in s t ance − needs to be
encoded by UTF−8
4 ∗ @param l o g i n : username o f codebeamer user
5 ∗ @param password : password o f codebeamer user




10 @Path( " / g e tA l lP r o j e c t s " )
11 @Produces (MediaType .APPLICATION_JSON)
12 public St r ing [ ] [ ] g e tA l lP r o j e c t s (@QueryParam( " u r l " ) @Encoded
St r ing ur l , @QueryParam( " l o g i n " ) S t r ing log in , @QueryParam( "
password " ) S t r ing password ) {
13
14
15 // connect ing
16 RemoteApi api ;
17 try {
18 St r ing codeBeamerUrl = " " ;
19 try {
20 codeBeamerUrl = URLDecoder . decode ( ur l , "UTF−8" ) ;
21 } catch ( Exception e ) {
22 }
23
24 api = RemoteApiFactory . g e t In s tance ( ) . connect ( codeBeamerUrl ) ;
25 i f ( ap i == null ) {
26 St r ing [ ] [ ] out = new St r ing [ 1 ] [ 1 ] ;
27 out [ 0 ] [ 0 ] = "wrong u r l " ;
28 return out ;
29 }
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30
31 // s i gn i ng in
32 St r ing token ;
33 try{
34 token = api . l o g i n ( log in , password ) ;
35 } catch ( AccessContro lExcept ion e ) {
36 St r ing [ ] [ ] out = new St r ing [ 1 ] [ 1 ] ;
37 out [ 0 ] [ 0 ] = "wrong l o g i n " ;
38 return out ;
39 }
40
41 i f ( token == null ) {
42 St r ing [ ] [ ] out = new St r ing [ 1 ] [ 1 ] ;
43 out [ 0 ] [ 0 ] = " token nu l l " ;
44 return out ;
45 }
46
47 // r e t r i e v i n g p r o j e c t names
48 ProjectDto p r o j e c t s [ ] = api . f i n dA l lP r o j e c t s ( token ) ;
49 St r ing [ ] [ ] aus = new St r ing [ p r o j e c t s . l ength ] [ 3 ] ;
50 for ( int i = 0 ; i < p r o j e c t s . l ength ; i++) {
51 ProjectDto cu r r en tPro j e c t = p r o j e c t s [ i ] ;
52 aus [ i ] [ 0 ] = cu r r en tPro j e c t . ge t Id ( ) . t oS t r i ng ( ) ;
53 aus [ i ] [ 1 ] = cu r r en tPro j e c t . getName ( ) ;
54 aus [ i ] [ 2 ] = cu r r en tPro j e c t . g e tDe s c r i p t i on ( ) ;
55 }
56 return aus ;
57
58 } catch (MalformedURLException e ) {
59 St r ing [ ] [ ] out = new St r ing [ 1 ] [ 1 ] ;
60 out [ 0 ] [ 0 ] = "malformed u r l " ;




Für die Entwicklung wurde ebenfalls das Verwaltungssystem von Github ver-
wendet. Der gesamte Code ist dort für die Öffentlichkeit zugänglich und kann un-
ter https://github.com/ISDepartment-UMA/DecisionAppProxy abgerufen wer-
den.
G. Fragebogen für die künstliche und





M-IN-1 Relevant information is easy to
reach within the system.
    
M-IN-2 I am given the opportunity to
search for specific desired pieces
of information.
    
M-IN-3 The information is presented in a
format that makes it easy to un-
derstand.
    
M-IN-4 The information format encoura-
ges an intuitive conception of its
meaning.
    
M-IN-5 Working with the app, I see the
need to interact with other peo-
ple.
    
M-IN-6 I would like to perform this in-
teraction with others through the
system.
    
M-IN-7 The app intuitively draws my at-
tention to relevant information.
    
M-IN-8 It occurs that I am looking for
certain information for some time
before I can find it.
    
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M-VP-1 Working with the app gave me an
idea of the outsourcing decision
making rationale embodied in the
system.
    
M-VP-2 I believe that working with the
system increases my individual
skills.
    
M-VP-3 The evaluation criteria in the sys-
tem encouraged me to consider
factors I would not have conside-
red without the app.
    
M-VP-4 The app allows for a rapid under-
standing of the decision rationale
embodied.
    
M-VP-5 Working with the system to sup-
port the decision process was ex-
haustive.
    
M-VP-6 I feel that the app is based on a
theoretically founded rationale.
    
M-VP-7 The app acknowledges user input
and provides feedback on actions
taken.
    
M-VP-8 It is easy to see how different user
input effects the system’s output.
    





M-SU-1 I found the system unnecessarily
complex.
    
M-SU-2 I thought the system was easy to
use.
    
M-SU-3 I think that I would need the sup-
port of a technical person to be
able to use this system.
    
M-SU-4 I found the various functions in
this system were well integrated.
    
M-SU-5 I thought there was too much in-
consistency in this system.
    
M-SU-6 I would imagine that most people
would learn to use this system ve-
ry quickly.
    
M-SU-7 I found the system very cumber-
some to use.
    
M-SU-8 I felt very confident using the sys-
tem.
    
M-SU-9 I needed to learn a lot of things
before I could get going with this
system.
    
M-IM-1 I am satisfied with the look and
feel of the app.
    
M-IM-2 The app frequently becomes inac-
cessible or breaks down.
    
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M-IM-3 My confusion with the system
created situations when I did
not know how to continue (break
downs).





M-NB-1 I think that I would like to use
this system frequently.
    
H. Interviewleitfaden für die qualitative
Evaluation
Personal Data
1. What is your position in the company?
2. How often do you have to deal with the decision of software component
outsourcing?
3. How long have you been involved in outsourcing decision making?
Individual
4. Do you see room for improvement of the look and feel of the app? (Satis-
faction)
5. Does the positioning of buttons and other user interface elements allow for
an intuitive navigation through the app? (Learnability, Satisfaction)
a) Which elements could be placed somewhere else?
b) Which elements should be stressed? (Amplifiers)
c) Which elements should provide more feedback? (Feedback)
Organizational Fit
6. Do you consider a rationale to base your outsourcing decision upon helpful
for your company? (Relevance)
7. To what extend does the method embodied in the system fulfill this need?
(Efficacy, Impact on environment) / What are the weaknesses of the sys-
tem?
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8. Could the app be used effectively on the operational level by members
within your organization? (Operationality)
9. Do you believe that using the system can make a difference for your orga-
nization? (Impact on environment) And what could be improved?
a) Decision Speed
b) Decision Quality
c) Return on Investment (ROI)
d) Competitiveness
e) Individual Skills (Learning)
10. Does the method contain any parts that reflect current working practices
within your organization? (Timliness and Actuality)
11. Which could be possible upcoming business needs which require a modifi-
cation to the system? (Flexibility)
12. How strong is your trust in the correctness and accuracy of the app’s resul-
ting recommendations? (Decision Acuracy)
13. Do you believe that using the system could decrease decision maker’s stress
while making the outsourcing decision? (Stress)
14. Do you see the need for functionality to modify the displayed information
in order to adapt it to the user’s needs? (Control)
Information Quality
15. Is there any missing, misplaced or irrelevant information at any point during
the workflow? (Information relevance, Overload, Underfeed)
a) If information is missing, does your project collaboration platform pro-
vide this information?
16. Is there any point during the workflow that should provide further search
functionality to find desired pieces of information? (Searchability)
17. Do you see the need to archive the output generated by the app? (Infor-
mation Archivability)
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a) If yes, what format should the archive have? (Compatibility)
18. Does the app provide sufficient possibilities to trace the output generation
back to its origins? (Information traceability)
Technology
19. Which project collaboration platforms does the system need to support in
order to be compatible within your company? (Compatibility)
20. Which other project collaboration platforms do you consider relevant for
the system in order to be compatible across the industry? (Compatibility)
Systemics
21. Are decision tables implemented in the system accurately? (Efficacy)
22. How easy do you perceive wrong input to be corrected or to try out the
effect of different inputs on the end result? (Playfulness)

I. Ergebnistabellen der deskriptiven Evaluation













1 5 4,0867 ,35501 ,09166
1 5 4,0286 ,38802 ,10019
1 5 4,4500 ,24458 ,06315
1 5 4,5667 ,36249 ,09359
1 5 4,13 ,743 ,192
1 5 4,40 ,507 ,131
Seite 1
Tabelle I.2.: Ergebnisse des t-Tests
Test bei unabhängigen Stichproben
Levene-Test der 
Varianzgleichheit T-Test für die Mittelwertgleichheit
















,065 ,800 ,428 2 8 ,672 ,05806
,428 27,782 ,672 ,05806
1,968 ,172 -1 ,033 2 8 ,310 - ,11667
-1 ,033 24,559 ,312 - ,11667
,700 ,410 -1 ,148 2 8 ,261 - ,267
-1 ,148 24,713 ,262 - ,267
Test bei unabhängigen Stichproben























,05806 ,13579 - ,22010 ,33621
,05806 ,13579 - ,22020 ,33631
- ,11667 ,11291 - ,34795 ,11461
- ,11667 ,11291 - ,34942 ,11608
- ,267 ,232 - ,743 ,209
- ,267 ,232 - ,745 ,212
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M-IN-1 4,33 0,55 30 5 3
M-IN-2 4,00 0,87 30 5 2
M-IN-3 4,57 0,57 30 5 3
M-IN-4 4,27 0,52 30 5 3
M-IN-5 3,33 1,30 30 5 1
M-IN-6 2,65 1,50 26 5 1
M-IN-7 4,27 0,74 30 5 2
















k M-VP-1 4,23 0,57 30 5 3
M-VP-2 3,77 0,77 30 5 2
M-VP-3 4,10 0,76 30 5 3
M-VP-4 4,17 0,59 30 5 3
M-VP-5 4,00 0,91 30 5 2
M-VP-6 4,37 0,89 30 5 2
M-VP-7 4,07 0,78 30 5 2



































g M-SU-1 4,70 0,47 30 5 4
M-SU-2 4,53 0,57 30 5 3
M-SU-3 4,57 0,68 30 5 3
M-SU-4 4,37 0,67 30 5 2
M-SU-5 4,57 0,68 30 5 2
M-SU-6 4,50 0,57 30 5 3
M-SU-7 4,20 0,89 30 5 2
M-SU-8 4,27 0,58 30 5 3
M-SU-9 4,40 0,62 30 5 3
M-IM-1 4,30 0,70 30 5 3
M-IM-2 4,83 0,46 30 5 3
M-IM-3 4,60 0,62 30 5 3
4,49
Nutzungsber. M-NB-1 4,27 0,64 30 5 3
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M-IN-1 4,40 0,51 15 5 4
M-IN-2 3,80 1,01 15 5 2
M-IN-3 4,80 0,41 15 5 4
M-IN-4 4,27 0,46 15 5 4
M-IN-5 2,80 1,21 15 5 1
M-IN-6 2,82 1,47 11 5 1
M-IN-7 4,40 0,83 15 5 2
















k M-VP-1 4,27 0,59 15 5 3
M-VP-2 3,73 0,80 15 5 2
M-VP-3 3,93 0,80 15 5 3
M-VP-4 4,33 0,62 15 5 3
M-VP-5 4,20 0,86 15 5 2
M-VP-6 4,27 0,96 15 5 2
M-VP-7 4,00 0,93 15 5 2



































g M-SU-1 4,87 0,35 15 5 4
M-SU-2 4,60 0,63 15 5 3
M-SU-3 4,60 0,63 15 5 3
M-SU-4 4,27 0,80 15 5 2
M-SU-5 4,47 0,83 15 5 2
M-SU-6 4,73 0,46 15 5 4
M-SU-7 4,27 0,96 15 5 2
M-SU-8 4,27 0,59 15 5 3
M-SU-9 4,67 0,49 15 5 4
M-IM-1 4,53 0,52 15 5 4
M-IM-2 4,80 0,56 15 5 3
M-IM-3 4,40 0,74 15 5 3
4,54
Nutzungsber. M-NB-1 4,40 0,51 15 5 4
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M-IN-1 4,27 0,59 15 5 3
M-IN-2 4,20 0,68 15 5 3
M-IN-3 4,33 0,62 15 5 3
M-IN-4 4,27 0,59 15 5 3
M-IN-5 3,87 1,19 15 5 1
M-IN-6 2,53 1,55 15 5 1
M-IN-7 4,13 0,64 15 5 3
















k M-VP-1 4,20 0,56 15 5 3
M-VP-2 3,80 0,77 15 5 3
M-VP-3 4,27 0,70 15 5 3
M-VP-4 4,00 0,53 15 5 3
M-VP-5 3,80 0,94 15 5 2
M-VP-6 4,47 0,83 15 5 2
M-VP-7 4,13 0,64 15 5 3



































g M-SU-1 4,53 0,52 15 5 4
M-SU-2 4,47 0,52 15 5 4
M-SU-3 4,53 0,74 15 5 3
M-SU-4 4,47 0,52 15 5 4
M-SU-5 4,67 0,49 15 5 4
M-SU-6 4,27 0,59 15 5 3
M-SU-7 4,13 0,83 15 5 2
M-SU-8 4,27 0,59 15 5 3
M-SU-9 4,13 0,64 15 5 3
M-IM-1 4,07 0,80 15 5 3
M-IM-2 4,87 0,35 15 5 4
M-IM-3 4,80 0,41 15 5 4
4,43
Nutzungsber. M-NB-1 4,13 0,74 15 5 3
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