Introduction
Hierarchical Classification is a system of grouping objects according to a hierarchy. Class labels are organized into a pre-defined hierarchy in many practical applications of hierarchical classification. For example, products in e-commerce industry are generally organized into multilevel hierarchical categories. A general hierarchical classification poses us following challenges: a) Many class labels have data that is extremely sparse. Classifier might get biased to the class label which has larger data, b) Hierarchy forces some constraints on activation of labels. If a node is a true label for a data point, then its parent should also be a possible label, thus, parent node has to be necessarily active, c) The prediction should be fast enough for practical use.Gupta et al. [2] . Our work settings are similar to that of Ramaswamy et al. [3] i.e. class labels are nodes in a tree. We use tree-distance loss Sun and Lim [4] as our evaluation metric. The main contributions of this project are:
• We study Bayes optimal classification over symmetric tree distance loss by Ramaswamy et al. [3] and we prove that it is not only sufficient but also necessary for Bayes optimal classification over symmetric tree distance loss.
• We propose O(nk log n) algorithm to find Bayes optimal classification over symmetric/asymmetric loss for a k-ary tree as hierarchy.
• Under reasonable assumptions on asymmetric loss, we propose O(k log n) algorithm to find Bayes optimal classification over asymmetric loss for a k-ary tree as hierarchy and also prove its sufficiency and necessity.
Conventions and Notations
We use the same conventions and notations as that of Ramaswamy et al. [3] . Let the instance space be χ and let Y = [n] = 1, ..., n be set of class labels. Let H = ([n], E, W ) be a tree over the class labels, with edge set E, and finite, positive edge weights given by W . ∆ n denotes the probability simplex in
For the tree H = ([n], E, W ) with root r, we define following: [n] × [n] → R + be the tree-distance loss for the tree H. For x ∈ χ, let p(x) ∈ ∆ n be the conditional probability of the label given the instance x. Then there exists a g * : χ → [n] such that for all x ∈ χ the following holds:
And, g * is a Bayes optimal classifier for the symmetric tree distance loss ( Ramaswamy et al. [3] )
The proof of sufficiency of Theorem 4.1 is given by Ramaswamy et al. [3] . We prove necessity of above theorem for bayes optimal classification in the following section.
Note: Symmetric Tree-distance loss l H and Asymmetric loss l H A follows triangular inequality:
4.1 Necessity of Theorem 4.1 for Bayes Optimal Classification for the symmetric Tree-Distance loss
, then y cannot be Bayes Optimal Classification.
Proof. Let y be a node where S y (p) < and y * = P (y ). Bayes loss for predicting y = p, l H (y) .
Thus, predicting y * is more optimal than y . Hence, y is not a Bayes Optimal Classification.
and ∃y
, Then y cannot be Bayes optimal classification i.e. predicting y * is more Bayes optimal than y .
From Theorem 4.2 and Theorem 4.3, the conditions mentioned in Theorem 4.1 are necessary for Bayes Optimal Classification over symmetric Tree-distance loss.
5 O(nk log n) algorithm for finding Bayes optimal classification for k-ary tree as hierarchy
The naive algorithm computes risk of predicting each node in O(n log n) time. Thus, time complexity O(n 2 log n). In this section, we present the algorithm which computes risk of predicting a node y p in O(k log n) time resulting in O(nk log n) time complexity.
If y is a leaf node, then K(y ) = 0. Let y * be a node and y 1 and y 2 be its children and assume that K(y 1 ) and K(y 2 ) are computed. Then,
Since y 1 and y 2 are children of y * , l H (y 1 , y * ), l H (y 2 , y * ) are edge lengths and thus
If K(y 1 ) and K(y 2 ) are precomputed and since l H (y 1 , y
Thus, in bottom-up fashion, K(y) for all nodes y can be computed in O(n) time.
Let the node for which we are calculating risk be y p .
Figure 1: Case-1 
can be computed by traversing from y t to y p in O(log n) time. Since K(y t ) is precomputed, this computation takes O(log n) time.
Thus, O(1) time. The algorithm to compute Bayes optimal classification in O(nk log n) time is described in the following section.
Algorithm
Data: H = ([n], E, W ) and for each node y: p y , K(y), S y (p) Result: Bayes optimal classification (Bopt) min Risk = M AX; for each node y p do Risk = 0; Risk + = K(y p ); /* Case-2 */ Traverse from root to y p and by using running sum, compute
Risk + = A ; /* Case-3 */ for each node y 1 in the path from root to y p do for each node y 2 ∈ sibling(y 1 ) do 
Time complexity analysis
Innermost for-loop loops k times and each loop takes O(1) time to compute l H (y 2 , y p ) because P (y 2 ), parent of every such node y 2 is an ancestor of y p and since l H (P (y 2 ), y p ) is already computed in Case-3, it takes O(1) time and the for-loop surrounding it, loops O(log n) times. Thus, O(k log n). Since outer for-loop loops n times, time complexity for k-ary tree is O(nk log n), for binary tree, it is O(n log n).
6 Bayes optimal classification over asymmetric loss for a given hierarchy.
Assumptions over asymmetric loss
We assume following on asymmetric loss throughout our work:
, increases down the tree.
• ∀y ∈ C(r),
6.2 Sufficiency of Bayes optimal classification over asymmetric loss for a given hierarchy [n] × [n] → R + be the asymmetric loss for the tree H. For x ∈ χ, let p(x) ∈ ∆ n be the conditional probability of the label given the instance x. Assuming ∀y ∈ [n], ∀ y 1 ∈ C(y),
decreases down the tree.
Proof. S y (p) decreases down the tree and from the assumption
increases down the tree. Hence, the difference between them decreases down the tree.
→ R + be the asymmetric loss for the tree H. For x ∈ χ, let p(x) ∈ ∆ n be the conditional probability of the label given the instance x. Assuming ∀ y ∈ [n], ∀y 1 ∈ C(y),
increases down the tree and ∀y ∈ C(r),
Proof. ∀y ∈ C(r),
increases down the tree, for any y ∈ [n],
≥ 0.5. Hence, sum of any two will be greater than equal to one. [n] × [n] → R + be the asymmetric loss for the tree H. For x ∈ χ, let p(x) ∈ ∆ n be the conditional probability of the label given the instance x. Assuming ∀y ∈ [n], ∀y 1 ∈ C(y),
such that for all x ∈ χ the following holds:
And, g8 Algorithm to find Bayes optimal classification over asymmetric loss under assumptions
Since ∀y ∈ C(r),
≥ 0.5 and ∀y ∈ [n], ∀y 1 ∈ C(y),
increases down the tree, we can design O(log n) algorithm for a binary tree and the following algorithm is for a binary tree as hierarchy and it can be easily extended for a k-ary tree. In words, we start at the root node and keep on moving to the child of current node that satisfies the conditions mentioned in Theorem-7.3 and terminate when we reach a leaf node, or a node where all of its children fail the conditions.
Algorithm
Data: H = ([n], E, W ), lwhile value = 0 do if isLeaf (y) then break; end y 1 , y 2 = C(y) ; if S y 1 (p) ≥ l H A (y,y 1 ) l H A (y,y 1 )+l H A (y 1 ,y) then y = y 1 ; value = 1 ; end else if S y 2 (p) ≥ l H A (y,y 2 ) l H A (y,y 2 )+l H A (y 2 ,
Time complexity analysis
This is a tree traversal from root node to the bayes optimal classification where in the worst case, it visits all children of one node per level. So, for a k-ary tree, time complexity is O(k log n) and for a binary tree, time complexity is O(log n).
Results
The experiments are run on CLEF dataset (Dimitrovski et al. [1] ). CLEF dataset consists of Medical X-ray images organized according to a hierarchy. We use treedistance loss in (Sun and Lim [4] ) as evaluation metric. We vary training methods and loss metrics. Symmetric method is the bayes optimal classifier proposed by (Ramaswamy et al. [3] ) and asymmetric method is the algorithm-2. We convert asymmetric tree to symmetric tree by replacing the up and down edges with a single undirected edge whose weight is the average of the up and down weights. The results are shown in 
Conclusion
In this project, we propose O(nk log n) algorithm for finding bayes optimal classification over symmetric/asymmetric loss metric for k-ary tree as hierarchy. We propose O(k log n) algorithm for finding bayes optimal classification over asymmetric loss under reasonable assumptions for a k-ary tree as hierarchy. From experiments, we conclude that given an asymmetric tree, one can't achieve good performance by converting asymmetric tree to symmetric tree and apply symmetric method. So, if we have an asymmetric tree then we have to use asymmetric method for achieving good performance.
Future Improvements
We can do following improvements and we are currently working on some of them:
• We can include reject option i.e. classifier abstains from predicting if it is not confident enough.
• We can improve it for an interactive hierarchical classification which can be a huge boost in e-commerce industry.
• We can design a scalable algorithm with surrogates which uses our algorithm as basis.
