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AN EQUIVALENCE BETWEEN DESINGULARIZED AND
RENORMALIZED VALUES OF MULTIPLE ZETA FUNCTIONS
AT NEGATIVE INTEGERS
NAO KOMIYAMA
Abstract. It is known that the special values of multiple zeta functions at
non-positive arguments are indeterminate in most cases due to the occurrences
of infinitely many singularities. In order to give a suitable rigorous meaning
of the special values there, Furusho, Komori, Matsumoto and Tsumura intro-
duced the desingularized values by the desingularization method to resolve
all singularities. While, Ebrahimi-Fard, Manchon and Singer introduced the
renormalized values to keep the “shuffle” relation by the renormalization pro-
cedure à la Connes and Kreimer. In this paper, we reveal an equivalence,
that is, an explicit interrelationship between these two values. As a corollary,
we also obtain an explicit formula to describe renormalized values in terms of
Bernoulli numbers.
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0. Introduction
In 1776, Euler ([11]) considered a certain power series, the so-called double zeta
values, and showed several relations among them. More than 200 years later than
Euler, the multiple zeta value (MZV for short) which is more general series
ζ(k1, . . . , kn) :=
∑
0<m1<···<mn
1
mk11 · · ·m
kn
n
Date: April 11, 2017.
2010 Mathematics Subject Classification. Primary 11M32.
Submitted.
1
2 NAO KOMIYAMA
converging for k1, · · · , kn ∈ N and kn > 1, appeared in [10] written by Ecalle again,
in 1981. In 1990s, these values also came to be focused by Hoffman ([15]) and
Zagier ([20]). The MZV admits an iterated integral expression, which enables us
to regard it as a period of a certain motive. ([7], [13] and [19]). MZVs appear in
calculations of the Kontsevich invariant in knot theory ([5] and [16]). MZVs are
also related to mathematical physics in [3] and [4]. They are explained in [22].
MZVs are regarded as special values at positive integer points of the multiple
zeta-function (MZF for short), the series
(0.1) ζ(s1, . . . , sn) :=
∑
0<m1<···<mn
1
ms11 · · ·m
sn
n
which converges absolutely in the region
{(s1, · · · , sn) ∈ C
n | R(sn−k+1 + · · ·+ sn) > k (1 ≤ k ≤ n)}.
In the early 2000s, Zhao ([21]) and Akiyama, Egami and Tanigawa ([1]) indepen-
dently showed that MZF can be meromorphically continued to Cn. Especially, in
[1], the set of all singularities of the function ζ(s1, · · · , sn) is determined as
sn = 1,
sn−1 + sn = 2, 1, 0,−2,−4, · · · ,(0.2)
sn−k+1 + · · ·+ sn = k − r (3 ≤ k ≤ n, r ∈ N0).
Because almost all of integer points with non-positive arguments are located in the
above singularities, the special values of MZF there are indeterminate in all cases
except for ζ(−k) at k ∈ N0, and ζ(−k1,−k2) at k1, k2 ∈ N0 with k1 + k2 odd.
Actually, giving a nice definition of “ζ(−k1, . . . ,−kn)” for k1, . . . , kn ∈ N0 is one of
our most fundamental problems.
In order to resolve all infinitely many singularities of MZF, the desingularization
method was introduced by Furusho, Komori, Matsumoto and Tsumura in [12]. By
applying this method to ζ(s1, . . . , sn), they constructed the desingularized MZF
1
ζFKMT(s1, . . . , sn) which is entire on the whole space C
n and they also showed its
basic properties. The desingularized value
(0.3) ζFKMT(−k1, . . . ,−kn) ∈ C
is given as the special value of ζFKMT(s1, . . . , sn) at (s1, . . . , sn) = (−k1, . . . ,−kn) for
k1, · · · , kn ∈ N0 (see Definition 1.4). In [12], its generating function given by
(0.4) ZFKMT(t1, . . . , tn) :=
∞∑
k1,...,kn=0
(−t1)
k1 · · · (−tn)
kn
k1! · · · kn!
ζFKMT(−k1, . . . ,−kn)
in C[[t1, · · · , tn]] was calculated and the desingularized values were described in
terms of the Bernoulli numbers. (See Proposition 1.5.)
In contrast, Connes and Kreimer ([6]) started a Hopf algebraic approach to the
renormalization procedure in the perturbative quantum field theory. A fundamental
tool in their work is the algebraic Birkhoff decomposition (Theorem 2.6). By apply-
ing this decomposition to a certain Hopf algebra parameterizing regularized MZVs,
Guo and Zhang ([14]) gave the renormalized values which satisfy the harmonic rela-
tions. Later, Manchon and Paycha ([18]) and Ebrahimi-Fard, Manchon and Singer
1It is denoted by ζdesn ((sj); (1)) in [12].
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([9]) introduced the different renormalized values which obey harmonic(-like) rela-
tions by using different Hopf algebras. Meanwhile, Ebrahimi-Fard, Manchon and
Singer ([8]) also introduced another type of the renormalized values (cf. Definition
2.8) satisfying the “shuffle relations” (see Proposition 2.10 for precise), which in this
paper we denote as
(0.5) ζEMS(−k1, . . . ,−kn) ∈ C
for k1, . . . , kn ∈ N0, and which we consider with its generating function given by
(0.6) ZEMS(t1, . . . , tn) :=
∞∑
k1,...,kn=0
(−t1)
k1 · · · (−tn)
kn
k1! · · · kn!
ζEMS(−k1, . . . ,−kn)
in C[[t1, · · · , tn]].
Our main theorem in this paper is an equivalence between the desingularized
values (0.3) and the renormalized values (0.5):
Theorem 3.5. For n ∈ N, we have
ZEMS(t1, . . . , tn) =
n∏
i=1
1− e−ti−···−tn
ti + · · ·+ tn
· ZFKMT(−t1, . . . ,−tn).
As a consequence of this theorem, the renormalized values can be given as linear
combinations of the desingularized values and vice versa (cf. Examples 3.7 and 3.8).
By combining the above equivalence with the explicit formula (cf. Proposition 1.5)
of the desingularized values shown in [12], we obtain the following explicit formula
of the renormalized values.
Corollary 3.9. For k1, · · · , kn ∈ N0, we have
(0.7)
ζEMS(−k1, . . . ,−kn) = (−1)
k1+···+kn
∑
ν1i+···+νii=ki
1≤i≤n
n∏
i=1
ki!∏n
j=i νij !
Bνii+···+νin+1
νii + · · ·+ νin + 1
.
Here Bn is the Bernoulli number in (1.1).
The plan of our paper goes as follows. In section 1, we recall the desingular-
ization method, desingularized MZF and the desingularized values introduced by
Furusho, Komori, Matsumoto and Tsumura in [12]. In section 2, we review an
algebraic framework on Hopf algebra in [8], and we prove an explicit formula of the
reduced coproduct ∆˜0 (Proposition 2.5) which is required to prove the recurrence
formula of renormalized values in [8] in section 3. We also review the algebraic
Birkhoff decomposition and renormalized values in [8]. In section 3, by showing a
recurrence formula (Proposition 3.3) we prove the above main results, that is, an
equivalence between desingularized values and renormalized values (Theorem 3.5)
and an explicit formula of renormalized values (Corollary 3.9).
1. Desingularizations
In this section, we review the desingularized values introduced by Furusho, Ko-
mori, Matsumoto and Tsumura in [12]. In §1.1 we recall the desingularization
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method and desingularized MZF, and explain some remarkable properties of this
function. In §1.2, we review the desingularized values and their generating function.
1.1. The desingularization method and desingularized MZFs. In this sub-
section, we review the desingularization method, the desingularized MZF. We also
recall the basic properties of the desingularized MZF.
The desingularization method is a method to resolve all singularities of MZF. We
recall the generating function2 H˜n (t1, . . . , tn; c) ∈ C[[t1, . . . , tn]] which is defined by
in [12] Definition 1.9
H˜n (t1, . . . , tn; c) :=
n∏
j=1

 1
exp
(∑n
k=j tk
)
− 1
−
c
exp
(
c
∑n
k=j tk
)
− 1


=
n∏
j=1

 ∞∑
m=1
(1 − cm)Bm
(∑n
k=j tk
)m−1
m!


for c ∈ R. Here Bm (m ≥ 0) is the Bernoulli number which is defined by
(1.1)
x
ex − 1
:=
∑
m≥0
Bm
m!
xm.
We note that B0 = 1, B1 = −
1
2 , B2 =
1
6 .
Definition 1.1 ([12] Definition 3.1). For non-integral complex numbers s1, . . . , sn,
the desingularized MZF ζFKMT(s1, . . . , sn) is defined by
ζFKMT(s1, . . . , sn)(1.2)
:= lim
c→1
c∈R\{1}
1
(1− c)n
n∏
k=1
1
(e2piisk − 1)Γ(sk)
∫
Cn
H˜n (t1, . . . , tn; c)
n∏
k=1
tsk−1k dtk.
Here C is the path consisting of the positive real axis (top side), a circle around the
origin of radius ε (sufficiently small), and the positive real axis (bottom side).
One of the remarkable properties of the desingularized MZF is that it is an
entire function, i.e., the equation (1.2) is well-defined as an analytic function by the
following proposition.
Proposition 1.2 ([12] Theorem 3.4). The equation ζFKMT(s1, . . . , sn) can be ana-
lytically continued to Cn as an entire function in (s1, . . . , sn) ∈ C
n by the following
integral expression:
ζFKMT(s1, . . . , sn)
=
n∏
k=1
1
(e2piisk − 1)Γ(sk)
×
∫
Cn
n∏
j=1
lim
c→1
c∈R\{1}
1
1− c

 1
exp
(∑n
k=j tk
)
− 1
−
c
exp
(
c
∑n
k=j tk
)
− 1

 n∏
k=1
tsk−1k dtk.
2It is denoted by H˜n ((tj); (1); c) in [12].
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We explain another remarkable properties of the desingularized MZF. For inde-
terminates uj and vj (1 ≤ j ≤ n), we set
G((uj), (vj)) :=
n∏
j=1
(
1− (ujvj + · · ·+ unvn)(v
−1
j − v
−1
j−1)
)
with the convention v−10 := 0, and we define the set of integers {al,m} by
G((uj), (vj)) =
∑
l=(lj)∈N
n
0
m=(mj)∈Z
n
∑
n
j=1 mj=0
al,m
n∏
j=1
u
lj
j v
mj
j .
Another remarkable properties of the desingularized MZF is that the function is
given by a finite ‘linear’ combination of MZFs.
Proposition 1.3 ([12] Theorem 3.8). For s1, . . . , sn ∈ C, we have the following
equality between meromorphic functions of the complex variables (s1, . . . , sn).
ζFKMT(s1, . . . , sn) =
∑
l=(lj)∈N
n
0
m=(mj)∈Z
n
∑n
j=1
mj=0
al,m

 n∏
j=1
(sj)lj

 ζ(s1 +m1, . . . , sn +mn).
Here, (s)k is the Pochhammer symbol, that is, for k ∈ N and s ∈ C (s)0 := 1 and
(s)k := s(s+ 1) · · · (s+ k − 1).
1.2. Desingularized values. We review the desingularized values and its explicit
formula (Proposition 1.5), and then we give a recurrence formula of the desingular-
ized values (Corollary 1.6).
The desingularized value is given as the special value at the integer points with
non-positive arguments of an entire function:
Definition 1.4. For k1, . . . , kn ∈ N0, the desingularized value ζFKMT(−k1, . . . ,−kn) ∈
C is defined to be the special value of desingularized MZF ζFKMT(s1, . . . , sn) at
(s1, . . . , sn) = (−k1, . . . ,−kn).
The generating function ZFKMT(t1, . . . , tn) of ζFKMT(−k1, . . . ,−kn) in the equation
(0.4) is explicitly calculated as follows.
Proposition 1.5 ([12] Theorem 3.7). We have
ZFKMT(t1, . . . , tn) =
n∏
i=1
(1− ti − · · · − tn)e
ti+···+tn − 1
(eti+···+tn − 1)2
.
In terms of ζFKMT(−k1, . . . ,−kn) for k1, . . . , kn ∈ N0, the above equation is reformu-
lated to
(1.3)
ζFKMT(−k1, . . . ,−kn) = (−1)
k1+···+kn
∑
ν1i+···+νii=ki
1≤i≤n
n∏
i=1
ki!∏n
j=i νij !
Bνii+···+νin+1.
By the above proposition we have the following recurrence formula:
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Corollary 1.6.
(1.4) ZFKMT(t1, . . . , tn) = ZFKMT(t2, . . . , tn) · ZFKMT(t1 + · · ·+ tn) (n ∈ N).
In terms of ζFKMT(−k1, . . . ,−kn), the equation (1.4) is reformulated to
(1.5)
ζFKMT(−k1, . . . ,−kn) =
∑
i2+j2=k2
··
·
in+jn=kn
n∏
a=2
(
ka
ia
)
ζFKMT(−i2, . . . ,−in)ζFKMT(−k1−j2−· · ·−jn)
for k1, . . . , kn ∈ N0. Here we use
(
ka
ia
)
:= ka!ia!(ka−ia)! .
In §3, we will show that the same formula as (1.5) holds for the renormalized
value ζEMS(−k1, . . . ,−kn) in the equation (3.8).
2. Renormalizations
In this section, we recall the renormalization procedure to define renormalized
values which is introduced by Ebrahimi-Fard, Manchon and Singer. In §2.1, we start
by recalling their framework of a Hopf algebra generated by words and in §2.2 we
show an explicit formula in Proposition 2.5 to calculate the reduced coproduct ∆˜0.
This proposition is essential to show the recurrence formula of ζEMS(−k1, . . . ,−kn)
in §3. In §2.3 we explain the algebraic Birkhoff decomposition à la Connes and
Kreimer which is required to define renormalized values.
2.1. Algebraic frameworks. We follow the conventions of [8]. Let X0 := {j, d, y}
be the set of three elements j, d and y. Let W0 be the associative monoid, with the
empty word 1 as a unit, generated by X0 with the rule jd = dj = 1. Any element
w ∈ W0 can be uniquely represented by
w = jk1y · · · jkn
for k1, · · · , kn ∈ Z. An element ofW0 is called a word. Put Y0 :=W0y∪{1} and we
call an element of Y0 admissible. We denote the Q-linear space A0 generated byW0
by A0 := 〈W0〉Q. The linear space A0 is naturally equipped with a structure of a
non-commutative algebra. We equip this A0 with a new product0 :A0⊗A0 → A0
which is a Q-linear map recursively defined by
10 w := w0 1 := w (w ∈W0),
yu0 v := u0 yv := y(u 0 v) (u, v ∈ W0),
ju0 jv := j(u0 jv) + j(ju0 v) (u, v ∈W0),
du0 dv := d(u0 dv)− u0 d
2v (u, v ∈ W0).
Then (A0,0) forms a unitary, nonassociative, noncommutative Q-algebra. We
define
T := 〈{jk1y · · · jkn−1yjkn ∈W0 | kn 6= 0, n ∈ N}〉Q,
that is, to be the linear subspace of A0 linearly generated by words ending in d or
j and
L := 〈jk{d(u 0 v)− du 0 v − u 0 dv} | k ∈ Z, u, v ∈W0y 〉(A0,0),
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that is, to be the two-sided ideal of (A0,0) algebraically generated by the above
elements. The subspace T forms a two-sided ideal of A0 by [8] Lemma 3.4. We
define the quotient algebra
B′0 := A0/(T + L).
We consider the map
(2.1) ζt : B
′
0 → Q[[t]]
by ζt (1) := 1 and for k1, . . . , kn ∈ Z,
ζt (j
kny · · · jk1y) := Lik1,··· ,kn(t).
Here Lik1,··· ,kn(t) is the multiple polylogarithm defined by
Lik1,··· ,kn(t) :=
∑
0<m1<···<mn
tmn
mk11 · · ·m
kn
n
.
Lemma 2.1. The map ζt is well-defined and forms an algebra homomorphism.
The first half of the claim of Lemma 2.1 is proved in the same way to proof of
[8] Proposition 3.5 and the latter half of the claim of Lemma 2.1 is proved in [8]
Lemma 3.6.
Remark 2.2. The restriction of the shuffle product 0 to admissible words at
positive arguments corresponds the usual shuffle product  as is proved in [8]
Lemma 3.7. Let C := Q⊕jQ〈j, y〉y and D := Q⊕x0Q〈x0, x1〉x1. Then two algebras
(C,0) and (D,) become isomorphic under the linear map Φ : (D,)→ (C,0)
by Φ(1) := 1 and for k1, . . . , kn ∈ N with k1 > 1,
Φ(xk1−10 x1 · · ·x
kn−1
0 x1) := j
k1−1y · · · jkn−1y.
Let L := {d, y} be the set of two elements d and y. Let L∗ be the free monoid
of L with empty word 1 as a unit. This L∗ forms a submonoid of W0. Put
Y := L∗y ∪ {1} ⊂ Y0. So all elements of Y are admissible. The weight wt(w) of
a word w ∈ L∗ means the number of letters appearing in w and the depth dp(w)
of a word w ∈ L∗ is given by the number of y appearing in w. We denote the free
unitary, associative, noncommutative Q-algebra of L by Q〈L〉. Then (Q〈L〉,0)
forms a unitary, nonassociative, noncommutative Q-subalgebra of A0. The algebra
Q〈L〉 also forms a counital, cocommutative coalgebra. (See [8] §3.3.5.) We define
T− := 〈{wd | w ∈ L
∗}〉Q
(
= T ∩Q〈L〉
)
,
that is, to be the linear subspace of Q〈L〉 linearly generated by words ending in d
and
L− := 〈d
k{d(u 0 v)− du 0 v − u 0 dv} | k ∈ N0, u, v ∈ L
∗ 〉(Q〈L〉,0),
that is, to be the two-sided ideal of (Q〈L〉,0) algebraically generated by the above
elements. We consider the Q-linear subspace
S− := T− + L−
of Q〈L〉 generated by L− and T−. This S− also forms a two-sided ideal as our
previous T + L. We put the quotient
H0 := Q〈L〉/S−.
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Actually H0 forms a connected, filtered, commutative and cocommutative Hopf
algebra (cf. [8] §3.3.6), whose product is equal to 0 and whose coproduct is given
by
∆0(w) :=
∑
S⊂[n]
S:admissible
wS ⊗ wS ,
for w ∈ Y \ {1}(⊂ H0). In the summation, S may be empty. we put n := wt(w),
[n] := {1, . . . , n} and S := [n] \ S. For w := x1 · · ·xn (xi ∈ L
∗, i = 1, . . . , n) and
S := {i1, . . . , ik} with 1 ≤ i1 < · · · < ik ≤ n, we define wS := xi1 · · ·xik . We call
the set S admissible if both wS , wS ∈ Y . See [8] §3.3.8 for combinatorial method
using polygons to compute ∆0(w). We define Q-linear map ∆˜0 : H0 → H0⊗H0 by
(2.2) ∆˜0(w) := ∆0(w) − 1⊗ w − w ⊗ 1 (w ∈ Y ),
and we call ∆˜0 the reduced product.
2.2. An explicit formula for the reduced coproduct ∆˜0. We show an explicit
formula (Proposition 2.5) to calculate the reduced coproduct ∆˜0 in this subsection.
This proposition is important to prove the recurrence formula of ζEMS(−k1, . . . ,−kn)
in §3.
We consider the bilinear map f : Q〈L〉 ×Q〈L〉⊗2 → Q〈L〉⊗2 defined by
f(1, w ⊗ w′) := w ⊗ w′,
f(d, w ⊗ w′) := dw ⊗ w′ + w ⊗ dw′,
f(y, w ⊗ w′) := yw ⊗ w′ + w ⊗ yw′,
and inductively
f(xx0, w ⊗ w
′) := f (x, f(x0, w ⊗ w
′)) ,
for w,w′ ∈ Q〈L〉, x0 ∈ L and x ∈ L
∗. Then the following lemma holds:
Lemma 2.3. There is a map f : Q〈L〉 × H⊗20 → H
⊗2
0 which makes the following
diagram commutative:
Q〈L〉 ⊗Q〈L〉
f(x,·)
−−−−−−→ Q〈L〉 ⊗Q〈L〉
pi
−
։
−
։ pi
H0 ⊗H0
f(x,·)
−−−−−−→ H0 ⊗H0
where x ∈ Q〈L〉 and pi : Q〈L〉⊗2 → H⊗20 is a natural projection.
Proof. It is sufficient to prove f(x, kerpi) ⊂ kerpi for x ∈ L∗. Here kerpi = Q〈L〉 ⊗
S− + S− ⊗ Q〈L〉. We show this by induction on wt(x). Let x0 = d or y and put
v ∈ S−. If v ∈ T−, it is clear that x0v ∈ T− ⊂ S−. If v ∈ L−, for x0 = d it is easy
to see that dv ∈ L− ⊂ S− by the definition of L−. Because L− is a two-sided ideal
of (Q〈L〉,0), we have y0 v ∈ L− for x0 = y. By the definition of 0, we get
y0 v = y(10 v) = yv ∈ L− ⊂ S−.
Because S− is L− + T−, for v ∈ S− and x0 = d or y, we have x0v ∈ S−.
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Let w ∈ L∗ and v ∈ S−. Then x0v ∈ S−, so we have
pi (f(x0, w ⊗ v)) = pi(x0w ⊗ v + w ⊗ x0v)
= pi(x0w ⊗ v) + pi(w ⊗ x0v)
= 0.
Let w ∈ L∗ and v ∈ S−. For x ∈ L
∗, we get
pi
(
f(xx0, w ⊗ v)
)
= pi
(
f
(
x, f(x0, w ⊗ v)
))
= pi
(
f(x, x0w ⊗ v + w ⊗ x0v)
)
= pi
(
f(x, x0w ⊗ v)
)
+ pi
(
f(x,w ⊗ x0v)
)
= 0,
by our induction assumption. This also applies to the case when w ∈ S− and
v ∈ L∗, so the claim holds. 
For x ∈ L∗ and w,w′ ∈ Y , we simply denote f(x,w ⊗ w′) by x • (w ⊗ w′) and
we define
w ⊗sym w
′ := w ⊗ w′ + w′ ⊗ w ∈ H0 ⊗H0.
Then, the following equations hold in H0 ⊗H0:
dn • (w ⊗sym w
′) =
∑
i+j=n
(
n
i
)
diw ⊗sym d
jw′,(2.3)
(dny) • (w ⊗sym w
′) =
∑
i+j=n
(
n
i
) ∑
{u,v}={diy,dj}
uw ⊗sym vw
′,(2.4)
for n ∈ N, w, w′ ∈ Y . These equations can be proved inductively on n ∈ N.
Proposition 2.4. For w ∈ Y \ {1},
∆˜0(dw) = d • ∆˜0(w),(2.5)
∆˜0(yw) = y • ∆˜0(w) + y ⊗sym w.(2.6)
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Proof. Let w be in Y \{1}. By the definition of ∆0 and the equation (2.2), we have
∆˜0(dw) = ∆0(dw) − 1⊗sym dw
=
∑
S⊂[n+1]
S:admissible
(dw)S ⊗ (dw)S − 1⊗sym dw
=
∑
1∈S⊂[n+1]
S:admissible
(dw)S ⊗ (dw)S +
∑
1/∈S⊂[n+1]
S:admissible
(dw)S ⊗ (dw)S − 1⊗sym dw
=
∑
S⊂[n]
S:admissible
d · wS ⊗ wS +
∑
S⊂[n]
S:admissible
wS ⊗ d · wS − (d⊗sym w + 1⊗sym dw)
=
∑
S⊂[n]
S:admissible
(d · wS ⊗ wS + wS ⊗ d · wS)− (d⊗sym w + 1⊗sym dw)
= d •

 ∑
S⊂[n]
S:admissible
wS ⊗ wS − 1⊗sym w


= d • ∆˜0(w).
We use d⊗sym w = 0 in H0 ⊗H0 at the fourth equality. The equation (2.6) can be
proved in the same way. 
Proposition 2.5. Let wm := d
my for m ∈ N0. Then for n ∈ N≥2 and k1, . . . , kn ∈
N0, we have
∆˜0(wk1 · · ·wkn) =
∑
i1+j1=k1
(
k1
i1
)
di1y ⊗sym d
j1wk2 · · ·wkn
(2.7)
+
n−1∑
p=2
∑
i1+j1=k1
··
·
ip+jp=kp
p∏
a=1
(
ka
ia
) ∑
{uq, vq}={d
iq , djqy}
1≤q≤p−1
(u1 · · ·up−1d
ipy ⊗sym v1 · · · vp−1d
jpwkp+1 · · ·wkn).
Here {uq, vq} = {d
iq , djqy} means (uq, vq) = (d
iq , djqy) or (djqy, diq ).
Proof. Because we have
(2.8) ∆˜0(d
ayw) = da •
(
y ⊗sym w + y • ∆˜0(w)
)
(a ∈ N0)
by Proposition 2.4, we compute
∆˜0(wk1wk2 · · ·wkn)
= dk1 • (y ⊗sym wk2 · · ·wkn) + (d
k1y) • ∆˜0(wk2 · · ·wkn)
= dk1 • (y ⊗sym wk2 · · ·wkn) + (d
k1ydk2) • (y ⊗sym wk3 · · ·wkn)
+ (dk1ydk2y) • ∆˜0(wk3 · · ·wkn).
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By using the equation (2.8) repeatedly, we get
=
n−1∑
p=1
(dk1y · · · ydkp) • (y ⊗sym wkp+1 · · ·wkn)
+ (dk1y · · · dkn−1y) • ∆˜0(wkn).
Because ∆˜0(d
ay) = 0 (a ∈ N0) by the definition of ∆˜0, the second term vanishes.
Therefore by (2.3), we get
∆˜0(wk1wk2 · · ·wkn)
=
n−1∑
p=1
(
dk1y · · · dkp−1y
)
•

 ∑
ip+jp=kp
(
kp
ip
)
dipy ⊗sym d
jpwkp+1 · · ·wkn

 .
And by using (2.4) repeatedly, we have
=
∑
i1+j1=k1
(
k1
i1
)
di1y ⊗sym d
j1wk2 · · ·wkn
+
n−1∑
p=2
∑
i1+j1=k1
··
·
ip+jp=kp
p∏
a=1
(
ka
ia
) ∑
{uq , vq}={d
iq , djqy}
1≤q≤p−1
(u1 · · ·up−1d
ipy ⊗sym v1 · · · vp−1d
jpwkp+1 · · ·wkn).

2.3. The algebraic Birkhoff decomposition and renormalized values. We
explain the algebraic Birkhoff decomposition. This decomposition is a fundamental
tool in a work of Connes and Kreimer [6] on their Hopf algebraic approach to renor-
malization of perturbative quantum field theory. This decomposition is necessary
to define renormalized values.
Based on [17], we recall the algebraic Birkhoff decomposition. We denote the
product and the unit of Q-algebra A by mA and uA. For a Hopf algebra H over Q,
we mean ∆H, εH and SH to be its coproduct, its counit and its antipode respec-
tively. In this paper, we often use Sweedler’s notation:
(2.9) ∆˜0(w) :=
∑
(w)
w′ ⊗ w′′.
Let H be a Hopf algebra over Q, A be a Q-algebra and L(H,A) be the set of
Q-linear maps from H to A. We define the convolution φ ∗ ψ ∈ L(H,A) by
φ ∗ ψ := mA ◦ (φ⊗ ψ) ◦∆H
for Q-linear maps φ and ψ ∈ L(H,A). Let H be a Hopf algebra over Q and A be
a Q-algebra. The subset
G(H,A) := {φ ∈ L(H,A) | φ(1) = 1A}
endowed with the above convolution product ∗ forms a group. The unit is given by
a map e = uA ◦ εH.
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Let H be a connected filtered Hopf algebra over Q, that is, H has a filtration of
Q-linear subspace:
H0 ⊂ H1 ⊂ · · · ⊂ Hn ⊂
⋃
n∈N0
Hn = H
with H0 = Q and with the conditions: HmHn ⊂ Hm+n and SH(H
n) ⊂ Hn and
∆H(H
n) ⊂
∑
p+q=n
Hp ⊗Hq for m,n ∈ N0.
Let A := Q[ 1z , z]] := Q[[z]][
1
z ] be the algebra consisting of all Laurent series. And
we decompose it as A = A−⊕A+ where A− :=
1
zQ[
1
z ] and A+ := Q[[z]]. We define
a projection pi : A → A− by
pi
(
∞∑
n=−k
anz
n
)
:=
−1∑
n=−k
anz
n,
with an ∈ Q and k ∈ Z. Here we use the convention the sum over empty set is zero.
The following theorem is the fundamental tool of Connes and Kreimer ([6]) in
the renormalization procedure of perturbative quantum field theory.
Theorem 2.6 ([6], [8], [17]: algebraic Birkhoff decomposition). For φ ∈
G(H,A), there are unique linear maps φ+ : H → A+ and φ− : H → Q ⊕ A−
with φ−(1) = 1 ∈ Q such that
φ = φ−1− ∗ φ+.
Moreover the maps φ− and φ+ are algebra homomorphisms if φ is an algebra ho-
momorphism.
We define the Q-linear map φ : H0 → A by φ(1) := 1 and for k1, . . . , kn ∈ N0,
(2.10) dk1y · · · dkny 7→ φ(dk1y · · · dkny)(z) := ∂k1z
(
x∂k2z
)
· · ·
(
x∂knz
)
(x(z))
where x := x(z) := e
z
1−ez ∈ A and ∂z is the derivative by z.
Proposition 2.7 ([8] §4.2). The Q-linear map φ : H0 → A is well-defined and
forms algebra homomorphism. Moreover, the following diagram is commutative:
(H0,0)
ζt
//
φ
&&▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
(Q[[t]], ·)
t7→ez

(A, ·)
where ζt is the map in (2.1).
Because the map φ is algebraic by the above proposition, we obtain the algebraic
map:
(2.11) φ+ : H0 → A+
which is an algebra homomorphism by Theorem 2.6.
Definition 2.8 ([8] §4.2). The renormalized value 3 ζEMS(−k1, . . . ,−kn) is defined
by
(2.12) ζEMS(−k1, . . . ,−kn) := lim
z→0
φ+(d
kny · · · dk1y)(z)
3If we follow the notations of [8], it should be denoted by ζ+(−kn, . . . ,−k1).
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for k1, . . . , kn ∈ N0.
It is remarkable that the renormalized values coincide with special values of the
meromorphic continuation of MZFs at non-positive arguments which do not locate
at their singularities.
Proposition 2.9 ([8] Theorem 4.3). For k1 ∈ N0, we have
ζEMS(−k1) = ζ(−k1)
and for k1, k2 ∈ N0 with k1 + k2 odd, we have
ζEMS(−k1,−k2) = ζ(−k1,−k2).
We remind that, as is showed in the set (0.2), ζ(s1, · · · , sn) is always irregular
at (s1, · · · , sn) = (−k1, · · · ,−kn) ∈ Z
n
<0 for n ≥ 3.
Another remarkable property of the renormalized values is that a certain shuffle
relation hold for them. Because 0 is the product of H0 and φ+ : H0 → Q[[z]] is a
unital algebra homomorphism by Theorem 2.6, we obtain the following proposition:
Proposition 2.10 ([8] §4.2: shuffle relation). For w,w′ ∈ Y , we have
φ+(w0 w
′) = φ+(w)φ+(w
′).
Here are examples in lower depth:
Examples 2.11. For a, b, c ∈ N0, we have
ζEMS(−a) · ζEMS(−b) =


a∑
k=0
(−1)k
(
a
k
)
ζEMS(−b− k,−a+ k) if b ≥ 1,
ζEMS(−a, 0) if b = 0,
ζEMS(−a) · ζEMS(−b,−c) =


c∑
k=0
(−1)k
(
c
k
)
ζEMS(−b,−c− k,−a+ k) if c ≥ 1,
c∑
k=0
(−1)k
(
c
k
)
ζEMS(−b− k,−a+ k, 0) if b ≥ 1, c = 0,
ζEMS(−a, 0, 0) if b = c = 0.
For our comparison, we remind below the usual shuffle relation for positive argu-
ments. For a, b ∈ N>1,
ζ(a) · ζ(b) =
a−1∑
k=0
(
b− 1 + k
k
)
ζ(a− k, b+ k) +
b−1∑
k=0
(
a− 1 + k
k
)
ζ(b − k, a+ k),
and for a, c ∈ N>1 and b ∈ N,
ζ(a) · ζ(b, c) =
a−1∑
k=0
a−k−1∑
i=0
(
c− 1 + k
k
)(
b− 1 + i
i
)
ζ(a− k − i, b+ i, c+ k)
+
a−1∑
k=0
b−1∑
j=0
(
c− 1 + k
k
)(
a− k − 1 + j
j
)
ζ(b − j, a− k + j, c+ k)
+
c−1∑
k=0
(
a− 1 + k
k
)
ζ(b, c− k, a+ k).
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3. Main results
In this section, we prove a recurrence formula among renormalized values of MZFs
in Proposition 3.3. Moreover, by showing that the renormalized value ζEMS(−k1, . . . ,−kn)
satisfies the recurrence formula similar to the one (1.5) for ζFKMT(−k1, . . . ,−kn), we
prove an equivalence between the desingularized values and the renormalized values
in Theorem 3.5. As a corollary of Theorem 3.5, we obtain an explicit formula of
renormalized values (Corollary 3.9).
3.1. Recurrence formulas among renormalized values. The goal of this sub-
section is to prove Proposition 3.3 which is on recurrence formula among renormal-
ized values.
We start with the following key lemma of [8] which is a method to compute
recursively the image of φ+ (the equation (2.11)).
Lemma 3.1 ([8] Corollary 4.4). For w ∈ Y with dp(w) > 1, we have
φ+(w) =
1
2dp(w) − 2
∑
(w)
φ+(w
′)φ+(w
′′).
Here we use Sweedler’s notation (2.9).
Proposition 3.2. For n ∈ N≥2 and k1, . . . , kn ∈ N0, we have
ζEMS(−k1, . . . ,−kn) =
1
2n−1 − 1

 ∑
in+jn=kn
(
kn
in
)
ζEMS(−in)ζEMS(−k1, . . . ,−kn−1 − jn)
(3.1)
+
n−1∑
p=2
∑
in+jn=kn
··
·
ip+jp=kp
n∏
a=p
(
ka
ia
)
×
∑
{◦q, ⋄q}={+, , }
p≤q≤n−1
ζEMS(−ip ◦p · · · ◦n−1 −in)ζEMS(−k1, . . . ,−kp−1 − jp ⋄p · · · ⋄n−1 −jn)

 .
Proof. By Proposition 2.5 and Lemma 3.1, for n ∈ N≥2 and k1, . . . , kn ∈ N0 we get
φ+(wkn · · ·wk1) =
1
2n−1 − 1


∑
in+jn=kn
(
kn
in
)
φ+(d
iny)φ+(d
jnwkn−1 · · ·wk1)
+
n−1∑
p=2
∑
in+jn=kn
··
·
ip+jp=kp
n∏
a=p
(
ka
ia
) ∑
{uq , vq}={d
iq , djq y}
p+1≤q≤n
φ+(un · · ·up+1d
ipy)φ+(vn · · · vp+1d
jpwkp−1 · · ·wk1 )


,
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because dp(w) = n. For p ≤ q ≤ n− 1, we define
(◦q, ⋄q) :=
{
(+, ,) if (uq+1, vq+1) = (diq+1 , djq+1y),
(,,+) if (uq+1, vq+1) = (djq+1y, diq+1 ).
Then by the definition of ζEMS(−k1, . . . ,−kn), the equation (3.1) holds. 
We define the following generating functions in C[[x]] for n ∈ N≥2 and k1, . . . , kn ∈
N0:
h := h(x) :=
∞∑
k1=0
(−x)k1
k1!
ζEMS(−k1),
hk1,...,kn−1(x) :=
∞∑
kn=0
(−x)kn
kn!
ζEMS(−k1, . . . ,−kn),
hk1,...,kn(x) := ∂
kn
x hk1,...,kn−1(x).
Here for n ∈ N, we set hk1,...,kn−1(x) := h(x).
The equation (3.1) looks complicated. But it can be simplified to the following
recurrence formula (3.2).
Proposition 3.3. For n ∈ N≥2 and k1, . . . , kn ∈ N0, we have
(3.2) ζEMS(−k1, . . . ,−kn) =
∑
in+jn=kn
(
kn
in
)
ζEMS(−in)ζEMS(−k1, . . . ,−kn−1 − jn),
and
(3.3) hk1,...,kn−1(x) = (−1)
k1+···+kn−1
(
h∂kn−1x
)
· · ·
(
h∂k1x
)
(h) .
Proof. We prove (3.2) and (3.3) by induction on n ∈ N≥2. Let n = 2. Then by
the equation (3.1) of Proposition 3.2, the equation (3.2) clearly holds. And by the
equation (3.3) for n = 2, we have
hk1(x) =
∞∑
k2=0
(−x)k2
k2!
ζEMS(−k1,−k2)(3.4)
=
∞∑
k2=0
(−x)k2
k2!
∑
i2+j2=k2
(
k2
i2
)
ζEMS(−i2)ζEMS(−k1 − j2)
=
{
∞∑
i2=0
(−x)i2
i2!
ζEMS(−i2)
}

∞∑
j2=0
(−x)j2
j2!
ζEMS(−k1 − j2)


= h
{
(−1)k1∂k1x (h)
}
= (−1)k1
(
h∂k1x
)
(h) .
Let n = n0 ≥ 3. We assume that (3.2) and (3.3) hold for 2 ≤ n ≤ n0−1. Firstly,
we prove the equation (3.2). By Lemma 3.4 which will be proved later, the second
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term of the right hand side of the equation (3.1) is calculated to be
n0−1∑
p=2
∑
{◦q , ⋄q}={+, , }
p≤q≤n0−1

 ∑
in0+jn0=kn0
(
kn0
in0
)
ζEMS(−in0)ζEMS(−k1, . . . ,−kn0−1 − jn0)


=
n0−1∑
p=2
2n0−p

 ∑
in0+jn0=kn0
(
kn0
in0
)
ζEMS(−in0)ζEMS(−k1, . . . ,−kn0−1 − jn0)


= (2n0−1 − 2)
∑
in0+jn0=kn0
(
kn0
in0
)
ζEMS(−in0)ζEMS(−k1, . . . ,−kn0−1 − jn0).
Therefore, we have
(RHS of (3.1))
=
1
2n0−1 − 1

 ∑
in0+jn0=kn0
(
kn0
in0
)
ζEMS(−in0)ζEMS(−k1, . . . ,−kn0−1 − jn0)
+(2n0−1 − 2)
∑
in0+jn0=kn0
(
kn0
in0
)
ζEMS(−in0)ζEMS(−k1, . . . ,−kn0−1 − jn0)


=
∑
in0+jn0=kn0
(
kn0
in0
)
ζEMS(−in0)ζEMS(−k1, . . . ,−kn0−1 − jn0).
So we get the equation (3.2) for n ≥ 3.
Secondly, we prove the equation (3.3) for n = n0 ≥ 3. By using the equation
(3.2) for n = n0 which we have proved just above, we have
hk1,··· ,kn0−1(x) = (−1)
kn0−1h(x)∂
kn0−1
x
(
hk1,··· ,kn0−2(x)
)
in the same way to case of n = 2. By our induction hypotheses,
= (−1)kn0−1h(x)∂
kn0−1
x
(
(−1)k1+···+kn0−2
(
h(x)∂
kn0−2
x
)
· · ·
(
h(x)∂k1x
)
(h(x))
)
= (−1)k1+···+kn0−1
(
h(x)∂
kn0−1
x
)
· · ·
(
h(x)∂k1x
)
(h(x))
So we get the equation (3.3) for n ≥ 3. 
We prove the following lemma used in the above proof.
Lemma 3.4. Let n0 ≥ 3. We assume that (3.3) holds for n = l with 2 ≤ l ≤ n0−1.
Let 2 ≤ p ≤ n0 − 1 and ◦i ∈ {+,,} for p ≤ i ≤ n0 − 1. Then we have
∑
ip+jp=kp
··
·
in0+jn0=kn0
n0∏
a=p
(
ka
ia
)
ζEMS(−ip ◦p · · · ◦n0−1 −in0)ζEMS(−k1, . . . ,−kp−1 − jp ⋄p · · · ⋄n0−1 −jn0)
(3.5)
=
∑
in0+jn0=kn0
(
kn0
in0
)
ζEMS(−in0)ζEMS(−k1, . . . ,−kn0−1 − jn0).
Here ⋄i is chosen to be with {◦i, ⋄i} = {+,,} for p ≤ i ≤ n0 − 1.
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Proof. We get
∞∑
kn0=0
(−x)kn0
kn0 !
(RHS of (3.5)) = (−1)kn0−1h∂
kn0−1
x
(
hk1,...,kn0−2(x)
)
in the same way to the computations of hk1(x) in (3.4). By our induction hypothesis
on (3.3), for n0 we obtain
= (−1)k1+···+kn0−1
(
h∂
kn0−1
x
)
· · ·
(
h∂k1x
)
(h).(3.6)
On the other hand, we have
∞∑
kn0=0
(−x)kn0
kn0 !
(LHS of (3.5))
=
∑
ip+jp=kp
··
·
in0−1+jn0−1=kn0−1
n0−1∏
a=p
(
ka
ia
)

∞∑
in0=0
(−x)in0
in0 !
ζEMS(−ip ◦p · · · ◦n0−1 −in0)


×


∞∑
jn0=0
(−x)jn0
jn0 !
ζEMS(−k1, . . . ,−kp−1 − jp ⋄p · · · ⋄n0−1 −jn0)

 .
We also consider the following two cases:
Case i) : When (◦n0−1, ⋄n0−1) = (,,+), we compute
∞∑
kn0=0
(−x)kn0
kn0 !
(LHS of (3.5))
=
∑
ip+jp=kp
··
·
in0−1+jn0−1=kn0−1
n0−1∏
a=p
(
ka
ia
)

∞∑
in0=0
(−x)in0
in0 !
ζEMS(−ip ◦p · · · ◦n0−2 −in0−1,−in0)


×


∞∑
jn0=0
(−x)jn0
jn0 !
ζEMS(−k1, . . . ,−kp−1 − jp ⋄p · · · ⋄n0−2 −jn0−1 − jn0)

 .
Put m :=
{
p− 1 when ⋄i is + for all i,
max {l | p ≤ l ≤ n0 − 2, ⋄l = ,} otherwise.
Then we have
=
∑
ip+jp=kp
··
·
in0−1+jn0−1=kn0−1
n0−1∏
a=p
(
ka
ia
)

∞∑
in0=0
(−x)in0
in0 !
ζEMS(−ip ◦p · · · ◦n0−2 −in0−1,−in0)


× (−1)S∂Sx


∞∑
jn0=0
(−x)jn0
jn0 !
ζEMS(−k1, . . . ,−kp−1 − jp ⋄p · · · ⋄m−1 −jm)

 .
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Here S :=
{
kp−1 + jp + · · ·+ jn0−1 when ⋄i is + for all i,
jm+1 + · · ·+ jn0−1 otherwise.
=
∑
ip+jp=kp
··
·
in0−1+jn0−1=kn0−1
(−1)S
n0−1∏
a=p
(
ka
ia
)
hip◦p···◦n0−2 in0−1(x) · hk1,...,kp−1+jp⋄p···⋄n0−2 jn0−1(x).
Here we use the definitions of hk1,...,kn−1(x) and hk1,...,kn0 (x). And by using
our induction hypothesis on (3.3), we have
=
∑
ip+jp=kp
··
·
in0−1+jn0−1=kn0−1
n0−1∏
a=p
(
ka
ia
)
(−1)
n0−1∑
q=p
iq (
h∂
in0−1
x
)(
hδn0−2∂
in0−2
x
)
· · ·
(
hδp∂ipx
)
(h)


×

(−1)
p−1∑
q=1
kq+
n0−1∑
q=p
jq
∂
jn0−1
x
(
h1−δn0−2∂
jn0−2
x
)
· · ·
(
h1−δp∂jpx
) (
h∂kp−1x
)
· · ·
(
h∂k1x
)
(h)

 .
Here we put δi :=
{
0 if ◦i = +,
1 if ◦i = ,, for p ≤ i ≤ n0 − 2.
=(−1)
n0−1∑
q=1
kq
h
∑
ip+jp=kp
··
·
in0−1+jn0−1=kn0−1
n0−1∏
a=p
(
ka
ia
){
∂
in0−1
x
(
hδn0−2∂
in0−2
x
)
· · ·
(
hδp∂ipx
)
(h)
}
×
{
∂
jn0−1
x
(
h1−δn0−2∂
jn0−2
x
)
· · ·
(
h1−δp∂jpx
) (
h∂kp−1x
)
· · ·
(
h∂k1x
)
(h)
}
=(−1)
n0−1∑
q=1
kq
h∂
kn0−1
x

h
∑
ip+jp=kp
··
·
in0−2+jn0−2=kn0−2
n0−2∏
a=p
(
ka
ia
){
∂
in0−2
x
(
hδn0−3∂
in0−3
x
)
· · ·
(
hδp∂ipx
)
(h)
}
×
{
∂
jn0−2
x
(
h1−δn0−3∂
jn0−3
x
)
· · ·
(
h1−δp∂jpx
) (
h∂kp−1x
)
· · ·
(
h∂k1x
)
(h)
}

 .
We use Leibniz rule in last equality. By using this rule repeatedly, we get
=(−1)
n0−1∑
q=1
kq (
h∂
kn0−1
x
)
· · ·
(
h∂k1x
)
(h).
This is equal to (3.6).
Case ii) : When (◦n0−1, ⋄n0−1) = (+, ,), it can be proved in the same way to Case
i).

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3.2. An equivalence between desingularized values and renormalized ones.
We reveal a close relationship among desingularized values and renormalized ones in
Theorem 3.5. As a consequence, we get an explicit formula of renormalized values
in terms of Bernoulli numbers in Corollary 3.9.
Our main theorem of this paper is the following explicit relationship between the
generating function ZFKMT(t1, . . . , tn) of the desingularized values ζFKMT(−k1, . . . ,−kn)
in (0.4) and the generating function ZEMS(t1, . . . , tn) of the renormalized values
ζEMS(−k1, . . . ,−kn) in (0.6).
Theorem 3.5. For n ∈ N, we have
(3.7) ZEMS(t1, . . . , tn) =
n∏
i=1
1− e−ti−···−tn
ti + · · ·+ tn
· ZFKMT(−t1, . . . ,−tn).
Proof. By Proposition 3.3 and Lemma 3.4 we get
(3.8)
ζEMS(−k1, . . . ,−kn) =
∑
i2+j2=k2
··
·
in+jn=kn
n∏
a=2
(
ka
ia
)
ζEMS(−i2, . . . ,−in)ζEMS(−k1− j2− · · · − jn).
Here, we use Lemma 3.4 for p = 2 and for all ◦q = , (2 ≤ q ≤ n). It is remarkable
that the same recurrence formula holds for ζFKMT(−k1, . . . ,−kn) of (1.5). Thus, we
get
(3.9) ZEMS(t1, . . . , tn) = ZEMS(t2, . . . , tn) · ZEMS(t1 + · · ·+ tn) (n ∈ N).
Now from [8] Theorem 4.3, ζEMS(−k1) = ζ(−k1) at k1 ∈ N0, so we can write ZEMS(x)
by
ZEMS(x) =
1 + x− ex
x(ex − 1)
.
We get the following equation by ZEMS(x) and ZFKMT(x):
(3.10) ZEMS(x) =
1− e−x
x
ZFKMT(−x).
By using (1.4), (3.9) and (3.10), we get (3.7). 
By Theorem 3.5, we find that desingularized values and renormalized ones are
equivalent. Namely, the renormalized values can be given as linear combinations of
the desingularized ones.
Examples 3.6. The desingularized values and the renormalized values are equal
at the origin:
ζFKMT(0, . . . , 0︸ ︷︷ ︸
n
) = ζEMS(0, . . . , 0︸ ︷︷ ︸
n
) = Bn1 =
(
−
1
2
)n
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Examples 3.7. For k1, k2, k3 ∈ N0, we have
ζEMS(−k1) =
∑
ν01+ν11=k1
(
k1
ν01
)
(−1)ν11
ν01 + 1
ζFKMT(−ν11),
ζEMS(−k1,−k2) =
∑
ν01+ν11=k1
ν02+ν12+ν22=k2
(
k1
ν01
)(
k2
ν02 ν12
)
1
ν02 + 1
(−1)ν11+ν22
ν01 + ν12 + 1
ζFKMT(−ν11,−ν22),
ζEMS(−k1,−k2,−k3) =
∑
ν01+ν11=k1
ν02+ν12+ν22=k2
ν03+ν13+ν23+ν33=k3
(
k1
ν01
)(
k2
ν02 ν12
)(
k3
ν03 ν13 ν23
)
×
1
ν03 + 1
1
ν02 + ν13 + 1
(−1)ν01+ν12+ν23
ν01 + ν12 + ν23 + 1
ζFKMT(−ν11,−ν22,−ν33).
Here
(
k2
ν02 ν12
)
:= k2!ν02!ν12!(k2−ν02−ν12)! and
(
k3
ν03 ν13 ν23
)
:= k3!ν03!ν13!ν23!(k3−ν03−ν13−ν23)! .
On the other hand, desingularized values can be also given as linear combinations
of product of renormalized ones and Bernoulli numbers Bn:
Examples 3.8. For k1, k2, k3 ∈ N0, we have
ζFKMT(−k1) = (−1)
k1
∑
ν01+ν11=k1
(
k1
ν01
)
Bν01ζEMS(−ν11),
ζFKMT(−k1,−k2) = (−1)
k1+k2
∑
ν01+ν11=k1
ν02+ν12+ν22=k2
(
k1
ν01
)(
k2
ν02 ν12
)
Bν02Bν01+ν12ζEMS(−ν11,−ν22),
ζFKMT(−k1,−k2,−k3) = (−1)
k1+k2+k3
∑
ν01+ν11=k1
ν02+ν12+ν22=k2
ν03+ν13+ν23+ν33=k3
(
k1
ν01
)(
k2
ν02 ν12
)(
k3
ν03 ν13 ν23
)
×Bν03Bν02+ν13Bν01+ν12+ν23ζEMS(−ν11,−ν22,−ν33).
By combining Proposition 1.5 and Theorem 3.5, we obtain the following corollary.
Corollary 3.9. For n ∈ N, we have
ZEMS(t1, . . . , tn) =
n∏
i=1
(ti + · · ·+ tn)− (e
ti+···+tn − 1)
(ti + · · ·+ tn)(eti+···+tn − 1)
.
The above equation is equivalent to the equation (0.7). Therefore the renormal-
ized values are described explicitly in terms of Bernoulli numbers:
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Examples 3.10. For k1, k2, k3 ∈ N0, we have
ζEMS(−k1) =
(−1)k1
k1 + 1
Bk1+1,
ζEMS(−k1,−k2) = (−1)
k1+k2
∑
ν12+ν22=k2
(
k2
ν12
)
Bν22+1
ν22 + 1
Bk1+ν12+1
k1 + ν12 + 1
,
ζEMS(−k1,−k2,−k3) = (−1)
k1+k2+k3
∑
ν12+ν22=k2
ν13+ν23+ν33=k3
(
k2
ν12
)(
k3
ν13 ν23
)
×
Bν33+1
ν33 + 1
Bν22+ν23+1
ν22 + ν23 + 1
Bk1+ν12+ν13+1
k1 + ν12 + ν13 + 1
.
As is explained in our introduction, other types of renormalized values were
investigated in several places in the literature ([9], [14], [18] etc). However, their
explicit relationships with the desingularized values ζFKMT(−k1, · · · ,−kn) do not
seem to be shown so far, actually which was posed as a question in [12] Question
4.8. It would be great if our equivalence (Theorem 3.5) could also lead a direction
to settle their question.
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