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Abstract 
Abstract 
The traditional way for common readers to learn about a certain news affair thoroughly is to 
read the news stories related to the topic. With the rapid expansion of the Web, digitized news 
information are largely disseminated and duplicated over the Web. Web users can easily visit 
newswires (such as CNN or BBC) or use search engines (such as Google or Yahoo!) to retrieve a 
long list of relevant news documents on the topic. However, there is no much support for users to 
extract the knowledge about a news topic. Reading a large number of news documents as the 
results of newswire output or Internet searching is time consuming and yet does not capture a 
precise and concise blueprint of the news affair. 
In this work, we propose the concept of event evolution graph, which is effective in presenting 
how events develop within news topics along the timeline. It provides efficient and meaningful 
information browsing with the aid of a graph structure and graphical representation. As a result, 
users are not only able to retrieve news stories of different events in the same topic but also able 
to capture the evolution of the events. The research problem of this work is defined as 
constructing event evolution graphs for news topics given news stories from news corpora. We 
define three rules to evaluate event evolution relationships between events logically. We propose 
techniques for extracting events, modeling event evolution relationships and constructing event 
evolution graphs. Several clustering algorithms are employed to extract events from stories. 
Event content similarity, temporal proximity and document distributional proximity are jointly 
utilized to measure the confidence of evolution between events. We also investigate several 
graph pruning algorithms to improve the generated event evolution graphs. We give our 
experimental evaluation and a case study. In the end we investigated story segmentation and its 
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Chapter 1. Introduction 
1.1. Background 
Due to the popularity of the Internet, most news stories have electronic versions 
published on the Web and infomediaries are available to search across multiple websites 
of news sources. Retrieving news story documents on a same topic from multiple sources 
and keeping information updated becomes more convenient and easy. Human users can 
easily access any newswires such as CNN, BBC, CBS, etc. or infomediaries such as 
Google and Yahoo! to retrieve news stories on their preferred topics. However, it also 
generates a tremendous volume of news texts. Managing, interpreting, and analyzing 
such a huge volume of information contained in these texts is hence becoming 
increasingly difficult for human users. 
Among the much information available to be extracted from news stories, what readers 
want to find out mostly are the news events as well as the associations between them, as 
described in the news stories. Imagine that you are reading online news stories about 
Zarqawi (the Terrorist Leader in Iraq) being killed at Yahoo! News. What you want to 
know are most probably when, where and how Zarqawi was killed, as well as some other 
related background events about Zarqawi, e.g. the terror activities which were blamed on 
Zarqawi, how the U.S. army discovered Zarqawi's hiding place, and the new successor 
of Zarqawi appointed by A1 Qaeda. Instead, you may most probably not care about the 
minor details, such as Zaraqwi's birthplace, even if they are also available on the web. 
It is often desirable for political analysts, intelligence officers, and even common readers 
to analyze these news events and obtain a quick overview of the entire news topic. We 
still take the event of Zarqawi being killed as our example. Suppose you are a 
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uninformed user on the recent developments of A1 Qaeda and international terrorism, but 
you want to learn about the event Zarqawi being killed and probably all necessary 
background events. You may have two basic approaches, i.e. newswires and searching. 
In the first approach, you go to the CNN News website and find out that there happen to 
be an organized special report on the Zarqawi issue. You then read through the special 
report and visit any links provided in that report to learn more about the development of 
Zarqawi-related events. The problem of this approach is that there may not be sufficient 
manually created special reports on most news topics; even if there are some, they 
usually cover only a very limited portion of all available news stories on that topic, 
which may miss important aspects. In the second approach, you can go to Google and 
input “Zarqawi，，to search for all news stories on that topic. However, this will return 
around 62,300 news stories, which makes it extremely difficult for you to look through 
them at one time. Even if you only select some of them, you may still be completely 
overwhelmed by the large volume of news stories that you have to read. Besides, in both 
approaches, you have to read all the news stories and figure out the associations between 
related events by yourself. Missing any of the important events will definitely make you 
confused. You may also have to read many news stories that are partially or completely 
duplicated, before you become aware of it. Both approaches are more or less time-
consuming and fail to present a precise while concise blueprint of the news affair in 
which the human users are interested. 
Given the limitations of human capability, automated techniques that are capable of 
generalizing news events and mining the underlying structure of those news events from 
news stories will be helpful for users to understand the development of events inside the 
news topic and to have a quick overview of the entire news affair behind. 
1.2. Research Motivation 
Currently some existing approaches directly or indirectly mine the structure of news 
events inside news topics. For example, in the research of topic detection and tracking 
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(TDT), techniques are developed to monitor news stories, spot news events，and track the 
progress of previously spotted events [12]-[27], [28]-[31]. It clusters news stories into a 
hierarchical structure, as shown in Figure 1. Although with this approach users are able 
to capture the major news events in a given news topic, it is yet difficult to capture the 
developments of news events, i.e. associations between them, within the topic. For 
instance, the outbreak of a civil war may evolve to the economic and social crisis in the 
relevant country and then evolve to the problem of refugees. There may be some other 
events in the same topic, e.g. the state army won a remarkable combat against the rebels, 
which are obviously not strongly associated with the last two events. TDT techniques 
have been attempting to detecting or clustering news stories from different sources into 
those events, without defining or interpreting the associations between these events. To 
present the development process of news affairs, we need to model this kind of 
associations or developments between events, which we call event evolutions. 
Corpus 
Topic 1 Topic 2 Topic 3 Topic 4 
… 
Event 1 Event 2 Event 3 
… Story 1 Story 2 Story 3 
Figure 1. Document organization in topic detection and tracking 
Obviously, the hierarchical directory structure employed in TDT is not suitable for 
presenting the associations between news events. Consider the example of the topic 
"Beslan School hostage crisis，，. It was first reported that the terrorists seized the school 
and held many people as hostages at the beginning of the news text streams. Such an 
event is considered as the seminal event of this topic. Other events in this topic include 
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the breakdown of negotiation talks, the attack of Russian special task force, reactions 
from different parties, Russian government's claim about the suspects, investigation, the 
resuming of the Beslan School, etc. It would be easier for someone, who is unfamiliar 
with yet interested in this news affair, to look at a blueprint of this news topic in order to 
learn quickly what has happened. Such a blueprint should not only generalize the news 
events but also present the connections between those news events to the user. For 
example, the first event "terrorists seize the school and hold hostages" evolves to the 
event "negotiation talks break down" which then evolves to another event "Russian 
special task force attacks the terrorists". Given all these news events and the 
relationships among them, the most intuitive way to present them is to build a graph 
structure of "event evolutions" illustrating the entire event development process. The 
nodes and directed edges in the graphs, which are representing the news events and the 
event development relationships respectively, will guide users from the first node (i.e. 
seminal event) through the directed edges (event evolution relationship) to the last node 
(i.e. last event) to understand how the events evolve within the news topic. 
Figure 2 is a prototype of the directed graph structure that we proposed to incorporate the 
news events and event developments. The circles with dashed line stand for news events 
while the circles with solid lines stand for news stories. The arrows stand for the 
developments among news events in the news topic. News stories are clustered or 
assigned into different news events, which are then presented as nodes in the graph 
structure. This type of directed graph is defined as event evolution graph that presents the 
blueprint of a news topic. Such event evolution graphs show the sophisticated event 
interrelationships in a graph structure for easy navigation and browsing. Users are able to 
capture the major events and understand the flow of the stories within the news affair. 
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Figure 2. The prototype of an event evolution graph for a news topic 
The proposed event evolution graphs can be utilized in many other applications. We may 
integrate the event evolution graphs with automatic summarization and named entity 
recognition techniques to provide a well-equipped Web news infomediary agency that 
can present both the evolutionary event relationships and the abstracts and key terms of 
the news events. In another example, the evolutionary event relationships can also be 
visualized as transitional connections in a map, if the location information of news events 
could be correctly recovered. The interconnectivity of the graph structure may also 
support the construction of a convenient information-browsing platform for users to 
navigate by the developments of the news affair. Besides, we can apply advanced graph 
algorithms on event evolution graphs to extract many interesting patterns, e.g. the 
shortest path, hidden-relevance feedback, etc. In addition, though we mainly apply this 
technique to trace the development process of news events, it is still interesting to 
experiment whether our proposed technique is applicable on other types of events, e.g. 
those events reported in stock exchange news or corporate statements. 
13 
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1.3. Research Objective 
The objective of our work is to build an automatic system that effectively and efficiently 
constructs event evolution graphs for news topics. The task of such a system could be 
decomposed into two components, one extracting news events given the news stories 
inside one news topic, and the other identifying the evolution relationships between these 
events and constructing the event evolution graph. With the aid of this system, users are 
able to understand the process of event developments inside the news topic. Hence the 
evaluation of the system should be based on the accuracy of the automatically generated 
event evolution graphs compared with manually constructed event evolution graphs by 
human annotators. 
1.4. Organization of Thesis 
The rest of the paper is organized as follows. In Chapter 2，we present the definitions of 
some key terminologies and analyze the research problem. In Chapter 3，we discuss some 
related work to our research. In Chapter 4，the system architecture of the prototype 
system is illustrated briefly. In Chapter 5，we formally define event evolution, event 
evolution relationship and event evolution graph. We also discuss timestamps and 
temporal relationships that are important for modeling event evolutions. In Chapter 6，we 
present a number of clustering techniques that are for extracting events from news stories. 
Chapter 7 presents the models and techniques of capturing event evolution relationships 
between events. Some graph pruning algorithms are presented in Chapter 8 to construct 
and improve event evolution graphs. In Chapter 9，a systematic experimental evaluation 
is conducted and the results are presented. We will use a real-world example to illustrate 
event evolution and event evolution graph in Chapter 10. In Chapter 11, we investigate 
story segmentation and its effects on improving our event evolution models. Finally in 
Chapter 12，we summarize this work and provide the future directions of our work. 
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Chapter 2. Problem Analysis and 
Definition 
In this chapter, we are going to give the definitions of news story, news event and news 
topic first. After that, we are going to analyze the characteristics of news stories using 
some examples extracted from CNN News. These characteristics inspire us of building 
the event evolution model, which is to be presented in later sections. 
2.1. Definitions of Story, Event and Topic 
In this subsection, we present the definitions of story, event and topics, which are 
important for us to understand the concepts of event evolutions later. The definitions of 
the three terminologies adhere mostly to the formal definitions given in TDT [11][13] but 
we have also made some modifications or extensions to them. Moreover, the 
granularities of events and topics are also different from those specified in TDT 
definitions, which are tuned better to fit into the concept of event evolution. 
Story: A story is a news article delivering some information to users, i.e. reporting a 
certain event. It is assumed that each news document describes a unique story and each 
story discusses a single (but unnecessarily unique) event. Thus, a story is the smallest 
atomic unit in the hierarchy (topic / event / story) [25], represented by its relevant news 
document. Obviously, both assumptions sometimes may not necessarily be true in 
reality, but we accept them for simplicity in modeling. 
Event: An event is something that happens at some specific time, and often some specific 
place. Our definition of event relaxes TDT's definition of it by removing the constraint 
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that an event must always occur at "some specific place". It is because we find that some 
events in our examples actually do not happen at any specific location in the world. For 
example, the event of "reactions from world leaders on Arafat's death" includes stories 
that describe the reactions from political leaders all over the world. In this sense, we 
cannot assign any location stamp to this event to indicate exactly where it happens. 
Instead we can always identify the time (or range of time) when a given news event takes 
place and thus assign a time stamp to the event. 
Similar to [25], we represent the event content, i.e. what happens in an event, by a set of 
stories that discuss it. Following the assumption of atomicity of a story, any set of 
distinct events can be represented by a set of non-overlapping clusters of news stories. 
It is important to note that, though not stated in its definition, the event discussed in this 
paper strictly refers to those news events that are significant and informative to users. 
This is due to the nature of news reporting, i.e. reporting the latest significant and 
breaking events, which often involves celebrities, disasters, politics, wars, etc. Trivial 
events such as a small local car accident causing no casualties, which may take place 
frequently and commonly in everyday life, are not included in our discussion in this 
work. This assumption is critical for our model as for those trivial events we are unable 
to find the details out of the reported news stories and hence are unable to track their 
event evolutions. 
Topic: A set of events strongly interconnected with each other. Usually a topic is started 
by a novel seminal event that is followed by other related events. By definition, each 
event contains a set of stories; a topic can be represented by clusters of stories, each 
representing an event. Later we focus on constructing event evolution graphs for single 
topics. 
The granularities of our defined event and topic are slightly different from those in TDT 
definitions. In TDT definitions [11]-[13], events often refer to a large incident, e.g. a 
terror attack in our case, which may include several sub-events like explosions, rescues, 
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investigations, prosecution of suspects and so on; topics often refer to a collection of 
incidents similar in their natures, e.g. terrorism, earthquake, etc. In our work, events 
mostly refer to those sub-events mentioned previously and topics often refer to a large 
and complete incident with its full development process. 
2.2. Characteristics of News Stories 
An event is defined as something that happens at some specific time and often some 
specific place, and a topic is a set of events strongly interconnected with each other. In 
reality, when a significant event occurs and there are a good number of stories coming 
behind it, the entire news incident involving that event is considered to start and becomes 
a topic. That specific event is considered as the seminal event of the topic. After the 
seminal event, a complicated topic would usually include other events that are likely 
interrelated. Take the Hurricane Katrina as an example. Users first read that Katrina was 
approaching the coast. There may be some consecutive stories reporting the approximate 
time when Katrina was going to land and sending out storm alerts. These can all be 
treated as one event that are about the approaching and alert of Hurricane Katrina. As 
the hurricane developed, there were other events emerging and a stream of news stories 
were reported in track of these events. These events might include Hurricane Katrina 
hits New Orleans, flooding in New Orleans, evacuation, relief from the federal 
government，etc. 
In our empirical study of the sample stories extracted from CNN News, we observed that 
news stories within the same news topic exhibit the following characteristics. 
Observation 1: Each news story has one post time. 
For news stories, one of the most interesting characteristics goes to its timestamp. The 
extraction of temporal terms from text documents is a problematic issue in text mining, 
not to mention the problem of determining the exact timestamp given a large set of 
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extracted temporal terms. Fortunately, news reporters usually follow their professional 
conventions strictly, i.e. adding the exact time of writing the news story into the header 
of that story's textual content. Figure 3 shows a sample story, which is extracted from 
CNN News, with its post time added by its author. This is typical throughout the writing 
of news stories from many other sources. Therefore, it reminds us that we could utilize 
this post-time information for marking the occurring time of the event reported in the 
news stories. 
At least 2 more Katrina victims found 
Student find also leads to possible third fatality in New Orleans 
From Sean Callebs 
CNN 
Monday, 20., 2€m： Pmts^ : S:11 s.m. EST {14:1 f _ T � 
mmifmmimim.mmrrf\y\ 他川机湖…咖 <<而冊丨训川丽姒川 mt««timm__MfMMMtttmaMmmm_tfmmmmmHm 
NEW ORLEANS, Louisiana (CNN) - W j j ^ ^ 
-Searchers found two inore ^ g f l 
bodies in the devastated Lo¥/er 
9th Ward of New Orleans on 
Sunday, along with bones that 
may be from a third person killed • 
by Hurricane Katrina. 
f f S ^ r n m m m m i 
Student volunteers assisting witti debris 
femwa�丨 in a ^ ^ ^ H H ^ S H H l 
_ y in the rubble of a home m the� 二� 二。assist with�二�
neighborhood, said Steve Glynn, special s e a r c h f o r�胁凼^審 m Mew Orleans, 
operations chi ef fo r the New Orleans Fire 
Department. 
Figure 3. A sample story from CNN News with its post-time added by its author 
Yet, it is noticeable that the post-times added by news reporters are often not the exact 
time when the event reported in the story occurs. Obviously there is a time lag between 
the actual occurring time of the event and the post-time when the reporter writes about 
the event. This could be a serious challenge to our assumption. However, with the 
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advancement of modern communication technologies and the professionalism of news 
reporters, the lag is becoming smaller and smaller. Besides, the lags for emerging and 
breaking news events are relatively traceable. Consequently the post-times of news 
stories are still utilizable for determining the occurring times of news events. 
However in our event evolution model, we did not use the post-times directly as the 
timestamps of events. Instead we use a time frame with a small fixed length in which the 
post-time falls as an approximation of the actual occurring time of the event described in 
the story. Given all the stories in the event, the time frame inbetween the first and the last 
story is considered as the event timestamp. We admit that it lowers down the accuracy of 
positioning an event on the timeline. However, such accurate positioning is often both 
unnecessary and impossible in our model, given that the actual occurring times of some 
events could only be considered only as a time span (e.g. Hurricane Katrina 
approaching the coast). More details of the model can be found in Chapter 5. 
Observation 2: News stories that discuss the same event may come 
at different times. 
It is natural to have more than one story reporting the same event. For different news 
agencies, they usually have their own teams of reporters and publish their proprietary 
news reports. For the same news agency, often more than one reporter is assigned to 
work on the same news event and produce their own stories with slightly different styles 
or focuses. Even the same news reporter can also produce multiple stories to report 
different stages of the event or to focus on different aspects of the event. 
These news stories on the same event, arriving at different times, gradually form a stream 
of news documents. 
Table 1 presents multiple news stories for each event in the Hurricane Katrina topic. 
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Table 1. Examples of multiple news stories on different events arriving sequentially 
Topic Event Title of News Story ^ o s M i m e _ 
Katrina's outlying squalls reach South Florida Aug. 25, 2005 
T J j C „ . Katrina hits Florida: 3 dead; 1 million in dark Aug. 26, 2005 Landiall in ' , . . A � , Florida Cape Coral family of 5 missing Aug. 26, 2005 
Damage Report in Florida Aug. 27，2005 
New Orleans orders mandatory evacuation Aug. 28，2005 
Evacuation Ordered as Katrina Bears Down on Aug. 28, 2005 
Hurricane . New Orleans 
Katrina Evacuation u g ^ e v a c u a t e d a s s t o r m n e a r s Aug. 28, 2005 
New Orleans empties out amid fear, prayers Aug. 29，2005 
Relief Crews From Region Set Out to Help Aug. 30, 2005 
Long haul begins for crews Aug. 30, 2005 
US battles to save storm victims Aug. 31，2005 
Source: Yahoo! News {http://news.yahoo.com/fc/us/hurricane_katrina/news_stories/48) 
Observation 3: Key terms in the vocabulary of news stories depict 
the underlying news event substantially. 
Human readers learn the meanings of text documents by reading one sentence after 
another and then analyzing their semantic structures. However, when reading news 
stories, often they prefer another way of quick reading. They scan through the texts and 
capture the key terms in mind. With a small but reasonable amount of background 
knowledge on the topic, it is easy to sketch the abstracts of the events just given these 
key terms. Different from the first approach of analyzing semantic structures, this 
approach is quicker and more suitable for modeling the content of news events from a 
statistical point of view. 
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New Orleans braces for monster hurricane 
Crescent City under evacuation; storm may overwhelm levees 
NEW ORLEANS, Louisiana (CNN) -- New Orleans braced for a catastrophic blow from 
Himrricane Katiriha overnight, as forecasters predicted the Category i storm could drive 
a wall of water over the city's levees. 
The huge storm, packing 180 mph winds, is expected to M the northern Gy|| Coast in the next oiOi Myrsand make landfall as a Caiegory 4or5 hurricane Mm^f�膠 _ ‘ 
The National Hurricane Center reports that condftbns are already deteriorat_ along the 
certral and oortheastero coast. 
Event: New Orleans braces for Hurricane Katrina 
When: overnight, next nine hours, Monday morning 
Where: New Orleans, Crescent City, New Orleans, Louisiana, New Orleans, northern Gulf Coast, central and northeastern coast 
Who: National Hurricane Center 
What： brace, monster hurricane, evacuation, storm, overwhelm, levee, brace, catastrophic 
blow, Hurricane Katrina, forecaster, predict, Category 5 storm, drive, wall, water, 
city, levee, huge storm, pack, wind, expect, hit, landfall, Category 4 or 5 hurricane, 
report, condition, deteriorate 
Figure 4. Key term analysis of a sample news story 
Figure 4 shows the key term analysis of the sample story "New Orleans braces for 
Hurricane Katrina". The punctuations and stop words are removed. The remaining key 
words can be separated into four categories, each one corresponding to one of the four 
elements of news stories, i.e. when, where, who and what. Given only those key terms, 
though somewhat laboriously, we can still manage to name the event that is discussed by 
the set of key terms in that story. 
A very important implication of this observation is reminding us of utilizing the bag-of-
words approach to model news stories and further news events. In Chapter 4，we will see 
how news events are modeled in this approach. 
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Observation 4: For two related events, those news stories discussing 
the later event often reference the earlier event in their textual 
content. 
If two events are considered strongly related, news reporters tend to refer the first event 
when writing news stories on the second event that occurs later. This is usually for 
consistently keeping track of the event developments and providing some necessary 
background information to readers. 
The event referenced in news stories is often in the form of very brief and short 
descriptions, which reflect the most important attributes of the event. The number of 
words in the descriptions is commonly small, and hence does almost not affect the 
integrity of the original event described in that story. The key words in the description 
are usually very similar to those frequently used to describe the related event, especially 
like some person or location names. In this way, it exhibits a connection between the 
stories of the two related events. 
Figure 5 shows how one related event is referenced in the textual content of the news 
story that belongs to another event. In this example, there is one paragraph in the body 
describing briefly what happened in the related event. There may be more than one 
paragraphs in some other occasions, but overall the length of them is controlled well so 
that the readers do not have to spend more time reading background information than the 
straight matter. 
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New Orleans braces for Katrina hits Florida: 3 dead; 
monster hurricane 1 million in dark 
Crescent City under evacuation; storm Forecasters: Slow-moving hurricane 
may overwhelm levees couid drop 15 inches of rain 
NEW ORLEANS, Louisiana�CNN} 一 New Orleans HOLLYWOOD, Florida (CNN) - Hurricane Katrina 
braced for a catastrophic blow from Hurricane lumbered ashore Thursday evening with 
Katrina overnight, as forecasters predicted the punishing winds and torrential rain In densely 
Category 5 storm could drive a wall of water p o p u l a t e d southeast Florida,丨eaving at�丨east two 
over the city's levees. people dead and more than 1 million without 
electricity. 
The huge stcrm, packing 160 mph is expected to hit 
the northern Gu» Coast in the next nine hoirs and make j a man in Fort Lauderdale was kiled wh胡 a large flcus tree 
landfall as a Category 4 or 5 hurricane Monday morning, ^ f fell onto his ca- on a street near downtown, bringng pwer 
I lines d w n with it, pcHice spotearsan B8I Schultz said. 
… / 
— Another man in Plantatton ded when he was hit by a tree sn&r 
Katrina is blamed for at least seven deaths in Fforida, where it going outacie to inspect damage from a branch that fel on his 
made landfall Ttiursday as a Category 1 hurricane. As nuich mobile home, Plantation Poles Sgt. AJ Butler said 
as 18 inches erf ran T^l in some areas, flood&ig streets arid 
homes. … 
Figure 5. One related event is referenced in the body of a sample story on a later event 
Observation 5: News stories reporting the same event usually share 
a similar vocabulary of key terms; however, such similarities are also 
COMMON among those stories of related events within the same 
topic. 
News stories that are on the same event are observed mostly to share a similar 
vocabulary of key words. This observation is not too surprising, as in past TDT 
researches it has already become commonly received [12]-[15]. News stories on the same 
event have to include the key attributes of the event, e.g. time, location, persons involved, 
and perhaps some other important terms. Besides，the same event is often tracked and 
reported by a same reporter or a same group of reporters. Thus, the writing styles of 
those stories are likely similar, which makes the words used similar. This observation 
clearly suggests the using of bag-of-words model in information retrieval applications. 
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In addition to it, we observed that news stories on different but strongly related events 
share similar vocabularies too. This should probably be due to the large quantity of key 
words commonly featured by both events, some of which often do not have alternatives. 
Another reason may be related to the previous observation, i.e. Observation 4, in which 
we noticed that news stories on a later event often reference its related event that 
occurred previously (though usually just briefly). This observation is helpful for us to 
consider tracking the developments (or evolutions) of events using statistical models 
(such as vector space model). 
New Orleans orders mandatory Mandatory evacuation ordered for New 
evacuation Orleans as Katrina bears down with 175 
mph wind 
By ERIK A BOLSTAD eboistad@herald.com By Mary FOSter 
ASSOCIATED PRESS 
evacuation as Hurricane Katrina drew closer as a deadly immediate mandatory evacuation Sunday tor all ot 
Category 5 storm that threatens to swamp the dty with New Orleans, a citj： sitting below sea level with 
15 to 20 feet of water, 4 8 5 , 0 0 0 inhabitants, as Hurricane Katrina bore down 
with wind revved up to nearly 175 mph and a threat of 
With an equally grim Louisiana Gov. Kathleen Babineaux a massive storm surge. 
Blanco beside him, Naain ordered his be low-sea-I eve I 
c i t i evacuatBd, More than 1.5 million fieoEie live in the Acknowledging that large numbers of people, many of 
metropolitan New Orleans area. them stranded tourists, would be unable to le^ve 
before the eye of the storm strikes land sometime 
"I am this morn in a declaring that we will be doing a Monday morning T the cit^ set up 10 places of last 
mandatorv evacuation." Naqin said.、、Every person is r e s o r t including the Superdome arena, 
hereby ordered to evacuate the city of New Orleans. 
, “ “ , ‘ •‘ m 'This is a once in a lifetime event," the mavor said. 
the cjtii. The Super Dome will also be available as a Jast this magnitude hit it directly, 
resort emergency shelter. 
The mayor said Katrina's storm surge would likely top If the Super Dome fills with refugees, the g t i of New the levees that protect the citjLfrom the surrounding 
Orleans also will have the power to commandeer private water of Lake Pontchartrain, the Mississippi River and 
buildings for emergency shelters, as well as the ability to marshes. The bowl-shaped cit5t must pump water out 
commandeer vehicles to help people move out quickly, e v e n during normal times, and the hurricane 
Naqin sent out faxes to churches to ask them to help threatened electricity that runs the pumps, 
people leave. 
"We are facing a storm that most of us have long 
… feared," Nagin said. 
Figure 6. Two sample stories reporting the same event are from different authors/sources 
but with a similar vocabulary 
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However, the clustering of events also relies on the statistical similarities of the term 
vectors of news stories. Our observation might indicate in some degree the inability of 
clustering algorithms operating properly and accurately at this level (granularity) of 
events, since it is not an easy job to distinguish between highly similar stories that may 
or may not belong to the same event. Though in our empirical study the similarities 
between news stories of different events are observed to be usually lower than the 
similarities between stories of the same event, it may still affect the accuracy of finding 
events, as shown in Chapter 9. 
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Chapter 3. Literature Review 
3.1.Topic Detection and Tracking (TDT) 
Topic detection and tracking (TDT) is an active research area in the recent years. The 
objective of TDT is organizing news documents given a stream of constantly generated 
new stories coming from a wide range of resources as text or audio in single or multiple 
languages. There are totally five tasks defined in TDT program, including story 
segmentation, topic detection, new event detection (formerly called First Story 
Detection), link detection and topic tracking [12]. The aim of story segmentation is 
determining the boundaries for topically cohesive text fragments from the same source. 
Story segmentation is needed particularly for stories from audio sources but usually not 
required for those from newswire sources [11]. Topic detection task groups stories that 
discuss the same topic together into clusters. New event detection makes binary 
decisions on each new incoming document whether it discusses a new topic that has not 
been reported yet or it resembles a previously identified event. Link detection determines 
if two news stories are of the same topic. Topic tracking keeps track of news stories 
similar to a set of example stories that represent a previously identified topic. 
There have been several techniques developed in detecting news topics and tracking new 
stories for a news topic. In the first approach, Allan et al. [14] considered each incoming 
news story document as a query that was made on the previously clustered documents. 
Similarities between the incoming document and the previously clustered documents 
were then measured and a threshold value was applied. A story was considered as a first 
story if no similar documents can be found. Terms were weighted by TF-IDF and 
surprisingness. Inverted indexing was utilized for efficiency. In another approach, Yang 
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et al. [27] employed the group-average clustering and the single-pass clustering 
retrospectively on news stories for topic detection. Yang et al. [29][30] has also 
investigated multi-strategy approach that combines Rocchio, kNN and language 
modeling for topic tracking. Carthy et al. [16], Allan et al. [14], and Yang et al. [31] 
used the natural language processing approach by combining lexical chains with 
keywords for topic tracking and extracted seven types of name entities. 
Topic Detection and Tracking generally focuses on how to detect topics and novel events 
as well as how to cluster or categorize news stories into different topics (or events). 
News stories are usually organized into a flat hierarchical structure with their topic (or 
events) as the cluster. Little effort in TDT research has been done on interpreting or 
modeling the interrelationships or associations between different clusters, i.e. different 
news topics or events. However, determining the interrelationships among the clusters is 
desirable since users are particularly interested in finding major event developments 
instead of minor details. In addition, this desire is strong especially at the granularity of 
news events because users are often concerned with the connections between news 
events within the same topic, but often less concerned with the connections between 
different topics that are mostly not strongly related. Modeling such connections between 
events is out of the scope of TDT researches, and thus becomes a novel problem. 
3.2. Document Clustering Techniques 
Document clustering has been applied in many different areas of text mining and 
information retrieval. Traditionally, document clustering techniques were used for 
clustering similar documents together to improve the precision and recall of querying 
them in information retrieval systems [26]. In TDT applications, clustering has also been 
applied to retrospectively detecting news events or topics out of news story collections 
from multiple sources [27]. 
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Before discussing prevailing document clustering techniques, it is important to introduce 
the similarity measure of documents, which is critical in clustering process. Currently 
most information retrieval and text mining applications adopt the bag-of-words model, 
i.e. treating each document as a vector d, in the term-space (a vocabulary set of selected 
feature terms from document collections). In its simplest form, each document is 
represented by the (TF) vector, 
d t f = ( t f h tf2,…，tfj (1) 
where t f t is the term frequency of the ith feature term appearing in that document. 
(Normally very common words appearing in most documents, which are called stop 
words, are not informative for distinguishing between different topics and hence are 
stripped out completely. Different forms of a word are reduced to one canonical form and 
that process is called stemming) In addition, a more balanced version of this model 
weighs each term based on both its term frequency and its inverse document frequency 
(IDF) in the entire document collection. The IDF factor discounts document-collection-
wide frequent words with little discriminating power. Finally, in order to account for 
documents of different lengths, each document vector is normalized so that it is of unit 
length P2]. 
There are a number of possible measures for computing the similarity between 
documents given the vector space model, but the most common one is the cosine 
similarity measure [22], which is defined as, 
cosine—sim(dh d2) = (d} •d2)/\\d1\\ \\d2\\ � 
where • indicates the vector dot product and ||d|| is the length of vector d. 
Given a set, 5, of documents and their corresponding vector representations, we define 
the centroid vector c to be 
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㈣ 6 ( 3 ) 
and the cosine similarity between two centroid vectors is calculated similarly as that of 
two documents. 
Hierarchical agglomerative clustering (HAC) and K-means are two clustering techniques 
that are commonly used for document clustering. HAC follows a bottom-up and 
agglomerative approach. It first computes the similarities between every pair of 
documents using the vector cosine similarity measure, finds the most similar pair and 
then clusters the pair of documents together as one group. After that, the group centroid 
vector of that group is calculated and that group is used to substitute the pair of 
documents. Repeatedly these steps are executed until certain constraints are reached, e.g. 
when a predefined threshold value is reached or when there are no more 
documents/groups to merge. The final structure created by HAC is a multi-level 
hierarchical tree with its non-leaf nodes as different clusters and leaf nodes as documents. 
The basic flow of HAC algorithms is as follows [22]. 
Simple Hierarchical Agglomerative Clustering (HAC) Algorithm: 
1. Compute the similarity between all pairs of clusters, i.e., calculate a similarity matrix 
whose ijth entry gives the similarity between the ith andjth clusters/documents. 
2. Merge the most similar (closest) two clusters/documents. 
3. Update the similarity matrix to reflect thepairwise similarity between the new cluster 
and the original clusters/documents, 
4. Repeat steps 2 and 3 until only a single cluster remains or other constraints are 
reached. 
In contrast to hierarchical techniques, K-means clustering techniques create a one-level 
(un-nested) structure of the documents. Assuming K is the desired number of clusters, K-
means approach initializes K clusters either by randomly selecting K seed documents or 
according to certain other algorithms. Similarities or distances between every document 
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and those cluster centroid vectors are then calculated. It then typically finds the closest 
cluster for each document and assigns that document to it. Cluster centroid vectors are 
then updated, typically by calculating the average of document term vectors. The above 
steps are repeated until no movements of documents from one cluster to another could be 
made or other constraints are reached. The basic K-means clustering technique is 
presented below [22]. 
Typical K-means Algorithm for finding K clusters: 
1. Select Kpoints as the initial centroids. 
2. Assign all points to the closest centroid. 
3. Recompute the cluster centroid of each cluster. 
4. Repeat steps 2 and 3 until the centroids don't change or other constraints are met. 
3.3. Event Evolution 
Event evolution is a new concept developed recently. Makkonen [19] was the first one to 
conduct investigations on event evolution as a subtopic of TDT. The news documents 
within a topic are temporally and linearly ordered. A narrative begins when the first story 
of the topic is detected. A seminal event may lead to several other events. The events at 
the beginning stage may have more influences on the events coming immediately after 
than the events at a later time. As we go through the events in the temporal order, we 
may see the evolution of events within that news topic. The events and the event 
evolution relationships can be represented as a graph structure (Figure 2). Makkonen [19] 
claimed to use the ontologies, including general terms, locations, names, and temporals, 
to measure the similarity of events. However, as stated by the author, it was a work-in-
progress. It did not define the concept of event evolution clearly and elaborate the 
structure of event evolution graph. Neither did it give enough details on techniques of 
building those ontologies. Besides, it is lack of details in his proposed model and fails to 
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present any experimental evaluation results. In conclusion, it heuristically proposed the 
novel concept of event evolution but was unsuccessful in developing detailed models. 
Nallapati et al. [25] later defined the concept of event threading given a small number of 
documents and events in a news topic. Their definition of event threading is close to 
event evolution except that it is mostly treated as a tree structure. They have investigated 
the dependency relationships among events in order to tackle the event threading 
problem. In their experiments, it was found that location and name features as suggested 
by Makkonen [19] were not effective in clustering stories into events. They proposed to 
use the average pairwise story similarity to measure the event similarity. Other than that, 
they claimed two of their proposed event threading models, i.e. Nearest Parent Model 
and Best Similarity Model, to be quite successful in tackling their event threading 
problem. Their work is a good starting point to investigate the event evolution problem 
but it is yet too trivial to tackle a large news topic and resolve the complexity in the event 
evolution relationships. The concept of event threading is indeed only part of the concept 
of event evolution. When the number of news documents within a news topic is large, the 
event evolution graph is a complex network rather than a tree structure of event threading, 
thus better modeling the event developments. 
Mei et al. [24] approached the problem as theme evolution instead of event evolution. 
Their research belongs to the area of temporal text mining (TTM), and techniques were 
developed to discover temporal patterns in text information over time based on the 
timestamps of the text streams [24]. In this technique, text streams were partitioned into a 
number of non-overlapping sliced time intervals. The theme of each interval was 
identified and the evolution of theme between successive intervals was extracted. 
However, the events of the incident were not clearly identified. An event in any news 
topics might take more than one interval or only part of an interval. The theme extracted 
from an interval might be part of an event or a combination of several events that 
occurred in that interval. Besides, they aimed at mining temporal evolutionary patterns of 
key terms from texts only, without considering explicitly the evolution relationships of 
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the underlying news events embedded in these news texts. Such a technique is not ideal 
for users to capture the transitional flow of major news events in a news topic. 
Wei and Chang [7] proposed an event evolution pattern discovery technique that 
identified event episodes together with their temporal relationships that occurred 
frequently in a collection of news events of the same type. Their work differs from prior 
studies in that they focused on segmenting a sequence of news stories of a specific event 
into event episodes and generalizing event episodes across different events of similar 
topics. However, they did not explore the logical relationships between news events 
inside the same topic, which is quite different. Besides, they only consider temporal 
relationships of news events in their technique. 
Our work is also related to automatic summarization [15] that is an important topic in 
computational linguistics. Automatic summarization techniques provide a briefing of a 
certain document or topic (i.e. multiple documents) by either extracting representative 
sentences or abstracting the semantic meanings of the paragraphs in the texts. Automatic 
summarization gives a blueprint of the entire topic and reduces the information 
overheads by only presenting the most import information contained in documents. 
However, it neglects the interrelationships between news events within the same news 
topic and exhibits a linear structure of the document or topic. When the news topic is 
complicated or covers too many news events, automatic summarization is often unable to 
clarify the transitions and evolutions of news events clearly. 
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In view of the limitations of the related work in modeling the evolution of events from 
the news story documents, we formally define the concept of event evolution and 
investigate the techniques to model the event evolution relationships between the events 
within a news topic. Three rules are proposed to evaluate the validity of event evolution 
relationships, on which our model is based. We propose to use event content similarity 
between events and consider two decaying factors in the event evolution score function, 
i.e. temporal proximity and document distributional proximity. We introduce the concept 
of event timestamp in measuring the temporal proximities. We also discuss the 
effectiveness of IDF factor when measuring event content similarities. The complex 
structure exhibiting event evolutions between news events is abstracted as a graph 
structure, i.e. event evolution graph. Several graph-pruning algorithms are suggested to 
construct better event evolution graphs. Experimental result shows that our proposed 
techniques outperform the rival techniques as well as the baseline. 
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Chapter 4. System Architecture 
Before introducing the details of our models, we would like to present the blueprint of 
the prototype of our proposed automatic system. Such a prototype system can be 
implemented in real-world situations and fulfill the requirements of constructing event 
evolution graphs according to users' information needs. 
Figure 1 shows the general architecture of our proposed automatic system that extracts 
news stories from web source, finds events, models event evolution relationships and 
constructs event evolution graphs. Generally, the architecture can be divided into five 
layers, as shown in the figure. 
Event Evolution Graph Constructor 
m i i i i i i i i m i B I B — n i m n m n i i i I�丨！！丨！丨！丨！丨! iji iiiiij I�丨 — — ^ B M ^ ^ ^ ^ ^ ^ B 
H H | Event Generalizing H | V ^ H H Event Evolution 
Module m i l l • ^ H Relationship Modeler B H 
^^^^^^^^^^^^^^^^^^^^^^^^^^^ ^ ‘ - • • ‘..".A:-.：、…丄 “… 
/ • ― ^ � 
Redundancy Text Timestamp 
Remover I l e s s o r E = r | 
Figure 7. The system architecture of the event evolution graph construction system 
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• Newswire Resource Layer, this layer represents the newswire sources from which we 
get the texts of news stories. They usually include websites of professional news 
agencies and other meta news content provider over the web. (However, any other 
sources can be plugged into the system, as long as it has a programmable interface.) 
News stories are either in the form of electronic text streams from the newswires or 
presented in HTML format via web pages. 
• News Text Crawler and Categorizer Layer, this layer represents the process of 
extracting news texts from newswire sources and categorizing them into different news 
topics. For newswire sources, automatically receiving incoming news text streams is 
feasible. For other sources, the crawler has to extract resource locations and retrieve 
the news texts without any human supervision. For a static collection of news stories 
from news corpora, they are often already extracted, organized and categorized into 
different topics. 
• News Story Document Processing Layer, this layer represents the process of removing 
redundant or impaired news texts, eliminating undesirable tags and punctuations, 
removing hyperlinks and their descriptions, filtering stop words, stemming words and 
extracting timestamps of stories. This is quite a typical step in the systems of many 
other information retrieval applications. 
• Event Generalization and Event Evolution Relationship Modeling Layer, this layer 
includes two stages: the process of clustering news stories into different news events 
within the same news topic; and the process of modeling event evolution relationships 
between clustered events within the same news topic. The extracted events in the first 
stage can be fed as inputs to the models of modeling event evolution relationships. 
• Event Evolution Graph Constructor Layer, this layer represents the process of 
presenting the clustered events and modeled event evolution relationships together in 
an event evolution graph structure. Usually the generated event evolution graphs will 
be pruned using some simple or advanced graph pruning algorithms, such as those 
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techniques that we propose in Chapter 8. A graphical representation of constructed 
event evolution graphs is provided to users for facilitating their information browsing. 
In this paper, we concentrate on the layers of extracting news events, modeling event 
evolution relationship and constructing event evolution graphs. The reason why we do 
not examine the other layers in detail is that we believe the techniques for those tasks are 
quite mature already and can be transplanted to our system easily and effectively. 
However, the problem of modeling event evolution relationships and constructing event 
evolution graphs has not been explored ever yet. The problem of extracting news events, 
though well explored, is an important base for studying the other two problems. 
Concentrating on these parts helps us develop an effective while specific model that can 
still be integrated with those mature techniques to build our proposed automatic system. 
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Chapter 5. Event Evolution 
5.1. Event Evolution 
Event Evolution is formally defined as the transitional development process of related 
events within the same topic. Obviously, for a complete topic, the event evolution should 
start from the beginning, i.e. the seminal event, and finally evolve to the ending event. As 
one event may evolve/develop to several other events, or several events may jointly 
evolve/develop to the same event, there are different chains of developing events in the 
event evolution. The component of these chains, i.e. the development process from one 
event to another, is called event evolution relationship. We formally define event 
evolution relationship as the directional logical dependencies or relatedness between 
two events. If the occurrence of event B depends on the occurrence of event A，then there 
is an event evolution relationship from event A to event B. The word "evolution" here 
implies the transitional process of one event developing to another along the timeline. 
The word "directional" emphasizes that the event evolution relationship is not 
bidirectional and can not be reversed. For example, if there is an event evolution 
relationship from the event "Columbia space shuttle crashed，，to the event "NASA 
conducted investigations into the shuttle crash，，，we can not deduce that there is event 
evolution from the latter event to the former one. 
If we analyze carefully the definitions and examples of event evolution and event 
evolution relationships, it is not difficult to conclude two observations. First, event 
evolution relationships indicate the development from one event to another, and therefore 
the event from which the second one is developed MUST occur before the second one. 
Second, event evolution relationships do not all stand for any pair of events that even 
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satisfies the first observation, which means there has to be some association between any 
pair of events that has an event evolution relationship. 
The second observation may not seem easy to understand and model. However, previous 
researches in TDT suggested that similar or related stories/events/topics often share a 
quite similar vocabulary and more importantly similar key terms [28]. We also observed 
that for two events having an event evolution relationship they are often relatively close 
to each other along the timeline and share similar vocabularies and key terms in their 
news stories. In addition, we observed that for two events having an event evolution 
relationship, the author(s) of the news stories of the second event often tend to refer or 
even cite directly some segments of the stories of the first event. These all suggest using 
statistical language models to capture this kind of associations between events. 
Based on the observations, we developed two rules for assessing the validity of event 
evolution relationships, which can be modeled using information retrieval and statistical 
language models. We define that the event evolution relationship from event A to event B 
must follow the two rules listed below: 
1. Event A must temporally precede event B. 
2. Event A shares a similar vocabulary and set of key terms with event B. 
In complement to these two rules, we defined a third rule that is quite intuitive: 
3. The farther two events are from each other, the less likely they have an event 
evolution relationship. 
These three rules help us to evaluate the correctness and validity of event evolution 
relationships. They are elaborated from a logical point of view and thus serve as the 
criteria for modeling event evolution relationships. In a later section, we also propose 
mathematical formulations and algorithms to materialize these rules so that we can 
construct event evolution graphs that are logically reasonable. 
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5.2. Event Timestamp and Temporal Relationship 
As mentioned above, each event can be associated with a specific time when this event is 
thought to happen. Such specific time can be either a spot time or duration of time. With 
the former one, the event occurs and then immediately finishes, e.g. the exact time when 
Arafat passed. With the latter one, the event occurs at the beginning of that duration of 
time and then continues until the end of that period, e.g. the time when NASA conducted 
investigation into the causes why space shuttle Columbia crashed. In Nallapati et al，s 
work [25], only time differences between stories were considered but event times and 
temporal distance between events were not discussed. 
We define the time when an event takes place as the timestamp of that event, called event 
timestamp. Each event has a single but not necessarily unique event timestamp. Multiple 
events may have the same event timestamp, which implies that these events happen at 
exactly the same time. 
Event timestamp is implemented as time interval objects. We define time interval as the 
duration of time between two spot times inclusively along a straight linear timeline, with 
one ahead of or equal to the other. We call the anterior spot time the start time of the 
time interval. Similarly, we call the posterior spot time as the end time of that time 
interval. We notate the start time and end time as s and e respectively, then a time 
interval t can be represented as t = [.y, e]. If s = e, then the time interval t is actually a 
spot time. When we perform comparisons and calculations on event timestamps, we refer 
to their time interval objects. 
In reality, the event timestamp is calculated by aggregating the post-times of all the news 
stories that belong to this event and then taking the time interval inbetween the first and 
the last story as the event timestamp. The advantage of this approach is that it is tolerant 
of most of the biases and errors in extracting story timestamps. 
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The distance between two time intervals, h = [si, ei] and t2 = [S2, e2], is formally defined 
(assuming si is before si) as follows: 
_ ( el-s2 {if ex is before or equal to s2) 
"2) = \ 0 {if ex is after s2) ( 4 ) 
From the above equation, we can see that the distance between two time intervals is the 
distance between the end time of the anterior time interval and the start time of the 
posterior time interval. If the two time intervals overlap, then their distance is set to zero. 
The temporal distance measures the proximity of two time intervals but it fails to assess 
the temporal logicalness of the event evolution relationship between two separate events 
because it does not tell us the relationships between time intervals, i.e. the relative 
precedence of time intervals. Allen [16] proposed 13 possible temporal relationships 
between two time intervals as presented in Table 2, in his interval algebra. There are 6 
pairs among them which are inverse of each other. The equal has no inverse relation. 
These temporal relationships are widely utilized in temporal reasoning and automatic 
plan scheduling for validating event relationships. Here we introduce these temporal 
relationships into our problem and use it to define a set of rules for assessing the 
temporal logicalness of possible event evolution relationships. 
Given these 13 temporal relationships between time intervals, we developed a set of 
filtering rules, each of which corresponds to one unique temporal relationship, for 
materializing the first rule, i.e. "event A must temporally precede event B”. 
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Table 2. Alien's 13 temporal relationships between two time intervals X and Y . 
Relation Symbol Pictorial Example 
X before Y < XXX YYY� 一�
after X > YYY XXX 
X meets Y m XXXYYY 
XmetbyY mi YYYXXX xxxxx X overlaps Y o YYYYY ： XXXXX X overlapped by Y 01 YYYYY 
] x x x X during Y d YYYYYYY 
“ XXXXXXX X contains Y di YYY 
XXX X starts Y s YYYYYY 
； XXXXXX X started by Y si YYY 
“ XXX X finishes Y f YYYYYY 
“ XXXXXX X finished by Y fi YYY 
x x x x 
X equal Y = YYYY 
First, we define a symbol -> to represent the assertion “(event A) temporally precedes 
(event By\ In contrast, we have -/> for the negative statement of -> . Assuming two 
events A and B whose event timestamps (i.e. time intervals) are ti and t2 respectively, i f A 
temporally precedes B and the temporal logicalness of the event evolution between event 
A and B is true, then we can assert ti /2. 
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The complete set of 13 filtering rules is listed below. 
1) I f t j before t2 (ti < t2), then tj t2; 
2) I f t i meets t2 (tj m t2), then tj -> t2； 
3) I f t i overlaps t2 (ti o t2), then ti — t2； 
4) I f t j is during t2 (ti d t2), then tj -b t2; 
5) I f t i starts t2 (ti s t2), then ti t2; 
6) I f t i finishes t2 (ti f t2), then ti -b t2； 
7) I f t i equal to t2 (ti = t2), then ti — t2； 
8) I f t i after t2 (ti > t2), then h -/> t2; 
9) I f t i met by t2 (ti mi t2), then tj t2； 
10) I f t i overlapped by t2 (ti oi t2), then ti -/> t2； 
11) I f t i contains t2 (ti di t2), then ti t2； 
12) I f t i started by t2 (ti si t2), then tj — t2； 
13) If t! finished by t2 (tifit2), then h — t2； 
These 13 rules examine all possible temporal relationships between any two events and 
assert the temporal logicalness of any candidate event evolution relationship between 
them. Note that these rules are defined with our own understanding of the temporal 
logicalness of event evolution relationships, similar to temporal reasoning. These rules 
are important to provide a framework that is customizable for assessing the temporal 
logicalness of event evolution relationships. 
5.3. Event Evolution Graph 
Literally, event evolution graph is a directed acyclic graph (DAG) consisting of events as 
the nodes and event evolution relationships as the directed edges between nodes. We 
believe that event evolution graph is the best structure to present the complex 
relationships between news events within the same topic. 
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Given a set ofn distinct news stories S = s2i . . .， o n a given news topic, we have a 
set of m events E = {ei, e2,…，em} and their event timestamps T= {tly t2,…，tm}. We can 
build a one-to-one mapping function x that maps each event to its corresponding event 
timestamp: 
r(ek) = h (l<k<m) (5) 
For each of the n stories, we assign it to one of the m events, either manually or 
automatically with the aid of document clustering techniques: 
\/Si 3ekeE，SiGek {\<i<n, \<k<m) (6) 
V/,7 i + j , et A ej�二 0 ( l < / < m , l <j < m) (7) 
V/ eidS^ 0 (\<i<m) (8) 
Equation 6 and 7 tells us that every story belongs to exactly one of the m events. 
Equation 8 tells us that each event is non-empty and has at least one associated story. We 
can also build a many-to-one mapping function f that associates a story with any of the 
m events: 
/ 0 , )�二 ek i f f StGek {\<i<n, 1 <k<m) (9) 
We denote the event evolution relationship from event e t to�巧，if existing and valid, as {eh 
e j) (j z/zj). A directed edge from vertex e, to ej is created in the event evolution graph 
accordingly. We call event et the parent of event ej and event ej the child of event e“ 
Later we will use e t for the event and the vertex in the graph interchangeably. Similarly, 
we use (eh ej) for the event evolution relationship and the directed edge interchangeably. 
After identifying all valid event evolution relationships between m events, we have a set 
of directed edges L = {(eh ej)} where e“ ejeE. Having obtained the set of m events E as 
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the nodes and the set of event evolution relationships L as the directed edges between the 
nodes, we can build a directed acyclic graph G = {E, L). This graph contains all the 
events within the same news topic and presents all the valid event evolution relationships 
between these events at the same time. We formally call this directed acyclic graph the 
event evolution graph for that news topic. Our problem is defined as how to mine the 
event evolution graph effectively and efficiently from a large set of news stories within 
the same news topic. 
Figure 8 presents an example of the event evolution graph of the news topic of "Arafat's 
death". The numbers in the brackets indicate the temporal orderings of events which are 
represented by the rectangles. The edges between two rectangles indicate the event 
evolution relationships between their underlying events. There are totally 41 stories in 
this topic. 11 events and 17 event evolution relationships are identified according to 
human annotators' annotations. 
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Arafat was allowed by 
Israel to leave compound 
for hospital (1) , \ , 
Arafat entered Paris 
> hospital and underwent ^ 
Z medical test (2) ^ ^ 
Rumors about Arafat's / \ X Palestine police 
health and Palestine's \ \ planned security in case 
future emerged (3) \ \ of Arafat's death (4) 
\ j / ^ ^ \ Palestine officials 
9 L ^ ^ ^ \ visited Arafat in 
Arafat was in deep ^ ^ ^ \ Paris hospital (5) 
coma and finally ^ ^ ^ V "yr 
passed away (6) \ / 
y / ^ / \ X ^ ^ Agreement on Arafat s 
^ ^ / \ funeral was reached and 
/ V N, preparation was started (7) 
Abbas was elected / Reactions on \ / 
PLO leader as Arafat's/ Arafat's death from、乂 / 
successor (9) / different parties (8) \ / 
Arafat's nephew checked his / 
medical records clarified the ^ ^ i r 
conspiracy behind his death (11) Arafat's funeral was 
conducted and people around 
the world mourned him (10) 
Figure 8. The sample event evolution graph for the topic "Arafat's death" 
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5.4. Event Threading and Event Joining 
As presented in the figure below, we can abstract two patterns of event evolution from 
the event evolution graph, i.e. event threading and event joining. Event threading1 is the 
sub-graph in which one event (i.e. nodes whose outdegree is greater than 1) evolves to 
several other events directly. Event joining is the sub-graph in which several events 
evolve to a single event directly (i.e. nodes whose indegree is greater than 1). Event 
threading implies that the parent event causes many effects or evolves into several 
branch events. Event joining implies that several parent events jointly causes one effect 
or evolves into one big event. Event threading is obviously a simple tree structure while 
event joining is an inverted tree structure. We define the number of edges in event 
threading or event joining as its degree. 
Event A I Event E Event F Event G I X L / 
Event B Event C Event D� 丨 Event H 
event threading ‘ event joining 
Figure 9. Event threading and event joining 
The previous examples of event models presented by Makkonen [19] and Nallapati et al. 
[25] are all event threadings since their event models are mostly simple with only about 
five events per model on average. However, in our work, we consider news topics with 
1 Here the term event threading is the same as the one used in Nallpati et al.'s paper [25]. However, the definitions and 
the underlying structure they imply are quite different. Basically, we consider event threading as a simple one-layer 
tree structure, just like email threading. However, Nallapati et al. did not impose formally such restrictions on their 
"event threading" model even though they used tree structures when demonstrating their models. 
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an average of 78 stories per topic and 18 events per topic. Therefore, our event evolution 
graphs are more complicated. They usually include both event threadings and event 
joinings. Complicated event evolution graphs embedding considerable event threading 
and event joining patterns usually exhibit abundant valuable information in the event 
structure of certain topics. 
The degree of event threading and event joining is an important factor in constructing 
event evolution graphs. Obviously if the degree is large, it means that the graph is 
complicated and more detailed event evolutions are presented to the user. Contrarily if 
the degree is small, the graph is simple and fewer information overheads are brought to 
the user (but probably more information that is useful may be missing). We adopt 
different models to tune the degree of event threading and event joining, and thus 
balance between event evolution details and information overheads. 
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Chapter 6. Extracting News Events 
As mentioned in a previous chapter, the task of modeling event evolutions can be 
decomposed into two modules, i.e. event generalization and modeling event evolution 
relationships between events. Given a collection of news stories, how to extract a list of 
events from these stories and represent the events with the attributes of the stories is the 
concern of event generalization. It is an important stage of the work in tackling the event 
evolution problem. Without knowing the events, we are unable to model the event 
evolution relationships between them. 
Generally, there are three different approaches to extracting news events from a 
collection of news stories. The first approach would employ some automatic techniques, 
e.g. clustering techniques, to generate event clusters and put news stories into the event 
cluster with maximum matching likelihood. Another possible approach is to utilize the 
clustering results generated by online news agencies such as Google News. In a third 
way, the events can also be created by human annotators and news stories are assigned 
manually to their corresponding event. Such an approach is usually most accurate but 
also time and resource consuming. We are going to introduce the first two approaches in 
this chapter. Details of manually extracting events will be given in the empirical 
evaluation part of this paper. 
6.1. Clustering Approach 
Basically, the task of clustering news stories into events is that, given a collection of 
news stories S = {si, s2i …，sn}, we need to generate a set of clusters C = {c；, c2, ..., ck) 
(k < n) so that: 
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MSi 3 Cj-e C, SiECj (\<i<n,\<j < k) (10) 
vO" i 丰 j, c^\cj=�{\<i<K\<j<k) (11) 
v / C i O S ^ 0 (1¾ 
which means that we want to associate each story in S to one and only one cluster in C, 
where all clusters have to be non-empty. 
Traditional clustering algorithms include K-means algorithm and Hierarchical 
Agglomerative Clustering (HAC) algorithm. There are also some variants of them 
proposed by researchers. In recent years, the research of graph partition algorithms was 
introduced into clustering techniques and a new clustering algorithm called spectral 
clustering, which is based on graph partition, was developed. Besides, Principle 
Component Analysis (PCA) is a technique widely applied in data mining and machine 
learning applications, to reduce the dimensional complexities of high-dimensional data 
including text data. Therefore, we also study the application of PCA in K-means 
clustering algorithm. 
Before going into the details of these algorithms, we first need to set up the similarity 
measure for stories, which is to be used by all four clustering algorithms. According to 
our observation that news stories belonging to the same event often share a similar 
vocabulary of key terms (Chapter 2.2), we decide to adopt the well-known bag-of-words 
model and use term vectors to represent the content of news stories. 
We first preprocess the texts of stories by removing illegal tags, undesirable punctuations, 
stop words, hyperlinks and their descriptions, author and source information, etc. Then 
the text strings of stories are tokenized, stop words are removed and every story is 
represented as a vector of terms. 
We select feature terms from the entire set of key terms and define a�众-term feature space 
for 5 as CO = {C0i,C02, 0)k}, where S is the collection of distinct stories {s}> s2, 
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in the topic; then a story i can be represented as a weighting vector C0{ = {COu, 0)i2,…，�
C0ik}. The traditional TF-IDF function for measuring term weights is, 
t f i k , N 
m,ax�礼 d f k 
where t f i k is the frequency of feature term k in document i. Nis the total number of stories 
in that topic and dfk is the number of documents which contains feature term k in that 
topic. 
The similarity between two story s t and sj is measured by the cosine similarity of their 
term vectors. Cosine similarity has long been applied as the measurement of similarities 
between text documents and was proved quite successful [26]. Thus in our work we 
adhere to the cosine similarity measure. The cosine similarity between story st and sj is 
defined as followed, 
k 
cosine—simiPi ,C0j) = ! X = 1 ( 1 4 ) 
� Z K ) 2 ZK) 2 
VL^=i � L x=\ � 
According to Yang et al. [28]，s findings, temporal information of news stories are also 
useful in improving the clustering performance when they are included in the similarity 
measure. This finding is reasonable because news stories are usually very time-sensitive. 
Two news stories, which are far away from each other along the timeline, mostly report 
different events even if they share a similar vocabulary. Therefore, we add a temporal 
factor into the similarity fiinction above and change it as, 
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sim{si,Sj) = cosine_sim(a>i,0)j) x tdf (tt, t j ) 
( t - t ) • • / X ^ 1 i j (15) =cosine_sim{coi,(Dj) x 1——~ 
V J 
where 0 is the absolute value of the difference between the post-times of story st and 
S j , and T is the event horizon defined as time span of the entire topic to which st and sj 
belong. 
This similarity function can also be applied to measuring the similarities between one 
single news story and a cluster of news stories, and also between two clusters of news 
stories. Then it is modified as, 
f � jZ /^ 
~：~~7 J/ ecj 
sim(si,Cj) = cosine sim^,coCj ) x 1 j f 
V J 
f \ 
� /"TTT (c.)x 1 'I sde°i Lj\sie°j sirr^CpC) 二 cosinejsimfju�i,co 3 ) x 1 ^ (口）�
V ) 
where co{Ci) is the centroid vector of cluster i and 2 ^ is calculating the average 
post-times of the stories in cluster i. 
6.1.1 .K-means Clustering 
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K-means [15] is considered one of the simplest unsupervised learning algorithms that 
solve the well-known clustering problem. The procedure follows a simple and easy way 
to classify a given set of data points into a given number of clusters, e.g. k clusters. 
For our problem of clustering stories into events, at first k centroids are defined2, one for 
each cluster. A common approach of initializing these k centroids is to randomly select k 
stories and use their term vectors as the initial centroid vectors. The next step is to take 
each story, calculate the similarities between that story and each centroid vector, and 
associate the story to the nearest centroid. When this step is completed, an early group 
stage is done. At this point, we need to re-calculate and update the centroid vectors of the 
k centroids. A straightforward approach is simply to calculate the average of the term 
vectors of all stories belonging to the cluster with that centroid. After that we use these k 
new centroids as the representations of cluster centers and run a new iteration of binding 
between the same set of stories and the nearest new centroid. If the optimal clustering 
result has not been reached, we continue the processes of updating centroids and binding 
stories to the nearest new centroid. Hence a loop has been generated. As a result of this 
loop, the k centroids change their locations step by step until no more changes can be 
made [1]. 
In other words, K-means algorithm is trying to find a balanced clustering configuration 
by minimizing an objective function, in this case a squared error function. The objective 
function is as follows, 
j=\ /=1 
2 (y) 
where s i J ) ~cj is the distance between the point and the cluster centroid cj. s/ 
is the representation of story that belongs to cluster j. The distance can simply be 
2 These centroids should be carefully chosen because different locations of these initial centroids may generate 
different clustering results. A good practice is to place them as far away from each other as possible. 
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substituted with \-sim{s\J\cj) since it is inversely proportional to the similarities 
between s]j) and Cj. 
The detailed K-means algorithm is composed of the following steps [1]: 
• r - - “ ’ : ：；1. Randomly select K stories and use their term vectors as the initial setting ofK cluster ：： centroids. 
ji 2. Calculate the distances (or similarities) between each story and all cluster centroids.� ；| 
：! 3. Assign that story to the cluster that has the closest centroid to it; if the story is currently in a ；; 
i； cluster that has only one story left before removal, do not make any movement. i：�
i； 4. When all stories have been assigned, recalculate the positions of the K centroids. ji 
!| S. Repeat Steps 2 and 3 until the centroids no longer move. This produces a separation of the 
ji stories into K non-empty clusters from which the metric to be minimized can be calculated. 
Although it can be proved that the procedure will always converge, K-means algorithm 
does not necessarily find the most optimal configuration, corresponding to the global 
objective function minimum. The algorithm is significantly sensitive to the initial 
randomly selected cluster centroids, hence having its drawbacks. 
6.1.2.Hierarchical Agglomerative Clustering (HAC) 
Different from K-means' one-feed partition approach, Hierarchical Agglomerative 
Clustering (HAC) is a bottom-up clustering method where clusters may have sub-clusters, 
thus forming a hierarchical structure. Examples of such a hierarchical structure would 
include the organizational structure of a company or the species taxonomy. 
For clustering stories into events, HAC starts with placing every single story into their 
own single cluster. Hence in the beginning, there are equal number of stories with the 
number of clusters. Then, in each successive iteration, it agglomerates (merges) the 
closest pair of clusters whose similarity is measured by our similarity function. After the 
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merge, a new cluster containing all the stories of the original two clusters is created and 
used to substitute the original two clusters. HAC repeatedly agglomerates existing 
clusters until all of the stories are in one single cluster. At this point, the algorithm 
terminates and a hierarchical organization of the clusters at different levels is formed, 
where each merging is represented as a binary tree. Clusters generated in early stages are 
nested in those generated in later stages. Therefore users can retrieve clusters with 
different sizes at different levels. 
The detailed process of HAC algorithm is composed of the following steps [1]: 
！7"� ：：�
1. Assign each story to a separate cluster; given n stories, there should be n clusters in the ：； beginning. . i; 
j； 2. Evaluate all pair-wise similarities between clusters (the similarity metric is presented in 
Equation 17. ;；�
3. Construct a similarity matrix using the similarity values calculated above. ；  
ii 4. Look for the pair of clusters with the maximum similarity; if there is a tie, randomly pick 
one pair out of all candidate pairs with equal similarities.� ：! 
;i 5. Remove the pair from the matrix and merge them into a new cluster.� ；：�
6. Add the new cluster into the matrix, re-evaluate all similarities from this new cluster to all !； 
other clusters, and update the matrix. ;：�
i； 7. Repeat until the similarity matrix is reduced to a single cluster. 
；:� 二二二二二：二：二：二二二二 ^二z^i 
The advantage of HAC is that it can produce an ordering of the stories, with the most 
similar pairs of stories ranked high. Besides, it generates a multi-level hierarchical 
organization of the clusters. With different requirements on cluster size, number of 
clusters or cluster cohesiveness, clustering results can always be retrieved relatively 
easily. However, during the agglomerating process of HAC algorithm, no provision can 
be made for relocation of stories that may have been "incorrectly" grouped in an early 
stage, which is the advantage of K-means. 
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The standard HAC algorithm is also called Group Average Clustering algorithm, because 
it uses the average pairwise similarities (distances) between elements in two clusters as 
the similarity measure, which is described in Equation 17. There are also some other 
variants of standard HAC algorithm, such as Single-Link Clustering or Complete-Link 
Clustering algorithms. In those algorithms, the differences from standard HAC algorithm 
are mostly the similarity/distance metrics applied. For example, Single-Link Clustering 
calculates the pairwise similarities (distances) for two stories that are in two different 
clusters and uses the maximum similarity (smallest distance) as the similarity (or 
distance) of those two clusters; for Complete-Link Clustering, the minimum similarities 
(longest distances) are used instead. Besides this difference, the mechanism behind these 
algorithms is more or less the same. 
6.1.3.K-means via Principle Component Analysis (PCA) 
Principle Component Analysis (PCA) is originally a statistical technique that aims at 
simplifying high-dimensional data and identifying patterns in them. It is intrinsically a 
linear transformation that transforms the data to a new coordinate system such that the 
greatest variance by any projection of the data comes to lie on the first coordinate (called 
the first principal component), the second greatest variance on the second coordinate, and 
so on. PCA can be used for dimension reduction in a dataset while retaining most of 
those significant characteristics of the dataset that contribute most to its variance, by 
keeping lower-order principal components and ignoring higher-order ones. Such low-
order components often contain the "most important" aspects of the data. 
Text data, such as the news stories in our problem, are particularly suitable for applying 
PCA. According to the bag-of-words model, news stories are transformed into term 
vectors, which are usually high-dimensional data. Besides, some of the feature terms, 
though representative in the contents of the stories, are not necessarily contributing 
significantly to the distinguishing of events. For instance, the word water may appear in 
a good number of stories in the topic Hurricane Katrina, but it may not be very useful in 
55 
Extracting News Events 
helping clustering stories into events. Topical Inverse Document Frequency (IDF) [21] 
can partially address this problem. It may lose some of the important information 
because the cohesiveness of the topics defined in our topics is stronger than in other 
research problems. PCA is hereby suggested to perform the dimension reduction on the 
term vectors of stories. After that, we run K-means on the dimension-reduced data to 
extract news events. 
The detailed steps of conducting PCA to reduce the dimensions of the term vectors of 
stories are described below. 
^ T”二：：二：二：：�二 :::二：二�二二二二：二:二：二:�二 二 : 二 二 二 二 二 ^ 二 = = : 二 :�二二二�二二二二二：二二二二二二二二^^二二 ^ ^二二亍�
ji 7. Transform all stories into term vectors, reorganize them into row vectors and use them to 
i； form the term-document matrix. 
；：2. Subtract the means from the term-document matrix. i; 
i| 3, Calculate the covariance matrix along the row dimensions of the term-document matrix. 
ij 4. Calculate the eigenvalues and eigenvectors of the covariance matrix. 
：;5. Sort the pairs of eigenvalue and eigenvector according to their eigenvalues. 
!i 6. Choosing the first k pairs of eigenvalue and eigenvector with highest eigenvalues; their 
i： eigenvector are right the principle components with significance to maximizing the 
;； variances of data along those dimensions. 
；：7. Form a feature vector by arranging these selected eigenvectors in their original order in the"： 
ii term-document matrix. 
：! 8. Derive the new dimension-reduced term-document matrix by multiplying the transposed 
feature vector (on the left) and the original mean-adjusted term-document matrix. Then we i；�
!： get the new term-document matrix with non-significant dimensions removed. 
After we have run PCA on the term document matrix and obtained the dimension-
reduced term-document matrix, we can extract the new term vectors for each story and 
again run any clustering algorithm on them. Here we still adhere to the K-means 
clustering algorithm described in section 6.1.1 for simplicity. 
6.1.4.Graph Partition 
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Graph partition aims at partitioning a given weighted graph into a set of subgraphs where 
the cohesiveness inside the subgraph is maximized while the linkages between subgraphs 
are minimized, given a certain objective function. Given that we can measure the 
similarities between stories quantitatively, we can easily build up a similarity matrix 
containing the pairwise similarities for all stories. Such a similarity matrix is almost 
identical to a weighted graph, since it is the same in nature as the adjacency matrix of 
weighted graphs. Therefore we can also apply graph partition algorithms on the 
similarity matrix to partition the stories into subgroups where the cohesiveness of stories 
inside the subgroup is maximized while the differences between the subgroups are 
maximized. This is consistent with the objective of clustering techniques. 
The graph partition algorithm we adopt is a min-max graph-cut based partition algorithm 
that was first proposed by Ding et al [5]. Ding et al. established a well-defined clustering 
technique based on it. Their experimental results showed that the clustering performance 
was quite good when it was used to cluster newsgroup documents. 
When graph partition is applied to our problem, we use the similarity matrix of news 
stories as the adjacency matrix W of the weighted graph, where the similarities are 
equivalent to the edge weights in the graph. Having obtained the adjacency matrix W, we 
then calculate the corresponding degree matrix D. Assume that we want to separate the 
entire collection of stories into k clusters (groups), which means that we need to partition 
the weighted graph G (represented by IV) into k subgraphs. 
According to the Min-Max Cut principle [5], the task of min-max graph cut based 
partition is to maximize the inner linkages inside subgraphs while minimizing the cut 
sizes among different subgraphs. The partition task is defined as partitioning G into a set 
of A: subgraphs {G；, G2, G3,…，Gk} given the following objective function, 
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… 、 v� 圳G”G”）, V cut、G!,Gn) , + V cut队,Gn) Mcutk(G)= 2, w r r \ + ^ w(a\ ^ w(G ^ 
X cut(GvGn) X cut(G2,Gn) X c u t 队, —»e[l,A:]n«!=l ne[\,k]r\n\=2 ^ 丨 ne[\,k]C[n\=k 
= W(G,) W{G2) … W(Gk) 
_cut{GvGx) cut(G2iG~2) ] | cut(Gk,G~k) —W(G{) W(G2)…W(Gk) ( 1 9 ) 
where cut�Gk,^) stands for the cut size of the cut set between Gk and all other 
subgraphs (groups) [5]. W(Gk) stands for the total weight of inner linkages. 
Therefore the partition becomes an optimization problem, which is to minimize the 
objective function, 
. ^ … . c u t j G ^ G ； ) cut(Gk,G~k)} 
L v 1 — J (20) 
.^cut(Gn,G~n) = min > 
t r n o j 
However, finding the optimal set of {Gh G2, G3,…，Gk} as the solution to the above 
objective function is by nature a NP-complete problem. Fiedler discovered that the 
eigenvector of the Laplacian matrix of the graph G, i.e. {D-W), with the second lowest 
eigenvalue, provided a good linear search order to find the near-optimal solutions to this 
problem. This eigenvector is called Fiedler Vector. 
After we obtain the Fiedler vector, we can sort it in a descending or ascending order. 
Then we search sequentially for a boundary in the Fiedler vector at which the elements 
on two sides are partitioned to minimize the objective function. For a bi-partitioning 
problem, i.e. A: = 2, we can easily find the optimal cut by trying different combinations to 
see which one minimizes Mcut(G). For k>2, however, things are more complicated. We 
58 
Extracting News Events 
first find the optimal cut that partitions the graph into two subgraphs; then we pick the 
subgraph with a relatively lower cohesiveness and find the optimal cut for it using the 
same bi-partitioning approach. This process is repeated until there are finally k subgraphs 
partitioned. 
Though Fiedler Vector provides a good linear search order that partitions the graph well, 
it is yet only an approximation of the optimal solution. It was discovered that there were 
often some points near the cut point misclassified into the wrong cluster because of local 
optima problems [5]. To tackle this problem, points within 5% close to the cut point are 
re-evaluated by comparing current value of Mcut(G) against the updated value of 
Mcut(Gy) after that point is moved to the other partition. If the value of Mcut{Gf) is 
greater than Mcut(G), then the movement is accepted and all following processes are 
based on the new partition after the new partition after the movement. 
After the partitions converged, we finally obtain the optimal set of k subgraphs, which 
stand for k clusters. The vertices or points in the subgraphs corresponds to the stories 
associated with that cluster. Hence an association between events and news stories is 
built up. 
6.2. Utilizing Clustered Stories from News Infomediaries 
As we are not aiming at improving existing document clustering or event detection and 
tracking techniques, we can also focus solely on the construction of event evolution 
graphs using generated and annotated news events that are available through public 
sources. Those events are either created by some human specialists or generated by 
advanced automated system. They may eliminate some of the biases created by naive 
clustering techniques and hence provide a better platform on which we can better 
evaluate our event evolution models. It should also be noted that there are some online 
sources of well-generated news events, e.g. Google News as in Figure 10. These sources, 
whose underlying techniques are not disclosed yet though, after necessary preprocessing, 
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can serve as inputs to our proposed event evolution model. In our future work, we are 
going to research how to utilize those sources to build real-world applications that can 
effectively and efficiently construct event evolution graphs with inputs from them. 
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Figure 10. Clustered events from similar news stories at Google News 
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No matter whether we choose automatic clustering algorithms to extract events from 
stories or the clustered events available from any web sources, or even those manually 
created by human annotators, in all scenarios we ultimately have a story-to-event 
mapping function f..S — E that is configured in the generated clusters (events). In the 
next stage, we will focus only on modeling L with these events, regardless of how and 
where they were produced. It is important to note that our event evolution model is 
independent of/，which means that the intrinsic quality of our event evolution model 
proposed is not affected by the quality of event generalization models. 
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Chapter 7. Modeling Event Evolution 
Relationships 
In this section, we present our proposed techniques of modeling event evolution 
relationships using given news events. Event evolution relationship is the most important 
element in the construction of event evolution graphs and the focus of our work. 
In spite of many mature document-clustering techniques, there is little event evolution 
modeling technique available. Capturing event evolution relationships between events is 
more difficult than clustering stories into events. Event evolution relationships are 
defined from a logical point of view, which makes them hard to model mathematically. 
Human users determine the existence of event evolution relationships based on not only 
the information content of events but also their domain-specific knowledge, rational 
judgments and accordance with their information needs. For example, we can easily 
determine there is an event evolution relationship from the event "Pope John Paul's 
death" to the event "Pope Benedict III is elected" just based on the two phrases. However, 
given no further details or domain-specific knowledge, it is almost impossible for today's 
machine intelligence to recognize this event evolution relationship. 
A perfect model should incorporate such domain-specific knowledge as well as some 
human intelligence to capture event evolution relationships. However, this is not very 
realistic given current level of machine intelligence. In our first attempt, we decided to 
develop a general model covering all domains without utilizing any domain-specific 
knowledge. We selected some fundamental features such as term spaces, temporal 
distances between events, and distributions of news story documents along the timeline. 
Our performance evaluation results prove these features effective in capturing event 
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evolution relationships. Nallapati et al. [25] also neglected the domain knowledge but 
only adopted the surface-features such as time ordering and word distributions. 
7.1. Measuring the Confidences of Event Evolution 
Relationships 
In Chapter 5, we have defined three rules to evaluate the event evolution relationship 
from event A to B. The second rule tells us that for a pair of events obeying the first rule 
their stories share some common information in their content, such as key words and 
vocabularies. It is because the stories of a pair of stories having an event evolution 
relationship often discuss closely related matters and hence have similar sets of words 
written. The authors of news stories also tend to refer the parent event when they are 
writing stories about the child event. This inspires us of using the cosine similarity of 
term vectors to represent the relatedness of events. 
Same as the term spaces defined in Chapter 6，we again define a k-term feature space for 
S 3ls CO = ..., COk}, then a story i is still represented as a weighting vector Oh = 
{COu,0)i2, ..., (Oik). The traditional TF-IDF function is 
t f i k , N 
COik= J l h l o g — (21) mpa/7 d f k 
where t f i k is the frequency of term k in document i. Nis the total number of documents in 
that topic and dfk is the number of documents which contains term k in that topic. 
If we only consider the TF factor only, the formulation is, 
% = (22) 
63 
Modeling Event Evolution Relationships 
In this part, we investigate both TF-IDF and TF formulations because measuring the 
similarity between events based on their stories is not the same as measuring similarity 
between documents in a corpus in the traditional information retrieval applications. The 
number of stories within a topic is usually much less than the number of documents in a 
corpus. Besides, the stories within a topic are all related (hence similar) to some extent. 
However, the content of documents within a corpus varies significantly across different 
topics. 
We compute the event term vector of event j using the average of the document term r 
vectors of stories that belong to event j. We define the event term vector for event; as COj 
={0J;7，0);.2，..., co'jk} where, 
� = 丄 Z % (23) 
\/Sjeej 
where nj is the number of stories in S that belongs to event/ 
The event content similarity is defined as followed. 
k 
cos_sim(ei,ej) = ! & i「众 n (24) 
� S K J !>’,）�
VLx=i � L x=i � 
j n this case, we treat event as a collection of stories and view the information content of 
that event as the average of the term vectors of its stories. Thus the content similarity 
between two events is the cosine similarity of their event term vectors. In Nallapati et al. 
[25]，s approach, they used the average of the similarities of all pairs of stories between�灼�
and ej P5]. Their approach is the same as the similarity measure used in clustering 
algorithms, e.g. group average clustering. Therefore the modeling of event evolution 
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relationships is not substantially different from a clustering problem. In our experiment, 
we shall present the results of using our event content similarity and Nallapati et al.'s 
average pairwise similarity of stories between two events as a comparison. 
The first rule for evaluating event evolution relationships implies that the temporal 
orders of events are very important in determining the validity of event evolution 
relationships. If event A does not temporally precede event B, we claim that there should 
not be any event evolution relationship from event A to B. We set its event evolution 
score to be zero if the candidate event evolution relationship violates this rule. 
V/,7 if i * j and r(^ )书 r{e.\ score[(enej)) = 0 (25) 
where ) and T(e�are the timestamps of events i andy respectively. 
Other than the temporal orders, the temporal distance between events is helpful in 
measuring the degree of event evolution, i.e. event evolution score. Obviously if two 
events are far away from each other along the timeline, then the event evolution is less 
likely to exist between them than those events closely near each other. The longer the 
temporal distance between two events is, the less likely the event evolution between 
them exists and vice versa. This rule has been stated in the third rule in Chapter 5. 
We use the temporal proximity between events to measure the relative temporal distance 
between two events. Intuitively the higher the temporal proximity between a pair of 
events is, the higher their event evolution score is. Here we define temporal proximity as 
the following decaying function: 
� • ( e i)， r (e 2 ) ) --a T tp{ex,e2) = e L (26) 
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where T is the event horizon defined as the temporal distance between the start time of 
the earliest event timestamp and the end time of the latest event timestamp in the same 
topic, a is the time decaying factor which is between 0 and 1. 
Temporal proximity can only capture the diminishing of event evolution scores along the 
event horizon. It cannot perform very well in some other cases. For example, for many 
news topics reporting sudden seminal events, there is usually a burst of number of events 
and stories in the beginning stage. Even though these events are temporally localized in a 
relatively small period, their differences in nature are still significant. Therefore, we 
utilize the distribution of documents in order to counterwork the shortcomings of 
temporal proximity. 
We define the document distributional proximity as the second decaying function: 
df{eve2) = e N (27) 
where m is the number of documents that belong to the events happening in-between 
event ei and N is the total number of documents in the topic. The document 
distributional proximity is similar to temporal proximity except that it substitutes the 
time with the distribution of documents. 
Having defined the event content similarity, temporal proximity and document 
distributional proximity, we define the event evolution score as 
'0 if r{e^r{e2) 
score{{^e2))=\cos 加 - ^ ( 2 8 ) 
、 X tp(el,e2) x df^e^) if r(e)-^T(e2) 
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Before we determine the validity of event evolution relationships, we assume that there is 
an event evolution relationship between every pair of events in the news topic, which 
makes the raw event evolution graph a complete graph. We compute the event evolution 
score between each pair of events and attach it to each possible event evolution 
relationship in the graph. Those event evolution relationships with a score 0 are 
obviously invalid and hence need to be removed. An event evolution score of 0 indicate 
that it is unlikely to have any strong linkages between the corresponding events or the 
relationship is invalid in terms of temporal ordering. 
However, besides those event evolution relationships with a score 0, not all other event 
evolution relationships whose score is greater than 0 are desirable. Intuitively, if the 
event evolution score is very low, the relevant event evolution relationship may not be 
strong and significant to users. It would be desirable to remove those relationships to 
reduce information overheads. In the next section, we proposed a few techniques to 
remove undesirable event evolution relationships and prune the generated event 
evolution graph. 
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Chapter 8. Constructing Event 
Evolution Graphs 
After we calculate the confidence score of event evolution relationships between every 
pair of events, we construct a weighted, directed and complete graph whose edges 
correspond to event evolution relationships. In this way, we assume that there is an event 
evolution relationship between every pair of events in the news topic, which makes the 
raw event evolution graph very complicated. However, such a complicated event 
evolution graph is often undesirable for users since they want to have a quick overview 
of the event developments inside the topic. Many of the event evolution relationships in 
the complete graph have a score of 0, which means that they are either impossible or too 
weak to be informative. Hence event evolution relationships with a score 0 should 
definitely be removed. 
However, besides those event evolution relationships with a score 0，not all other event 
evolution relationships whose score is greater than 0 are desirable. Intuitively, if the 
event evolution score is very low, the relevant event evolution relationship may not be 
strong and significant to users. It would be useful to remove those relationships to reduce 
information overheads. In the following sections, we propose a few techniques to remove 
undesirable event evolution relationships and improve the generated event evolution 
graph. 
8.1. Static Thresholding 
In this model, we simply define a static threshold \ whose value is between 0 and 1 and 
apply this threshold to all candidate event evolution relationships. If the event evolution 
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score of the candidate of event evolution relationship is lower than this static threshold, 
we simply eliminate the candidate. If the event evolution score is higher than or equal to 
this static threshold, we retain the candidate. Finally, we have a finalized event evolution 
graph eliminating all invalid event evolution relationships. Formally, we represent the 
static thresholding model as, 
G = (E,L') (29) 
where, 
L} = {(e^ej) I score^e^ej)) >�；l} ( 3 0 ) 
8.2. Static Pruning 
In this model we not only apply a static threshold 1 to the event evolution scores to 
eliminate the invalid event evolution relationships but also set upper bounds for the 
degree of event threading and event joining in the event evolution graph. This is 
equivalent to setting the maximum number of outgoing or incoming edges per vertex. If 
the degree of event joining exceeds the upper bound Nh we sort the incoming candidate 
edges in a descending order according to their event evolution scores. We retain only the 
first Ni incoming edges and discard the remaining ones. For the degree of event threading 
we define an upper bound Na and do the same as for event joining. 
We first define a function g which maps a candidate event evolution relationship 0/，ej) 
to an index ^ of its position in the sorted list of all candidate event evolution 
relationships with event as their parent event in descending order according to their 
event evolution scores. 
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咖 / , 少 / ) = A ( 3 D 
for example, \iscore{eu ej) is the third largest among all the event evolution scores of the 
candidate event evolution relationships with event d as its parent event (i.e. the outgoing 
edges from vertex e,), then ^ = 3. 
Similarly we define the same function for (eh ej) and ej as the index�灼 of its position in 
the sorted list of all candidate event evolution relationships with event ej as their child 
event in descending order according to their event evolution scores. 
g { { ^ e j \ e j ) = (32) 
Formally the static pruning model is, 
G = (E,L') (33) 
where, 
, ( e ^ e j ) I ^score[(enej)) 2�义]A 
一 � g ( ( � 少扣凡 ] n [ 咖，少力化 ] j ( 3 4 ) 
8.3. Dynamic Pruning 
This model is quite similar to the static pruning model except that we set the two upper 
bounds dynamically instead of constantly. We calculate the size Nv of the event evolution 
graph as the number of nodes/events in the graph. A fully connected undirected graph 
will have at most Nv(Nv+l)/2 possible edges, leading to an average of (Nv+l)/2 possible 
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edges per vertex. Then we define the upper bounds as percentages of that number. After 
calculating the exact value of the two upper bounds, we can do the same in the static 
pruning model to eliminate excessive event evolution relationships. 
We define the upper bound for the degree of event joining in the event evolution graph as, 
N -1 
( 3 5 ) 
Similarly we define the upper bound for the degree of event threading in the event 
evolution graph as, 
N -1 (36) 
Formally the dynamic pruning model is，�
G = (E,L,) (37) 
where, 
( e ^ e j ) ] 腳 ��
- � g ( ( � � ) A )< i ] n [ g ( (�sH>y] | (38) 
v. ^ ― 
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Chapter 9. Experimental Evaluation 
9.1. Evaluation Measure 
Assuming the manually created event evolution graph G = (E, L) is the true structure, the 
automatic system using certain algorithms generates an event evolution graph G’ = (E\ 
L"). Certainly we would not expect G，is completely the same as G. Therefore we need to 
compare G’ against G and calculate the accuracy of G，to measure the performance of 
the automatic system. However, the difficulty here is that the event evolution 
relationships L are modeled as edges between the events E. Therefore if Ef is different 
from E substantially, it will be almost impossible to compare L，against L since the 
graph structure has already been completely different before L is created. Intuitively it 
will be extremely difficult (if not impossible) to compare two isomorphic graphs with 
very different vertices and edges. 
Our approach to addressing this problem is evaluating the accuracies of event 
generalization and event evolution relationship modeling separately. We first evaluate 
the accuracy of event generalization by comparing the clustering results generated by 
automatic techniques against the manually created events. Then we will use the manually 
created events, instead of the automatically generated events, as the inputs to the event 
evolution models. The event evolution relationships identified by these models, which 
we notate as Lm，will then be compared with the manually identified event evolution 
relationships based the true events E. Hence we are comparing separately E，against E 
and Lmf against L, which is more reasonable. 
The reason why the two components can be evaluated separately and independently is 
simple: the quality of event evolution models is independent of that of the event 
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generalization models. The quality of the outputs (i.e. generated events) from event 
generalization models may affect the quality of generated event evolution relationships 
only when they are fed as inputs to the event evolution models. Even in this scenario, the 
intrinsic quality of the event evolution models is still unaffected. Because manually 
extracted events are considered most accurate and consistent with human users' 
information needs, the performance of event evolution models with such inputs can be 
assessed most precisely and fairly. 
We adopt the measurement of precision and recall as our evaluation metric. Precision 
and recall measurements are widely applied in many information retrieval tasks where 
both the size of retrieved answer set and the number of correctly retrieved results are 
important to users. Obviously, users expect to have as many correct/relevant results 
identified as possible in the generated event evolution graph, but usually it is at the cost 
of rapidly increasing volume of returned results. In that case, users need to spend a lot of 
time on searching and distinguishing between correct/relevant results and 
incorrect/irrelevant ones, given a very large answer set. Thus we need to measure both 
the number of correct/relevant results retrieved and the total size of returned results and 
allow users to make their own balance between the two measures. 
9.1.1 .Evaluation Measure for Event Generalization 
Comparing two sets of clusters accurately has always been a problem to many 
researchers. In our evaluation, we decide to adhere to the approach adopted in Nallapati 
et al [25]'s work, i.e. examining every pair of stories at a time and verify if the automatic 
system and manually created event labels agree on their event-memberships. Specifically, 
we define the complete set of unordered pairs of stories that fall in the same event cluster 
identified by human annotators as C{E)\ similarly we define the complete set of 
unordered pairs of stories that fall in the same event cluster identified by the automatic 
system as C(E,). 
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C(E) = {(〜，s.) I S j e S f] f ( s t ) 二 / ( 〜 ) } (39) 
c(e')={(�，Sj) I � e s n , � ( 4 0 ) 
• Precision of Events (Pe): It is the probability that two randomly selected stories are 
associated with the same event by human annotators, given that they are already 
identified to be in the same event by the automatic system. 
^ = ^ ) = / ( ^ ) 1 / ^ ) = / ^ ) ) 
_ 1 C(E)门 C(E丨)I (41) 
“ \ C ( E f ) \ 
• Recall of Events (Re): It is the probability that two randomly selected stories are 
identified to be in the same event by the automatic system, given that they are 
associated with the same event by human annotators. 
尺 = 尸 二 / 乜 ） 1 / ㈨ = / ( � ) ）�
=1 C(E) n C(E') I (42) 
- I C(E) I 
Figure 11 illustrates the computation of precision and recall rates for the result generated 
by a sample event generalization model. 
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(6,7) j 
Evaluation Results: 
Pe = 4/6 « 66.7% 
Re = 4/5 = 80% 
Figure 11. An example of the evaluation measure for event generalizations using 
precision and recall 
9.1.2.Evaluation Measure for Event Evolution Modeling 
Assuming the manually annotated set of event evolution relationships as the truth set, O, 
and the system generated set of event evolution relationships (based on manually created 
events) by certain algorithms asA;0 = LandA= Lm\ Therefore the retrieved relevant 
set C is the overlapping part of O and A. 
C = O ^ A = L ^ L m 9 (43) 
• Precision of Event Evolution Relationships (Pi): It is the ratio of the number of true 
and valid event evolution relationships retrieved by the automatic system to the total 
number of event evolution relationships retrieved by the automatic system. 
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D | c | 丨 叫 I 丄 n v l 
• Recall of Event Evolution Relationships (Ri): It is the ratio of the number of true 
and valid event evolution relationships retrieved by the automatic system to the total 
number of true and valid event evolution relationships annotated manually. 
' 一 M 一 一 ⑷ 
Figure 12 illustrates the computation of precision and recall rates for a sample event 
evolution graph. Obviously, we can tune the input parameters of our models and then 
generate different sets of precision and recall rates. Theoretically, if the tuning of model 
parameters is continuous, we can plot a smooth precision and recall curve. 
Manually Annotated j System Generated 
Event Evolution ； Event Evolution 
Graph J Graph 
i l H i i ! ！ M v e n t 
! r _ 1 
I Eventl/ \ p l p t l j E v e n l y Event / 
A \ A三 P ‘ \ �,::_::>::: B K 
1 …1 E v e n t ! / ! 
f f C / \ j c ‘ 
Event Evolution Relationships (O): | Event Evolution Relationships (A): 
(A, B) 丨 � （A , B) 
(A, C)� 丨� （ B ， D ) 
(B, D)� ； (B，C) 
(C, D)� 丨�
Evaluation Results: 
Precision = 2/3 « 66.7% 
Recall = 2/4 = 50% 
Figure 12. An example of the evaluation measure for event evolution models using 
precision and recall 
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9.2. Data Set 
The news stories in our experiments are all extracted from the CNN News website. All 
stories are written in English. The corpus is generated by automatic crawling and 
searching with the support of filtering by human annotator. Given the URL of a 
beginning news story, the crawler analyzed the hyperlinks in the "related stories" section 
on each page of news story. It eliminated invalid links and crawl the linked news stories. 
The crawler repeated this process until there were no more links available to analyze or it 
reached a predefined depth. Since the section of "related stories" is often manually 
created, it is a good indicator of related stories. Alternatively, the human annotator 
submitted a query containing topic-specified keywords and obtained the searching results. 
The system analyzed the hyperlinks in the searching results and crawled related news 
stories on the submitted topic. Unrelated stories collected in these processes were then 
filtered out manually. 
After the generation of the corpus and filtering of unrelated stories, the human annotator 
was also instructed to create the truth data of the event evolution graphs. The annotator 
was first asked to read through the news stories within a specific topic several times and 
formed a general picture of event evolution graph. In the second step, he was asked to 
identify the events and assigned each story to one of the events. Given the events, the 
annotator identified the event evolution relationships based on the three rules as 
discussed in Chapter 5. The annotator reviewed and revised the event evolution graph 
until no further revision could be made. 
Before the annotator started to build the event evolution graph, we first created an 
example to show him the granularity of events and the criteria for annotating event 
evolution relationships. We emphasized the three rules for evaluating event evolution 
relationships. We especially asked him to give his own understanding of the third rule 
and then provided our own example to amend his biased perceptions. The annotator was 
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also asked to give a short summary to each event; however, we did not utilize this feature 
in our model. 
There are totally 10 topics in our data set. These topics are quite diversified, including 
politics, lawsuits, accidents, disasters, terrorism, etc. Some statistical data of the data set 
are presented below. 
The major difference between our data set and the TDT corpus adopted in the research of 
event threading [25] by Nallapati et al. is that the stories in our data set are directly 
collected from the online news articles and the average length of documents is much 
longer. The durations of most topics also span a much longer interval. Each topic 
includes significantly more events and stories. Therefore, the experimental results we get 
on this data set are more persuasive in real-world practice. 
Table 3. Statistics of our evaluation dataset 
Feature V a l u e 
Num. Topics ^ 
Avg. Num. Stories per Topic 78.2 
Avg. Num. Words per Story 589 
Avg. Num. Stories per Event 4.44 
Avg. Num. Events per Topic 
Avg. Num. Event Evolution Relationships per Topic 24.4 
Avg. Num. Event Evolution Relationships per Event 1.4 
Avg. Days of Event Horizons of Topics 262 
9.3. Experimental Results and Analysis 
Our experiments consist of two parts. First we modeled only the event generalization part 
(defining the mapping function f . S — E) using the clustering algorithms described in 
Chapter 6. Then we modeled only the event evolution relationships and the construction 
of event evolution graphs by providing to the system the true event clusters and running 
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only the event evolution models in Chapter 7 and graph pruning algorithms in Chapter 8. 
This way of experimentation allows us to compare the performance of our algorithms in 
isolation and in association with other components. The following subsections present 
the two parts of our experimentation. 
9.3.1 .Experimental Results for Event Generalization 
We tried the four clustering algorithms on our test data set, with different combinations 
of configurations. The major configurations of the clustering algorithms include whether 
to implement TF-IDF scheme or only TF measure and whether to include the temporal 
factor in the story similarity function. Besides，since determining the number of clusters 
has always been a difficult issue in evaluating clustering techniques, we decide to feed 
the actual number of clusters as suggested by human annotators into the clustering 
models and consider it as a known parameter. Though in reality this assumption is 
usually untrue, it helps us fairly evaluate the performance of event generalization models. 
In real-world systems, users may be allowed to adjust their preference of the granularity 
of events to get different numbers of events. 
The event generalization models that we tested include (assuming the actual number of 
clusters is k and is fed into the models as a known parameter): 
• K-means Clustering algorithm (K-means): for K-means clustering, we randomly 
select k seed stories and use them as the starting centroids. Because the selection 
of initial seeds will possibly affect the clustering performance, we run the K-
means algorithm on the same test data set repeatedly for ten times in each 
experimental setting, and then evaluate the average performance. This can 
eliminate most of biases caused by the random selection of seeds. 
• Group-Average Link Clustering (Group-Average Link): Group-Average Link 
Clustering is the standard Hierarchical Agglomerative Clustering algorithm using 
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the average pairwise story similarities as the cluster similarities. From its 
generated hierarchical cluster tree, we select the cluster settings at the ^ level 
from the top, hence getting k clusters. 
• Single Link Clustering (Single Link): Single Link Clustering is a variant of 
standard Hierarchical Agglomerative Clustering algorithm using the maximum 
pairwise story similarities as the cluster similarities. We still select the cluster 
settings at the k!h level from the top of the hierarchical cluster tree as the k 
clusters. 
• Complete Link Clustering (Complete Link): Complete Link Clustering is another 
variant of standard Hierarchical Agglomerative Clustering algorithm using the 
minimum pairwise story similarities as the cluster similarities. The selection o ik 
clusters is the same as in Group-Average Link Clustering and Single Link 
Clustering. 
• K-means Clustering with Dimension Reduction via Principle Component Analysis 
(PCA) (K-means via PCA): this technique first performs dimension reduction on 
the term vectors of stories to extract the most significant aspects of the data 
through PCA. The number of selected dimensions after dimension reduction is set 
to 20% of the original number of dimensions. After the dimension reduction, the 
same K-means algorithm is performed on the dimension-reduced data and 
clustering results are generated in the same way. 
• Graph Partition Based Algorithm (Graph Partition): similarity matrices are 
calculated for stories and then transformed into weighted graphs, on which graph 
partition algorithm is run. The generated k subgraphs are then mapped to k 
clusters of stories, representing A: events. 
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The generated clustering results are compared against the manually created truth data and 
precision and recall rates are calculated. In addition, we also calculate the F-measure to 
make the results more comparable. 
Table 4 shows the experimental results after running different event generalization 
models (i.e. clustering algorithms) on the test dataset, when the temporal factor is not 
included in the similarity function (Equation 15，16, and 17). The results are divided into 
two categories, one with the TF-IDF scheme and the other one with only the TF scheme. 
The performance observed is quite gloomy. The best performance is achieved by Group 
Average Link with TF-IDF scheme, which is consistent with Yang et al. [28]，s 
experimental results. However, the optimal F-measure is only around 0.3，which implies 
that it is not practically feasible to be implemented in real-world applications. 
Table 4. Experimental results for different event generalization models when temporal 
factor is not included In the similarity function 
TF-IDF TF 
“ P e Re F-measure P e Re F-measure 
^ . m e a n s 0.24 0.23 0.2349 0.23 0.27 0.2484 
_Group-Average Link “ 0.24 0.38 0.2942 0.15 0.52 0.2328 
Single Link “ 0.13 0.55 0.2103 0.10 0.65 0.1733 
Complete Link 0.28 0.26 0.2696 0.21 0.35 0 . 2 6 2 5 _ 
K-means via PCA 0.23 "o.!9 0.2081 0.21 0.22 0.2149__ 
Graph Partition 0.15 0.58 0.2384 0.12 0.44 0 . 1 8 8 6 _ 
The experimental results of testing different event generalization models on the same 
dataset are shown in Table 5, given that the temporal factor is included in the similarity 
functions (Equation 15，16 and 17). Similarly, the results are also divided into two 
categories, one with the TF-IDF scheme and the other one with only the TF scheme. 
Again the observed performance is still not very good, though it has been overall slightly 
improved upon the previous set of results. The best performance, though not significantly, 
is achieved by Complete Link Clustering with TF-scheme. It is noticeable that the 
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Group-Average Link Clustering with TF-IDF scheme still achieves a relatively good 
performance, i.e. 0.34. 
Table 5. Experimental results for different event generalization models when temporal 
factor included in the similarity function 
TF-IDF TF 
P e I Re�丨 F-measure P e Re F-measure 
K-means ] o ^ _ ^ _ 0 : 2 2 9 6 _ 0.21 0.24 0.2240 
Group-Average Link 0.28 0.43 0.3392一 0.23 0.53 0 . 3 2 0 8 _ 
Single Link X l 4 0.59 0.2263 0.12 0.64 0.2021 
Complete Link 0.30 0.28 0.2897 0.32 0.41 0 . 3 5 9 6 _ 
K-means via PCA 0.25 0.23 0.2396 0.24 0.24 0 . 2 4 0 0 _ 
Graph Partition 0.13 0.65 0.2167 0.14 0.57 0.2248 
Overall, from the experimental results of event generalization models, we conclude that 
that TF-IDF scheme outperforms TF scheme slightly on average. However, this gain is 
not very significant. The reason is probably that inside the same topic the stories share 
too many similar key words that the inverse document frequency may discriminate some 
useful keywords too. 
We also conclude that the temporal factor is useful in measuring the similarities of news 
stories when applied in most clustering algorithms. This observation is consistent with 
Yang et al. [28]，s findings that the clustering performance was improved when a linear 
temporal decaying function is used in their similarity measure. 
However, all of the observed clustering performances are unsatisfactory, provided that 
Nallapati et al. [25] reported in their work that the automatic clustering algorithms could 
achieve a overall F-measure of around 0.59 on their test dataset with Group-Average 
Link Clustering (under TF-IDF scheme and including temporal factor in the similarity 
function). This may be because their test dataset consists of short stories (which are 
already manually purified) from TDT test collection while the stories in our test dataset 
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are mostly extracted from the real world. Hence our data are more realistic but also much 
more complicated than theirs, leading to the unreliable performance of clustering 
algorithms on our dataset. Besides, the granularity of the events in our model is also 
lower than the one defined in TDT, hence making the clustering algorithm fail to identify 
accurately the dissimilarity between highly similar stories under the same topic. In a later 
work, we are going to investigate more on the inabilities of clustering algorithms on the 
test dataset and try to improve the clustering performance. 
9.3.2.Experimental Results for Event Evolution Models 
In order to have an overall evaluation of the event evolution models, we conduct a series 
of comprehensive experimental evaluations of our event evolution model on the given 
evaluation data set. The event evolution models include two stages, i.e. the models for 
modeling event evolution relationships and the models for constructing event evolution 
graphs, thus different from the event generalization models. Manually created events are 
fed as inputs to the event evolution models so that the evaluation of these models can be 
more accurate and fair. Since there is a common input variable to all of the models for 
constructing event evolution graphs, i.e. threshold value X, we can tune the system 
performance by changing the input \ while keeping other parameters and model 
configurations constant, to obtain different sets of precision and recall rates at different 
levels of X. 
Figure 13 presents the precision and recall curve showing the performances of different 
event evolution score functions. We keep other model configurations constant 
{TF+EventTerm VectorSim, static thresholding) and switch between different event 
evolution score functions. Precision and recall rates are calculated using the average 
across all topics and then interpolated to the standard 11-level. The functions shown in 
the figure are: 
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• CS: Cosine similarity of event term vectors only, without temporal proximity and 
document distributional proximity. This is equivalent to setting a = 0 and ^ = 0 in our 
suggested event evolution score function; 
• CS*TP: Cosine similarity of event term vectors multiplied by temporal proximity. This 
is equivalent to setting a = 1 and�夕=0; 
• CS*DF: Cosine similarity of event term vectors multiplied by document distributional 
proximity. This is equivalent to setting a = 0 and�夕=1; 
• CS*sqrt(TP*DF): Cosine similarity of event term vectors multiplied by the square root 
of the product of temporal proximity and document distributional proximity. This is 
equivalent to setting a = XA and�夕=XA. 
I n Figure 13，we observe that both CS*TP approach and CS*DF approach are better than 
CS approach substantially. This proves that both the temporal proximity and document 
distributional proximity are helpful in evaluating event evolution relationships. However, 
it is also interesting to observe that CS*sqrt(TP*DF) approach which incorporates both 
temporal proximity and document distributional proximity does not significantly 
outperform the CS*DF approach. It may be due to the overlapping effect of the temporal 
proximity and document distributional proximity have some overlapping effects. When 
they are both included, they cancel the effects of each other in some degree. 
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Experimental Evaluation 
• TF-IDF+EventTerm VectorSim: TF-IDF vector weight, cosine similarity of event term 
vectors. IDF factor is included; 
• TF+AvgPairwiseStorySim: TF vector weight, average of the pairwise cosine 
similarities of story term vectors. IDF factor is excluded; 
• TF-IDF+AvgPairwiseStorySim: TF-IDF vector weight, average of the pairwise cosine 
similarities of story term vectors. IDF factor is included. This is the approach proposed 
by Nallapati et al. P5] 
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Figure 14 shows the experimental results of comparing different event content similarity 
measures with and without including IDF factor. We keep other model configurations 
constant (CS*sqrt(TP*DF), static thresholding) while switching between different event 
content similarity functions with and without IDF scheme. From the precision and recall 
curve we see that our approach, i.e. TF+EventTerm VectorSim, significantly outperform 
the model proposed by Nallapati et al. [25], i.e. TF-IDF+AvgPairwiseStorySim. Besides, 
separate experiments on the effectiveness of IDF factor and event term vector in 
measuring event content similarities are also consistent with our arguments. This proves 
that our proposed model performs better than rivalry models as well as the baseline. 
The third objective of our experiments is comparing the event evolution graph algorithms. 
Nallapati et al. [25] proposed several models for modeling event dependencies, including 
Nearest Parent and Best Similarity. The nearest parent technique assigns a parent event 
to an event 匀 only if it is the most recent event preceding the event 灼.T h e best 
similarity parent technique assigns a parent event to an event 灼 only if the similarity 
between these two events is higher than the similarity between any other parent events 
and the event e“ They claim that these two models perform the best (However, the data 
set used in their experiment has smaller number of documents and events). We take the 
Nearest Parent as our baseline and compare our models with the two. For static pruning, 
we set N0 = 6 and Nt�二 4 empirically. For dynamic pruning, we set 0o = 0.6 and�沩=0.4. 
The results are shown in Figure 15. We keep other model configurations constant 
(CS*sqrt(TP*DF), TF+EventTermVectorSim) while switching between different event 
evolution graph pruning algorithms. 
In Figure 15，we observe that Static Thresholding approach generally outperforms other 
models, especially substantially better than Nearest Parent and Best Similarity 
approaches. This supports our claim that our proposed model is more effective than some 
previous models in capturing event evolution relationships and constructing event 
evolution graphs. We also conclude that it is not significantly effective to apply a 
uniform upper bound on the degree of event threading and event joining to limit the 
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number of edges per event. One possible explanation to this phenomenon is that the 
degrees of nodes in the same manual event evolution graph are usually unbalanced. 
Some events are quite important and critical and hence have a large number of linkages 
to other events, but the remaining ones do not have many strong associations with other 
events. A few of those events can even be isolated if we only look at the surface 
connections between them and other events. 
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Figure 15. Comparison of different event evolution graph pruning algorithms 
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Chapter 10. Case Study 
In this section, we illustrate the event evolution graph of a terror attack incident. We use 
the terror attack incident of Chechen Terrorist Seizing Beslan School as an illustration. In 
the terror attack case of Chechen Terrorist Seizing Beslan School, we selected in total 32 
news documents collected from CNN News. We identified eight events. The details of 
the events are presented in Table 6. 
Table 6. Selected events in the topic "Beslan School Hostage Crisis" 
Event E v e n t Summary I N u m . S t a r t time E n d t i m e 
No. o f d o c . 
1 Chechen terrorists seized the Beslan ~5 2004-09-02 01:46 2004-09-03 07:08 
school with hostages, negotiation and 
some hostages freed 
1 Special task force assaulted terrorists and 1 2004-09-03 14:46 2004-09-05 05:14 
hundreds of hostages were dead 
1 The responses of different parties on the ~5 2004-09-04 15:45 2004-09-07 13:04 
Beslan school hostage tragic 
1 Russia approached to identify the ~6 2004-09-06 01:07 2004-09-08 17:54 
suspects of Beslan tragic 
1 Russia conducted investigation and was ~4 2004-09-08 15:44 2004-09-24 11:36 
determined to put terrorists on trial 
1 Beslan school resumed classes after the ~3 2004-09-14 08:12 2004-09-15 12:33 
hostage tragic 
Russia claimed to strike Chechen ~3 2004-09-14 08:52 2004-09-17 12:38 
terrorism 
1 Russia's successive efforts against ~3 2004-09-29 12:01 2004-12-17 13:53 
terrorism 
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Figure 16. Event evolution graph for the topic "Beslan School Hostage Crisis" 
Figure 16 presents the event evolution graph of Chechen Terrorists Seizing Beslan 
School terror attack case generated by a professional annotator. There are 11 event 
evolution relationships. Event 2 "Special task force assaulted terrorists and hundreds of 
hostages were dead" has 4 out-links which is the maximum in the event evolution graph. 
It can be considered as a seminal event that causes the sequences of events such as the 
responses of anti-terrorism from different countries, the investigation of the attack and 
striking the terrorists. Event 6 "Beslan school resumed classes after the hostage" and 
event 8 "Russia's successive efforts against terrorism" are the terminal events. They can 
be considered as the final results of the events. 
Figure 17 presents the result of the event evolution graph generated with the threshold of 
event evolution score as 0.55, using the Static Thresholding and the same configurations 
as with the best performance. The precision is 0.73 and the recall is 0.73. Figure 18 
presents the result of the event evolution graph generated with the threshold of event 
evolution score as 0.60. The precision is 0.85 and the recall is 0.55. When we increase 
the threshold, we reduce the number of incorrect event evolution relationship; however, 
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we increase the number of missed event evolution relationship. As a result, the precision 
increases but the recall decreases. 
As we observe in the automatically generated event evolution graph, some event 
evolution relationships from Event 2 are missed. It is mainly because the temporal 
distance between Event 2 and the child events are relatively large. The influence of 
Event 2 to the child events is considered less in our proposed techniques. As a result, 
they are easily missed. On the other hand, incorrect event evolution relationship from 
Event 3 to Event 4 is identified by our proposed techniques. It is because there are some 
overlapping content in the stories of both events and the temporal distance between the 
two events is small. It is difficult to achieve perfect precision and recall; however, the 
proposed techniques are promising in producing a meaningful and useful event evolution 
graph to support user navigation and extraction of information to satisfy their 
information needs. 
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Figure 17. Automatically generated event evolution graph with the threshold 0.55 
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Chapter 11. Story Segmentation and 
Its Effects 
In our definitions (Chapter 2.1), we assumed that each news story document discusses a 
single (but not necessarily unique) news event. This assumption adheres to the famous 
TDT presumption that story is the most fundamental unit in the hierarchical organization 
of topic/event/story. This assumption is also the base of event clustering and event 
evolution relationship modeling, since we represent the contents of stories and events 
using their term vectors. Past TDT researches have testified the feasibility of this 
assumption in their empirical studies. 
However, in our study of the sample stories, which were extracted from the real-world 
newswire sources, we observed that some news stories often reference a considerable 
amount of background information or related events in their textual contents. In our 
Observation 4 in Chapter 2.2, we stated that these references used to be relatively brief 
and short, e.g. one or two paragraphs. Though, sometimes more than one piece of 
background information or related events are referenced in the stories, which creates a 
considerably large amount of texts not discussing the major events in that story. Figure 
19 shows a sample story in whose textual content two other events are referenced. The 
major event discussed in this sample story is about the evacuations ordered in New 
Orleans and its progress. The referenced two events are Bush Administration declaring a 
public health emergency and casualty report in the storm hitting New Orleans. From the 
figure, we observe that five paragraphs in total are on these referenced events; there are 
93 
52 paragraphs totally in the original content of the story, which means that the references 
are approximately 10% of the entire story. 
New Oiieans evacuations under way 
Health emergency declared; thousands may be dead 
MEW ORLEANS, Louisiana (CNN) - The first of New Orlsans' evacuees began 
arriving in Texas early Thursday a s Ihe Gulf Coast began to grasp the magnitude of 
What President Bush calted "one of the worsl natural dsas lers in our nation's 
history." 
•�春•督摹》»霣•^導脅事零赛丨•導�丨*•"*�事 ***爺丨*t 
I The Bush administrafcn earti&r in the day declared a public health emergency for the entire Gulf I 
I Coast in an effort to stop the 印read of disease in the storm's wake. » ... * ： i 9-
; " V V e are gravely concerned about the potential for cholera, typhoid and dehydrating diseases," \ 
i Health and Human Services Secretaiy Mike Leavitt said. | 
缘 «»•«’�暴�輦•者* * 
；Meanwhi le, New Orleans Mayor Ray Nagin reportedly said Wednesd螂 that the storm probably * 
； y i e d thousands of people m Iris battered ami flood-stricken city. | 1 1 : j 
I "We know there is a signica^t nuirtoer of dead bodies in ihe water," and others dead in attics, i 
] f ^ e Associated Press quoted Hagin as saying. When asked how many, be reportedly said:� ：�
I "Miriiinium, llundfeds. Mosl likely, thousands-” | i * 1 • . i 
l 他gin and other Louisiana ofidats had reused to give a casualty a>unt m the past, s^ing i 
;emergency workers were focusing ou the mscm effort. I 
Figure 19. A sample story referencing multiple events in its textual content 
Even though the story may not always reference any background information or related 
events in its textual contents, sometimes it does discuss different aspects of the event in 
different extents. For example, a news story discussing the major event Utah Jazz 
canceling their visiting game at Moscow due to the Beslan school hostage crisis may 
spend several paragraphs introducing Utah Jazz as well as the game arrangement. These 
information are also considered to be on the major event; however, as the major event 
itself is only marginally related to the topic Beslan school hostage crisis, the 
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introductions to the club and the game would only dilute the key-term set on that topic 
since it often adds in many new terms. 
In this situation, we are interested in whether the stories can be segmented into semantic 
segments that discuss different (but related) events or significantly different aspects of a 
same event. In addition, we concern whether these segments can be used for modeling 
events and further event evolution relationships and improve the performance of 
automatically constructing event evolution graphs. 
We briefly investigated the story segmentation techniques and the effects of segmenting 
stories into story segments on constructing event evolution graphs. In the following 
sections, we are going to present the story segmentation algorithm first. Then we 
describe how to utilize the segmented stories for modeling events and further event 
evolution relationships. Finally, we conduct a systematic experimental evaluation on the 
performances of event evolution model with story segmentation. 
11 .I.Story Segmentation 
Story segmentation originally defined as a task in Topic Detection and Tracking (TDT). 
It aims at segmenting the stream of data from a source into topically cohesive stories. 
Since text (newswire) sources are supplied in segmented form, this task applies only to 
the audio subset of the TDT corpus (radio and TV). Segmentation of audio signals may 
be performed using the audio signal itself or the provided manual/automatic textual 
transcriptions of the audio signal [23]. 
In our corpus, news stories are already in the form of discrete documents and each 
document contains exactly one story. Hence there is no need to segment a stream of texts 
into distinct news stories. The task of story segmentation is redefined as segmenting a 
news story (as in a document) into separate semantic groups of paragraphs that discuss 
different events or significantly different aspects of a same event. It is equivalent to 
considering a news story as a stream of texts and segmenting it into different sub-stories. 
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Intuitively we may treat these semantic groups of paragraphs as a base unit similarly as a 
story except that their granularity is different. The segments can again be represented 
using their term vectors, thus making it possible to measure their similarities. Recall our 
Observation 3: if two stories differ from each other substantially in their key term sets, 
they most probably discuss different events. The same rule applies to the segments. If 
two segments differ substantially from each other in their key vocabularies, they may 
most likely describe two different events or at least two significantly different aspects of 
a same event. 
The naive approach of story segmentation algorithm is partially similar to a breadth-first-
search algorithm except that it tries to check all leaf nodes before terminating the 
iteration. We derive the steps of the story segmentation algorithm as follows, 
二二： 二二二二二 ：：：^=^二二二 ：二二二二二 ：二二：；: 
「r 二二 ：：二： 二二二二二二：：二 ::: 二二二二二二二二: 二二二二二二 二二二 :二: ：: ！； I Treat the original story as the largest segment and put it (the root node) in the queue. 
i| 2. Pull a segment from the beginning of the queue, separate the texts of the segment into n 
i! paragraphs; ifn < 1, add current segment to the segment list and skip to the next segment in�；；�
the queue. 
；! 3. There are (n-1) possible boundaries between paragraphs at which the current segment can�；! 
be bi-partitioned into two segments. Find out the boundary i at which the similarities ：  between the bi-partitioned segments are minimized. 
I 4. if the minimum similarity found in step 3 is below a threshold X AND the lengths of the two i；�
bi-partitioned segments are no less than L, then accept that partition and put the two 
jj segments in the queue. 
i； 5, Otherwise, add current segment to the segment list and skip to the next segment in the queue.；; 
j| 6. Repeat step 2-5 until the queue is empty. 
i； 7 if the queue is empty, every segment of the story has been examined and can not be further 
segmented. 
8. Get the segmentation result from the segment list. 
The similarity between bi-partitioned segments is calculated using the cosine similarity 
between their term vectors, similarly as in the measuring of story similarities. However, 
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because it is extremely difficult to assign exact timestamps to the segments other than the 
post-time of its original story, we simply assume their timestamps are all the same and do 
not include the temporal decaying factor in the calculation of segment similarities. 
There are two control parameters in the story segmentation algorithm, i.e. the threshold X 
for the minimum similarity between bi-partitioned segments and the minimum length L 
for bi-partitioned segments. A (0 < A < 1) controls the granularity of segments by 
preventing the story from being over-segmented. L ensures that the generated segments 
are sufficiently large and semantically meaningful. In our experiments we empirically set 
the values as�义 = 0 . 3 5 and L = 50. 
11.2. Event Generalization 
The ultimate purpose of story segmentation in our work is to provide noise-reduced 
inputs to the event generalization module, hence supposedly making it produce better-
quality events. Generally, the approaches to generalizing events from story segments are 
fundamentally the same as those applied on stories. We applied the same bunch of 
automatic clustering algorithms on story segments to cluster them into news events. The 
generalized news events are comparable to those generated from news stories; therefore 
they can be directly fed as inputs to the event evolution graph construction modules. 
11.2.1. Automatically Clustering Stories into Events 
Similarly to the problem of clustering stories into events, we also adopted the same set of 
automatic clustering techniques in clustering story segments into events. Assuming each 
story segment inherits their attributes from their parent story that are segmented, we can 
still consider story segments as independent news stories, only at a smaller scale. The 
textual contents of story segments are the essential inputs to the clustering algorithms, 
and can still be modeled with bag-of-words models. Besides the textual contents, the 
timestamps of story segments are also utilized in the clustering algorithms. As story 
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segments do not have their own timestamps, we simply use the timestamp of their parent 
story as their timestamps. This might not be very accurate in situations when the segment 
is referring a previous event; however, it is straightforward and simple to adopt as well. 
The details of the automatic clustering algorithms applied in this section are exactly the 
same as those illustrated in Chapter 6.1. To avoid duplication, I am not going to include 
them in this section. Please refer to the Chapter 6.1 if you want to learn the details of 
these algorithms. 
11.2.2. Manually Generalizing Events with Story Segments 
As previously shown in the experimental evaluation in Chapter 9.3.1，the clustering 
techniques seem to be incapable of successfully generalizing events from stories. Besides, 
we also stated that we needed to use manually created events in order to better evaluate 
the performances of event evolution models. The same reasons stand in this scenario of 
clustering story segments into events. Therefore we still perform manual clustering of 
story segments into events. 
The manual clustering of story segments into events is very similar to the manual 
clustering of stories into events. It builds a many-to-one mapping function between story 
segments (instead of stories in the previous practice) and events. 
11.3. Experimental Evaluation 
Our goal in this chapter is to investigate the story segmentation algorithm and especially 
its effects on event evolution models. It is hence desirable to run standard experiments on 
the same dataset to generate comparable experimental results, in order to check whether 
story segmentation has positive influences over our proposed event evolution models. If 
the experimental results show that the performance of our proposed event evolution 
models with story segmentation outweighs that when stories are not segmented, we can 
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claim that story segmentation does help improve the performance of our event evolution 
models. 
The experimental evaluation of event evolution models with or without story 
segmentation is more or less the same. However, the same problem yet arises as 
mentioned at the start of Chapter 9, i.e. the poor quality of automatic event generalization, 
if true, may affect the trustworthiness of the following experiments on event evolution, 
since the generalized events are fed as the inputs to the event evolution models. 
Therefore, we again evaluate story segmentation algorithm, automatic event 
generalization and event evolution models separately; that is, we compare the generated 
segments by the story segmentation algorithm with the manually created story segments 
and use the manually created story segments as inputs to the automatic event 
generalization models. When evaluating the event evolution models, events manually 
constructed from manually generated story segments are fed as inputs to the event 
evolution models. 
We are first going to introduce the evaluation measures set up for evaluating story 
segmentation algorithms. Then we present the details of the experimental setup and the 
dataset. Finally we describe the experimental results in tables and figures, as well as 
giving our analysis of the results. 
11.3.1. Evaluation Measure 
We stick to the same evaluation measures for evaluating automatic event generalization 
algorithms and event evolution models as in Chapter 9.1. However, we also need to run 
experiments to test the story segmentation algorithm; therefore we are in need of an 
evaluation measure for illustrating the performance of the story segmentation algorithm. 
The segmentation of stories is intrinsically equivalent to finding boundaries between 
paragraphs at which all paragraphs inbetween boundaries form a semantic group with 
complete semantic context and elaborate a single news event. Provided that definition, 
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the evaluation of story segmentation algorithm can be transformed into the task of 
calculating the degree of match between automatically identified boundaries and 
manually annotated boundaries. Here we still adopt the measurement of precision and 
recall as the evaluation metric. Precision and recall are standard evaluation measures for 
information retrieval tasks and are often applied to evaluation of text segmentation 
algorithms as well. Precision here is defined as the percentage of boundaries identified 
by the story segmentation algorithm that are indeed true boundaries as suggested by 
human annotators; recall is the percentage of true boundaries that are identified by the 
segmentation algorithm. 
Assuming the set of boundaries manually identified by human annotators is Bm, the set of 
boundaries automatically identified by the story segmentation algorithm is Ba. The 
formal definitions of precision and recall for story segments are as follows, 
• Precision of Story Segments (Ps): It is the probability that a (randomly selected) 
boundary suggested by the automatic story segmentation algorithm is meanwhile also 
identified by the human annotator as a true boundary. 
B nS r> m a 
( 4 6 ) 
• Recall of Story Segments (Rs): It is the probability that a (randomly selected) true 
boundary identified by the human annotator is meanwhile also suggested by the 
automatic story segmentation algorithm as a valid boundary. 
B n5 
n m a 
R s = ~ ^ (47) 
m 
11.3.2. Experimental Setup 
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First the news stories were manually annotated and boundaries were identified by a 
human annotator. The annotator was trained on a sample set of stories that has already 
been segmented correctly with mutual agreement between researchers. He was told to 
segment the stories based purely on his understanding of the transitions between different 
semantic segments (elaborating significantly different events) inside the stories. However, 
he was also instructed not to create too many segments for each story, which may 
sometimes be caused by a setting of too low granularities. 
The manual clustering of story segments into events is similar to the manual clustering of 
stories into events. We use the set of events manually constructed in the previous 
experiment. Each story segment was treated independently as a new story, only with a 
smaller textual content. Nonetheless, it is noteworthy that during the process of manually 
associating story segments to events, some of the segments that have no strong 
associations with any of the events were abandoned instead of being assigned to a 
weakly related event. It is believed that this approach improves the inner coherence of 
constructed events. 
The process of constructing event evolution graphs is still the same as in the previous 
experiment when story segmentation was not adopted. 
Below are some facts about the story segmentation results and the processed dataset. 
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Table 7. Statistics of the story segmentation results 
Feature V a l u e 
Num. Story Segments 3597 
Avg. Num. Story Segments per Story 4.6 
Num. Abandoned Story Segments 3 2 4 
Avg. Num. Retained Story Segments per Event 18.6 
11.3.3. Experimental Results and Analysis 
Our experiments consist of three parts. First we run the story segmentation algorithm on 
the test dataset and compare the generated story segments with the manually annotated 
story segments. Then we perform automatic event generalization using the manually 
created and filtered story segments. The generalized events are then verified against the 
manually constructed events to see their degree of match. Finally we model only the 
event evolution relationships and test the construction of event evolution graphs, in 
which the true event clusters manually identified by human annotators were inputted into 
the system and the event evolution models and graph pruning algorithms in Chapter 7 
and Chapter 8 were run. This way of experimentation allows us to compare the 
performance of different algorithms in isolation so that they can be fairly evaluated. The 
following subsections present the two parts of our experimentation. 
11.3.3.1. Story Segmentation 
We tried the story segmentation algorithms on the same test data set as used in our 
previous series of experiments, to observe the performance of segmenting stories into 
segments. Before running the segmentation algorithm, stop words were removed and 
story texts were tokenized, but the boundaries between original paragraphs were still 
maintained. The major configurations of the story segmentation algorithms include two 
parameters, i.e. the threshold value A and the smallest length of segments L, which are 
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used jointly to terminate the segmentation process. By changing the values of�义 and L, 
the story segmentation algorithm can generate different segmentation results upon the 
same test dataset, and thus achieving different performances that are measured by 
precision and recall rates. To gain the best performance, one has to use a learning 
approach to obtain the optimal parameters for the model on a training dataset. However, 
it is too time-consuming and computationally expensive. Besides, it does not 
significantly affect the performance by changing slightly the value of L. Thereby we just 
selected several values o f L and then change the value of L In this way, we generate a 
precision-recall curve representing the performances of the story segmentation algorithm 
with different combinations of parameters. 
Figure 20 shows the experimental results after running the story segmentation algorithm 
at different configurations of the parameter L (i.e. the threshold value for the minimum 
length of the segment allowed) on the test dataset. We selected four values for L, i.e. 20, 
50, 100 and 200. Stop words and punctuations are all removed and not counted toward 
the length of the segment. As seen in the graph, the overall performance, as measured by 
precision and recall curves, is satisfactory considering the simplicity of our proposed 
story segmentation algorithm and its computational efficiency. The best performance 
characterized by its precision and recall curve was obtained at the level ofL = 50. 
The difference between the performances of the segmentation algorithm at different 
levels of L is not as significant as expected. With the increase in L from 50 to 100 and 
then to 200, the performances only drop insignificantly below the optimal precision and 
recall curve. Hypothetically the increase in L will disallow relatively small story 
segments to be created, thus making the sizes of created segments generally identical. 
However in the experiment, we did not observe that it led to any significant difference in 
the performance. In a further examination into the sample segments generated by our 
segmentation algorithm, we found that some of the automatically reported boundaries 
were quite close to the true ones. Only one or a few very short paragraphs were 
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inbetween them. This drawback of our segmentation algorithm commits a large part of 
the errors and thus lowers down the performance greatly. 
It should also be noted that the performance of our segmentation algorithm at the level of 
厶=20 is significantly lower than that when L = 50. At the level oiL = 20, a few or even 
one short paragraph(s) could form a legal semantic segment allowed by the segmentation 
algorithm, therefore making many large segments possible to be over-segmented, which 
explains why the performance drops significantly. 
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Figure 20. Performances of story segmentation algorithm at different levels of L 
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11.3.3.2. Event Generalization 
As reported in the previous section, the performance of our simple story segmentation 
algorithm is reasonably satisfactory. However in the experiment of testing event 
generalization models, we adhere to the manually created story segments instead of those 
generated by our automatic segmentation algorithm, because of two major reasons. One 
is that since the performance of story segmentation algorithms is not perfect it will 
always introduce biases into the event generalization process by using the automatically 
generated story segments. The other motivation is to create a fair platform on which the 
performances of different event generalization models can be compared uniformly. 
The algorithms employed in this experimental setting are the same as adopted previously 
for generalizing events from news stories. Table 8 and Table 9 show the experimental 
results after running different event generalization models on the same test dataset. 
Again, as in the previous experimental setting, we test the algorithms with and without 
incorporating temporal factor in their similarity function separately. Hence the 
experimental results are presented in two separate tables again. Performances ofTF-IDF 
and TF-only schemes are also compared when combined with other different 
combinations of parameter settings. 
Compared with the performance on generalizing events from news stories, the 
performance of these algorithms on generalizing events from manually generated and 
filtered story segments is improved by some degree. As shown in Table 8 and Table 9, 
the best performance is still unsurprisingly achieved by Group Average Link with TF-
IDF scheme, which has been consistently observed in our previous experimental setting. 
The performances when temporal factor is included in the similarity function are 
observed to be consistently better than when it is not included. In conclusion, manual 
story segmentation does help improve the performance of event generalizing and 
generate relatively better-quality events. It is probably because story segmentation 
produces more on-topic sub-stories of which off-topic words are of a relatively less 
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percentage. However, the optimal F-measure in this case is yet around 0.36, which is still 
which implies that the practical validities of those event generalizing algorithms are 
insufficient to justify their application in real world scenarios. 
Table 8. Experimental results for different event generalization models with manual story 
segmentation when temporal factor is not included in the similarity function 
TF-IDF TF 
~ p e Re F-measure P e Re F-measure 
K-means 0.25 0.27 0.2596 0.24 0.27 0.2541 
Group-Average Link 0.26 0.39 0.3120 0.17 0.50 0.2537 
Single Link ~ 0 M ~ 0.52 0.2206 0.12 0.55 0.1970 
Complete Link 0.28 0.29 0.2849 0.23 0.36 0.2807 
K-means via PCA 0.24 0.22 0.2296 0.21 0.26 0.2323 
Graph Partition 0.17 0.50 0.2537 0.13 0.56 0.2110 
Table 9. Experimental results for different event generalization models with manual story 
segmentation when temporal factor included in the similarity function 
TF-IDF TF 
“ p e R^ F-measure P e R^ F-measure 
K-means 0.24 0.27 0.2541 0.25 0.24 0.2449 
Group-Average Link 0.30 0.45 0.3600 0.24 0.59 0.3412 
Single Link 0.15 0.53 0.2338 0.14 0.60 0.2270 
Complete Link 0.32 0.3 0.3097 — 0.33 0.38 0 . 3 5 3 2 _ 
K-means via PCA ~027~ 0.25 0.2596 0.25 0.26 0.2549 
Graph Partition 0.14 0.66 0.2310 0.15 0.62 0.2416 
The reason why these event generalizing algorithms (mostly clustering algorithms) fail to 
perform well on our dataset remains in question, which calls for further investigation. A 
reasonable guess is that clustering algorithms generally performs well on clustering 
stories of diverse topics into same-topic groups. Nonetheless, it is unable to distinguish 
between the relatively minor differences among stories belonging to the same topic but 
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different events. Generalizing events from stories or story segments is still a challenge to 
researchers in studying event evolution. 
11.3.3.3. Event Evolution 
The purpose of our experiments in this part is to examine the effectiveness of manual 
story segmentation on improving the performance of event evolution models. The 
evaluation of event evolution models (including event evolution relationship models and 
event evolution graph constructors) in this setting with manual story segmentation is the 
same as in the previous setting when stories are not segmented. This is because the event 
evolution models accept generalized events as input and they are independent of the 
sources from which the news events are generated. Therefore the setup of the 
experiments and evaluation metric of the results adhere to what is described in Chapter 
9.3.2. 
Figure 21 presents the experimental results of employing different event evolution score 
functions on the test dataset. These event evolution score functions are introduced in 
Chapter 9.1.2，including CS, CS町P, CS*DF and CS*sqrt(CS*DF). All other parameters 
and functions are tuned to the best possible performance achieved, i.e. with 
TF+EventTerm VectorSim and StaticThresholding. The performances before and after 
manual story segmentation is introduced are also compared on the CS*sqrt(CS*DF) 
approach. In Figure 21, we observe consistently both CS*TP approach and CS*DF 
approach excelling CS approach substantially. This confirms the validity of the temporal 
proximity and document distributional proximity as found in the previous experimental 
setting. Besides, this time we see a larger performance improvement by combining 
temporal proximity and document distributional proximity together with cosine 
similarity in the event evolution score function, compared with what is previously 
observed. This observation supports our claim that CS*sqrt(CS*DF) is the best event 
evolution score function among all that we have investigated. 
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In addition, we see from the graph that the CS*sqrt(CS*DF) approach performs better 
when the input events are generalized from manually created story segments, by a 
notable degree. It coincides with our hypothesis that manual story segmentation is 
effective in improving the performance of event evolution models. Though it does not 
consolidate the effectiveness of automatic story segmentation, we tend to make a careful 
declaration that story segmentation does help improve the modeling of event evolutions 
to some extent, as automatic story segmentation is intrinsically consistent with manual 
story segmentation. 
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Figure 21. Comparison of different event evolution score functions when input events are 
generalized from manually created story segments 
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Figure 22. Comparison of different event content similarity functions and effectiveness of 
IDF factor when i叩ut events are generalized from manually created story segment 
Figure 22 shows the experimental results of comparing different event content similarity 
measures with and without including IDF factor，when input events are generalized from 
manually created story segments. These variants of event content similarity measures 
include TF+EventTermVectorSim, TF-IDF+EventTermVectorSim, TF-IDF+AvgPair-
wiseStorySim and TF+AvgPairwiseStorySim. The performance curve of TF+EventTerm-
VectorSim when input events are generalized from stories directly (instead of story 
segments) is also included to serve for comparison purposes. The TF+EventTerm-
VectorSim approach is observed to significantly outperform other models. Besides, given 
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the same model, i.e. TF+EventTermVectorSim, it performs better when the input events 
are generalized from manually created story segments. This salient improvement again 
proves the effectiveness of manual story segmentation to some extent. 
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Figure 23. Comparison of different event evolution graph pruning algorithms when input 
events are generalized from manually created story segments 
Similar improvements are also observed in the experiments of testing different event 
evolution graph pruning models. In Figure 23，we observe that StaticThresholding 
approach still obtains the best performance, compared with StaticPruning, 
DynamicPruning, NearestParent and BestSimilarity approaches. When the 
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StaticThresholding model is combined with manual story segmentation, it achieves an 
even better performance, approximately 4% better in terms of F-measure scores. This 
difference in performance is not ground-breaking; however, considering the simple 
adoption of story segmentation, there is no doubt that story segmentation reasonably 
improves the performances of event evolution models by a satisfactory percentage. 
To conclude, in this chapter we initiated the idea that story segmentation may help 
improve the performances of our proposed event evolution models. Then we proposed 
and implemented a simple story segmentation algorithm. Finally we systematically tested 
and evaluated the effectiveness of story segmentation algorithm and the effects of story 
segmentation on our event evolution models separately and independently. The 
experimental results demonstrated a satisfactorily rewarding performance improvement 
of the event evolution models when manual story segmentation is introduced. However, 
the capability of automatic story segmentation in our experiments has not yet been 
comparable to manual ones. Meanwhile, automatic event generalization algorithms failed 
consistently to generalize events from segmented news stories, just as from stories in the 
previous experimental setting. This problem poses a serious challenge on ultimately 
automating event evolution models and desires in-depth further investigations, which 
directs our future researches. 
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Conclusions and Future Work 
Chapter 12. Conclusions and Future 
Work 
12.1.Conclusions 
In this paper, we formally defined a novel problem of presenting the complex structure of 
events, i.e. event evolution graph, within the same news topic. Contrary to the traditional 
view of topics as flat hierarchies in document clustering and categorizing tasks [11] or 
tree structure in event threading [25], we view news topic as a directed acyclic graph 
with events as its nodes and event evolution relationships as its directed edges. We also 
gave our logical interpretations on modeling event evolution relationships. Besides, we 
tested several clustering algorithms for extracting news events and proposed a few novel 
techniques to construct event evolution graphs. We introduced the concept of event 
timestamp and utilized it for creating temporal logical rules and for measuring the 
temporal proximity of events. We also included the document distributional proximity as 
another decaying function. We proposed the cosine similarity of event term vectors for 
measuring event content similarities. We identified the disqualification of IDF factor in 
measuring event content similarities. We also proposed several graph-pruning models to 
construct concise but precise event evolution graphs. Finally, we showed in our 
experimental evaluations that our model outperforms rivalry models as well as the 
baseline substantially. 
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Conclusions and Future Work 
12.2.Future Work 
In our future work, we plan to investigate further into the data and exploit new features 
that help us identify event evolution relationships. We are also working on pruning event 
evolution graphs with the help of a variant of Dijkstra Algorithm. Besides, as the 
granularity of events is hard to determine while having impacts on the resulted event 
evolution graphs, we are considering providing more flexibilities to the users to control 
the granularity of events. 
Though the performances of clustering algorithms on our test dataset are observed to 
unsatisfactory, we are still going to investigate more on these clustering algorithms. In 
alignment with the tuning of the granularity of events in the event evolution models, we 
are also going to adjust the granularity of events in the clustering algorithms. Hopefiilly 
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