Abstract -Pattern classification is one of the most important topics for machine learning research fields. However incomplete data appear frequently in real world problems and also show low learning rate in classification models. There have been many researches for handling such incomplete data, but most of the researches are focusing on training stages. In this paper, we proposed two classification methods for incomplete data using triangular shaped fuzzy membership functions. In the proposed methods, missing data in incomplete feature vectors are inferred, learned and applied to the proposed classifier using triangular shaped fuzzy membership functions. In the experiment, we verified that the proposed methods show higher classification rate than a conventional method.
I. INTRODUCTION
Pattern recognition is defined as "a research field of artificial intelligence handling problems for recognizing objects by a device having computational capability". Various techniques have been developed for classifying and processing abundant data in real world problems. In the various techniques, the recognition technique is one of the most typical techniques for searching and classifying information.
It is important and essential to classify huge amount of information effectively in information processing fields. But in the real world problems, some data may be lost and distorted according to situations, and these data can lower the performance of a classifier and also make the problem more difficult.
In order to manage such incomplete data, many techniques such as Bayesian classifier [1] , Support Vector Machine (SVM) [2] [3] [4] , and a method by J. Ross Quinlan [5] and a clustering method by fuzzy cmeans [6] , were proposed.
In this paper, we proposed two new methods by improvement of unsupervised fuzzy c-means clustering method using supervised learning of fuzzy classifier, and applied the proposed methods to a pattern classification problem. In the experiment, Ecoli dataset from UCI machine learning repository site [7] , was used for the proposed methods and the results are compared and analyzed.
II. THE PROPOSED FUZZY CLASSIFICATION METHODS

A. Replacement of Missing Data
In this paper, we estimate and recover missing feature values of incomplete feature vectors, and then apply the recovered feature vectors to fuzzy classifier. In order to recover missing feature values, we used algebraic average of feature values in each class. The instance of incomplete feature vector can be expressed as (?, 2, 3, 4) -25% missing feature vector and (?, 2, ?, 4) -50% missing feature vector when the complete feature vector is (1, 2, 3, 4) .
In this paper, we used some definitions [6] for describing the conventional classification method and the proposed classification methods. -Definition #3:
The resembling factor ij β
B. The Conventional Classification Method
In the conventional clustering method [6] , missing feature values are replaced by other complete feature values from the most similar feature vector using Euclidean distance between the incomplete feature vector and other all of complete feature vectors.
In this paper, we modified the conventional method for solving pattern classification problems and proposed two kinds of methods for classifying incomplete feature vectors.
C. The First Proposed Classification Method
The first proposed classification method is as follows.
Step 1: Calculate algebraic centers of each class using Equation (1) . (1) In equation (1) Step 2:
' k β , the distance between arbitrary k c and missing feature vector is calculated by equation (2).
cn means the number of classes, j x means complete feature values in incomplete feature vector x .
Step 3: Missing feature values are replaced by the center value of minimum distance by equation (3).
(3)
Step 4: Calculate kj α of Definition #2.
D. The Second Proposed Classification Method
The second proposed classification method is to replace missing data by mean values of similar data from all of data in each class. The description of the second proposed classification method as follows.
Step 1: Calculate distance set 
In this paper, we used 0.25 as γ value.
Step 3: Missing feature values are replaced by mean values of complete vectors corresponding to determined number of i u . 
E. Fuzzy Classifier Used in the Proposed Methods
We designed a fuzzy classifier using newly acquired complete data by replacement. We calculated mean values of each class using equation (7) . In equation (7) (7).
We made fuzzy membership functions using equation (8) . In equation (8) 
III. EXPERIMENT AND ANALYSIS
We carried out the experiment on the two proposed methods by 'Ecoli' standard dataset and Breast Cancer Wisconsin(BCW) from UCI(University of California Irvine) machine learning repository [7] . The characteristics of the 'Ecoli' dataset and 'BCW' dataset are shown in Table I . complete. The performance of the proposed method is measure by 10-fold cross validation method [8] . Table II shows the notation for each method for experiment and Table III and Table IV 
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In Table III and Table IV , we could verify the classification rate decreased in proportional to diminishing δ values.
IV. CONCLUSIONS
In this paper, we proposed two methods to classify incomplete dataset appeared in real world problems. In the proposed methods, a conventional clustering method by fuzzy c-means is modified and applied to pattern classification method and two new methods for replacing missing feature values with appropriate values, is presented. In the experiment using standard pattern classification dataset from UCI machine repository site, we verified the proposed methods are more efficient than the conventional method in classification rate.
