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We consider algebraic functions that are rational functions of roots (of various degrees) of 
rational functions of indeterminates. We associate a cost C(d) with the extraction of a dth 
root and assume that C satisfies certain natural axioms. We show that the minimum cost of 
computing a fmite set of algebraic functions of the form considered is C(d,) + ... + C(d,), 
where d, ,..., d, are the torsion orders of the Galois group of the extension generated by the 
functions. 
0 
Before sketching the theory that will be developed in this paper, we shall describe 
two problems to which it will be applied. 
Consider IZ particles with masses M, ,..., M,, and positions (Xi, Y,) ,..., (X, , Y,) in 
the plane. The Euclidean distance between the ith andjth particles is 
Di,j = ‘&Xi - Xj)’ + ( Yi - Yj)’ 
and the Newtonian acceleration of the ith particle due to the gravitational attraction 
of the others is (Ai, B,), where 
Ai = C Mj(Xj - Xi)/D,“,j, 
j+i 
Bi = C M/( Yj - Yi)/D;,j * 
j+i 
The problem of computing the 2n algebraic functions A = {A, ,.,., A,} and 
B = {B, ,..., B,} from the 3n indeterminates M= {M, ,..., M,}, X = {X, ,..., X,) and 
Y = {Y, )..., Y,} arises naturally from that of numerically integrating the equations of 
motion Xi = A, ,..., X,, = A,, and Y, = B, ,+.., p,, = B,. It is clear that A U B can be 
computed from MUX U Y by the extraction of the n(n - 1)/2 square roots 
D = {D,,2,..., D,,-,,,,L and we shall show below that n(n - I)/2 square root 
extractions are necessary. In fact we shall show that n(n - 1)/2 root extractions are 
required even if roots of higher degrees may be extracted. Yuval [4] (see also Shamos 
and Yuval [2]) considered the problem of computing the algebraic function 
E = C Di,j 
I<id<n 
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from the 2n indeterminates XV Y. He argued (by considering the continuation of this 
function to an analytic function of 2n complex variables) that n(n - 1)/2 square root 
extractions are necessary and that n(n - 1)/2 root extractions are required even if 
roots of higher degrees may be extracted. These facts will be proved below by purely 
algebraic means. 
1 
The result mentioned above will1 be derived from a theory of computational 
complexity for algebraic functions which will be sketched in this section. 
We shall consider the computation of algebraic functions by programs which are 
finite sequences of operations, each of which is either a rational operation (addition, 
subtraction, multiplication or division) or the extraction of a dth root for some 
positive integer d. (The arguments of such operations are to be constants, indeter- 
minates or functions computed by preceding operations in the sequence.) 
We shall reckon only the cost of extracting roots, neglecting the cost of performing 
rational operations. This makes lower bounds on costs all the stronger, and for upper 
bounds, the cost of extracting roots is often much larger than that of any rational 
operation, so that the model we use provides a good approximation. Neglecting 
rational operations in the study of irrational algebraic functions is, moreover, 
analogous to the established practice of neglecting linear operations in the study of 
nonlinear rational functions. 
We shall assume that the cost of extracting a dth root is given by a function C 
which assigns a cost C(d) (a nonnegative real number or co) to every positive integer 
d, and which satisfies the following axioms: 
AXIOM 1. C(1) =O. 
AXIOM 2. C(d) < C(de). 
AXIOM 3. C(d) + C(def) < C(de) + C(df). 
Some examples of such functions are 
C(d) = 0 if d=l 
= 1 otherwise, 
which provides for all roots at the same cost; 
C(d) = k if d= 2k 
=CEl otherwise, 
which provides only for square roots; and 
C(d) = log, d, 
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which provides for all roots at progressively increasing costs. Axioms 1 and 2 are 
natural enough, since extracting a 1st root is no operation at all and one can extract a 
dth root by extracting a (de)th root and raising the result to the eth power by means 
of multiplications. As for Axiom 3, the reader may enjoy discovering how one can 
extract the dth root of one function and the (def)th root of another by the successive 
extraction of a (de)th root and a (df)th root, together with some multiplications and 
divisions. Axioms 1 and 3 imply 
and one can of course extract an (ef)th root by successive extraction of an eth root 
and anfth root. 
If a finite set of algebraic functions can be computed by a program of the form 
described above, they generate an extension field (of the field of rational functions) 
with a solvable Galois group; such functions will thus be called solvable. We should 
like to have a method of calculating the minimum possible cost of computing a given 
finite set of solvable functions; unfortunately, the theory developed in this paper falls 
far short of this goal. 
If a finite set of solvable functions can be computed by a program in which the 
argument of every root extraction is a rational function, they generate (as will be seen 
below) a field extension with an Abelian Galois group; such functions will thus be 
called Abelian. We shall give a method of calculating the minimum possible cost of 
computing a given finite set of Abelian functions. The cost is determined by the 
torsion orders of the Galois group, and it is achieved by a program in which the 
argument of every root extraction is a rational function. 
Let K be a field, which will be called the ground field. In applications this will be 
taken to be a field of rational functions, that is, a field of constants extended by some 
indeterminates. 
Let K be the extension of K comprising all elements obtainable from K by rational 
operations and the extraction of roots. If K is a field of rational functions, K will be 
the corresponding field of solvable functions. Henceforth all fields will be inter- 
mediate between K and K. 
We shall assume that the ground field has characteristic 0. In many cases it is 
possible to weaken this assumption: If, for example, only square roots are allowed, it 
is sufficient to assume that the characteristic of the ground field is different from 2. 
The stronger assumption, however, is satisfield in most applications and greatly 
simplifies the development. 
We shall also assume that the ground field contains all roots of unity. This allows 
us to ignore the question of which root is produced by a root extraction, since the 
various roots differ only by factors of roots of unity. Expanding the ground field in 
this way makes lower bounds on costs all the stronger, and for upper bounds, the 
roots of unity that are required by a particular algorithm can be precomputed, since 
they involve only constants and not indeterminates. 
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In a preliminary version [l] of this paper, we presented the special case of these 
results in which all roots are square roots. The algebraic background for this paper 
may be found in van der Waerden [3]. 
2 
A radical over a field K is a pair p = (d, R) in which d is a positive integer and R 
is an element of K* (the multiplicative group of invertible elements of K). Such a 
radical yields an extension field K@) = K(dfi) over K. By abuse of notation, we 
shall often let p denote the element dfi. 
A radical p = (d, R) over K is proper if, of the powers 1, p,.,.,pdM1 of p, only p” = 1 
belongs to K. 
If p = (d, R) is a proper radical over K, then K@) is an algebra of dimension d 
over K, and the sequence ,U = (1, ~,...,p~-‘) forms a linear basis (which will be called 
the standard basis) for K@) over K. 
If p = (d, R) is a proper radical over K, then F(X) = Xd - R is the manic 
polynomial of minimum degree with coefficients in K and p as a root. Thus the 
conjugates of p in K@) are of the form @, where c is a dth root of unity. 
A K-automorphism a of K@) (that is, an automorphism a of K@) leaving every 
element of K invariant) must send p into a conjugate of p and thus correspond to a 
dth root c, of unity for which a@) = <,p. Conversely, a dth root [ of unity 
corresponds to a K-automorphism al of K@) having the diagonal matrix Mat,(a,) = 
Diag( 1, c,..., cd-‘) with respect to the standard basis ,u = (1, p,...,pd- ‘). Thus the 
group Aut(K@), K) of K-automorphisms of K@) is isomorphic to the multiplicative 
group of dth roots of unity, and thus to the additive group Z/(d) of integers module 
d. 
If 4 belongs to an algebraic extension K’ over K, its truce Tr($) is the sum of its 
conjugates, which is the sum of a(C) over all automorphisms a in Aut(K’, K). If 
p = (d, R) is a proper radical over K, then there is a primitive automorphism a 
(corresponding to a primitive dth root of unity [), so that 
Tr($) = 2 a%). 
O(b<d-1 
where ab denotes the bth iterate of a. 
LEMMA 2.1. Let p = (d, R) be u proper radical over K and let I$ belong to K(p). 
If 
$= c A,p” 
O<o<d-1 
is the expansion of 4 in the standard basis for K(p) over K, then Tr(#) = dA,. 
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Proof: Let a be a primitive K-automorphism of K@), corresponding to a 
primitive dth root < of unity. Then ab corresponds to <b and 
O(b<d-I 
= v 
O<bTd- 1 
A, ~‘“/I~. 
But for O,<a<d- 1, 
x cab=d if a =0 
O<b(d-1 
=o otherwise. (2.1) 
Thus Tr(d) = dA,. m 
An element 4 of an algebraic extension K’ over K is powerabfe into K if f belongs 
to K for some positive integer e. 
LEMMA 2.2. Let p = (d, R) be a proper radical over K, let 4 belong to K(p) and 
let 0 be powerable into K. Then Tr(#) equals either d# or 0. 
ProoJ: Let a and < be as in the proof of preceding lemma. Since $ belongs to 
K@), a(#) must be a conjugate of 4 in K@). Since 0 is powerable into K, $’ belongs 
to K for some positive integer e. Thus $ is a root of the polynomial F(X) = r - S 
for some S in K, so that the conjugate a(#) must be of the form ~4, where q is an eth 
root of unity. Since ad($) = #, 7 is also a dth root of unity, so that q = p for some 
O<a,<d- 1. Thus 
‘W9) = c a”(4) 
O$b<d-l 
= c rbd 
O$b(d-1 
= c cab4 
O<b(d-1 
and, by (2.1), Tr($) equals either d# or 0. 1 
Just as a radical p = (d, R) over K yields an extension field K@) over K, it also 
yields an extension group K*@) = K*(dfl) over K*. 
If p = (d, R) is a proper radical over K, the quotient group K*@)/K* is 
isomorphic to Z/(d), and thus to Aut(K@), K). 
PROPOSITION 2.1, If p is a proper radical over K and 4 belongs to K(p)*, then 4 
is powerable into K if and only $ $ belongs to K*(p). 
Proof: Clearly, if ( belongs to K*@), then 0 is powerable into K. For the 
converse, let 
’ = O&T&, Aap” 
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be the expansion for 4 in the standard basis for K@) over K. We shall show by 
induction on c that if 
P-2) 
and 4 is powerable into K, then 4 belongs to K*(j); the desired conclusion will then 
follow upon taking c = d - 1. 
The basis c = 0 is trivial. For c > 1, we shall take the trace of each side of (2.2). 
By Lemmas 2.1 and 2.2, we have either Q = A,, in which case 4 belongs to K* and 
we are done, or A, = 0, in which case we have 
UP= \' A,,,P". 
O<O(C- 1 
Since 4 and p are powerable into K, so is $1~. By inductive hypothesis, $1~ belongs to 
K*(J), and therefore so does 9. I 
3 
A stage over a field K is a sequence p = @i ,..., p,) of radicals p1 = (d,, R ,) ,..., p, = 
(d,, R,) over K. Such a stage yields an extension field K@) = K(dlfi,..., drfi) 
over K. 
A stage P = @,,...,P~) over K, where p1 = (d,, R 1) ,..., p, = (d,, R,), is proper if, of 
the d, . . . d, products l,..., pyl- ’ ... pfr-’ of powers of p, ,..., p,, only py ... p: = 1 
belongs to K. 
LEMMA 3.1. A stage p = @, ,..., p,) over K, where p1 = (d, , R,) ,..., p, = (d,, R,.), is 
proper if and only if (I) the stage p’ = @, ,..., p+ ,) over K is proper and (2) p, is 
proper as a radical over K@‘) = K@, ,..., p,- ,). 
Proof Clearly, if p is proper over K, then so is p’. We shall next show that p, is 
proper over K(@). 
Suppose that p, is not proper over K@‘). Then there is an integer a, and an element 
Q of K@‘)* such that pyr = Q and 1 < a, < d - 1. Since pr is powerable into K, so is 
Q, and thus (by Proposition 2.1) Q belongs to K*(p’) = K*@, ,..., p,-,) and is 
therefore of the form Apy’ . . . pp~-,l, where A belongs to K and 0 6 a L < d, - l,..., 0 < 
a r-,Sdd,-,- 1. It follows that pyl-“* . .. p$:/ -ar+l = AR, .. . R,- , belongs to K and 
thus (since 1 ,< a, < d, - 1) that p is not proper over K. This contradiction proves 
that if p is proper over K, then p, is proper over K@‘). 
Finally, we must show that if p’ is proper over K and pr is proper over K@‘), then 
p is proper over K. If py’ . . . pp belongs to K and 0 < a, < d, - l,..., 0 < a, < d, - 1, 
then py’ . . I p;~-; belongs to K@‘) and (since p, is proper over K@‘)) a, = 0. Thus 
P? . . . p;:-; belongs to K and (since p’ is proper over K) a, = O,..., a,. , = 0. It follows 
that p is proper over K. 1 
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If P = @I ,..., P,) is a proper stage over K with radicals p, = (d,, R,) ,..., 
pr = (do R,), th en K(p) is an algebra of dimension d, .s. d, over K, the tensor 
product K@,)@ ... OK@,) of the algebras KCp,),..., K@,), and the sequence 
,u = (l,...,&i **. p$-’ ), the tensor product ,U = p, @ . .. @ p, of the standard bases 
,u, ,.,,, pu,, forms a linear basis (which will be called the standard basis) for K(p) over 
K. 
Ifp=@ I ,..., p,) is a proper stage over K with radicals p, = (d, , R,) ,..., p, = (d,, R,), 
then a K-automorphism a of K@) induces a K-automorphism a, of K@,),..., and a 
K-automorphism a, of K@,), and these in turn correspond to a d, th root of unity 
c =,,..., and a d,th root of unity co,. Conversely, a d, th root of unity <, ,..., and a d,th 
root of unity [, give rise to a K-automorphism CZ(,,...,~, = aI, @ ... @ ag,, the tensor 
product of the K-automorphisms 01~ ,,..., ar, corresponding to c ,,..., <,. The matrix 
Mat,(a, I,..., I) of as ,,..., I, with respect to the standard basis y, the tensor product 
Mat,,(q) 0 . .+ @ Mat,l(a{l) of the matrices Matr,(ar,) ,..., Mat,l(a,) of aI ,,..., air 
with respect to the standard bases ,U ,,..., p,, is Diag(l,..., [:‘I-’ ..a c:-‘), the tensor 
product Diag( 1, [ , ,..,, <:I-‘) @ . . . @ Diag(1, & ,..., [$-‘). Thus Aut(K@), K) is 
isomorphic to the direct sum Z/(d,) @ ..a 0 Z/(d,) of the groups Z/(d,),..., Z/(d,). 
Just as a stage p = (D, ,..., p,) over K, where pI = (d,, R ,) ,..., p, = (d,, R,), yields an 
extension field K(p) over K, it also yields an extension group K*(p) = 
K;r;ct$...., drfl) over K*. 
,,..., p,) is a proper stage over K and p, = (d,, R,) ,..., pr = (d,, R,), the 
quotient group K*@)/K* is isomorphic to Z/(d,) @ ..a @ Z/(d,), and thus to 
Aut(K@), K). 
PROPOSITION 3.1. If p is a proper stage over K and 4 belongs to K(p)*, then 4 is 
powerable into K fund only if4 belongs to K*(p). 
ProoJ Clearly, if ( belongs to K*(p), then ( is powerable into K. For the 
converse, we shall proceed by induction on r, the number of constituent radicals of 
P'@ 1. 1 ,*'*9 P, 
The basis r = 0 is trivial. For r> 1, the preceding lemma implies that 
PI= @ i ,..., p,-& is proper over K and pr is proper over K’ = K@‘) = K@, ,..., p,-,). 
If # belongs to K(j)* = K’@,)* and is powerable into K, then it is certainly 
powerable into K’. Thus, by Proposition 2.1, ( belongs to K’*@,) and is therefore of 
the form I& for some v in K’* and some integer a. Since I$ and pf are powerable 
into K, so is w=#/pF. By inductive hypothesis, y *belongs to K*@‘) = 
K*@ ,,..., pI-,), and thus ( = vp: belongs to K*@, ,..., p,) = K*(p). m 
4 
Let $ belong to K@) for some proper stage p over K and let ,U be the standard 
basis for K(p) over K. Then d can be expressed as a linear combination 
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with coefficients A 0 ,..., A,-, in K of the elements p. ,..., #d-, of ,u, where d = d, ..* d, 
is the product of the degrees d,,..., d, of the constituent radicals p, ,..., pr of p. The 
support SUPP,@) of 4, with respect to p is the set of elements pa for which the 
corresponding coeffkient A, does not vanish. 
LEMMA 4.1. If 4 belongs to K(p) for some proper stage p over K, #* is a 
conjugate of 4 in K(p), and p is the standard basis for K(p) over K, then 
SUPP,@“) = SUPP,W. 
ProoJ If 4* is a conjugate of I$ in K@), then #* = CX($) for some K- 
automorphism a of K(J). Since the matrix of a with respect to the standard basis ,u is 
diagonal, SUPP,(#*) = suppJa($)) = SUPP,(#). I 
PROPOSITION 4.1. If $ belongs to K@) for some proper stage p over K and ,u is 
the standard basis for K@) over K, then 
WI = K(S~PP,,W 
Proof Clearly K(4) c K(Supp,(#)), so it will suffice to show that 
K(Supp,($)) s K(4). Thus, if 
4 = \’ &cl, 
O&d-l 
is the expansion of ) with respect to the basis ,u, we must show A,,u,,..., A,- ,pd-, all 
belong to K(4). For 0 <c < d - 1, let 
We shall show by induction that A,p,,..., A,,uu, all belong to K(#,); the desired 
conclusion will follow upon setting c = d - 1. 
The basis c = 0 is trivial. For c 2 1, it will sufftce to show that A,,uu, belongs to 
K(#,); this will. imply that tic-, = 4, - A,pC belongs to K($,), so that 
W-J c K(h), and this in turn will imply (by inductive hypothesis) that 
Ao~o,..., A,-,,u,-, also belong to K(),). 
Since A,,+ is powerable into K, it is the root of a polynomial F(X) = A?-- S for 
some S in K and some positive integer f. Let G(X) be the monk polynomial of lowest 
degree g with coefficients in K and 4,-r as a root. Then H(X) = (-l)g G($, - X) is a 
manic polynomial with coefficients in K($,) and A,pC as a root. 
The polynomial F has f distinct roots A,,u,, coA,pC,..., w~-‘A~,u,, where o is a 
primitivefth root of unity. The polynomials F and H have A,c(~ as a common root. If 
A,& is their only common root, then their greatest common divisor is X - A,$,. 
Since K(4,) contains the cc&ticknts of both F and H, it also contains the coefficients 
of their greatest common divisor, and in particular it contains AJ+. This completes 
the proof if A,& is the only common root of F and H. 
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Suppose then that A,y, is not the only common root of F and H. Another root of 
F must have the form ~A,,u~, where w is a root of unity distinct from unity itself. If 
I,u.~,,u~ is also a root of H, then 4, - v,4,pu, = $,-, + (1 - ~)A,,B~ must be a root of 
G. Such a root must be a conjugate of $,- , in K@) and thus (by Lemma 4.1) must 
have the same support as d,-, , so that 
9c-*+(1-~W)~cPc= 1 B,P, 
o<a<c-1 
for some coefficients B, ,..., B,-, in K. Thus 
( 1 (A,-B,)~,)+(l-r)A,~c=O. 
O<O<C-1 
Since p. ,..., p, are linearly independent over K, all the coefficients in this linear 
combination must vanish, and in particular (1 - v) A, must vanish. Since 1 - w does 
not vanish, A, must vanish, so that A,,B~ certainly belongs to K@,). Thus A,,u~ 
belongs to K@,) whether or not it is the only common root of F and H, which 
completes the proof. 1 
If ( = (4, ,*.*, #,} is a finite set of elements from K(p) for some proper stage p over 
K, the support Supp,@) of ( is the union Supp,(@,) U --e U Sups, of the 
supports of the elements 9, ,..., q$. 
COROLLARY 4.1. If) is a finite set of elements from K(p) for some proper stage p 
over K and ,a is the standard basis for K(p) over K, then 
K(O) = K(S~PP,(#)). 
ProoJ: If) = {#r ,..., #,}, then 
K(9) =%) ” -*- ” W,) 
= WS~PP,(#,)) ” ..e ” K(Supp,(#f)) 
= WSupp,(&) u ... ~S~PP,&)) 
= I~(SuPP,@))Y 
where V denotes the join (smallest common superfield) in the lattice of subfields of 
WI. 1 
5 
A finite Abelian group G is decomposible into a direct sum of cyclic groups 
G z Z/(d,) 0 .a- 0 Z/(d,), 
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where the orders d, ,..., d, are not in general uniquely determined by G. The minimum 
of C(d,) + *** + C(d,) over all such decompositions will be denoted N(G). 
For brevity, Z/(d,) @ -me @ Z/(d,) will be written Z’/(d, ,..., d,) and C(d,) t .. - + 
C(d,) will be written C(d, ,..., d,). If two sequences d, ,..., d, and e, ,..., e, differ only by 
the insertion or deletion of orders equal to 1 or by rearrangement of their orders, then 
Z’/(d, v..., d,) z Zs/(e I ,..., e,) and C(d, ,..., d,) = C(e, ,..., e,) (by Axiom 1). It will thus 
be convenient not to distinguish between sequences differing only in these ways. 
For any finite Abelian group G there is a unique decomposition for which each 
order is an integral power of a prime. These orders will be called the primary orders 
of G. 
Every other decomposition of G can be obtained from this one by partitioning the 
primary orders into blocks, subject to the constraint that all the orders in a given 
block be relatively prime, then replacing each block by the product of its constituent 
orders. 
Among these decompositions there is a unique one for which d, is divisible by d,, 
d, is divisible by d3,..., and d,-, is divisible by d,. These orders dl,..., d, are called 
the torsion orders of G. They can be obtained from the primary orders by taking the 
least common multiple of the primary orders as the first torion order, then applying 
this procedure recursively to the remaining primary orders to obtain the remaining 
torsion orders. 
PROPOSITION 5.1. For any finite Abelian group G, 
N(G) = W, ,..., d,), 
where d, ,..., d, are the torsion orders of G. 
Prooj By the recursive procedure for the torsion orders, it will suflice to show 
that there is an optimal decomposition (one for which C(d, ,..., d,) = N(G)) for which 
d, is the least common multiple of the primary orders; the rest will then follow by 
induction. 
If Z’/(e, ,..., e,) is an optimal decomposition of G, then every primary order must 
divide one of the orders e , ,..., e,. If 2 < i < s, then Z”/(lcm{e,, ei} ,..., gcd{e,, ei) ,..., e,Y) 
is another decomposition of G and C(lcm {e, , e, },..., gcd{e, , e, } ,..., e,) < 
C(e , ,..., e, ,..., e,) (by Axiom 3). Applying this transformation for i = 2,..., s yields an 
optimal decomposition Z’/(d, ,..., d,) of G for which d, is the least common multiple 
of the primary orders, as was to be shown. 1 
Let G be a finite Abelian group, let F be a subgroup of G, and let H = G/F be the 
corresponding quotient group. 
Every such factorization of G can be obtained by taking a divisor of each primary 
order of G as a primary order of F, then taking the complementary divisors of the 
primary orders of G as the primary orders of H. 
PROPOSITION 5.2. For any factorization H = G/F of a jnite Abelian group G. 
N(H) < N(G) < N(F) + N(H). 
57112213 14 
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Proofi Say that one sequence of primary orders is obtained from another such 
sequence by elementary reduction if one is obtained from the other by reducing a 
power of a prime to a smaller power (possibly unity) of that prime. The primary 
orders of H are obtained from those of G by a finite sequence of elementary 
reductions, SO to show N(H) < N(G) it will suffice to show that if d, ,..,, d, is obtained 
from e i ,..., e, by elementary reduction, then N(Z’/(d, ,..., d,)) < N(ZS/(e, ,..., e,)). 
Suppose that d, ,..., d, is obtained from e , ,..., e, by elementary reduction of the 
prime power pa+ b to pa. If Z’/(fi 9 .. . . f,) is an optimal decomposition of Zs/(el ,..., e,), 
then pa’b (but not P’+~+‘) must divide some order A among f, ,..., f,. Then 
Z’/(f, ,..., f;:lpb ,..., f,) is a decomposition of Z’/(d, ,..,, d,) for which 
C(.f, ,.4/pb,...,fr) < C(fi ,..., J;:,...,f,> (by Axiom 2). Thus N(Z’/(d,,..., d,)) & 
NZW 1 ,..., e,)), as was to be shown. 
If Z’/(d, ,..., d,) is an optimal decomposition of F and ZS/(e,,..., e,) is an optimal 
decomposition of H, then Z’+S/(d, ,.,., d,, e , ,..., e,) is a decomposition of F @ H for 
which C(d, ,..., d,, e, ,..., e,) = C(d, ,..., d,) + C(e, ,..., e,). Thus W’OH)< 
N(F) + N(H), and to show that N(G) <N(F) + N(H) it will suffice to show that 
N(G) < N(F @ H). 
Say that one sequence of primary orders is obtained from another such sequence 
by elementary amalgamation if one is obtained from the other by amalgamating two 
powers of a single prime into their product. The primary orders of G are obtained 
from those of F @ H by a finite sequence of elementary amalgamations, so to show 
N(G) < N(F @ H) it will suffice to show that if d, ,..., d, is obtained from e, ,..., e, by 
elementary amalgamation, then N(Z’/(d, ,..., d,)) < N(ZS/(e, ,..., e,)). 
Suppose that d, ,..., d, is obtained from e I ,..., e, by elementary amalgamation of pa 
and pb into P’+~, where a ( b. Let f, ,..., f, be the torsion orders of Z’/(e, ,..., e,), so 
that Zf/dfl ,...,A) is an optimal decomposition of Z’/(e,,..., e,). Then pa (but not pa+‘) 
must divide somefi and pb (but not pb+‘) must divide some jJ with i <j. It follows 
that Zf/(fl ,..., h/pa ,..., Ap” ,..., f,) is a decomposition of N(Z’/(d ,,..., d,)) for which 
cy; ,...,filP”,...,.fJP”~...,f,) < WI ,...,fi,...,.fjs..,f,) (by Axiom 3). Thus 
NW/(4 ,..., 4)) G NWe , ,..., e,)), as was to be shown. 1 
6 
If P = @I,..., P,) is a stage, where p, = (d,, R,) ,..., pr = (d,, R,) then C(d, ,..., d,) 
will be called the cost of p and denoted C@). 
A finite extension K’ of a field K is Abelian over K if it is subfield of K@) for 
some stage p over K. In this case the minimum of C@) over all such stages will be 
called the precomplexity of K’ over K and denoted M(K’, K). 
The main goal of this section is to show that 
M(K’, K) = N(Aut(K’, K)) 
(Corollary 6.1 below). 
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LEMMA 6.1. For any stage p over K, 
C(P) 2 NAuW@)> WI 
and there is a proper stage (I over K such that K(a) = K(p) and 
C(o) = N(Aut(K@), K)). 
ProoJ Let e, ,..., e, be the torsion orders of the finite Abelian group K*@)/K*. 
Under an isomorphism 
We , ,..., e,) r K*@)/K*, 
the elements of a basis for Zs/(e, ,..., e,) with orders e, ,..., e, correspond to elements of 
K*@)/K*, and under the projection 
K*(p) + K*(p)/K*, 
these elements correspond in turn to elements of the form ‘la,..., ‘I& in K*@) 
with S , ,..., S, in K*. It follows that u = (a ,,..., us), where u, = (e,, S,) ,..., osl(es, S,), 
is a proper stage over K. 
By Proposition 3.1, the radicals of p belong to K*(o) and the radicals of u belong 
to K*(p). It follows that K*(u) = K*@) and, since K(u) and K@) have linear bases 
in K*(u) and K*@), respectively, that K(u) = K@). 
By Proposition 5.1, C(u) = N(K*@)/K*), so from the isomorphisms K*@)/K* z 
K*(u)/K* z Aut(K(u), K) z Aut(K@), K) it follows that C(u) = N(Aut(K@), K)), 
which proves the second assertion of the lemma. 
Ifp=@ , ,..., P,), where p1 = (4, R &, pr = (4, R,) then C@) 2 W’/(d, ,.-1 4)). 
The group K*@)/K* is a quotient of Z’/(d , ,a.., 4, so C@) 2 NtK*@)/K*) by 
Proposition 5.2. From the isomorphism K*@)/K* z Aut(K@), K) it follows that 
Cb) > N(Aut(K@), K), which proves the first assertion. I 
LEMMA 6.2. For any proper stage p over K and any field K’ intermediate 
between K and K@), there is a stage u over K such that K(u) = K’. 
Proof: Let iu be the standard basis for K@) over K. Let u be the sublist of fi 
comprising just those elements belonging to K’. Then K(u) E K’. If, on the other 
hand, 9 belongs to K’, then K(O) G K’ and (by Proposition 4.1) K(Supp,(#)) c K’. 
In particular, the elements of Supp,($) all belong to K’ and therefore also to u. Thus 
4 belongs to K(u). This proves that K’ G K(u), and thus that K(u) = K’. i 
PROPOSITION 6.1. For any jkite Abelian extension K’ over K and any stage p 
over K such that K@) includes K’, 
C@> 2 Wut(K’, K)) 
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and there is a proper stage u over K such that K(o) = K’ and 
C(o) = N(Aut(K’, K)). 
Proof: By Lemma 6.1, p can be replaced by a proper stage p’ such that K(p’) 
includes K’. By Lemma 6.2, p’ can be replaced by a stage (T’ such that K(a’) = K’. 
Again by Lemma 6.1, o’ can be replaced by a proper stage cr such that 
K(a) = K(a’) = K’ and C(a) = iV(Aut(K(u’), K)) = N(Aut(K’, K)), which proves the 
second assertion of the proposition. 
By Lemma 6.1, C@) >N(Aut(K@), K)). Since K’ is a subfield of K(J), 
Aut(K’, K) is a quotient group of Aut(K@), K). Thus by Proposition 5.2, C@) > 
N(Aut(K’, K)), which proves the first assertion. 1 
COROLLARY 6.1. For any finite Abelian extension K’ over K, 
M(K’, K) = N(Aut(K’, K)). 
ProoJ Immediate from the preceding proposition. 1 
A tower of height h over a field K is a sequence p = @, ,..., p,,) of stages in which 
p1 is a stage over K, pz is a stage over K, = K@i),..., and p,, is a stage over Khpl = 
Khe2Qh-,). The field K, = K,-,@,) will be denoted K@). 
If P = 0, ,***9 PJ is a tower, then C@,) + -.. + C@,) will be called the cost of p and 
denoted C@). 
A finite extension K’ of a field K is solvable over K if it is a subfield of K@) for 
some tower p over K. In this case the minimum of C@) over all such towers will be 
called the complexity of K’ over K and denoted L(K’, K). 
The goal of this section is to show that if K’ is a finite Abelian extension of K, 
then 
L(K’, K) = M(K’, K) 
(Corollary 7.1 below). 
If K’ is a subfield of K@) for some tower p of height h > 1 over K, the minimum 
of Cb) over all such towers will be denoted L,(K’, K). By definition, 
L i(K’, K) = M(K’, K). 
LEMMA 7.1. For anyfinite Abelian extension K’ over K, 
L,(K’, K) = M(K’, K). 
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Proof: Clearly L,(K’, K) < M(K’, K), so it will suffice to show that 
M(K’,K) < LJK’, K). 
There is a stage p over K such that M(K’(p), K@)) + M(K@), K) <L,(K’, K) 
(take the first stage in a tower of height 2 and cost L,(K’, K) for K’ and note that 
since K’ is Abelian over K, K’@) is Abelian over K@)). Since K’ is a subfield of 
K’@), M(K’, K) < M(K’@), K), so it will suffice to show that 
WK’@), K) < WK’@h UP)) + M(Kk), K) 
(note that since K’ and K@) are Abelian over K, so is K’(J)). 
By Corollary 6.1 it will suffice to show that 
N(Aut(K’@), K)) < N(Aut(K’@), K(P))) + N(Aut(K@), K)). 
But Aut(K@), K) is isomorphic to Aut(K’@), K)/Aut(K’@), K@)), so Proposition 
5.2 completes the proof. 1 
PROPOSITION 7.1. For any Jnite Abelian extension K’ over K and any h > 1, 
L,(K’, K) = M(K’, K). 
Prooj Clearly L,(K’, K) < M(K’, K), so it will suffice to show that 
M(K’, K) < L,(K’, K). 
This will be done by induction on h. 
The base h = 1 is trivial. For h > 2, there is a stage p over K such that L,-,(K’(p), 
K@)) + M(K@), K) Q L,(K’, K) (take the first stage in a tower of height h and cost 
L,(K’, K) for K’). Since K’ is Abelian over K, K’(p) is Abelian over K@), so (by 
inductive hypothesis) M(K’@), K(j)) + M(K@), K) < L,(K’, K). This shows that 
L,(K’, K) < L,(K’, K), and the preceding lemma completes the inductive step. 1 
COROLLARY 7.1. For any finite Abelian extension K’ over K, 
L(K’, K) = M(K’, K). 
ProoJ Immediate from the preceding proposition. 1 
8 
Let us return to the examples presented in the introduction and show how the 
theory we have developed can be used to establish the facts mentioned there. 
In the case of the Newtonian gravitational accelerations, we start by taking the 
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ground field K to be C(M, ,..., M,, X, ,..., X,, Y, ,..., Y,), the field of complex numbers 
extended by the indeterminates M, ,..., M,, X, ,..., X,,, Y, ,..., Y,. 
The stage P’@ 1,29”‘, Pn-1,n 1 9 where Pi.j = t29 Ri.j) and 
Ri,j = (X, -X,)’ + (Yi - Yj)’ for 1 < i cj < n, is proper over K, since each radicand 
Ri,j splits into simple linear factors (X, - Xj) f 2fl (Yi - Yj) and no two radicands 
have a factor in common. 
The functions ( = {A i ,..., A,, B, ,..., B,} all belong to K(p) and thus are Abelian 
over K. In fact, the identities 
Ai = C {Mj(Xj-Xi)/[(xi-xj)2 + (yi- yj>2]21 Pi,jT 
/+i 
Bi= C (M/(Xj-Xi)/[(Xi-X~)2+(Yi-Yj)212~ Pi,jy 
j+i 
expand these functions with respect to the standard basis for K(p) over K and 
establish, by Corollary 4.1, that K(() = K(p). 
It follows that 
Aut(K($), K) = Aut(K@), K) 
z Z/(2) 0 * * * @ Z/(2). 
n(n - 1)/2 direct summands 
This group has the torsion orders d, = 2,..., dn(n-,U2 = 2, and thus, by Proposition 
5.1, 
N(Aut(K(#), W) = (n(n - 1)/4 C(2). 
By Corollary 6.1, 
WW, K) = (0 - 1)/2) C(2) 
and, by Corollary 7.1, 
UW), K) = W - 1)/2) W. 
Upon taking 
C(d) = k if d=2k, 
=oO otherwise, 
we see that n(n - I)/2 square root extractions are sufficient, and upon taking 
C(d) = 0 if d= 1, 
=1 otherwise, 
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we see that n(n - 1)/2 root extractions are necessary even if roots of higher degrees 
are allowed. 
In the case of the sum of the Euclidean distances, a similar but even simpler 
argument establishes the same facts. 
9 
We have shown in this paper how to determine, given a finite set of Abelian 
algebraic functions, the minimum possible cost of computing these functions by root 
extractions. Though we have not emphasized the fact, this determination can be 
carried out effectively provided the functions are algebraic over a field in which 
certain operations can be carried out effectively. The operations required are the 
rational operations and the operation that determines for every element A in the field 
and every integer d whether or not A = Bd for some element B in the field. The last 
operation can certainly be carried out effectively in the field of fractions of any 
integral domain in which unique factorization can be carried out effectively, as for 
example in an extension by indeterminates of the field of rational numbers. The 
algorithms for effectively determining costs that one might derive from the results in 
this paper, however, require in general work that grows exponentially with the size of 
the expressions defining the functions. It would be of interest to study the intrinsic 
difficulty of this problem and, in particular, to discover whether or not algorithms 
requiring only polynomial work can be devised. 
Another avenue for further research is the consideration not of specific functions 
but rather of general simulation relations among sets of root extractions. The 
extraction of a sixth root, for example, is completely equivalent to the parallel 
extraction of a square root and a cube root: ‘0 = C3/XY and ‘0 = XY/C’, where 
C = “m, and “fi = A/B, where A = ‘\/z and B = “@. It would be of interest 
to determine when one serial or parallel combination of root extractions is capable of 
simulating another. Some such relations were mentioned in connection with the 
axioms in Section 1. 
Finally, it would be of interest to generalize the results of this paper from Abelian 
to solvable functions. Many new phenomena present themselves; it is no longer true, 
for example, that towers of minimum cost can also be taken to have minimum height: 
the functions ‘drfl and “dm can be computed by three root extractions 
in three stages (first 2 X, then 3 si 1 + ‘fl and ‘fl together by extracting a 6th 
root, and finally 3 d/1 + ‘\Ty), but require four root extractions if only two stages are 
allowed. It is no longer even true that the Galois group determines the minimum cost: 
computing ‘dm and ‘drfl in addition to “drfi and “Jm 
requires additional root extractions, but the Galois group is the same in either case 
(since the new functions are conjugates of the old). 
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