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RESUMO
A visualização 3D remota de objetos culturais é uma ferramenta importante para diver-
sas atividades na área de preservação digital, pois pode minimizar danos causados
pelo transporte ou manipulação física dos objetos. Os modelos 3D gerados no pro-
cesso de digitalização 3D podem auxiliar em restaurações ou na reconstrução física
dos objetos. Devido aos avanços das tecnologias para digitalização 3D, os modelos
3D estão cada vez mais precisos. A disponibilização desses modelos para a visualiza-
ção na web pode ser dificultada por restrições de acesso remoto, como por exemplo
espaço de armazenamento, memória, capacidade de processamento e velocidade de
conexão disponíveis. Nesse contexto, esta tese se concentra na visualização web
interativa de modelos 3D realistas com fidelidade visual requerida ao estudo remoto
dos objetos. O framework de visualização 3D baseada na web proposto incorpora
a compressão progressiva de modelos 3D coloridos orientada por dados, uma base
de dados de apoio à reconstrução 3D progressiva e uma aplicação web para a vi-
sualização 3D remota. Ao preservar as cores através do mapeamento de textura, a
abordagem de compressão 3D progressiva orientada por dados proposta provê mo-
delos intermediários com boa qualidade visual, principalmente a baixas resoluções.
A estrutura do framework possibilita à aplicação suportar acessos simultâneos, além
de viabilizar o acesso remoto por computadores e dispositivos móveis com restrição
de recursos. A aplicação desenvolvida aproveita os recentes avanços das tecnologias
web, proporcionando acesso livre de plugins e melhorando a qualidade da experiência
do usuário. A solução proposta foi aplicada aos modelos 3D do conjunto de escultu-
ras chamado “Os Doze Profetas” de Aleijadinho, considerado Patrimônio Mundial pela
UNESCO. Através dos resultados experimentais pode-se comprovar que a preserva-
ção das cores combinada à reconstrução 3D progressiva é uma estratégia efetiva e
apropriada para a visualização interativa de modelos 3D realistas na web.
Palavras-chave: Preservação digital. Modelos 3D realistas. Visualização na web.
Reconstrução 3D progressiva. Qualidade visual.
ABSTRACT
Remote 3D visualization of valuable objects is a very important tool for the accomplish-
ment of digital preservation tasks, since it prevents damages caused both by shipping
and physical manipulation. The 3D models generated by 3D scanning may help phy-
sical restoration or reconstruction of the objects. Due to advances in 3D scanning
technologies, the 3D models are becoming increasingly detailed. The web visuali-
zation of these models generated for digital preservation purposes is hampered by
storage space, memory and processing restrictions. In this context, this thesis focu-
ses on interactive web visualization of realistic 3D models for the remote study of the
objects. The proposed web-based 3D visualization framework incorporates the data-
driven progressive compression of colored 3D models, the database to support the
progressive 3D reconstruction and a web application for remote 3D visualization. By
preserving the colors through texture mapping, the proposed data-driven progressive
3D compression provides intermediate models with good visual quality at low resoluti-
ons. The framework enables the web application to support concurrent access, as well
as providing access through computers with restricted resources. Our application takes
advantages of the recent advances of the web technologies for providing a plugin-free
experience. The proposed solution was applied to sculptures of the Twelve Prophets of
Aleijadinho, considered World Heritage by UNESCO. The experimental results shows
that the color preservation combined with progressive 3D reconstruction is an effective
and appropriate strategy for interactive visualization of realistic 3D models on the web.
Keywords: Digital preservation. Realistic 3D models. Web-based visualization. Pro-
gressive 3D reconstrution. Visual Quality.
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1 INTRODUÇÃO
A evolução dos dispositivos de aquisição e das tecnologias para reconstrução
tridimensional (3D) de objetos tem sido expressiva na última década. Os modelos 3D
gerados com a finalidade de preservação digital fornecem um registro do estado atual
dos objetos, o qual poderá ser usado para comparações. Esses modelos podem auxi-
liar atividades de preservação digital, como restaurações ou a reconstrução física dos
objetos em caso de desastres ou devido à própria degradação natural.
A visualização 3D remota permite investigar os objetos virtualmente com alto
grau de realismo, evitando assim o transporte e a manipulação física que podem cau-
sar danos irreparáveis aos objetos. As exposições virtuais possibilitam uma nova
forma de interação, na qual os usuários podem explorar detalhes dos objetos em vari-
ados ângulos, o que certamente não é permitido aos objetos físicos.
A disponibilização do conhecimento gerado à sociedade é uma importante
etapa no processo de preservação digital. No entanto, existem poucos modelos 3D
de objetos culturais em domínio público, onde possam ser acessados por estudantes
ou pesquisadores (CIGNONI; SCOPIGNO, 2008). A preservação dos direitos autorais
e a prevenção da distribuição não autorizada são fatores que contribuem para a falta
desses modelos na Internet.
Os usuários têm expressado uma crescente necessidade em visualizar os mo-
delos 3D na web e por meio de dispositivos móveis, como tablets e smartphones. A
visualização web fornece a mesma experiência de uma aplicação stand-alone, po-
rém por meio mais conveniente. Ela minimiza instalações no computador e permite
a atualização automática da aplicação sem a intervenção do usuário. No entanto, os
modelos 3D realistas não são um tipo de dados fácil de ser manipulado na web.
Esses modelos, geralmente representados por milhões de vértices e faces,
demandam alto tempo de transmissão, espaço de armazenamento e poder de pro-
cessamento. Se não há largura de banda suficiente, a aplicação web ficará congelada
enquanto há dados a receber. A exibição de gráficos com aceleração 3D é uma re-
cente capacidade dos navegadores web que ainda está sendo padronizada (EVANS
et al., 2014). Tecnologias web, como HTML e JavaScript, têm limitado poder compu-
tacional e impõem restrições no gerenciamento de memória.
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A simplificação reduz a resolução do modelo 3D à custa da perda da precisão
geométrica, porém viabiliza a sua disponibilização para visualização na web. Os es-
forços são concentrados na obtenção de uma versão simplificada tentando preservar
a topologia do objeto. A versão que melhor compensa qualidade visual e alto nível
de simplificação pode ser disponibilizada. Contudo, a qualidade visual de versões
simplificadas pode não atender às expectativas dos usuários.
A renderização remota possibilita a visualização de grandes modelos 3D em
computadores com recursos limitados (KOLLER et al., 2004; MENDES; SILVA; BEL-
LON, 2012; CRABLE, 2012). A estratégia consiste em disponibilizar uma versão alta-
mente simplificada do modelo 3D para o usuário realizar a interação, enquanto ima-
gens do mesmo modelo em alta resolução renderizado no servidor são sobrepostas
ao modelo 3D de interação quando o usuário interrompe a movimentação. A boa
experiência de visualização depende do tempo de resposta da aplicação (tempo com-
preendido entre logo após o envio da requisição até o recebimento de todos bytes da
resposta, neste caso, uma imagem).
A disponibilização de modelos 3D progressivos reduz o tempo de espera do
usuário para iniciar a visualização. Na compressão 3D progressiva, um modelo 3D
de entrada é simplificado iterativamente até obter um modelo base suficientemente
pequeno para ser transmitido na Internet. Nesse processo, são gerados modelos
intermediários que podem ser visualizados na reconstrução 3D progressiva. Além de
reduzir o espaço de armazenamento, esta estratégia possibilita ao usuário interagir
com versões aproximadas enquanto o modelo 3D está sendo reconstruído.
As cores dos objetos fornecem informações sobre a cultura e arte de povos
antigos. Nesse contexto, a preservação da aparência (e.g. cores) é requisito essen-
cial para a visualização de aproximações com qualidade. No entanto, a maioria dos
métodos de compressão progressiva consideram modelos 3D constituídos apenas por
geometria e conectividade. São poucas as soluções para modelos 3D coloridos (LEE;
LAVOUÉ; DUPONT, 2010, 2012). As cores também podem ser representadas por
meio de texturas coloridas, porém, pelo nosso melhor conhecimento, não há uma so-
lução para o mapeamento de texturas para compressão 3D progressiva.
A precisão geométrica é certamente importante para a preservação digital,
por exemplo para o cálculo do volume do objeto e para a detecção de fendas ou
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rachaduras com confiabilidade. No entanto, a partir de uma determinada resolução,
distorções geométricas não são mais percebidas durante a visualização 3D (PAN;
CHENG; BASU, 2005). A preservação das cores pode contribuir para melhoria da
qualidade visual dos modelos 3D a baixas resoluções, permitindo a substituição do
modelo 3D original por versões geometricamente menos precisas porém visualmente
similares.
Infelizmente, ainda não há consenso entre a comunidade científica sobre como
os modelos 3D podem ser comparados objetivamente, mesmo considerando ape-
nas a forma geométrica (BERJÓN; MORÁN; MANJUNATHA, 2013), o que dificulta
a avaliação da qualidade visual desses modelos. Uma maneira de avaliar a qualidade
é através de experimentos subjetivos envolvendo observadores humanos (LAVOUÉ;
CORSINI, 2010; BULBUL et al., 2011; BERJÓN; MORÁN; MANJUNATHA, 2013). A
avaliação subjetiva possui vantagens sobre as métricas objetivas, porém a aplicação
de testes não é tarefa fácil para todas as aplicações (BULBUL et al., 2011).
O objetivo principal deste trabalho é apresentar uma solução efetiva para a
visualização de modelos 3D realistas na web, provendo a fidelidade visual requerida
ao estudo remoto dos objetos culturais. Para tal, duas estratégias são combinadas:
(1) a preservação das cores para melhorar a qualidade visual de modelos 3D coloridos
e (2) a reconstrução 3D progressiva para visualização web interativa.
Um framework de visualização 3D baseada na web é proposto nesta tese.
Este framework incorpora a compressão progressiva de modelos 3D coloridos orien-
tada por dados, uma base de dados de apoio à reconstrução 3D progressiva e uma
aplicação web para a visualização 3D remota. A estrutura do framework possibilita à
aplicação suportar acessos simultâneos, além de viabilizar o acesso remoto por com-
putadores e dispositivos móveis com restrição de recursos. A aplicação desenvolvida
aproveita os recentes avanços das tecnologias web, proporcionando acesso livre de
instalações (e.g. plugins). As principais contribuições desta tese são:
• Os experimentos apresentados no Capítulo 4 contribuem para a melhor compre-
ensão dos desafios relacionados à avaliação da qualidade visual dos modelos
3D coloridos. Pelo nosso melhor conhecimento, não há estudos anteriores que
analisam as métricas de qualidade objetivas aplicadas a esses modelos.
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• Uma nova abordagem de compressão 3D progressiva orientada por dados de
mapeamento de textura. O mapeamento de texturas para compressão 3D pro-
gressiva contribui para a melhoria da qualidade visual dos modelos intermediá-
rios a baixas resoluções.
• O desenvolvimento de um framework de visualização 3D baseada na web para
a disponibilização de modelos 3D realistas. A solução proposta possibilita o
estudo remoto dos objetos culturais com fidelidade visual para fins de ensino e
pesquisa, e apoio às atividades de preservação digital.
• Uma metodologia para avaliação da qualidade visual subjetiva da reconstrução
3D progressiva. O objetivo é selecionar os níveis de reconstrução que apre-
sentam qualidade visual suficiente de acordo com a opinião de observadores
humanos.
Esta tese está organizada como descrita abaixo:
Capítulo 2 - Conceitos. Este capítulo abrange temas e conceitos relacionados
a esta tese. A preservação digital 3D e as estratégias para a disponibilização de mo-
delos 3D realistas para visualização na web são apresentados. Por fim, é apresentada
a definição de reconstrução 3D progressiva.
Capítulo 3 - Estado da Arte. Este capítulo apresenta uma revisão dos traba-
lhos na literatura relacionados a esta tese. São apresentados os principais trabalhos
relacionados à preservação digital 3D. Os principais métodos progressivos são apre-
sentados, entre esses, enfoque aos que apresentam soluções para modelos coloridos
ou texturizados. Este capítulo também descreve as métricas existentes para a ava-
liação da qualidade visual, além dos experimentos conduzidos para a avaliação da
qualidade visual subjetiva dos modelos 3D.
Capítulo 4 - Reconstrução 3D Progressiva: A Contribuição da Preservação
das Cores na Visualização de Modelos 3D Realistas. Este capítulo apresenta um
conjunto de experimentos realizados com objetivo de analisar a contribuição da pre-
servação da cores na reconstrução 3D progressiva.
Capítulo 5 - Compressão 3D Progressiva Orientada por Dados. Este capítulo
apresenta uma nova abordagem para a compressão progressiva de modelos 3D co-
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loridos, visando a melhoria da qualidade visual dos modelos intermediários a baixas
resoluções.
Capítulo 6 - Framework de Visualização 3D Baseada na Web: Um Caso de
Estudo na Visualização Interativa de Modelos 3D de Esculturas de Aleijadinho. Neste
capítulo, o framework proposto é aplicado na visualização web de modelos 3D de
esculturas feitas por Antônio Francisco Lisboa, conhecido como “O Aleijadinho”.
Capítulo 7 - Conclusão. Neste capítulo são apresentadas as conclusões e
trabalhos futuros, seguido das referências bibliográficas.
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2 CONCEITOS
Este capítulo abrange temas relacionados à visualização remota de modelos
3D realistas, como a preservação digital 3D e as estratégias para a disponibilização
desses modelos na web. Por fim, é descrita a reconstrução 3D progressiva.
2.1 PRESERVAÇÃO DIGITAL 3D
A preservação digital de acervos tem como um dos seus principais objetivos
a geração e a disponibilização de representações digitais de objetos que têm impor-
tância cultural ou científica. A digitalização 3D fornece um registro do estado atual
dos objetos, o qual pode ser utilizado como referência para futuras comparações. Os
modelos 3D gerados podem auxiliar restaurações e na reconstrução física dos objetos
em casos de desastres ou devido a própria degradação natural.
Através da visualização 3D remota, os objetos podem ser explorados virtual-
mente com alto realismo, reduzindo a necessidade do transporte e da manipulação
física que podem causar danos irreparáveis. A visualização 3D pode apoiar as ativi-
dades de preservação digital, como por exemplo a catalogação de acervos, análise
da degradação do objeto, restaurações virtuais, entre outras (CIGNONI; SCOPIGNO,
2008).
Ao menos 3 etapas são necessárias para a digitalização 3D: (1) aquisição dos
dados, (2) reconstrução 3D e (3) preservação da aparência. A superfície geométrica
e as informações de aparência visual (e.g. cores e propriedades do objeto) são cap-
turadas através de sistemas de aquisição compostos por dispositivos como scanners
e câmeras fotográficas. A reconstrução 3D inicia com o alinhamento das vistas (ob-
tidas a partir das imagens de profundidade) em um sistema de coordenadas comum,
processo conhecido como alinhamento ou registro. Uma vez alinhadas, as vistas são
combinadas em um único modelo 3D no processo de integração volumétrica. Por
fim, texturas de alta resolução obtidas a partir de imagens coloridas são aplicadas ao
modelo 3D.
Apesar do crescente avanço na geração de modelos 3D, poucos são aces-
síveis através da Internet. Uma vez transmitidos, os modelos ficam vulneráveis à
pirataria e à violação dos direitos autorais. Os objetos podem ser reconstruídos fi-
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sicamente a partir dos modelos 3D ou até mesmo das imagens exibidas durante a
visualização. Por esse motivo, curadores de objetos valiosos e projetos de preserva-
ção digital podem estar relutantes em disponibilizar os modelos na Internet. Marca
d’água 3D, criptografia e pipeline gráfico confiável são exemplos de técnicas de segu-
rança (KOLLER; FRISCHER; HUMPHREYS, 2010). Essas técnicas dificultam roubos
e permitem detectar a pirataria, porém ainda são necessárias soluções mais efetivas
para impedir a reconstrução física dos objetos.
2.2 VISUALIZAÇÃO DE MODELOS 3D NA WEB
A visualização interativa de modelos 3D realistas na web pode ser dificultada
por restrições de acesso remoto, como por exemplo espaço de armazenamento, me-
mória, capacidade de processamento e velocidade de conexão disponíveis. Grandes
modelos 3D (com milhões de vértices e faces) podem ser visualizados interativamente
em ambientes controlados, como um computador local com todos os recursos previ-
amente alocados (memória, processadores e placas de vídeo de última geração). A
Internet no entanto possui natureza heterogênea, na qual estão conectados compu-
tadores com diferentes configurações de hardware, sistemas operacionais e navega-
dores web. A limitação de recursos computacionais e largura de banda insuficiente
impactam negativamente na exibição interativa dos modelos 3D.
Apesar do crescente desenvolvimento da Internet, aplicações web podem não
apresentar o mesmo desempenho de uma aplicação stand-alone. Em linguagens in-
terpretadas como JavaScript, o gerenciamento de memória realizado pelo garbage
collector pode causar sobrecarga de processamento e memória. Além disso, a exi-
bição de gráficos 3D no navegador web ainda não foi totalmente padronizada. In-
dependentemente da linguagem de programação ou da tecnologia 3D utilizada, uma
aplicação web 3D interativa requer maior habilidade do desenvolvedor para obter bom
desempenho. As principais estratégias para a visualização de modelos 3D realistas
na web são apresentadas a seguir.
2.2.1 Renderização Remota
Apoiada por um sistema cliente-servidor, a renderização remota consiste em
dedicar um servidor robusto para renderizar modelos 3D de alta resolução. Esses
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modelos ficam protegidos no servidor e não são entregues ao cliente para visuali-
zação. Imagens dos modelos 3D renderizados no servidor são transmitidas para a
visualização no cliente de acordo com a demanda. Entre as principais características
dessa estratégia destacam-se o uso mínimo dos recursos computacionais do cliente,
a segurança dos modelos 3D e fácil implementação para web. Essas características
viabilizam a disponibilização de modelos 3D realistas quando há restrições de acesso
remoto. No entanto, o tempo de resposta depende da latência da rede, da veloci-
dade da conexão e da carga do servidor. A interrupção da conexão impossibilita a
visualização dos detalhes do objeto a partir das imagens.
• Visualização de imagens: O usuário interage através de uma interface gráfica
e visualiza imagens do modelo 3D pré-renderizado e/ou renderizado no servidor
em tempo real (MENDES; SILVA; BELLON, 2012). Esta estratégia pode consu-
mir muita largura de banda dependendo da frequência das interações.
• Interação 3D + visualização de imagens: O usuário interage com um modelo
3D de baixa resolução e visualiza imagens renderizadas no servidor em tempo
real. Quando a movimentação é interrompida (e.g. ao soltar o botão do mouse),
uma imagem do mesmo modelo 3D de alta resolução renderizado é sobreposta
ao modelo de interação (KOLLER et al., 2004; MENDES; SILVA; BELLON, 2012;
CRABLE, 2012) (Figura 1).
(a) (b)
Figura 1 – Visualização do fóssil de um protocyon (MENDES; SILVA; BELLON, 2012): (a) modelo 3D
de baixa resolução renderizado localmente no cliente e (b) imagem do modelo 3D de alta
resolução renderizado no servidor é sobreposta ao modelo de interação.
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2.2.2 Disponibilização do Conteúdo 3D
Diferente da renderização remota, esta estratégia possibilita a interação com
modelos 3D com maior resolução. A disponibilização do conteúdo 3D pode ser to-
tal (modelo 3D original) ou parcial (versões simplificadas do modelo 3D original). A
disponibilização parcial de modelos 3D realistas pode ser mais apropriada quando há
restrições de acesso remoto.
• Modelo 3D simplificado: Um processo de simplificação é aplicado a fim de
reduzir a complexidade e obter uma aproximação similar mantendo as carac-
terísticas básicas do modelo 3D original. A simplificação provê uma única re-
presentação com resolução fixa, a qual pode não ser apropriada para todas as
aplicações. Essa restrição motiva a próxima estratégia.
• Modelo 3D Progressivo: Consiste em disponibilizar uma versão altamente sim-
plificada a partir da qual, operações de refinamento são aplicadas iterativamente
até a reconstrução do modelo 3D. A reconstrução pode ser total ou parcial. O
usuário pode interagir e visualizar versões aproximadas enquanto o modelo 3D
é reconstruído progressivamente.
2.2.3 Considerações sobre Segurança
A renderização remota promove a segurança efetiva dos modelos 3D, uma vez
que os modelos de alta resolução não são enviados para o computador do usuário.
Técnicas de segurança podem ser incorporadas ao sistema de renderização remota,
como por exemplo renderizar o modelo com pequenas modificações nos ângulos de
visualização, inserir ruído nas imagens ou limitar a visualização para determinadas
regiões do modelo 3D (KOLLER et al., 2004).
Os arquivos acessados na web são armazenados em um diretório de arqui-
vos temporários do navegador web. Por isso, não é recomendado disponibilizar o
arquivo do modelo 3D original. A reconstrução 3D progressiva requer dados específi-
cos com os quais é realizado o refinamento do modelo 3D. Esses dados sozinhos não
caracterizam um modelo 3D, pois precisam estar associados ao nível de reconstrução
correspondente. Portanto, esta estratégia não provê o acesso direto ao arquivo do
modelo 3D original.
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2.2.4 Tecnologias 3D
A VRML (Virtual Reality Modeling Language) possibilitou a criação das pri-
meiras aplicações para visualização 3D na web. Ela permite descrever objetos e
cenários 3D em um arquivo texto. Posteriormente foi sucedida pelo X3D, formato
baseado no XML (Extensible Markup Language). Arquivos VRML/X3D podem ser vi-
sualizados no navegador web por meio de um plugin, como por exemplo o Octaga
Player1, Cosmo Player2 e Cortona3D3. Apesar do formato ser bem difundido, plugins
VRML/X3D não apresentam bom desempenho para renderizar modelos 3D realistas
em tempo real (MENDES; SILVA; BELLON, 2012).
Outras tecnologias também baseadas em plugins como Flash e Applets Java
permitem a criação de aplicações 3D para web. No entanto, a instalação de diferen-
tes plugins para cada aplicação causa insatisfação nos usuários, os quais enfrentam
problemas de incompatibilidades entre plataformas e navegadores web.
A WebGL (Web Graphics Library) é uma biblioteca JavaScript baseada no
OpenGL ES 2.0 com a qual é possível exibir gráficos com aceleração 3D nativamente
nos navegadores web, portanto não requer a instalação de um plugin. O Khronos
Group entregou a primeira versão da especificação em março de 20114. A WebGL é
suportada pelas versões mais recentes dos navegadores web como Firefox, Opera e
Google Chrome. Esse novo padrão para exibição de gráficos 3D na web possibilita a
criação de aplicações verdadeiramente multiplataformas.
A Tabela 1 mostra os principais trabalhos relacionados à visualização de mo-
delos 3D de acervos culturais. A maioria recorre a plugins VRML/X3D, porém tra-
balhos recentes estão investindo na criação de aplicações baseadas em WebGL. No
entanto, como é possível observar, nem todos os trabalhos estão acessíveis para a
visualização na web.
1www.octaga.com
2ovrt.nist.gov/cosmo
3www.cortona3d.com
4www.khronos.org/news/press/khronos-releases-final-webgl-1.0-specification
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Tabela 1 – Trabalhos relacionados à visualização de modelos 3D de acervos culturais. Descrição, tec-
nologias utilizadas e localização na Internet.
Descrição Tecnologia
3D
Localização
Caso de estudo na digitalização e visualização web de objetos
do Museu do Cairo, Egito (FAROUK et al., 2003)
Flash Player e
Quicktime
Eternal Egypt
(1)
Modelagem e apresentação de construções e objetos da cidade
de Praga, República Checa (JIRI; PAVEL, 2003)
VRML e Ap-
plets Java
The Virtual Old
Prague (2)
Ferramenta para visualização web de sitios arqueológi-
cos (GRABNER et al., 2003)
ActiveX (IE) -
Visualização interativa da Piazza dei Miracoli, Itália (CARROZ-
ZINO et al., 2005)
XVR (plugin
ActiveX)
Piazza dei Mira-
coli (3)
Reconstrução da antiga cidade de Xanthi, Grécia (KOUTSOU-
DIS; ARNAOUTOGLOU; CHAMZAS, 2007)
VRML The Old City of
Xanthi (4)
Reconstrução e visualização do centro histórico da cidade de
São Paulo, Brasil (CABRAL et al., 2007)
X3D -
Caso de estudo no desenvolvimento de uma aplicação web para
consulta e exploração interativa de objetos culturais (GUARNI-
ERI; PIROTTI; VETTORE, 2010)
X3D -
Caso de estudo na criação do museu Virtual de Arte Ibé-
rica (ROBLES-ORTEGA et al., 2012)
X3D -
Sistema de visualização do museu virtual 3D da Universidade
Federal do Paraná (UFPR), Brasil (MENDES; SILVA; BELLON,
2012)
Applets Java IMAGO (5)
Pipeline para produção de conteúdo 3D multimídia de objetos
culturais (LARUE et al., 2012)
WebGL -
Sistema Venus 3D para publicação segura de grandes modelos
3D (CRABLE, 2012)
WebGL CCRM Labs (6)
Framework para a transmissão de modelos de objetos culturais
com funções de texturas bidirecionais (SCHWARTZ et al., 2013)
WebGL WebGL BTF Vi-
ewer Demo (7)
Projeto Aleijadinho 3D da Universidade de São
Paulo (SCHWARTZ et al., 2013)
Unity Web
Player
Aleijadinho 3D
(8)
(1) www.eternalegypt.org
(2) dcgi.felk.cvut.cz/cgg/vsp2
(3) piazza.opapisa.it/3D/index.html
(4) www.67100.gr/eng.htm
(5) www.imago.ufpr.br
(6) www.ccrmlabs.com/website2013/websitedemo_3.html
(7) btf.cs.uni-bonn.de/viewer
(8) www.aleijadinho3d.icmc.usp.br
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2.3 RECONSTRUÇÃO 3D PROGRESSIVA
A reconstrução 3D progressiva consiste em um processo iterativo de refina-
mento do modelo 3D. A partir de uma versão simplificada, operações de refinamento
são aplicadas à malha até a reconstrução total do modelo 3D. Esse processo requer
um método para a geração de modelos 3D progressivos. Com apoio de um sistema
cliente-servidor é possível limitar ou restringir os níveis de reconstrução devido a res-
trições de acesso remoto ou por motivos de segurança. Por exemplo, para a realização
de pesquisas e estudo remoto dos objetos, a reconstrução progressiva pode alcançar
níveis maiores que para realização de exposições virtuais públicas.
A Figura 2 ilustra a reconstrução 3D progressiva baseada em compressão.
Na compressão 3D progressiva, um modelo 3D de entrada é codificado iterativamente
até obter uma versão altamente simplificada chamada modelo base. Os dados da
codificação obtidos em cada iteração compõem os dados de refinamento. A partir
do modelo base, o modelo 3D é decodificado iterativamente utilizando os dados de
refinamento. Nesse processo de compressão são gerados modelos intermediários os
quais podem ser visualizados na reconstrução 3D progressiva. Mais informações são
apresentadas a seguir.
2.3.1 Compressão 3D
A compressão 3D realiza a codificação das informações que compõem o mo-
delo 3D, como geometria, conectividade e atributos de aparência. A geometria con-
siste nas posições dos vértices no espaço 3D e a conectividade descreve como os
vértices estão conectados. Os atributos de aparência são os vetores normais, cores e
coordenadas de textura.
Os métodos de compressão podem ser classificados como progressivos ou
não progressivos (single-rate). Na compressão single-rate, o objetivo é remover a
redundância diminuindo consideravelmente o tamanho do arquivo. O modelo 3D com-
primido é representado por um único stream contendo os dados da sua codificação.
Na compressão progressiva, o modelo 3D é codificado iterativamente até obter uma
versão altamente simplificada (modelo base). O stream progressivo contém o modelo
base e os dados da codificação obtidos em cada iteração.
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Dados de 
Refinamento
Modelo 3D
Modelo Base
Codificação
Modelo Intermediário
Decodificação
Modelo Intermediário
Compressão 3D Progressiva
Reconstrução 3D Progressiva
Figura 2 – Na compressão 3D progressiva, o modelo 3D de entrada é codificado iterativamente até
obter um modelo base. Os dados da codificação obtidos em cada iteração compõem os
dados de refinamento. A partir do modelo base, o modelo 3D é decodificado iterativamente
utilizando os dados de refinamento. Nesse processo, são gerados modelos intermediários
os quais são visualizados na reconstrução 3D progressiva.
Como descrito na Figura 2, a compressão progressiva oferece a possibilidade
de visualizar aproximações (modelos intermediários) enquanto o modelo 3D é recons-
truído progressivamente. Já na compressão single-rate, o modelo 3D pode ser visua-
lizado apenas após a sua descompressão. Um dos objetivos da compressão progres-
siva é diminuir a latência de visualização, ou seja, diminuir o tempo em que o usuário
espera para iniciar a visualização do modelo 3D. O desafio consiste em encontrar o
equilíbrio entre a taxa de compressão e a qualidade visual da aproximação.
Os métodos de compressão podem ser orientados por conectividade ou por
geometria de acordo com prioridade de codificação. Métodos de compressão pro-
gressiva orientados por geometria apresentam altas taxas de compressão, porém os
modelos intermediários não presentam boa qualidade visual, principalmente a baixas
resoluções (MAGLO et al., 2010). Nesse aspecto, os orientados por conectividade
geram aproximações visualmente melhores.
26
A quantização5 pode ser usada para alcançar altas taxas de compressão. Os
métodos de compressão progressiva orientados por conectividade têm apresentado
técnicas para adaptar a quantização de cada modelo intermediário (LEE; LAVOUÉ;
DUPONT, 2012). Os principais métodos de compressão 3D progressiva são apresen-
tados no Capítulo 3.
2.3.2 Qualidade Visual
A imprecisão da geometria, a topologia deformada e a distorção das cores
são aspectos que impactam negativamente a qualidade visual dos modelos interme-
diários. A maioria dos métodos de compressão progressiva consideram modelos 3D
constituídos apenas por geometria e conectividade, e a importância visual das cores é
negligenciada. Regiões delimitadas por descontinuidade de cor são visualmente sig-
nificativas, portanto sua preservação é essencial para a visualização de aproximações
com qualidade.
O mapeamento de texturas é uma maneira eficaz de preservar os detalhes
visuais dos modelos 3D coloridos. No entanto, coordenadas de textura e mapa de
textura para cada modelo intermediário requerem espaço de armazenamento signi-
ficativo. Geralmente, as imagens de textura são comprimidas com o padrão JPEG,
enquanto que as coordenadas de textura podem ser eficientemente codificadas com
mecanismos de predição (ISENBURG; SNOEYINK, 2003; KIM et al., 2005).
Para acessar a qualidade visual de um modelo intermediário, métricas basea-
das em distância geométrica ou baseadas em imagens fornecem o erro de aproxima-
ção em relação ao modelo 3D original. Quanto menor o erro de aproximação, maior é
a similaridade entre os modelos. Métricas baseadas em distância geométrica são as
mais utilizadas para a avaliação de modelos 3D não coloridos.
Disponível no Metro Tool (CIGNONI; ROCCHINI; SCOPIGNO, 1998), a distân-
cia de Hausdorff mensura a similaridade entre dois conjuntos de pontos A e B:
H(A,B) = max(D(A,B),D(B,A)) onde D(A,B) = maxa∈A(minb∈B(||a−b||)) (1)
5Na compressão 3D, quantização consiste em reduzir o número de bits usado para representar a
posição dos vértices.
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A distância entre A e B é definida como a maior entre as menores distâncias
euclidianas calculadas para cada ponto de A em relação a todos os pontos de B.
Assim, a distância de Hausdorff computa a distância final entre dois conjuntos como o
máximo entre as distâncias D(A,B) e D(B,A).
Outra abordagem consiste em comparar imagens 2D do modelo intermediário
e do modelo 3D original renderizados sob mesmos pontos de vista. O Root Mean
Square Error (RMSE) calcula a distância euclidiana pixel a pixel entre duas imagens
X e Y :
RMSE(X ,Y ) =
√
1
mn
m
∑
i=1
n
∑
j=1
(xi j− yi j)2 (2)
A comparação entre duas imagens pode não capturar toda a aparência do ob-
jeto. O ideal é obter um conjunto de vistas movimentando a câmera em torno do mo-
delo 3D e combinar as imagens das vistas em uma única medida de erro. Ainda assim,
esse conjunto de vistas pode não ser suficiente. As principais métricas e abordagens
para a avaliação da qualidade visual de modelos 3D são descritas no Capítulo 3.
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3 ESTADO DA ARTE
Neste capítulo são apresentados os principais trabalhos relacionados à pre-
servação digital e seus esforços para a disponibilização de modelos 3D na Internet.
Também são apresentados os métodos progressivos, entre esses, os que apresentam
soluções para modelos 3D com atributos de aparência. Este capítulo também apre-
senta as métricas existentes para a avaliação da qualidade visual dos modelos 3D e
experimentos realizados para a avaliação da qualidade visual subjetiva.
3.1 TRABALHOS RELACIONADOS À PRESERVAÇÃO DIGITAL 3D
No projeto Michelangelo Digital (LEVOY et al., 2000) foram digitalizadas gran-
des obras de arte feitas por Michelangelo, com destaque para a estátua de Davi. O
sistema de aquisição incorporou diferentes dispositivos, como scanner de triangula-
ção laser e câmeras digitais. Devido à importância dos objetos, o projeto focou na
disponibilização segura a fim de evitar a reconstrução física dos objetos. Koller et al.
(2004) apresentaram a técnica de renderização remota, a qual permite ao usuário in-
teragir com modelos 3D de baixa resolução e visualizar imagens do mesmo modelo
3D de alta resolução renderizado no servidor. Os modelos 3D podem ser visualizados
utilizando o software ScanView (graphics.stanford.edu/software/scanview).
Farouk et al. (2003) desenvolveram um sistema para digitalizar objetos do Mu-
seu Egípcio localizado no Cairo. O projeto desenvolveu um pipeline para geração de
modelos 3D usando dispositivos para a captura das imagens de profundidade, além
de um sistema de fotometria. Os modelos 3D resultantes são usados para restauração
virtual e podem ser visualizados no website Eternal Egypt (www.eternalegypt.org).
Koutsoudis, Arnaoutoglou e Chamzas (2007) realizaram a reconstrução 3D da
antiga cidade de Xanthi, na Grécia, utilizando equipamentos de baixo custo. O objetivo
foi a exibição do patrimônio cultural utilizando modelos 3D com texturas detalhadas.
Primeiramente foi realizado um estudo exaustivo para identificar as características ge-
ométricas básicas da cidade. Nesse estudo foram capturados diversos pontos de
vistas utilizando equipamentos de filmagem, como câmeras digitais, para depois obter
as coordenadas 3D dos pontos usando fotometria. O modelo 3D final é disponibilizado
para visualização no formato VRML (www.67100.gr/eng.htm). Os dados de geometria
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e texturas são compactados para facilitar a transmissão. As texturas são carregadas
progressivamente de acordo com a exibição da geometria, permitindo assim a intera-
ção mesmo enquanto elas estão sendo carregadas.
O Grupo IMAGO de Pesquisa1 da Universidade Federal do Paraná (UFPR)
tem realizado a preservação digital e a visualização 3D de objetos de diversas ins-
tituições, como o Museu de Arqueologia e Etnologia da UFPR (MAE), Museu Me-
tropolitano de Arte de Curitiba, Museu de Ciências Naturais da UFPR, entre outras.
Em parceria com o IPHAN (Instituto do Patrimônio Histórico e Artístico Nacional) e a
UNESCO, o grupo realizou a digitalização 3D da obra Os Doze Profetas de Aleijadi-
nho (ANDRADE et al., 2011). O processo de preservação digital incorpora as etapas
de aquisição utilizando scanners e câmeras fotográficas, reconstrução 3D e geração
de texturas de alta qualidade. Os modelos 3D do acervo são disponibilizados para
visualização na web no Museu Virtual 3D do IMAGO (MENDES; SILVA; BELLON,
2012).
3.2 MÉTODOS PROGRESSIVOS
3.2.1 Compressão 3D Progressiva
Métodos de compressão 3D progressiva oferecem a possibilidade de visu-
alizar modelos intermediários durante a reconstrução do modelo 3D. Hoppe (1996)
introduziu o primeiro método progressivo, chamado Progressive Meshes. O método
consiste na aplicação de sucessivas operações na malha 3D as quais podem ser
revertidas. O modelo 3D de entrada é simplificado aplicando-se uma sequência de
operações edge-collapse até obter o modelo base. A partir deste, o modelo 3D é
reconstruído progressivamente com a operação reversa vertex-split (Figura 3).
O Progressive Meshes possibilita a geração de diversos níveis de detalhes,
porém apresenta baixa taxa de compressão. A operação vertex-split requer o arma-
zenamento dos dados de adjacência, os índices de todos os vértices da operação e
a posição do novo vértice. Variações foram propostas a fim de melhorar a taxa de
compressão (TAUBIN et al., 1998; COHEN-OR; LEVIN; REMEZ, 1999; PAJAROLA;
ROSSIGNAC, 2000; ALLIEZ; DESBRUN, 2001).
1www.imago.ufpr.br
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Figura 3 – A operação edge-collapse substitui dois vértices adjacentes por um único vértice, enquanto
a operação reversa vertex-split insere um vértice e duas novas faces. Fonte: (CHENG; OOI,
2008).
Taubin et al. (1998) apresentaram uma representação de refinamento cha-
mada Progressive Forest Split. Na operação forest split, a malha 3D é refinada reali-
zando um corte através da floresta de arestas, seguido pela duplicação dos vértices
da borda resultante. Assim, as árvores resultantes são preenchidas com polígonos
simples e por fim, os novos vértices são deslocados para as novas posições.
Cohen-Or, Levin e Remez (1999) propuseram duas técnicas chamadas 4-
coloring e 2-coloring. Patches (um vértice e suas faces incidentes) são dizimados
pela operação de remoção do vértice central e depois são retriangulados. Os triângu-
los do patch são coloridos de forma a permitir sua localização. Na técnica 4-coloring,
patches são coloridos usando 3 cores diferentes, enquanto na técnica 2-coloring são
usadas apenas 2 cores desde que o patch tenha sido retriangulado no formato da letra
Z (Figura 4). A posição do novo vértice inserido dentro do patch é predizível usando
os vértices vizinhos.
(a) (b) (c)
Figura 4 – Malha 3D original com vértices em vermelho selecionados para remoção em (a). Malha 3D
após a remoção dos vértices e retriangulação: (b) patches coloridos utilizando 3 cores em
4-coloring e (c) patches coloridos utilizando 2 cores em 2-coloring. Fonte: (COHEN-OR;
LEVIN; REMEZ, 1999).
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Pajarola e Rossignac (2000) apresentaram uma variação chamada Compres-
sed Progressive Mesh. Os vertex-splits são agrupados em conjuntos independentes
(batches) e os vértices da operação são marcados ao custo de 1 bit. A posição do
novo vértice é obtida por meio da combinação linear dos vértices vizinhos.
Após observar a compacta distribuição da valência dos vértices, Alliez e Des-
brun (2001) propuseram um método de compressão orientado à valência com exce-
lente taxa de compressão (média de 3,7 bits por vértice). Na etapa de codificação
é feita a conquista de patches (um vértice e suas faces incidentes) para dizimação.
Patches com valência entre 3 e 6 são dizimados. Na decodificação, é feito o mesmo
percurso a fim de encontrar os patches, seguido pela adição de um novo vértice e
duas novas faces em cada patch. A diferença da posição do vértice removido e do
baricentro do patch é codificado em coordenadas Frenet Frame local2.
Os métodos previamente apresentados são classificados como orientados à
conectividade. Gandoin e Devillers (2002) propuseram um método orientado à ge-
ometria baseado em subdivisão kd-tree. Posteriormente, Peng e Kuo (2005) apre-
sentaram um melhoramento desse método substituindo a kd-tree por octree. Esses
métodos apresentam bons resultados na compressão sem perdas. Contudo, como
observado por Maglo et al. (2010), métodos orientados à geometria proveem modelos
intermediários com pobre qualidade visual comparados aos orientados à conectivi-
dade. Abordagens mais recentes (VALETTE; CHAINE; PROST, 2009; LEE; LAVOUÉ;
DUPONT, 2012) focam na adaptação da precisão da quantização da geometria para
otimizar a taxa de distorção.
Valette, Chaine e Prost (2009) apresentaram uma abordagem chamada In-
cremental Parametric Refinement (IPR), que diferente das abordagens apresentadas
previamente, a conectividade não é controlada em primeira etapa. A conectividade
do modelo 3D original é garantida apenas após a reconstrução do nível de resolu-
ção mais alto. Essa abordagem também adapta a precisão da quantização para cada
vértice baseado na configuração da geometria local. A abordagem produz resultados
competitivos em termos de taxa de distorção comparado a trabalhos anteriores (e.g.
(PENG; KUO, 2005)).
2Coordenadas derivadas dos vetores unitários tangente, normal e binormal (triedro de Frenet) cal-
culados para o patch.
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Lee, Lavoué e Dupont (2012) adaptam a precisão da quantização dos dados
de geometria e cor para cada modelo intermediário. Essa abordagem é baseada
no método de Alliez e Desbrun (2001) e em seu trabalho anterior para codificação
progressiva de modelos 3D coloridos (LEE; LAVOUÉ; DUPONT, 2010). O método
proposto previne a dizimação de vértices que possam eventualmente causar distorção
visual. Os resultados mostram que o método melhora o desempenho na taxa de
distorção para modelos 3D com atributo de cor e pode competir com métodos recentes
como o IPR para modelos 3D sem atributos.
3.2.2 Compressão 3D Progressiva com Atributos de Aparência
Cores e texturas contribuem significativamente na aparência visual dos mode-
los 3D. No entanto, há poucos métodos de compressão com atributos de aparência
associado. Cai, Qi e Shen (2007) propuseram um método de compressão baseado
em octree que permite codificar as coordenadas de textura. As imagens de textura de
cada modelo intermediário são transmitidas para o cliente antes de iniciar a decodifi-
cação. O trabalho não menciona o processo de mapeamento de textura utilizado.
Cirio, Lavoué e Dupont (2010) propuseram um framework que usa atributo de
cor para guiar o processo de compressão 3D progressiva baseado em subdivisão em
kd-tree. O processo de divisão celular é feito de acordo com o atributo de cor associ-
ado aos vértices da célula. O método proposto é mais apropriado à compressão de
modelos 3D onde a geometria e conectividade são objetivos secundários, melhorando
a qualidade visual comparada à sua versão não guiada pela cor.
Lee, Lavoué e Dupont (2010) apresentaram dois métodos para a codificação
progressiva das cores baseado no método de Alliez e Desbrun (2001). No primeiro
método, o vértice da borda do patch que possui cor mais próxima à cor do vértice
removido é selecionado, e a diferença dessas cores é codificada no espaço CIE Lab.
No segundo método, os vértices do modelo de entrada são agrupados de acordo com
as cores. Assim, as cores dos vértices são substituídas pela cor representativa mais
próxima usando uma tabela de mapeamento.
Recentemente, Lee, Lavoué e Dupont (2012) propuseram um método de com-
pressão baseado na otimização da taxa de distorção para modelos sem e com atributo
de cor. Essa abordagem é baseada no método de Alliez e Desbrun (2001) e em seu
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trabalho anterior para codificação progressiva das cores (LEE; LAVOUÉ; DUPONT,
2010). A simplificação orientada por dados (atributo de cor) previne a dizimação de
vértices que podem eventualmente causar distorção visual.
3.2.3 Mapeamento de Texturas
Sander et al. (2001) apresentaram um método no qual uma sequência de
modelos Progressive Meshes compartilha uma mesma parametrização de textura. O
modelo 3D de entrada é particionado em regiões planas, as quais são parametrizadas
de forma à minimizar estiramentos e desvios de textura. Para garantir a conformidade
das regiões, não é realizada a operação edge-collapse em vértices de borda durante
a simplificação.
Chen e Chuang (2006) propuseram uma abordagem que adapta o mapea-
mento do conteúdo da textura a cada operação edge-collapse, porém um único mapa
de textura é requerido para toda sequência de modelos 3D. As coordenadas de tex-
turas são derivadas a partir de um mapa de indexação. A adaptação de textura é
invertível, portanto também é feita a cada operação vertex-split durante o refinamento.
Ambas as soluções apresentadas acima possuem características que dificul-
tam o seu uso na compressão 3D progressiva e na visualização web. A restrição à
remoção dos vértices de bordas das regiões no método de Sander et al. (2001) pena-
liza a taxa de compressão. Além disso, vértices de borda precisam armazenar a sua
coordenada de textura em cada região. Para manter as texturas de cada nível de de-
talhes em um único mapa de textura físico, o método de Chen e Chuang (2006) requer
um mapa temporário para suportar as adaptações no mapa de textura e no mapa de
indexação.
Soluções existentes para o mapeamento de textura de modelos 3D não pro-
gressivos podem ser adaptadas à compressão progressiva. Novas abordagens usam
dados de geometria no mapeamento de texturas. Nesse caso, as coordenadas de
textura são calculadas diretamente a partir da superfície da malha 3D. Texturas Oc-
tree (BENSON; DAVIS, 2002; LEFEBVRE; HORNUS; NEYRET, 2005; LACOSTE et
al., 2007) mapeiam as cores da textura usando octrees a fim de reduzir o espaço de
armazenamento. Texturas TileTrees (LEFEBVRE; DACHSBACHER, 2007) também
usam octrees para o mapeamento de texturas. Conjuntos de cores são mapeados
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dentro de folhas octrees e são compactamente armazenados em uma textura 2D. Em
geral, os métodos baseados em octree são implementados em GPU3, ou seja, eles
carregam a octree em uma textura a qual é acessada pela GPU. Contudo, os incre-
mentos na profundidade da octree resulta em acessos adicionais à memória, o qual é
custoso para renderização em GPU.
Apaza-Agüero, Silva e Bellon (2011) propuseram um método que usa comple-
xos de células cúbicas (estrutura similar à octree). A estrutura de células cúbicas é
armazenada em uma pequena textura, a partir da qual são geradas as coordenadas
de textura durante a renderização em GPU. Uma das vantagens deste método é que a
estrutura de células cúbicas pode ser acessada diretamente, diferente dos baseados
em octree.
3.3 AVALIAÇÃO DA QUALIDADE VISUAL DE MODELOS 3D
3.3.1 Métricas
A maioria das métricas para avaliação da qualidade visual trabalham sobre a
geometria do modelo 3D. Outra abordagem possível é utilizar imagens 2D do modelo
3D renderizado em determinados pontos de vista. Métricas objetivas podem consi-
derar princípios do sistema visual humano, trabalhando sobre diferentes aspectos de
percepção.
Duas métricas objetivas baseadas em distância geométrica bem conhecidas
são o RMSE e a distância de Hausdorff (Equação 1). O RMSE calcula a distância
euclidiana entre duas malhas 3D com mesma conectividade, enquanto a distância de
Hausdorff mensura a similaridade entre dois conjuntos.
Métricas baseadas em rugosidade partem do princípio que ruídos presen-
tes na malha 3D podem ser facilmente detectados em superfícies suaves. Wu et al.
(2001) apresentaram uma métrica que calcula a rugosidade por meio do ângulo die-
dro formado entre faces adjacentes. Corsini et al. (2007) propuseram duas métricas
baseadas em rugosidade. A primeira é uma variação de Wu et al. (2001), enquanto
a segunda mensura a rugosidade de uma malha 3D como a diferença entre esta e
sua versão suavizada. Essas métricas foram utilizadas para avaliar a distorção visual
causada pela adição de marca d’água.
3Graphics Processing Unit. Unidade de processamento gráfico da placa de vídeo.
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Recentemente, Wang, Torkhani e Montanvert (2012) apresentaram uma mé-
trica baseada em rugosidade chamada FMDP (Fast Mesh Perceptual Distance). Para
os dois modelos 3D a serem comparados, primeiro é feito o cálculo da rugosidade
local para cada vértice baseado em curvatura gaussiana e depois é calculada a rugo-
sidade global usando integrais de superfície normalizada. Por fim, a distância entre os
dois modelos 3D é dada pela diferença entre as duas integrais de superfície.
Lee, Varshney e Jacobs (2005) utilizam o conceito de saliência da malha 3D.
A ideia principal é a identificação de regiões mais importantes as quais visualmente
atraem mais a atenção, como regiões que diferem fortemente da sua vizinhança. A
saliência da malha 3D é extraída computando mapas de curvatura em múltiplas es-
calas. A métrica pode ser usada para decidir regiões a serem preservadas durante a
simplificação 3D.
Lavoué et al. (2006) propuseram a métrica MSDM (Mesh Structural Distortion
Measure) e posteriormente Lavoué (2011) apresentou a MSDM2. Ambas são basea-
das em distorção estrutural, a qual considera a teoria que o sistema visual humano é
sensível a certos padrões visuais e consegue extrair bem as informações estruturais
de uma cena. As informações estruturais são capturadas usando mapa de distorção
em diferentes escalas. A métrica proposta pode ser usada para o cálculo da taxa de
distorção para métodos de compressão 3D progressiva.
Bian, Hu e Martin (2009) propuseram uma métrica baseada na teoria de campo
de tensão (Strain Field). A métrica considera os modelos 3D como objetos com elasti-
cidade e as deformações na malha 3D são quantificadas usando cálculo do campo de
energia (Strain Energy ). Os experimentos realizados mostraram que os observadores
percebem a diferença entre os modelos 3D mais facilmente quando a distorção em
um local é intensa. A métrica proposta pode ser usada para guiar aplicação de marca
d’água 3D.
Roy, Foufou e Truchetet (2004) propuseram uma métrica baseada em atribu-
tos, como por exemplo normais, cores ou coordenadas de textura. A métrica calcula as
diferenças locais entre os atributos de duas malhas. A técnica auxilia a simplificação
de modelos 3D com mínima distorção visual ao considerar atributos de aparência.
Cheng e Boulanger (2005) propuseram uma métrica baseada em JND (Just
Noticeable Difference). JND significa a mudança mínima em valor de percepção a
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fim de produzir uma variação visual que pode ser notada. A métrica integrada com
análise de percepção foi utilizada para avaliar a qualidade visual dos algoritmos de
simplificação 3D baseados em LOD4 (Progressive Meshes e Quadric Error Metric).
Pan, Cheng e Basu (2005) realizaram um estudo sobre como a resolução da
geometria e da textura contribuem para a qualidade visual do modelo 3D. A métrica
proposta permite estimar a qualidade visual para otimizar a transmissão de modelos
3D texturizados em ambientes de rede restritos. Os resultados dos experimentos rea-
lizados sugerem que observadores são mais sensíveis a distorções da textura do que
da geometria.
Tian e AlRegib (2004) propuseram uma métrica de qualidade chamada FQM
(Fast Quality Mensure), que combina os cálculos de distância geométrica e distorção
de textura (mean square texture deviation e mean square image error ). A métrica
permite selecionar as resoluções da geometria e da textura a fim de maximizar a
qualidade visual para transmissão em rede com largura de banda limitada.
A métrica proposta por Zhu et al. (2010) funciona como um indicador quantita-
tivo da percepção visual. É dada pela relação entre o número de pixels representando
os detalhes perceptíveis e o total de pixels na imagem do modelo 3D renderizado. A
métrica é utilizada para geração de LODs de fachadas de edifícios de forma otimizada,
minimizando as redundâncias entre os níveis.
3.3.2 Experimentos Subjetivos
Rogowitz e Rushmeier (2001) conduziram um experimento para avaliar se mé-
tricas baseadas em imagens são adequadas para capturar a qualidade perceptível de
modelos 3D. Foram utilizados dois modelos 3D coloridos em cinza (Bunny e Happy
Buddha) mais duas versões simplificadas de cada um. O modelo 3D original foi posi-
cionado na tela ao lado das suas duas versões simplificadas sob duas condições de
iluminação diferentes. Os observadores julgaram a qualidade perceptível comparando
imagens estáticas do modelo 3D e uma sequência animada de imagens (rotação).
Para cada teste, a classificação escolhida foi de 0 (pior) a 10 (perfeito). Observado-
res tinham a liberdade de visualizar todas as vistas ou examinar quadros individuais
no caso das animações. Os resultados mostraram grande diferença na qualidade
4Level of Detail. Técnica para representar modelos 3D em níveis de detalhes.
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perceptível dependendo da direção da luz. Foi observado também que o objeto em
movimento (animação) reduz a detecção de artefatos produzidos pela simplificação.
A conclusão foi que mesmo que uma métrica possa caracterizar a qualidade percep-
tível no modelo 3D utilizando imagens estáticas, ela pode não funcionar para uma
sequência animada das imagens de projeção.
Watson, Friedman e McGaffey (2001) realizaram um estudo sobre as técnicas
para mensurar a fidelidade visual de modelos 3D simplificados. As técnicas exami-
nadas foram: tempo de nomeação, classificação e preferência (escolha do melhor
estímulo). Foram utilizados 36 modelos 3D de objetos feitos por humanos e repre-
sentação de animais, sem atributos como cores ou normais. Cada modelo 3D foi
simplificado em dois níveis utilizando dois algoritmos de simplificação (Vclust e QS-
lim). Uma imagem do modelo 3D original foi posicionado no topo da tela, seguida
abaixo pela imagem de duas versões simplificadas com mesmo nível, porém geradas
com os dois algoritmos. No teste do tempo de nomeação, foi avaliado quão rápido os
participantes respondem qual o nome de cada objeto. Na classificação os participan-
tes atribuem números em uma escala de 7 pontos, enquanto no teste de preferências,
eles escolhem qual imagem representa melhor o objeto. Os resultados mostraram que
os modelos 3D de animais são nomeados mais lentamente que os de objetos feitos
por humanos e que o tempo de nomeação aumenta quanto maior o nível de simplifi-
cação. Resultados de classificação e preferência indicaram que o QSlim geralmente
é o melhor simplificador, principalmente para os modelos 3D de animais, enquanto o
Vclust é mais efetivo para os objetos feitos por humanos.
Rushmeier, Rogowitz e Piatko (2000) realizaram um experimento para exami-
nar a qualidade visual de modelos 3D com textura. Foram utilizados dois objetos: uma
esfera com superfície suave e uma esfera com superfície rugosa. Para cada objeto
foram gerados dois níveis de simplificação (versões média e simples). Para o estímulo
foram utilizados: modelos 3D em versões completa, média e simples; texturas em ver-
sões completa (512x512), média (256x256) e simples (64x64); sob duas condições de
iluminação diferentes. Na tela foram posicionadas doze imagens geradas das combi-
nações de geometria e textura (incluindo geometria sem textura) para cada condição
de iluminação, utilizando fundo preto. Oito observadores classificaram cada imagem
usando uma escala de 0 (pior) a 100 (perfeito). Os resultados no geral indicaram que
38
há benefícios em substituir detalhes da geometria utilizando textura, desde que ela
seja em alta resolução.
Pan, Cheng e Basu (2005) realizaram um experimento para prover uma mé-
trica de qualidade visual. O experimento permitiu entender a importância da resolução
da textura e da resolução da geometria na avaliação da qualidade global dos modelos
3D. Foram utilizados cinco objetos visualmente diferentes. Para cada modelo 3D foram
gerados seis níveis de resoluções em wireframe e três níveis de resolução de textura.
O modelo 3D de maior resolução (geometria e textura) foi posicionado à esquerda na
tela, o de menor à direita e o modelo 3D de teste ao centro. Os participantes com-
pararam a qualidade do modelo 3D de teste com os dois referenciais, classificando-o
como muito pobre (1) a muito bom (5). Os modelos 3D de referência foram rotados à
mesma velocidade do modelo 3D de teste, ao qual foi permitido ajustar a rotação.
Corsini et al. (2007) realizaram dois experimentos para validar as duas métri-
cas de qualidade visual propostas para modelos 3D com marca d’água. O primeiro
experimento visou incorporar dados subjetivos de percepção visual nas métricas ob-
jetivas, enquanto o segundo foi realizado para validá-las. Foram utilizados quatro mo-
delos 3D, e para cada um foi gerada uma versão utilizando três algoritmos de marca
d’água diferentes para três níveis de resolução. O modelo 3D original e com marca
d’água foram apresentados na tela, e aos participantes foi permitido interagir usando
rotação e zoom. A cor de fundo utilizada foi degradê de azul (cima) ao branco (baixo),
a fim de não sobrestimar o contorno do modelo 3D em relação a sua forma geral. Com
o objetivo de diminuir a influência da percepção humana sobre a cor do objeto, foi atri-
buída uma cor de material para obter efeito de “pedra” ao modelo 3D. Os participantes
atribuíram valores de 0 a 10 para indicar a distorção (artefatos percebidos).
Ramanarayanan et al. (2007) conduziram uma série de experimentos para es-
tudar como geometria, material e iluminação interagem para prover a aparência visual
dos objetos. Este trabalho apresentou o conceito de equivalência visual, o qual consi-
dera que duas imagens são visualmente equivalentes se elas transmitem as mesmas
impressões de aparência na cena. O modelo 3D da cena utilizado no experimento
consistiu de uma esfera em quatro versões (uma com superfície suave e três versões
com saliências), com propriedade de material representando alumínio escovado em
quatro níveis, utilizando duas transformações no mapa de iluminação (blurring e war-
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Figura 5 – Interface usada no experimento: imagem de referência posicionada ao topo e imagens de
teste posicionadas abaixo. Fonte: (RAMANARAYANAN et al., 2007).
ping). Uma imagem de referência foi posicionada ao topo da tela (Figura 5), enquanto
duas imagens de teste seguem logo abaixo uma ao lado da outra (direita e esquerda).
As duas imagens de teste apresentam o objeto em cena com mesma geometria e pro-
priedade de material, a diferença está no mapa de iluminação: enquanto uma utiliza
mesmo mapa da cena de referência, a outra utiliza um mapa com transformações.
Os participantes responderam a perguntas comparando as imagens de teste com a
imagem de referência, por exemplo quanto à forma ou material do objeto na cena. Os
resultados dos testes foram utilizados para derivar uma métrica para prever a equiva-
lência visual para as transformações nos mapas de iluminação.
Silva et al. (2008) desenvolveram um protocolo experimental para avaliar a
qualidade visual perceptível de modelos 3D simplificados. Foram utilizados cinco mo-
delos (Bunny, ChinaDog, Head, TRex e Hand), os quais diferem em número de faces e
características da superfície, como detalhes pequenos e grandes regiões suaves. Para
cada modelo 3D foram gerados seis níveis de simplificação utilizando três algoritmos
(QSlim e dois outros providos pela biblioteca OpenMesh). O modelo 3D original foi
posicionado à esquerda da tela, enquanto outras quatro versões simplificadas foram
posicionadas à direta. Foi requisitado aos participantes a ordem de preferência dos
quatro modelos 3D apresentados na tela (posição de 1 a 4 quanto a qualidade visual).
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Os participantes podiam interagir livremente com os modelos 3D. Os dados coleta-
dos consideraram a ordem de preferência dos modelos, o número de interações e até
mesmo o tempo de decisão para cada participante. Resultados mostraram, por exem-
plo, que observadores tendem a decidir mais rapidamente quanto mais simplificado é
o modelo 3D. Os algoritmos de simplificação utilizados apresentaram comportamentos
diferentes dependendo do modelo 3D e o nível de simplificação.
Bian, Hu e Martin (2009) realizaram um experimento para provar que a mé-
trica de qualidade visual baseada na teoria de campos de energia produz resultados
correlacionados com a opinião humana. Foram criadas variantes dos modelos 3D ca-
valo e rei do xadrez a partir da aplicação de marca d’água com o método Triangle
Similarity Quadruple (OHBUCHI; MASUDA; AONO, 1998) e um método para adição
de ruído. Ao todo foram criadas sete variantes com marca d’água mais sete variantes
com ruído para cada modelo 3D. Os modelos 3D foram coloridos em cinza, apresenta-
dos em fundo preto, com modelo de iluminação global. Os participantes compararam
o modelo 3D variante com o original e atribuíram um valor na escala de 0 (idêntico) a
10 (muito diferente).
Lavoué e Corsini (2010) realizaram um estudo comparativo entre as métricas
baseadas na percepção humana, considerando diferentes cenários e mecanismos de
percepção. As métricas estudadas foram: distância de Hausdorff, RMSE, MSDM (LA-
VOUÉ et al., 2006), duas métricas de Corsini et al. (2007) e a métrica de Bian, Hu e
Martin (2009). Foram realizados três experimentos, os quais são descritos na sequên-
cia.
O objetivo do primeiro experimento foi analisar se as métricas seguem o princí-
pio de que distorções de alta frequência tem maior probabilidade de serem percebidas.
Para isso, foram selecionados os modelos 3D Bimba e Dyno por serem bem diferentes
entre si. O modelo 3D Bimba possui partes da superfície suaves enquanto o modelo
3D Dyno apresenta rugosidades em quase toda sua superfície. Para cada modelo 3D,
foi produzida uma versão modificada de baixa frequência e outra de alta frequência
obtida com adição de ruído aleatório. Foi constatado que as métricas baseadas na
perceptividade têm bom comportamento em relação a esse princípio.
O objetivo do segundo experimento foi avaliar o comportamento das métricas
em relação ao efeito de mascaramento visual, no qual um conteúdo de alta frequência
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pode ser escondido por outro padrão. Foram utilizados quatro modelos 3D contendo
tanto partes suaves quanto rugosas: Bimba e Dyno do experimento anterior, mais os
modelos 3D Armadilho e Lion Head. Para cada modelo 3D foram produzidas versões
modificadas com adição de ruído nas partes suaves (três versões) e depois apenas
nas partes rugosas (três versões). O modelo 3D original mais as seis versões modifi-
cadas foram apresentadas na tela para os participantes, os quais atribuíram um valor
entre 4 (idêntico) e 0 (muito diferente) para cada versão modificada em comparação
ao modelo 3D original. Os participantes podiam interagir livremente com os modelos
3D. A métrica MSDM apresentou melhores resultados que as demais em relação ao
mascaramento visual.
Já o objetivo do terceiro experimento foi avaliar as métricas em contexto geral,
considerando várias distorções possíveis na malha. Os modelos 3D utilizados foram
Armadillo, Dyno, Venus e RockerArm. Nesses modelos foram aplicadas dois tipos de
distorções: adição de ruído e suavização, em três níveis (alto, médio, baixo) e em
diferentes regiões da malha (em toda malha, regiões suaves, regiões rugosas e áreas
intermediárias). Os participantes atribuíram valor de 0 (idêntico ao original) a 10 (pior
caso). Assim como no experimento anterior, foi permitido aos participantes interagir
livremente com o modelo 3D. A correlação das métricas com a percepção humana foi
avaliada considerando apenas um tipo de distorção (suavização ou ruído) e ambos os
tipos (suavização e ruído) para cada modelo 3D. A métrica MSDM e a primeira métrica
de Corsini et al. (2007) apresentaram os resultados mais estáveis que as demais.
Os cenários dos experimentos apresentados nesta seção são resumidos nas
Tabelas 2 e 3.
3.4 CONCLUSÃO
Neste capítulo foram apresentados os principais trabalhos relacionados à pre-
servação digital e visualização de modelos 3D do patrimônio cultural. Esses trabalhos
têm apresentado técnicas inovadoras para a digitalização de modelos 3D.
A maioria dos métodos para compressão 3D progressiva consideram modelos
3D constituídos apenas por geometria e conectividade. Poucos trabalhos apresentam
soluções para modelos 3D coloridos (LEE; LAVOUÉ; DUPONT, 2010, 2012) ou textu-
rizados (CAI; QI; SHEN, 2007). De acordo com a literatura científica pesquisada neste
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trabalho, apenas Lee, Lavoué e Dupont (2012) abordaram a contribuição da preser-
vação das cores na qualidade visual dos modelos intermediários. O método proposto
por Cai, Qi e Shen (2007) considera que há uma imagem de textura para cada mo-
delo intermediário, quando a solução mais apropriada é usar uma única imagem de
textura para ser compartilhada por todos os modelos. Contudo, as soluções existen-
tes de mapeamento de textura para modelos 3D progressivos (SANDER et al., 2001;
CHEN; CHUANG, 2006) não são apropriadas à compressão e visualização web, pois
requerem espaço de armazenamento e memória adicionais.
Entre as métricas objetivas para avaliação da qualidade visual, a maioria cal-
cula a similaridade entre duas superfícies baseada nas características geométricas.
Apenas a métrica de Roy, Foufou e Truchetet (2004) possibilita a comparação entre
dois modelos 3D baseada no atributo de cor. Para modelos 3D com textura, as mé-
tricas de Pan, Cheng e Basu (2005) e Tian e AlRegib (2004) mensuram a qualidade
baseada na resolução da textura.
Experimentos subjetivos indicam que há benefícios em substituir geometria
por textura, desde que esta tenha uma boa resolução (RUSHMEIER; ROGOWITZ;
PIATKO, 2000). Os experimentos conduzidos por Pan, Cheng e Basu (2005) a fim
de compreender como geometria e textura afetam a qualidade visual dos modelos 3D
sugerem que observadores humanos são mais sensíveis a distorções de textura que
de geometria.
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Tabela 2 – Cenários dos experimentos subjetivos para a avaliação da qualidade visual de modelos 3D
- Parte I.
(a) Modelo 3D
Autor Descrição Número Tamanho Níveis de
Simplificação
Rogowitz e Rushmeier
(2001)
objetos bem conhecidos 2 69451 e
143206 tri-
ângulos
2
Watson, Friedman e Mc-
Gaffey (2001)
esfera 1 - 2
Rushmeier, Rogowitz e
Piatko (2000)
objetos feitos pelo ho-
mem e representação
de animais
36 370 polígonos 2
Pan, Cheng e Basu
(2005)
objetos digitalizados 5 360x30 polígo-
nos
6
Corsini et al. (2007) objetos bem conhecidos 4 entre 50000
e 100000
triângulos
3
Ramanarayanan et al.
(2007)
esfera 1 164000 vérti-
ces
0
Silva et al. (2008) objetos diferentes em ta-
manho e características
5 entre 7932 e
34834 vértices
6
Bian, Hu e Martin (2009) objetos diferentes em ta-
manho
2 12170 e 10024
triângulos
0
Lavoué e Corsini (2010) diferentes naturezas e
bem conhecidos
E2:5
E3:4
- 0
(b) Aparência do Modelo 3D
Autor Cor/Textura/Material Fonte de Luz/Iluminação Sombreamento
Rogowitz e Rushmeier
(2001)
colorido em cinza ilumina de cima e de
frente
-
Watson, Friedman e Mc-
Gaffey (2001)
não luz branca localizada no
ponto de olho
flat shading
Rushmeier, Rogowitz e
Piatko (2000)
textura luz paralela e perpendi-
cular à vista
gouraud shading
(caso sem tex-
tura)
Pan, Cheng e Basu
(2005)
textura iluminação constante -
Corsini et al. (2007) efeito de pedra único ponto de luz
branca localizado no
canto superior do objeto
/ iluminação local e
difusa
-
Ramanarayanan et al.
(2007)
alumínio escovado 2 mapas de iluminação
(blurs e warps)
-
Silva et al. (2008) - - -
Bian, Hu e Martin (2009) colorido em cinza única fonte de luz
branca / iluminação glo-
bal, difusa e especular
-
Lavoué e Corsini (2010) efeito de pedra única fonte de luz gouraud e phong
shading
- não mencionado
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Tabela 3 – Cenários dos experimentos subjetivos para a avaliação da qualidade visual de modelos 3D
- Parte II.
(a) Exibição
Autor Plano de Fundo Área da Tela Monitor
Rogowitz e Rushmeier
(2001)
preto* - -
Watson, Friedman e Mc-
Gaffey (2001)
preto 591 em largura 17 polegadas CRT
Rushmeier, Rogowitz e
Piatko (2000)
preto 370 em altura 1280x1024
Pan, Cheng e Basu
(2005)
grade em verde repre-
sentando o chão
750 em altura 21 polegadas CRT
1280x1024
Corsini et al. (2007) degradê de azul para
branco
600x600 17 polegadas
1280x600
Ramanarayanan et al.
(2007)
dois cubos infantis em
pátio de tijolos
- 20 polegadas LCD
1600x1200
Silva et al. (2008) preto* - -
Bian, Hu e Martin (2009) preto preenche toda a
tela
17 polegadas LCD
1280x1024
Lavoué e Corsini (2010) - - -
(b) Participante
Autor Número Visualização/Interação Modo de Avaliação
Rogowitz e Rushmeier
(2001)
10 imagens + animações (ro-
tação)
classificação 0..10
Watson, Friedman e Mc-
Gaffey (2001)
36 imagens tempo de nomeação, classi-
ficação e preferência
Rushmeier, Rogowitz e
Piatko (2000)
8 imagens classificação 0..100
Pan, Cheng e Basu
(2005)
10 rotação (velocidade pode
ser ajustada)
classificação 1..5
Corsini et al. (2007) 11 interação (rotação e es-
cala)
classificação 1..10
Ramanarayanan et al.
(2007)
30 imagens perguntas sobre a diferença
das imagens, forma, mate-
rial e iluminação
Silva et al. (2008) 55 interação livre ordem de preferência 1..4,
ordem de apresentação na
tela, número de interações e
tempo de decisão
Bian, Hu e Martin (2009) 30 interação (rotação e es-
cala)
classificação 0..10
Lavoué e Corsini (2010) E2:11
E3:12
interação (rotação, escala,
translação)
classificação E2:0..4
E3:0..10
- não mencionado
* cor não mencionada, porém pode ser vista nas figuras dos artigos
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4 RECONSTRUÇÃO 3D PROGRESSIVA: A CONTRIBUIÇÃO DA
PRESERVAÇÃO DAS CORES NA VISUALIZAÇÃO DE MODELOS 3D
REALISTAS.
Este capítulo apresenta os experimentos realizados com o objetivo de analisar
a contribuição da preservação das cores na visualização da reconstrução progressiva
de modelos 3D realistas. Algoritmos para codificação da geometria, da conectividade
e das cores são combinados para realizar a compressão progressiva dos modelos 3D
coloridos. A partir desta combinação, duas abordagens de compressão foram testa-
das: (1) compressão tradicional e (2) compressão orientada por dados. Derivada da
compressão tradicional, a compressão orientada por dados considera a importância
visual das cores no processo de simplificação. Para a avaliação da qualidade visual
dos modelos 3D comprimidos com ambas as abordagens são utilizadas duas métri-
cas de qualidade. As próximas seções apresentam a compressão dos modelos 3D
coloridos, as métricas de qualidade utilizadas, a metodologia para realização dos ex-
perimentos e os resultados obtidos.
4.1 COMPRESSÃO PROGRESSIVA DE MODELOS 3D COLORIDOS
Para a codificação da conectividade foi utilizado o algoritmo de Alliez e Des-
brun (2001), escolhido por ser um dos mais eficientes e por resultar em modelos in-
termediários com boa qualidade visual. A cada iteração, o algoritmo simplifica um
conjunto de vértices de acordo com a valência, combinando as etapas de conquista
para dizimação e conquista para limpeza. A conquista para dizimação consiste na
travessia em largura baseada em patches (Figura 6) para a dizimação de vértices
com valência entre 3 e 6. De forma similar, vértices com valência 3 são dizimados na
conquista para limpeza no caso de malhas regulares. Ao final, a codificação da co-
nectividade resulta em uma sequência de códigos de valências (dados da codificação
da conectividade).
Para a codificação da geometria foi utilizado o algoritmo proposto por Lee,
Lavoué e Dupont (2009) que é um melhoramento do algoritmo de Alliez e Desbrun
para codificação da geometria. Alliez e Desbrun primeiro aplicam uma quantização
uniforme e global nas coordenadas dos vértices. Na dizimação, o residual dado pela
diferença da posição do vértice removido com a média da posições dos seus vizinhos
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Figura 6 – Um patch consiste em um vértice (amarelo) e suas faces incidentes, possui um gate de en-
trada (vermelho) e gates de saída (cinza escuro) que levam aos patches adjacentes. Gates
são arestas com direção, as quais são representadas por dois vértices (direita e esquerda)
e uma face frontal. Esquerda: patch com valência 5. Direita: patch nulo.
(baricentro) é codificada em coordenadas Frenet Frame local. Lee et al. apresen-
taram uma otimização baseada em bijeção discreta para eliminar a etapa de pós-
quantização do algoritmo de Alliez e Desbrun, etapa esta necessária para recuperar
a posição exata do vértice. A codificação da geometria resulta em uma sequência de
residuais codificados (dados da codificação da geometria).
Para a codificação das cores, outro algoritmo de Lee, Lavoué e Dupont (2010)
para modelos 3D coloridos converte as componentes de cor RGB de cada vértice para
o espaço CIE Lab. Na dizimação de um patch, o vértice com a cor mais próxima à
média das cores dos vizinhos é selecionado. O residual da cor é dado então pela dife-
rença da cor do vértice removido com a cor do vértice selecionado. Como resultado,
tem-se uma sequência de residuais (dados da codificação da cor).
Baseado neste algoritmo para a codificação das cores, Lee, Lavoué e Dupont
(2012) propuseram uma métrica que previne a dizimação de vértices que podem even-
tualmente causar distorção visual. A métrica para preservação das cores é composta
pela combinação do erro de cor Ecor e o erro de geometria Egeo:
Etotal = Ecor⊗Egeo (3)
Os autores assumem que o vértice a ser removido está localizado próximo do
baricentro do patch. Assim, Ecor é dado pela diferença entre a cor do vértice a ser
removido e a interpolação das cores dos vértices da face do meio gerada na retrian-
gulação do patch (Figura 7). Egeo é dado pela razão entre a área média das faces
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do patch (antes da dizimação) e a área média de todas as faces do modelo atual. O
vértice então só é removido caso Etotal seja menor que um limiar. Através da combi-
nação dos erros de cor e geometria, a métrica possibilita a dizimação de vértices que,
apesar da sua cor ser diferente das cores dos vizinhos, apresenta pequena influência
em área.
Para ilustrar o funcionamento da métrica, a Figura 8 mostra os vértices de
fronteira entre regiões com cores diferentes impedidos de serem removidos (colori-
dos em vermelho) na compressão do modelo 3D Monkey. Por guiar o processo de
simplificação através do atributo de cor, esta é uma abordagem orientada por dados.
Figura 7 – Esquerda: vértice a ser removido em preto dentro do patch. Direita: cor marrom obtida
na interpolação das cores dos vértices da face do meio. Fonte: (LEE; LAVOUÉ; DUPONT,
2012).
(a) (b)
Figura 8 – Resultado visual da métrica proposta por Lee, Lavoué e Dupont (2012): (a) modelo 3D mon-
key e (b) vértices em vermelho impedidos de serem removidos durante a simplificação.
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4.1.1 Codificação
O Algoritmo 1 mostra o pseudo-código da combinação dos algoritmos. Antes
de iniciar cada iteração, é calculada a área média de todas as faces do modelo 3D
atual, requisito para o cálculo do erro de geometria Egeo. Também, todos os vértices
e faces são rotulados como “livre”. Um gate é escolhido arbitrariamente para iniciar
a travessia, a qual é auxiliada por uma fila de gates1. Dado um gate de entrada, são
verificados os rótulos da face e do vértice frontal, além da valência deste vértice. Caso
estejam livres e a valência seja entre 3 e 6, o patch pode ser dizimado desde que a
remoção do vértice não cause distorção visual (Etotal < 0,5 como definido em (LEE;
LAVOUÉ; DUPONT, 2012)). Assim, o patch é deterministicamente retriangulado (de-
talhes da retriangulação em (ALLIEZ; DESBRUN, 2001)), gerando uma nova configu-
ração. Caso contrário, a face frontal é definida como patch nulo. No cálculo do patch
atual (linhas 11 e 22), vértices e faces do patch são rotulados como “conquistados”.
A codificação da conectividade (linhas 14 e 23) gera um código de valência
do vértice removido (3, 4, 5 ou 6) ou um código de patch nulo (0, 1, 2 ou 7 podem
ser utilizados). Na codificação da geometria (linha 15), o residual dado pela diferença
da posição do vértice frontal e o baricentro do patch é projetado para o Frenet Frame
local usando a bijeção discreta proposta em (LEE; LAVOUÉ; DUPONT, 2009). Na
codificação da cor (linha 16), o residual de cor é dado pela diferença da cor do vértice
frontal com a cor do vértice mais próxima à media das cores dos vértices do patch,
como proposto em (LEE; LAVOUÉ; DUPONT, 2010). Na sequência, os gates de saída
do patch atual são adicionados à fila. A conquista para dizimação termina quando não
houver mais gates na fila. Cada iteração do algoritmo tem como resultado final uma
versão simplificada do modelo 3D de entrada (modelo intermediário) mais os dados
obtidos na codificação da conectividade, da geometria e da cor.
4.1.2 Decodificação
Para a decodificação de cada modelo intermediário, é feita a mesma travessia
do Algoritmo 1 com o objetivo de encontrar exatamente os mesmos patches conquista-
dos. Essa travessia deve ser iniciada com o mesmo gate usado para iniciar a conquista
para dizimação (gate_inicial). A partir de um gate de entrada, o rótulo da face frontal
1Estrutura de dados do tipo fila FIFO (First In, First Out).
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e o código de valência são verificados. Caso a face frontal esteja livre e o código não
seja nulo, as bordas do patch são descobertas. Para um código de valência v, a des-
coberta requer caminhar por (v−2) faces livres, caminho este determinado pela forma
como o patch foi retriangulado. Face frontal livre e código de valência atual nulo signi-
fica que a face é um patch nulo. Recuperam-se as coordenadas e as componentes de
cor do novo vértice somando-se os residuais aos valores predizíveis (baricentro e cor
mais próxima respectivamente). Por fim, o novo vértice é inserido no patch, seguido
por retriangulação.
Algoritmo 1 Pseudo-código do algoritmo de conquista para dizimação.
Requer: Cálculo da área média de todas as faces do modelo atual
Requer: Todos os vértices e faces rotulados como “livre”
Requer: gate_inicial
1: Insira gate_inicial na f ila
2: enquanto houver gates na f ila faça
3: gate_atual← remova um gate da fila
4: vertice_ f rontal← calcule o vértice frontal a partir do gate_atual
5: valencia← calcule a valência do vertice_frontal
6: se a face frontal do gate_atual está rotulada como “conquistado” ou o
vertice_ f rontal está rotulado como “conquistado” então
7: // nada a ser feito
8: senão
9: patch_nulo← verdadeiro
10: se vertice_ f rontal está rotulado como “livre” e sua valência é entre 3 e 6 então
11: patch_atual← calcula_patch(vertice_frontal)
12: erro_total← calcula_distorcao_cor(patch_atual)
13: se erro_total < 0,5 então
14: codifica_conectividade(valencia)
15: codifica_geometria(patch_atual)
16: codifica_cor(patch_atual)
17: Insira os gates de saída do patch_atual na f ila
18: patch_nulo← f also
19: fim se
20: fim se
21: se patch_nulo== verdadeiro então
22: patch_atual← calcula_patch(gate_atual)
23: codifica_conectividade(0)
24: Insira os gates de saída do patch_atual na f ila
25: fim se
26: fim se
27: fim enquanto
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4.2 MÉTRICAS PARA A AVALIAÇÃO DA QUALIDADE VISUAL DE MODELOS 3D
COLORIDOS
Para a avaliação da qualidade visual dos modelos intermediários foram utiliza-
das duas abordagens de RMSE existentes as quais podem ser aplicadas a modelos
3D coloridos. A métrica de Roy, Foufou e Truchetet (2004) mensura a distorção entre
dois modelos 3D baseada na diferença entre atributos de vértices. O desvio atributo
entre um vértice v e uma superfície S é definida como a distância do atributo i do
vértice v ao atributo i do vértice mais próximo em S:
di(v,S) = || fi(v)− fi(NS(v))||, (4)
tal que NS(v) é igual ao vértice mais próximo. Dados dois modelos 3D A (original)
e B (intermediário) e suas respectivas superfícies SA e SB e um conjunto de vértices
{v j|v j ⊂ SA e j = 1,2, ...,m}, o RMSE baseado no atributo de cor é dado por:
RMSERoy(A,B) =
√
1
m
m
∑
j=1
(dcor(v j,SB))
2 (5)
Baseado no cálculo do RMSE para duas imagens (Equação 2), Lindstrom
e Turk (2000) propuseram combinar múltiplas vistas do modelo 3D em uma única
medida de erro. Para obter uma boa cobertura, a câmera é posicionada em torno do
modelo 3D utilizando os vértices de um pequeno rhombicuboctahedron, o qual contém
24 vértices equidistantes. Dados 24 snapshots2 com resolução 512x512 pixels dos
modelos 3D X (original) e Y (intermediário), o RMSE é dado por:
RMSELT (X ,Y ) =
√√√√ 1
24∗512∗512
24
∑
k=1
512
∑
j=1
512
∑
i=1
(xi jk− yi jk)2 (6)
4.3 METODOLOGIA
A partir do Algoritmo 1 são obtidas duas abordagens baseadas no método de
Alliez e Desbrun (2001): Lee, Lavoué e Dupont (2010) para codificação do atributo de
cor (LLD) e uma versão desta adicionando a métrica para a preservação das cores
2Imagens de luminância capturadas da tela de visualização do modelo 3D.
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proposta em seu trabalho posterior (LEE; LAVOUÉ; DUPONT, 2012) (LLD + métrica
cor). Assim, as abordagens se diferenciam quanto à verificação da distorção de cor.
LLD realiza a compressão tradicional e não executa as linhas 12 e 13 do algoritmo,
enquanto LLD + métrica cor realiza a compressão orientada por dados.
Os experimentos foram conduzidos para 4 modelos 3D do acervo do IMAGO
gerados para preservação digital: os objetos indígenas Anta e Índias, e as esculturas
dos profetas Joel e Baruc, feitas por Aleijadinho. Os objetos indígenas são pequenos,
enquanto as esculturas dos profetas possuem tamanho próximo ao natural (altura de
uma pessoa). Assim, os modelos 3D dos profetas possuem aproximadamente 2-3M
vértices, já os modelos 3D indígenas são menores (aproximadamente 150-200K vérti-
ces). Cada modelo 3D foi comprimido progressivamente com as duas abordagens de
compressão.
Para a avaliação da qualidade visual da reconstrução 3D progressiva, calculou-
se o RMSE com a métrica de Roy, Foufou e Truchetet (2004) de cada modelo inter-
mediário em relação ao modelo 3D original. Os snapshots para o cálculo do RMSE
para uma vista ou para o RMSE de Lindstrom e Turk (2000) foram obtidos através
da renderização dos modelos utilizando os mesmos parâmetros de visualização. Os
resultados obtidos com as métricas de qualidade são apresentados através de curvas
de distorção visual. São selecionados dois modelos intermediários com similar RMSE
na métrica M1. Estes dois modelos são marcados nas curvas de distorção visual da
métrica M2. Assim, as métricas são avaliadas quanto à correlação aos resultados vi-
suais da renderização dos modelos selecionados. As vistas dos objetos que mostram
os resultados visuais são escolhidas através de análise visual criteriosa, de forma a
mostrar as principais similaridades ou diferenças entre as abordagens de compressão.
Os experimentos foram realizados usando um computador com a seguinte
configuração: Intel(R) Core(TM)2 Quad Processor Q8200 (2.33 GHz), 4GB de memó-
ria e NVIDIA GeForce GTX 560.
4.4 RESULTADOS EXPERIMENTAIS
A Tabela 4 apresenta as taxas de bits requeridas para a reconstrução da co-
nectividade do modelo original (A) a partir do modelo base (B) para as duas aborda-
gens de compressão. A capacidade de compressão da conectividade para a aborda-
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gem LLD + métrica cor está diretamente relacionada às penalidades que são causadas
ao impedir a dizimação de um vértice. Essa restrição gera um código de patch nulo,
causando uma penalidade à taxa de compressão da conectividade. Considerando que
cada código requer 3 bits para armazenar uma valência, são 3 bits que não adicionam
novos elementos à malha. Para minimizar as penalidades, a métrica cor possibilita
a dizimação de vértices que, apesar da sua cor ser diferente das cores dos vizinhos,
apresentam pequena influência em área (através da combinação dos erros de cor e
geometria). No entanto, para os modelos 3D coloridos testados neste experimento,
os quais possuem alta resolução, a capacidade de compressão da conectividade so-
freu impacto considerável. LLD + métrica cor requer mais que o dobro de bits para
reconstruir a conectividade dos modelos 3D dos profetas em relação à versão sem a
métrica.
Tabela 4 – Taxas de compressão dos modelos testados em bits por vértice. Quantização usando 10
bits.
(a) Índias
Abordagem #vértices A→ B Iterações Conectividade (bit/v)
LLD 148338→ 15700 6 8,409
LLD + métrica cor 148338→ 14984 10 14,943
(b) Anta
Abordagem #vértices A→ B Iterações Conectividade (bit/v)
LLD 206739→ 2163 12 8,282
LLD + métrica cor 206739→ 2182 26 13,841
(c) Joel
Abordagem #vértices A→ B Iterações Conectividade (bit/v)
LLD 1974038→ 22844 12 8,390
LLD + métrica cor 1974038→ 23304 32 18,760
(d) Baruc
Abordagem #vértices A→ B Iterações Conectividade (bit/v)
LLD 2887390→ 67772 10 8,598
LLD + métrica cor 2887390→ 66784 21 17,034
A utilização da métrica cor requer mais iterações do algoritmo de compressão
a fim de alcançar um modelo base altamente simplificado. A Tabela 5 mostra os re-
sultados visuais do modelo 3D Anta obtidos com as abordagens de compressão. Os
modelos base apresentados possuem similar número de vértices (aproximadamente
1,5% de vértices do modelo 3D original). Observa-se em LLD + métrica cor a preser-
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Tabela 5 – Diferenças visuais entre as abordagens de compressão para modelos base com número
similar de vértices. Renderização do modelo 3D Anta com cores e renderização em wire-
frame.
LLD LLD + métrica cor Original
vértices: 2163 vértices: 2182 vértices: 206739
1,05% 1,06%
vação das regiões delimitadas por descontinuidade de cor, como as manchas pretas
nas costas e o contorno da região vermelha na lateral da Anta. Com tal caracterís-
tica, LLD + métrica cor apresenta uma superfície com regiões mais simplificadas do
que outras, enquanto LLD apresenta uma superfície suave, como se pode observar
na renderização em wireframe.
Os gráficos da Figura 9 mostram as curvas de distorção visual obtidas atra-
vés do RMSE de Roy e do RMSE para uma vista do modelo 3D Joel, a qual mostra
simultaneamente a face e o pergaminho do profeta. As curvas ilustram os valores
RMSE em função da porcentagem de elementos (vértices e faces) decodificados na
reconstrução 3D progressiva. Os valores RMSE são normalizados para facilitar as
comparações. Dois modelos intermediários com similar RMSE em Roy foram selecio-
nados (15,44% de LLD + métrica cor e 32,95% de LLD marcados com ×) e marcados
nas curvas de distorção visual para uma vista.
Nas figuras da Tabela 6 pode-se observar a similaridade visual entre as abor-
dagens de compressão em relação às cores, as quais contribuem significativamente
para a leitura das passagens bíblicas do pergaminho. Já na região da face, observa-
se menor distorção geométrica na abordagem LLD. Essas diferenças são percebidas
com ampliação ou se os modelos são comparados ao modelo 3D original.
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Figura 9 – Avaliação da qualidade visual do modelo 3D Joel para as abordagens de compressão. Cur-
vas de distorção visual obtidas através do RMSE de Roy em (a) e do RMSE para uma vista
em (b).
Tabela 6 – Avaliação da qualidade visual do modelo 3D Joel para as abordagens de compressão. Com-
paração visual dos modelos intermediários com similar RMSE com o modelo 3D original.
LLD (×) LLD + métrica cor (×) Original
vértices: 650383 vértices: 304713 vértices: 1974038
32,95% 15,44%
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As curvas de Roy e as curvas para uma vista apresentam resultados diferen-
tes. Em Roy, as abordagens de compressão possuem similar RMSE até aproximada-
mente 5% de elementos. Após esta porcentagem de elementos, LLD + métrica cor
tem maior queda de distorção visual. Significa que a partir deste ponto, a preservação
das cores através da métrica cor contribui para melhorar a qualidade visual do modelo
3D. Analisando as curvas para uma vista, LLD + métrica cor supera LLD aproximada-
mente após 10% de elementos, porém os valores RMSE são próximos. Apesar dessas
diferenças, as curvas apresentam uma característica semelhante: queda acentuada
nos primeiros níveis seguida por estabilização.
As curvas de distorção visual do modelo 3D Anta são apresentadas na Fi-
gura 10. Foram selecionados dois modelos intermediários com similar RMSE em Roy
(39,43% de LLD + métrica cor e 72,55% de LLD marcados com ×). A vista da late-
ral da Anta foi selecionada para o cálculo do RMSE para uma vista. De acordo com
as curvas para uma vista, em torno de 1,5% de elementos (equivalente aos modelos
base apresentados na Tabela 5) LLD apresenta menor valor RMSE que LLD + métrica
cor, enquanto as curvas de Roy indicam o contrário. Apesar desta diferença, as curvas
de Roy e as curvas para uma vista mostram que há queda acentuada nos primeiros
níveis seguida por estabilização. Nas figuras da Tabela 7 pode-se observar a forte
similaridade visual entre as abordagens de compressão e o modelo 3D original.
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Figura 10 – Avaliação da qualidade visual do modelo 3D Anta para as abordagens de compressão.
Curvas de distorção visual obtidas através do RMSE de Roy em (a) e do RMSE para uma
vista em (b).
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Tabela 7 – Avaliação da qualidade visual do modelo 3D Anta para as abordagens de compressão. Com-
paração visual dos modelos intermediários com similar RMSE com o modelo 3D original.
LLD (×) LLD + métrica cor (×) Original
vértices: 149984 vértices: 81512 vértices: 206739
72,55% 39,43%
Já que uma única vista pode não capturar toda a aparência do objeto, calculou-
se o RMSE para um conjunto de vistas como proposto por Lindstrom e Turk (LT). A
Figura 11 apresenta as curvas de distorção visual do modelo 3D Índias, o menor dos
modelos em resolução. As curvas de Roy e as curvas de LT mostram comportamento
semelhante: LLD + métrica cor supera LLD para todos os modelos intermediários.
Foram selecionados dois modelos intermediários com similar RMSE em Roy (42,03%
de LLD + métrica cor e 72,86% de LLD marcados com ×). As figuras da Tabela 8
apresentam os resultados visuais. Pode-se observar a similaridade visual entre as
abordagens de compressão, apesar do modelo intermediário LDD + métrica cor pos-
suir menor número de elementos.
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Figura 11 – Avaliação da qualidade visual do modelo 3D Índias para as abordagens de compressão.
Curvas de distorção visual obtidas através do RMSE de Lindstrom e Turk em (a) e do
RMSE de Roy em (b).
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Tabela 8 – Avaliação da qualidade visual do modelo 3D Índias para as abordagens de compressão.
Comparação visual dos modelos intermediários com similar RMSE.
LLD (×) LLD + métrica cor (×)
vértices: 108086 vértices: 62343
72,86% 42,03%
Esta mesma característica não é observada para o modelo 3D Baruc, o maior
dos modelos em resolução. A Figura 12 apresenta as curvas de distorção visual. As
curvas de LT indicam superioridade da abordagem LLD + métrica cor após aproxima-
damente 25% de elementos. Foram selecionados dois modelos intermediários com
similar RMSE em LT antes (2,35% LLD e 8,58% LLD + métrica cor marcados com )
e após (26,59% LLD + métrica cor e 32,99% LLD marcados com ×) 25% de elemen-
tos. Os resultados visuais são apresentados na Tabela 9. Analisando os dois modelos
que antecedem o ponto de interseção, a certa distância eles parecem similares. No
entanto, ao ampliar a região do pergaminho, observa-se que as passagens bíblicas
são mais nítidas em LLD + métrica cor. Diferente das curvas de LT, as curvas de Roy
indicam superioridade de LLD + métrica cor para todos os modelos intermediários.
Analisando os dois modelos após o ponto de interseção, observa-se a similaridade
visual entre as abordagens de compressão, enquanto Roy indica que LLD + métrica
cor possui menor distorção visual.
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Figura 12 – Avaliação da qualidade visual do modelo 3D Baruc para as abordagens de compressão.
Curvas de distorção visual obtidas atráves do RMSE de Lindstrom e Turk em (a) e do
RMSE de Roy em (b).
Tabela 9 – Avaliação da qualidade visual do modelo 3D Baruc para as abordagens de compressão.
Comparação visual dos modelos intermediários com similar RMSE.
LLD () LLD + métrica cor ()
vértices: 67772 vértices: 247814
2,35% 8,58%
LLD (×) LLD + métrica cor (×) Original
vértices: 952691 vértices: 767791 vértices: 2887390
32,99% 26,59%
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4.5 DISCUSSÃO DOS RESULTADOS E CONCLUSÃO
As curvas de Roy e as curvas para uma vista do modelo 3D Joel apresen-
tam resultados diferentes. Os resultados para uma única vista são similares aos de
Roy apenas para modelos menores em resolução e com superfícies menos detalha-
das (e.g. Anta). Para o modelo 3D Índias, menor em resolução entre os modelos
testados, a combinação de 24 vistas conseguiu capturar a aparência do objeto. Os re-
sultados obtidos com Roy e com LT para este modelo são similares. O mesmo não foi
observado para o modelo 3D Baruc. Visualizados a distância, os dois modelos inter-
mediários similares em Roy antes do ponto de interseção das curvas são parecidos.
No entanto, aos serem ampliados, as diferenças são facilmente percebidas. Além de
maiores em resolução, os modelos dos profetas possuem superfícies com mais de-
talhes, o que requer um conjunto maior de vistas para capturar toda a aparência do
objeto.
Na comparação visual dos quatro modelos 3D testados, é possível observar
que a partir de uma determinada resolução os modelos intermediários apresentam
boa aproximação ao modelo 3D original. Pequenas diferenças são observadas ape-
nas com ampliação (e.g. modelo 3D Joel na Tabela 6), ou praticamente não são
percebidas (e.g. pergaminho do modelo 3D Baruc na Tabela 9). Para o modelo 3D
Baruc, os dois modelos intermediários em LT após a interseção das curvas são visual-
mente similares, provavelmente devido à alta resolução que esses modelos possuem.
No entanto, a métrica de Roy indica diferença considerável entre esses dois modelos,
mesmo sendo visualmente indistinguíveis.
Apesar de combinar cor e geometria em seu cálculo, a métrica de Roy apre-
senta resultados mais correlacionados à analise visual quanto à preservação das co-
res do que em relação à geometria. Por exemplo para o modelo 3D Anta, a métrica de
Roy indica pequena superioridade de LLD + métrica cor para os modelos base (apro-
ximadamente 1,5% de elementos), como é possível observar nas figuras da Tabela 7
(destaque para a preservação do contorno da região vermelha na lateral da Anta).
No entanto, um observador pode julgar o modelo base LLD visualmente melhor ao
considerar a topologia, como indicam os valores RMSE para uma vista.
Quanto à contribuição da preservação das cores, os resultados dos experi-
mentos são consistentes. A preservação das cores através da métrica cor é capaz
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de gerar modelos intermediários com menos elementos, porém visualmente similares
aos gerados sem a métrica. Por exemplo, um modelo LLD pode ser substituído por um
modelo LLD + métrica cor. Mais do que isso, um modelo LLD + métrica cor pode subs-
tituir o modelo 3D original. Isso possibilita interromper a reconstrução 3D progressiva
em um determinado nível, por exemplo quando há restrições de acesso remoto. O
desafio consiste em definir qual é este nível.
A métrica de Roy baseada no atributo de cor apresenta um modo eficiente
para comparar dois modelos 3D coloridos, porém ela pode não indicar correta similari-
dade de acordo com a percepção visual humana. Roy pode indicar modelos similares
quanto às cores, porém visualmente diferentes geometricamente, ou pode indicar que
são diferentes, mesmo sendo visualmente parecidos. Confirmando experimentos pre-
viamente realizados (LAVOUÉ; CORSINI, 2010) para modelos 3D não coloridos, mé-
tricas objetivas de qualidade baseadas em distância euclidiana vértice a vértice não
são correlacionadas à percepção visual humana. Portanto, também é difícil comparar
objetivamente dois modelos 3D coloridos.
A preservação das cores mostra-se uma eficiente estratégia para a visualiza-
ção de modelos 3D realistas na reconstrução 3D progressiva. A métrica cor apresenta
bom funcionamento para preservação das cores, porém possui duas desvantagens:
baixas taxas de compressão da conectividade e possível deformação da topologia a
baixas resoluções. Apesar da métrica cor considerar o impacto da dizimação dos vér-
tices para minimizar as penalidades, a abordagem requer mais bits para reconstruir a
conectividade do modelo 3D em comparação à versão sem a métrica. Para alcançar
um modelo base altamente simplificado, são necessárias mais iterações do algoritmo
de compressão. A cada iteração, vértices de fronteira de regiões com cores diferentes
são impedidos de serem dizimados, enquanto internamente as regiões são simplifica-
das cada vez mais, o que pode modificar a topologia do objeto.
Em geral, as curvas de distorção visual apresentam uma semelhança: queda
acentuada nos primeiros níveis seguida por estabilização. Esta característica pode
sugerir um ponto de degradação mínima para o modelo base. Como descrito no Capí-
tulo 2, a compressão 3D progressiva busca o equilíbrio entre a taxa de compressão e
a qualidade visual da aproximação. Portanto, um modelo base a partir do ponto de es-
tabilização pode ser visualmente agradável, porém pode não ser pequeno o suficiente
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para diminuir a latência de visualização, principalmente para grandes modelos 3D. O
desafio consiste em preservar as cores e diminuir a distorção geométrica a baixas
resoluções, ou seja, aproximar o início da curva ao ponto de estabilização.
Por fim, algumas considerações finais podem ser resumidas:
• O correto funcionamento do RMSE baseado em imagem depende da seleção
das vistas. Uma vista ótima pode capturar a aparência do objeto, desde que a
forma do objeto seja simples. Objetos que possuem forma complexa requerem
um conjunto maior de vistas.
• O RMSE de Roy é eficiente para calcular a similaridade entre dois modelos 3D
coloridos, apesar de demonstrar maior precisão na comparação das cores do
que da geometria.
• A estabilização das curvas de distorção visual pode sugerir um ponto de degra-
dação mínima para a compressão dos modelos 3D.
• A métrica cor preserva as cores no processo de simplificação, porém as restri-
ções impostas à dizimação dos vértices pode impactar negativamente a capa-
cidade de compressão da conectividade ou causar deformações na topologia a
baixas resoluções.
• A preservação das cores contribui para melhorar a qualidade visual dos modelos
3D realistas na reconstrução 3D progressiva. O modelo 3D original pode ser
substituído por versões geometricamente menos precisas porém visualmente
similares.
Os resultados e constatações apresentados neste capítulo motivaram as so-
luções propostas nesta tese, como por exemplo uma nova abordagem de compressão
3D progressiva orientada por dados para modelos 3D coloridos descrita no Capítulo 5.
Além de confirmar a contribuição da preservação das cores, os experimentos possibi-
litam um melhor entendimento sobre os desafios na avaliação da qualidade visual de
modelos 3D coloridos.
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5 COMPRESSÃO 3D PROGRESSIVA ORIENTADA POR DADOS
Devido às recentes tecnologias para digitalização 3D, os modelos 3D estão
cada vez mais detalhados. Esses modelos são representados por uma grande quan-
tidade de vértices, faces e atributos de aparência, como cores ou coordenadas de
texturas. Nesse contexto, a compressão 3D progressiva reduz o espaço de arma-
zenamento e melhora a latência, uma vez que permite a visualização do modelo 3D
enquanto ele está sendo carregado. Como descrito no Capítulo 2, na compressão
progressiva um modelo 3D de entrada é simplificado iterativamente até obter um mo-
delo base. Nesse processo são gerados modelos intermediários, os quais podem ser
visualizados na reconstrução 3D progressiva.
A maioria dos métodos de compressão progressiva consideram modelos 3D
constituídos por geometria e conectividade. Trabalhos recentes focam na melhoria da
taxa de compressão através da otimização da quantização. No entanto, são poucos
os métodos para modelos 3D coloridos. As cores também podem ser representadas
por meio de texturas coloridas, porém, pelo nosso melhor conhecimento, não há uma
solução para o mapeamento de texturas para compressão 3D progressiva.
As cores contribuem para a interpretação dos objetos. Aplicações onde a qua-
lidade visual também é um requisito importante, como por exemplo na visualização de
modelos 3D da preservação digital, as cores fornecem informações relevantes sobre
os objetos. Por exemplo, artefatos indígenas apresentam desenhos e cores que ca-
racterizam cada tribo e sua arte. Regiões delimitadas por descontinuidade de cor são
visualmente significativas, portanto sua preservação é essencial para a visualização
de aproximações com qualidade.
Técnicas de mapeamento de textura são amplamente utilizadas para aumen-
tar o realismo dos modelos 3D. O mapeamento de textura é uma maneira eficaz de
adicionar detalhes à superfície quando há restrições ao uso de geometria. Nesse
contexto, este capítulo apresenta uma abordagem de compressão progressiva de mo-
delos 3D coloridos orientada por dados com o objetivo de aumentar a qualidade visual
dos modelos intermediários a baixas resoluções. A ideia é representar as cores do
modelo por meio de uma textura colorida ao invés de usar atributo de cor. O método
possui quatro características importantes:
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1. Uma única textura colorida é compartilhada por todos os modelos interme-
diários. Ao invés de armazenar uma textura colorida para cada modelo interme-
diário, a abordagem proposta requer apenas uma textura colorida.
2. Representação compacta das coordenadas de textura. Em geral, coorde-
nadas de textura (v, t) são representadas utilizando 8 bytes float. A abordagem
proposta utiliza apenas uma pequena textura contendo os dados necessários
para gerar as coordenadas de textura de todos os modelos intermediários.
3. Qualidade Visual. Os modelos intermediários apresentam qualidade visual su-
perior ao uso de atributo de cor em relação à preservação das cores a baixas
resoluções.
4. Todas as contribuições citadas acima são aplicáveis e podem ser adaptadas para
outros métodos progressivos.
5.1 VISÃO GERAL
A abordagem proposta é baseada em dois métodos: compressão 3D pro-
gressiva de Alliez e Desbrun (2001) e mapeamento de texturas por complexos de
células cúbicas de Apaza-Agüero, Silva e Bellon (2011). Detalhado previamente no
Capítulo 4, o método de compressão progressiva de Alliez e Desbrun é um dos mais
eficientes orientados à conectividade, os quais produzem modelos intermediários com
boa qualidade visual.
O método de Apaza-Agüero, Silva e Bellon (2011) tem como objetivo mapear
uma textura contendo as cores do modelo em alta resolução para ser utilizada por
uma versão simplificada desse modelo. O método resulta em duas texturas: uma
textura colorida e uma textura pequena a partir da qual são geradas as coordenadas
de textura durante a visualização baseada em GPU. Dessa maneira, este método é
mais adequado ao contexto da compressão uma vez que usa uma estrutura de dados
compacta para representar as coordenadas de textura.
O diagrama da Figura 13 apresenta o fluxograma da abordagem proposta. A
partir do modelo 3D de entrada, são geradas as duas texturas: a pequena textura de
células contendo a estrutura de células cúbicas e a textura colorida contendo as cores
do modelo de entrada. A textura de células é usada na compressão 3D progressiva
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para guiar o processo de simplificação. O objetivo é impedir a dizimação de vértices
que possam causar erros no mapeamento da textura colorida durante a renderização.
Dessa forma, obtém-se uma abordagem de compressão 3D progressiva orientada por
dados (dados de mapeamento de textura). O método proposto tem como resultado:
um modelo base; dados de refinamento que permitem a reconstrução do modelo de
entrada; a textura de células a partir da qual são geradas as coordenadas de textura;
e a textura colorida compartilhada por todos os modelos intermediários.
Construção das 
Texturas
Compressão 3D
Progressiva
Textura de Células
Textura de 
Células
Textura 
Colorida
Dados de 
Refinamento
Modelo 3D
Modelo Base
Figura 13 – Fluxograma da abordagem de compressão 3D progressiva orientada por dados proposta.
A partir do modelo 3D de entrada são geradas a textura colorida e a textura de células.
Esta textura é usada para guiar o processo de simplificação e assim garantir o correto
mapeamento da textura colorida para todos os modelos intermediários. A compressão
progressiva tem como resultado um modelo base, dados de refinamento, uma textura de
células e uma textura colorida.
5.2 CONSTRUÇÃO DAS TEXTURAS
O método de mapeamento de textura por complexos de células cúbicas cons-
trói as texturas utilizando dois modelos 3D de entrada: o modelo de alta resolução e
sua versão simplificada. Na compressão 3D progressiva tem-se uma sequência de
modelos intermediários que são versões simplificadas do modelo de entrada. Assim,
apenas o modelo de alta resolução é utilizado para a construção das texturas.
Um complexo de células cúbicas consiste de um conjunto de células cúbicas
representando o domínio de mapeamento da textura. Dado o modelo de entrada, o
algoritmo gera uma grade de células cúbicas englobando toda a malha 3D. Cubos
dessa grade que interceptam a malha formam o complexo de células cúbicas. A su-
perfície no interior de cada célula cúbica é projetada nas faces dessa estrutura. O tipo
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da projeção (paralela, perspectiva ou axial) associada a cada célula cúbica é feita de
acordo com as suas faces de projeção. Detalhes de como é feita essa parametrização
podem ser vistos em (APAZA-AGÜERO; SILVA; BELLON, 2011). A construção das
texturas ocorre da seguinte maneira:
1. Define-se o tamanho da célula cúbica a partir das características principais da
geometria do modelo de entrada.
2. Gera-se uma grade de cubos com o tamanho definido a partir do eixo alinhado
(axis-aligned bounding cube).
3. Calcula-se quais cubos da grade são interceptados pela superfície da malha:
cubos que são interceptados são chamados de células cúbicas.
4. Para cada célula cúbica, projeta-se a superfície contida em seu interior nas faces
dessa estrutura (ver (APAZA-AGÜERO; SILVA; BELLON, 2011)).
5. A estrutura do complexo de células cúbicas, a qual contém as projeções asso-
ciadas a cada célula cúbica, é armazenada na textura de células. As cores do
modelo de alta resolução são armazenadas numa textura colorida do tipo azulejo
(tile texture).
Por fim, a textura de células armazena: o tamanho da célula cúbica; o número
de células cúbicas nos três eixos (x,y,z); e uma sequência de dados para cada cubo
da grade. Os cubos que fazem parte do complexo de células cúbicas contêm o valor
do centro de projeção seguido pelo identificador de cada face de projeção (6 faces).
Esse identificador permite acessar o azulejo referente à face de projeção na textura
colorida.
5.3 COMPRESSÃO 3D PROGRESSIVA
Como descrito no Capítulo 4, cada iteração do algoritmo de compressão re-
aliza a dizimação de patches em duas etapas: conquista para dizimação e conquista
para limpeza. A conquista para dizimação realiza uma travessia em largura base-
ada em gates de patch em patch. A partir de um gate de entrada, caso o vértice
frontal possua valência entre 3 e 6, o patch é dizimado gerando uma nova configura-
ção: o vértice frontal é removido e o patch é deterministicamente retriangulado. Caso
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contrário, a face frontal é definida como patch nulo. De forma similar, a etapa de con-
quista para limpeza remove vértices com valência igual a 3 para malhas regulares. O
algoritmo resulta em uma versão simplificada do modelo de entrada e dados da codi-
ficação da conectividade (sequência de códigos de valência ou patch nulo). O modelo
de saída é usado como entrada da iteração seguinte, e o processo continua até obter
o modelo base desejado.
5.3.1 Simplificação Orientada por Dados de Mapeamento de Textura
A simplificação orientada por dados de mapeamento de textura tem como ob-
jetivo prevenir a dizimação de patches cuja nova configuração possa resultar no ma-
peamento incorreto da textura colorida. Se a textura colorida for aplicada aos modelos
intermediários sem a simplificação orientada por dados, esses modelos podem ser
renderizados com artefatos (Figura 14).
Figura 14 – Visualização do modelo 3D Monkey: artefatos são renderizados se a textura colorida for
aplicada aos modelos intermediários sem a simplificação orientada por dados de mapea-
mento de textura.
Durante a conquista para dizimação, aplica-se o Algoritmo 2 para cada patch
a ser dizimado. Primeiro, calcula-se a nova configuração do patch, ou seja, a sua
dizimação é simulada. Depois, gera-se uma bounding box de células cúbicas englo-
bando todos os vértices da borda do patch (Figura 15). Verifica-se para cada face da
nova configuração se ela intercepta algum cubo da bounding box que não faz parte
do complexo de células cúbicas. Essa informação é obtida acessando a textura de
células, a qual contém os dados de cada cubo da grade. Cubos que não fazem parte
do complexo de células cúbicas não possuem dados de projeção associados. As-
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sim, o patch pode ser dizimado apenas se todas as faces da nova configuração forem
interceptadas por células cúbicas.
Como descrito no Capítulo 4, a restrição imposta à dizimação dos patches
penaliza a taxa de compressão da conectividade, uma vez que um código de patch
nulo é adicionado. No entanto, os resultados mostram que as penalidades ocorrem
com pouca frequência, além dos bons resultados visuais obtidos.
Algoritmo 2 Pseudo-código do algoritmo para guiar o processo de simplificação.
Requer: complexo_de_celulas_cubicas
Requer: patch
1: nova_con f iguracao← Calcule a nova configuração do patch
2: bounding_box← Gere uma bounding box englobando todos os vértices da borda
do patch
3: mapeamento_incorreto← f also
4: para cada face f da nova_con f igurao faça
5: para cada cubo c da bounding_box faça
6: se f intercepta c então
7: se c não pertence ao complexo_de_celulas_cubicas então
8: mapeamento_incorreto← verdadeiro
9: Interrompe loop
10: fim se
11: fim se
12: fim para
13: fim para
14: se mapeamento_incorreto == f also então
15: Confirme a nova_con f iguracao
16: fim se
Figura 15 – Esquerda: patch com valência 6. Direita: bounding box englobando o patch com a nova
configuração.
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5.4 VISUALIZAÇÃO DOS MODELOS INTERMEDIÁRIOS
A aplicação da textura colorida no modelo 3D é realizada nos shaders1 aces-
sando a textura de células, e depende da forma como a estrutura de células cúbicas foi
armazenada nessa textura. A parte mais relevante do algoritmo de aplicação ocorre
no fragment shader : o fragmento é transformado a um ponto em coordenadas do
mundo. Calcula-se então a qual cubo da grade este ponto é pertencente. Após a
identificação do cubo, obtém-se o valor do centro de projeção da célula cúbica. O
ponto é então projetado na face da célula cúbica usando o centro de projeção para
obter o ponto de interseção. Esse ponto de interseção identifica a posição na textura
de células que armazena os dados referentes à face de projeção (uma das 6 faces
dependendo do tipo de projeção). A partir desses dados, calcula-se as coordenadas
de textura as quais permitem acessar a cor na textura colorida. Por fim, o fragmento
é colorido. Não há relação de dependência entre a aplicação da textura colorida e a
decodificação progressiva (descrita na Seção 4.1.2).
5.5 EXPERIMENTOS E COMPARAÇÕES
Os experimentos nesta seção foram conduzidos para os modelos 3D Monkey,
Anta e Joel, usando um computador com a seguinte configuração: Intel(R) Core(TM)2
Quad Processor Q8200 (2.33 GHz), 4GB de memória e NVIDIA GeForce GTX 560.
A Tabela 10(a) apresenta o número de vértices e faces dos modelos 3D origi-
nais. Dados sobre as texturas de células e texturas coloridas construídas para cada
modelo 3D são apresentadas na Tabela 10(b). Os tamanhos das texturas estão relaci-
onados ao tamanho das células, o qual depende das características geométricas: para
objetos que possuem formas regulares, a superfície pode ser parametrizada utilizando
células maiores; enquanto objetos mais detalhados, como a escultura do profeta Joel,
requerem células menores. O tamanho da célula foi fixado em 6 para grandes mo-
delos e em 30 para os modelos menores. As Figuras 16, 17 e 18 mostram o correto
mapeamento da textura colorida, a qual é compartilhada por todos os modelos inter-
mediários.
1Um shader é um programa executado na GPU, usado para modificar o processo de renderização
tradicional.
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Tabela 10 – Informações sobre os modelos 3D testados: (a) número de vértices e faces do modelo 3D
original; e (b) texturas de células e texturas coloridas.
(a)
Modelo 3D #vértices #faces
Monkey 50503 101002
Anta 206739 413470
Joel 1974038 3946493
(b)
Textura Textura de Células Textura ColoridaTamanho
Célula
Grade Resolução PNG Resolução PNG JPEG
Monkey 30 22x35x24 256x128 19,5 KB 2560x2528 3,4 MB 1,2 MB
Anta 30 35x16x19 256x128 12,5 KB 2048x2016 2,1 MB 920,8 KB
Joel 6 51x63x171 1024x1024 188,9 KB 2120x2120 4,4 MB 2,7 MB
(a) Modelo base -
1%
(b) 5% (c) 20% (d) 70%
Figura 16 – Visualização do modelo 3D Monkey: modelos intermediários compartilhando a mesma tex-
tura colorida.
(a) Modelo base - 1% (b) 20% (c) 70%
Figura 17 – Visualização do modelo 3D Anta: modelos intermediários compartilhando a mesma textura
colorida.
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(a) Modelo base - 1% (b) 20% (c) 70%
Figura 18 – Visualização do modelo 3D Joel: modelos intermediários compartilhando a mesma textura
colorida.
Nesta seção, a abordagem proposta é denominada AD + CCC, abreviação
para a combinação da compressão 3D progressiva baseada no método de Alliez e
Desbrun com o mapeamento de texturas por complexo de células cúbicas. AD + CCC
foi comparada a outras duas abordagens baseadas no método de Alliez e Desbrun:
Lee, Lavoué e Dupont (2010) para codificação do atributo de cor (LLD); e uma versão
desta adicionando a métrica para a preservação das cores proposta em seu trabalho
posterior (LEE; LAVOUÉ; DUPONT, 2012) (LLD + métrica cor). Essas duas abor-
dagens são descritas em detalhes no Capítulo 4. As três abordagens testadas são
derivadas de uma única implementação do algoritmo de Alliez e Desbrun, mantendo
iguais a precisão da quantização dos vértices. As diferenças entre as abordagens são:
LLD não possui restrições para a dizimação dos vértices; LLD + métrica cor impede
a dizimação de vértices que possam causar distorção visual baseado no atributo de
cor; enquanto AD + CCC impede a dizimação de vértices que possam causar erros
no mapeamento da textura colorida.
5.5.1 Taxa de Compressão
A Tabela 11 compara as taxas de bits requeridas para a reconstrução da co-
nectividade do modelo 3D original (A) a partir do modelo base (B) para as três aborda-
gens de compressão. A capacidade de compressão da conectividade para ambas as
abordagens orientadas por dados está diretamente relacionada às restrições à dizi-
mação dos vértices impostas por cada uma. Ao preservar as cores, LLD + métrica cor
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causa muitas penalidades. O custo adicional requerido para o armazenamento dos
dados de conectividade é significativo para grandes modelos, como o modelo 3D Joel.
Apesar de também ser orientada por dados, a restrição imposta por AD + CCC causa
poucas penalidades, apresentando taxas de compressão da conectividade similar à
abordagem que não é orientada por dados.
Tabela 11 – Taxas de compressão dos modelos testados em bits por vértice. Quantização dos vértices
usando 10 bits.
(a) Monkey
Abordagem #vértices A→ B Iterações Conectividade (bit/v)
LLD 50503→ 841 11 8,747
LLD + métrica cor 50503→ 831 15 11,126
AD + CCC 50503→ 835 12 8,909
(b) Anta
Abordagem #vértices A→ B Iterações Conectividade (bit/v)
LLD 206739→ 2163 12 8,282
LLD + métrica cor 206739→ 2182 26 13,841
AD + CCC 206739→ 2183 12 8,285
(c) Joel
Abordagem #vértices A→ B Iterações Conectividade (bit/v)
LLD 1974038→ 22844 12 8,390
LLD + métrica cor 1974038→ 23304 32 18,760
AD + CCC 1974038→ 23843 12 8,410
Como observado nos experimentos do Capítulo 4, a restrição imposta pela
métrica cor pode gerar superfícies com regiões mais simplificadas do que outras. Com
tal característica, LLD + métrica cor possui como desvantagem a possível deformação
da topologia a baixas resoluções. A Figura 19 mostra a renderização em wireframe
dos modelos base Monkey obtidos com as três abordagens de compressão. O modelo
base AD + CCC apresenta a superfície suave, assim como o modelo base LLD.
5.5.2 Qualidade Visual
Para a avaliação da qualidade visual foram selecionadas as vistas dos objetos
que apresentam detalhes visuais significativos e coloridos: a região das costas da
Anta destacando a pintura indígena; o pergaminho do profeta Joel com as passagens
bíblicas; e a região frontal do Monkey.
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(a) (b) (c)
Figura 19 – Diferenças visuais entre os modelos base Monkey: (a) LLD, (b) LLD + métrica cor e (c) AD
+ CCC.
As Tabelas 12, 13 e 14 mostram as curvas de distorção visual e os resultados
visuais obtidos com as abordagens de compressão. As curvas ilustram os valores
RMSE em função da porcentagem de elementos. As figuras das tabelas mostram os
resultados visuais de modelos intermediários em baixa resolução com similar número
de elementos (marcados nas curvas com  e ×). Calculou-se o RMSE vista a vista do
modelo intermediário com o modelo 3D original. A vista selecionada para o cálculo do
RMSE é apresentada ao lado do gráfico. Os modelos foram renderizados utilizando
um fragment shader. Os fragmentos são coloridos sem iluminação e sem sombre-
amento para minimizar a influência das diferenças geométricas. Para AD + CCC, é
aplicada a textura colorida em formato PNG (formato que suporta a compressão de
imagens sem perdas de dados).
De acordo com as curvas de distorção, LLD + métrica cor inicia com maior
distorção visual porém logo supera LLD ao preservar as cores. LLD + métrica cor pre-
serva as regiões delimitadas por descontinuidade de cor, como nos detalhes frontais
do Monkey e nas costas da Anta. As curvas AD + CCC iniciam com menor distorção
visual em comparação às abordagens que usam atributo de cor. Os modelos inter-
mediários AD + CCC apresentam boa aproximação ao modelo original em relação às
cores.
O mapeamento de texturas possui como vantagem a capacidade de adição
de detalhes à superfície quando há restrição geométrica para tal, efeito conhecido
como mascaramento visual. Esse efeito é visualmente significativo a baixas resolu-
ções, principalmente para grandes modelos, como o modelo 3D Joel. Como resultado,
AD + CCC provê a transição suave entre os modelos intermediários.
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Tabela 12 – Avaliação da qualidade visual do modelo 3D Monkey para as abordagens de compressão.
Curvas de distorção visual obtidas através do RMSE vista a vista. Comparação dos mode-
los intermediários com similar porcentagem de elementos.
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Porcentagem de elementos
LLD
LLD + métrica cor
AD + CCC
LLD () LLD + métrica cor () AD + CCC () Original
vértices: 841 vértices: 831 vértices: 835 vértices: 50503
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vértices: 1790 vértices: 1874 vértices: 1872 vértices: 50503
3,54% 3,71% 3,71%
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Tabela 13 – Avaliação da qualidade visual do modelo 3D Anta para as abordagens de compressão. Cur-
vas de distorção visual obtidas através do RMSE vista a vista. Comparação dos modelos
intermediários com similar porcentagem de elementos.
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4,86% 4,77% 4,85%
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Tabela 14 – Avaliação da qualidade visual do modelo 3D Joel para as abordagens de compressão. Cur-
vas de distorção visual obtidas através do RMSE vista a vista. Comparação dos modelos
intermediários com similar porcentagem de elementos.
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Tabela 15 – Custo para representar as coordenadas de textura: solução tradicional vs AD + CCC.
Modelo 3D #vértices Ctradicional CAD+CCC
Monkey 50503 394,55 KB 19,5 KB
Anta 206739 1,58 MB 12,5 KB
Joel 1974038 15,06 MB 188,9 KB
5.5.3 Custo de Armazenamento
Em geral, modelos 3D com textura requerem maior espaço de armazena-
mento que modelos 3D com atributo de cor, pois algumas texturas podem ser maiores
que o próprio modelo 3D. Para modelos 3D com atributo de cor e pouco coloridos, as
cores podem ser bem compactadas com técnicas de entropia ou tabelas de mape-
amento (LEE; LAVOUÉ; DUPONT, 2010). O mapeamento de texturas para modelos
3D progressivos requer o armazenamento de uma ou mais texturas coloridas para os
modelos intermediários. No entanto, o mapeamento de texturas possibilita a adição
de detalhes às superfícies e aumenta o realismo dos modelos 3D.
A abordagem AD + CCC é apropriada à compressão, uma vez que usa uma
estrutura de dados compacta para representar as coordenadas de textura (textura de
células). Uma única textura colorida é compartilhada por todos os modelos interme-
diários. Além disso, a textura colorida pode ser comprimida, por exemplo, no formato
JPEG.
Considere um modelo 3D com N vértices mapeado por uma textura. Na solu-
ção tracidional, as coordenadas de texturas (v, t) são representadas em ponto flutuante
(4 bytes float cada uma). Assim, o custo para representar as coordenadas de textura é
Ctradicional = N ∗ (2∗4). Já o custo da abordagem proposta é CAD+CCC = Tcelulas, ou seja,
o tamanho da textura de células (formato PNG). A Tabela 15 apresenta o custo da
solução tradicional e da abordagem proposta. Para os modelos 3D testados, o custo
de AD + CCC é menor, e a diferença é mais significativa para grandes modelos (e.g.
modelo 3D Joel).
5.5.4 Carregamento Progressivo da Textura Colorida
A compressão progressiva possibilita a visualização dos modelos intermediá-
rios na reconstrução 3D progressiva. No entanto, a textura colorida precisa ser carre-
gada antes de iniciar a visualização. Assim, a latência de visualização é determinada
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pelo tamanho dessa textura, a qual pode ser maior em tamanho em comparação ao
modelo 3D comprimido. Uma maneira de diminuir a latência é através do carrega-
mento progressivo da textura colorida. O algoritmo JPEG, frequentemente utilizado
para comprimir imagens de textura, suporta a codificação progressiva. Nesse modo,
as componentes de cor da imagem são codificadas em múltiplas varreduras (scans).
O primeiro scan produz uma versão em baixa resolução, enquanto os scans seguintes
aumentam gradualmente a resolução da imagem.
O gráfico da Figura 20 ilustra a porcentagem de elementos decodificados em
função do tempo na reconstrução progressiva do modelo 3D Joel, o qual possui o
maior arquivo de textura colorida (2,7 MB). O gráfico mostra a latência usando a tex-
tura colorida comprimida em JPEG progressivo e JPEG sequencial. Para uma velo-
cidade de conexão com a Internet de 10 Mbit/s, o primeiro scan da textura colorida
é realizado em menos de 1s. O JPEG progressivo possibilita iniciar a visualização
aproximadamente 2s antes do JPEG sequencial, porém requer aproximadamente 3s
a mais para finalizar a decodificação da imagem. Apesar de diminuir a latência, o
carregamento progressivo da textura colorida é vantajoso apenas se a decodificação
total da imagem for mais rápida que a velocidade da transferência de dados.
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Figura 20 – Latência de visualização na reconstrução progressiva do modelo 3D Joel (vermelho)
usando a textura colorida comprimida em JPEG progressivo (azul) e JPEG sequencial
(rosa).
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A Figura 21 mostra a renderização do modelo 3D Joel após o primeiro e se-
gundo scans. A textura colorida deixa de apresentar o aspecto “quadriculado” após o
segundo scan. Este experimento foi realizado usando um visualizador 3D e decodifi-
cador JPEG implementado em C++, OpenGL e a biblioteca libjpeg2.
(a) (b)
Figura 21 – Renderização do modelo 3D Joel com a textura comprimida com JPEG progressivo: (a)
primeiro scan e (b) segundo scan.
5.6 CONCLUSÃO
Este capítulo apresentou uma nova abordagem de compressão 3D progres-
siva orientada por dados com o objetivo de melhorar a qualidade visual de modelos 3D
coloridos. As cores são representadas por uma textura colorida ao invés de atributo
de cor. São construídas duas texturas: a textura de células contendo o complexo de
células cúbicas, com a qual são geradas as coordenadas de textura durante a visu-
alização baseada em GPU; e uma textura colorida contendo as cores do modelo 3D
original, a qual é compartilhada por todos os modelos intermediários. Na compressão
3D progressiva, os dados do mapeamento de textura contidos na textura de células
são usados para guiar o processo de simplificação impedindo a dizimação de vértices
que possam causar erros no mapeamento da textura colorida.
2libjpeg.sourceforge.net
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Os resultados dos experimentos mostram que a abordagem proposta é apro-
priada à compressão progressiva de modelos 3D coloridos. A restrição imposta à
dizimação dos vértices para a preservação do mapeamento da textura colorida gera
poucas penalidades, pouco interferindo na capacidade de compressão da conectivi-
dade. As coordenadas de texturas são representadas por meio de uma estrutura de
dados compacta armazenada em uma pequena textura, enquanto a textura colorida
pode ser bem compactada usando algoritmos de compressão de imagens. A textura
colorida é corretamente compartilhada por todos os modelos intermediários, aumen-
tando significativamente a qualidade visual a baixas resoluções.
Prover boa qualidade visual a baixas resoluções é essencial para aplicações
executadas em ambientes com recursos limitados ou que precisam restringir o uso
de dados de geometria, como na visualização de modelos 3D realistas. Através do
mapeamento de textura, a abordagem proposta provê a transição suave entre os mo-
delos intermediários, os quais apresentam boa aproximação ao modelo original em
relação às cores. Assim, a abordagem proposta mostra-se uma solução eficiente para
a reconstrução 3D progressiva de modelos 3D onde a qualidade visual é requisito pri-
mário. Além disso, a ideia principal de representar as cores do modelo 3D através do
mapeamento de texturas por complexo de células cúbicas pode ser adaptada a ou-
tros métodos progressivos, como Progressive Meshes ou abordagens multi-resolução
view-dependent.
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6 FRAMEWORK DE VISUALIZAÇÃO 3D BASEADA NA WEB: UM CASO DE
ESTUDO NA VISUALIZAÇÃO INTERATIVA DE MODELOS 3D DE
ESCULTURAS DE ALEIJADINHO
O Grupo IMAGO de Pesquisa da Universidade Federal do Paraná, em parceria
com o IPHAN e a UNESCO, realizou a digitalização 3D de esculturas barrocas feitas
por Aleijadinho. Este capítulo apresenta um caso de estudo na visualização remota
de modelos 3D do conjunto de esculturas chamado Os Doze Profetas, uma das obras
mais conhecidas do artista. O framework de visualização 3D baseada na web apre-
sentado neste capítulo complementa o processo de preservação digital e divulgação
da obra de Aleijadinho.
As esculturas dos profetas de Aleijadinho estão localizadas no Santuário de
Bom Jesus de Matosinhos em Congonhas, Minas Gerais, considerado patrimônio
mundial pela UNESCO. O Santuário foi construído entre os séculos XVIII e XIX, sendo
composto por uma igreja, um adro dos profetas e seis capelas. O adro contém doze
esculturas de profetas do velho testamento, com tamanho próximo ao natural, dispos-
tos em ordem simétrica e alternada de acordo com a citação na Bíblia. As esculturas
foram feitas em pedra sabão, um material macio e fácil de ser danificado. Localizadas
em ambiente externo com visitação livre, as esculturas sofrem a infestação de líquens,
ações de vandalismo, além da própria degradação natural.
O processo de digitalização 3D desenvolvido pelo grupo IMAGO tem como
objetivo a geração de modelos 3D com alto nível de fidelidade aos objetos físicos. O
realismo dos modelos 3D é alcançado devido à precisão geométrica e à preservação
da aparência do objeto. Assim, os modelos 3D são comprimidos a fim de facilitar a
sua transmissão e diminuir a latência de visualização. Para tal, foi utilizada a aborda-
gem de compressão 3D progressiva orientada por dados de mapeamento de textura
descrita no Capítulo 5. Os dados obtidos nesse processo são armazenados em uma
base de dados de apoio à reconstrução 3D progressiva. Por fim, os modelos 3D são
disponibilizados para visualização através de uma aplicação web.
Além do grupo IMAGO, a Universidade de São Paulo (Museu de Ciências e
Pró-reitoria de Cultura e Extensão) também realizou a digitalização 3D das esculturas
dos profetas de Aleijadinho (RODRIGUES et al., 2013). Recentemente, Lavoué, Che-
valier e Dupont (2013) propuseram uma solução técnica para a visualização remota
de modelos 3D na web. A abordagem proposta provê a transmissão e a visualização
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de modelos 3D compridos através do navegador web. As principais diferenças destes
trabalhos em relação ao framework proposto são apresentadas na Seção 6.7.
6.1 DIGITALIZAÇÃO 3D
Para a digitalização 3D das esculturas foi utilizado um pipeline composto por
três etapas principais: aquisição dos dados, reconstrução 3D e geração de textura. As
imagens de profundidade e imagens coloridas foram obtidas utilizando um scanner a
laser (Minolta Vivid 910) e uma câmera digital colorida (Canon EOS5D). A reconstru-
ção 3D é composta por: (1) registro ou alinhamento; (2) integração; (3) preenchimento
de buracos; e (4) geração da malha. Por fim, é gerada uma textura de alta qualidade
a partir das fotografias de alta resolução capturadas na aquisição. Este processo
consiste em uma combinação de algoritmos desenvolvidos por alunos de mestrado e
doutorado do grupo IMAGO. Os resultados da preservação digital 3D da escultura do
profeta Joel foram publicados no Journal of Cultural Heritage (ANDRADE et al., 2011).
6.2 COMPRESSÃO 3D PROGRESSIVA ORIENTADA POR DADOS
Como descrito no Capítulo 5, a abordagem de compressão 3D progressiva
orientada por dados proposta nesta tese provê a melhoria da qualidade visual de mo-
delos 3D coloridos por meio do mapeamento de textura. Baseado no mapeamento
por complexo de células cúbicas, são construídas duas texturas: a textura de células
contendo o complexo de células cúbicas, com a qual são geradas as coordenadas de
textura durante a visualização baseada em GPU; e uma textura colorida contendo as
cores do modelo 3D original, a qual é compartilhada por todos os modelos intermediá-
rios. Na compressão 3D progressiva, os dados do mapeamento de textura contidos
na textura de células são usados para guiar o processo de simplificação impedindo a
dizimação de vértices que possam causar erros no mapeamento da textura colorida.
6.3 BASE DE DADOS
O diagrama da Figura 22 provê uma visão geral da base de dados usada para
apoiar a reconstrução 3D progressiva. A Tabela tb_modelo armazena informações so-
bre cada modelo 3D gerado no processo de digitalização 3D. A Tabela tb_mapeamento_ccc
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relaciona o resultado da construção das texturas: a textura de células (tb_textura_celulas)
e a textura colorida (tb_textura_colorida). Na Tabela tb_compressao consta o mapea-
mento por complexo de células cúbicas utilizado na compressão 3D progressiva ori-
entada por dados. Os dados de refinamento gerados a cada iteração do algoritmo de
compressão são armazenados na Tabela (tb_iteracao). Por fim, as informações sobre
o modelo base obtido na última iteração são armazenadas na Tabela tb_modelo_base.
Figura 22 – Diagrama do modelo de dados usado para apoiar a reconstrução 3D progressiva.
83
Servidor Web
Banco de
 Dados
Servlet
Navegador Web
Dados de Refinamento
Modelo Base
Textura de Células
Textura Colorida
Visualizador 3D
Decodificador
Figura 23 – Diagrama da aplicação web.
6.4 APLICAÇÃO WEB
A visualização remota dos modelos 3D dos profetas é feita através de uma
aplicação web, composta por um visualizador 3D e um servidor web conectado a um
banco de dados. A Figura 23 mostra o diagrama da aplicação. O visualizador 3D
recebe como entrada um modelo base, uma textura de células e uma textura colorida,
e os dados de refinamento são solicitados ao servidor. Devido ao mapeamento de
textura, a visualização do modelo 3D inicia após o carregamento das texturas na me-
mória da placa da vídeo. O usuário pode interagir livremente com o modelo 3D através
do mouse ou toque na tela (touch screen), e ainda há a opção da interface gráfica e
teclas de atalho (Figura 24).
O visualizador 3D consiste em uma página web desenvolvida em HTML5, Ja-
vaScript e WebGL. A WebGL possibilita a exibição de gráficos 3D no navegador web
sem a instalação de plugins. Com a linguagem JavaScript é possível criar interfa-
ces dinâmicas. No entanto, esta linguagem possui uma limitação que é sua natureza
single-threaded, ou seja, o código JavaScript só pode ser executado em uma única
thread. Felizmente, o HTML5 através dos Web Workers provê uma maneira de execu-
tar scripts em background. Assim, a reconstrução progressiva do modelo 3D pode ser
realizada em paralelo à interação do usuário.
6.4.1 Reconstrução 3D Progressiva
Seja d0,d1, ...,dI−1 a sequência de dados de refinamento obtidos com I itera-
ções do algoritmo de compressão 3D progressiva. A reconstrução 3D progressiva
consiste em um processo iterativo de refinamento do modelo 3D, que tem como re-
sultado a sequência m1,m2, ...,mI de modelos intermediários, onde mI é o modelo 3D
original. Cada modelo intermediário é dado por:
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(a) (b)
Figura 24 – Visualização de modelos 3D utilizando a aplicação web desenvolvida: (a) profeta Amós a
partir de um computador e (b) profeta Baruc a partir de um tablet.
mi = decodi f icador(mi−1,di−1) para i= {1,2, ..., I} e m0 = modelo base (7)
O decodificador recebe como entrada um modelo intermediário e os dados de
refinamento correspondentes a este modelo, realiza a decodificação (algoritmo des-
crito na Seção 4.1.2) e por fim retorna o modelo 3D refinado. Este modelo é atua-
lizado no buffer de renderização e depois retorna ao decodificador. Como descrito
no Capítulo 5, o mapeamento da textura colorida ocorre a cada frame nos shaders,
independentemente a este processo.
A sequência de dados de refinamento é solicitada ao servidor em paralelo
antes de iniciar a reconstrução 3D progressiva. A decodificação de um modelo inter-
mediário mi é feita assim que mi−1 e di−1 estão disponíveis. Uma pequena servlet1 é
responsável por atender às solicitações. Os dados de refinamento de cada modelo in-
termediário são acessados no banco de dados através do identificador da compressão
progressiva e do número da iteração (id_compressao e num_iteracao). Essa abordagem
de implementação permite controlar os níveis de reconstrução.
1Programa Java que estende a funcionalidade do servidor web.
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O algoritmo de decodificação requer memória adicional para acomodar os no-
vos elementos. Uma grande quantidade de objetos precisa ser alocada e desalocada
a cada iteração. No entanto, a linguagem JavaScript não possibilita o gerenciamento
explícito da memória. Por isso, a maioria dos objetos é reutilizada a cada iteração.
Este esforço de implementação visa minimizar as pausas causadas pela execução do
garbage colletor, as quais diminuem a taxa de frames por segundo (fps).
6.5 RESULTADOS EXPERIMENTAIS
Os experimentos nesta seção foram conduzidos para os modelos 3D dos pro-
fetas Joel, Baruc e Habacuc. Os resultados da compressão 3D progressiva orientada
por dados são apresentados na Tabela 16. A taxa de bits requerida para reconstrução
total da conectividade e da geometria do modelo 3D original (A) é dada em bits por
vértice. Os modelos base (B) possuem em torno de 1,16% de elementos do modelo
3D original e foram obtidos com 12 iterações do algoritmo de compressão.
Tabela 16 – Resultado da compressão 3D progressiva orientada por dados: (a) textura de células e
textura colorida; e (b) taxas de compressão dos modelos 3D testados. Quantização dos
vértices usando 10 bits.
(a)
Textura Textura de Células Textura ColoridaTamanho
Célula
Grade Resolução PNG Resolução JPEG
Joel 6 51x63x171 1024x1024 188,9 KB 2120x2120 2,7 MB
Baruc 6 57x52x171 1024x1024 195 KB 2128x2120 2,6 MB
Habacuc 6 72x55x171 1024x1024 172,6 KB 2054x2056 2,9 MB
(b)
Modelo 3D #vértices A #vértices B (tamanho) Conectividade + Geometria (bit/v)
Joel 1974038 23843 (336 KB) 15,98
Baruc 2887390 33463 (472 KB) 14,98
Habacuc 2924749 33808 (480 KB) 14,85
Para o experimento de visualização 3D remota foram utilizados um notebook
Intel(R) Core(TM) i3 (2.30 GHz) com 4GB de memória, navegador web Google Ch-
rome e velocidade de conexão com a Internet de 10 Mbit/s.
A Tabela 17 apresenta a comparação entre a compressão 3D progressiva e a
transmissão do modelo 3D original no formato ASCII sem compressão e comprimido
com ZIP. O tamanho informado para a compressão 3D progressiva é dado pela soma
dos tamanhos do modelo base, textura de células e textura colorida. A compressão
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do modelo 3D original com ZIP diminui a latência de visualização. A compressão
progressiva requer um tempo maior para disponibilizar o modelo 3D original, porém
o usuário espera apenas em torno de 3s para iniciar a visualização. Os gráficos da
Figura 25 ilustram a porcentagem de elementos decodificados em função do tempo
para os modelos 3D Joel e Habacuc. O tempo de reconstrução possui comportamento
linear em relação à porcentagem de elementos. O tempo de reconstrução total é
considerado rápido para uma implementação JavaScript.
Tabela 17 – Latência de visualização: transmissão do modelo 3D original no formato ASCII sem e com
compressão (ZIP) e compressão 3D progressiva.
Modelo 3D Sem compressão Com compressão (ZIP) Compressão 3D progressivaTamanho Latência Tamanho Latência Tamanho Latência T. Recons.
Joel 197 MB 2,60min 34 MB 26,52s 3,1 MB 2,97s 1,36min
Baruc 290 MB 3,88min 47 MB 37,16s 3,2 MB 3,17s 1,96min
Habacuc 295 MB 3,93min 49 MB 38,99s 3,4 MB 3,42s 2,02min
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Figura 25 – Visualização remota dos modelos 3D: (a) Joel e (b) Habacuc. Reconstrução 3D progres-
siva em vermelho e latência em azul. Latência considerando a transmissão do modelo 3D
original comprimido com ZIP em rosa.
As Figuras 26 e 27 apresentam os resultados visuais da reconstrução 3D pro-
gressiva. A abordagem de compressão 3D progressiva orientada por dados proposta
nesta tese provê modelos intermediários com boa qualidade visual mesmo a baixas
resoluções. A preservação das cores através do mapeamento de textura possibilita
a transição suave entre os modelos intermediários. O primeiro modelo intermediário
exibido para o usuário (em torno de 1%) apresenta aproximação razoável ao modelo
3D original (100%). Modelos intermediários em torno de 20% de elementos são vi-
sualmente similares ao modelo 3D original. Os modelos 3D são visualizados com
aproximadamente 25-30 fps após a reconstrução total.
87
(a) 1% (b) 20% (c) 100%
Figura 26 – Visualização de modelos intermediários na reconstrução progressiva do modelo 3D Haba-
cuc.
(a) 1% (b) 20% (c) 100%
Figura 27 – Visualização de modelos intermediários na reconstrução progressiva do modelo 3D Baruc.
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O desempenho da reconstrução 3D progressiva depende do tempo de res-
posta da aplicação. O tempo de reconstrução apresentado na Tabela 17 considera
o tempo de resposta quando o servidor atende um usuário por vez. No cenário em
que há vários acessos simultâneos, o servidor tende a demorar para atender as so-
licitações dos usuários, aumentando assim o tempo de reconstrução. Para avaliar o
desempenho da reconstrução 3D progressiva, a aplicação web foi submetida a uma
bateria de testes simulando acessos simultâneos. Para tal, foi utilizada a ferramenta
open source JMeter2, a qual possibilita a realização de testes de desempenho, de
carga e de stress em aplicações web. O Apache Tomcat3 atua como o servidor web,
integrado com o sistema gerenciador de banco de dados PostgreSQL4.
Para a reconstrução total de cada modelo 3D, 12 requisições HTTP são soli-
citadas sequencialmente ao servidor (12 iterações ⇒ sequência de 12 dados de refi-
namento). A decodificação de um modelo intermediário pode ser realizada somente
quando os dados de refinamento correspondentes estão disponíveis. Considerando
essas definições, o tempo de reconstrução médio foi calculado simulando 50 e 100
acessos simultâneos para a visualização remota do modelo 3D Habacuc, o maior en-
tre os modelos testados. Primeiro foi calculado o tempo de reconstrução médio obtido
com 10 visualizações considerando um único acesso por vez. Depois, foi simulado o
acesso simultâneo realizado por 50 e 100 usuários. Através do JMeter, obteve-se o
tempo de resposta médio de cada uma das 12 requisições nas baterias de testes.
O gráfico da Figura 28 mostra o tempo de resposta médio para cada requi-
sição. Observa-se que, ao aumentar a carga do servidor, o tempo de resposta das
requisições também aumenta. Nos gráficos da Figura 29 pode-se observar o impacto
do aumento do tempo de resposta no desempenho da reconstrução 3D progressiva.
Caixas com mesma cor representam a decodificação do modelo intermediário e os
dados de refinamento correspondentes. O espaço em branco entre as caixas da de-
codificação representa o tempo ocioso no aguardo dos dados de refinamento. A re-
construção do modelo 3D Habacuc requer aproximadamente: 2min no cenário ideal
em que há um único acesso por vez; 3,76min quando há 50 acessos simultâneos; e
6,68min quando há 100 acessos simultâneos.
2jmeter.apache.org
3tomcat.apache.org
4www.postgresql.org
89
Figura 28 – Tempo de resposta médio de 12 requisições na reconstrução progressiva do modelo 3D
Habacuc. Comparação entre 50 e 100 acessos simultâneos ao servidor.
(a)
(b)
Figura 29 – Tempo médio da reconstrução total do modelo 3D Habacuc simulando: (a) 50 e (b) 100
acessos simultâneos.
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Os resultados visuais dos modelos 3D, como se pode observar nas Figuras 26
e 27, sugerem que os modelos intermediários em torno de 20% de elementos decodi-
ficados são visualmente similares ao modelo 3D original. Baseado nessa observação,
a reconstrução do modelo 3D Habacuc foi limitada em 20%, equivalente apenas as 8
primeiras requisições. Os gráficos da Figura 30 mostram os tempos de reconstrução
médios obtidos: 52,62s quando há 50 acessos; e 1,67min quando há 100 acessos si-
multâneos. Assim, esta pode ser uma estratégia para manter o bom desempenho da
reconstrução 3D progressiva quando há grande quantidade de acessos simultâneos
ao servidor. Os benefícios também são significativos no cenário em que há restrições
de acesso remoto.
(a)
(b)
Figura 30 – Tempo médio da reconstrução do modelo 3D Habacuc limitada em 20% de elementos si-
mulando: (a) 50 e (b) 100 acessos simultâneos.
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6.6 AVALIAÇÃO SUBJETIVA DA QUALIDADE VISUAL PARA A SELEÇÃO DOS NÍ-
VEIS DE RECONSTRUÇÃO
Os experimentos de visualização 3D remota mostraram que o aumento da
carga do servidor pode diminuir o desempenho da reconstrução 3D progressiva. Ao
disponibilizar modelos 3D realistas, a aplicação web precisa considerar os recursos
disponíveis no lado do cliente. Se há restrições de memória e processamento, é mais
eficiente transmitir o mínimo de dados de geometria e alocar os recursos restantes
para os dados de textura. Pan, Cheng e Basu (2005) observaram através de experi-
mentos subjetivos que após a malha alcançar uma certa resolução, aumentar ainda
mais a sua resolução não tem impacto visual significativo, enquanto aumentar a reso-
lução da textura continua a melhorar a qualidade visual de todo o objeto. O desafio é
definir qual o mínimo de dados de geometria necessários para não haver degradação
significativa da qualidade visual.
Em geral, os testes subjetivos são realizados em um ambiente controlado (em
laboratório por exemplo) com recursos devidamente alocados (memória, processador,
placa de vídeo, etc). Geralmente, um programa stand-alone é implementado especial-
mente para a realização dos testes. Os observadores/participantes são supervisiona-
dos por aplicadores, os quais orientam como interagir e responder às perguntas. Por
fim, os observadores fornecem sua opinião sobre a qualidade visual do modelo 3D.
Esta seção descreve uma metodologia para a avaliação da qualidade visual
subjetiva da reconstrução 3D progressiva como alternativa à avaliação através de mé-
tricas objetivas. O objetivo é selecionar os níveis de reconstrução que apresentam
qualidade visual suficiente de acordo com a opinião de observadores humanos. As
respostas obtidas nos experimentos são armazenadas na base de dados da aplica-
ção e podem ser utilizadas como parâmetro para limitar os níveis de reconstrução em
caso de acessos simultâneos ou para facilitar o acesso remoto. As próximas seções
descrevem as etapas da metodologia proposta e os resultados obtidos.
6.6.1 Cenário
• Modelo 3D: Os modelos 3D são comprimidos progressivamente até obter um
modelo base suficientemente pequeno para ser transmitido na Internet.
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• Textura: Uma textura colorida é aplicada ao modelo 3D utilizando shaders. O
efeito de mascaramento visual devido ao mapeamento de texturas é desejado,
uma vez que um dos objetivos do experimento é determinar qual o mínimo de
dados de geometria para prover modelos 3D com boa qualidade visual.
• Interação: Os participantes podem interagir livremente com o modelo 3D, atra-
vés do mouse, touch screen, ícones presentes na interface gráfica e teclas de
atalho.
• Área de Exibição: A área de exibição do modelo 3D ocupa todo o espaço da
tela disponível pelo navegador web (full-screen é permitido).
• Níveis: Modelos intermediários a partir do modelo base ao modelo 3D original.
• Duração: A duração do experimento inclui o tempo necessário para reconstruir
completamente o modelo 3D e depende do tempo do usuário para responder às
perguntas.
• Plano de fundo: Fundo em preto uniforme.
6.6.2 Procedimento
Uma página web apresenta as informações sobre o projeto, objetivos do expe-
rimento e a definição de reconstrução 3D progressiva exemplificada através de uma
animação. O usuário é orientado a como proceder no experimento: das instruções
sobre como interagir com o modelo 3D às perguntas que deverão ser respondidas.
Primeiro, o usuário é orientado a realizar uma visualização teste para exercitar a in-
teração 3D. Antes de iniciar o experimento, uma animação do modelo 3D original é
apresentada ao usuário, a qual permite visualizar os detalhes do objeto através da
ampliação em variados pontos de vista. O participante pode assistir novamente o ví-
deo dessa animação em qualquer momento durante a realização do experimento sem
sair da página de visualização.
A visualização de um modelo 3D é dividida em etapas, em cada qual é so-
licitada a opinião do participante. Um aviso é exibido na tela informando o início de
cada etapa. Tempo após o início da etapa, duas perguntas são feitas ao participante
(Figura 31):
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1. Você percebeu melhoria na qualidade visual do objeto durante esta etapa?
Percebi pouca melhoria na qualidade.
Percebi melhoria na qualidade.
Percebi grande melhoria na qualidade.
Não percebi diferença na qualidade.
2. Esta qualidade visual está suficiente para você?
Sim.
Não.
O participante é orientado a marcar a opção “Percebi melhoria na qualidade”
caso tenha percebido a melhoria visual, porém não seja capaz de quantificá-la. A pri-
meira pergunta visa capturar a percepção das transições dos modelos intermediários,
ou seja, quais transições são facilmente percebidas ou não. Já a segunda, visa avaliar
diretamente a satisfação do usuário quanto à qualidade visual do modelo 3D. Para
detectar falso positivo nas respostas, uma etapa é adicionada ao experimento na qual
não ocorre uma transição de modelos intermediários.
6.6.3 Base de Dados
Os dados obtidos nos experimentos são organizados na base de dados como
descrito do diagrama da Figura 32. As informações sobre cada participante são ar-
mazenadas na Tabela tb_observador. A Tabela tb_experimento relaciona o participante
e o modelo 3D avaliado. A opinião sobre a qualidade visual dos modelos 3D em
cada etapa da visualização é armazenada na Tabela tb_avaliacao. Os dados sobre a
interação 3D (parâmetros de visualização) também são coletados e armazenados na
Tabela tb_parametro. Através de consultas ao banco de dados pode-se obter várias in-
formações, e.g a partir de qual nível de reconstrução os participantes pouco percebem
aumento na qualidade visual ou quais as vistas dos objetos são mais visualizadas.
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(a)
(b)
Figura 31 – Realização do experimento para a avaliação da qualidade visual subjetiva da reconstrução
progressiva do modelo 3D Habacuc: (a) aviso sobre o início da etapa e (b) perguntas sobre
a qualidade visual do modelo 3D.
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Figura 32 – Diagrama do modelo de dados usado para armazenar informações e dados obtidos no
experimento subjetivo.
6.6.4 Seleção das Etapas
Seja m0,m1,m2, ...,mn a sequência de n+1 modelos intermediários da recons-
trução progressiva, onde m0 e mn representam o modelo base e modelo 3D original
respectivamente. Uma etapa apresenta a transição visual de mi → m j tal que i < j.
A seleção de poucas etapas pode não atender ao objetivo do experimento, enquanto
um número grande de etapas pode tornar o teste exaustivo. Transições de modelos
intermediários a baixas resoluções com pouca variação de qualidade possuem gran-
des chances de não serem percebidas pelo usuário, por isso o modelo base não deve
apresentar uma degradação excessiva.
6.6.5 Execução
O Algoritmo 3 mostra o pseudo-código da execução do experimento para um
modelo 3D com N etapas previamente definidas. Cada etapa assume os seguintes
estados: inicio, pré-transição, transição, pós-transição e coleta. Ao iniciar uma etapa
k, m(k)a está sendo visualizado e um alerta de início da etapa k é exibido na tela. A exe-
cução permanece em estado de pré-transição enquanto m(k)b está sendo requisitado
(decodificado). Se m(k)b está disponível e se m
(k)
a foi exibido por pelo menos o tempo
mínimo (fixado em 20 segundos), m(k)b é renderizado (transição). m
(k)
b então torna-se
m(k+1)a e imediatamente, m
(k+1)
b é requisitado em paralelo. Aguarda-se o tempo mínimo
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para exibição de m(k)b (pós-transição) para iniciar a coleta dos dados. Enquanto as res-
postas são aguardadas durante a coleta, não é permitida a interação com o modelo
3D. Após o armazenamento das respostas na base de dados, a etapa k+1 inicia.
Algoritmo 3 Pseudo-código do algoritmo para a execução do experimento.
Requer: TEMPO_MIN
Requer: num_etapas← N
1: k← 0
2: estado← INICIO
3: tempo_transicao← 0
4: enquanto k < num_etapas faça
5: se estado= INICIO então
6: k← k+1
7: exibe_modelo(mak)
8: exibe_alerta(k)
9: estado← PRE_TRANSICAO
10: tempo_transicao← horario_sistema()
11: fim se
12: tempo_passou← horario_sistema()− tempo_transicao
13: se (estado = PRE_TRANSICAO) e (tempo_passou ≥ TEMPO_MIN) e (mbk esta
disponível) então
14: estado← TRANSICAO
15: exibe_modelo(mbk)
16: mak+1← mbk
17: requisita_modelo(m(k+1)b )
18: tempo_transicao← horario_sistema()
19: estado← POS_TRANSICAO
20: fim se
21: se (estado= POS_TRANSICAO) e (tempo_passou≥ TEMPO_MIN) então
22: estado←COLETA
23: coleta_dados(k)
24: estado← INICIO
25: fim se
26: fim enquanto
6.6.6 Resultados
Para a avaliação da qualidade visual subjetiva da reconstrução progressiva
do modelo 3D Habacuc foram selecionados quatro participantes com experiência em
visualização de gráficos 3D realistas. Todos os 12 modelos intermediários foram sub-
metidos à avaliação, portanto, o experimento contém 13 etapas de visualização (uma
etapa a mais para detecção de falso positivo).
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A Tabela 18 apresenta os resultados do experimento para cada um dos par-
ticipantes. O tempo total para a realização do experimento foi de aproximadamente
10min. Os participantes responderam que o objeto apresenta boa qualidade visual
(BQV) entre o 6◦ e o 8◦ nível de reconstrução, este último corresponde a 20% de
elementos decodificados (como observado nos resultados visuais apresentados na
Seção 6.5). A opção “Não percebi diferença na qualidade visual” foi a mais escolhida
pelos participantes, seguida por “Percebi pouca melhoria na qualidade visual”. Não
houve a ocorrência de falso positivo. Baseado neste experimento, conclui-se que a
reconstrução progressiva do modelo 3D Habacuc pode ser limitada a partir do 8o nível
sem acometer a qualidade visual.
Tabela 18 – Resultado do experimento para avaliação subjetiva da qualidade visual da reconstrução
progressiva do modelo 3D Habacuc. BQV é a sigla para “boa qualidade visual”.
Participante #interações Tempo Nível BQV
1 115 9,54min 7
2 190 10,11min 6
3 118 9,23min 7
4 153 9,48min 8
6.7 COMPARAÇÃO COM TRABALHOS SIMILARES
A solução técnica para visualização 3D remota proposta por Lavoué, Chevalier
e Dupont (2013) é baseada nos métodos de compressão 3D progressiva de Alliez e
Desbrun (2001) e Lee, Lavoué e Dupont (2012). Entre as principais características
dessa solução destacam-se a implementação de operações geométricas complexas
em JavaScript e a utilização das tecnologias web WebGL e HTML5. As principais
diferenças deste trabalho em relação ao framework proposto são:
• Contexto de aplicação: Lavoué et al. conduziram seus experimentos a modelos
3D menores, sendo o maior com 540K vértices. O framework proposto foi apli-
cado a modelos 3D realistas obtidos no processo de digitalização 3D, os quais
possuem aproximadamente 2-3M vértices. Através dos experimentos pôde-se
avaliar o desempenho das recentes tecnologias web a condições complexas de
memória e processamento.
98
• Modelos 3D coloridos: As vantagens e desvantagens no uso da métrica de
cor apresentada em (LEE; LAVOUÉ; DUPONT, 2012) para prevenir a dizimação
de vértices que possam causar distorção visual foram discutidas exaustivamente
nos Capítulos 4 e 5. O framework proposto utiliza a abordagem de compressão
3D progressiva orientada por dados proposta no Capítulo 5.
• Implementação no lado do servidor: Na solução proposta por Lavoué et al.,
os dados de refinamento são armazenados em um arquivo binário P3DW, e não
há implementação no lado do servidor para disponibilizar estes dados. A im-
plementação do servidor permite controlar os níveis de reconstrução do modelo
3D. Os limites de desempenho da aplicação web do framework proposto não
foram avaliados em dispositivos móveis. No entanto, o servidor pode identificar
esse tipo de acesso e limitar a reconstrução progressiva para viabilizar o acesso
remoto por estes dispositivos.
O projeto “Aleijadinho 3D” (RODRIGUES et al., 2013) da Universidade de São
Paulo utilizou técnicas avançadas de aquisição e tratamento de malhas para a geração
dos modelos 3D das esculturas dos profetas de Aleijadinho. Versões simplificadas dos
modelos 3D das esculturas são apresentadas em um cenário virtual representando o
adro dos profetas5. Destacam-se como contribuição os esforços realizados para a
divulgação do patrimônio cultural nacional. Seguem as principais diferenças:
• Digitalização 3D: O processo de digitalização 3D realizada pelo projeto Ajei-
jadinho 3D possui etapas manuais. Por exemplo, o preenchimento de buracos
devido à oclusão de regiões onde o scanner não alcança foi realizado manu-
almente com auxílio do MeshLab6. O Blender7 foi utilizado para modelagem,
amostragem, entre outras tarefas. Uma etapa de coloração foi necessária, já
que as cores do objeto não foram capturadas na aquisição. Uma empresa espe-
cializada em coloração de imagens 3D realizou esta etapa de forma voluntária.
Especialistas da empresa inseriram as informações de cor na malha 3D com au-
xílio de fotos coloridas. Diferentemente, o processo de digitalização 3D realizado
pelo grupo IMAGO utilizou um pipeline completo que envolve desde a aquisição
5www.aleijadinho3d.icmc.usp.br
6meshlab.sourceforge.net
7www.blender.org
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dos dados até a geração de texturas de alta qualidade. Este pipeline consiste
em uma combinação de algoritmos desenvolvidos por alunos do grupo. A maior
parte do processo é automática, e não há informações subjetivas inseridas nos
modelos 3D.
• Preservação Digital 3D: Apesar dos esforços realizados pelo projeto Aleijadi-
nho 3D, os modelos 3D gerados apresentam restrições quanto a sua utilização
para preservação digital devido às características da digitalização 3D empre-
gada. Além da precisão geométrica, as cores originais dos objetos são impor-
tantes para as atividades de preservação digital. Informações relevantes sobre
os objetos são obtidas através das cores, como por exemplo para a observação
de regiões da superfície da escultura com presença de líquens.
• Visualização dos Modelos 3D: Os modelos 3D apresentados no cenário real
dos adro dos profetas provê uma visão geral da obra de Aleijadinho. Os mode-
los 3D das esculturas são simplificados na etapa de amostragem para facilitar
a disponibilização na web. A visualização no navegador web é feita através do
plugin Unity Web Player8, disponível para Windows e Mac OS (infelizmente não
há suporte oficial para o Linux). O framework proposto nesta tese provê a dispo-
nibilização de modelos 3D realistas para o estudo remoto dos objetos de forma
individual. Além de ser multiplataforma, a aplicação web desenvolvida não re-
quer a instalação de plugins.
6.8 CONCLUSÃO
Este capítulo apresentou um caso de estudo na visualização web de mode-
los 3D de esculturas feitas pelo artista Aleijadinho. O framework de visualização 3D
baseada na web incorpora a compressão 3D progressiva orientada por dados, uma
base de dados de apoio à reconstrução 3D progressiva e uma aplicação web para a
visualização 3D remota. Os principais benefícios da solução proposta são:
• A visualização interativa de modelos 3D realistas no navegador web.
• Não requer a instalação de plugins.
8unity3d.com
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• Representação compacta dos modelos 3D coloridos.
• Transição suave entre os modelos intermediários.
• Baixa latência de visualização.
• Controle dos níveis de reconstrução.
• Possibilita a realização de experimentos subjetivos.
A solução proposta provê a visualização interativa de modelos 3D realistas no
navegador web sem a necessidade de instalação de plugins. Os modelos 3D colo-
ridos são bem compactados na compressão 3D progressiva orientada por dados, a
qual provê a transição suave entre os modelos intermediários. A reconstrução 3D pro-
gressiva diminui a latência de visualização, uma vez que permite a interação enquanto
o modelo 3D é carregado. A estrutura do framework permite controlar os níveis de
reconstrução para suportar acessos simultâneos ao servidor ou quando há restrições
de acesso remoto.
Uma metodologia para a avaliação da qualidade visual subjetiva da recons-
trução 3D progressiva foi proposta como alternativa à avaliação através de métricas
objetivas. Os dados obtidos nos experimentos podem ser utilizados como parâmetro
para a seleção dos níveis de reconstrução. Como trabalho futuro, os experimentos
subjetivos podem ser aplicados a diferentes perfis de participantes, incluindo desde
estudantes universitários a especialistas em preservação digital. A percepção visual
pode variar entre os perfis e assim o controle dos níveis de reconstrução pode ser
direcionado ao contexto da visualização: como ferramenta de apoio às atividades de
preservação digital ou como uma aplicação voltada à educação e entretenimento (e.g.
museus virtuais).
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7 CONCLUSÕES E TRABALHOS FUTUROS
Esta tese apresentou uma solução efetiva para a visualização de modelos 3D
realistas na web. A disponibilização desses modelos pode ser dificultada por restri-
ções de acesso remoto, como espaço de armazenamento, memória e capacidade de
processamento disponíveis. Ainda que bons computadores e boas conexões de Inter-
net estejam cada vez mais acessíveis, as tecnologias para digitalização 3D fornecem
dados cada vez mais precisos. Assim, a relação entre oferta e demanda tecnológica
poderá persistir.
O realismo dos modelos 3D gerados no processo de digitalização 3D é de-
vido não apenas à precisão geométrica, mas também à preservação da aparência do
objeto, como por exemplo as cores. Os resultados experimentais apresentados no
Capítulo 4 comprovam que a preservação das cores contribui para a visualização de
modelos 3D realistas na reconstrução 3D progressiva. Os modelos 3D podem ser
substituídos por versões menos precisas porém visualmente similares. Esses expe-
rimentos possibilitaram uma melhor compreensão sobre os desafios que envolvem a
avaliação da qualidade visual de modelos 3D coloridos.
Na revisão do estado da arte foi observado que há poucas soluções dedica-
das à compressão progressiva de modelos 3D coloridos. No Capítulo 5 foi apresen-
tada uma nova abordagem de compressão 3D progressiva orientada por dados de
mapeamento de textura com o objetivo de melhorar a qualidade visual de modelos 3D
coloridos. Além de ser apropriada ao contexto da compressão, a abordagem proposta
provê modelos intermediários com boa qualidade visual em relação à preservação das
cores, principalmente a baixas resoluções.
O framework de visualização 3D baseada na web provê a visualização in-
terativa dos modelos 3D realistas na web com fidelidade visual requerida no estudo
remoto dos objetos. Entre as principais características destacam-se a representação
compacta dos modelos 3D coloridos, baixa latência e a visualização 3D no navegador
web sem a instalação de plugins. A estrutura do framework possibilita a realização de
experimentos subjetivos para a avaliação da qualidade visual dos modelos 3D para a
seleção dos níveis de reconstrução.
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Através dos resultados experimentais apresentados ao longo desta tese pôde-
se comprovar que a preservação das cores combinada à reconstrução 3D progressiva
é uma estratégia efetiva e apropriada para a visualização interativa de modelos 3D
realistas na web. A solução proposta contribui para ampliar a disponibilização de mo-
delos 3D de objetos culturais na Internet. Partindo desta base de referência, diversas
funcionalidades podem ser incorporadas à aplicação web para apoiar as atividades de
preservação digital.
Novas métricas para a avaliação da qualidade visual de modelos 3D colori-
dos correlacionadas à percepção visual humana precisam ser propostas. O desafio
consiste em comparar objetivamente dois modelos 3D coloridos, independente se es-
tes são mapeados por uma textura colorida ou se possuem atributo de cor. Métricas
baseadas em imagens podem capturar tanto a geometria do objeto quanto o masca-
ramento visual proporcionado pela textura, porém é necessário definir um conjunto de
vistas suficiente para capturar essas informações. Já para avaliações subjetivas, a
interação 3D pode ser investigada como fator de percepção da qualidade visual.
Como trabalho futuro, a etapa final deste trabalho consiste na aplicação efe-
tiva do framework proposto. Através de parcerias com museus, como por exemplo o
Museu de Arqueologia e Etnologia da Universidade Federal do Paraná, objetos maio-
res podem ser digitalizados e disponibilizados através da aplicação web desenvolvida.
A realização de experimentos subjetivos direcionados aos profissionais das áreas re-
lacionadas à preservação digital, como arqueólogos, restauradores, entre outros, pos-
sibilita um melhor entendimento sobre como a qualidade visual dos modelos 3D é
percebida por esse perfil de usuário.
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