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ABSTRACT 
 
Today, we have seen an increase in the number of papers on 
parallel  simulation  applications  outside  the  traditional 
military  and  network  simulations  areas,  such  as  in  the 
physical science and management science. One of the new 
areas  in  which  parallel  simulation  could  be  used  is 
demography, specifically for population projection. In this 
paper,  we  report  the  performance  evaluation  results  of  a 
parallel  demographic  simulation  tool  called  Yades.  We 
investigate the effect of three factors: unbalanced workload, 
heterogeneous  processing  speed  and  heterogeneous 
communication  latency  on  performance measures such  as: 
time  spent  in  executing  useful  events,  time  spent  for 
overhead  and  the  number  of  rollbacks.  The  results  are 
consistent with what has been reported in other application 
areas  of  parallel  simulation.  Since  the  application  in 
demography is new, it is useful to quantify the effect of the 
three factors on performance. 
 
 
INTRODUCTION 
 
Parallel simulation deals with techniques that allow the use 
of multiple processors to run a single simulation.  One of the 
techniques to achieve parallelization is through partitioning a 
simulation  model  into  a  set  of  smaller  components  called 
logical processes (LPs) and running the LPs concurrently. 
Research in parallel simulation has produced a number of 
synchronization protocols which can be classified into two 
main  categories:  conservative  and  optimistic.  This 
classification is based on how the local causality constraint 
(lcc)  is  maintained.  Lcc  imposes  that  if  event  a  happens 
before event b and both events happen in the same LP, then 
event a must be executed before event b.  Parallel simulation 
must adhere to lcc to produce correct simulation results. This 
will guarantee that it will produce a result that matches the 
equivalent sequential simulation. Conservative protocols do 
not allow any lcc violation throughout the duration of the 
simulation.  Optimistic  protocols  allow  lcc  violation,  but 
provide mechanisms to rectify it. Perumalla (2006) provides 
a  good  summary  on  the  recent  development  in  parallel 
simulation. 
 
Traditionally,  parallel  simulation  has  been  applied  in 
military and network simulations. Today, we have seen an 
increase  in  the  number  of  papers  reporting  on  parallel 
simulation applications outside the traditional areas. Tang et 
al.  (2005)  conducted  an  initial  study  in  applying  parallel 
simulation to a plasma physics application. In the realm of 
biological  science,  Lobb  et  al.  (2005)  applied  parallel 
simulation to a neuron model. Lan and Pidd (2005) applied 
parallel  simulation  to  simulate  a  quasi-continuous 
manufacturing  process.  Yoginath  and  Perumalla  (2008) 
applied  parallel  simulation  to  a  traffic  simulation  model. 
Bauer et al. (2009) conducted an experiment to evaluate the 
scalability  of  their  parallel  simulation  tool  using  a 
Transmission Line Matrix model (for electromagnetic wave 
propagation).  Park  and  Fujimoto  (2009)  evaluated  their 
Master/Worker  parallel  simulation  tool  using  a  particle 
physic model.  
 
Onggo  (2008)  developed  a  parallel  simulation  tool  to  run 
demographic simulation models. In the past few years, the 
use of simulation in demography at the micro level (such as 
household  and  individual)  has  become  more  common.  A 
recent  example  includes  Zinn  et  al.  (2009).  The  main 
advantage  of  this  approach  is  that  individual-specific 
explanatory  variables  can  be  included  in  the  model.  For 
example,  we  may  include  factors  such  as  age,  education 
level,  salary  group  and  ethnicity  to  model  the  number  of 
children that an individual female will have. Demographic 
modelers often use a complex regression model to decide the 
change in the state of an individual whenever a specific life 
event occurs. There is also a general interest in using larger 
sample sizes in demographic simulation models. Therefore, 
parallel simulation could provide an alternative to speed up 
the  execution  of  such  compute-intensive  demographic 
models. Onggo (2010) demonstrated that parallel simulation 
could  improve  the  execution  time  of  a  large-scale 
demographic model significantly. However, the experiment 
was conducted using an ideal model where the population is 
distributed equally across different processors. The objective 
of  this  paper  is  to  measure  the  effect  of  unbalanced 
workload,  heterogeneous  processor  speed,  and  
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heterogeneous communication latency on the performance of 
the parallel demographic simulation tool. Since the parallel 
simulation application on demographic models is new, it is 
important  to  understand  the  performance  under  some 
possible  runtime  configurations.  The  rest  of  this  paper  is 
organized  as  follows.    Section  2  presents  an  overview  of 
existing  demographic  simulation  tools.    Section  3 
summarizes  the  design  of  our  parallel  demographic 
simulation  tool.    We  explain  the  experiments  and  the 
performance analysis results in section 4. Section 5 presents 
our concluding remarks and highlight further works. 
 
 
RELATED WORK 
 
Demography is the study of human population in relation to 
changes brought about by the interplay of births, deaths and 
migration (Pressat 1985). One of the main applications of 
demography is population projection. The use of simulation 
for population projection has increased in recent years. As 
stated previously, this is because we may include individual-
specific explanatory variables in the model. Apart from their 
application  in  population  projection,  demographic  models 
are often used as the basis for policy modelling and analysis. 
To take two cases, Walker et al. (2000) used simulation to 
analyze the effects of demographic changes on government 
expenditure  on  pharmaceutical  benefits  in  Australia. 
Similarly, Bonnet and Mahieu (2000) took into account three 
main components: demographic, labour market and income 
in the simulation model to analyze pension policy in France. 
 
One of the commonly used simulation modeling paradigms 
in  demography  is  microsimulation.  The  initial  work  in 
microsimulation goes back to the work of Orcutt (1957). In 
this  simulation  paradigm,  modellers  have  to  specify  a 
random  sampling  process  for  each  individual  at  each 
simulation  time  point,  to  determine  the  state  of  each 
individual at the next simulation time point. At one extreme, 
the sampling process requires a simple random sampling. At 
another extreme, it may require a complex regression model. 
Many  microsimulation  tools  have  been  built  for  certain 
public policies, for example LABORsim for policies related 
to labour supply in Italy (Leombruni and Richiardi 2006). 
SOCSIM  (Hammel  et  al.  1990)  is  one  among  the  few 
generic  microsimulation  tools  for  demography.  Recently, 
Zinn  et  al.  (2009)  developed  another  generic 
microsimulation tool called MIC-CORE. 
 
System  dynamics  is  another  commonly  used  modeling 
paradigm  in  developing  demographic  simulation  models. 
Unlike  microsimulation,  system  dynamics  does  not  keep 
track  changes  in  the  state  of  each  individual  but  focuses 
more  on  the  population  of  individuals  and  the  rates  of 
individuals  moving  from  one  state  to  another.  System 
dynamics  is  commonly  used  to  analyze  the  complex 
feedback systems and the mutual interactions in the system 
over time. Important works in this area include the World 
Dynamics  (Jay  Forrester  1971)  and  World3  population 
model (Meadows et al. 1972, 2004). A demographic model 
in system dynamics is often used as a component in a policy 
model. For example, Ahmad and Billimek (2005) developed 
a system dynamics model to analyze policies to reduce the 
harmful  effect  of  tobacco  on  population  health.  Key 
demographic  components  such  as:  fertility  rate,  mortality 
rate and net migration are included in the model. Saysel et 
al. (2002) developed a system dynamics model to analyze 
policies  on  various  environmental  issues  such  as  water 
distribution  management  and  agricultural  pollution.  The 
model took into account the mutual interactions between the 
environmental issues and the demography in the region. 
 
Similar to microsimulation, discrete-event simulation keeps 
track  the  individuals  from  their  arrival  in  the  system 
(through births and migrations) until they leave the system 
(through  deaths  and  migrations).  However,  discrete-event 
simulation  does  not  inspect  each  individual  at  each 
simulation time point. It inspects an individual only when 
the  state  of  the  individual  changes.  Most  discrete-event 
demographic  simulation  models  are  used  in  applications 
such as healthcare and epidemiology. For example, Rauner 
et al. (2005) developed a discrete-event simulation model to 
study the effectiveness of intervention programs to reduce 
the vertical HIV transmission. The model used demographic 
data to initialize and to project the population. The model 
took into account the demographic information for activities 
such  as:  being  tested  for  HIV  and  receiving  treatment. 
Roderick et al. (2004) developed a discrete-event simulation 
model to estimate the future demand of renal replacement 
therapy in England which took into account the demographic 
population  changes  in  England.  A  number  of  researchers 
have  attempted  to  build  large-scale  epidemiological 
simulation models. The main objective is to understand the 
spread of global epidemics which may include analysis of a 
large  number  of  individuals.  Eubank  (2002)  and  Rao  and 
Chernyakhovsky (2008) showed that parallel discrete-event 
simulation  was  needed  for  large-scale  epidemiological 
models. They developed specialized parallel simulation tools 
for epidemiological models. Onggo (2008, 2010) developed 
a parallel demographic simulation tool which focused more 
on the life events that change the economic and social status 
of a large number of individuals. 
 
 
THE PARALLEL DEMOGRAPHIC SIMULATION 
TOOL 
 
Yades  (Yet  Another  DEmographic  Simulator)  was 
implemented using sik parallel simulation library (Onggo 
2008). Perumalla (2005) developed sik parallel simulation 
library  that  supported  multiple  synchronization  algorithms 
such  as:  lookahead-based  conservative  protocol  and 
rollback-based  optimistic  protocol  (time  warp  with  state-
saving  and  reverse-computation).  This  library  adopts  the 
process interaction world-view in which a simulation model 
is formed by a set of interacting (logical) processes. Logical 
processes (LPs) communicate through events. Multiple LPs 
can be mapped onto a physical process (PP) that is run on 
top of a processing element (PE). A machine can have more 
than one PE (e.g., in multi-core architecture). To implement 
a simulation model in  sik parallel simulation library, we 
must  specify  three  main  components:  a  physical  process 
(must inherit from class Simulator) which is responsible  
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for  managing  LPs,  a  set  of  logical  processes  (each  must 
inherit  from  one  of  these  classes:  NormalSimProcess, 
PeriodicSimProcess,  or  ThreadedSimProcess) 
which contains the main simulation processes, and a set of 
events (each must inherit from class SimEvent) which is 
used by an LP to communicate with another LP. A detailed 
explanation on the structure of a simulation model written in 
sik can be found in Perumalla (2005). The library comes 
with a number of examples (PHOLD and space craft) which 
are very useful. At the time of writing, the sik website is no 
longer available hence those who are interested in the library 
may contact the developer (Perumalla 2005). 
 
Yades allows users to provide data for the initial population. 
The data follows the structure of the UK Family Resources 
Survey (FRS) data which includes the proportion of different 
age  groups  in  the  population,  the  proportion  of  different 
types  of  families  by  age  group,  proportion  of  different 
economic status by age group, proportion of different marital 
status  by  age  group  and  the  proportion  of  the  number  of 
children  in  a  family.  FRS  is  sponsored  by  the  UK 
Department  for  Work  and  Pensions.  It  has  been  running 
since  1992  which  provides  useful  cross-sectional  and 
longitudinal data for the simulation. 
 
There  are  two  types  of  LPs  in  Yades:  family  unit  and 
administrative area. In FRS data, a family unit is defined as 
a  single  independent  individual  or  two  independent 
individuals living together (as married, in civil-partnership, 
or in cohabitation) and any dependent individuals (children). 
Hence,  in  this  definition,  a  family  unit  may  represent  an 
independent individual, a single parent, a childless couple or 
a nuclear family. For completeness, in Yades the definition 
is  extended  to  include  orphans,  that  is,  a  family  unit  of 
dependent children without any parents.  
 
The main advantage of representing a family unit as an LP is 
that many public policies may apply to individuals as well as 
groups of related individuals, such as households and single 
parents.  For  example,  the  UK  Department  for  Work  and 
Pensions and HM Revenue & Customs manage a number of 
public  funds  that  may  apply  to  individuals  (including 
jobseeker's allowance and incapacity benefit) or groups of 
related  individuals  (which  could include  child benefit and 
housing benefit). Therefore, it is easier for users to specify 
policies for different types of family unit. The decision to 
represent  a  family  unit  as  an  LP  has  another  advantage. 
When  there  is  a  change  in  the  marital  status  that  affects 
couples (such as from married to divorced or from married 
to  widowed),  only  one  message  needs  to  be  sent  to  the 
affected couple. In the earlier work where an LP represents 
an individual (Onggo 2008), two messages had to be sent, 
one  for  each  affected  individual.  Hence,  representing  a 
family unit as an LP reduces the number of sent messages in 
the simulation. 
 
A family unit may receive events which are related to five 
demographic components that may change the system states. 
Modellers  need  to  specify  models  for  five  demographic 
components: fertility, a change in economic status, a change 
in  marital  status,  migration  and  mortality.  The  fertility 
component determines whether a female individual will give 
birth, based on the characteristic of the female individual and 
the current calendar time. The model returns the time when 
the  baby  is  due.  Similarly,  modelers  can  use  the 
characteristic of an individual and the current calendar time 
to  determine  a  new  economic  status  of  that  individual.  A 
new  marital  status  can  be  modeled  based  on  the 
characteristics of the individual (or individuals for a couple) 
and  the  current  calendar  time.  If  the  new  status  is  either 
married or cohabitating, modellers need to define the criteria 
that  will  be  used  to  match  the  individual  to  another 
individual from the list of prospective partners (i.e. we use a 
closed marriage model). If a suitable partner is found, then a 
‘family  formation’  event  will  be  scheduled  for  both 
individuals. Otherwise, the individual will be added to the 
list for a fixed duration. If a partner still cannot be found at 
the end of the duration, an event will be sent to remove the 
individual  from  the  list.  Modellers  also  need  to  specify  a 
model  that  is  used  to  determine  whether  a  family  unit  is 
going  to  migrate.  If  the  destination  is  in  another  country 
(emigration), the family unit will simply be removed from 
the  simulation.  Finally,  in  the  mortality  component, 
modellers need to model the time when an individual will 
die based on the characteristics of the individual. Commonly 
used methods, such as life table and survival function can be 
used for the mortality component. 
 
The  second  type  of  LP  represents  an  administrative  area 
where  a  number  of  families  live.  This  LP  will  handle 
domestic  migrations,  immigration,  changes  in  simulation 
parameters and periodic reports. Yades allows users to have 
administrative areas with different population characteristics. 
The  main  limitation  of  the  current  version  is  that  it  only 
allows  one  processing  element  to  run  one  administrative 
area.  
 
An administrative area may receive four types of events. The 
first event is used when a family unit is going to migrate to a 
new administrative area. The family unit will send an event 
to  request  a  place  at  the  destination  area.  The  destination 
area  will  prepare  an  empty  family  unit  and  send  the 
identification number to the migrating family. Subsequently, 
all members of the family will be sent to the new location. 
The second type of event is used to simulate the immigration 
events, i.e., the number of family units entering the country 
every  month  (in  batches).  This  allows  modellers  to 
implement different models for immigration policies, such as 
the  number  and  demographic  characteristics  of  the 
immigrants.  The  third  type  of  event  can  be  used  by 
modellers  to  specify  periodical  changes  in  simulation 
parameters such as life table and fertility rates. Finally, the 
report event can be used to produce periodical reports, for 
example, a report on the population structure (by gender, age 
group, marital status and economic status). 
 
We  use  the  competing  risk  model  (Hosmer  et  al.  2008, 
Chapter 9) to ensure that every family unit will have exactly 
one future event. This approach will sample time-to-event 
for  a  number  of  competing  events  such  as  death,  giving 
birth,  change  in  marital  status  and  change  in  economic 
status.  The  event  with  the  shortest  time-to-event  will  be 
chosen and executed. This process is repeated whenever a 
life  event  occurs  (except  for  death  and  emigration).  As  a  
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consequence of this approach, the model uses a continuous 
time  where  future  events  can  happen  almost  immediately. 
Hence,  the  lookahead  is  relatively  small  that  makes  a 
conservative  protocol  less  efficient.  For  this  reason,  the 
optimistic protocol is used. 
 
 
PERFORMANCE ANALYSIS 
 
In  this  section,  we  present  the  results  of  experiments  to 
understand  Yades  performance  under  varying  conditions: 
homogeneous environment, heterogeneous population size, 
heterogeneous  processing  speed  and  heterogeneous 
communication  latencies.  All  experiments  were  run  using 
sik settings that gave a roll-back based optimistic parallel 
simulation execution with a state-saving mechanism and a 
time  window  of  12  months  (to  limit  how  far  an  LP  can 
advance ahead of others). The program was compiled using 
gcc version 3.3.5 with the optimization flag O3 turned on 
and mpich version 1.2.5 was used. All experiments were run 
on  a  cluster  of  PCs  connected  via  a  dedicated  gigabit 
Ethernet  switch.  Each  node  has  two  dual-core  2.4GHz 
Opteron CPUs and 8GB of memory. All results presented in 
this  section  are  based  on  the  average  of five  replications. 
Because the standard deviations are very low, we did not 
need more than five replications for each experiment. The 
results of the parallel simulation have been checked against 
the sequential execution for correctness. 
 
 
Homogeneous environment 
 
The objective of this experiment is to understand the effect 
of  migration  activities  on  the  performance  of  the  tool, 
specifically the execution time and the number of rollbacks, 
under an ideal execution configuration. In this configuration, 
we ran the simulation for a period of 50 years with an initial 
population size of 640,000 family units (around 1.3 million 
individuals), divided equally among all administrative areas. 
This  would  produce  a  homogeneous  workload  to  all 
processing  elements.  The  simulation  was  run  on  one 
compute  node  containing  four  processing  elements  to 
minimize  the  effect  of  heterogeneous  communication 
latency. The probability of migrations was varied between 
0% and 60%. The probability of migrations determines the 
probability  of  a  family  unit  to  migrate  when  there  is  a 
change in the employment status of one of the parents. As 
explained  earlier,  migrations  are  responsible  for  all  inter-
processor communications in the simulation.  
 
Table 1: Number of Migrations 
 
Probability  0%  20%  40%  60% 
Number of 
migrations 
(individuals) 
0  172,231  344,094  516,462 
 
The results are shown in Table 1 and Figure 1. As expected, 
the  number  of  migrations  is  proportional  to the migration 
probability (Table 1). Figure 1 shows that the increase in the 
number  of  migrations  increases  the  execution  time.  The 
increase in the number of migrations increases the number of 
event that has to be executed by the simulator. As a result, it 
requires  more  time  to  execute  all  useful  events.  In  this 
configuration  (homogeneous  environment),  the  average 
number  of  rollbacks  is  close  to  zero  regardless  of  the 
migration probability. This indicates that the overhead costs 
are mainly due to the inter-processor communications. 
 
 
Figure 1: Execution Time for Homogeneous Workload 
 
 
Unbalanced population size 
 
In  practice,  the  number  of  family  units  may  vary  across 
administrative areas. Hence, it is important to measure the 
effect of an unbalanced distribution of family units on the 
performance of the tool. As in section 4.1, in the experiment, 
we  set  the  simulation  duration  to  50  years  but  fixed  the 
probability of migrations to 60%. We ran the simulation on 
four processing elements in one compute node with a total of 
640,000 family units at the start of the simulation. We varied 
the  distributions  of  the  family  units  from  a  balanced 
distribution  of  160,000  family  units  on  each  processing 
element  to  a  rather  unbalanced  distribution  of  385,000 
family units on one processing element and 85,000 family 
units on each of the remaining processing elements.  
 
The four configurations are arranged in different columns in 
Table 2 (B=160,000 on each processor, U1=235,000 on one 
processor and 135 on remaining processors, U2=310,000 on 
one  processor  and  110,000  on  remaining  processors,  and 
U3=385,000  on  one  processor  and  85,000  on  remaining 
processors). Row 2 shows total number of migrations. As 
expected, the total number of migrations is roughly the same 
regardless  of  the  distribution  of  the  family  units.  Row  3 
onwards shows the total number of rollbacks. 
 
Table 2: Effect of Unbalanced Distribution of Family Units 
on Performance 
 
Workload 
distribution 
B  U1  U2  U3 
Number of 
migrations 
(individuals) 
516,462  512,160  517,034  513,971 
Total 
rollbacks 
0  496,166  564,267  698,158 
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Figure  2  shows that the equal distribution of family units 
across processing elements results in the best execution time. 
The  worst  execution  time  (almost  two  times  slower)  was 
given  by  the  most  unbalanced  configuration  in  the 
experiments (385-85-85-85). This result is intuitive because 
an equal distribution of family units will result in an equally 
distributed  workload  across  the  processing  elements. 
Consequently,  the  processing  elements  can  advance  their 
simulation clock at a similar pace, which reduces the number 
of rollbacks.  
 
Figure 2: Effect of Unbalanced Distribution of Family Units 
on Performance 
 
 
 
 
A processing element with the highest workload in the more 
unbalanced configuration has to execute more events. This 
explains  the  increase  in  the  amount  of  time  spent  for 
executing  useful  events.  In  contrast,  a  processing  element 
with  the  lightest  workload  in  the  more  unbalanced 
configuration  will  execute  fewer  events.  Consequently,  it 
spends less time executing useful events.  
 
In  each  of  the  unbalanced  configurations,  the  processing 
element with the higher workload will advance its simulation 
clock  slower  than  the  other  processing  elements;  hence  it 
will  not  experience  any  significant  number  of  rollbacks. 
Consequently, its overhead can be attributed mainly to the 
communication costs other than rollback, such as waiting for 
events  from  another  processing  element.  The  busier  the 
processing element, the less time is spent on waiting, which 
explains the decrease in the time spent for overhead. On the 
other  hand,  processing  elements  with  lighter  workload 
execute fewer events so they may advance their simulation 
time  ahead  of  the  busier  processing  element.  As  a  result, 
they have to rollback more often (see Table 2). This explains 
the increase in the time spent for overhead at the less busy 
processing elements. 
 
 
Heterogeneous processing elements 
 
In this section, we measure the effect of using heterogeneous 
processors on the performance of the tool. In the experiment, 
we ran the simulation for a period of 50 years with an initial 
population  size  of  640,000  family  units,  divided  equally 
among  all  administrative  areas.  The  probability  of 
migrations was fixed at 60%. To emulate the difference in 
processor  speed,  we  inserted  a delay for  every simulation 
year at one of the processors (1 second and 2 seconds for 
each  experiment,  respectively).  This  is  done  by  adding  a 
delay to the event that generates an annual report. The result 
is shown in Table 3. The result is consistent with what has 
been  reported  in  literature  on  parallel  simulation,  i.e.,  the 
wider gap in processor speed will result in more rollbacks 
(see the last row). 
 
Table 3: Effect of Unbalance in Processor Speed on 
Performance 
 
Delay 
(second) 
0  1  2 
Number of 
migrations 
(individuals) 
516,462  516,475  516,462 
Time to 
complete 
simulation 
(minutes) 
 
26.2  94.1  158.7 
Total 
rollbacks 
0  496,166  564,267 
 
 
Heterogeneous communication latency 
 
Finally, we are also interested in the effect of heterogeneous 
latency in the communication between processing elements. 
The event size used in Yades is 512 bytes. For this event 
size, we used the Intel MPI Benchmark Suite to measure the 
inter-node latency and intra-node latency and found that the 
inter-node latency was 16 times slower than the intra-node 
latency. In the experiment, we used the same configuration 
as  in  Section  4.3  but  without  any  delay.  We  varied  the 
locations  of  the  four  processing  elements  used  in  the 
experiment: using one compute node with four processing 
elements,  using  two  compute  nodes  with  two  processing 
elements  each,  and  using  four  compute  nodes  with  one 
processing element each. The performance result is shown in 
Table 4. As expected, the number of migrations is about the 
same (row 2). The time spent in executing useful events is 
roughly  the  same  because  we  expect  similar  number  of 
useful events (row 4). The last two rows show that when the 
latency is homogeneous, the number of rollbacks is close to 
zero (row 6). As a result, it incurs some additional overhead 
cost (row 5). The overall performance (row 3) shows that a 
configuration  with  heterogeneous  communication  latencies  
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(2×2) could perform worse than a configuration with higher 
but more homogeneous communication latencies (4×1) due 
to rollbacks. 
 
Table 4: Effect of Unbalance in Communication Latency on 
Performance 
 
Nodes × Processors  1×4 
 
2×2  4×1 
Total migrations 
(individuals) 
 
516,462  516,129  516,462 
Time to complete 
simulation (minutes) 
 
26.2  29.6  28.2 
Time to execute useful 
events  (minutes) 
 
10.0  10.3  10.3 
Overhead (minutes) 
 
16.2  19.3  18 
Total rollbacks 
 
0  15,167  13 
 
 
CONCLUSIONS AND FUTURE WORK 
 
We have presented the performance evaluation result of a 
parallel  demographic  simulation  tool  called  Yades.  The 
performance measures such as speed-up and scalability of 
the  tool  using  up  to  64  processing  elements  have  been 
reported somewhere else (Onggo 2010). In this paper, we 
concentrate on the more fine grained performance measures 
such as: time spent in executing useful events, time spent for 
overhead and the number of rollbacks. Specifically, we have 
investigated  the  effect  of  three  factors:  unbalanced 
workload,  heterogeneous  processing  speed  and 
heterogeneous  communication  latency.  The  results  are 
consistent with what has been reported in other application 
areas of parallel simulation. Since the application of parallel 
simulation in demography is new, it is useful to quantify the 
effect of the three factors on performance. The findings are 
useful because it is likely that the simulation users will run 
the tool using non-homogeneous configurations. 
 
We  plan  to  add  new  functionalities  (such  as  allowing 
multiple  administrative  areas  to  be  run  on  a  processing 
element  and  introducing  the  concept  of  household  which 
would allow one or more members of the same family unit to 
live  in  separate  administrative  areas),  to  implement  a 
graphical  user  interface  for  the  tool,  and  to  validate  the 
simulation results. 
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