Abstract : This paper considers a control problem of constrained linear systems. By investigating the input-output relation of finite-horizon linear systems, we clarify pairs of input and output signals which describe the dominant dynamics of the system. A control method is developed based on the proposed decomposition and fundamental properties of the resulting system are discussed. The proposed method is illustrated with numerical simulations and experiments.
Introduction
Feedforward compensation is effective to improve the transient response of feedback systems and a number of design methods have been proposed so far [1] , [2] . In the design of the feedforward compensation, in addition to applying a continuous-time (or discrete-time) signal, initialization or modification of the internal state of a dynamic feedback controller is also applied to improve the transient response. From this viewpoint, some methods relevant to the controller initialization or modification have been reported [3] - [7] . The optimal initial value of a feedback controller for fast settling has been considered [3] and the relationship between the initial value and the condition of controller switching has been discussed for disk drives [4] . In [5] , the authors studied a finite-horizon compensation, which is especially useful for improving the transient in repetitive control. The relationship between the reset element in a closed-loop feedback system and achievable performances of feedback controllers has been discussed [6] . In [7] , the optimal initial value has been obtained in the sense that an output response with compensation approaches a given reference output.
For constrained systems, design methods of compensation laws have been proposed based on the singular value decomposition (SVD) of linear systems [8] , [9] . The SVD clarifies a dominant input-output relation of the system, which is characterized by singular values and vectors. In these results, the approach based on a continuous-time signal [8] and controller state compensation [9] are separately discussed. However, the relationship between the pair of the continuous-time signal and the sequence of the controller states and the corresponding output has not been investigated. If this relationship is clarified, it enables to consider the simultaneous design of the continuoustime signal and the controller state.
In this paper, we first consider the SVD for finite-horizon linear systems where the input consists of a continuous-time signal and a sequence of partial state. This SVD allows us to characterize dominant pairs of a finite-horizon signal and a partial state by singular values and vectors. By employing the method in [8] , a compensation law for constrained systems is derived. The result of this paper covers the previously derived SVDs [2] , [8] , [9] as special cases and it further allows us to consider a simultaneous design of the continuous-time feedforward signal and the controller state. Especially when a feedback controller includes dynamical elements which mainly work in the steady state (e.g., integrator), this simultaneous design has a potential for providing an effective compensation law in terms of the feasibility or problem size of the resulting optimization problem. We illustrate the proposed method with both numerical examples and experiments. An off-line reference management technique for a closedloop system has been considered in the discrete-time setting and a finite-horizon reference signal satisfying the system constraints is derived based on an optimization problem [10] . In this approach, the size of the optimization problem relies on the length of the horizon and the sample-time. The most distinctive point in terms of the design approach is that the SVD-based design employs the dominant signals over the finite-horizon and is not based on the discretization of the system, which may allow us to construct the compensation law from a low dimensional optimization problem.
The paper is organized as follows. In section 2, we introduce the SVD for finite-horizon linear systems and derive the calculation method of singular values and vectors. In section 3, the compensation law for constrained systems is presented based on the SVD. In section 4, the proposed method is illustrated with numerical simulation and experiment of the position control of mobile robots. Σ :
In the system Σ,
are the state, compensation input, output, and partial state, respectively. The equation (2) implies that the part of the state is modified by v i at N times, t 1 , t 2 , . . . , t N , and the matrix V ∈ R n×r specifies a part of the state x which is allowed to be changed. We make the following assumptions for Σ:
We will introduce the SVD for the system Σ and clarify the dominant input-output relation. The system Σ typically describes the feedback system depicted in Fig. 1 , and this decomposition of the system enables us to deal with the following compensation design problems:
Example (a)
In Fig. 1 , G and K denote a plant and dynamic feedback controller. For the feedback system, we assume that the auxiliary compensation signal v is available and the state of K is allowed to be changed N times at t i (i = 1, . . . , N). Suppose that the step responses y r and u r do not satisfy the given constraints (Fig. 2) . Then, the simultaneous design problem of compensation input v and controller state v i such that the resulting system responses y and u satisfy the constraints can be discussed.
Example (b)
In a special case (V = 0 : (2)), the compensation signal design problem for constrained systems is discussed [8] . We can also deal with the compensation problem of controller state during transient [9] when D = 0, F 0 = 0.
Example (c)
When no constraints are imposed, by employing the method [2] , it is possible to design a compensation law, which attains a favorable response in the sense that the resulting output becomes arbitrarily close to a desired output trajectory.
Next, we introduce generalized input and output spaces for the system Σ. Define input and output spaces
and denote inputv ∈ V andẑ ∈ Z as follows:
Note thatv consists of the sequence of the partial state v i and signal v [0,h] over the finite horizon. The relation betweenv and z is written by a linear operator Γ ∈ L(V, Z):
The singular value problem of the operator Γ is defined by
and the singular values σ and singular vectors ( f, g), which enable us to characterize the dominant input-output dynamics of the system, are given by the following theorem.
Theorem 1
For the operator Γ, the singular values σ are obtained by the roots of the following transcendental equation:
Let σ j be one of the sigular values. The singular vectors ( f j , g j ) ∈ V × Z corresponding to σ j are given as follows:
Proof The adjoint of Γ is calculated as follows:
By introducing the auxiliary variables
to (8) , the relation is rewritten as the following differential equations and boundary conditions:
By eliminating f 1 and g 1 from (22) and (26), the differential equation
is obtained. Since the relation
holds, (29) yields the following equality
and the boundary conditions
are derived from (24), (25), (28), (31). Finally, the following relation is obtained from (31), (32) and (33).
Since it is shown that the q 1 (0) 0 holds if and only if ( f, g) (0, 0), the singular values are given by the roots of (9). Let q j = q 1 (0) be a non-zero vector satisfying (34) for the singular value σ j = σ. Rewriting the auxiliary variables p k , q k by the solution to the differential equation (29) with q j , the expressions (11)-(14) for the singular vectors are obtained from (23), (24), (27),
.
The fundamental properties of the singular values and vectors are summarized as follows: ( f j , g j ) represent the input-output relation of the system. When f j ∈ V is applied to the system Σ, σ j · g j ∈ Z is generated in the output. Thus, the singular vectors f j corresponding to the larger singular values have a strong influence on the input-output dynamics of the system.
(b) The singular vectors { f j }, {g j } form orthogonal sequences in spaces V and Z respectively.
(c) When the normalized singular vector f j is applied to the system, the quadratic cost z 2 L 2 (0,∞;R p ) is given by σ 2 j . The SVD obtained here is generalization of previous results, and it also allows us to consider the simultaneous design of continuous-time signals and partial state. A design problem of the sequence of partial state (controller state) during the transient is also discussed as a special case D = 0, F 0 = 0. In this case, the singular values are characterized in terms of the eigenvalue problem of a matrix [9] . Here, we show it with an additional result.
Lemma 1
Assume that D = 0, F 0 = 0 and rank V = r. Define the following matrix 
Proof When D = 0, F 0 = 0 hold, the operator Γ * Γ ∈ L(V) is written as follows
In the operator matrix (38), 1-1 entry (Γ * Γ) 11 = Γ * 11 Γ 11 + Γ * 21 Γ 21 denotes the mapping on R r·N . The matrix expression of (Γ * Γ) 11 can be obtained by calculating the i-th row of (Γ * Γ) 11 w (∀w ∈ R r·N ):
The equality (37) is obtained by evaluating the sum of the eigenvalues of the matrix X:
The detail of the calculation (40) is found in [9] . We next show that X is positive definite, which was not proved in [9] . The matrix X can be decomposed as follows:
For any non-zero vector v ∈ R r·N , the relation Yv 0 holds as the first two block matrices in Y are nonsingular and the last block diagonal matrix of V is column full-rank by the assumption. Furthermore, since we have the inequalitȳ
for any non-zero vectorx ∈ R n , the matrixM is positive definite. Thus, we have v
The equality (37) provides an upper bound for the quadratic cost of the output, which is irrespective of the choice of times t 2 , . . . , t N , i.e., we have the inequality 
Compensation Law for Constrained Systems
The SVD for the system Σ enables us to construct a compensation law for constrained systems from the singular vectors which represent the dominant input-output dynamics of the system. The design method of the compensation law can be obtained in accordance with the method in [8] .
Let σ 1 ≥ σ 2 ≥ · · · and ( f j , g j ) ∈ V × Z ( j = 1, 2, . . . ) be the singular values and singular vectors of Γ. We employ N s singular values in decreasing order and construct the compensation law by the corresponding singular vectors.
Denote the input and output constraints (Fig. 1) by
and let u r and y r be the input and output responses to the step reference signal. The control objective is to design the compensation lawv ∈ V, which consists of the compensation signal and controller state, over the finite horizon [0, h] for the closedloop system such that the resulting system responses satisfy the constraints (42). When we construct the compensation law by the linear combination of N s singular vectors
the following output is generated
Note that in (43), the first componentṽ 0 ∈ R r·N describes the sequence of the partial state v i and the secondṽ 1 ∈ L 2 (0, h; R m ) denotes the compensation input over [0, h] . The system constraint (42) is equivalently written as the inequality constraint for the coefficients k j :
Assume that there exists the coefficients k j which satisfy the constraint (42). By discretizing the constraint (42) at finite number of points
, the coefficients k j which satisfy the constraints can be obtained by the following theorem [8] .
Theorem 2 In the compensation law (43), the coefficient vec-
T which satisfies the discretized constraints and minimizes the cost
is given by the solution to the following optimization problem. Remark 1 Feasibility of the optimization problem is affected by several factors such as the given constraints, compensation horizon, number of singular vectors, and discretization of constraints. Thus, it is difficult to determine whether there exists a compensation law which satisfies the constraints or not in advance. An alternative way is to first solve the following optimization problem
and check the solution , which gives the measure of feasibility for the original optimization problem. In the case when the relaxation of the constraints is allowed, we can obtain the compensation law by employing the relaxed constraint with > 0 in (48).
Remark 2
It has been reported in [7] that choosing the suitable time instances of the modification of controller state is important for effective improvement of the transient response. The method discussed here is an off-line design of the compensation law where the reference signal is given in advance. In view of this, although we need to set the time instances in advance, this is not restrictive as we can investigate the effective time instances beforehand.
Examples

Feedforward compensation in the servo-system
Consider the servo system depicted by Fig. 3 . Figure. 4 shows the step response (broken line) and the response is required to satisfy the constraints: 
In order to fulfill the constraints, we design both a compensation input v and partial states v i for the integrator simultaneously. When we choose the parameters, h = 5, N = 2 (t 1 = 0, t 2 = 2, t 3 = h), the singular values and vectors of Γ are calculated by Theorem 1, which are shown in Table 1 and Fig. 5 . It is observed that, as the singular values decrease, the singular vector f 1 j tends to express an oscillating shape, and they are discontinuous at time t 2 = 2. By discretizing the constraints (49), (50) at times t = nT (T = 0.05, n = 0, 1, . . . , 100), the compensation law is obtained from Theorem 3. Figure 6 and Table 2 show the obtained compensation signals v(t) (0 ≤ t ≤ h) and partial states v i (i = 1, 2) for N s = 3, 5, 7, 9 (QP-problem is feasible for N s ≥ 3). As the number of basis vectors increases, the amplitude of the compensation input near the initial time becomes large and the shapes for N s = 7 and N s = 9 are quite similar. This result indicates that, in terms of the optimization problem (47), the compensation laws for N s = 7, 9 are near optimal level and significant improvement would not be achieved even if we employ more basis vectors for the compensation design. The output responses with compensation are shown in Fig. 4 and the imposed constraints (49), (50) are satisfied. Figure 7 shows the control input and it is observed that the nominal response (broken line) is modified to satisfy the output constraints.
We compare the simultaneous design with each design of compensation signal [8] and partial state [9] . Under the same condition of constraints, compensation horizon and discritization points, the compensation signal is not obtained for N s = 3 
(feasible for N s ≥ 5). Also, when only partial state is designed under the same condition, we cannot obtain a feasible solution. In this sense, the simultaneous design works better than each design in this numerical example.
One-dimensional position control
We consider a one-dimensional position control of a twowheeled mobile robot "e-puck" [11] . The control system configuration is shown in Fig. 8 . The position of the mobile robot is measured by web camera and PC sends the control input to the mobile robot via wireless communication. The control objective is to move the mobile robot to a given position by applying an appropriate control input. We employ the following second order state-space model for the mobile robot:
where u, y denote the input (speed of both wheels) and position of the mobile robot, respectively. The control system has 1.5281 σ 4 1.4788 σ 5 1.4615 σ 6 1.3937 σ 7 1.3263 σ 8 1.2978 σ 9 1.2462 σ 10 1.2252 . . . . . . an input delay (L ≈ 0.22[s]), which is modeled by first order Padé approximation in (51). For a feedback system with controller parameters K p = 2, K i = 0.5 in Fig. 9 , we consider a simultaneous design problem of compensation input v and controller state v i . When a reference signal r = 5 is applied to the feedback system, we obtained the input and output responses shown in Figs. 10 and 11 (denoted by 'nominal response'). We impose the input and output constraints u(t) ≤ u max = 11, y p (t) ≤ y max = 5.5 and design the compensation law such that the resulting responses satisfy the constraints. First, we choose the design parameters: compensation horizon h = 3, number and times of change in the controller N = 4, (t 1 , t 2 , t 3 , t 4 ) = (0, 0.2, 0.4, 1.0). Then we calculate the singular values and vectors by Theorem 1. Table 3 shows the first 10 singular values in decreasing order. By employing 8 singular values and discretizing the constraints at t = 0.05 · n (n = 0, 1, . . . , 60), the compensation law is obtained based on Theorem 3. Figure 12 and Table 4 sponse with compensation'). It is observed that the responses are modified by the compensation and the given constraints are satisfied.
Conclusion
In this paper, we considered a generalized SVD for finitehorizon linear systems. The SVD allows us to deal with a simultaneous design problem of continuous-time signals and partial states, and a compensation law for constrained linear systems is obtained. The proposed method was illustrated by numerical simulations and experiments, and the features of the proposed methods were discussed.
