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inhomogeneous M/M/S systems with either
state-dependent transitions, or batch arrivals
and service, or both
Alexander Zeifman Anna Korotysheva Yacov Satin
Rostislav Razumchik Victor Korolev Ksenia Kiseleva
Abstract. In this paper one presents method for the computation of con-
vergence bounds for four classes of multiserver queueing systems, described
by inhomogeneous Markov chains. Specifically one considers inhomogeneous
M/M/S queueing system with possibly state-dependent arrival and service
intensities and additionally possible batch arrivals and batch service. The
unified approach based on logarithmic norm of linear operators for obtaining
sharp upper and lower bounds on the rate of convergence and corresponding
sharp perturbation bounds is described. As a side result, one shows by virtue
of numerical examples that the approach based on logarithmic norm can also
be used for approximation of limiting characteristics (idle probability and
mean number of customers in the system) of the considered systems with
given approximation error. Extensive numerical examples are provided.
1 Introduction
In this paper one considers the class of Markov processes, which is usually
used to describe the evolution of the total number of customers in inhomo-
geneous Markov queueing systems. Suppose that the system’s state space
is X = {0, 1, 2 . . . }, where the (i)-th state means that there are i customers
in the system. Thought the paper it is assumed that all possible transition
intensities between states are non-random functions of time and may depend
on the state of the system state.
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There are two most common problems related to such systems: the com-
putation of time-dependent distribution of the state probabilities and the
limiting distribution (for example, in case of periodic intensities); computa-
tion of the rate of convergence and perturbation bounds.
This paper deals with the second problem related to the following classes
of inhomogeneous Markov queueing systems with arbitrary finite number of
servers S:
I. inhomogeneousM/M/S queueing system with possibly state-dependent
arrival and service intensities;
II. inhomogeneousM/M/S queueing system with state-independent batch
arrivals and state-dependent service intensity;
III. inhomogeneous M/M/S queueing system with state-dependent arrival
intensity and batch service;
IV. inhomogeneousM/M/S queueing system with state-independent batch
arrivals and batch service.
Here for these four system classes one describes the unified approach based
on logarithmic norm of linear operators for obtaining sharp upper and lower
bounds on the rate of convergence and corresponding sharp perturbation
bounds.
This unified approach has already been successfully applied to system
from the Ist and IVth class. Specifically for the inhomogeneous M/M/1 sys-
tem with state-dependent arrival and service intensities, as well as for the
state-independent inhomogeneous M/M/S system the bounds were firstly
obtained in [24], [26] and [4]. Systems belonging to the IVth class have been
studied in a number of papers (see, for example, [20], [12], [14]) and the
results related to convergence have been also obtained in [21, 30]. Here one
demonstrates that the approach is also suitable for the systems from the
IInd and IIId class and thus offers a unified way toward analysis of ergodicity
properties of such Markov chains.
The approach is based on the special properties of linear systems of dif-
ferential equations with non-diagonally non-negative matrices. Specifically,
if the column-wise sums of the elements of this matrix are identical and equal
to, say, −α∗(t), then the exact upper bound of order exp
{
−
∫ t
0
α∗(u) du
}
can be obtained for the rate of convergence of the solutions of the system in
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the corresponding metric. Moreover, if the column-wise sums of the absolute
values of the elements of this matrix are identical and equal to, say, χ∗(t),
then the exact lower bound of order exp
{
−
∫ t
0
χ∗(u) du
}
can be obtained
for the convergence rate as well. The bounds are obtained in three steps.
At first step one excludes the (0) state from the forward Kolmogorov sys-
tem of differential equations and thus obtains the new system with the new
intensity matrix which is, in general, not non-diagonally non-negative. The
second step is to transform the new intensity matrix in such a way that non-
diagonally elements are non-negative and which leads to (loosely speaking)
least distance between specifically defined upper and lower bounds. At third
step one uses the logarithmic norm for the estimation of the convergence
rate.
Here the key step is the second one. The transformation is made using
a sequence of positive numbers {di, i ≥ 1}, which does not have any proba-
bilistic sense and can be considered as an analogue of Lyapunov functions.
For the detailed discussion on application of logarithmic norm and related
techniques one can refer to the series of papers [4, 8, 26, 27, 30, 34].
The advantages of this three-step approach is that it allows one to deal
with time-homogeneous and time-inhomogeneous processes and it leads to
exact both upper and lower bounds for the convergence rate. In time-
homogeneous case (of the four classes of systems introduced above) the ap-
proach allows one to obtain the correspondent bounds for the decay param-
eter and gives an explicit bounds in total variation norm (see Theorem 2 ).
The proposed approach allows one also to address the problem of com-
putation of the limiting distribution of the inhomogeneous Markov chain
from a different perspective. In general there are several approaches, which
allow one to obtain more or less accurate solutions. These are the exact
and approximate numerical solution of the system of differential equations,
approaches assuming piecewise constant parameters and approaches based
on modified system characteristics. For the review of many results one can
refer to [16]. Although using the proposed approach one cannot determine
the state probabilities as functions of time t, it is possible to compute ap-
proximately the limiting distribution, while having analytically computable
expressions for the approximation errors. Using truncation techniques, which
were developed in [27, 31], in the numerical one presents the results of the
computation of the limiting characteristics in inhomogeneous M/M/S sys-
tems of each of the four classes described above. The most interesting insight
from the experiments is the following. Choose the arrival and service intensi-
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ties in inhomogeneous M/M/S (Ist class). Then if one uses these intensities
(after a certain modification allowing bulk arrivals and group services) in
inhomogeneous M/M/S from the IInd, IIId or IVth class, then the limiting
mean number of customers for both systems coincide, while idle probabilities
do not.
The paper is structured as follows. In the next section one gives the
general description of the system under consideration and introduces the
necessary notation. Section 3 contains the main result of the paper i.e. the
theorem which specifies the convergence bounds. Section 4 provides explicit
expressions for functions needed to compute convergence bounds for four
special cases of the considered system. In the last two sections one provides
extensive numerical examples and gives directions of further research.
2 System description and definitions
Let the integer-valued time-dependent random variable X(t) denote the to-
tal number of customers at time t in a markovian queueing system. Then
the process {X(t), t ≥ 0} is a (possibly inhomogeneous) continuous-time
Markov chain with state space X = {0, 1, 2 . . .}. Denote by pij(s, t) =
P {X(t) = j |X(s) = i}, i, j ≥ 0, 0 ≤ s ≤ t the transition probabilities
of X(t) and by pi(t) = P {X(t) = i} – the probability that the Markov chain
X(t) is in state i at time t. Let p(t) = (p0(t), p1(t), . . . )
T be probability
distribution vector at instant t. Throughout the paper we assume that in an
element of time h the possible transitions and their associated probabilities
are
pij(t, t+ h) =
{
qij(t)h+ αij (t, h) , if j 6= i
1 + qii(t)h + αi (t, h) , if j = i,
i, j ∈ X , (1)
where all αi(t, h) are o(h) uniformly in i, i.e. supi |αi(t, h)| = o(h) and
qii(t) = −
∑
k∈X ,k 6=i
qik(t).
Applying the standard approach developed in [8, 26, 27] it is assumed
that that all the intensity functions qij(t) are linear combinations of a finite
number of locally integrable on [0,∞) non-negative functions.
The matrix Q(t) = (qij(t))
∞
i,j=0 is the intensity matrix of the chain
{X(t), t ≥ 0}. Henceforth it is assumed that the Q(t) is essentially bounded,
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i. e.
sup
i
|qii(t)| = L(t) ≤ L <∞, (2)
for almost all t ≥ 0.
Probabilistic dynamics of the process {X(t), t ≥ 0} is given by the for-
ward Kolmogorov system
d
dt
p(t) = A(t)p(t), (3)
where A(t) = QT (t) is the transposed intensity matrix.
Throughout the paper by ‖ · ‖ we denote the l1-norm, i. e. ‖p(t)‖ =∑
k∈X |pk(t)|, and ‖Q(t)‖ = supj∈X
∑
i∈X |qij |. Let Ω be a set all stochastic
vectors, i. e. l1 vectors with non-negative coordinates and unit norm. Hence
we have ‖A(t)‖ = 2 supk∈X |qkk(t)| ≤ 2L for almost all t ≥ 0. Hence the
operator function A(t) from l1 into itself is bounded for almost all t ≥ 0 and
locally integrable on [0;∞). Therefore we can consider (3) as a differential
equation in the space l1 with bounded operator.
It is well known (see [1]) that the Cauchy problem for differential equation
(3) has a unique solutions for an arbitrary initial condition, and p(s) ∈ Ω
implies p(t) ∈ Ω for t ≥ s ≥ 0.
Denote by E(t, k) = E(X(t)|X(0) = k) the conditional expected number
of customers in the system at instant t, provided that initially (at instant t =
0) k customers were present in the system. Then Ep(t) =
∑
k≥0E(t, k)pk(0)
is the unconditional expected number of customers in the system at instant
t, given that the initial distribution of the total number of customers was
p(0).
In order to obtain perturbation bounds we consider a class of perturbed
Markov chains {X¯(t), t ≥ 0} defined on the same state space X as the original
Markov chain {X(t), t ≥ 0}, with the intensity matrix A¯(t) and the same
restrictions as imposed on A(t). It is assumed that ‖Aˆ(t)‖ = ‖A(t)−A¯(t)‖ ≤
ε, for almost all t ≥ 0, which means the perturbations are considered to be
small.
Before proceeding to the derivation of the main results of the paper,
we recall two definitions. Recall that a Markov chain {X(t), t ≥ 0} is
called weakly ergodic, if ‖p∗(t) − p∗∗(t)‖ → 0 as t → ∞ for any initial
conditions p∗(0) and p∗∗(0), where p∗(t) and p∗∗(t) are the corresponding
solutions of (3). A Markov chain {X(t), t ≥ 0} has the limiting mean ϕ(t),
if limt→∞ (ϕ(t)− E(t, k)) = 0 for any k.
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3 Main results
Recall that one has introduced A(t) as the transposed intensity matrix Q(t).
Thus it has the form
A(t) =


a00(t) a01(t) · · · a0r(t) · · ·
a10(t) a11(t) · · · a1r(t) · · ·
a20(t) a21(t) · · · a2r(t) · · ·
· · ·
ar0(t) ar1(t) · · · arr(t) · · ·
· · ·


, (4)
where aii(t) = −
∑
k∈X ,k 6=i aki(t). Since p0(t) = 1−
∑∞
i=1 pi(t) due to normal-
ization condition, one can rewrite the system (3) as follows:
d
dt
z(t) = B(t)z(t) + f(t), (5)
where
f(t) = (a10(t), a20(t), . . . )
T , z(t) = (p1(t), p2(t), . . . )
T ,
B=(bij(t))
∞
i,j=1=


a11 (t)−a10 (t) a12 (t)−a10 (t) · · · a1r (t)−a10 (t) · · ·
a21 (t)−a20 (t) a22 (t)−a20 (t) · · · a2r (t)−a20 (t) · · ·
· · · · · · · · · · · · · · ·
ar1 (t)−ar0 (t) ar2 (t)−ar0 (t) · · · arr (t)−ar0 (t) · · ·
...
...
...
...
. . .

 .
(6)
See detailed discussion of this transformation in [8, 26, 27]. Let {di, i ≥ 1}
with d1 = 1 be an increasing sequence of positive numbers. Put
W = inf
i≥1
di
i
. (7)
and denote by D the upper triangular matrix of the following form:
D =


d1 d1 d1 · · ·
0 d2 d2 · · ·
0 0 d3 · · ·
...
...
...
. . .

 . (8)
Let l1D be the corresponding space of sequences
l1D =
{
z(t) = (p1(t), p2(t), · · · )
T | ‖z(t)‖1D ≡ ‖Dz(t)‖1 <∞
}
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and introduce also the auxiliary norm ‖ · ‖1E defined as ‖z(t)‖1E =∑∞
k=1 k|pk(t)|. Then in ‖ · ‖1D norm the following two inequalities hold:
‖z(t)‖1D = d1
∣∣∣∣∣
∞∑
i=1
pi(t)
∣∣∣∣∣+ d2
∣∣∣∣∣
∞∑
i=2
pi(t)
∣∣∣∣∣+ d3
∣∣∣∣∣
∞∑
i=3
pi(t)
∣∣∣∣∣+ · · · ≥
≥
(∣∣∣∣∣
∞∑
i=1
pi(t)
∣∣∣∣∣ +
∣∣∣∣∣
∞∑
i=2
pi(t)
∣∣∣∣∣+
∣∣∣∣∣
∞∑
i=3
pi(t)
∣∣∣∣∣+ . . .
)
≥
≥
1
2
((∣∣∣∣∣
∞∑
i=1
pi(t)
∣∣∣∣∣ +
∣∣∣∣∣
∞∑
i=2
pi(t)
∣∣∣∣∣
)
+
(∣∣∣∣∣
∞∑
i=2
pi(t)
∣∣∣∣∣+
∣∣∣∣∣
∞∑
i=3
pi(t)
∣∣∣∣∣
)
+ . . .
)
≥
≥
1
2
∞∑
i=1
|pi(t)| =
1
2
‖z(t)‖1, (9)
‖z(t)‖1E =
∞∑
k=1
k|pk(t)| =
∞∑
k=1
k
dk
dk|pk(t)| ≤W
−1
∞∑
k=1
dk|pk(t)| =
= W−1
∞∑
k=1
dk
∣∣∣∣∣
∞∑
i=k
pi(t)−
∞∑
i=k−1
pi(t)
∣∣∣∣∣ ≤W−1
∞∑
k=1
dk
(∣∣∣∣∣
∞∑
i=k
pi(t)
∣∣∣∣∣+
∣∣∣∣∣
∞∑
i=k−1
pi(t)
∣∣∣∣∣
)
≤
≤
2
W
∞∑
k=1
dk
∣∣∣∣∣
∞∑
i=k
pi(t)
∣∣∣∣∣ ≤ 2W ‖z(t)‖1D .(10)
Consider the equation (5) in the space l1D, where B(t) and f(t) are locally
integrable on [0,+∞). Let one compute the logarithmic norm of operator
function B(t). The motivation behind this can be found in [4] and detailed
proofs are provided in [25]. Recall that the logarithmic norm of operator
function B(t) is defined as
γ(B(t)) = lim
h→+0
h−1 (‖I + hB(t)‖ − 1) .
Denote by V (t, s) = V (t)V −1(s) the Cauchy operator of the equation (5).
Then the important inequality holds
e−
∫
t
s
γ(−B(u)) du ≤ ‖V (t, s)‖ ≤ e
∫
t
s
γ(B(u)) du.
Further, for an operator function from l1 to itself one has the simple formula
γ(B(t)) = sup
j
(
bjj(t) +
∑
i 6=j
|bij(t)|
)
.
7
Moreover for the logarithmic norm of the operator function B(t) in ‖ · ‖1D
norm the following equality holds:
γ(B(t))1D = γ(DB(t)D
−1)1.
Denote the elements of the matrix DB(t)D−1 by b∗ij(t) i.e. DB(t)D
−1 =(
b∗ij(t)
)∞
i,j=1
. Assume that
b∗ij(t) ≥ 0, i 6= j, t ≥ 0. (11)
Put
αi (t) =
∞∑
j=0
b∗ji(t), χi (t) = −
∞∑
j=0
|b∗ji(t)|, i ≥ 1, (12)
and let α(t) and β(t) denote the least lower and the least upper bound of the
sequence of functions {αi(t), i ≥ 1} and χ denote the least upper bound of
{χi(t), i ≥ 1} i.e.
α (t) = inf
i≥1
αi (t) , β (t) = sup
i≥1
αi (t) , (13)
χ (t) = sup
i≥1
χi (t) . (14)
Then the logarithmic norms of B(t) and (−B(t)) are equal to
γ (B (t))1D = sup
i
αi(t) = −α (t) , γ (−B (t))1D = supχi (t) = χ (t) .
If now one defines v (t) = D (p∗ (t)− p∗∗ (t)), then the following equation
holds
d
dt
v(t) = DB (t)D−1v(t), (15)
Notice that due to (11), the inequality v (s) ≥ 0 implies that v (t) ≥ 0 for
any t ≥ s. Hence
d
dt
∞∑
i=1
vi(t) ≥ −β (t)
∞∑
i=1
vi(t), (16)
and one can obtain establish the following theorem.
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Theorem 1. Let there exist an increasing sequence {dj, j ≥ 1} of positive
numbers with d1 = 1, such that (11) holds, and α(t) defined by (13) satisfies∫ ∞
0
α(t) dt = +∞. (17)
Then the Markov chain {X(t), t ≥ 0} is weakly ergodic and the following
bounds hold:
e−
∫
t
s
χ(u)du‖p∗ (s)−p∗∗ (s) ‖1D ≤ ‖p
∗ (t)−p∗∗ (t) ‖1D ≤ e
−
∫
t
s
α(u)du‖p∗ (s)−p∗∗ (s) ‖1D,
(18)
‖p∗(t)− p∗∗(t)‖ ≤ 4e−
∫
t
s
α(u)du‖z∗(s)− z∗∗(s)‖1D, (19)
‖p∗(t)− p∗∗(t)‖1E ≤
2
W
e−
∫
t
s
α(u)du‖z∗(s)− z∗∗(s)‖1D, (20)
for any initial conditions s ≥ 0, p∗(s), p∗∗(s) and any t ≥ s.
If in addition D (p∗ (s)− p∗∗ (s)) ≥ 0, then
‖p∗ (t)− p∗∗ (t) ‖1D ≥ e
−
∫
t
s
β(u)du‖p∗ (s)− p∗∗ (s) ‖1D, (21)
for any 0 ≤ s ≤ t.
One can also obtain the corresponding perturbation bounds. For the first
results in this direction see [9, 10, 11, 22], for the stronger results see [19] and
for the general approach see [32]. The respective uniform in time truncation
bounds can be obtained via techniques proposed in [31, 35].
If the Markov chain is homogeneous, then all elements b∗ij(t) of the matrix
DB(t)D−1 do not dependent on t i.e. the quantities in (13) are constants.
Thus instead of general bounds given by Theorem 1, one can specify then
and obtain the following theorem.
Theorem 2. Let there exist an increasing sequence {dj, j ≥ 1} of positive
numbers with d1 = 1, such that (11) holds, and α(t) = α defined by (13) is
positive i.e. α > 0. Then the Markov chain {X(t), t ≥ 0} is strongly ergodic
and the following bounds hold:
e−χt‖p∗ (0)− p∗∗ (0) ‖1D ≤ ‖p
∗ (t)− p∗∗ (t) ‖1D ≤ e
−αt‖p∗ (0)− p∗∗ (0) ‖1D,
(22)
‖p∗(t)− p∗∗(t)‖ ≤ 4e−αt‖z∗(0)− z∗∗(0)‖1D, (23)
9
‖p∗(t)− p∗∗(t)‖1E ≤
2
W
e−αt‖z∗(0)− z∗∗(0)‖1D, (24)
for any initial conditions s ≥ 0, p∗(0), p∗∗(0) and any t ≥ 0. If in addition
D (p∗ (0)− p∗∗ (0)) ≥ 0, then
‖p∗ (t)− p∗∗ (t) ‖1D ≥ e
−βt‖p∗ (0)− p∗∗ (0) ‖1D, (25)
for any t ≥ 0.
For the decay parameter α∗ defined as
lim
t→∞
(pij(t)− pij) = O(e
−α∗t),
where {pij , j ≥ 0} are the stationary probabilities of the chain, it holds that
α∗ ≥ α.
Notice that some additional results related to Theorem 2 can also be found
in [4, 7, 24]. If one assumes that the intensities qij(t) are 1−periodic in t i.e.
qij(t) are periodic functions and the length of the period is equal to one, then
the Markov chain {X(t), t ≥ 0} has the limiting 1−periodic limiting regime.
Under the assumptions of Theorem 1 the Markov chain {X(t), t ≥ 0} is
exponentially weakly ergodic. The detailed discussion of this results is given
in [27].
Till the end of this section one presents a bit more detailed analysis of
two special cases: homogeneous case and the case with periodic intensities.
Firstly note that in the both cases there exist positive R and a such that
e−
∫
t
s
α(u) du ≤ Re−a(t−s) (26)
for any 0 ≤ s ≤ t. Hence the Markov chain {X(t), t ≥ 0} is exponentially
weakly ergodic. Indeed, if the Markov chain {X(t), t ≥ 0} is homogeneous,
then one may put R = 1, a = α given by (13). If all the intensity functions
qij(t) are 1−periodic in t, then one may put
a =
∫ 1
0
α(t) dt, R = eK , K = sup
|t−s|≤1
∫ t
s
α(u) du.
By doing so, for any solution of (5) the following bound holds:
‖z(t)‖1D ≤
‖V (t)‖1D‖z(0)‖1D +
∫ t
0
‖V (t, τ)‖1D‖f(τ)‖1D dτ ≤ (27)
Re−at‖z(0)‖1D +
FR
a
,
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where F is such that ‖f(t)‖1D ≤ F for almost all t ∈ [0, 1]. Hence one has
the upper bound for the limit
lim sup
t→∞
‖z(t)‖1D ≤
FR
a
, (28)
for any initial condition and
‖p(0)− e0‖1D = ‖p(0)‖1D = ‖z(0)‖1D ≤ lim sup
t→∞
‖z(t)‖1D, (29)
where ei denotes the unit vector of zeros with 1 in the i-th place. If the
initial distribution is p∗∗(0) = e0 then z
∗∗(0) = 0, z(t) ≥ 0 for any p∗(0) and
any t ≥ 0. Therefore
‖z(t)‖1D = d1p1 + (d1 + d2)p2 + (d1 + d2 + d3)p3 + ... =
= d1p1 +
d1 + d2
2
2p2 +
d1 + d2 + d3
3
3p3 + ... ≥ inf
k
d1 + ... + dk
k
‖z(t)‖1E ,
and one can use W ∗ = infk
d1+...+dk
k
instead of W = infk
dk
k
, given by (7) in
all the bounds on the rate of convergence. Finally, for the considered two
special cases one has the following two corollaries.
Corollary 1. Let {X(t), t ≥ 0} be a homogeneous Markov chain and let
there exist an increasing sequence {dj, j ≥ 1} of positive numbers with d1 =
1 such that (11) holds and in addition α > 0. Then the Markov chain
{X(t), t ≥ 0} is exponentially ergodic and the following bounds hold:
‖pi − p(t, 0)‖ ≤
4F
α
e−αt, (30)
|φ−E(t, 0)| ≤
F
αW ∗
e−αt, (31)
where pi = (pi0, pi1, . . . )
T denotes the vector of stationary probabilities of the
chain and φ =
∑∞
j=0 jpij and p(0, 0) = e0.
Corollary 2. Assume all intensity function of the Markov chain {X(t), t ≥
0} be 1−periodic in t. Let there exist an increasing sequence {dj, j ≥ 1} of
positive numbers with d1 = 1 such that (11) holds and in addition
∫ 1
0
α(t) dt =
a > 0. Then the Markov chain {X(t), t ≥ 0} is exponentially weakly ergodic
and the following bounds hold:
‖pi(t)− p(t, 0)‖ ≤
4FR
a
e−at, (32)
11
|φ(t)− E(t, 0)| ≤
FR
aW ∗
e−at, (33)
where pi(t) = (pi0(t), pi1(t), . . . )
T denotes the vector of limiting probabilities of
the chain and φ(t) =
∑∞
j=0 jpij(t) and p(0, 0) = e0.
If the state space of the Markov chain is finite there exist a number of special
results (one can refer to [4, 7, 29]).
4 Convergence bounds
In order to apply the results of the Theorem 1 and Theorem 2 and to obtain
the convergence bounds for the system from either Ist− IVth class, one has to
know the exact expressions for the functions αi(t) and χi (t), given by (13)
and (14). In this section one provides the expressions for αi(t) and χi (t)
for single server systems from classes Ist − IVth. Then one shows how these
expression change, when one considers to multiple server case.
4.1 Inhomogeneous M/M/S queueing system with
batch arrivals and state-dependent service inten-
sity
Consider the queueing systemM/M/1 queueing system with time-dependent
arrival and service intensities. Let λk(t) be the arrival intensity of the batch,
containing k customers, at instant t and µk(t) be the service intensity at
instant t if the total number of customers in the system is equal to k. Then
the transposed intensity matrix has the form
A(t) =


a00 (t) µ1 (t) 0 0 0 · · ·
λ1 (t) a11 (t) µ2 (t) 0 0 · · ·
λ2 (t) λ1 (t) a22 (t) µ3 (t) 0 · · ·
λ3 (t) λ2 (t) λ1 (t) a33 (t) µ4 (t) · · ·
λ4 (t) λ3 (t) λ2 (t) λ1 (t) a44 (t) · · ·
· · ·
...
...
...
...
. . .


, (34)
where diagonal elements of A(t) are such that all column sums are equal to
zero for any t ≥ 0. As the assumption (11) is fulfilled, it holds that
αj(t) = µj (t)−
dj−1
dj
µj−1 (t) +
∞∑
i=1
(
1−
di+j
dj
)
λi (t) , (35)
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and
χj (t) = µj (t) +
dj−1
dj
µj−1 (t) +
∞∑
i=1
(
1 +
di+j
dj
)
λi (t) . (36)
Therefore, the Theorem 1 and Theorem 2 hold for these αi(t) and χi(t).
Consider now the queueing system M/M/S queueing system with S > 1
servers, time-dependent arrival and service intensities. Customers arrive at
the system in batches of size not greater than S. Assume that the arrival
intensity of batch, containing k customers, at instant t is equal to λk(t) =
1
Sk
λ(t) if 1 ≤ k ≤ S and λk(t) = 0 if k > S. Denote the service intensity at
instant t by µk(t) and assume that µk(t) = min (k, S)µ(t). For the assumed
values of λk(t) and µk(t), and the expressions for αi(t) and χi(t) given above,
the Theorem 1 and Theorem 2 hold.
4.2 Inhomogeneous M/M/S queueing system with
batch service and state-dependent arrival intensity
Consider the queueing systemM/M/1 queueing system with time-dependent
arrival and service intensities. But now let λk(t) be the arrival intensity of k
customers at instant t if the total number of customers in the system is equal
to k and µk(t) be the service intensity at instant t of a group of k customers.
Then the transposed intensity matrix has the form
A(t) =


a00(t) µ1(t) µ2(t) µ3(t) µ4(t) µ5(t) · · ·
λ0(t) a11(t) µ1(t) µ2(t) µ3(t) µ4(t) · · ·
0 λ1(t) a22(t) µ1(t) µ2(t) µ3(t) · · ·
0 0 λ2(t) a33(t) µ1(t) µ2(t) · · ·
...
...
...
...
...
...
. . .

 , (37)
where aii (t) = −
∑i
k=1 µk (t)− λi (t). Then Theorem 1 and Theorem 2 hold
for
αi (t) = µi (t)−
i−1∑
k=1
(µi−k (t)− µi (t))
dk
di
+ λi−1 (t)−
di+1
di
λi (t) , (38)
χi (t) = µi (t) +
i−1∑
k=1
(µi−k (t)− µi (t))
dk
di
+ λi−1 (t) +
di+1
di
λi (t) . (39)
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Consider again the queueing systemM/M/S queueing system with S > 1
servers, time-dependent arrival and service intensities. The customers are
served in batches of size not greater than S. Assume that the service in-
tensity is µk(t) =
1
k
µ(t) if 1 ≤ k ≤ S and µk(t) = 0 if k > S. Denote the
arrival intensity by λ(t). For the assumed values of λk(t) and µk(t), and the
expressions for αi(t) and χi(t) given above, the Theorem 1 and Theorem 2
hold.
4.3 Inhomogeneous M/M/S queueing system with
batch arrivals and service
Consider the queueing systemM/M/1 queueing system with time-dependent
arrival and service intensities. Customer arrive and are served in batches. Let
λk(t) and µk(t) be the arrival and service intensity of a group of k customers.
This queueing system has been extensively studied with respect to the rate of
convergence, truncation and perturbation bounds in [21, 30]. The transposed
intensity matrix in this case has the following form:
A (t) =


a00 (t) µ1 (t) µ2 (t) µ3 (t) · · ·
λ1 (t) a11 (t) µ1 (t) µ2 (t) · · ·
λ2 (t) λ1 (t) a22 (t) µ1 (t) · · ·
λ3 (t) λ2 (t) λ1 (t) a33 (t) · · ·
...
...
...
. . .

 , (40)
and aii (t) = −
∑i
k=1 µk (t)−
∑∞
k=1 λk (t). Therefore, Theorem 1 and Theorem
2 hold for
αi (t) = −aii (t)−
i−1∑
k=1
(µi−k (t)− µi (t))
dk
di
−
∑
k≥1
λk (t)
dk+i
di
, (41)
and
χi (t) = −aii (t) +
i−1∑
k=1
(µi−k (t)− µi (t))
dk
di
+
∑
k≥1
λk (t)
dk+i
di
. (42)
Consider again the queueing systemM/M/S queueing system with S > 1
servers, time-dependent arrival and service intensities. Assume the arrivals
and service appear in batches of size not greater than S. Assume that the
arrival intensity of k customers at instant t is equal to λk(t) =
1
Sk
λ(t) if
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1 ≤ k ≤ S and λk(t) = 0 if k > S; the service intensity is assume to be equal
to µk(t) =
1
k
µ(t) if 1 ≤ k ≤ S and µk(t) = 0 if k > S. For the assumed values
of λk(t) and µk(t), and the expressions for αi(t) and χi(t) given above, the
Theorem 1 and Theorem 2 hold.
4.4 Inhomogeneous M/M/S queueing system with
state-dependent arrival and service intensities
If in the queueing system M/M/1 queueing system the arrival λn(t) and
service intensities µn(t) are time-dependent and also depend on the total
number of customers n in the system then the queue-length process for a
general Markovian queue with intensities λn(t) is the inhomogeneous birth-
death process with birth and death intensities equal to λn(t) and µn(t) .
Thus Theorem 1 and Theorem 2 hold with
αj(t) = µj (t)−
dj−1
dj
µj−1 (t) + λj−1 (t)−
dj+1
dj
λj (t) , (43)
and
χj(t) = µj (t) +
dj−1
dj
µj−1 (t) + λj−1 (t) +
dj+1
dj
λj (t) . (44)
Consider again the ordinary queueing system M/M/S queueing system
with S > 1 servers, time-dependent arrival and service intensities λ(t) and
µn(t) = min(n, S)µ(t) correspondingly. For the assumed values of λk(t) and
µk(t), and the expressions for αi(t) and χi(t) given above, the Theorem 1
and Theorem 2 hold.
5 Numerical examples
The purpose of the numerical section is two-fold. Firstly one demonstrates
that the convergence bounds obtained in the previous section can indeed be
computed. Having fixed the arrival and service intensities in the inhomoge-
neous M/M/S queueing system with state-independent arrival and service
intensities (Ist class), one specifies the sequence {di, i ≥ 1} and provides
corresponding bounds using Corollary 2. Secondly one shows that the ap-
proach proposed in this paper can be used to compute approximations for
the limiting characteristics of the systems with a given approximation error.
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The characteristics under consideration are the limiting idle probability and
the limiting mean number of customers in the system.
The system considered are:
(i) inhomogeneous M/M/100 queueing system with state-independent
arrival and service intensities;
(ii) inhomogeneous M/M/100 queueing system with state-independent
batch arrivals;
(iii) inhomogeneous M/M/100 queueing system with state-independent
batch service.
(iv) inhomogeneous M/M/100 queueing system with state-independent
batch arrivals and batch service.
All transition intensities are assumed to be periodic functions of time.
Customer in all three systems are served in FCFS order. The inhomogeneous
M/M/S consists of single infinite capacity queue and 100 servers. Arrivals
happen according to the inhomogeneous Poisson process with the intensity
λ∗(t; i) equal to
λ∗(t; i) = i(1 + sin 2pit), i > 0, t > 0.
Whenever the server becomes free, a customer from the queue (if there is
any) enters server and get served according to exponential distribution with
the intensity
µ∗(t) = 3 + cos 2pit.
In the inhomogeneous M/M/100 queueing system with batch arrivals it
is assumed that customers arrive in batches in accordance with a inhomo-
geneous Poisson process of intensity λ∗(t; i)/
∑S
i=1(Si)
−1. The size of the
arriving group is a random variable with discrete probability distribution
(Sk)−1/
∑S
i=1(Si)
−1, 1 ≤ k ≤ S. The sizes and interarrival times of succes-
sive arriving groups are stochastically independent. Thus the total arrival
intensity is λk(t, i) =
1
Sk
λ∗(t, i) if 1 ≤ k ≤ S and λk(t, i) = 0 if k > S.
Whenever the server becomes free, a customer from the queue (if there is
any) enters server and get served according to exponential distribution with
the intensity µk(t) = min (k, S)µ
∗(t).
In the inhomogeneousM/M/100 queueing system with batch service cus-
tomers arrive in accordance with a inhomogeneous Poisson process of the
same intensity λ∗(t, i). But the service happens in batches of size not greater
than S and the service times are exponentially distribution with the service
intensity equal to µk(t) =
1
k
µ(t) if 1 ≤ k ≤ S and µk(t) = 0 if k > S.
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Finally, in the inhomogeneous M/M/100 queueing system with batch
arrivals and batch service, the total arrival intensity is λk(t, i) =
1
Sk
λ∗(t, i) if
1 ≤ k ≤ S and λk(t, i) = 0 if k > S and the service intensity is µk(t) =
1
k
µ(t)
if 1 ≤ k ≤ S and µk(t) = 0 if k > S.
Let us find the convergence bounds in case (i) i.e. for the inhomoge-
neous M/M/100 queueing system with state-independent arrival and service
intensities. Let i = 50 i.e. arrival intensity is equal to
λ∗(t; 50) = 50(1 + sin 2pit), t > 0.
Specify the sequence {di, i ≥ 1} as follows:
– di = 1, if 1 ≤ i ≤ 100;
– d101 = 1.05d100, d102 = 1.1d101, d103 = 1.3d102, d104 = 1.6d103, d105 =
2d104;
– di = 2.3
i−105d105, if i ≥ 106.
Such sequence {di, i ≥ 1} guarantees that the assumptions of Corollary 2
are fulfilled and one has bounds on the rate of convergence to the limiting
characteristics given by (32) and (33) with a = 1.7, R = 2, F = 100.
In order to approximate the limiting characteristics for all three cases (i)–
(iv), one can apply Theorem 5 and Theorem 8 from [31]. But firstly one has
to specify the value i in the arrival intensity λ∗(t; i), because as the arrival
intensity (and thus load) grows the bigger state space is needed. Assume
that i ≤ 50 i.e. the maximum arrival intensity allowed is λ∗(t; 50) = 50(1 +
sin 2pit). Then one can compute the solution of the forward Kolmogorov
system (3) for the truncated process on the state space {0, 1, . . . , 155} on the
interval [0, t∗ + 1] with the initial condition X(0) = 0. Hence one finds the
limiting idle probability and limiting mean value on the interval [t∗, t∗ + 1]
with an error less than 10−4, where t∗ = 5 or t∗ = 7.
Below one presents the plots of the limiting probability of the empty
queue p0(t) and the limiting mean ϕ(t) number of customer in the system
for all each of the cases (i)–(iv).
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Figure 1: Case (i), the arrival intensity is λ∗(t; 10). Approximation of the
limiting mean number ϕ(t) of customers in the system for t ∈ [5, 6].
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Figure 2: Case (i), the arrival intensity is λ∗(t; 10). Approximation of the
limiting probability p0(t) of the empty queue for t ∈ [5, 6].
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Figure 3: Case (i), the arrival intensity is λ∗(t; 20). Approximation of the
limiting mean number ϕ(t) of customers in the system for t ∈ [5, 6].
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Figure 4: Case (i), the arrival intensity is λ∗(t; 20). Approximation of the
limiting probability p0(t) of the empty queue for t ∈ [5, 6].
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Figure 5: Case (i), the arrival intensity is λ∗(t; 50). Approximation of the
limiting mean number ϕ(t) of customers in the system for t ∈ [5, 6].
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Note from the figures above, that in case of high arrival intensity the limiting
probability p0(t) of the empty queue here equals to 0 most of the time.
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Figure 6: Case (ii), the arrival intensity is λ∗(t; 10). Approximation of the
limiting mean number ϕ(t) of customers in the system for t ∈ [5, 6].
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Figure 7: Case (ii), the arrival intensity is λ∗(t; 10). Approximation of the
limiting probability p0(t) of the empty queue for t ∈ [5, 6].
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Figure 8: Case (ii), the arrival intensity is λ∗(t; 20). Approximation of the
limiting mean number ϕ(t) of customers in the system for t ∈ [5, 6].
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Figure 9: Case (ii), the arrival intensity is λ∗(t; 20). Approximation of the
limiting probability p0(t) of the empty queue for t ∈ [5, 6].
22
10
15
20
25
30
5 5.2 5.4 5.6 5.8 6
Figure 10: Case (ii), the arrival intensity is λ∗(t; 50). Approximation of the
limiting mean number ϕ(t) of customers in the system for t ∈ [5, 6].
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Figure 11: Case (ii), the arrival intensity is λ∗(t; 50). Approximation of the
limiting probability p0(t) of the empty queue for t ∈ [5, 6].
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Figure 12: Case (iii), the arrival intensity is λ∗(t; 10). Approximation of
the limiting mean number ϕ(t) of customers in the system for t ∈ [5, 6].
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Figure 13: Case (iii), the arrival intensity is λ∗(t; 10). Approximation of
the limiting probability p0(t) of the empty queue for t ∈ [5, 6].
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Figure 14: Case (iii), the arrival intensity is λ∗(t; 20). Approximation of
the limiting mean number ϕ(t) of customers in the system for t ∈ [5, 6].
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Figure 15: Case (iii), the arrival intensity is λ∗(t; 20). Approximation of
the limiting probability p0(t) of the empty queue for t ∈ [5, 6].
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Figure 16: Case (iii), the arrival intensity is λ∗(t; 50). Approximation of
the limiting mean number ϕ(t) of customers in the system for t ∈ [8, 9].
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Figure 17: Case (iii), the arrival intensity is λ∗(t; 50). Approximation of
the limiting probability p0(t) of the empty queue for t ∈ [8, 9].
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Figure 18: Case (iv), the arrival intensity is λ∗(t; 10). Approximation of
the limiting mean number ϕ(t) of customers in the system for t ∈ [5, 6].
0.95
0.955
0.96
0.965
0.97
0.975
5 5.2 5.4 5.6 5.8 6
Figure 19: Case (iv), the arrival intensity is λ∗(t; 10). Approximation of
the limiting probability p0(t) of the empty queue for t ∈ [5, 6].
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Figure 20: Case (iv), the arrival intensity is λ∗(t; 20). Approximation of
the limiting mean number ϕ(t) of customers in the system for t ∈ [5, 6].
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Figure 21: Case (iv), the arrival intensity is λ∗(t; 20). Approximation of
the limiting probability p0(t) of the empty queue for t ∈ [5, 6].
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Figure 22: Case (iv), the arrival intensity is λ∗(t; 50). Approximation of
the limiting mean number ϕ(t) of customers in the system for t ∈ [5, 6].
0.1
0.15
0.2
0.25
0.3
0.35
5 5.2 5.4 5.6 5.8 6
Figure 23: Case (iv), the arrival intensity is λ∗(t; 50). Approximation of
the limiting probability p0(t) of the empty queue for t ∈ [5, 6].
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6 Conclusion
From the presented figures one can see that the limiting mean number of
customers in the system apparently does not depend on type of the system
i.e. for all four different systems considered there is numerical evidence that
the limiting means coincide. With respect to the probability of the empty
queue one observes the clear dependence on the type of the system. These
numerical evidences show one of the directions of further research: expla-
nation these effects from the analytical point of view. Another direction is
the generalization of the proposed method for other types of inhomogeneous
queueing systems. One of the appealing candidates are queueing systems
with balking, in which the arrival intensities decrease with the growth of the
total number of customers in the system. Another one direction of research
follows from [36] and is related to the optimization of no-wait probabilities
in such queueing systems.
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