There has been much recent excitement about the potential for tools that might enable scalable mapping of brain circuits at the anatomical level (i.e., connectomics), the molecular level (e.g., transcriptomics, proteomics), and the activity level (i.e., dynomics). However, new fundamental mechanisms of neural function are being discovered all the time. This raises a question that sits at the junction between ''big neuroscience'' projects and discovery-oriented research: how should one design brain mapping technologies that can scalably acquire knowledge about classical mechanisms that we know are important, while taking in stride the continual uncovering of new mechanisms?
New Mechanisms and the Need for Mapping Them
There is no universal agreement as to what data sets are needed for a full understanding of the brain. Currently, there are efforts to understand the brain as a network made of neurons (e.g., in systems neuroscience), as well as efforts to understand neurons as networks of molecules (e.g., in molecular neuroscience). Efforts to build bridges between these levels of abstraction in the brain are much desired.
Dynomics and connectomics focus largely on mapping the spiking activity of neural populations and the synaptic connectivity of neural networks, respectively. Yet, many other mechanisms of electrical and chemical computation and communication are routinely being discovered. For dynomics, mapping the timing of discrete action potentials may reflect only part of the neural code, and full maps that reflect the analog electrical signals being discovered in many cell types may require new recording or imaging technologies. For connectomics, similar questions are being directed at the synapse. Direct electrical connections (mediated by proteins that make up gap junctions) can form local networks among interneurons with similar gene expression profiles (Brown and Hestrin, 2009) , among other kinds of circuits. Direct electrical interactions between adjacent neurons-so-called ''ephaptic coupling''-has been suggested to entrain the spiking of cortical neurons to extracellular electric fields (Buzsá ki et al., 2012) and may play other roles in exciting or inhibiting neurons of specific geometry.
Classical neurotransmitters are of course of great importance in neural communication. But new kinds of transmitters, such as peptides, are routinely being discovered. Retrograde signaling by diffusible messengers-from postsynaptic to presynaptic neurons-is now well established, such as for the case of cannabinoids (Younts and Castillo, 2014) . Nitric oxide (NO) functions as a diffusible gaseous messenger that can pass through cell membranes and can induce, in a temporally precise fashion, synaptic plasticity (Hardingham et al., 2013) . Indicators for gases and other hard-to-tag molecules might be needed to understand how these nonclassical transmitters contribute to neural circuit functions.
Another mapping effort is the quest to enumerate the kinds of building blocks of the brain. One of the early flagship projects of the BRAIN initiative is to assemble a list of neuron types. Tools for mapping glial circuits, of course, might easily complement those for mapping circuits of neurons. For neurons, mapping transcriptomes has been proposed to provide a basis for classifying cell types. But whether genes are ''on'' or ''off'' is perhaps not enough: alternative splicing of genes can have profound effects on neural function. Beyond static transcriptomic snapshots, some evidence suggests that cells can change their type over time, perhaps calling into question the notion of cell type itself. In addition to dynamic changes in gene splicing as a mechanism for transcriptomic variation, neurons in adult animals can alter which neurotransmitters they use for signaling in response to environmental cues (Birren and Marder, 2013) . Beyond even cells and their interconnections, it has been suggested that new tools to probe the extracellular matrix, which is implicated in the formation and preservation of memories, may be important for a full understanding of synaptic plasticity (Tsien, 2013) . Tools that cannot take into account new mechanisms are essentially making the assumption that those new mechanisms are not contributing to a significant degree. Certainly, this may be the case for many well-defined problems, e.g., understanding a few seconds of neural dynamics might not require detailed understandings of how that neural activity regulates downstream gene expression over timescales of hours to days. But, when developing new mechanism mapping tools, it is useful to at least consider whether they can easily be extended to include new mechanisms.
Tools for Assumption-free Brain Mapping
The timing is right to elucidate design principles for neurotechnologies that work backward from the fundamental properties of the brain and are equal to the challenge of mapping their mechanisms, rather than working forward from known technology building blocks. In particular, we want to design technologies so that they can take new mechanisms in stride, minimizing the reliance on assumptions that may later be shown to be false.
One key difficulty with brain mapping is that vastly different spatial and temporal scales often have to be simultaneously considered. The brain is organized with nanoscale precision, yet neural circuits can span vast regions, even tens of centimeters or larger. Individual signaling events can last milliseconds, yet learning or development or disease progression can take years. Thus, neuroscience is a kind of ''mesoscale biology,'' to borrow a term from physics.
For the case of neural activity, it will likely be important to map neural activity not only at the single-neuron level, but potentially with neural subcompartment resolution. Observing the propagation of neural activity through parts of neurons, e.g., in the dendritic tree, may be required to understand how neurons integrate inputs toward their neural code outputs. Despite the need for such spatial resolution, however, it is also clear that neurons in widely distributed circuits are operating in close coordination, and thus technologies for brain activity mapping must span these large spatial scales. The temporal precision required is also demanding, one millisecond or even better, which makes the recording of behaviorally relevant neural activity patterns (that might take hours to days or longer) daunting from a data analysis and perhaps even data storage standpoint. The joint criteria of spatial precision at circuit-wide scale, and temporal precision at behavioral scale, makes this problem all the more challenging.
In the connectomic and molecular mapping space, there is similarly a problem of achieving fine spatial discrimination, while scaling to the spatial extent of behaviorally or disease-relevant circuits. The requisite spatial resolution for assumption-free structural brain mapping is probably in the tens of nanometers or even better (if the goal is to resolve individual proteins, important to understand synaptic strength and dynamics, for example). Thus, nanoscale imaging systems that can scan quickly will be required; rather than just going for precision, or speed, of an imaging system, the ideal systems will need to do well along both performance axes. The ability to systematically map molecular mechanisms will probably require new kinds of observable tags and imaging systems.
Integrated Tools
An ideal technology would be able to map many kinds of variables (anatomical, molecular, physiological) in the same brain. Surprising organizational features of the connectivity of circuits are often apparent only after looking at many neurons within a single instantiation of a circuit and their topology of connectivity. Within a circuit, self-organization via plasticity mechanisms occurs to ensure network operation within the evolutionarily selected bounds of behavior, but two neurons in two different brains would not experience any such interaction. Such mechanisms of homeostasis could prove to yield important organizing principles of neural circuitry.
Correlations between multiple variables can of course be seen even at the population level. Gene expression and projection patterns are linked variables for neurons in the cerebral cortex (for example, Sorensen et al., 2013) . Technologies that only reflect connectomic or only gene expression patterns, and not both, would miss such linkages. Studies linking cell shape and gene expression pattern have also revealed rich interdependencies, although the mapping is not one-to-one between single markers and overt morphologies (Markram et al., 2004) , raising the question of how best to represent the geometry of a cell for informatic analysis, and the converse question of how many genetic markers it takes to define a cell type. More complete descriptions of cell shape and gene expression, as well as mechanistic links between the two, would be valuable to map in intact circuits, as well as tools that enable surveillance of cell type changes over time. Ideally, of course, we could map molecular, connectomic, and activity patterns-including new mechanisms governing or contributing to each-throughout circuits. Integrative mapping technologies must be compatible with each other-e.g., if you want to acquire an activity map from a brain, and then obtain its molecular and anatomical maps, you ideally would not alter the molecular or anatomical maps in the initial experiments on activity mapping.
Tightening the Loop between Discovery and Mapping
How can one design assumption-resistant, scalable, brain mapping technologies that can be extended to new mechanisms as they are found? It is important to work backward from the properties of the brain that need to be mapped and then to design the technology to meet that need. But this approach can be limiting if it cannot take into stride undiscovered mechanisms. One strategy is to bring forth new models of collaboration that connect people from different backgrounds so that technologies are designed ideally without excluding potential mechanisms that might to be considered in the future. It also requires systematic thinking in design. For example, attempting to make roadmaps of all possible directions before picking a path has in our experience helped narrow focus on paths that obey physical laws and can, potentially, match the complexity of the brain. In this ''architecting'' strategy, we actively recruit experts on different potential technology building blocks, bringing them together to consider not just the quantitative evaluation of potential paths, but new creative ideas or intuitions that might help generate an integrative technology.
For example, we recently completed a study of how different modalities-optical, radiofrequency, ultrasonic, molecular, and so forth-might contribute to brain activity mapping (Marblestone et al., 2013) . Working across 14 different departments and organizations, we collectively mapped out a variety of paths. We aimed collaboratively to achieve some of the milestones thus outlined, e.g., pursuing the adaptation of lightfield microscopy to neural activity imaging, yielding whole-organism dynomics for C. elegans (Prevedel et al., 2014) . Another collaboration has been pursuing algorithms and robots for automated intracellular neural recording in live mammalian brain (Kodandaramaiah et al., 2012) . Thus, although neurotechnology may seem omnidisciplinary, and thus daunting, bringing together the right teams has already proven itself to yield impactful technologies. ''Architecting'' works best often when people from solution-providing engineering fields and problem-driven scientific fields are brought together in the right combinations, as all the incentives are naturally in place to encourage people to work together (e.g., engineers want more impact; scientists want more solutions).
A curious direction for the future is whether new neurotechnologies or at the very least technology building blocks might be ''hiding in plain sight'' in the literature. After all, neurotechnology is not a fundamental engineering discipline like mechanical engineering or chemical engineering; rather, it ideally dips into all these other disciplines as needed in order to solve the problem. It is interesting to note that, even a decade or more before a tool comes to prominence, precursors to the tool can sometimes be found in the literature. For example, the use of light-activated ion pumps (microbial opsins) to control a eukaryotic cell was actually achieved in 1994, in a paper where yeast were genetically engineered to produce chemical energy in response to light-a primitive form of photosynthesis, if you will (Hoffmann et al., 1994) . This paper preceded the publication that kicked off the use of microbial opsins for optogenetic control of neurons by a full decade (Boyden et al., 2005) . Similar stories apply to other inventions of importance in biology and medicine, such as the polymerase chain reaction, which was described in outline form in a paper (Kleppe et al., 1971 ) a full decade before the physical implementation at Cetus (Saiki et al., 1985) . New tools that allow surprises to be mined from the literature, perhaps software based, may be of use in the future for helping generate new technologies. In the meantime, teaching engineers not only about the big problems in neural circuits that we want solved now, but about the ambiguities and unknowns as well, may help them make better inventions not only now, but going forward into the future.
