INTRODUCTION
Due to rapid progress in the semiconductor manufacturing, the device density and operating frequency have greatly increased, making power consumption a major design concern. High power consumption exacerbates the reliability problem by raising the die temperature and by increasing current density on the supply rails. It also reduces battery life which is a key concern in portable devices. Therefore, low power design requirements are driving a new breed of design automation methodologies and tools which in turn rely on accurate and efficient estimation tools at various design levels.
Power estimation at RT level is crucial in achieving a short design cycle. Macro-modeling is the major technique for power estimation at RT-level. In this technique, low-level simulations of modules is replaced by power macro-model equation evaluation (which can be performed very fast).
Macro-modeling techniques use capacitance models for circuit modules and activity profiles for data or control signals [l-31. The simplest form of the macro-model equation is given by: Power = +v2 . f . c ,~ . sw (1.1) where Ce# is the effective capacitance, SW is the mean of the input switching activity, and f is the clock frequency. The Power Factor Approximation (PFA) technique uses an experimentally determined weighting factor, called the power factor, to model the average power consumed by a given module over a range of designs.
To improve the accuracy, more sophisticated macro-model equations have been proposed. Dual Bit Type model, proposed in [2] , exploits the fact that, in the data path or memory modules, switching activities of high order bits ~~ ~~ ~~ * 'This research was supported in part by DARPA under contract number F336125-95-C1627, SRC under contract number 97-DJ-559.
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BACKGROUND
Based on the theory of regression analysis, we define the relation between power and input vector pair characteristics as a statistical relation, which can be expressed as : The statistical nature of the macro-model enables us to predict the accuracy level of fitted power value as follows. Given any input vector pair, the values of its characteristic variables (xl, xz, ..., x,) are first computed. The fitted (predicted) power is given by P=b,,+b,x, +b2x2 +...+b,x,. Given a confidence level l-a, the confidence interval of the actual power P is defined as an interval [ P I , Pz] such that the probability that the actual power value lies inside this interval is l-a. We can thus compute the confidence interval for P at any confidence level l-a as:
where t(1-d2;m-k-1) is the ( l -d 2 )~1 0 0 percentile point of the t distribution with degree of freedom of (m-k-1) and s[P] is the standard deviation of the new observation which is given by:
where X and MSE are the variable matrix and mean squares error of the training set, respectively.
The quality of the macro-models can be evaluated in terms of the following criteria:
Correlation coefficients: Coefficient of multiple correlation R is a general measure of thc quality of a regression model since it represents linearity of the model and the magnitude of the error. From its definition, 0 5 R 5 1 . Furthermore, the higher the R value, the better the quality of the regression model. The R value may differ from one population to next for the same macro-model. Therefore, the R values of different macro-models should be compared only when they are subjected to the same input population.
Errors: Error in cycle power (ECP) gives the average error when estimating power on cycle by cycle basis while error in average power (EAP) gives the average error when estimating the average power. More precisely, we can write: 
Relevant input correlations
It is obvious that a0 = 0 since power consumption for vector pair (00.. .O)-+(OO.. .O) must be zero. All other coefficients in equation (3.4) can be uniquely determined from circuitlevel simulation on some specific vector pairs.
Definition Inputs il,i2,. . .,i, are transitive fanout correlated iff their transitive fanout cones in the circuit have at least one common node, that is, there exists at least one node of the module whose logic function includes all these inputs. j is called the order of the correlation.
For sake of simplicity, we use "correlation" to mean "transitive fanout correlation" in the rest of this paper.
The coefficients in (3.4) essentially reflect the correlation between the corresponding Qoint) transition probabilities and the power consumption in a circuit. 
The macro-model equation
We have empirically observed that, on average, low order joint transition variables have higher coefficient values for most circuits. Based on this observation, we approximate (3.4) by ignoring the high order terms. Our first approximation function is written as:
where E is the error caused by approximation.
We can minimize error E by re-computing the coefficient values doing least-square fitting for (3.5). However (3.5) is too large to be our macro-model equation because the number of variables in it is 3. k + 9 . Cl + 27. C;, which is too high! The use of 0-1 variables in (3.5) makes it difficult to reduce the number of variables using regression approach.
W e thus use a variable partitioning approach which offers two advantages: 1) uses integer variables, 2 ) has constant number of variables independent of k.
W e define GI as the set of all inputs, G2 as the set of all possible combinations of two inputs, G 3 as the set of all where K is some user-specified bound. The size constraint is specified to manage the complexity of macro-model equation characterization and evaluation.
We approximate equation (3.5) by assuming that:
To minimize the error introduced by the above approximation, we should do a careful variable partitioning because variables may have very different coefficients. In our approach, the partitioning criteria are based on the coefficients in (3.4) which are computed as: Let's define:
is the total number of transitions of type i+j in group GI,.
i-+j,k+l T29g
is the total number of pair-wise joint transitions of type (i+j k+l) in group G2,g.
is the total number of joint transitions of type (i+j, k+l, m+n) in group G3,g.
We can thus introduce our cycle-accurate macro-model as follows:
In terms of L,M,N values, the number of variables in the macro-model is 3L+9M+27N, which is independent of the number of circuit inputs k. Table 1 shows the experimental results for three macromodels using different number of groups and using different grouping strategies. For Macro-model 1,
, and the single inputs, input pairs, and input triplets are grouped randomly; For Macro-model 3, L = 8, M = 8, N = 2, and our variable partitioning heuristic is used. The input sequence are randomly generated. We did not include biased sequence into this experiment because the R values are so high that it is difficult to assess the merit of each method.
From Table 3 , we can draw the following conclusions:
In general, input grouping improves the quality of macro-models.
A good input grouping technique is very important to obtain a high quality macro-model. 
Variable Reduction
In the macro-model equation (3.6), the number of variables is about 150. Although the large number of variables will improve the quality of the macro-model, we cannot afford to evaluate a large macro-model equation for every clock cycle at RT-level. Therefore, we must reduce the number of variables in the equation.
In our approach, the search method develops a sequence of regression models. At each step, one X variable is added into or deleted from the final macro-model equation. Th2 criterion used for adding or deleting variables is the F statistics of the regression theory [6] . The algorithm is described next:
Input of the algorithm: Given are a set o f candidate variables { XI, X,, ..., X,, } which is in the initial macromodel, a training set (values of variables for input vector pair and corresponding Powermill power value), a low threshold to for deleting a variable, a high threshold t l for adding a variable, an upper bound of number of variables MAX,,, S is the set of selected variables.
Step 0 (Initialization) : Set S = cP and C = { XI, X2, . . ., X,, }
Step 1 (Find the first variable) : Fit a one-variabje linear regression model for each variable X ; in C. The F test for each model is given by:
Assume that X j is the variable with the maximum F* value. If FJ* 2 tl then move Xj from C to S and denote it as XI*.
Otherwise, no macro-model can be found for the given tl value (tl must be reduced). The algorithm terminates.
Step 2 (Add a variable) : Assume S = { }, for each Xi remaining in C, fit the regression model with a+l variables X ; , X;, ..., X,* and Xi . For each of them, the partial F test statistics is:
MSR ( X , I X ; , X ; ; . . , X ; ) Step 3 (delete a variable) : Assume S={ X;,X;,...,X(: }, and X,* is the latest variable added in Step 2. Compute the partial F test statistics for all other variables in S: Step 4 : Repeat Steps 2 and 3 until one of following three conditions is true: 1. 2. C=@. 3. In our approach, the number of variables in the candidate set is 162 at the beginning. We choose to = tl = 10.0, MAX,, = 15. For most macro-models, the algorithm terminates at the 31d condition at step 4 when the number of variables equals to MAX,,. Only for one of them the algorithm terminates at step 3 when FJ: < tl .
Other issues in macro-model generation
Another important issue in macro-model generation is the design of the training set. In our approach the training set is designed using stratified sampling techniques proposed in [5] . The population (collected or probabilistically generated sequence and the corresponding power values) covers the whole ranges of macro-model variables and actual power values, the training set design technique also ensure that these ranges are covered by the training set. The validation of macro-model is carried out based on the criteria we mentioned in Section 11, which are R, ECP, and EAP.
Algorithm terminates in Step 2
The number of variables in S equals to MAX,,
IV. EXPERIMENTAL RESULTS
We have built our cycle-accurate macro-models for several modules, including the ISCAS-89 benchmarks. In our macro-models, we have also used information about transitions on circuit outputs, but only for two of the Circuit circuits (C432 and CSSO) variables related to outputs survive the variable reduction phase.
The experimental setup is as follows. For each circuit, the population size is set to 80,000 vector pairs (constructed by both biased and random sequences). We first simulate each circuit for the entire sequence using Powermill and record the cycle-by-cycle power. Size of the training set is set to 3,000 . The macro-model is then trained using the training set. After the macro-model is built, we apply it to different subsets of the population. These subsets are selected such that their power behaviors are different from that of the training set. Average ECP and EAP are computed by averaging the ECP's and EAP's of all sub-sets. The regression coefficient R is computed based on the fitted results on the entire population. Experimental results for our cycle-accurate macro-models is summarized in Table 3 .
Experimental results shows that our macro-model technique are very accurate when estimating power consumption at RT-level. The average ECP and EAP are 10.2% and 2.0%, respectively.
