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The world energy consumption is increasing at an average rate of 2.1 % per year, spurred by the 
economic growth in most of Asian countries, Europe and Canada. The consequent depletion of fossil 
fuels reservoirs and the reinforced need of environmental sustainability are making the challenge of 
clean and renewable energy sources one of the most urgent challenges for humankind. Solar power is 
among the best candidates for the leading role in the energy revolution, being clean, infinite and well 
distributed over the planet. For this reason, photovoltaic technologies for electricity production are 
gaining increasing popularity. Although inorganic silicon solar cells dominate the market of 
photovoltaics, organic and hybrid materials attract considerable interest since their properties like 
flexibility, light-weight, transparency and low-cost could make the difference in the raising of solar 
electricity. So far, these materials could not yet outperform conventional silicon, stimulating intensive 
scientific research on both the development of new materials and the understanding of the 
photophysical mechanisms governing the photovoltaic behavior of organic/hybrid semiconductors. 
In this thesis, a series of new organic and hybrid photoactive materials is studied using Electron 
Paramagnetic Resonance spectroscopy (EPR). This technique, combined with photoexcitation, allows 
to unambiguously characterize the photoinduced processes involving the formation of paramagnetic 
states like radicals and triplet states. As shown in the thesis, EPR can also give useful information 
about molecular ordering in the materials, which is known to be intimately connected with charge 
transport properties. 
Conjugated polymers are known for their semiconducting properties and their blends with strong 
electron accepting fullerene derivatives are among the best performing organic photovoltaic systems. 
Donor-acceptor alternating copolymers have been introduced to enhance the light-harvesting 
properties of the blends. Compared to homopolymers, they usually display a lower crystallinity of the 
deposited films. Thus, XRD techniques are often not suitable to investigate their molecular ordering 
features. We apply EPR to the analysis of molecular orientational order in the films of two polymers 
representative of this class, showing that a consistent degree of preferential orientation occurs with 
two common deposition methods. 
Fullerene-free materials for polymer solar cells have been recently introduced and overcome some of 
the drawbacks of fullerene acceptors like the limited absorption and the poor bandgap tunability. In 
this framework, we study two blends of electron-donor and acceptor polymers to probe their 
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properties with respect to the common fullerene/donor combination, showing that they avoid charge 
recombination to triplet states which is an active loss mechanism in fullerene-containing blends. 
Furthermore, the all-polymer films provide a high degree of orientational order and efficient 
interaction between the donor and acceptor phases that make them promising alternatives to 
polymer-fullerene blends. 
A reduced graphene oxide-triphenylamine covalently-linked nanohybrid is studied as potential 
photosensitizer for TiO2 in dye-sensitized solar cells, able to improve the conductivity and the stability 
of the system. EPR shows that efficient photoinduced electron transfer from the sensitizer to the 
semiconductor occurs, paving the way to this new class of photosensitizers. 
Finally, we investigate the photoactivity of a supramolecular soft-material, forming a gel, composed of 
small self-assembling donor and acceptor molecules. In this case, EPR allows to verify the efficiency of 
charge transport across the supramolecular structures, suggesting appealing semiconducting 
properties of the material. 
The results of this thesis show the relevance of EPR for unraveling functional and morphological 
properties of photovoltaic materials and provide a useful characterization of the photophysics of new 








Il consumo mondiale di energia ha un tasso medio di crescita del 2.1 % all’anno, trainato dalla crescita 
economica di molti Paesi asiatici, dell’Europa e del Canada. Il conseguente depauperamento delle 
risorse di combustibili fossili e il più stringente bisogno di proteggere l’ambiente stanno facendo della 
sfida delle energie rinnovabili una delle più urgenti sfide che l’umanità deve affrontare. L’energia solare 
è tra i migliori candidati a svolgere il ruolo di punta nella rivoluzione energetica, essendo una fonte di 
energia pulita, infinita e ben distribuita nel pianeta. Per questo motivo le tecnologie fotovoltaiche per 
la produzione di energia elettrica stanno acquistando crescente popolarità. Sebbene le celle solari a 
base di Silicio dominino il mercato del fotovoltaico, materiali organici e ibridi sono fonte di crescente 
interesse grazie alle loro peculiari proprietà, come la flessibilità, la leggerezza e la trasparenza, il basso 
costo, che ci si aspetta possano fare la differenza nell’affermazione del fotovoltaico.  Fino ad ora questi 
materiali non hanno superato il rendimento dei materiali convenzionali a base di Silicio, stimolando la 
ricerca scientifica verso lo sviluppo di nuovi materiali e lo studio dei meccanismi fotofisici che 
governano il comportamento fotovoltaico dei semiconduttori organici e ibridi. 
In questa tesi, una serie di nuovi materiali fotoattivi, organici e ibridi, è stata studiata utilizzando la 
spettroscopia di Risonanza Paramagnetica Elettronica (EPR). Tale tecnica, combinata con la 
fotoeccitazione, permette di caratterizzare i processi fotoindotti che portano alla formazione di stati 
paramagnetici come radicali e stati di tripletto. Come mostrato nella tesi, la tecnica EPR può essere 
anche utilizzata per ottenere informazioni circa l’ordine molecolare nei materiali, che è noto essere 
strettamente collegato alle loro proprietà di trasporto di carica. 
I polimeri coniugati sono noti per le loro proprietà di semiconduttori e le loro miscele con derivati 
fullereneci - forti electron-accettori - sono tra i sistemi fotovoltaici organici più efficienti. Copolimeri 
alternanti composti da unità elettron-accettrici e donatrici sono stati introdotti per aumentare 
l’efficienza di assorbimento dello spettro solare. Rispetto ai classici omopolimeri, questi mostrano 
solitamente una minore cristallinità dei film depositati. Pertanto, tecniche diffrattometriche si rivelano 
spesso inadeguate per caratterizzarne l’ordine molecolare. In questa tesi l’EPR viene utilizzato per 
analizzare l’ordine orientazionale in due polimeri rappresentativi di questa classe, mostrando che un 
grado consistente di orientazione preferenziale è presente nei film ottenuti con due diverse tecniche 
di deposizione.  
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Materiali fullerene-free per le celle solari polimeriche sono stati recentemente introdotti per superare 
alcuni degli svantaggi degli accettori fullerenici, come il limitato assorbimento della luce solare e la 
difficoltà nel regolare il bandgap e le proprietà elettroniche. In questo conteso, abbiamo studiato due 
blend costituiti da polimeri elettron-accettori e donatori al fine di investigarne le proprietà e di 
compararle a quelle dei convenzionali blend di polimeri donatori con derivati fullerenici, dimostrando 
che essi eliminano la ricombinazione di cariche a formare stati di tripletto, meccanismo noto come 
fonte di perdita di efficienza nei materiali contenti fullereni. Inoltre, i film polimerici mostrano un 
elevato grado di ordine orientazionale e un’efficiente interazione tra le fasi di donatore e di accettore 
che li rendono promettenti alternative ai blend di polimero e fullerene. 
Un nanoibrido composto da grafene ossido ridotto e molecole di trifenilammina legati covalentemente, 
è stato studiato come potenziale colorante per la titania in celle solari sensibilizzate a colorante, capace 
di migliorare la conducibilità e la stabilità del sistema. L’EPR ha mostrato che un efficiente 
trasferimento elettronico fotoindotto avviene tra l’ibrido e il semiconduttore, aprendo la strada 
all’applicazione di una nuova classe di coloranti. 
Infine, la fotoattività di un materiale supramolecolare, un gel composto da piccole molecole di donatore 
e accettore che autoassemblano, è stata studiata. In questo caso l’EPR ha permesso di verificare un 
efficiente trasporto di carica attraverso le strutture supramolecolari, suggerendo interessanti 
proprietà semiconduttive del materiale. 
I risultati di questa tesi dimostrano la rilevanza dell’EPR per l’indagine su aspetti funzionali e 
morfologici di materiali fotovoltaici e forniscono una caratterizzazione della fotofisica di nuovi sistemi 
che potrebbero essere ulteriormente esplorati per apportare progressi sostanziali nel campo del 
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1 CHAPTER 1. INTRODUCTION 
1.1 Outline of the Thesis 
This thesis deals with the application of Electron Paramagnetic Resonance (EPR) spectroscopic 
techniques to the investigation of photophysical processes and morphological features in various 
photoactive materials for Hybrid and Organic Photovoltaics (HOPV). 
Understanding photoinduced processes in these materials is crucial for the improvement of cells 
performances, and so it goes hand-in-hand with the development of new materials. Morphological 
characteristics at the molecular level were found to have a pivotal impact on charge-transport 
stimulating researchers to study the factors allowing to control them. 
In this context, EPR stands out as a powerful spectroscopic tool since it is selective for paramagnetic 
species like radicals and triplet states that are formed upon photoexcitation of the materials, which 
can be used to shed light on the photovoltaic processes as well as on molecular ordering. 
The scope of this thesis is to exploit these potentialities of EPR spectroscopy to investigate a variety 
of materials and molecular systems, developed in collaboration with other research groups from the 
University of Padova and other Institutions. 
The thesis is organized in six Chapters. 
In Chapter 1 a concise introduction to state-of-the-art hybrid and organic photovoltaics will be given, 
with particular emphasis on polymeric photovoltaic materials and dye-sensitized solar cells. 
Chapter 2 will describe the principles of EPR spectroscopy and how it is applied to the study of 
paramagnetic states generated in photovoltaic materials. Furthermore, in this chapter a description 
of the main EPR techniques employed in the thesis is provided. 
Chapter 3 and Chapter 4 are dedicated to the study of photovoltaic conjugated polymers. In Chapter 
3 the principles of molecular-order investigation through EPR will be illustrated and applied to the 
study of the films of two representative conjugated polymers to gain information on their molecular 
ordering depending on the film-deposition technique. In Chapter 4 two recently developed all-polymer 
blends will be thoroughly characterized in terms of both their photophysics and their molecular 
ordering inside the photoactive films. 
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Chapter 5 will report on a new hybrid photosensitizer for TiO2, composed of small triphenylamine 
molecules grafted on a graphenic substrate, to be employed in dye-sensitized solar cells. The Chapter 
explores the photophysics of the system either alone or adsorbed on the TiO2 semiconductor. 
Chapter 6 will introduce a donor-acceptor charge-transfer self-assembled gel for potential application 
in photovoltaic devices. EPR was used here to probe the photoactivity of the system and the charge-
transport properties related to the supramolecular self-assembling of donor and acceptor molecules. 
1.2 Organic and Hybrid Photovoltaics 
Solar energy reaching Earth’s surface was estimated to be close to 90 PW1, an enormous amount, 
largely exceeding the total mankind energy consumption (17 TW). These data make solar power 
extremely appealing to fulfil the world’s energy demand and to replace currently unsustainable energy 
sources, that will be completely exhausted in the next future (50 years were estimated for oil and 
natural gas, and about 100 years for coal)2. On the contrary, solar energy is fully renewable, 
considering that the life of sun will continue for the next 4 billions of years. 
Nowadays about 2% of the world’s electricity demand is covered by photovoltaics (PV)3, with a large 
predominance of the so-called first-generation PV technology, developed in the early 1950s and based 
on either single-crystal or polycrystalline doped Silicon wafers. This technology still holds the record 
in Power Conversion Efficiency (PCE), exceeding 20 % PCE in commercial modules4, and long-term 
stability. However, the high production costs related to the onerous processing of materials involving 
crystallization, purification and doping, lead to the development of second-generation or thin-film 
technologies starting from the 1970s, based on materials like amorphous Silicon, GaAs, CdTe, CIGS 
(Copper Indium Gallium Selenide), that reduced the production costs by decreasing the amount of 
material, but still have not matched 1st-generation PCEs and also suffer by toxicity issues. 
In this context, third-generation PV approaches were introduced since the 1990s, with the aim of 
exploiting the concept of thin-film technologies but with a new class of materials, with large availability 
and low toxicity, namely organic and hybrid organic-inorganic materials5. Besides the low cost of raw 
materials, peculiar characteristics of Hybrid-Organic photovoltaic systems (HOPV) are the light-
weight and flexibility of the modules, that pave the way to new applications such as ‘wearable’ 
photovoltaics, windows, buildings facades6. More importantly, these materials allow for low-cost 
solution-based processing like roll-to-roll printing techniques, that represent cost-effective large-
scale fabrication methods7,8. Despite these promising features, HOPV materials suffer from 
fundamental drawbacks like limited PCEs and poor stability compared to 1st-generation PV. For these 




reasons, HOPV is still at a research level and considerable research efforts are focused on the 
investigation of the loss-mechanisms and the factors affecting device performances. 
The field of Hybrid-Organic Photovoltaics encompasses a variety of materials and device architectures 
that were developed in the past three decades. 
Purely organic photoactive materials are employed in the so-called Small-Molecule solar cells9,10, based 
on the interaction between donor and acceptor aromatic molecules, that have recently reached 
performances close to 9% power conversion efficiency (PCE). These solar cells are strictly related, 
both in terms of chemical composition and working principles, to another kind of purely-organic 
photovoltaic cells, namely Polymer solar cells, in which the donor material is typically a conjugated 
polymer used in blends with fullerene derivatives as electron acceptors. Polymer solar cells are more 
popular compared to small-molecule counterparts since they have shown higher PCEs, at present 
approaching 14%11. 
Besides small-molecule and polymer PV, a new idea for OPV recently began to be explored, stemming 
from the concept of supramolecular electronics12 and aiming at the exploitation of the self-assembling 
of small-molecular donors and acceptors in supramolecular structures to drive charge generation and 
transport13. Up to now, only few examples of cells made of organic supramolecular materials exist in 
literature, however, the ease of preparation of these materials is encouraging the study of their 
photophysical properties, with a view to possible future applications in the field of photovoltaics. 
Hybrid photovoltaic materials include those employed in dye-sensitized solar cells (DSSCs) and 
perovskite solar cells. The photoactive material in DSSCs is composed of a nanoporous TiO2 layer on 
which small organic chromophores are adsorbed, enabling the sensitization of the inorganic 
semiconductor towards visible-light harvesting and the photogeneration of charges thanks to 
electron-injection from the excited state dyes to the conduction band of the solid. A variety of 
photosensitizers has been employed in DSSCs and lately a porphyrin-based chromophore 
outperformed previously used dyes, leading to 13% PCE14.  
Perovskite solar cells are based on hybrid organic-inorganic perovskites, the main representative being 
methylammonium lead iodide. These materials had an abrupt growth in performance, beginning with 
a modest 4% PCE in 2009 and exceeding 20% in 201715. At present, they amply surpassed the other 
HOPV technologies, however they are still affected by stability issues16. 
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The materials investigated in this thesis were developed for the application in polymer and dye-
sensitized solar cells and will be described in the respective Chapters (Chapter 3 and 4 deal with 
polymeric materials while Chapter 5 deals with a new photosensitizer for DSSCs). Furthermore, we 
examined a supramolecular soft-material for possible photovoltaic applications (Chapter 6). The aim 
of the thesis is to shed light on the photophysical processes occurring in the analyzed systems, and on 
molecular ordering occurring in the polymeric films, which can be determinant for their performance. 
After a brief description of the most important figure of merits of photovoltaic devices (section 1.3), 
the rest of this Chapter will be dedicated to a more detailed introduction to polymer photovoltaics 
(section 1.4) and DSSCs (section 1.5). 
1.3 Solar cells electrical characteristics and figure of merits 
Photovoltaic cells are photodiodes, that generate an electric current upon illumination. 
In the dark, the cell does not produce any current unless a large forward bias is applied to the 
electrodes, and the current-voltage (J-V) relationship is described by: 
  = 	
/ − 1  Eq. 1.1  
where q is the elementary charge, V is the applied bias voltage, k is the Boltzmann constant, T is 
temperature and  is the so-called saturation current density, a very small current produced in reverse 
bias conditions. 
Under illumination, a photogenerated current flows in the opposite direction compared to the injected 
current and the cell can generate electric power. The overall current density through the device is 
maximum when no voltage is applied i.e. under short-circuit conditions, in which the current () 
corresponds to the photogenerated current. The current-voltage curve of a solar cell under 
illumination can be described to a first approximation by Eq. 1.2: 
   = 	
/ − 1 −    Eq. 1.2  
For a sufficiently large applied forward bias, the photocurrent is cancelled by the injected current and 
the current density through the device is zero (open-circuit conditions). The voltage that must be 
applied to reach such a condition is called open-circuit voltage (). 
The short-circuit current and the open-circuit voltage of a solar cell determine the ideal maximum 
power of the cell ( =  ∙ ) and therefore they should be maximized to improve the cell 
performance. The fill-factor is a measure of the ability of the cell to approach the ideal electric power 
and it is defined by Eq. 1.3: 
  =  ∙ !"∙#"  Eq. 1.3 




where $% and $% are the current and voltage corresponding to the maximum power that the solar 
cell can generate (see Figure 1.1). 
 
Figure 1.1 Current-Voltage curves for a solar cell in dark (dashed line) and under illumination (plain line). 
The most important figure of merit of a photovoltaic cell is its power conversion efficiency (PCE), 
defined as the ratio between the maximum electrical power generated by the cell (&' = $% ∙ $%) 
and the incident optical power (()): 
 *+	-%/ = %012%345 ∙ 100 =  ∙ !"∙#"%345 		 Eq. 1.4 
To quantify the efficiency of light conversion at different wavelengths of the solar spectrum the 
external and internal quantum efficiencies (EQE and IQE respectively) are used. EQE is defined as the 
ratio between the number of collected charges at the electrodes and the number of incident photons 
at a given wavelength, thus it depends not only on the efficiency of charge generation and separation 
inside the cell but also on the absorption coefficient of the photoactive material. The latter dependency 
is removed in the IQE figure of merit, since it represents the ratio between the number of collected 
charges and the number of absorbed photons. 
 
1.4 Polymer solar cells 
The electrical conductivity of conjugated polymers was discovered by Heeger and coworkers in 1977, 
who studied this property on polyacetylene and were awarded the Nobel Prize in chemistry in 200017. 
Since then, polymer photovoltaics was soon envisaged as one of the possible applications of the 
discovery, and the scientific interest in the field was boosted in 1995 by the invention of the first Bulk-
Heterojunction Solar Cell (BHJSC), where the semiconducting polymer MEH-PPV (poly-metoxy-
ethylhexyloxy p-phenylenevinylene) was blended with fullerene (C60), leading to a 2.9% PCE18. The key 
features of this first BHJSC, that boosted the photovoltaic performance of polymeric materials, were 
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essentially two: the presence of a strong electron-acceptor like fullerene, and the macroscopic 
morphology of the photoactive layer. 
Interfacing the polymer with an electron-acceptor is a successful strategy since it allows to overcome 
the Coulombic attraction in the electron-hole pair generated from exciton dissociation in the 
photoexcited polymer, thanks to the energy gain associated with the photoinduced electron-transfer 
to a high electron-affinity material. 
The morphology of the bulk-heterojunction consists in a finely interpenetrating network of the donor 
and acceptor materials, that builds up internal donor-acceptor heterojunctions, which enable 
maximization of the interface and consequent enhancement of charge photogeneration upon 
photoinduced electron-transfer between the two components. Therefore, this architecture replaced 
the previous bilayer arrangement (see Figure 1.2) and became an essential characteristic of polymeric 
photoactive layers. 
 
Figure 1.2 Schematic representation of the bilayer and BHJ architectures for polymer solar cells. 
1.4.1 Photoactive layer materials 
The benchmark polymer for BHJSCs is the regioregular poly(3-hexylthiophene) (P3HT). It has been 
used in photovoltaic devices since 2002, when Brabec and coworkers showed that it could provide a 
2.8% PCE in a device where it was blended with the PCBM ([6,6]-phenyl-C61-butyric acid methyl ester) 
fullerene derivative19. Since then, the P3HT/PCBM couple gained an enormous popularity in OPV 
research and it is still the most widely investigated system for BHJSCs20. Over the years, P3HT solar 
cells could reach efficiencies exceeding 5% by increasing the regioregularity of the polymer and by 
tuning the active layer morphology through post-treatments like thermal annealing21,22. 
 
Figure 1.3 P3HT and PCBM structures 
 




Despite the limited PCE that can be achieved by the use of P3HT/PCBM, it is still taken as the model 
material in BHJSCs studies, which helps to explore the device physics as well as structure-property 
relationships and device engineering strategies23. 
The bandgap of P3HT, being ~1.9 eV, limits its light-absorption below 650 nm, which of course 
reduces the performance of the material. Therefore, to extend the spectral range of sun irradiation 
exploitable by the photoactive layer, a new class of conductive polymers was introduced since the early 
2000s24, characterized by a reduced bandgap and therefore known as ‘low-bandgap semiconducting 
polymers’. The strategy to achieve reduced bandgaps relies on the alternation of building blocks with 
electron-donating and electron-accepting character, thus forming donor-acceptor copolymers, often 
named as push-pull copolymers. A unique feature of these polymers is that their HOMO and LUMO 
orbitals are largely dominated by the HOMO and LUMO orbitals of the donor (D) and the acceptor 
(A) moieties, respectively. Hence, the energy levels of the polymers can be easily tuned by modifying 
the building blocks separately. Furthermore, the intramolecular charge transfer (push-pull effect) 
associated to the alternation of D and A units is expected to favor the photoinduced electron transfer 
from the polymer to the fullerene acceptor. 
In Figure 1.4 some of the representative building blocks employed in low-bandgap polymers are shown. 
 
Figure 1.4 Donor and acceptor building blocks for low-bandgap copolymers. 
At present, a large variety of copolymers has been synthesized using the building units reported in 
Figure 1.4 and many others. On this kind of polymeric materials, there are several comprehensive 
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reviews with a systematic account of their performances25,26. It can be pointed out that the best-
performing polymers achieved efficiencies close to 11% in blends with PCBM, while very recently a 
record PCE of 14% was reported for a ‘ternary’ BHJSC, in which a non-fullerene acceptor was added 
to the polymer/fullerene blend11. 
Fullerene derivatives have been the undisputed electron acceptors in polymer solar cells for two 
decades, combining the properties of fullerenes with the good solubility ensured by the attached 
functional groups. In particular, PC61BM (or simply PCBM) and PC71BM ([6,6]-phenyl-C71-butyric acid 
methyl ester) dominated as they offered outstanding performances compared to other derivatives. 
Both of them display a broad absorption of visible light with an intense band in the near-UV region. 
Compared to PC61BM, the PC71BM derivative was often found to give better solar cell performances, 
which was attributed to the higher extinction coefficient in the 400 nm – 600 nm region. 
The unique feature of fullerenes is their fully-conjugated structure which determines the strong 
electron-accepting character and electron-transport capabilities, besides facilitating electron-
delocalization at the D/A interface. However, in the past few years a new line of research gained 
increasing attention, focusing on the possibility to replace fullerenes with other molecular acceptors, 
capable of extending the optical absorption range of the acceptor component and enabling for easy 
and broad tunability of energy levels, which is a difficult task with fullerenes. Although the initially 
designed molecules could not outperform PCBM, very recently some small molecular acceptors based 
on fused heterocycles were developed that could exceed the PCEs of the best performing fullerene-
based BHJSCs27,28. These results are expected to trigger an unprecedented interest in the field of 
non-fullerene acceptors in the next future, that will allow to establish if these new acceptors are going 
to become the new fullerenes. 
1.4.2 Photophysics 
In this section the main processes occurring in the active layer of a polymer/fullerene solar cell will be 
briefly summarized. The following description can actually be extended to organic donor-acceptor (D-
A) blends in general. 
Upon illumination of the material, both the donor and the acceptor domains can absorb photons 
generating excitons. In organic semiconductors, an exciton can be described as a molecular excitation 
or a strongly bound electron-hole pair. In a molecular description of the materials, it coincides with the 
molecule excited state and it has singlet character since direct excitation of a triplet state is spin-
forbidden. In the ps-time domain after photon absorption, the so-called hot excitons, i.e. upper excited 




states, relax to the lowest excited state by internal conversion. These relaxed excitons can then 
undergo a variety of processes. 
The desired process for generation of a photovoltaic effect is exciton dissociation i.e. photoinduced 
electron-transfer (ET). This can occur if the exciton reaches the interface between the D and A 
domains, where the driving force for electron transfer is given by the electron affinity of the acceptor 
material, that should exceed the exciton binding energy. Electron transfer can occur from both donor 
and acceptor-localized excitons. In a simplified molecular orbital description, a donor molecule in the 
excited state (described as a molecular state with half occupied HOMO and LUMO) can transfer an 
electron from its LUMO to the LUMO of the acceptor. On the other hand, excited state acceptor 
molecules can accept an electron in their half-occupied HOMO from the HOMO of the donor, provided 
that this one is higher in energy. Electron transfer involving excited acceptor molecules is also referred 
to as hole transfer since a hole is transferred between the HOMOs of the excited acceptor and that of 
the ground-state donor. 
Excitons can reach the D/A interface if the distance they must diffuse across is below their diffusion 
length, defined as the distance over which the exciton can diffuse before decaying. The typical exciton 
diffusion length in organic semiconductors is about 10 nm, which explains the necessity of a finely 
mixed network of donor and acceptor phases as provided by the bulk-heterojunction architecture. 
Unfortunately, part of the excitons generated upon light-absorption decay before reaching the 
interface. The decay processes encompass non-radiative decay and fluorescence emission, but also 
include Intersystem Crossing to the lower-laying excited triplet state, driven by spin-orbit coupling. 
The fate of the triplet state depends on its energy. Indeed, if it is close to the D/A interface and if the 
energy matching with the D or A counterpart is still favorable, it can undergo electron transfer, 
otherwise it decays either radiatively (phosphorescence) or non-radiatively to the singlet ground state. 
The exciton decay mechanisms are summarized in the Jablonski diagram reported in Figure 1.5. 
 




Figure 1.5 Jablonski diagram showing the fate of the excitation in domains where exciton dissociation does 
not occur.  
When an exciton undergoes electron transfer, a so-called charge-transfer state (CT) is formed, in 
which the electron and the hole form a Coulombically-bound pair (an electron-hole pair or radical-pair 
if a molecular description is adopted, with a radical anion formed on the acceptor, A˙¯, and a radical 
cation on the donor, D˙⁺). A CT state can also be referred to as a Spin-Correlated Radical Pair (SCRP), 
since the small distance between the two unpaired spins in the radical pair enables weak coupling by 
means of the dipolar and exchange interactions29. The spin-state of the SCRP reflects the spin-
multiplicity of the precursor exciton. Therefore, they are usually generated as singlet SCRP. These 
radical pairs can successfully dissociate and turn into non-interacting radicals, also referred to as 
charge-separated states (CS), or they can recombine through back-electron transfer, which restores 
the neutral ground state of the donor and acceptor molecules (geminate recombination). Singlet-state 
SCRPs can also convert to the triplet state30 from which recombination to the ground-state is spin-
forbidden and therefore slower. However, triplet-state radical pairs can recombine and form the triplet 
state of the neutral molecules, provided that an energy gain exists, namely that the triplet state is 
more stable compared to the CT state. Charge-recombination forming triplet states is therefore a 
loss-mechanism in photovoltaic materials, since the energy-matching requirements for this process 
imply that the resulting triplet exciton is not able to spontaneously dissociate. 
The free charges generated upon dissociation of CT states can diffuse through the material via a 
hopping mechanism and eventually reach the electrodes of the device, or they can recombine upon 
random encounter between opposite charges (non-geminate recombination). To reduce the impact of 
recombination and facilitate the charge collection at the electrodes, thin films of photoactive material 
are employed (~100 nm), as they were shown to provide the best trade-off between light-absorption 
and charge-recombination. 
A summary of the photophysical processes is depicted in Figure 1.6. 
 





Figure 1.6 Energy diagram illustrating the photoinduced processes in a D-A blend where exciton dissociation 
takes place. GS: ground state, S1: first excited singlet state; T1: first excited triplet state; ET: electron transfer. 
ISC: Intersystem Crossing. REC: recombination. The superscripts 1 and 3  indicate the spin-multiplicity of the 
state. 
Electron Paramagnetic Resonance is a powerful tool for the investigation of photophysics in organic 
D-A materials as it provides specific spectroscopic signatures for each one of the paramagnetic states 
that were described above. Therefore, it allows to easily distinguish between CT and CS states and 
between triplet states formed by Intersystem crossing (ISC) or charge-recombination, as will be made 
clear in the next Chapter. 
 
1.5 Dye-sensitized solar cells 
The concept of dye-sensitization of inorganic semiconductors to produce a photovoltaic effect was 
known since the 1980s31. However, the first breakthrough dye-sensitized solar cell was developed in 
1991 by Grätzel and coworkers32 who could improve the performance by nearly an order of magnitude, 
reaching a 7.9% PCE, by maximization of the TiO2 semiconductor surface, thanks to the use of a 
nanoporous TiO2 powder. Since then, DSSCs (also commonly named Grätzel cells) soon attracted 
considerable scientific interest. They introduced the new concept of separating light-absorption from 
charge transport, which allows to optimize each process separately. Furthermore, DSSCs 
demonstrated high performances under diffuse light, which made them good candidates for indoor 
applications. On the economic side, the use of an abundant and inexpensive material like TiO2 made 
them even more attractive. 
Schemes of both the structure and the working principles of a DSSC are reported in Figure 1.7 and 
are illustrated in the following. 




Figure 1.7 Representation of the architecture of a DSSC (A) and its working principles (B). 
The photoactive layer is composed of a nanoporous TiO2 layer (with particles diameter between 10 
and 30 nm) and a monolayer of small dye molecules, adsorbed on the inorganic semiconductor. The 
TiO2 nanopowder is deposited on a glass or PET substrate covered with a transparent conductive 
oxide (TCO), generally fluorine-doped tin oxide (FTO), and then sintered to establish electronic 
conduction. This FTO-TiO2-dye electrode represents the photoanode of the cell, while the counter-
electrode is composed of a thin Pt layer deposited on a conducting glass or PET substrate (covered 
with FTO). The space between the two electrodes is filled with a solution of a redox mediator, which 
historically is the I3¯/I¯ couple. 
The photovoltaic effect in the DSSC cell is initiated by light-absorption by the dye molecules, which 
results in the injection of electrons into the conduction band (CB) of the oxide, if the appropriate 
energy requirements are satisfied, i.e. if the dye excited state has higher energy compared to the 
semiconductor CB. The semiconductor provides electron transport towards the FTO electrode, while 
the redox mediator ensures the regeneration of the dye neutral ground state, which is essential for 
repeated cell-functioning cycles. The oxidized mediator molecules are then reduced at the counter-
electrode. Besides these desired pathways, the loss mechanisms must be indicated, the first one being 
the dye excited state decay through fluorescence and non-radiative mechanisms, which compete with 
electron transfer to the semiconductor. After electron-injection, back-electron transfer can occur 
between the injected electrons and the oxidized dye or mediator molecules. Furthermore, the oxidized 
mediator molecules can extract electrons from the FTO electrode if they come in contact. For this 
reason, a compact layer of TiO2 is usually deposited on the FTO and underlays the mesoporous TiO2 
layer, in order to block the mediator molecules. To limit also the contact between the redox mediator 
and TiO2, and therefore reduce electron transfer from the semiconductor, sterically hindered dyes are 
usually employed. Finally, efficiency of dye-regeneration is one of the reasons underpinning the 




necessity of a mono-molecular layer of adsorbed dye molecules, since molecular aggregates hamper 
the regeneration of the first-layer molecules, leading to very poor cell performances. 
1.5.1 Photoactive layer materials 
Since the breakthrough of dye-sensitized solar cells in 1991, great research efforts were devoted to 
the optimization of DSSCs components, with a particular interest for the sensitizer and the redox 
mediator. 
The first successful sensitizers were the Ru(II)-polypyridyl complexes developed in Grätzel group, 
known as N3, N719 and N749, also called ‘black dye’ (Figure 1.8) that could achieve up to 11% PCEs. 
The success of these dyes was partly due to the broad optical absorption, approaching the near-IR 
(NIR) range. However, their high costs due to the use of a noble metal like Ru and the relatively low 
absorption coefficients prompted the scientific community to study alternative dyes. 
 
Figure 1.8 Structures of the benchmark ruthenium-based dyes. 
Porphyrins and phthalocyanines were identified as promising candidates, with the advantage of 
providing intense absorption bands in the NIR region and a high photochemical stability. Recently, a 
porphyrin-based dye functionalized with donor and acceptor groups, according to a donor-π-acceptor 
architecture (see below), provided over 13% PCE, outperforming Ru complexes14. 
Metal-free dyes were introduced in the early 2000s. Their appealing features include high molar 
extinction coefficients, easily tunable electronic properties and lower costs compared to the Ru-based 
dyes. Various kinds of organic dyes were investigated including coumarins, indolines and 
oligothiophenes31,33.  However, these never gave outstanding results in photovoltaic devices. The major 
improvements in the field of organic sensitizers were introduced by triarylamine-based dyes (TPAs), 
that could provide excellent performances, attributed to their strong electron-donating character and 
good hole-transport. TPA-based dyes recently reached efficiency values comparable to the benchmark 
Ru-complexes34. The general architecture for organic dyes consists in the so-called D-π-A architecture 
(Figure 1.9), which was shown to increase conjugation and broaden the optical absorption of the dyes. 
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Furthermore, since the HOMO and the LUMO are mainly localized on the D and A moieties 
respectively, it implies a partial intramolecular charge transfer associated to the optical transition, 
which is beneficial for photoinduced electron transfer to TiO2. 
The best-performing anchoring group is carboxylic acid, which is in general incorporated in the A 
moiety of the D-π-A structure by the use of the cyanoacrylate group (an electron acceptor). 
 
Figure 1.9 Scheme of the D-π-A architecture for organic dyes, with examples of donor, π bridge and acceptor 
moieties. 
The common redox couple in DSSCs is I3¯/I¯, which yields the best efficiencies thanks to the suitable 
redox potential, the slow recombination rate between electrons in TiO2 and I3¯ and the rapid dye-
regeneration35. However, its corrosive properties encouraged the investigation of new redox 
mediators. An alternative to I3¯/I¯ is the Co3⁺/Co2⁺ couple, in the form of Co(II/III)-tris(bipyridine) 
compounds, although it was found to have a much slower diffusion constant through the TiO2 pores. 
Solid hole conductors (or hole-transport materials, HTM) were also investigated in order to replace 
liquid electrolytes, enabling the development of solid-state DSSCs (ss-DSSCs) which offer the 
advantage of avoiding electrolyte leakage. The best-performing organic hole-conductor is the 
triarylamine-based spiro-MeOTAD (2,2’,7,7’-tetrakis(N,N-di-p-methoxyphenyl-amine)9,9’-
spirobifluorene). At present, HTMs could not yet outperform liquid electrolytes, the main limitations 
to their performances being the enhanced recombination and reduced TiO2-pores filling. 
1.5.2 Photophysics 
The main photoinduced processes occurring in the active layer of DSSCs were introduced during the 
description of the working principles of the cell (Figure 1.7B) and will be considered here in more 
detail. 
The fate of the excitation on the donor dye molecules is determined by the processes already described 
for the excited state molecules in donor-acceptor blends in section 1.4.2  (Figure 1.5). These 
deactivating processes compete with photoinduced electron transfer to the TiO2 semiconductor CB. 
As in donor-acceptor blends, the role of the triplet state of the dye, formed upon ISC from the excited 




singlet state, depends on the energy matching with the acceptor (TiO2 CB in this case). Indeed, electron 
injection from triplet state dye molecules is possible if the triplet state lays higher in energy compared 
to the CB states of the oxide, and it was observed in the case of Ru-based and phthalocyanine dyes36,37. 
If this energetic condition is fulfilled, conversion to the triplet state offers the advantage of a longer 
excited state lifetime compared to the singlet state, due to the spin-forbidden transition to the ground 
state. 
The overall electron-injection efficiency depends on the balance between the kinetics of injection, 
excited-state decay and also back-electron transfer from the semiconductor. In efficient DSSCs 
electron injection was shown to occur in the fs/ps timescale, while recombination takes milliseconds36.  
Charge transport in nanoporous TiO2 is believed to occur via a hopping mechanism across the 
numerous nanocrystals that form the semiconductor. The most widely accepted model is the multiple 
trapping model38, according to which electrons are mostly trapped into localized states below the 
conduction band, from which transport occurs by thermal activation.   
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Electron Paramagnetic Resonance spectroscopy (EPR), also known as Electron Spin Resonance (ESR), 
is based on the interaction between electron spins and an external magnetic field, provided by the 
spectrometer. It involves electronic transitions between different spin-states, allowing to study the 
interaction of the spin with the magnetic field and also mutual electron-electron and electron-nuclear 
spin interactions. 
In this Chapter, the basic principles of EPR will be introduced and a brief description of the techniques 
used in the thesis will be given. 
2.1 Magnetic interactions and the Spin Hamiltonian 
The quantum-mechanical tool for the interpretation of EPR spectra is the Spin Hamiltonian (89), 
dating back to the early days of magnetic resonance, in the 1950s. It is the energy operator accounting 
for the spin part of the electronic wavefunction, so that the EPR spectrum of the system can be 
interpreted in terms of allowed transitions between the eigenstates of this Hamiltonian. It contains 
only spin coordinates, expressed by the electron and nuclear spin vector operators :9 and ;<, and 
phenomenological parameters accounting for the interactions of the spins with the applied magnetic 
field and with each other.   
The total spin hamiltonian 89 can be expressed as a sum of the contributions stemming from the 
various magnetic interactions: 
 89 = 89=> + 89@> + 89AB + 89@C + 89>DE Eq. 2.1 
where the terms in the right member refer to the electron and nuclear Zeeman interactions, the 
hyperfine interaction, the nuclear quadrupolar interaction and the electron dipolar (or Zero-field 
splitting) interaction. 
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These interactions will be considered in detail in the following sections.  
2.1.1 Electron Zeeman interaction 
The magnetic dipole moment associated to the spin angular momentum of a free electron is defined 
as:  
 FG = − HIJℏ :9  Eq. 2.2 
where L is the free electron g-factor (2.0023193), MNis the Bohr magneton (9.274×10-24J/T), ℏ is 
the reduced Planck constant (1.0546×10-34J∙s) and :9 is the spin angular momentum. 
In presence of a static external magnetic field PQR, the energy associated to the interaction between 
the electron magnetic moment and the field, known as Zeeman interaction, is given by: 
 E = −FG ∙ PQR  Eq. 2.3 
Therefore, the Zeeman Hamiltonian can be written as: 
 89=> = −FG ∙ PQR = HIJℏ :9 ∙ PQR  Eq. 2.4 
Since the quantization axis of the angular momentum coincides with the direction of the applied 
magnetic field, Eq. 2.4 can be re-written as: 
 89=> = −FG ∙ PQR = HIJℏ P:9T  Eq. 2.5 
Hence, the Zeeman eigenstates coincide with the :9T operator eigenfunctions and their eigenvalues 
are: 
 + = LMNPUV  Eq. 2.6 
where UV is the secondary spin quantum number (UV = −W,… ,+W). From Eq. 2.6 the energy 
separation between the two electron spin states Z (UV = +1/2 ) and \ (UV = −1/2 ) is given by: 
 ]+ = LMNP  Eq. 2.7 
In case of atoms and molecules possessing electronic spin, the interaction between the ground state 
spin angular momentum and the orbital angular momentum of close excited states (spin-orbit 
coupling) introduces a deviation in the g-factor with respect to the L value. The g-factor is described 
as a second-rank tensor quantity _^ and the Zeeman Hamiltonian is therefore: 
 89=> = IJℏ :9 ∙ _^ ∙ PQR  Eq. 2.8 
The g-tensor can be diagonalized, i.e. a proper reference system (the so-called principal-axes system) 
can be found, in which the tensor assumes a diagonal form. Therefore, the tensor is fully described by 
its three principal values (the tensor eigenvalues): 
 _^ = `Laa 0 00 Lbb 00 0 Lccd  Eq. 2.9 




The consequence of having a tensorial g-factor is that the energy of the spin states inside the magnetic 
field depends on the orientation of the molecule with respect to PQR. Therefore, also the ]+ between 
the states, coinciding with the energy (ef) of the EPR transition, depends on molecular orientation. In 
disordered solid samples, where the molecular orientations are randomly distributed, the EPR 
spectrum is given by the superposition of lines arising from EPR transitions at each molecular 
orientation (powder spectrum). The spectrum also shows some turning points corresponding to those 
molecular orientations in which the principal _^ axes are parallel to the magnetic field (see Figure 2.1). 
In liquid solutions, the fast molecular tumbling averages out the anisotropy of the Zeeman interaction 
and the resulting EPR spectrum consists of a single line at LVg = hi -Laa + Lbb + Lcc/. 
 
 
Figure 2.1 First-derivative spectrum of a S=1/2 species with isotropic (A) or rhombic (B) g-tensor. 
2.1.2 Nuclear Zeeman interaction 
The magnetic dipole moment associated to the nuclear spin angular momentum ;< is defined as: 
 FG( = 4I4ℏ ;< Eq. 2.10 
in which L( and M( are the nuclear g-factor and the nuclear Bohr magneton (5.05×10-27J/T), 
respectively. 
The nuclear Zeeman interaction between FG( and the applied magnetic field can be described by the 
hamiltonian: 
 89@> = − 4I4ℏ ;< ∙ PQR = − 4I4ℏ P;<T  Eq. 2.11 
implying an energy separation between the nuclear spin states equal to: 
 ]+ = ef = L(M(P  Eq. 2.12 
The L( value is a specific property of the nucleus, therefore the nuclear Zeeman frequency (f) can 
be used to identify the resonant nucleus. Since the nuclear Bohr magneton is three orders of 
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magnitude lower than the electron Bohr magneton, the nuclear Zeeman interaction is much smaller 
compared to the electronic Zeeman. 
2.1.3 Hyperfine interaction 
The hyperfine interaction is the interaction between electron and nuclear spins. It is described by the 
spin Hamiltonian reported in Eq. 2.13, composed of two contributions, the so-called Fermi contact or 
isotropic interaction (89AB,D), and the electron-nuclear dipolar interaction (89AB,jkl). 
 89AB = 89AB,D + 89AB,jkl = mVg:9 ∙ ;< + :9 ∙ n_o ∙ ;< = :9 ∙ n_ ∙ ;<  Eq. 2.13 
The isotropic hyperfine coupling constant mVg is given by: 
 mVg = pi Iqℏ LMNL(M(|s-0/|p Eq. 2.14 
where |s-0/|p is the ground state electron spin density at the nucleus. Besides s-type orbitals, also 
p, d and f atomic orbitals can contribute to the Fermi contact interaction by means of electron-
polarization mechanisms generating a nonzero spin density at the nucleus. Similarly, spin-polarization 
phenomena explain the isotropic hyperfine coupling of α protons in organic π radicals1. 
The origin of the dipolar component of the hyperfine interaction is the interaction between the 
electronic and nuclear magnetic dipole moments, which is described by the dipolar hamiltonian: 
 89AB,jkl = IqtuℏLMNL(M( vi:9∙wQRwQR∙;<x − :9∙;<yz = :9 ∙ n_o ∙ ;< Eq. 2.15 
where wQR is the distance vector between the two spins and { indicates its modulus. 
The hyperfine dipolar tensor n_o resulting from Eq. 2.15 is traceless and symmetric, with principal 
values given by: 
 |o, = IqtuℏLMNL(M( }s~ i3x ~s  Eq. 2.16 
where the bra-ket notation indicates integration over the spatial coordinates of the wavefunction. 
Being traceless, this interaction is averaged out in low-viscosity solutions due to the rapid molecular 
tumbling. Therefore, in this case only the Fermi contact interaction is effective. 
 
2.1.4 Nuclear quadrupolar interaction 
Nuclei with spin  > 1/2 have a non-spherical charge distribution described by a nuclear electrical 
quadrupole moment . If the nucleus is surrounded by an asymmetric charge density generating an 
electric field gradient (EFG), then the interaction of the quadrupole moment with the EFG, known as 
nuclear quadrupolar interaction (NQI), is effective and can be described by the Hamiltonian: 




 89@C = ;< ∙ _ ∙ ;<  Eq. 2.17 
The nuclear quadrupolar tensor is traceless and its diagonal form can be written as: 
 _ = 
t-ph/ℏ` − 1 0 00 − − 1 00 0 2d Eq. 2.18 
where 	 is the elementary charge, 	 is the biggest component of the EFG tensor, and  is an 
asymmetry parameter describing the deviation of the field gradient from axial symmetry.  
2.1.5 Zero-field splitting interaction 
The so-called Zero-Field Splitting (ZFS) interaction between electron spins originates from two 
contributions: the spin-spin dipolar interaction and the spin-orbit interaction. In organic systems the 
spin-orbit interaction is usually small, therefore, only the contribution from the magnetic dipolar 
interaction between electronic spins will be considered in the following. 
The magnetic dipole-dipole interaction between electron spins has the same origin of the hyperfine 
dipolar interaction between electron and nuclear spins illustrated in section 2.1.3, which can be 
described classically as the interaction between the magnetic dipole moments of the two spins. 
Considering two electron spins Wh and Wp, as in a triplet state (W = 1), and their related dipole moments Fh and Fp, the hamiltonian associated to this interaction can be written as: 
 89jkl = Iqtu vFG∙FGy − i-FG∙wQR/-FG∙wQR/x z Eq. 2.19 
Assuming an isotropic g-factor for both electrons, the dipolar Hamiltonian written in terms of spin 
operators is: 
 89jkl = IqtuLhLpMNp v:9∙:9y − i:9∙wQR:9∙wQRx z  Eq. 2.20 
in which wQR is the distance vector between the two spins and { indicates its modulus. 
Transformation of Eq. 2.20 with replacement of the single spin operators :9h and :9p with the total spin 
operator :9  (:9 = :9h + :9p), leads to the expression: 
 89jkl = :9 ∙ _ ∙ :9  Eq. 2.21 
where _  is the dipolar or zero-field splitting (ZFS) tensor defined as: 
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 _ = Iqu IJ〈x〉 〈{
p − 3{'p〉 〈−3{'{〉 〈−3{'{T〉〈−3{'{〉 〈{p − 3{p〉 〈−3{{T〉〈−3{'{T〉 〈−3{{T〉 〈{p − 3{Tp〉 Eq. 2.22 
in which { are the components of the distance vector wQR in the adopted reference system and the 
parentheses indicate integration over the spatial coordinates of the electronic wavefunction. 
The dipolar tensor is symmetric and traceless, therefore it is fully described by two parameters,  and +, defined in terms of its principal values (a,	b, c): 
  = ipc Eq. 2.23 
 + = hp -a −b/ Eq. 2.24 
Conventionally, the principal values of _  are designated according to the rule |c| > |a| ≥ |b| 
implying that |/3| ≥ |+|. According to this convention, the Z principal axis is defined as the direction 
of maximum dipolar interaction. From Eq. 2.22-24 the physical meaning of the  and + parameters 
can be understood. The  -value is related to the average distance { between the electrons, thus it 
can be used to estimate the electron delocalization of the triplet wavefunction, while the + parameter 
measures the deviation of the spin-distribution from axial symmetry. 
Diagonalization of the dipolar Hamiltonian in Eq. 2.21 for a triplet state system yields the eigenstates a , b and c, defined as linear combinations of the 	:9p eigenstates for the triplet (h = |1,1,  =|1,0, h = |1,−1): 
 c =  
 a = h√p -h − h/  Eq. 2.25 
 b = √p -h + h/ 
having eigenvalues: 
 +c = −c = − pi 
 +a = −a = hi − + Eq. 2.26 
 +b = −b = hi + + 
This shows that the dipolar interaction removes the degeneracy of the triplet sublevels by an amount 
depending on the  and + parameters according to Eq. 2.26. Such an energy splitting is the splitting 




between the triplet substates in absence of any magnetic field, therefore it is referred to as Zero-field 
splitting, which is also the alternative name given to the dipolar interaction and tensor. 
2.2 Triplet-state EPR spectrum 
During an EPR experiment on a triplet-state system, like the photoexcited triplet state of organic 
molecules, a static magnetic field PQR is applied, therefore, the Zeeman interaction between the spin 
and the field must be included in the spin Hamiltonian of the system. Considering an isotropic g-factor, 
the spin-hamiltonian can be written as: 
 89kl = IJℏ :9 ∙ PQR + :9 ∙ _ ∙ :9 Eq. 2.27 
Hyperfine interactions can be neglected as they are much smaller than the ZFS interaction and usually 
unresolved in triplet spectra, thus they were not included in Eq. 2.27. 
The eigenstates of the hamiltonian in Eq. 2.27 depend both on the orientation of the molecule in the 
magnetic field, due to the anisotropy of the ZFS interaction, and on the strength of the applied 
magnetic field P. For the case of PQR parallel to the Z principal axis of the dipolar tensor, the 
eigenfunctions of the triplet state hamiltonian are2,3: 
 c =  = c 
 a =   ∙ h − ¡¢  ∙ h  Eq. 2.28 
 b = ¡¢  ∙ h +   ∙ h 
with  £m2  = -a − b//2LMNP. In case of very small P,   = ¤/4 and the triplet eigenfunctions 
approach the zero-field ones (a , b	and c defined by Eq. 2.25). On the other hand, in the high-field 
approximation,   = ¤ (with integer  including 0) and the wavefunctions approach the 	:9p 
eigenstates (h, , h). 
The associated eigenvalues are: 
 +c = −c = − pi 
 +a = hi +¦LpMNpPp + +p  Eq. 2.29 
 +b = hi − ¦LpMNpPp + +p 
showing that the energy of the state corresponding to the Z principal axis of the dipolar tensor is 
independent on P and coincides with the zero-field energy, while the others depend on the field value. 
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In general, for PQR parallel to each one of the principal axes of the ZFS tensor, the corresponding state 
coincides with the zero-field state, i.e. the ZFS eigenstate, and preserves the zero-field energy, while 
the other states are a mix of the zero-field eigenstates with energies that depend on P. The energy 
levels dependence on the strength of PQR is shown in Figure 2.2A. 
The ]UV = §1 selection rule allows for two transitions for each molecular orientation, involving the 
adjacent triplet sublevels (h ↔  and  ↔ h, labeled respectively as the “–” and “+” transitions). 
Since the two transitions have different energies, the resonance condition for them is met by sweeping 
the strength of PQR (as the frequency of the electromagnetic radiation is fixed in the EPR setup), which 
gives rise to a spectrum distributed over a range of P. 
This ]UV = §1 rule strictly holds only in the high field approximation, since the UV is not a good 
quantum number for the system in case of comparable Zeeman and dipolar interactions. In this case 
also ]UV = 2  transitions can be observed, but they require a smaller resonant magnetic field, so they 
don’t contribute to the ]UV = §1  spectrum. 
All molecular orientations contribute to the EPR spectrum, each one giving rise to two spin transitions. 
However, in powder systems, i.e. samples with randomly distributed molecular orientations, the 
spectrum shows turning points (peaks) corresponding to the ]UV = §1  transitions in the molecules 
oriented with the principal axes of the ZFS tensor parallel to PQR, also called canonical orientations. In 
the description of the spectra these transitions are often referred to as the X, Y or Z components or 
transitions. 
An example of spectrum is reported in Figure 2.2B, where a thermal equilibrium population of the 
triplet substates was assumed, resulting in absorptive transitions.  
 
Figure 2.2 A: Energy levels of a triplet state (for positive  and negative +) as a function of the applied 
magnetic field, for each canonical orientation. The allowed EPR transitions are indicated. B: Resulting EPR 
spectrum assuming a Boltzmann distribution of populations. 
 




Photoexcited triplet states are generated with an out-of-equilibrium population distribution, called 
spin-polarization. The following section introduces two common spin-polarization mechanisms of 
photoexcited triplet states, that are relevant to this thesis. 
2.2.1 Spin-polarization mechanisms in photoexcited triplet states 
The mechanism of formation of the photoexcited triplet state determines the population of the triplet 
sublevels and consequently the so-called polarization pattern of its EPR spectrum, that can be used 
to identify the process. 
The common mechanisms generating excited triplet states in organic molecules are Intersystem-
crossing (ISC) and charge recombination, that will be discussed in the following. 
2.2.1.1 Intersystem Crossing 
Intersystem crossing is the process enabling the transition between states of different spin-
multiplicity. When a molecule is photoexcited, ISC may induce the transition from the excited singlet 
state to the triplet, as it often occurs in organic molecules and conjugated polymers as those studied 
in this thesis.  
ISC is driven by the spin-orbit (SO) interaction between the spin and the orbital angular momenta, 
described by the hamiltonian 89E© = −ª«< ∙ :9, which mixes singlet and triplet states so that the ∆W = 0 
selection rule is no more valid. Since the spin-orbit coupling scales approximately with the fourth 
power of the atomic number4, ISC is especially effective when heavy elements are involved. However, 
organic molecules can have consistent ISC rates due to the small energy difference between singlet 
and triplet vibronic states5. 
The ISC rate from the singlet state Wh to the triplet zero-field substates a , b and c is related to the 
SO coupling matrix elements ­Wh®89E©®a¯, ­Wh®89E©®b¯, ­Wh®89E©®c¯ which in general have different 
values. Therefore, ISC is a selective mechanism that produces a non-equilibrium population of the 
triplet sublevels. In presence of a magnetic field, the mixing of the zero-field states implies also the 
mixing of their ISC populations, which determines the spin-polarization of the high-field states. A 
typical polarization pattern of a ISC triplet is shown in Figure 2.3, where an enhanced ISC rate was 
assumed for the c state and  was taken positive. 




Figure 2.3 Scheme of the energy levels of a triplet state (with positive  and negative +) populated by ISC, 
assuming a selective population of the c state (zero-field populations a: b: c = 0.2: 0.1: 1) with indication 
of the emissive (e) and absorptive (a) transitions and the resulting EPR spectrum. 
2.2.1.2 Charge-recombination 
In electron donor-acceptor (D-A) systems where photoexcitation induces electron-transfer, the 
recombination of charges can lead in some circumstances to the formation of the triplet state of D 
and/or A rather than their singlet ground states (see Chapter 1, section 1.4.2). The driving force of 
the process is the energy difference between the charge-transfer (CT) states and the triplet state, 
which must have lower energy. 
In this case, the spin-polarization of the triplet state is determined by the precursor, i.e. the CT state, 
which transfers its polarization to the neutral triplet state of the molecule6,7,8. Therefore, to understand 
the origin of the polarization pattern of triplet states generated by charge recombination, the spin-
polarization of the precursor CT states must be analyzed. 
From the point of view of spins, the charge-transfer states can be modeled as spin-correlated radical 
pairs (SCRP). SCRPs are radical pairs in which the distance between the radical cation and anion is 
such that the two spins are weakly coupled by means of the exchange and dipolar interaction ({ =1 ² 2	nm). Therefore, the Hamiltonian of the SCRP, assuming isotropic g-factors for the two spins, is: 
 89 = 89=> + 89=³´A+89jkl = IJℏ :9h ∙ PQR + IJℏ :9p ∙ PQR − 2:9h ∙ :9p + :9 ∙ _ ∙ :9 Eq. 2.30 
The exchange interaction is a quantum-mechanical effect due to the permutation symmetry of the 
electronic wavefunction which is antisymmetric with respect to the permutation of electrons (Pauli 
exclusion principle). This interaction becomes relevant when the orbitals of the two spins overlap 
significantly and consequently the two electrons can be exchanged. The  constant expresses the 
magnitude of the exchange coupling and it decays exponentially with the distance between electrons.  




The interplay of the Zeeman, exchange and dipolar interactions produces a mixing of the singlet state 
(W) with the  triplet substate, called W - mixing, as shown by the eigenstates of the Hamiltonian9: 
 h = h 
 p = ¡¢  ∙ W +   ∙   Eq. 2.31 
 i = −  ∙ W + ¡¢  ∙  
 t = h	
where the mixing angle   is defined by:  
  £m2  = MNP-Lh − Lp//-2 − T/  Eq. 2.32 
In general, the SCRP can form upon electron-transfer from the excited singlet or triplet state of the D 
or A molecule, leading to the so-called singlet-precursor or triplet-precursor SCRP. However, the only 
case relevant to the discussion of recombination of SCRPs to triplet states is the singlet-precursor 
case, since the triplet excited state in this case must have lower energy compared to the SCRP. In a 
SCRP with singlet-precursor, the states with some singlet character (the W - mixed-states p and i) are selectively populated, leading to spin-polarization of the radical pair. Such a spin-polarization 
is transferred to the neutral triplet state formed upon recombination of the SCRP, in which the  
state acquires the largest population. The resulting polarization pattern of the triplet state EPR 
spectrum is shown in Figure 2.4, where the dependence on the sign of the  parameter is also 
highlighted. 




Figure 2.4 Energy levels and EPR spectrum of a triplet state populated by charge recombination, with selective 
population of the  state, for positive (A) and negative (B)  value. 
Recombination of singlet-precursor SCRPs can also lead to excess population of the h and h 
sublevels in the resulting triplet state. Indeed, the W - mixed-states of the SCRP (p and i) have 
an enhanced recombination rate to the singlet ground-state with respect to the pure-triplet states 
(h and t), for which this process is spin-forbidden and therefore slower10. As a consequence, if 
recombination to the ground state is sufficiently fast compared to recombination to the triplet state, 
the population of the p and i states is rapidly depleted resulting in an excess population of the h 
and t states, that is then transferred to the h and h sublevels of the triplet state. In this case, 
the polarization pattern of the EPR spectrum of the triplet is opposite to that reported in Figure 2.4, 
being eaaeea for  > 0 and aeeaae for  µ 0. 
Regardless of which kind of spin-polarization scheme the triplet state acquires from the recombining 
SCRP, consisting in either an excess population of the  or the h and h levels, the resulting 
spectral polarization pattern is fully distinct from the ISC pattern, enabling for the assignment of the 





2.3 Spin relaxation 
In EPR experiments, spin-systems are perturbed by an electromagnetic field in the microwave 
frequency region, which induces transitions between spin states. The processes restoring thermal 
equilibrium after microwave excitation are known as spin-relaxation mechanisms. 
Two kind of spin relaxation processes can be distinguished, namely the spin-lattice or longitudinal 
relaxation and the spin-spin or transverse relaxation. 
Spin-lattice relaxation phenomena involve an exchange of energy between the spin and the 
environment, associated to a transition between the spin-states, called spin-flip. In this way, spin-
lattice phenomena act on the populations of the electron spin states restoring the thermal-equilibrium 
population distribution, with a characteristic time known as the longitudinal relaxation time (T1). 
Spin-flips are induced by local magnetic field fluctuations experienced by the spins. In liquid samples, 
the main source of spin-lattice relaxation is molecular motion. Indeed, molecular motion causes a 
modulation of the anisotropic interactions (Zeeman, hyperfine, electron dipolar), which creates 
fluctuating local magnetic fields that can induce spin-flip transitions if the fluctuations have a 
frequency component coinciding with the spin resonance frequency. Fluctuating magnetic fields can 
also be induced by collisions between molecules, therefore the longitudinal relaxation is slower in 
diluted solutions, where collisions between spins is less probable. In solid samples, spin-lattice 
relaxation is mediated by low-frequency solid-state dynamics, inducing fluctuations of the magnetic 
interactions. 
Spin-spin relaxation processes do not involve an exchange of energy with the environment, since they 
are characterized by so-called flip-flop processes, in which two interacting spins undergo a transition 
between the spin states such that energy is conserved (one spin changes from the Z to the \ state 
providing energy for the other spin to undergo the opposite transition). These processes do not 
involve a change in spin population, but they destroy phase coherence between spins, with the 
characteristic transverse relaxation time T2. As for spin-lattice relaxation phenomena, spin-spin 
relaxation is also induced by fluctuations in the magnetic field experienced by the spins. 
 
2.4 EPR Techniques 
EPR techniques rely on the use of a static magnetic field (PQR), causing a Zeeman splitting in the energy 
levels of the paramagnetic species, and an electromagnetic field (microwave radiation, whose 
oscillating magnetic field is labelled as PQRh-£/), which induces transitions between the spin states. In 
EPR spectrometers the microwave frequency is kept fixed while the magnitude of PQR is varied to meet 
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the resonance condition for each spin-packet (spin ensemble with a given resonance frequency) that 
composes the sample. 
The various EPR techniques can be divided into Continuous-Wave (CW) and Pulse EPR methods, the 
first relying on continuous microwave irradiation of the sample, while the latter employ short 
microwave pulses, temporally separated from signal detection. 
The basic principles of both CW and Pulse EPR methods will be illustrated in the following sections. 
2.4.1 CW-EPR 
A simple description of the continuous-wave EPR experiment can be given in the frame of a 
semiclassical model, the Bloch vectorial model, in which the electron spin is described by the associated 
magnetic dipole moment vector (FQR, see Eq. 2.2 in section 2.1.1). For a collection of ¶ (non-interacting) 
spins, like those contained in a macroscopic sample, the magnetization (·QQQR) can be defined as the 
resultant macroscopic magnetic moment per unit volume: 
 ·QQQR = h∑ FQR¹ºh  Eq. 2.33 
In absence of a magnetic field, a paramagnetic sample has null magnetization, since the single magnetic 
moments are randomly oriented (in the quantum-mechanical description this corresponds to the 
degeneracy of spin-states in absence of magnetic field, involving equal population of the Z and \ 
states). On the other hand, the presence of a static magnetic field PQR, like that applied during EPR 
experiments, induces a net magnetization parallel to the field (»T ¼ 0). This phenomenon is caused 
by the Zeeman interaction (see section 2.1.1) between PQR and the single magnetic moments, that 
tends to align them to the field to lower the energy of the system (in quantum-mechanical terms it 
creates an energy splitting between the Z and \ states, inducing a higher equilibrium population of 
the lower energy state). Figure 2.5 gives a pictorial representation of the equilibrium magnetization in 
the static magnetic field. 
 
Figure 2.5 Pictorial representation of the individual magnetic moments in a static magnetic field (left) and the 






When the oscillating magnetic field of the microwave radiation (PQRh-£/) is introduced in the ½¾ plane, 
the equilibrium of the system is perturbed, since the magnetization experiences a torque that induces 
a time evolution expressed by the following equation of motion: 
 
·QQQR = ¿·QQQR × ÀQQR = ¿·QQQR × -PQR + PQRh/ Eq. 2.34 
where ¿ is the magnetogyric ratio (¿ = LMN/ℏ). By moving from the static frame to a rotating 
reference frame, in which the new ½′ and ¾′ axes rotate around ÂÃ = Â with an angular frequency Ä 
equal to the microwave frequency, and by introducing the longitudinal and transverse relaxation, Eq. 
2.34 can be written as2: 
 
$2 = -Ä − Ä/» − $2  
 
$Å = −-Ä −Ä/»' + ¿Ph»T − $Å  Eq. 2.35 
 
$Æ = −¿Ph» − $Æ$ÆHÇ  
where PQRh was taken along the ½ axis, and Ä is the resonance or Larmor frequency of the spin 
(Ä = − ¿P). 
In stationary-state conditions (
$3 = 0), as in the CW-EPR experiment, the solution of Eq. 2.35 for 
the resonance condition (Ä = Ä) is a relaxation-damped precession motion of the magnetization 
around the direction of PQRh, in which the longitudinal relaxation tends to restore the equilibrium 
magnetization along Â, while the transverse relaxation cancels out the »' and » components. 
The EPR signal is proportional to the ¾ component of the magnetization: 
 » = »T
 ÈNh-ÉÉq/∙ÈN Eq. 2.36 
and it is described by the equation2: 
 Ê-Ä/ = ËÄ h-ÉÉq/∙ÈN Eq. 2.37 
where Ë is the static magnetic susceptibility of the sample, a quantity directly proportional to the 
equilibrium magnetization »T
. For small Ph, the term ¿pPhphp at the denominator (also called 
saturation factor as explained below) can be neglected and Eq. 2.37 turns into a Lorentzian function 
centered at Ä = Ä, with a full width at half maximum (FWHM) equal to 2/p. In CW-EPR 
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experiments, the first-derivative of Ê-Ä/ is observed, due to the lock-in detection employing a 
modulation of the P field. 
This model applies to the CW-EPR experiment on a single spin-packet, i.e. a spin-ensemble composed 
of non-interacting spins experiencing the same time-average magnetic field and therefore having the 
same resonance frequency Ä. In this situation the EPR line is said to be homogeneously-broadened 
and has a FWHM directly related to the spin-spin-relaxation time (FWHM= 2/p). However, this case 
is quite uncommon in real samples, especially in solids, where EPR lines are usually affected by the so-
called inhomogeneous broadening. Inhomogeneously-broadened lines arise from the presence of a 
distribution of resonance frequencies which is due in general to the anisotropy of the magnetic 
interactions and to unresolved hyperfine couplings. In this case the EPR line is an envelope of 
Lorentzians, which is described by a Gaussian lineshape. Homogeneously broadened lines can be 
observed in liquid samples, if the anisotropies are averaged out by sufficiently fast molecular tumbling, 
and if the hyperfine interactions are well resolved. 
From Eq. 2.37 it can be seen that the CW-EPR signal depends on the value of Ph, i.e. on the microwave 
power  ( = Php), via the power saturation factor  = ¿pPhphp. 
For ¿pPhphp ≈ 1 and > 1 the  term at the denominator in Eq. 2.37 cannot be neglected and it 
induces a decrease in amplitude and a broadening of the EPR signal. The physical reason of this 
phenomenon is the saturation of the EPR transition, due to the unfavorable balance between the 
transition rate (proportional to Php) and the rate of spin relaxation (expressed by the inverse of h and p) which restores the equilibrium populations of the states. In saturation conditions, spin relaxation 
is not sufficiently fast with respect to the transition rate, leading to a small steady-state population 
difference between the spin states with consequent reduced transition probability and signal intensity. 
Therefore, the longer are the relaxation times of the system, the smaller microwave power should be 
used in order to avoid signal saturation effects. 
The dependence of the peak-to-peak intensity () of the first derivative CW-EPR signal on the 
microwave power is given by11: 
  = √%-h%/%q/Í/ Eq. 2.38 
in which the  parameter is defined as the microwave power level at which the saturation factor ¿pPhphp equals 1. Eq. 2.38 holds for both homogeneous and inhomogeneous EPR lines, the Î 





broadened lines. The shape of the resulting saturation curve (	versus √) is reported in Figure 2.6A 
while Figure 2.6B shows the effect of microwave power on the linewidth. 
The acquisition of saturation curves, through the so-called power-saturation experiments, in which 
the microwave power is varied, are useful to identify the optimal  value for maximum EPR intensity 
and to provide indication on the type of EPR line (homogeneous or inhomogeneous). In case of systems 
with more than one paramagnetic species having different relaxation times, acquiring the spectrum at 
different P values allows to conveniently vary the relative intensities of the two signals. 
 
Figure 2.6 Saturation curves (left) for a homogeneous (thick line) and inhomogeneous (dashed line) EPR 
signal; linewidth dependence on Ph (right). 
The application of EPR to the study of processes occurring in photovoltaic materials under illumination 
requires the use of a photoexcitation source during the experiment. Photoexcitation can be continuous 
or pulsed and it distinguishes between the Light-induced and Time-resolved CW-EPR techniques 
(abbreviated as LEPR and TR-EPR respectively), that will be illustrated in the following sections. 
2.4.1.1 Continuous photoexcitation in cw EPR: LEPR 
In Light-induced EPR the sample is illuminated continuously during the time of the experiment. Since 
EPR is not selective for photogenerated species, the spectrum acquired under illumination (light-on 
spectrum) accounts for both light-induced and pristine paramagnetic species. Therefore, the spectrum 
recorded in absence of illumination (dark spectrum) is subtracted from the light-on one yielding the 
spectrum of the photogenerated species (light-induced spectrum or LEPR). 
Since continuous illumination is used, the LEPR signal can be considered to be proportional to the 
steady-state concentration of the light-induced species, which is dictated by the balance between their 
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rates of formation and annihilation. Hence, short-lived species (lifetime below milliseconds) are not 
detected by LEPR because of the small steady-state concentration falling below the spectrometer 
sensitivity. As a result, in photovoltaic materials LEPR cannot be used to detect spin-correlated radical 
pairs or triplet states as they typically have lifetimes in the microsecond or submicrosecond time scale. 
However, LEPR is useful to detect stable radicals. 
Like in standard CW-EPR, LEPR spectra are in first-derivative form due to the use of field modulation 
and lock-in detection in order to increase the signal-to-noise ratio (SNR). 
2.4.1.2 Pulse photoexcitation in cw EPR: TR-EPR 
Time-resolved EPR is based on the use of pulse sample irradiation, provided by a laser source, for the 
photogeneration of paramagnetic species, whose transient EPR signal is then recorded under 
continuous microwave irradiation. It enables to follow the time-evolution of the photo-induced species 
EPR signal, from few nanoseconds after the laser pulse to several microseconds12. 
The laser flash is used to trigger the acquisition of the time-dependent signal at a fixed applied 
magnetic field P, in a time interval up to hundreds of microseconds after the laser flash (limited by 
the laser repetition rate), by the use of a digital oscilloscope. After the accumulation of a sufficient 
number of time-profiles (transients), in order to obtain the desired SNR, the magnetic field is swept 
as to cover the entire range of resonances. The resulting dataset is a two-dimensional matrix reporting 
the intensity of microwave absorption as a function of both the magnetic field and the time after the 
laser-flash (see Figure 2.7). 
In the raw data matrix, the actual EPR signal of transient photogenerated species (light-induced 
species with lifetime below the laser shot repetition time) is superimposed to the background signal 
of the resonator and to the signal of pristine non-photogenerated species and stable light-induced 
species (with lifetime above the laser shot repetition time). Therefore, data manipulation is required 
to filter out the undesired contributions. Subtraction of the transient signal offset, i.e. the mean value 
of the EPR response before the laser pulse, from each transient, allows to eliminate the contribution 
of the pristine and the long-lived photo-induced components. The resonator background signal, which 
is independent on the magnetic field, can be filtered out by subtracting the off-resonance signal 
intensity from the spectra at each time point. In this way the processed data matrix contains only the 
contribution from the EPR signal of the photogenerated short-lived species. TR-EPR spectra can then 






Figure 2.7 Scheme for the TR-EPR experiment (A) and example of dataset (B). 
Besides the use of pulse optical excitation, the TR-EPR set-up differs from steady-state CW EPR (like 
LEPR) for the signal detection, called direct detection because the microwave power reflected from 
the resonator is directly detected and then recorded by a digital oscilloscope instead of passing 
through the lock-in amplifier, as in steady-state techniques. Avoiding field modulation and lock-in 
detection allows to increase the temporal resolution of the experiment, which is limited by the 
detection bandwidth and is usually around 100 ns. Another consequence of eliminating field 
modulation is that the sign of the TR-EPR signal reflects the spin-polarization of the EPR transition, 
being positive for absorptive transitions and negative for emissive ones. 
The gain in time resolution associated to the direct and broad-bandwidth detection scheme, is 
accompanied by a loss in sensitivity. Therefore, TR-EPR is confined to spin-systems exhibiting large 
spin-polarization, which can compensate for the low sensitivity by increasing the population difference 
between the spin states and hence the transition probability. This condition is satisfied for transient 
paramagnetic species generated by a laser flash in photovoltaic materials, like triplet states and spin-
correlated radicals pairs, that can be successfully detected by TR-EPR. 
2.4.2 Pulse-EPR 
Pulse-EPR techniques are based on the use of short microwave pulses to excite EPR transitions, 
followed by the detection of the signal in absence of microwave irradiation. 
Various pulse sequences have been developed, that allow to study specific interactions and properties 
of the spin-system like hyperfine couplings, electron-electron dipolar couplings and relaxation times. 
Some of these have been used in this thesis and will be briefly described in the following sections.  
Sample photoexcitation can be continuous or pulsed like in CW-EPR. In the case of pulsed 
photoexcitation, the laser pulse can be synchronized with the microwave pulse sequence, that can be 
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programmed to start at a fixed delay after the laser-flash (daf). In this way, the pulse-EPR spectrum 
of the photogenerated species at a given daf can be obtained after subtraction of the signal of the 
pristine non-photogenerated species. Transient species like triplet states can be probed in this mode. 
Under continuous illumination the steady-state concentration of photogenerated species is probed by 
the experiment. In this thesis we employed continuous illumination during Pulse-EPR experiments, as 
they were used to investigate stable species (radicals), therefore pulse photoexcitation was not 
needed. 
The simplest Pulse-EPR techniques can be described in the frame of the vector model introduced in 
section 2.4.1 to rationalize CW-EPR experiments.  
Before any microwave (MW) pulse, every spin-packet in the system is in thermal equilibrium with a 
net magnetization along the direction (Â) of the static magnetic field. The effect of a microwave pulse 
with magnetic field Ph along ½ and frequency Ä, in a frame rotating around Â with Äg = Ä, is to 
rotate the »T magnetization around ½, according to the Bloch equations in Eq. 2.35, where the 
relaxation terms can be neglected since in this case the MW radiation occurs in a time interval much 
shorter than the relaxation times (only few nanoseconds). The rotation has angular frequency Äh =−¿Ph and as a result »T is rotated by an angle Z = Äh£o, also called flip-angle, where £o is the pulse 
duration. For Z = ¤/2 the pulse rotates the Â magnetization along the ¾ axis. The rise of a transverse 
magnetization along ¾ corresponds to the excitation of a transition between spin-states. 
This precession motion strictly applies to the magnetization of on-resonance spin-packets, i.e. spin-
packets with resonance frequency Ä equal to the radiation frequency Ä. Off-resonance spin-packets 
precess around the direction of the total magnetic field (PQR + PQRh) with frequency ∆Ä = Ä −Ä. 
Therefore, after a ¤/2 pulse, the magnetization vector of off-resonance spins has a residual Â 
component. However, for strong Ph (hard pulses) the effect of the PQRh field on off-resonance spin-
packets dominates on the effect of PQR and they tend to behave like on-resonance spins. 
After the ¤/2 pulse, the MW radiation is turned off and the » magnetization experiences only the 
static magnetic field PQR along Â. Therefore, the motion of ·QQQR is described by Bloch equations analogous 
to those reported in Eq. 2.35 where Ph is zero. In this case relaxation must be taken into account since 
the time intervals between pulses can be several hundreds of nanoseconds long. The resulting motion 
is a precession of the magnetization around the Â axis, at frequency ∆Ä, damped by relaxation that 
progressively cancels out the transverse magnetization and restores the equilibrium magnetization 
along Â. Consequently, the »' and the » components oscillate in the ½¾ plane yielding the so-called 





In most samples, the anisotropic magnetic interactions (Zeeman, hyperfine, dipolar) lead to the 
presence of a distribution of resonance frequencies i.e. many spin-packets exist. In this situation, the 
total transverse magnetization (the FID) decays rapidly owing to the dephasing of the spin packets 
with different frequencies ∆Ä in the ½¾ plane. Therefore, typically most of the FID decays in a time 
period which is below the dead-time of the spectrometer (the time after the pulse during which 
detection cannot start due to technical reasons). However, the use of a second pulse with ¤ flip-angle, 
after a time period Ï from the first ¤/2 pulse, can be used to refocus the magnetizations at time £ =2Ï, resulting in the so-called electron spin-echo. The sequence Ðp − 	Ï − ¤ − Ï is known as the Hahn 
Echo sequence (see Figure 2.8) and it is largely used in Pulse-EPR for the detection of the 
magnetization signal. 
 
Figure 2.8 Two-pulse (Hahn) echo sequence. 
During the	Ï time transverse relaxation is effective, causing a reduced echo intensity for increasing Ï. 
Typically, the spectrometer dead-time imposes a minimum Ï value of about 100 ns. Consequently, 
spin-packets with a comparable or smaller T2 are undetectable. 
2.4.2.1 EDEPR 
The Echo-Detected EPR (EDEPR) or Field-Swept Electron Spin Echo (FSESE) experiment is performed 
by sweeping the applied magnetic field and recording the electron spin-echo integrated area at each P value. The echo sequence can be the 2-pulse Hahn Echo or the 3-pulse stimulated echo sequence 
(
Ðp − 	Ï − Ðp −  − Ðp − Ï − 	¡e¢). 
The shape of the EDEPR spectrum corresponds to the shape of the integrated CW spectrum, unless 
line distortions occur in one or the other experiments. EDEPR avoids distortions that could be present 
in CW-EPR spectra due to the field modulation of the signal. On the other hand, the EDEPR lineshape 
may be distorted by orientation dependent relaxation times (anisotropic relaxation), responsible for 
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the alteration of the relative signal intensity between different fields. Therefore, it is often useful to 
compare EDEPR and CW lines to evaluate the real shape of the EPR signal of the investigated species. 
EDEPR is particularly useful to detect species characterized by slow relaxation times, whose signal 
easily saturate in CW-EPR experiments. Furthermore, in case of overlapping species with different 
relaxation times, EDEPR can be used to suppress the spectrum of the fast-relaxing species by using 
sufficiently long interpulse delays. 
2.4.2.2 Relaxation 
Relaxation times can be measured by specific pulse EPR techniques. 
The Inversion-recovery (IR) experiment is designed to measure the h spin-lattice relaxation time. As 
shown in Figure 2.9, its pulse sequence consists in a ¤ pulse separated by the Hahn-echo sequence 
through a time interval . The resulting echo intensity at a fixed magnetic field is measured at variable 	values. The first pulse inverts the magnetization of the spin-packet which is gradually restored along 
the +Â direction by the longitudinal spin-relaxation acting during the  time interval. As a 
consequence, the gradual increase of  causes the detected spin-echo to change its sign from negative 
to positive, with an exponential behavior given by: 
 Ê-/ ∝ 1 − 2	/ Eq. 2.39 
Therefore, the spin-lattice relaxation time can be determined from a fitting of the IR curve. 
 
Figure 2.9 Inversion Recovery pulse sequence. 
If multiple spin-packets are simultaneously excited in the experiment and they have different h times, 
the IR curve deviates from a mono-exponential behavior. 
The spin-spin relaxation time p can be measured from the Hahn-Echo sequence by systematically 
increasing the Ï interpulse delay (Figure 2.10). Indeed, the transverse relaxation, acting during the Ï 





 Ê-Ï/ ∝ 	pÒ/ Eq. 2.40 
 
Figure 2.10 Two-pulse echo decay for p measurement. 
2.4.2.3 ESEEM 
In presence of electron-nuclear hyperfine interactions, the time-decay of the electron spin-echo 
amplitude is modulated at frequencies corresponding to the nuclear resonance frequencies in the 
electron spin manifolds. This effect is known as Electron Spin Echo Envelope Modulation (ESEEM) and 
it is widely used to measure hyperfine coupling constants. 
The understanding of the ESEEM phenomenon and its related techniques requires to refer to the 
quantum-mechanical description of magnetic resonance. In this approach, the collection of spins (spin-
packet) probed by the experiment is described by the density matrix, a useful tool of widespread use 
in statistical mechanics allowing to describe the state of the spin ensemble. The diagonal elements of 
the density matrix correspond to the populations of the states while the off-diagonal terms represent 
coherent superpositions of states referred to as coherences. A spin-system at thermal equilibrium has 
all off-diagonal elements equal to zero and diagonal elements reflecting the existence of a macroscopic 
longitudinal magnetization, which arises in presence of a population difference between the states. 
When a microwave field induces transitions between the states, it makes some off-diagonal elements 
non-zero, because it introduces coherences. The concept of transverse magnetization precessing at a 
particular frequency corresponds to the coherence of the related transition. For instance, a ¤/2 pulse 
acting on a W = 1/2 system at equilibrium generates the coherence corresponding to the transition ∆UV = 1. 
Given these premises, a qualitative description of the ESEEM experiment on a system composed of 
one electron spin W interacting with a nuclear spin  by means of the hyperfine interaction will be given 
in the following. 
The W = 1/2 ,  = 1/2 spin system is described by four spin-states, namely |ZZÓ, |\\Ó, |Z\Ó, |\ZÓ. In Figure 2.11 the ‘allowed’ (∆UV = 1, ∆UÓ = 0) and ‘forbidden’ (∆UV = 1, ∆UÓ = 1) 
transitions between these states are indicated. In case of anisotropic hyperfine interaction having 
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comparable magnitude with the nuclear Zeeman interaction, the |UUÓ states are mixed (they are 
not eigenstates for the system) and, as a consequence, U and UÓ do not represent good quantum 
numbers causing the ∆UV = 1, ∆UÓ = 0 selection rule to break down. 
 
Figure 2.11 Energy levels for the W = 1/2 ,  = 1/2 spin system and related transitions. A is the effective 
hyperfine coupling at the given molecular orientation in the magnetic field. 
In this frame, the ‘forbidden’ transitions have non-zero transition probabilities. Therefore, if a ¤/2 
pulse is applied, all the four transitions will be excited (the corresponding four coherences will be 
generated). The evolution of the coherences in the time Ï after the pulse can be visualized as the 
precession motion of the corresponding four magnetizations in the ½¾ plane with frequencies equal 
to the transition frequencies. If a ¤ pulse is then applied, the magnetizations are rotated about the ½ 
axis but also a coherence transfer between different transitions occurs13, which can be seen as a 
transfer of magnetization between the different magnetization vectors. In the following evolution 
time, the contributions to each magnetization arising from the coherence-transfer will not be along ¾ 
at the time Ï after the ¤ pulse, since their precession frequency has changed from the first Ï evolution 
time. Therefore, the echo amplitude (proportional to » at the time Ï after the last pulse) is reduced, 
by an amount depending on Ï and on the precession frequencies. As a result, the echo amplitude as a 
function of Ï is periodically modulated according to the equation13: 
 E&g-Ï/ = 1 − t Ô2 − 2¡¢ÄÕÏ − 2¡¢ÄÖÏ + ¡¢-ÄÕ + ÄÖ/Ï + ¡¢-ÄÕ −ÄÖ/Ï×   Eq. 2.41 
where Ø is the modulation-depth constant and ÄÕ and ÄÖ are the nuclear frequencies in the two 
electron spin manifolds:	ÄÕ = ÄÓ − |/2 , ÄÖ = ÄÓ +|/2 with ÄÓ being the nuclear Zeeman 
resonance frequency and | the hyperfine coupling constant. 
This modulation is superimposed to the Hahn-echo decay induced by the transverse relaxation. 





be isolated. It is then Fourier-transformed to obtain a spectrum made of peaks at the frequencies ÄÕ, ÄÖ and the ‘combination’ frequencies -ÄÕ − ÄÖ/, -ÄÕ +ÄÖ/. 
The just described experiment is the so-called Two-Pulse ESEEM, depicted in Figure 2.12A. Another 
kind of ESEEM experiment is the Three-Pulse ESEEM, schematized in Figure 2.12B. It consists in 
monitoring the stimulated echo (
Ðp − 	Ï − Ðp −  − Ðp − Ï − 	¡e¢) decay upon variation of the time  
between the second and third pulse, and Fourier-transform the related modulation profile. 
 
Figure 2.12 Two-pulse (A) and three-pulse (B) ESEEM sequences. 
In this case the dynamics of the spins is different. The first ¤/2 pulse excites the four transitions 
generating the corresponding coherences as in the two-pulse experiment. However, the following ¤/2 
pulse generates a coherence transfer from the electron to the nuclear coherences, which during the  
time evolve with their nuclear frequencies ÄÕ and ÄÖ . The third ¤/2 pulse transfers the nuclear 
coherences back to electron coherences. As a result, these coherences will not be refocused at time Ï 
after the last pulse, and if  is incremented the echo amplitude will be modulated according to the 
equation: 
E&g-Ï, / = 1 − t v-1 − ¡¢ÄÕÏ/ Ù1 − ¡¢ÄÖ-Ï + /Ú + 1 − ¡¢ÄÖÏ1 − ¡¢ÄÕ-Ï + /z 
Eq. 2.42 
As shown by this equation, the three-pulse ESEEM trace depends on both Ï and . The modulation at 
the nuclear frequency of one spin-manifold, ÄÕ/Ö, is suppressed for values of Ï equal to 2¤/ÄÖ/Õ 
with  = 1,2,…. This is the so-called blind-spot effect, causing the suppression of some nuclear 
frequencies depending on the chosen Ï value. For this reason, three-pulse ESEEM spectra must be 
acquired at more than one Ï value, and then summed in order to record the complete frequency 
spectrum. Despite this effect, the three-pulse ESEEM is in general more convenient compared to the 
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two-pulse analog for various reasons. First, the stimulated echo decay upon variation of  is governed 
by the spin-lattice relaxation, therefore, the decay is usually much slower compared to the Hahn-echo 
decay since h > p. Second, the combination frequencies -ÄÕ −ÄÖ/, -ÄÕ + ÄÖ/ are absent in the 
three-pulse echo modulation, which simplifies the spectrum. Furthermore, since nuclear coherences 
evolve in the incremented time delay , the lineshape of the peaks is determined by the nuclear 
relaxation p, which is usually bigger than the electronic p, leading to smaller linewidths and better 
resolution in the spectra. 
For both three- and two-pulse ESEEM experiments the fundamental requirement for the observation 
of a nuclear modulation effect is that the hyperfine interaction is anisotropic and of the same order of 
magnitude of the nuclear Zeeman interaction. Moreover, the P magnetic field should not be aligned 
with any of the principal directions of the hyperfine tensor. 
In case of more than one coupled nuclear spin, the ESEEM time trace can be derived as the product of 
the time traces due to each hyperfine-coupled nucleus. This leads to the appearance of combination 
frequencies between different nuclei. In case of two-pulse ESEEM all possible combinations occur, 
while in three-pulse ESEEM only combination of frequencies within the same electron spin manifold 
are possible. 
2.4.2.4 HYSCORE 
Hyperfine Sublevel Correlation Spectroscopy (HYSCORE) is a two-dimensional technique based on 
the ESEEM effect14. Its pulse sequence (see Figure 2.13) recalls the three-pulse ESEEM sequence with 
the addition of a ¤ pulse between the second and third ¤/2 pulses. The time intervals £h and £p 
preceding and following the inversion pulse are both varied in the experiment, where the echo time 
trace is recorded as a function of £h for each £p value. Two-dimensional Fourier-transform of the 2D 
time trace leads to a frequency-domain spectrum displaying correlation peaks between the nuclear 
frequencies in the different electron spin manifolds.  
 
 






Although it is more time-consuming than mono-dimensional ESEEM, the bidimensionality of 
HYSCORE consistently improves the spectral resolution enabling to disentangle multiple hyperfine 
couplings. 
Like in three-pulse ESEEM, the first ¤/2 pulse generates electron coherences evolving during the time Ï that are then transferred to nuclear coherences by the second ¤/2 pulse. These nuclear coherences 
evolve during time £h with frequency corresponding to the nuclear transition frequency in the definite 
electron spin manifold in which they were generated. The ¤ pulse then inverts the electron spin and 
consequently induces a transfer of the nuclear coherence to the other electron spin manifold, which 
determines the evolution frequency during the £p time interval. The last ¤/2 pulse transfers the 
nuclear coherences back to electron coherences to allow for their detection. These coherences refocus 
at time Ï after pulse giving rise to an echo. The change in the evolution frequency of the nuclear 
coherence between the £h and £p delays gives rise to correlation peaks between the two frequencies 
(cross-peaks) in the HYSCORE spectrum. Diagonal peaks may arise if the inversion pulse provides 
incomplete transfer of nuclear coherences between the two manifolds. 
Similarly to three-pulse ESEEM, HYSCORE is affected by the presence of blind-spots which imposes 
the necessity of acquiring multiple spectra at different Ï values. 
For a W = 1/2 ,  = 1/2 spin system the HYSCORE spectrum consists of two cross-peaks. These occur 
in the (+,+) quadrant in case of weak hyperfine coupling, i.e. ||| µ 2|ÄÓ|, and in the (-,+) quadrant in 
case of strong hyperfine coupling, i.e. ||| > 2|ÄÓ|, as shown in Figure 2.14. 
In case of powder samples, the peaks appear as elongated correlation ridges, due to the distribution 
of hyperfine couplings across the different molecular orientations. The typical shapes of the cross-
peaks in case of axial hyperfine tensor (n_o principal values: |o,a = |o,b = −T, |o,c = 2T) are 
reported in Figure 2.14, showing that information on both the isotropic and dipolar component of the 
interaction can be extracted from the spectrum. 





Figure 2.14 Energy levels for the S=1/2 , I=1/2 spin system and corresponding HYSCORE spectra for single 
crystal and powder samples. 
In the case of an electron spin interacting with a  = 1 nucleus, like 2H and 14N, the spectrum is 
complicated by a higher number of cross peaks due to the presence of the nuclear quadrupolar 
interaction (NQI). Indeed, from the energy levels scheme of the system (see Figure 2.15) it can be 
seen that, in each electron spin manifold, two single-quantum transitions (SQ) (∆UÓ = 1/ and one 
double-quantum (DQ) transition (∆UÓ = 2/  are possible, leading to 36 cross-peaks. However, they 
have different intensities and only a part of them can be detected experimentally. 
For nuclear spins with a strong quadrupolar interaction, like 14N, the correlation peaks between the 
DQ transitions are usually the most intense, since the nuclear quadrupole interaction contributes in 
second order to the DQ frequencies (see Figure 2.15, showing that NQI first order shifts do not affect ∆+(DQ)), while the SQ peaks are less intense because they are broadened by the first order 
contribution of the nuclear quadrupole interaction to the SQ frequencies. The quadrant of the DQ 
cross-peaks depends on the magnitude of the hyperfine coupling, being the (+,+)/(-,+) quadrant for 
weak/strong coupling. 
Under the assumptions of collinear hyperfine and dipolar parameters the DQ nuclear frequencies are 
equal to11: 
 ÄÕ,ÖÜ = 2ÝÙÄÓ § ÞpÚp + Ù





where | is the hyperfine coupling for the observed orientation,  is the quadrupole moment,  is the 
EFG parameter and  is the quadrupolar asymmetry parameter. 
However, the hyperfine and quadrupolar tensors are not in general collinear, and most samples are 
powder samples, where the inhomogeneous broadening of peaks (ridges) complicates the spectrum. 
Therefore, the interpretation of  = 1 HYSCORE spectra is in general not trivial. When performing 
spectral simulations, the number of variable parameters is quite high, since it includes the hyperfine 
and quadrupolar tensors and their mutual orientation. 
 
 
Figure 2.15 Energy levels diagram for the spin system W = 1/2 ,  = 1. | and  are the effective hyperfine and 
nuclear quadrupolar couplings for the given molecular orientation in the magnetic field. First-order nuclear 
quadrupolar shifts are reported, hence this scheme is valid for the case of small NQI compared to the nuclear 
Zeeman and hyperfine interactions. In case of strong NQI, like in 14N, second order effects consistently affect 
the energy levels. 
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3 CHAPTER 3. MOLECULAR 
ORDER IN CONJUGATED 
POLYMER FILMS 
 
Since the early development of Bulk Heterojunction Solar Cells (BHJSCs), it was clear that the 
photoactive films based on blends of conjugated polymers and small molecular acceptors, are rather 
heterogeneous materials with a great complexity of factors influencing their functionality. The 
morphology of the films, and in particular molecular packing and ordering, was soon acknowledged as 
a critical variable for the optimization of materials performance1–9, and in some reports it is claimed 
to be as important as the chemical characteristics of the polymer and fullerene components10,11. 
Indeed, molecular arrangement and order were shown to be intimately related with the charge 
transport properties of the material12,13. 
Crystalline and amorphous phases coexist in polymer/fullerene films and the microstructure of the 
material is strongly affected by deposition parameters such as concentration of the solution, solvent, 
temperature and by the polymer molecular weight. The important role of the crystalline phase is widely 
recognized by a remarkable number of studies that correlate XRD-based analyses with charge mobility 
and charge transport studies, showing that crystalline domains drive the charge transport which is 
highly anisotropic. For the benchmark P3HT/PCBM blend and for other blends also, efficient hole 
transport is believed to preferentially occur in the interchain π-stacking direction13,14,15. Such 
anisotropy determines the relevance of crystallites’ orientation and average order for the efficacy of 
charge transport inside the film. For example, it is generally accepted that a face-on orientation of 
P3HT chains favors vertical hole-transport and hole-collection in P3HT/PCBM solar cells. 
As far as P3HT was involved, being a polymer with a strong self-organization ability that forms highly 
ordered films, the amorphous regions were considered to be detrimental for charge transport, 
although they appeared fundamental for creating an interface between the polymer and fullerene 
phases, where charge generation occurs. However, the efficiency of charge transport observed in the 
new emerging class of low-bandgap donor-acceptor copolymers, has changed this belief. Indeed, these 
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polymers usually display a very low crystallinity, which does not undermine charge mobility. The 
explanation for this behavior was found in the presence of non-crystalline domains that are not 
completely amorphous but contain small π-aggregates with short-range orientational order and 
lacking translational order, that are responsible for charge transport 8,16. 
Therefore, molecular order in either crystalline or non-crystalline phases is an essential feature for 
optimal polymer conductivity. For this reason, several techniques have been employed for the 
investigation of molecular order and molecular orientation in polymeric thin films17,18, aiming at 
studying their impact on device performances and also at learning how to control them by tuning the 
molecular design and the deposition conditions. 
The most common technique is GI-XRD (Grazing Incidence X-Ray diffraction), a very informative 
technique but limited to the investigation of crystalline regions19,20, which is often not sufficient 
especially for studying low-crystallinity block copolymers. Hence, optical polarizing spectroscopies are 
occasionally used as they probe the average orientational order of the whole film21,16. In this case 
Variable-angle spectroscopic ellipsometry (VASE) and near-edge X-ray absorption (NEXAFS) are 
usually used jointly to achieve a full description of the average molecular orientation, since the first 
gives information about the orientation of the polymer backbone while the latter probes the 
orientational order of the π-conjugated plane.  
Magnetic resonance spectroscopies are far less popular compared to XRD and optical spectroscopies 
for this application. Recently, solid state NMR spectroscopy in conjunction with computational 
methods was used to predict a variety of molecular ordering properties in a polythienothiophene film, 
such as the average backbone conformation, the degree of π-stacking and the ordering of the side 
chains22,23. Despite this rich information content, solid state NMR is usually unfit for the investigation 
of thin film samples, due to sensitivity issues. 
On the other hand, EPR spectroscopy is particularly suited to the study of the average molecular 
orientation, relying on the anisotropy of magnetic interactions in paramagnetic species, such as the 
Zeeman interaction and the dipolar interaction, that dominate the spin-Hamiltonian (and therefore 
the EPR spectra) of polymer polarons and photoexcited triplet states respectively. EPR allows to 
determine the average orientation of the magnetic tensors relative to the substrate, and consequently 
- if the tensors can be assigned to the molecule -  it leads to a full description of the average molecular 
orientation. The degree of order can also be determined from spectral simulations using an 





probes the orientational order of the entire sample, including both crystalline and non-crystalline 
regions. 
This Chapter will show how we used EPR to study the average molecular orientation and the degree 
of orientational order in the films of two low-bandgap conjugated polymers. In order to highlight the 
effect of the deposition method on the molecular order inside the film, we studied two different films 
for each polymer, obtained via drop-casting and spin-coating. 
The analysis was carried out using the photoexcited triplet state of the polymers as the probe of 
molecular order, that was investigated by Time Resolved EPR (TR-EPR). Although examples of both 
the use of polymer polarons24,25 and triplet states26,27 for similar EPR investigations are known in 
literature, we chose to use the triplet state of the polymers because of the larger anisotropy of the 
Zero-field splitting (ZFS) interaction compared to the Zeeman interaction, leading to a higher 
resolution of the EPR transitions corresponding to different molecular orientations in the triplet state 
spectrum with respect to the spectrum of the polymer radical. This ensures a higher accuracy of the 
orientational analysis. 
The study was carried out in two steps. The first one was the determination of the ZFS tensor 
orientation in the molecular frame. Indeed, this knowledge is necessary to deduce the molecular 
orientation inside the films from the second step of the investigation, in which the average ZFS tensor 
orientation in the polymer films is determined. 
Unlike previous EPR studies, we stressed the importance of the first step, i.e. an accurate assignment 
of the magnetic tensor to the molecular frame, for achieving a reliable description of molecular 
orientation in the sample. We showed that DFT calculations and the study of the polymers in liquid 
crystal matrices can be used to gain this knowledge. 
The Chapter will first introduce the studied polymers and the theoretical basis for the orientational 
analysis via EPR. The presentation of the results will follow, starting from the assignment of the ZFS 
tensor and proceeding with the study of the polymer films. 
3.1 Materials 
The materials chosen for the investigation are two representative polymers belonging to the class of 
the low-bandgap conjugated polymers for BHJSCs28, namely PSiF-DBT (poly-silafluorene-
benzothiadiazole) and PBDT-BT-BTA (poly-benzodithiophene-benzothiadiazole-benzotriazole), 
shown in Figure 3.1. In these polymers, donor and acceptor groups are simultaneously present in the 
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monomeric units to reduce the bandgap and consequently widen the absorption spectrum towards 
the infrared region. 
 
Figure 3.1 Chemical structures of the polymers. 
The PSiF-DBT monomer alternates a silafluorene unit (SiF), as the electron-rich portion, and a 
dithienyl-benzothiadiazole electron-poor unit (DBT), resulting in a low bandgap of 1.82 eV29,30. The 
low energy HOMO (-5.39 eV) justifies the high Voc value of 0.9V that was reported for devices based 
on the polymer blend with PCBM, and it is expected to ensure a better air-stability compared to other 
polymers like the benchmark P3HT (having HOMO with energy -5 eV). Solar cells based on PSiF-DBT 
also showed a good short-circuit current (9.5 mA/cm2) and a PCE of 5.4%30. 
This polymer is very similar to PCDTBT, where a carbazole unit takes the place of the silafluorene one. 
PCDTBT was for a long time classified as a disordered polymer, as GIXRD studies showed very poor 
diffractions from its spin-coated films31,32. However, EPR on the triplet state of the drop-cast polymer 
recently showed a high degree of order27. Such controversial evidences can be explained with the 
difference in the phases probed by the two techniques: EPR probes both crystalline and amorphous 
regions, where significant average order may also occur, and therefore it should be coupled with XRD 
to achieve a more complete description of the molecular arrangement and order. We chose to apply 
EPR to the very similar but less studied PSiF-DBT and to investigate both drop-cast and spin-coated 
films to highlight any effect of the deposition technique. 
The PBDT-BT-BTA polymer is composed of two different acceptor moieties, the benzothiadiazole 
(BT) and the benzotriazole (BTA), that are randomly alternated to the benzodithiophene (BDT) donor 
unit. While BDT and BT groups are quite common in the design of low bandgap copolymers, the use 
of benzotriazole is less diffuse28,33. Although it is a weaker acceptor compared to BT34, BTA is among 
the few electron-accepting moieties that can incorporate alkyl substituents, combining the electron-





The bandgap of PBDT-BT-BTA was reported to be 1.8 eV, leading to a broad absorption in the visible 
range between 400 and 750 nm35. A promising PCE of 5% was found by Kotowski et al.35 for this 
polymer blended with PC71BM, that was shown to be more than three times higher compared to the 
analogous polymer having regular alternation of the BT and BTA acceptor units. Therefore, the 
random alternation of building blocks seems to be a promising characteristic, that may spread-up in 
the field of molecular design of semiconducting polymers, as it is very convenient for the industrial 
scale-up of the production, since it implies a much easier synthesis compared to the regular alternating 
polymers36. 
The absence of morphological studies on this copolymer encouraged our EPR investigation. 
 
3.2 Theoretical background 
3.2.1 EPR lineshape and molecular orientation 
The study of molecular orientation through EPR is possible because EPR spectra depend on the 
orientation of the paramagnetic species inside the magnetic field of the spectrometer. 
As reported in Chapter 2, in the case of a triplet state species, the spin Hamiltonian describing the 
system can be written as: 
 H9 = μá ∙ :9 ∙ _^ ∙ PQR + :9 ∙ _ ∙ :9   Eq. 3.1 
where μá indicates the Bohr magneton, ÀQQRâ is the static magnetic field vector, _  is the ZFS tensor and :9 the total spin operator. The eigenfunctions of the Hamiltonian in Eq. 3.1 are field-dependent linear 
combinations of the ZFS eigenstates (approaching high-field limit eigenstates for strong ÀQQRâ fields), 
and their relative populations can be derived from the zero-field ones using the same coefficients. 
Furthermore, the energy of the states depends on the orientation of the molecule in the magnetic 
field. For each orientation two transitions are in general allowed (ΔMs = ±1) and their splitting in terms 
of resonance field (for isotropic g factor) is given by: 
 ]P-θ, φ/ = hIJ å-3 	cos  p − 1/ + 3+ sin p cos2ëh/p		 Eq. 3.2	
where θ and φ are the azimuthal and polar angles that describe the orientation of ÀQQRâ in the principal 
axes system of the _  tensor, while  and + are the parameters that fully describe the ZFS tensor (see 
Chapter 2). In randomly oriented samples all molecular orientations are equally probable, resulting in 
a wide spectrum that is independent on the orientation of the sample in the magnetic field (“powder 
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spectrum”). The EPR intensity of powder spectra at each field position can be calculated by integrating 
over all possible orientations according to Eq. 3.337,38: 
 -P/ = ∑ ∬í-P − PV§-θ, φ// ∙ î§-P, θ, φ/ ∙ sin- / dθdφ§   Eq. 3.3 
Here the summation is over the two transitions (ΔMs = ±1) and í-P − PV§-θ, φ// is a Gaussian 
lineshape function centered at the resonance field PV§-θ, φ/, while î§-P, θ, φ/ is the population 
difference between the two triplet sublevels involved in the ΔMs = ±1 transitions, which determines 
the transition probability. 
Triplet state powder spectra are highly informative because they show ‘turning points’ at the resonant 
field values Pres(θ = 0), Pres (θ = 90 , φ = 0), Pres (θ = 90, φ = 90), i.e. for those molecular 
orientations in which the principal _  axes are parallel to ÀQQRâ. Considering that the spacing between 
these peaks is related to the _  tensor according to Eq. 3.2, the powder spectrum can be used to easily 
derive the  and +	parameters. 
In samples with some degree of molecular order the EPR spectrum deviates from the powder spectrum 
because the molecular orientations are not equally distributed. In other words, there is a non-uniform 
distribution of molecular orientations, -θ, φ/, that must be taken into account to reproduce the 
spectral shape. Indeed, the contribution of each orientation to the spectrum is weighted by the value 
of the distribution function: 
 -P/ = ∑ ∬í-P − PV§- , // ∙ î§-P,  , / ∙ - , / ∙ - /ñ ñ§ 		 Eq. 3.4	
In this case the spectrum depends on the orientation of the sample inside the magnetic field and this 
dependence can be exploited to derive the molecular orientational order inside the sample, as will 
become clearer in the next sections. 
3.2.2 Modelling orientational order 
To understand molecular order from the analysis of triplet state EPR spectra, an appropriate 
orientational distribution function must be introduced and used to calculate the spectra according to 
Eq. 3.4, in order to reproduce the experimental spectra. 
In this study we analyzed two kinds of partially oriented samples: the oriented liquid crystal matrices 
in which the polymers were dissolved, that were used for the assignment of the ZFS tensor to the 





For the liquid crystal samples, we chose a nematic liquid crystal (E7) that was oriented using the 
magnetic field of the spectrometer. The nematic phase is a uniaxial phase (i.e. a phase with cylindrical 
symmetry) in which the liquid crystal (LC) molecules are preferentially aligned with their symmetry 
axis along one direction, that is called the nematic director. As will be shown in section  3.3.1, polymer 
solute molecules in a nematic phase behave like if they were cylindrically symmetric molecules (i.e. 
molecules with an axially symmetric interaction with the LC molecules). Therefore, their orientation in 
the nematic is described by only one angle which is the angle θ between the symmetry axis of the 
phase (the nematic director, òG) and the pseudo symmetry axis of the solute molecules, that will be 
referred to as molecular orienting axis or molecular director (ó9ôõö). In this situation the orientational 
distribution function is uniaxial, i.e. it is a function of only one angle. 
The orientational distribution function - / is defined as a probability density, so that the probability P that the molecule is oriented between the angles  h and  p from the director is given by: 
 P = ø ø - /	pÐùù 	- /ñ ñ	 Eq. 3.5	
where the normalization condition imposes: 
 	ø ø - /	pÐÐ 	- /ñ ñ = 1	 Eq. 3.6	
When dealing with uniaxial solute molecules dissolved in nematic LCs, the orientational distribution 
function derived from Maier-Saupe theory for uniaxial molecules in uniaxial nematics is usually used 
to model the orientational order of the solute37,39. 
According to this theory the dissolved molecules are subjected to an orienting potential U-θ/ that can 
be expressed as: 
 U-θ/ = −ε ∙ Pp-cosθ/  Eq. 3.7 
where Pp-cosθ/ is the second Legendre polynomial: -3cospθ − 1//2. In principle, the orienting 
potential can be expressed as a summation over L polynomials Pü-cosθ/. Due to the form of the 
polynomials, only even terms should be included since the terms with odd L have opposite signs for θ 
and θ § π, while the orientational distribution should be invariant. We considered the simplest form 
of U-θ/, which is truncated at the first even term of the summation, i.e. L=2. 
The ε parameter has energy dimension and it is related to the anisotropy in the molecular polarizability 
of the solute molecule. It measures the strength of the orienting potential and therefore determines 
the width of the orientational distribution function. 
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In thermal equilibrium conditions the orientational distribution function can be derived according to 
the Boltzmann distribution as - / = hC e	-//: 
 - / = hC ∙ exp p -3cospθ − 1/		 Eq. 3.8	
where Q is the orientational partition function: 
 Q = ø ø e	-//puu sen-θ/dθdφ Eq. 3.9	
As shown by Luckhurst40 the ε parameter is proportional to the nematic-isotropic transition 
temperature TNI. We can define a new ε′  parameter as ε′ =	ε /kT, which is a dimensionless parameter 
that depends on the reduced temperature T/TNI. Thus Eq. 3.8 can be written as: 
  - / = hC ∙ e	Ãi´
h		 Eq. 3.10	
The order parameter is defined as the ensemble average of the Pp-cosθ/ polynomial: 
 S = 〈Pp-cosθ/〉 = hC ∙ ø ø Pp-cos /	-θ/puÐ sen-θ/dθdφ  Eq. 3.11 
so it is also dependent on the reduced temperature T/TNI. S ranges from -0.5 to 1, corresponding to 
the situations of perfect order in which the molecular director is respectively perpendicular (θ = 90°) 
or parallel (θ = 0°) to the nematic director for 100% of the molecules. S is zero for a completely 
disordered sample since the integral in Eq. 3.11 vanishes for a constant - /. 
Figure 3.2 shows the shape of the orientational distribution function in Eq. 3.10 for different values 
of ε′ and the dependency of the order parameter on ε′. 
 
Figure 3.2 A: Schematic representation of the orientation of uniaxial molecules in a uniaxial nematic LC; B: 
Orientational distribution function for variable ε'; C: Order parameter as a function of ε'. 
The orientational distribution function described by Eq. 3.10 for uniaxial molecules in uniaxial nematics 





experimentally verified that the films are uniaxial phases in terms of molecular ordering, since there is 
no preferential order inside the film plane, meaning that the films are symmetrical with respect to the 
normal to the substrate. Furthermore, the satisfying simulations of the spectra of the film samples, 
based on the use of Eq. 3.10, confirmed that the polymer molecules behave like uniaxial molecules also 
in this case. The validity of the choice of a uniaxial distribution function is also confirmed by previous 
EPR studies, where similar distributions were adopted24,26,27. 
Considering the symmetry of the films with respect to the normal to the plane, this axis was chosen 
as director (òG). Therefore, in this case the angle   in the orientational distribution is the angle between 
the normal to the film plane and a molecular orienting axis (ó9ôõö). 
Clearly in this case, once the film is formed, the order is not determined by thermodynamics, thus ε′ 
should be only considered as a phenomenological parameter, independent on temperature over a large 
T range. 
The orientational distribution function described so far was used to calculate the triplet state EPR 
spectra of the polymers in order to simulate the experimental spectra of the partially ordered samples. 
The only variable parameters in the simulation were ε′, which defines the width of the orientational 
distribution function, and the coordinates of the molecular orienting axis ó9ôõö. All the parameters 
characterizing the spin system, i.e. _^ and _  tensors, triplet sublevels populations, linewidth, were kept 
fixed to the values determined from the simulations of spectra of isotropic samples of the same 
polymers (consisting in the isotropic LC and the bulk films of the polymers, i.e. films obtained through 
evaporation of the solvent inside the EPR tube). 
In this way, the value of ε′ and the coordinates of ó9ôõö in the ZFS principal axes reference system 
were obtained from the simulations. From ε′, the order parameter S, expressing the degree of 
orientational order in the sample, could be readily calculated using Eq. 3.11. The coordinates of ó9ôõö 
revealed what is the average preferred orientation of the ZFS tensor with respect to the director (see 
Figure 3.3). Thus, to infer the orientation of the molecule in the film samples, it was necessary to 
determine the orientation of the ZFS tensor in the molecular frame, which is the reason why liquid 
crystalline matrices were used. 




Figure 3.3 Scheme for the description of molecular orientation inside the films. 
To summarize, in the present study we adopted the following method: 1) we assigned the ZFS tensor 
of the polymers to the molecular frame, as described in section 3.3.1 2) we acquired and simulated the 
EPR spectra of completely disordered film samples of the polymers (bulk films), to determine the ZFS 
tensor parameters, the triplet populations and the linewidths (section 3.3.2) ; 3) we performed EPR 
on the spin-coated and drop-casted films and simulated the spectra using the orientational 
distribution function in Eq. 3.10 (section 3.4). The molecular orientation was then derived by 
comparison of the results obtained for the films with the assignment of the magnetic tensors to the 
polymer molecule. 
3.3 Assignment of the ZFS tensor to the molecular frame 
In order to determine the orientation of the ZFS tensor in the molecular frame of the polymers we 
used both experimental and computational methods, as described in the following sections. 
3.3.1 Alignment of the polymers in the nematic LC 
In principle, the assignment of the ZFS tensor to the molecular reference system could be done by 
performing EPR experiments on single crystals. By orienting the crystal in the magnetic field of the 
spectrometer and by exploring many orientations, the principal axes of the tensor can be determined. 
In our case, the lack of polymers single crystals ruled out this possibility. However, other partially 
ordered phases, with known orientation of the polymer molecules, can be used, such as nematic liquid 
crystalline matrices41,42. Indeed, following the predictions of Onsager’s theory43 for the orientation of 
rod-shaped molecules in nematic phases, it is generally accepted that conjugated polymer molecules 
tend to align their backbone to the nematic director of the liquid crystal. This was demonstrated in 
past studies, performed with polarized fluorescence spectroscopy, on the MEH-PPV polymer (metoxy-
ethylhexyloxy-p-phenylenevinylene) dissolved in the nematic liquid crystal known as 5CB (4-cyano-4-
pentylbiphenyl)44,45. Thanks to the anisotropic solvation interactions, the polymer was found to be 
highly oriented with the backbone parallel to the director. 




For our study we chose the E7 liquid crystal, a mixture of cyano-biphenyls and triphenyls shown in 
Figure 3.4, having a nematic-isotropic transition temperature (TNI) of 333 K46. 
 
Figure 3.4 Components of the E7 liquid crystal mixture. 
In order to obtain an oriented matrix of the polymers dissolved in the LC, the nematic phase was 
oriented using the magnetic field of the spectrometer, exploiting the anisotropy of the magnetic 
susceptibility () of the LC molecules, which is the tensorial physical quantity determining the 
magnetization (·QQQR) induced in the system by the application of a magnetic field (ÀQQRâ): 
 ·QQQR =  ∙ ÀQQRâ  Eq. 3.12 
In case of axially-symmetric molecules, the  tensor has axial symmetry and the magnetic anisotropy ∆Ë is defined as the difference between its principal values: 
 ∆Ë = Ë|| − Ë⟘  Eq. 3.13 
where Ë|| and Ë⟘ correspond to the principal axes that are respectively parallel and perpendicular to 
the symmetry axis. The sign of the magnetic anisotropy determines the kind of alignment of the 
nematic LC in the applied magnetic field. For positive ∆Ë the nematic director tends to be parallel to 
the magnetic field. This is also the case of E7 molecules. 
The aligned nematic phase obtained by the application of the magnetic field was cooled-down to 130 K 
inside the resonator, in order to obtain a frozen polycrystalline phase (E7 melting point is 210 K) 
preserving the nematic alignment, which allowed to vary the sample orientation in the magnetic field 
while retaining the original orientation of the nematic director. In this way we could detect TR-EPR 
triplet spectra of the polymers with different orientations of the nematic director in the magnetic field. 
It was also necessary to acquire the spectra in the isotropic liquid crystal phase, to allow to characterize 
the triplet states of the polymers in the E7 solvent, without any ordering effect. Indeed, as described 
in the previous section, the interpretation of the spectra of the oriented phases requires the knowledge 
of the ZFS parameters that can be derived from the analysis of isotropic samples. For this reason, the 
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isotropic phase was studied by heating the samples over the TNI temperature and freezing them in 
liquid N2 before insertion into the cooled (130 K) EPR resonator. 
The spectra of the frozen isotropic and nematic phases of the polymers solutions in E7 are reported 
in Figure 3.5. 
 
Figure 3.5 TR-EPR spectra of the PSiF-DBT (A) and the PBDT-BT-BTA (E7) polymers dissolved in the E7 
liquid crystal, in the frozen isotropic and nematic phases. The spectra of the frozen nematics were acquired 
with the magnetic field (B0) parallel or perpendicular to the nematic director (n). Red lines are spectral 
simulations. 
From the simulation of the isotropic phase spectra, the triplet sublevels zero-field populations and the 
ZFS parameters were determined (see Table 3.1). These parameters were used to simulate the spectra 
of the oriented nematic phases using the orientational distribution function in Eq. 3.10. However, even 
a simple inspection of the spectra reveals that a high degree of molecular orientation is present in the 
nematic phases, since only one triplet component, corresponding to the YZFS direction of the dipolar 
tensor, is detected when the magnetic field is parallel to the nematic director, while both the XZFS and 
ZZFS components are recorded when the field is perpendicular to the nematic director. This 
corresponds to the uniaxial ordering of the polymer molecules inside the aligned nematic phases. 
Indeed, the spectra were well fitted by the uniaxial orientational distribution function, with YZFS as the 
molecular orienting axis (ó9ôõö) preferentially aligned to the nematic director. Therefore, we assigned 
this direction to the polymers backbones. 
The order parameters derived from the simulations are 0.70 and 0.88 for the PSiF-DBT and the PBDT-
BT-BTA respectively, corresponding to ~50% and 80% of molecules oriented within ±20° from the 




nematic director respectively. This difference in the ordering of the two polymers might be related to 
the linearity of the backbone: in contrast to PSiF-DBT, the PBDT-BT-BTA polymer has a linear 
backbone that likely helps the ordering in the nematic. 
 
Table 3.1 ZFS tensor parameters and zero-field populations of the polymers triplet state in E7 solution. The 
polymers molecular axes (ó9ôõö) aligned to the nematic director are also indicated, with the relative order 
parameter (S). 
Polymer D (G) E (G) PX:PY:PZ ó9ôõö S 
PSiF-DBT 490 43 0.57:0.43:0 YZFS 0.70 ± 0.05 
PBDT-BT-BTA 495 87 0.48:0.52:0 YZFS 0.88 ± 0.02 
 
By comparing the  value of the polymers in the liquid crystal (Table 3.1) with the value of a small 
aromatic molecule such as pentacene47 ( = 495	G), and considering the dimension of the monomeric 
unit of our polymers, we can infer that the triplet delocalization in the polymers does not exceed one 
monomer. Therefore, the high orientational order found for the triplet wavefunction in the frozen 
nematic, suggests that the polymers have an elongated conformation inside the nematic liquid crystal, 
in which the majority of the monomeric units are approximately aligned. This agrees with past 
predictions on the MEH-PPV polymer on the basis of optical measurements and calculations45.  
Besides revealing the collocation of the backbone direction in the ZFS principal axes frame, our results 
confirm the tendency of conjugated polymers to form highly oriented phases in liquid crystals. This 
could be explored as a strategy to produce orientationally ordered polymeric materials. 
3.3.2 Magnetophotoselection 
The photoexcited triplet state wavefunction of conjugated polymers can slightly depend on the 
polymer phase, for instance it is usually slightly different between solutions and films, and this affects 
the ZFS tensor parameters and populations, hence it is evident from the TR-EPR triplet spectra. 
In this case we observed that the ZFS parameters characterizing the triplet state of the polymers in 
the liquid crystal, as determined from the isotropic LC samples (see Table 3.1), were to some extent 
different from the triplet state parameters in the polymers bulk films, that are reported in Table 3.2. 
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Table 3.2 ZFS parameters and zero-field populations of the polymers triplet states in the bulk films. 
Polymer D (G) E (G) PX:PY:PZ 
PSiF-DBT 445 40 0.26:0.74:0 
PBDT-BT-BTA 435 65 0.34:0.66:0 
These discrepancies reflect slightly different triplet wavefunctions and they are likely due to a 
difference in the polymers conformation between the liquid crystal matrix and the bulk films. In 
principle, this may result also in a different orientation of the ZFS principal axes in the molecular frame. 
Such observation casted some doubts on the possibility of transferring the information on the ZFS 
tensor orientation obtained from the liquid crystalline phase to the films in which we want to 
determine the molecular order. For this reason, we used the bulk films to perform an experiment which 
provides analogous results compared to the LC experiments, namely magnetophotoselection. Indeed, 
magnetophotoselection experiments allow to identify the relative orientation of the dipolar tensor and 
the optical transition dipole moment, which for conjugated polymers in the visible region typically 
coincides with the backbone direction48,49. 
Magnetophotoselection arises in solid samples where the paramagnetic photoexcited species are 
formed upon illumination with linearly polarized light, like the laser beam that is used in TR-EPR50. To 
observe magnetophotoselection it is necessary that no depolarizing phenomena are active in the 
sample, like light scattering or energy transfer between molecules. If this condition is satisfied, the 
molecules inside the sample are selectively excited with a probability that is proportional to the square 
cosine of the angle between the transition dipole moment and the light electric field vector +QR-£/. When 
this phenomenon is coupled with magnetic resonance of the photoselected species -  characterized by 
anisotropic spin interactions - the resulting spectrum deviates from the powder spectrum due to the 
preferential orientation of the formed paramagnetic species, with a higher number of species oriented 
with the transition dipole moment parallel to the applied electric field +QR-£/. If the electric field is 
parallel to the static magnetic field of the spectrometer (PQR), the molecules oriented with the 
transition dipole moment parallel to PQR will be selected, causing the enhancement of the contribution 
of this orientation to the EPR spectrum. Conversely, if +QR-£/ is perpendicular to PQR, the orientations 
corresponding to the transition dipole perpendicular to PQR will be enhanced, resulting in higher 
contribution to the spectrum (magnetophotoselection). In triplet state spectra the result is that the 
triplet dipolar tensor direction corresponding to the transition dipole moment will contribute more to 




the spectrum acquired with 	+QR-£/||PQR, while the perpendicular directions will be enhanced with +QR-£/⊥PQR. 
We performed magnetophotoselection experiments on the polymers bulk films by changing the 
direction of +QR-£/ with respect to PQR. This caused the enhancement of the Y transition in the +QR-£/||PQR 
case, and the enhancement of the Z transition in the +QR-£/⊥PQR case (Figure 3.6), which indicates that 
the YZFS axis of the triplet coincides with the direction of the transition dipole moment and therefore 
with the polymer backbone. 
 
Figure 3.6 Magnetophotoselection TR-EPR spectra of PSiF-DBT (A) and PBDT-BT-BTA (B) bulk films 
(λ = 532 nm). 
The result of magnetophotoselection confirms the assignment of the backbone proposed on the basis 
of the experiments on the LC polymer phases, and proves that the triplet wavefunction in the LC is 
not much different from the films, at least for the YZFS direction, that coincides with the backbone in 
both cases. 
3.3.3 Calculation of the ZFS tensor 
So far, we determined the ZFS principal direction coinciding with the polymers backbones. However, 
a complete assignment of the ZFS tensor is needed for our scopes. Therefore, we used computational 
methods to calculate the zero-field splitting interaction in the first excited triplet state of the 
polymers. 
Due to computational constraints we performed the calculations on the monomers. However, this 
choice seems to be appropriate since the experimental  values suggest that the triplet wavefunction 
is approximately localized on one monomer (see previous section). Two monomers were considered 
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for the PBDT-BT-BTA copolymer, one containing the BT unit as acceptor and the other containing 
the BTA unit. 
Geometry optimizations of the monomers in their triplet states were carried out in Gaussian51 using 
the B3LYP/6-31G(d) DFT method. The aliphatic substituents were approximated as methyl groups. 
Two different methods for the calculation of the ZFS tensor were tried. 
The first method relies on the point-dipole approximation for the calculation of the dipolar 
interaction52. In this case the electron densities were considered as centered at the atoms positions 
and the dipolar interaction was weighted using the Mulliken spin-populations of the triplet 
wavefunction, that was calculated in Gaussian at the B3LYP/6-311G(d) DFT level. This method was 
used quite often in EPR studies to provide insights into the ZFS tensor of aromatic molecules and 
fullerenes52,53,54, although it is known to usually overestimate the tensor principal values. In our case it 
produced  and + parameters largely deviating from the experimental results, on the scale of one 
order of magnitude. 
The second approach is based on the use of the ORCA program55, in which algorithms for the 
calculation of the spin-spin contribution to the dipolar interaction are included56. This method requires 
as input the spin-density matrix of the triplet state under investigation, which was calculated in ORCA 
using DFT with the B3LYP functional combined with the EPR-II basis set for H-C-N-O atoms and the 
def2-TZVPP basis set for S atoms. This approach was found to give satisfactory predictions of the 
ZFS principal values for small aromatic molecules in the triplet state, despite the calculation of the 
triplet wavefunction neglecting configuration interaction56,54. For our monomers it led to  and + 
values that are smaller compared to the experimental ones by almost a factor of 3. However, the 
calculated YZFS principal axis roughly coincided with the polymer backbone as verified experimentally 
in the previous sections. Therefore, we can trust the validity of the calculation, at least for the 
orientation of the principal axes. For all monomers the (XZFS YZFS) plane was predicted to correspond 
to the aromatic plane, as shown in Figure 3.7. 





Figure 3.7 ZFS tensor principal directions derived by DFT calculations on the monomers of PSiF-DBT (A) and 
PBDT-BT-BTA (B). 
 
3.4 Molecular order analysis on the spin-coated and drop-cast films 
The TR-EPR triplet state spectra of the PSiF-DBT and the PBDT-BT-BTA polymers in spin-coated 
(SC) and drop-cast (DC) films showed a remarkable dependence on the sample orientation in the 
spectrometer magnetic field. This demonstrates the existence of molecular order inside the films. 
In Figure 3.8 the spectra recorded on the PSiF-DBT films are shown. The samples were rotated using 
a goniometer (with 3° sensitivity) so that the magnetic field was alternatively parallel and 
perpendicular to the film plane. 




Figure 3.8 TR-EPR spectra (T = 80 K) of the PSiF-DBT films with variable orientation in the magnetic field 
(PQR). PAR= PQR parallel to the film plane, PERP= PQR perpendicular to the film plane. SC= spin-coated films, DC= 
drop-cast films. Disordered film = bulk film. Thick lines are simulations. 
For the simulations of the spectra in DC and SC films, the spin-system parameters that were 
determined from the simulation of the disordered film spectrum (i.e. the bulk film deposited on the 
inner walls of the EPR tube by solvent evaporation) were assumed (reported in Table 3.2). 
By looking at the spectra of the drop-cast and spin-coated films it can be noticed that they are very 
similar and that in both cases the main difference between the two orientations of the film in the 
magnetic field (PQR) consists in the intensity ratio between the Z and the Y transitions. Indeed, the Z/Y 
intensity ratio is smaller in the spectrum recorded with the field parallel to the film plane and larger 
when the field is perpendicular to the film plane. In the parallel and perpendicular field orientations, 
the Z/Y ratio is also respectively smaller and larger compared to the isotropic film spectrum. This may 
arise from two possible average uniaxial molecular orientations: one in which the YZFS axis is mostly 
parallel to the substrate and the other in which ZZFS is mostly perpendicular to the substrate, as both 
these orientations would have the same effect on the Z/Y ratio in the TR-EPR spectra. However, the 
discrimination between the two situations comes from the evaluation of the intensity of the X 
transition as well. In the case of YZFS laying in the film plane, the Z/Y and the X/Y ratios are larger 
when PQR is normal to the film, however, the Z/X ratio should be invariant on field orientation and equal 




to the value it has in the isotropic film spectrum. On the other hand, if ZZFS is perpendicular to the film, 
the Z/X ratio should increase in the spectrum recorded with PQR perpendicular to the film. In the 
recorded spectra, the Z/X intensity ratio increases for PQR perpendicular to the film, therefore this 
hypothesis seems to be the correct one. 
This interpretation was confirmed by the spectral simulations that were successfully obtained using 
the uniaxial model described in section 3.2.2, in which the ZZFS axis was considered as the molecular 
orienting axis (ó9ôõö) preferentially aligned to the director (òG, chosen normal to the film plane). The 
reliability of the simulations was assured by the fact that both spectral orientations were simulated 
by a unique set of parameters. Other attempts of simulating the spectra, considering the YZFS as the 
molecular orienting axis laying in the film plane, were not satisfactory. 
The presence of a molecular axis which is predominantly perpendicular to the substrate implies the 
existence of an average orientational order of the molecular plane in the film. Since ZZFS is 
preferentially normal to the film plane, the (XZFS YZFS) plane lays parallel to the substrate. 
No significant differences between the DC and SC films of the PSiF-DBT were found from the 
simulations, that revealed the same kind of order and also the same order parameter for the two 
deposition methods (see Table 3.3). 
The spectra recoded on the PBDT-BT-BTA polymer films are reported in Figure 3.9. 
The drop-cast film spectra show a sharp predominance of the Z transitions in the direction normal to 
the film plane, with indiscernible contributions of the other triplet transitions, while the X and Y 
transitions dominate the spectrum acquired with PQR parallel to the plane. These observations rule out 
the hypothesis of a molecular orientation characterized by the YZFS axis laying in the film plane, since 
it would imply a Z/X ratio equal to the value of the isotropic film in all field orientations, while we 
found that the X component is completely missing in the spectrum with PQR perpendicular to the plane. 
This spectral shape is only reproduced considering the ZZFS axis strongly aligned to the film normal, as 
confirmed by the spectral simulations. Therefore, the analysis of the TR-EPR spectra revealed that 
also for this polymer the (XZFS YZFS) plane is mainly parallel to the substrate. 




Figure 3.9 TR-EPR spectra (T = 80 K) of the PBDT-BT-BTA films with variable orientation in the magnetic 
field (B0). PAR= B0 parallel to the film plane, PERP= B0 perpendicular to the film plane. SC= spin-coated films, 
DC= drop-cast films. Disordered film = bulk film. Thick lines are simulations. 
The spectra of the spin-coated film have a lower signal-to-noise ratio, due to the smaller thickness of 
the films, resulting in a lower amount of material in the resonator. However, their shape is comparable 
to that of the drop-cast film, suggesting the same kind of molecular orientation. The order parameters 
determined for DC and SC films of the PBDT-BT-BTA polymer are reported in Table 3.3, showing that 
the difference between the two depositions is inside the experimental error. 
 
Table 3.3 Parameters describing the molecular orientational order in the film samples, as obtained from the 
spectral simulations. 
Polymer Film sample ó9ôõö S 
PSiF-DBT Drop-cast ZZFS 0.31 ± 0.02 
Spin-coated ZZFS 0.31 ± 0.02 
PBDT-BT-BTA Drop-cast ZZFS 0.82 ± 0.04 
Spin-coated ZZFS 0.79 ± 0.08 
 




These results show that for both polymers there is no appreciable difference in terms of molecular 
orientation between the static deposition, i.e. drop-casting, and the spin-coating deposition. 
Therefore, we deduced that the spin-coating deposition in the particular conditions of this study 
(3000 rpm, see the Experimental section for details), does not influence the ordering of the polymer 
on the substrate.  
The assignment of the ZFS tensor reported in section 3.3 showed that the ZZFS axis is perpendicular 
to the aromatic plane of the polymers, while YZFS coincides with the backbone. By combining this 
information with the above results on molecular ordering in the films, showing that the (XZFS YZFS) 
plane is preferentially parallel to the substrates, we deduced that the polymer molecules in the films 
are mainly oriented with their backbones in the plane and they also lay with the aromatic plane parallel 
to the substrate, in the so-called face-on orientation (Figure 3.10A). 
The acquisition of TR-EPR spectra of the films with the magnetic field parallel to the substrate but in 
the direction normal to the one already explored, allowed to verify that the spectra with PQR spanning 
different directions inside the film plane are superimposable. This proved that there is no preferential 
order inside the plane of the films, confirming the uniaxiality of the molecular orientational order. 
Therefore, our analysis showed that the films contain stacked polymer molecules with face-on 




Figure 3.10 Representation of the face-on orientation of polymer molecules; B: Representation of the 
arrangement of polymer stacks, having random orientation of the backbone inside the plane of the film. 
The order parameters reported in Table 3.3 reveal that the PBDT-BT-BTA polymer forms films with 
a much higher degree of order compared to PSiF-DBT. To the best of our knowledge, no XRD studies 
on the PBDT-BT-BTA were published yet. However, our results suggest it tends to form highly 
ordered structures, with a specific favored orientation of the molecular plane with respect to the 
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substrate. This feature foreshadows good charge transport properties for this polymer as it is probably 
related to a fair polymer crystallinity with ordered crystallite growth and/or to a high degree of 
orientational order in the non-crystalline phase. The preferential orientation of the aromatic plane in 
the film is expected to provide directionality to charge transport, which enhances the charge collection 
efficiency at the electrodes of the photovoltaic devices. 
The smaller order displayed by PSiF-DBT is in line with the XRD studies on the very similar polymer 
PCDTBT (where a carbazole unit takes the place of the silafluorene unit), showing very low crystallinity 
of the films. However, EPR shows that small molecular order occurs also in the non-crystalline domains 
of the PSiF-DBT polymer. 
 
3.5 Conclusions 
In this Chapter we showed how EPR spectroscopy can be used to probe molecular order in conjugated 
polymer films for photovoltaic applications, exploiting the anisotropy of the ZFS interaction in the 
photoexcited triplet state of the polymers. This method is expected to be particularly relevant for the 
investigation of molecular ordering features in films of low-bandgap conjugated copolymers, that have 
been extensively shown to possess low-crystallinity but consistent order in the non-crystalline phase, 
which is not accessible through XRD techniques. For these polymers, EPR is expected to be especially 
useful since it probes the average molecular order of the sample, including crystalline and amorphous 
domains, leading to the evaluation of the average degree of order inside the films. 
The use of EPR for this kind of investigation requires the assignment of the ZFS tensor to the polymer 
molecular frame, that can be achieved by the interplay of EPR experiments and calculations. It was 
shown that the polymers dissolved in a nematic liquid crystal, properly oriented in the magnetic field 
of the spectrometer, are highly oriented with their backbone parallel to the nematic director and 
assume an elongated conformation. This allowed to experimentally determine the coordinates of the 
polymer backbone in the ZFS tensor principal axes system, that were confirmed by 
magnetophotoselection experiments on disordered films of the same polymers. The experimental data 
on the orientation of the polymers backbones in the ZFS reference system were used to confirm the 
validity of the DFT calculations of the polymers ZFS tensors, that provided the full determination of 





The analysis of the TR-EPR spectra of the PSiF-DBT and the PBDT-BT-BTA polymers in spin-coated 
and drop-cast films, detected with variable orientation of the film planes in the spectrometer magnetic 
field, was successfully carried out assuming a uniaxial orientational order. The results of the 
simulations, combined with the knowledge of the ZFS tensor assignment, revealed that the polymers 
backbones tend to lay in the film plane for all investigated films, and that the aromatic plane of the 
polymers is preferentially oriented parallel to the substrate (face-on configuration). 
The comparison between the results for drop-cast and spin-coated films lead to no detectable 
differences in terms of molecular orientational order. This suggests that the mechanical spinning 
action of the spin-coating deposition has no considerable effect on the average ordering of polymer 
chains, that remains unaltered with respect to the static deposition. This conclusion is restricted to 
the specific spin-coating deposition conditions that were used (see Experimental section), since we 
did not explore the effect of their variation on the resulting molecular order. However, the choice of 
the deposition parameters was in line with the commonly adopted spin-coating conditions for the 
production of conjugated polymer films, which points to a generalization of our result. Although spin-
coating is the most common technique for the preparation of conjugated polymer films for research 
scopes, the breakthrough in the production of these films, that paves the way to their 
commercialization, is represented by the large-area roll-to-roll printing techniques57. Therefore, it 
would be interesting to investigate if and how these techniques allow to control molecular order. 
The PBDT-BT-BTA polymer films were found to have a very high degree of order. Although EPR 
cannot discern between molecular order due to the ordered growth of polymer crystallites or to the 
presence of ordered domains in non-crystalline regions, it predicts a particular tendency of this 
polymer to form highly ordered structures. This suggests that the high number of aliphatic side chains 
of this polymer, that are bound to both electron-donor and electron-acceptor units, does not hamper 
molecular packing and ordering. Therefore, the use of electron-accepting units that can bear aliphatic 
substituents, like benzotriazole, seems to be a good strategy allowing to improve the solubility and 
hence the processability of the polymers without ruining their molecular packing. Furthermore, the 
results on PBDT-BT-BTA show that the random alternation of accepting units in the polymer 
backbone is compatible with the formation of well-ordered films, which supports the convenience of 
this simplified synthetic strategy. 





The ODCB solvent for the preparation of the film samples was purchased from Sigma-Aldrich. The E7 
liquid crystal was purchased from Merck. 
The PSiF-DBT polymer (Mw 10-80 kDa) was purchased from Sigma-Aldrich. The PBDT-BT-BTA 
polymer (Mw 61 kDa, PDI 3) was synthesized as described in ref.35. 
3.6.2 Samples preparation 
For the preparation of the liquid crystalline solutions of the polymers, a small quantity of PSiF-DBT 
and PBDT-BTD-BTA, lower than 1 mg, was dissolved in 1 ml of the E7 liquid crystal upon few hours 
of heating and sonication. Then 200 µL of the solutions were put in EPR quartz tubes and sealed under 
vacuum after few freeze-pump-thaw cycles in order to eliminate dissolved oxygen. The isotropic phase 
of the samples was obtained by heating the tubes above the nematic-isotropic transition temperature 
of 333 K and freezing them in liquid N2 before insertion into the cooled (130 K) EPR resonator. The 
nematic liquid crystalline phase was aligned at room temperature by applying a 0.6 T magnetic field 
to the sample in the resonator of the EPR spectrometer for few minutes. Without changing the 
orientation of the EPR tube, the resonator was then cooled to 130 K. 
The disordered films of the polymers were obtained in the EPR tubes (3 mm ID, 4 mm OD) by solvent 
evaporation under vacuum from the ODCB solutions of the polymers, having 1 mg/mL concentrations. 
More concentrated solutions were employed for spin-coating and drop-casting depositions, namely 
10 mg/ml for PSiFDBT and 5 mg/ml for PBDT-BTD-BTA. The solutions were deposited on glass 
substrates (Brand microscope cover glass 18x18x0.15 mm) previously cleaned by sonicating in an 
isopropyl alcohol bath first, and finally in acetone. 
Spin-coating was performed using a SCS G3P-8 machine and depositing the solution (~100 µL) on 
the substrate at rest. The spinning procedure was composed of two steps, each of which consisting of 
a first phase where the angular velocity was linearly increased with time and a second that maintained 
a constant velocity. In order to reduce the amount of solution ejected from the substrate, the velocity 
of the first step was kept lower compared to the second step, where an acceleration was imposed to 
favor solvent evaporation (1000 rpm were used for the first step and 3000 rpm for the second). The 
total spinning time was around 2 minutes. Drop-cast films were obtained by depositing ~80 µL of 





The resulting films were cut into 18x2 mm slices that were put parallel to each other in the EPR quartz 
tubes (4 mm OD, 3 mm ID). The tubes were degassed using a vacuum line (10-3 Torr) and then sealed 
under a N2 atmosphere to ensure good thermal contact between the tube walls and the inside. All the 
orientational measurements were performed by attaching a goniometer to the sample tube, enabling 
for a ±3° precision. 
3.6.3 EPR spectroscopy 
TR-EPR experiments were performed on two different spectrometers. For the experiments on the LC 
matrices, an X-band ER200D Bruker spectrometer was used, equipped with a cylindrical cavity and a 
nitrogen-flow variable-temperature system (Bruker BVT200), providing a minimum temperature of 
130K. The photoexcitation was obtained from a Nd:YAG pulsed laser (Quantel Brilliant, pulse 
length = 5 ns; E/pulse = ca. 5 mJ; repetition rate 50 Hz), equipped with a second-order harmonic 
generator (λ = 532 nm). The signal was obtained without field modulation and by recording the 
microwave diode output (after a 10 MHz bandwidth preamplifier) with a LeCroy digital oscilloscope 
triggered by the laser pulse. The spectra were acquired at 25 dB microwave power attenuation (0.6 
mW nominal power), with 256 field points and 500 averages per point. 
The films spectra were acquired on an X-band ELEXSYS E580 spectrometer, equipped with a dielectric 
resonator inside an Oxford CF900 cryostat. Liquid N2 was used to keep the samples at the temperature 
of 80 K. A Nd:YAG pulsed laser (Quantel Brilliant, pulse length = 5 ns; E/pulse = ca. 5 mJ; repetition 
rate 10 Hz) was used as source of photoexcitation (λ = 532 nm). The spectra were acquired at 25 dB 
microwave power attenuation (0.6 mW nominal power), with 256 field points and 300 averages per 
point. 
Spectral simulations of disordered samples (films deposited in the EPR tubes, isotropic liquid 
crystalline phase) were obtained using the Matlab toolbox Easyspin58. Spectral data of partially 
oriented systems (frozen nematic phases, drop-cast and spin-coated films) were instead simulated 
using a home-made program implemented in Matlab, that diagonalizes the spin Hamiltonian and then 
calculates the spectrum by considering a large number of molecular orientations, each of which is 
weighted by the value of the orientational distribution function as described in section 3.2.1. 
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4 CHAPTER 4. ALL-POLYMER 
BLENDS 
Recently, the paradigm of polymer/fullerene photoactive layers for bulk heterojunction solar cells 
became less strong as research on non-fullerene polymer acceptors made consistent progresses. Such 
an interest was spurred by the intrinsic shortcomings of fullerene materials such as the limited optical 
absorption, the poor bandgap tunability due to the small effects of chemical derivatizations, the high 
costs of synthesis and extensive purifications, and the lack of morphological stability1. 
A lot of small molecular acceptors were developed, having the advantage of an easier synthesis and 
easier tunability of the electronic properties. The most common building blocks were naphthalene 
diimide (NDI) or perylene diimide (PDI), benzothiadiazole (BT) and indacenodithiophene (IDT), that 
could reach up to 13% PCEs 1–5. 
A second category of fullerene alternatives is represented by n-type conjugated polymers to be used 
in all-polymer blends, that add other benefits to those offered by small molecular acceptors, namely 
the high extinction coefficients, improved mechanical properties of the resulting films i.e. strength and 
flexibility6, and the flexibility in tuning the solution viscosity, which is an important feature for the 
industrial scale-up of the solution-processed modules7. So far, two main kinds of architectures for n-
type polymers were explored, namely cyano-polyphenylenevinylenes and NDI/PDI-based polymers, 
with the latter achieving the best performances6,7,8,9. 
Recently, a new kind of architecture was proposed by Beaujuge et al.10,11 based on the electron deficient 
thieno-[3,3-c]pyrrole-4,6-dione (TPD) and the 3,4-difluorothiophene ([2F]T) units. These two 
building blocks were shown to lead to increased electron affinity compared to NDI/PDI-based 
polymers. 
In this Chapter, the EPR study on two all-polymer blends, containing two polymer acceptors 
synthesized by Beaujuge’s group11, will be presented. The study is the result of a collaboration with 
the groups of Prof. Beaujuge (who provided the materials) and Prof. Laquai (who coordinated the 
optical spectroscopy characterizations) in KAUST (King Abdullah University of Science and 
Technology). 
CHAPTER 4. ALL-POLYMER BLENDS 
86 
 
The acceptor polymers, abbreviated as P2TPD-[2F]T and P2TPD-BT-[2F]T, are based on the TPD-
[2F]T unit bound to a second TPD block. In the more complex polymer a BT (benzothiadiazole) unit 
was also introduced (Figure 4.1), which lowered the bandgap from 1.9 eV to 1.7 eV, extending the 
optical absorption to longer wavelengths (Figure 4.2). The two polymers were blended with the PBDT-
TS1 donor, a polymer of recent synthesis, having a very small bandgap (1.57 eV), that was chosen as 
one of the best-performing donor polymers so far, reaching over 9% PCEs in blends with 
PC71BM12,13,14. The good complementarity in the optical absorption of the two counterparts provided 
a wide spectral absorption in the visible range (Figure 4.2). 
Solar cells made from spin-coated solutions of these donor/acceptor blends in 1:2 weight ratio showed 
promising efficiencies, namely 2.4% for the P2TPD-[2F]T blend and 4.6% for the P2TPD-BT-[2F]T 
blend11. 
 
Figure 4.1 Chemical structures of the polymers. 
 
Figure 4.2 A: absorption spectra of the polymers in solution in chlorobenzene (dotted lines) and in spin-coated 
films (solid lines), taken from ref.11 ; B: absorption spectra of the donor/acceptor spin-coated films, taken from 
ref. 11; C: energy levels diagram where lower levels indicate the ionization potentials derived from 
photoelectron spectroscopy experiments, and upper levels indicate electron affinities determined from cyclic 
voltammetry in ref.11. 
The aim of the EPR study was to provide insights in the photophysical processes occurring in the two 





Furthermore, the ability of EPR spectroscopy to unravel also morphological features of the materials 
encouraged the investigation. 
The results will be organized as follows: the characterization of the pristine materials will be presented 
first, followed by the study of the D/A blend films obtained from the solutions by solvent evaporation 
inside the EPR tube. These films will be referred to as ‘bulk films’ and are used to achieve preliminary 
information about the photophysics of the blends as well as on the characteristics of the 
photogenerated species, avoiding molecular ordering effects. Secondly, the spin-coated thin films of 
the blends will be examined as the spin-coating provides more controlled film morphology and it is 
indeed the currently used technique for the deposition of the active layer for building the photovoltaic 
devices on a laboratory scale. 
4.1  Pristine polymers 
The neat polymers were examined individually in order to characterize their pristine paramagnetic 
species. 
For the acceptor polymers, no EPR signal could be detected in the frozen solutions, neither in dark nor 
under light-illumination. On the other hand, the donor polymer PBDT-TS1 in frozen oDCB solution 
showed an intense signal in dark that was only slightly increased upon illumination (Figure 4.3). This 
is the common observation for p-type conjugated polymers that are processed in air, as they are easily 
oxidized by O2 15,16. Thus, the dark signal can be attributed to the donor radical cation generated by air 
oxidation, while the photoinduced effect can be ascribed to additional light-promoted oxidation by O2 
or solvent molecules. From the spectral simulation the g-tensor of the PBDT-TS1 radical cation was 
obtained (g1= 2.0040 g2=2.0031 g3=2.0022). 
The absence of an EPR signal of the acceptor polymers was expected based on their very high oxidation 
potential, that inhibits oxidation by O2, and also considering that no reducing agents are present in 
the system to cause the reduction of the polymers.  




Figure 4.3 A: dark and light-on CW spectra (80K) of PBDT-TS1 in ODCB; B: simulation of the spectrum. 
Bulk films of the individual polymers gave same results and are not reported as they don’t add any 
other information. 
The above experiments showed that the donor polymer contains pristine radicals while the acceptors 
do not, and allowed to identify the donor radical cation g-factor. We then wanted to characterize the 
spectral features of the excited triplet states of the polymers, since they are involved in the 
photophysical processes occurring in the photoactive blends.  The TR-EPR spectra extracted at 0.5 μs 
from laser excitation are reported in Figure 4.4 along with the simulations. 
The spectral shape is substantially different between the frozen solutions and the bulk films in terms 
of the relative intensity of the triplet transitions, indeed, the Z transition is more intense in the film 
samples and the spectrum could not be reproduced as an ISC-populated triplet state spectrum. Similar 
observations in literature were explained as the effect of an orientational order inside the films, 
causing a preferential orientation of the triplet Z axis in the direction of the magnetic field17. However, 
it is hard to believe that such a kind of molecular order can exist in a sample in which the polymer is 
deposited on the round walls of the EPR tube. We hypothesized that magnetophotoselection effects 
may affect the experiments on the bulk film samples. As described in Chapter 3, 
magnetophotoselection arises when the paramagnetic photoexcited species in solid samples are 
formed upon illumination with linearly polarized light, like the laser beam that is used in TR-EPR18. 
This implies a selective excitation of molecules on the basis of their orientation with respect to the 
light electric field vector (+QR-£/), with favored excitation of the molecules oriented with the transition 
dipole moment parallel to +QR-£/. Consequently, the EPR spectrum of the photoexcited species will 
depend on the relative orientation between +QR-£/ and the magnetic field of the spectrometer (PQR). In 
triplet state spectra the triplet dipolar tensor direction corresponding to the transition dipole moment 
will contribute more to the spectrum acquired with 	+QR-£/||PQR, while the perpendicular directions will 





By changing the direction of +QR-£/ with respect to PQR we verified that magnetophotoselection is 
effective on the acceptor polymers films, causing the enhancement of the Y transition in the +QR-£/||PQR 
case, and the enhancement of the Z transition in the +QR-£/ ⊥ PQR case (Figure 4.4). The first spectra 
(Figure 4.4 top) were acquired without modification of the normal laser polarization, which is +QR-£/ ⊥ PQR. Thus, magnetophotoselection provides the explanation for the anomalous EPR lineshape 
observed in the spectra, without the need to consider less plausible possibilities related to samples 
characteristics (like molecular order). The effect of magnetophotoselection can be eliminated by the 
use of an optical depolarizer or by simply summing the parallel spectrum with two times the 
perpendicular spectrum: the result is a spectrum superimposable to the frozen solution spectrum 
(Figure 4.4 insets) showing that there is no substantial difference in the polymers triplets in the two 
phases. Only small differences are found in the  parameters of the triplets, that are slightly smaller 
in the films (Table 1) due to higher triplet delocalization in the solid state. 
 
Figure 4.4 TR-EPR spectra (80K) of the polymers in frozen solutions and bulk films. A: PBDT-TS1, solution 
and film spectra (top), magnetophotoselection on the film (middle), simulation of the film spectra including 
InterSystem Crossing – ISC – and recombination – REC – (bottom); B and C: P2TPD and P2TPD-BT, solution 
and film spectra (top), magnetophotoselection on the film (bottom); Insets: superposition of solution spectrum 
(grey line) and film spectrum without magnetophotoselection (red line). 
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In the case of the PBDT-TS1 donor polymer film we detected no magnetophotoselection effect. This 
might be due to superimposed transition dipole moments at the laser excitation wavelength (532 nm) 
or to energy transfers from the excited molecules to other molecules. Therefore, the difference 
between the solution and the film triplet spectra seems to be real in this case. We could simulate the 
film spectrum assuming a contribution to the population of the triplet state by the charge 
recombination process (Figure 4.4A). 
In Table 4.1 the triplet parameters for the various samples are reported. 
Table 4.1 Triplet state parameters of the three polymers in frozen solutions and bulk films. 
 D (Gauss) E (Gauss) Px:Py:Pz 
PBDT-TS1 sol 







REC T1-T0= -1  T0-T-1=1 
P2TPD-[2F]T sol 
















The analysis presented in this section allowed to identify and characterize the spectral features of the 
donor polymer radical cation and to characterize the triplet spectra of each polymer, providing useful 
information for the interpretation of the results on the blends that will be presented in the following 
paragraphs. 
4.2 Bulk blend films 
The bulk blends were obtained upon dissolving in ortho-dichlorobenzene the donor polymer and the 
acceptors in a 1:2 weight ratio and by removing the solvent inside the EPR tube. The Light-induced 
EPR spectra at 80K showed a substantial photoinduced charge generation (Figure 4.5). In the case of 
the blend containing the P2TPD-BT polymer, the spectrum is composed of a signal belonging to the 
donor radical cation (having the g factor determined in the previous section) and a low field shoulder 
attributable to the acceptor radical anion. For the blend containing the P2TPD polymer as acceptor, a 
low-field signal in addition to the radical cation is hardly visible. Despite the low contribution of the 
anion signal to the spectra, there is no doubt that the acceptor polymers are responsible for the 




photoinduced electron-transfer in these blends, as the photoinduced signal in absence of the acceptor 
was much smaller (Figure 4.5). 
 
Figure 4.5 Light-induced EPR spectra (80K) of the bulk films of the P2TPD/PBDT-TS1 (A) and the P2TPD-
BT/PBDT-TS1 (B) blends. The grey line shows the LEPR spectrum in a film made by the PBDT-TS1 polymer 
alone. 
The small contribution of the anion to the photoinduced signal may have three main origins: 
unfavorable spin relaxation times, either very short T2, causing consistent broadening of the line, or a 
long T1, giving rise to saturation effects; large inhomogeneity or hyperfine splitting resulting in large 
linewidth; small lifetime of the anion species, reducing the steady-state concentration detected by the 
LEPR technique. The effect of relaxation on the detection of the signal can be probed by microwave 
power saturation experiments, in which the CW-EPR spectrum is measured at various microwave 
power values. From these experiments (not shown) the relative contribution of the two species was 
shown to be invariant upon changing the MW power, revealing that saturation factors of the two 
species are fairly similar so they cannot consistently affect the relative intensities of the two species 
in CWEPR, at least under ordinary conditions. Another explanation based on an extreme broadening 
of the inhomogeneous anion line caused by a very large g tensor anisotropy is rather unlikely for 
organic radicals. The same applies to the hyperfine splittings, that are expected to be small considering 
the delocalization of the spin over many monomers in conjugated polymers19,20. A final possibility 
considers that the anions are much less stable compared to the cations, for example due to their 
reactivity towards O2. This seems to be the most probable reason for the experimental low intensity 
of EPR signal of the polymer anions. 
Literature EPR data confirm the difficulty in detecting anion EPR signals in similar systems: recent 
work on a blend of the well-known donor polymer MDMO-PPV with a small-molecule acceptor based 
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on the 2,5-dithienylthiazolo[5,4-d]thiazole unit (DTTzTz) showed that only a weak signal of the anion 
could be detected even at very low T21. 
Despite the low radical anion signal we tried to disentangle it from the cation aiming at determining 
its characteristics. A double approach was used for this scope: the replacement of the donor polymer 
with another donor, and the relaxation-based filtering based on Pulsed EPR methods22. 
We chose P3HT to replace the PBDT-TS1 donor, since it has got a well characterized g-tensor (g1= 
2.0030 g2=2.0020 g3=2.0010)19,23, lower than the PBDT-TS1 one, giving rise to an EPR line shifted to 
higher field. The LEPR spectra of the bulk films of the acceptor polymers blended with P3HT are 
reported in Figure 4.6. In the P2TPD/P3HT sample the radical anion gives rise to a small low field 
bump in the EPR spectrum, in analogy to the P2TPD/PBDT-TS1 sample (Figure 4.6A). However, 
insufficient separation and low signal intensity make the extraction of the anion spectrum impossible. 
For the P2TPD-BT/P3HT blend the contribution of the anion to the LEPR signal is more intense, 
allowing for the determination of the g-tensor principal values (Figure 4.6B, Table 2). 
 
Figure 4.6 LEPR spectra (80K) of P2TPD/P3HT (A) and P2TPD-BT/P3HT (B) blends. B includes the 
simulation (red line) obtained as summation of P3HT˙⁺ (grey dashed line) and P2TPD-BT˙¯ (blue dashed line). 
In order to disentangle the P2TPD radical anion signal as well, we used Pulse EPR methods on the 
P2TPD/PBDT-TS1 blend. Indeed, Pulse EPR allows to disentangle different paramagnetic species on 
the basis of their difference in electron spin relaxation times. In particular, the electron spin-lattice 
relaxation T1 is more often used for this purpose22. By measuring the T1 relaxation times through 
Inversion Recovery (IR) experiments we verified that the two radicals have sufficiently different 
longitudinal relaxation: the biexponential fitting of the IR curves at cation (D˙⁺) and anion (A˙¯) 
resonance field positions reveals characteristic relaxation times of 5μs and 60μs for the cation, and 
23μs and 260μs for the anion (Figure 4.7). Such a difference in T1 allows to perform Inversion 




Recovery-filtered EDEPR (IRf-EDEPR) experiments (Figure 4.8). In IRf-EDEPR, like in Inversion 
Recovery experiments, a π pulse precedes the two-pulse echo π/2-τ-π-τ sequence, which is used for 
detection. However, instead of varying the time T between the inversion pulse and the detection 
sequence like in IR, the T time is kept fixed and the field is swept. The value of T (Tf) is chosen as to 
filter out one component of the EDEPR exploiting its relaxation. The radical cation D˙⁺, having a faster 
longitudinal relaxation, can be filtered out from the acquired IRf-EDEPR spectrum by setting the time 
Tf equal to the time at which its echo crosses the zero-intensity due to the longitudinal relaxation. In 
this way D˙⁺ will not contribute to the detected echo while A˙¯ will give rise to a negative echo (due to 
the initial inversion pulse). 
 
Figure 4.7 A: 2p-EDEPR spectrum (80K) of the P2TPD/PBDT-TS1 bulk film, acquired under light illumination; 
B: Inversion Recovery at the field positions indicated in A, with biexponential fittings (blue lines). 
 
Figure 4.8 Inversion Recovery-filtered EDEPR (IRf-EDEPR) experiment. 
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The time Tf to filter out the donor contribution was determined from its Inversion Recovery at the 
maximum intensity field position (Figure 4.7) and corresponds to 5 μs. The resulting IRf-EDEPR 
spectrum (reversed to have positive intensity) is shown in Figure 4.9 (black line). The normalized donor 
EDEPR, obtained from an EDEPR measurement on a donor-only film, is superimposed for clarity 
(green dotted line). High field and low filed shoulders in the IRf spectrum are not present in the donor 
EDEPR. Therefore, they are attributable to the acceptor radical anion. Assuming that hyperfine 
interactions are not dominating the spectrum, the two shoulders can be reproduced by a rhombic g-
tensor with principal values g1= 2.0108 g2=2.0045 g3=2.0004 (red simulation). The remaining 
experimental IRf-EDEPR intensity (lilac dotted line) can be explained as residual echo by the donor, 
due to T1 anisotropy (slower relaxation with respect to the filtered spin-packets). The validity of this 
interpretation was checked by comparing the sum of the extracted A˙¯ signal and the D˙⁺ experimental 
EDEPR with the original EDEPR spectrum of the blend, showing good correspondence (Figure 4.9, 
right). However, considering both the presence of residual Echo by D˙⁺  in the IRf-spectrum and the 
small contribution of the anion to the EDEPR spectrum used for checking the extracted A˙¯ g-tensor, 
the uncertainty in the determination of the lower g components, that are partially superimposed to 
the donor spectrum, is quite high. 
 
Figure 4.9 Left: IRf-EDEPR spectrum of the P2TPD/PBDT-TS1 bulk film, acquired with Tf=5μs to filter-out 
the D˙⁺ echo (black line), D˙⁺ EDEPR spectrum (green dotted line), residual D˙⁺ EDEPR intensity after filtration 
(lilac dotted line), extracted A˙¯ EDEPR spectrum (red line). Right: simulation of the EDEPR spectrum by 
summing the extracted A˙¯ EDEPR with the D˙⁺ EDEPR (right). 
DFT calculations were performed in order to support the experimental g-tensor determination for the 
P2TPD˙¯ and P2TPD-BT˙¯ radicals. Previous studies have shown that negligible change in the 
calculated g-values is associated to the length of the oligomer19. For this reason, we studied the 
monomers in order to reduce the computational cost of the calculations. The geometry of the 




monomers radical anions was optimized using the B3LYP/6-31G method, and the basis set was 
extended to 6-311G(d) for the calculation of g. The results are reported in Table 4.2 and compared to 
the experimental values. Excellent correspondence was found for P2TPD-BT˙¯ confirming the 
adequacy of the computational method. For P2TPD˙¯ the g1 value was consistently underestimated by 
the calculation. However, the calculation confirmed the observed decrease in g1 upon addition of the 
BT unit with consequent decrease in g-anisotropy. The calculated spin density distribution, depicted 
in Figure 4.10, highlights the electron-accepting character of the BT moiety, over which 60% of the 
total spin density is localized in the 2TPD-BT-[2F]T˙¯ monomer. 
Table 4.2 Experimental and calculated g-tensor principal values of the radicals of the polymers. 
  g1 g2 g3 












Calc 2.0068 2.0044 2.0021 






Calc 2.0084 2.0055 2.0019 
 
Figure 4.10 Calculated 2TPD-BT-[2F]T˙¯ monomer  2TPD-BT-[2F]T˙¯ monomer spin density. 
The g-tensors of the examined radicals are much more anisotropic and with higher values compared 
to the g-tensors of the majority of the conjugated polymer polarons known in literature, having giso 
close to ge (2.0023) and Δg (g1-g3) around 0.0020÷0.0030, regardless of their chemical structure19,24. 
Two examples of this category are the P3HT and the PBDT-TS1 polarons reported in the previous 
pages. However, the species under examination are negative polarons that have a consistent amount 
of spin-density localized over the S atoms, namely 18% of the total spin-density for the 2TPD-BT-
[2F]T˙¯ and 16% for the 2TPD-[2F]T˙¯ monomers, according to our calculations. To have an idea of 
the difference with commonly observed polarons, we report that same calculations on the BDT-TS1˙⁺  
monomer, having close molecular weight and containing even more S atoms, showed that only 6% of 
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the spin-density is localized on them. We believe that this feature may explain the large anisotropy 
and high giso value in the radical anions that we detected, due to the large spin-orbit coupling of sulphur 
atoms. Although there is no literature report on g-tensors of negative polarons in conjugated 
polymers, some papers can be found in which EPR of the radical anions of small thiophene-based 
aromatic molecules are reported, revealing high giso values25,26. In ref. 26 the radical anions and cations 
of two dithienylthiazolo[5,4-d]thiazoles (DTTzTz)-based molecules were studied by EPR and 
computational methods, showing that higher g-values were associated to the anions along with a 
higher spin-density on S atoms, in line with our findings. 
In this section we showed by LEPR that photoinduced electron-transfer between the PBDT-TS1 donor 
polymer and the TPD-[2F]T -based acceptors occurs.  We also identified the g-tensors of the 
generated negative polarons, and thus completed the set of preliminary investigations that are useful 
to interpret data on the spin-coated blends discussed in the following section. 
4.3 Spin-coated films 
The spin-coated samples of the D/A blends were prepared with the same procedure used for the 
photoactive films in the devices studied in ref 11 (see Experimental section at the end of the chapter 
for details). 
The EPR study on these samples unraveled both photophysical features of the materials and molecular 
ordering features, that will be presented in the sections below. 
4.3.1 Photophysics 
The photogeneration of charges in the spin-coated blends was verified by Light-induced CW-EPR 
(LEPR) at different temperatures (Figure 4.11). The two blends showed an opposite behavior: in the 
P2TPD-BT blend a LEPR signal could be detected at room temperature and it was drastically reduced 
by lowering the temperature down to 80K, while in the P2TPD blend no signal was formed at room 
temperature but it increased at low T. The spectral shape depends on the orientation of the films 
inside the magnetic field of the spectrometer, a clear sign of the presence of molecular order, that will 
be discussed in the following section, while the present discussion will be focused on the photophysical 
processes occurring in the materials. 
The observed signals could be simulated in both blends using the PBDT-TS1 radical cation g-tensor 
and including some degree of molecular order. Thus, also in the spin-coated blends CW EPR allows to 





the bulk films of the blends, where a low contribution of the anion signal was found and attributed to 
the small lifetime of these species (section 4.2).  
 
Figure 4.11 A: LEPR spectra of the P2TPD-BT/PBDT-TS1 blend; B: LEPR spectra of the P2TPD/PBDT-TS1 
blend. Red lines are simulations obtained using the donor radical cation g-tensor and introducing molecular 
order as described in section 4.3.2. 
In order to rationalize our observations on the temperature dependence of the LEPR signals, we need 
to refer to the physical description of charge transport in organic semiconductors27. According to such 
description, charge transport in disordered organic materials occurs via a hopping mechanism, 
opposed to band-like transport that applies to crystalline inorganic semiconductors. Indeed, in 
molecular materials, the electronic coupling between states of adjacent molecules is weak, introducing 
energetic barriers for charge-transport (charge transfer). The hopping process can be modeled in the 
frame of semiclassical Marcus theory and as such it is a thermally-activated mechanism. The charge 
mobility in the hopping regime is therefore temperature dependent, and its dependence is generally 
well fitted by the Bassler model according to which M ∝ 	½î-−//p, where T0 expresses the 
energetic disorder of the material27. 
Non-geminate charge recombination in organic semiconductors can often be described according to 
the Langevin model28,29, which predicts a recombination rate R proportional to charge mobility: 
 ( = -IHI/	∙	q ∙    Eq. 4.1 
where e is the unit charge, M and M are the electron and hole mobilities,  and  are the dielectric 
constants of the material and the vacuum permittivity, and  and  are the electron and hole 
densities. 
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Therefore, we expect that increasing temperature causes an increase in the hopping rate – and thus 
a more efficient diffusion of charges from the interface where they were formed, reducing geminate 
recombination – but it also causes an increase in the rate of non-geminate recombination. 
In light of this photophysical picture we can explain what happens in the P2TPD/PBDT-TS1 blend. At 
low T, the hopping rate is small and so is the LEPR signal because only few charges can separate and 
move far from the interface. The charges that remain close to the interface undergo geminate 
recombination. At room temperature, although the separation of charges is more efficient due to the 
increased hopping rate, non-geminate recombination is more effective for the same reason. Non-
geminate recombination at room temperature in P2TPD/PBDT-TS1 is so efficient that the resulting 
steady state concentration of radicals is too low to be detected by LEPR. A direct evidence of the high 
rate of non-geminate recombination in this blend is given by the light-off spectrum at 80K (Figure 
4.11 B) showing that the signal decays immediately after turning off the light, so the rate at room 
temperature must be even faster. 
In the P2TPD-BT/PBDT-TS1 blend the intensity of the light-induced signal increases with T (Figure 
4.11 A). At low T we see even a lower photoinduced signal compared to the P2TPD blend, possibly 
due to a more finely mixed morphology between the two polymers, as suggested by TEM and AFM 
investigations in ref11, that is expected to favor geminate recombination. By increasing T, diffusion 
from the interface is favored, like in the previous blend, however here the impact of non-geminate 
recombination must be reduced a lot, resulting in an increasing steady state concentration of charges 
with increasing temperature, i.e. increasing LEPR intensity. A direct observation of the rather slow 
recombination in this blend compared to the previous one is given by the light-off kinetics at room T 
(Figure 4.11 A) showing that the charges take more than one hour to recombine after light is 
switched-off. 
This behavior can be explained with the hypothesis of a non-Langevin recombination regime for this 
blend. Non-Langevin recombination was observed for other semiconducting polymers for which a 
suppressed recombination rate compared to the one predicted by the Langevin model was 
observed30,31. Furthermore, it was observed that this kind of recombination is not dominated by 
mobility32, so high mobility polymers can have low recombination rates, and increasing mobility by 
increasing T does not have dramatic effects on charge recombination, as it happens in the P2TPD-
BT/PBDT-TS1 blend. Among the proposed explanations for this behavior there is the fact that the 
transport of electrons and holes occurs separately in the two polymers phases, in ‘percolation 





the two pathways overlap. So, even if charge mobility is high inside these pathways, it has low impact 
on the recombination rate. 
The slower recombination rate in the P2TPD-BT blend compared to the P2TPD one was pointed out 
also from the electrical characterization of the devices, together with mobility measurements that 
showed higher mobility of both holes and electrons for this blend11. This shows that EPR can be used 
to correctly predict materials properties in the working devices. 
Besides Light-induced EPR, also TR-EPR can be used to probe the photoinduced formation of 
paramagnetic species inside the materials, and thanks to its higher time resolution (about 100 ns 
response time), it can be used to reveal short-lived species. The TR-EPR spectra of the spin-coated 
all-polymer blends extracted at 5 μs after the 532 nm laser flash are shown in Figure 4.12 A and B. 
The large spectral features can be assigned to triplet states, while the sharp central emissive lines are 
due to transient polarized radical species. Like in LEPR spectra, we observed a clear spectral 
dependence on the orientation of the films inside the spectrometer that was simulated as an effect of 
the internal molecular order, as will be discussed in the following section. In addition to molecular 
ordering features, two other kinds of information can be obtained from the spectra, i.e. the identity of 
the detected triplet state and its population mechanism. 
The  and + parameters characterize the triplet wavefunction and so they can be used to assign the 
spectrum to one or the other polymer. Considering the  and + values determined from the single-
polymer films (see Table 4.1) we could assign the triplet observed in the P2TPD/PBDT-TS1 blend to 
the donor PBDT-TS1 polymer. Indeed, P2TPD has a hundred gauss larger value of , that would lead 
to a broader spectrum with respect to the observed one. This was confirmed by the simulation, that 
could be obtained using the PBDT-TS1 triplet dipolar parameters and populations, thus excluding any 
contribution of the acceptor polymer. For the P2TPD-BT/PBDT-TS1 blend the dipolar parameters 
and zero field-populations of the triplet states are too similar to allow to distinguish between them in 
the blend. As a result, the triplet spectrum of the blend film could be satisfyingly simulated using both 
triplet parameters (in Figure 4.12 only the simulation using the donor triplet parameters is shown). 
Therefore, in this case the dipolar tensor and populations could not be exploited to determine the 
identity of the triplet signal. In principle, other spectroscopic parameters can be used for this purpose 
such as hyperfine couplings with magnetic nuclei. The P2TPD-BT polymer contains 14N atoms, that 
are absent in PBDT-TS1, so their hyperfine coupling with the electronic spin could be exploited to 
assign the triplet species. Hence, we tried to perform pulsed ENDOR (Electron-Nuclear DOuble 
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Resonance) experiments on the photoexcited triplet state. ENDOR is a double resonance technique in 
which a double excitation is used, microwave excitation for the electron spin and radiofrequency 
excitation for the nuclear spins, generating peaks at the resonance frequency positions of the coupled 
nuclear spins, that enable the identification of the hyperfine-coupled nuclei in the paramagnetic 
species and the determination of their hyperfine constants. Unfortunately, the triplet electron spin-
echo of the P2TPD-BT/PBDT-TS1 sample was very weak, resulting in very poor S/N ratio in the 
ENDOR spectrum. The two main reasons for the low echo intensity were the fast relaxation of the 
triplet state and the small amount of material in the spin-coated films. Indeed, there is no literature 
record of ENDOR investigations on triplet states in spin-coated materials, while similar studies were 
limited to high-triplet yield molecules in solutions33. Hence, the assignment of the triplet spectrum in 
the P2TPD-BT blend was missing from the EPR study. 
Considering that both the PBDT-TS1 and the P2TPD polymers have shown significant triplet yield in 
the single-polymer films (section 4.1), the completely suppressed generation of the acceptor triplet 
upon photoexcitation of the P2TPD/PBDT-TS1 blend implies a quenching mechanism of the excited 
state of the acceptor, clearly induced by the interaction with the donor polymer. A possible quenching 
mechanism that explains our observation is energy transfer from the acceptor singlet excited state to 
the donor. Due to the superposition of the absorption spectra of the two polymers we could not 
investigate such a process by selectively exciting the acceptor polymer and recording the TR-EPR 
spectrum of the blend at this wavelength. However, the demonstration of energy transfer came from 
TR-PL measurements performed in KAUST in the group of Professor Laquai, showing that, by exciting 
at 532 nm (where both the donor and the acceptor polymers absorb), the photoluminescence of the 
donor polymer, monitored at 850 nm (where the acceptor photoluminescence is negligible), increases 
in the first few ps after excitation (Figure 4.13). The same was found for the P2TPD-BT/PBDT-TS1 
blend which suggests that an A*D* energy transfer is effective in this blend. Therefore, the triplet 
state that we detected by EPR should correspond to the triplet state of the donor polymer also in this 






Figure 4.12 TR-EPR spectra of the P2TPD/PBDT-TS1 spin-coated blend (black) with the simulation obtained 
using the PBDT-TS1 triplet parameters and including molecular order (red); B: TR-EPR spectra of the P2TPD-
BT/PBDT-TS1 spin-coated blend (black) with the simulation obtained using the PBDT-TS1 triplet parameters 
and including molecular order (red); C: TR-PL spectra of the P2TPD/PBDT-TS1 and P2TPD-BT/PBDT-TS1 
spin-coated blends. 
 
Figure 4.13 TR-PL spectra of the P2TPD/PBDT-TS1 (blue) and P2TPD-BT/PBDT-TS1 (red) spin-coated 
blends. 
The polarization pattern of the TR-EPR spectra could be reproduced assuming Intersystem Crossing 
as the only population mechanism of the triplet states. Therefore, there is no contribution of charge 
recombination to the polymers triplet states in the blends. On the contrary, in the donor-only film we 
found that part of the triplet states was formed upon back electron transfer (see section 4.1). Likely, 
the suppression of recombination to the triplet in the blend is due to the energy stabilization of the 
charge-transfer states, since the electron transfer from the donor polymer to the acceptor polymer 
molecules is more energetically favorable compared to electron transfer from donor molecules to 
other donor molecules. This stabilization lowers the energy of the CT states below the energy of the 
triplet state, making recombination to the triplet state impossible. 
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To summarize, from the above data we can draw a picture of the photophysical processes occurring in 
these blends (Figure 4.15 A). After light-excitation some molecules undergo electron transfer from 
the donor to the acceptor polymer. Among the excited molecules that are not immediately involved in 
electron transfer, there are some donor polymer molecules that undergo Intersystem crossing to the 
triplet state, and some excited acceptor molecules that transfer energy to donor molecules that are 
promoted to their excited singlet state. These newly excited donor molecules can transfer electrons 
to the acceptor or convert to the triplet state by ISC. The triplet state is higher in energy compared to 
the charge-transfer states, so it could be formally able to undergo electron transfer. 
Since the P2TPD and P2TPD-BT acceptor polymers are meant to replace fullerene derivatives in 
polymer solar cells, we used EPR to bring to light potential differences between the photophysics of 
the all-polymer blends and the blend of the same donor with PCBM. To this end, we prepared a bulk 
film of the PBDT-TS1/PCBM blend and studied it by TR-EPR. The TR-EPR spectrum extracted at 5 μs 
after the laser pulse is reported in Figure 4.14. The spectral region of the PCBM triplet is shown in the 
figure as it reveals the most interesting information: the triplet of PCBM in the blend is populated by 
both ISC and charge recombination. Indeed, the ISC polarization pattern of PCBM triplet34 is strikingly 
different from the observed polarization, that can be fitted only by adding a contribution of charge 
recombination to the PCBM excited triplet state. This phenomenon was already observed in other 
systems and it is related to the energy of the PCBM triplet, being often lower compared to the charge-
transfer states, that therefore can easily recombine to the PCBM triplet state34,35. Charge 
recombination to triplet states is generally recognized as a loss mechanism in organic solar cells, since 
the energy-matching requirement between the CT state and the triplet implies that the excitation 
energy stored in the triplet state cannot undergo further electron transfer to produce free 
charges34,36,37,38,39. It is then remarkable that this mechanism is absent when PCBM is replaced by one 
of the acceptor polymers that we studied, as we verified that only ISC triplets are formed when they 
are used in blends with the same donor. This makes the polymers attractive substitutes of PCBM. 
In Figure 4.15 a scheme is reported showing the different photophysical processes occurring in the 










Figure 4.15 Schemes for the photo-induced processes in the all-polymer blends (A) and in the PBDT-
TS1/PCBM blend (B). 
4.3.2 Molecular Order 
We observed that both the spectra of photoinduced radicals (Figure 4.11) and triplet states (Figure 
4.12) in the spin-coated films depend on the orientation of the films with respect to the static 
magnetic field of the spectrometer. This is a consequence of partial orientational order at the 
molecular level in the material and it can be analyzed as described in Chapter 3. 
The orientational order was modeled using the uniaxial orientational distribution function reported in 
Chapter 3 (Eq. 3.10), characterized by the ′ parameter and depending on the angle   between a 
director vector, defined in the laboratory frame, in our case chosen as the normal to the film plane (n), 
and a vector in the molecular frame (k<
). The spectral simulations were obtained using this 
orientational distribution function to weight each orientation contributing to the spectrum. In this way 
we found the best ′ value reproducing the experimental data, and the coordinates of the molecular 




 with respect to the magnetic tensor frame (Zero-Field Splitting tensor in case of triplet 
species, g tensor in case of radical species). From ′ knowledge we could calculate the order parameter 
S (Eq. 3.11), while we needed to express k<
 in the molecular frame in order to understand how the 
molecules were oriented. For this reason, the assignment of the magnetic tensors to the molecular 
frame was necessary, and it was addressed by combining experiments and calculations. 
For the assignment of the dipolar tensor to interpret the angular dependence of the triplet spectra, 
we started by using a nematic liquid crystal (E7) solution of the donor polymer, since it is the polymer 
to which the observed triplet was assigned (see previous section). As shown in Chapter 3 polymers 
tend to assume an elongated conformation in the oriented nematic liquid crystal, with the backbone 
oriented parallel to the nematic director. Thus, the analysis of the triplet spectrum inside the nematic 
phase allows to place the backbone direction in the dipolar tensor frame. 
The TR-EPR spectra of the PBDT-TS1 liquid crystal matrix are reported in Figure 4.16 A. The frozen 
isotropic phase was studied first, in order to determine the dipolar parameters of the polymer in the 
E7 solvent. Then the liquid crystal was oriented using the spectrometer magnetic field and two spectra 
were acquired with the field parallel and perpendicular to the nematic director. The result is similar to 
the results found for the polymers in Chapter 3: only one triplet component is detected with the 
magnetic field parallel to the nematic director, while the other two are visible in the perpendicular 
direction. This indicates that the polymer is highly oriented in the nematic phase (S=0.87 from 
simulation) and reveals that the backbone coincides with the XZFS axis. 
The complete assignment of the tensor was achieved by DFT calculations of the dipolar interaction on 
the optimized triplet state geometry of the BDT-TS1 dimer, using the B3LYP/EPR-II (def2-TZVPP 
for S atoms) method (further details are given in the Experimental section). From the calculation, the 
XZFS axis, conventionally corresponding to the dipolar principal axis with the middle principal value 
(absolute value), was predicted to be along the backbone, in agreement with the experiment. The ZZFS 
axis instead, was predicted to be perpendicular to the molecular plane (Figure 4.16 B).  
The assignment of the dipolar tensor described above was used to extract the information on the kind 
of orientational order inside the films from the results of the simulations of the triplet spectra (Table 
4.3). For both blends the ZZFS axis was found to be the molecular orienting axis (k<
) laying 
perpendicular to the film plane with an order parameter S=+0.50, meaning that the prevailing 
orientation is a face-on orientation in both films, with 65% of molecules oriented within ± 40° from 





The radical spectra are dominated by the Zeeman interaction, therefore the interpretation of 
molecular order from them requires the assignment of the g-tensor to the molecular frame. This was 
achieved using computational methods in accordance with literature examples19,26. The B3LYP/6-
311G(d) method was applied to the optimized radical cation geometry of the BDT-TS1 dimer (since 
the spectra were assigned to the PBDT-TS1 radical) and gave the tensor orientation depicted in Figure 
4.16 C, with the g3 axis essentially perpendicular to the molecular aromatic plane and g2 along the 
backbone. 
From the simulation of the LEPR radical spectra including molecular order, the g3 axis was found to be 
preferentially oriented normal to the film plane with quite different order parameters for the two 
blends, being +0.85 for the P2TPD-BT blend and +0.60 for the P2TPD blend film (Table 4.3). Using 
the tensor assignment, such order corresponds to a preferred face-on orientation (Figure 4.17). 
 
Figure 4.16 A: TR-EPR spectra (130K) of PBDT-TS1 in E7; B: ZFS tensor orientation in the molecular frame as 
determined from DFT calculations; C: radical cation g tensor orientation in the molecular frame as determined 
from DFT calculations. 
 
Figure 4.17 Scheme for the face-on molecular orientation. The sphere represents the orientational distribution 
function (blue: low value, red: high value). 
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Table 4.3 Results of the simulation of orientational order in the blends spin-coated films. 
Blend Paramagnetic probe     S 
P2TPD-BT-2FT/donor donor triplet ZZFS +0.50 (±0.05) 
donor radical g3 +0.85 (±0.02) 
P2TPD-2FT /donor donor triplet ZZFS +0.50 (±0.05) 
donor radical g3 +0.60 (±0.05) 
 
The reported results show that the degree of order detected from the analysis of the EPR spectra of 
the radical species is higher compared to the order resulting from the analysis of triplet state spectra. 
This is not surprising considering that the two paramagnetic species are likely formed in different 
regions of the material since electron transfer and Intersystem Crossing are competing processes. 
Therefore, the presented EPR investigation allows to probe different areas in the polymer blends. 
The radical cation species that we can detect by LEPR are stable species (with lifetimes longer than 
milliseconds) that are most likely located in donor-rich domains where charge recombination is 
slowed-down and where the polymer can stack and give rise to more ordered structures compared to 
the domains where the donor and the acceptor polymers are finely mixed. The triplet states may be 
instead more homogeneously distributed, probing a lower average order compared to the radicals. 
However, as expected, the kind of order probed by triplets and radicals is the same, being face-on in 
both cases.  
From the comparison of the order parameters determined for the two blends, it emerges that highly 
ordered domains of the donor polymer are present in the P2TPD-BT/PBDT-TS1 blend (S=0.80) with 
respect to the P2TPD/PBDT-TS1 blend. In light of the established importance of molecular order for 
charge transport in molecular semiconductors40,41,42,43, we believe that this characteristic contributes 
to the better performance of the P2TPD-BT blend and explains the higher hole-mobility as observed 
in ref. 11. 
Unfortunately, the lack of detectable paramagnetic species in the acceptor polymer domains, 
prevented us from probing also the degree of order of this polymer in the blends, that could probably 
explain the strikingly different electron mobilities measured in ref. 11. 
4.4 Conclusions 
In this Chapter a new class of organic photovoltaic blends, where conjugated polymers play both the 





The study of the single polymers provided a characterization of their pristine paramagnetic species. 
The PBDT-TS1 donor polymer was found to be easily oxidized in air and its g-tensor was determined. 
On the contrary, the TPD-2[FT]-based acceptor polymers were essentially stable with respect to air 
oxidation due to their higher oxidation potential, related to lower HOMO level. 
By laser photoexcitation the first excited triplet state of the polymers was generated and the Zero-
field splitting parameters were determined from TR-EPR spectra. The  value of the triplets reflected 
the monomer dimension. Indeed, the P2TPD polymer, having the smallest monomeric unit and thus 
the most localized triplet, has the largest triplet  value, while PBDT-TS1 and P2TPD-BT have smaller 
and very close . 
The use of magnetophotoselection experiments for the measurement of the triplet EPR spectra of the 
polymers showed that photoselection actually affects the measurements on polymer films evaporated 
in the EPR tubes (‘bulk films’), and therefore it should be taken into account when analyzing the 
spectra to avoid misinterpretations. In this respect, literature records are known in which molecular 
ordering was claimed for films of similar polymers processed in the same way, where measurements 
were likely affected by magnetophotoselection17. From our analysis the polymer films deposited on 
the EPR tube walls appear to be disordered systems, like polymers frozen solutions, that therefore can 
be used to characterize the polymers triplet in the solid state, without molecular ordering effects. 
From the study of the donor/acceptor bulk films we verified that photoinduced electron-transfer 
between the two polymers occurs with formation of radicals in both polymers. Despite the spectral 
superposition of positive and negative radicals, an effort was made to determine the g-tensors of the 
radical anions, either by using P3HT as alternative donor, or by relaxation-filtering techniques. The 
resulting g-tensors have high giso and are highly anisotropic compared to common conjugated 
polymers positive radicals, which, by the aid of DFT calculations, was attributed to the high spin-
density on S atoms. To the best of our knowledge, this is the first report of g-tensors of negative 
polarons in conjugated polymers. 
The EPR investigation of the spin-coated thin films of the donor/acceptor blends revealed a much 
slower non-geminate recombination regime in the blend containing the P2TPD-BT acceptor with 
respect to the one with P2TPD. Furthermore, from the analysis of molecular order in the films, 
revealing preferred face-on orientation for the donor polymer in both blends, it emerged that highly 
ordered regions are present in the donor phase in the blend with the P2TPD-BT acceptor, which may 
contribute to determine the higher mobility and the better photovoltaic performance of the blend. 
CHAPTER 4. ALL-POLYMER BLENDS 
108 
 
TR-EPR experiments showed that donor triplet state species are formed upon photoexcitation of both 
samples, while the formation of the acceptor triplet is prevented by quenching of the excitation upon 
electron transfer and energy transfer to the donor. This shows that there are no acceptor domains 
behaving like isolated polymer domains (otherwise the triplet would form by ISC like in the acceptor-
only film), meaning that these acceptor polymers provide good electronic contact with the donor 
polymer domains. The detected donor triplet EPR spectra provided also another information, namely 
the absence of charge recombination to the triplet state in the blends, a process that has been known 
for long as a cause of energy loss in photovoltaic blends. We also showed that the same donor polymer 
with the common PCBM acceptor is affected by charge recombination to the fullerene triplet state. 




4.5.1  Materials 
P2TPD-BT-[2F]T and P2TPD-[2F]T were synthesized in KAUST (King Abdullah University of Science 
and Technology) following the procedure described in ref. 11. PBDT-TS1 (Mn 36 kDa, PDI 2) was 
purchased from Solarmer. P3HT (regioregularity>98%, Mn 71 kDa, PDI 1.7) and PCBM were 
purchased from Sigma-Aldrich and used without further purifications. 
4.5.2 Samples preparation 
Polymers solutions were prepared at a concentration of 1mg/ml in oDCB.  They were put inside EPR 
quartz tubes and degassed by few freeze-pump-thaw cycles. Finally, they were sealed under vacuum 
(10-3 Torr). 
The evaporated films (bulk films) of the single polymers were prepared from 1mg/ml solutions, that 
were put inside the EPR tube before letting the solvent evaporate under vacuum (10-3 Torr). The same 
procedure was used for the bulk films of the blends, starting from a 1:2 donor/acceptor weight ratio 
solution in ODCB, with a total concentration of 3 mg/ml. The EPR tubes were then sealed under 
vacuum. 
The evaporated films of the acceptor polymers with P3HT, and the film of the donor polymer with 
PCBM, were prepared in the same way from 1:1 weight ratio solutions. 
The spin-coated samples were prepared in KAUST starting from 1:2 donor/acceptor weight ratio 





in a glove box at 2000 rpm for 30 sec, using a programmable spin coater from Specialty Coating 
Systems (Model G3P-8). The films were then cut into slices and put into the EPR quartz tubes, that 
were sealed under N2 atmosphere using an epoxy glue. 
4.5.3 EPR 
EPR experiments were performed on a X-band ELEXSYS E580 Bruker spectrometer, equipped with a 
dielectric resonator inside an Oxford CF900 cryostat. For spin-coated samples, the sample orientation 
inside the spectrometer was aided by the use of a goniometer. 
In Light-induced EPR experiments photoexcitation of the samples was obtained using the white light 
from a 300 W Xe lamp, that was IR filtered and focused into a quartz optical fiber bringing the light 
to the sample inside the resonator. Typical microwave power attenuation in LEPR experiments was 
30dB (source power 149 mW) to avoid saturation effects.   
In TR-EPR experiments the signal was directly detected by a LeCroy oscilloscope, without field 
modulation. The background signal was eliminated using off-resonance signals, that were subtracted 
from the on-resonance ones at each time point. The photoexcitation was obtained from Nd:YAG 
pulsed lasers (Quantel Brilliant,   = 532 nm, pulse length = 5 ns; E/pulse = ca. 5 mJ; repetition rate 
10Hz). The spectra were acquired at 25 dB microwave power attenuation, with 256 field points and 
typically 250 averages per point. 
The spectral simulations without molecular order were carried out using Easyspin44, while an home-
made program implemented in Matlab was used to simulate systems including molecular orientational 
order. 
4.5.4 DFT 
Geometry optimizations were carried out in Gaussian45 using the B3LYP/6-31G DFT method. The 
aliphatic side chains were always approximated with methyl groups. 
For the calculations of g-tensors of the radicals, the B3LYP/6-311G(d) DFT method in Gaussian was 
used. DFT calculations with ORCA46, using the B3LYP functional with the def2-TZVPP basis set for S 
atoms and EPR-II for first row atoms, were also performed but gave g-values that were less close to 
the experimental ones. For this reason, Gaussian results were preferred.  
The calculations of the ZFS tensor were carried out with two methods. In both cases the geometry of 
the triplet state was optimized in Gaussian at the B3LYP/6-31G DFT level. 
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The first method was highly approximated since it involved the calculation of the ZFS-tensor based 
on the point-dipole approximation47, using the Mulliken spin-populations calculated in Gaussian with 
the B3LYP/6-311G DFT method. The ZFS tensor values predicted by this method deviated from the 
experimental ones for nearly one order of magnitude (Dcalc= 2700 G, Ecalc=577 G). 
The second method was implemented in ORCA, that offers the possibility of calculating the ZFS tensor 
with DFT methods. It was used in literature to successfully predict zero-field splitting values and the 
tensor orientation in porphyrin systems33. The triplet wavefunction in this case was calculated in ORCA 
using the B3LYP functional with the EPR-II basis set for H-C-N-O and the def2-TZVPP basis set for 
S. Then the ZFS tensor was calculated by the software using UNO (spin-unrestricted natural orbitals) 
determinants as described in ref. 48. The ZFS tensor values predicted by this method were much closer 
to the experimental ones (Dcalc= 282 G, Ecalc=31 G), as expected considering the higher accuracy of the 
calculation. 
Despite the fundamental differences between the two methods, both of them predicted the same 
orientation of the Z axis i.e. perpendicular to the molecular plane. However, the second method could 
also approximately predict the experimentally verified correspondence of the X axis with the polymer 
backbone (as shown in Figure 4.16). 
Although also the second method could be improved by improving the accuracy of the calculation of 
the triplet wavefunction, for the scope of our analysis i.e. the determination of the ZFS tensor 
orientation in the molecular frame to help identifying molecular order, we can rely on the results since 
at least one of the predicted directions coincides with the experiment and also considering that the Z 
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5 CHAPTER 5. DYE-rGO 
SENSITIZER FOR TiO2 
Dye-sensitized solar cells (DSSC) are based on photosensitization of TiO2 by small molecular 
chromophores, that absorb light and inject electrons in the conduction band of the semiconductor 
(see Chapter 1). This technology reached certified power-conversion efficiencies around 12% and 
thus it is on the same level of bulk heterojunction solar cells based on polymeric materials1,2. 
Triphenylamine-based dyes (TPAs) are the most important organic chromophores that have been      
employed as sensitizers in the so-called metal-free DSSCs, where they are used as alternative to Ru 
complexes that were originally developed as outstanding sensitizers for TiO23,4. The reasons for TPAs 
success are related to their strong electron-donating ability, due to the low ionization potential, the 
good hole-transport, and the non-planar structure, that hampers dye-aggregation, which is known to 
worsen DSSCs performances by virtue of intermolecular excited state quenching5.  These 
characteristics encouraged the use of TPAs as donor moieties in D-π-A dyes, where a conjugated 
bridge links the TPA to an acceptor group that also acts as anchoring group for the TiO2 surface6. 
Graphene emerged in the 2000s as a 2D-material with fascinating properties7. Several features make 
it attractive for the application in energy-conversion devices: the excellent electron mobility 
(approaching 104 cm2 V-1 s-1 at room temperature8), the chemical stability, the large surface area, the 
flexibility and the broad absorption range9. Unfortunately, it is not so easy to produce graphene on a 
large scale. Therefore, graphene-related materials are more widely used10. Among these, reduced 
graphene oxide (rGO) stands out as a good compromise between graphene electronic properties and 
ease of production, being obtained by chemical reduction of graphene oxide derived from graphite11. 
Reduction of graphene oxide resulting in rGO is incomplete, leading to the presence of hydroxy and 
carboxy substituents in the resulting material. So far, rGO has been employed in DSSC electrodes as 
a good alternative to ITO and FTO transparent electrodes as well as to the Pt counter electrode12 and 
it was used in blend with TiO2 to improve its conductivity13. Several examples of the use of rGO in 
photoactive materials, rather than in electrodes, can be found in the field of Bulk-Heterojunction Solar 
Cells (BHJSC), where it was mainly used as electron acceptor in blends with conjugated donor 
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polymers14,15. A covalent rGO-metallopolymer hybrid was developed by Fang et al.16 exhibiting 
enhanced PCE when blended with PCBM compared to the ungrafted polymer. More generally, the 
concept of a hybrid material, in which an organic dye is covalently bound to rGO sheets, has been 
explored in the last few years, showing positive effects from the presence of rGO, such as the enhanced 
conductivity and the greater stability of the hybrid material17,18. 
Moved by these premises, the group of Prof. Menna at this University synthesized a TPA-based 
dye-rGO hybrid to be used as sensitizer for TiO2 in DSSCs, in which the dye is covalently linked to rGO 
(see Figure 5.1). This covalent dyad was intended to be a model system representative of a new kind 
of hybrid dye materials that could provide improved conductivity and stability in the dye-sensitized 
solar cell. To probe the properties of this new kind of material we performed a spectroscopic study 
based mainly on EPR spectroscopy. 
 
Figure 5.1 Chemical structures of the dye (TPA-Et) and the hybrid material (rGO-TPA-Et). 
The dye is an ethyl cyanoacrylate-functionalized triphenylamine, and it is the first triphenylamine-
based molecule introduced as sensitizer for the application in DSSCs19. The cyano-acrylic group plays 
both the role of anchoring group and electron-acceptor moiety, providing efficient electron injection 
into the TiO2 semiconductor3. Although the anchoring group is usually used in the carboxylic acid form, 
the ethyl ester derivative was chosen for our study due to its easier processability, in particular the 
possibility of obtaining dispersions of the corresponding hybrid in organic solvents, making the 
spectroscopic characterization more accessible. The results that we obtained indeed demonstrate that 
even the ester group enables a strong interaction with the inorganic semiconductor. 
The degree of functionalization of the rGO with TPA-Et molecules was determined from a 
thermogravimetric (TGA) analysis and it is approximately 1/62, meaning that one TPA-Et residue is 
present on average for every 62 carbon atoms of the rGO backbone. 




In this Chapter the results of the EPR and optical spectroscopy experiments will be presented. The 
characterization of the TPA-Et dye radical cation will be presented first, followed by the investigation 
of the rGO-TPAEt hybrid, either alone or adsorbed on TiO2. 
5.1 TPA-Et radical cation characterization 
The radical cation of the TPA-Et dye was studied before moving to the investigation of the dye-rGO 
hybrid, in order to obtain the EPR spectrum of the cation that we expected to form in the photoexcited 
hybrid/TiO2 blend and to analyze its spin distribution. 
The radical was obtained by chemical oxidation using the hypervalent iodine oxidant 
[bis(trifluoroacetoxy)iodo]benzene (PIFA), which is known to efficiently oxidize aromatic compounds 
via single-electron transfer20 (Figure 5.2).  
 
Figure 5.2 Reaction scheme for the oxidation of TPA-Et using PIFA 
The radical cation generation was efficiently enhanced by continuous visible light illumination of the 
solution. In these conditions, a strong CW-EPR spectrum was recorded both at ambient temperature 
and in the frozen solution at 130 K (Figure 5.3). Both spectra are broadly structured into three lines 
centered at g=2.0028, stemming from the hyperfine interaction between the electron spin and a 14N 
nucleus (having nuclear spin  = 1). The spectral fitting of the frozen solution spectrum (Figure 5.3 
A) was obtained by considering the interaction with this nucleus and including the hyperfine 
anisotropy, resulting in a tensor with principal values Ax = 0.7 G, Ay = 5 G, Az = 21.5 G. Further smaller 
couplings with other nuclei are unresolved in the frozen solution due to inhomogeneous broadening. 
However, they are recovered in the spectrum recorded at ambient temperature (Figure 5.3 B), since 
the linewidth is reduced as all anisotropies are averaged out in the liquid solution phase. Indeed, the 
EPR spectrum of the solution shows a finer structure in addition to the three-line pattern, that is 
attributable to the hyperfine coupling with the hydrogen nuclei and the cyano-group nitrogen. The 
unresolved superposition of many lines makes it difficult to extract the hyperfine constants of all the 
coupled nuclei. However, a reasonable estimate of the isotopic hyperfine constants of the aromatic 
CHAPTER 5. DYE-rGO SENSITIZER FOR TiO2 
118 
 
hydrogens, assuming an almost symmetrical spin density distribution among the three aromatic rings, 
could be achieved (see Table 5.1), leading to the spectral simulation reported in Figure 5.3 B. 
 
Figure 5.3 Black lines: experimental CW-EPR spectra of the TPA-Et radical cation in toluene.  (A) frozen 
toluene solution, T=130 K; (B) liquid toluene solution, T= 298 K. Red lines: simulated spectra using the 
parameters listed in Table 5.1. 
DFT calculations on the TPA-Et radical cation were performed to support the experimental hyperfine 
data and to correlate them to the spin-density distribution inside the molecule. The B3LYP/6-31G(d) 
method was used both for the geometry optimization and for the single-point energy calculation, 
following a published computational study showing that this method provides better prediction of the 
EPR parameters of N-containing aromatic radicals compared to higher levels of theory21. The results 
showed excellent agreement with the experimental aiso values (see Table 5.1) and predicted that the 
90.5% of the spin-density of the TPA-Et˙⁺ radical is located on the TPA portion, as shown in the spin-
density isosurface plot reported in Figure 5.5. Thus, the nitrogen atom with the largest hyperfine 
coupling coincides with the aminic nitrogen. The methine proton and the cyano 14N have consistently 
lower aiso values, due to the scarce electron delocalization over this portion of the molecule. 
Such a spin-density distribution is expected to be beneficial for the efficiency of electron-injection, 
since the anchoring group provides spatial separation between the spin and the TiO2 surface, hindering 
the back-electron transfer from the semiconductor to the oxidized sensitizer. 
An analogous calculation was performed to calculate the spin-density in the radical cation of the rGO-
TPA-Et hybrid. For this purpose, the rGO-TPA-Et was modeled as a TPA-Et moiety bearing a methyl 
group with three vinyl substituents, in para-position of one phenyl ring, mimicking the interaction with 
rGO sp2 carbon atoms. This model was already employed in another study on a similar dye-rGO hybrid 
and it was shown to be consistent enough to rule out the contribution of the carbon nanostructure to 
the molecular orbitals and energy levels of the covalently bound chromophore22,23. 




Table 5.1 Experimental isotropic g factor and hyperfine coupling constants derived from the simulation of the 
TPA-Et radical cation EPR spectrum in solution and calculated hyperfine constants for both the TPA-Et and 
the rGO-TPA-Et radicals. The experimental values are given with an estimated error of about ±0.05 Gauss. 
 giso |aiso| (Gauss) 
14N amine 14N cyano 1H para 1H ortho 1H meta 
TPA-Et˙+ Exp 2.0028 8.5 1.0 2.89 2.19 1.26 








Calc 2.0031 7.56 0.43 2.55 1.67a, 2.03b 
2.21c, 1.61c 
1.05a, 1.29b 1.05c, 
0.94c 
a Hydrogens in the unsubstituted aromatic rings; b Hydrogens in the phenyl ring linked to the cyanoacrylic 
group; c Hydrogens in the aromatic ring attached to rGO. 
 
Figure 5.4 TPA-Et molecule with labeled protons. 
The calculation of the spin-density on the radical cation of the model rGO-TPA-Et system revealed no 
major variations of the spin-density distribution with respect to the TPA-Et˙⁺ radical, since only little 
spin-delocalization on the vinyl groups occurs (Figure 5.5 B). This is highlighted by the calculated 
isotropic hyperfine couplings that are only slightly reduced compared to the dye radical. Therefore, we 
expect the EPR signal of the oxidized rGO-TPA-Et hybrid to have essentially the same shape of the 
TPA-Et˙⁺ spectrum characterized above. 
 




Figure 5.5 Spin density isosurface plot of TPA-Et˙⁺ and	rGO-TPA-Et˙⁺ (isodensity value of 0.002 e¯a0-3). 
In order to get more information on the hyperfine couplings in the TPA-Et˙⁺ radical, we applied   
HYSCORE spectroscopy, a high resolution two-dimensional technique (see Chapter 2). 
The HYSCORE spectra of the TPA-Et solution with PIFA were acquired at three τ values and then 
summed to avoid blind-spot effects. The magnetic field was set at the value of maximum intensity of 
the EDEPR spectrum of the radical. The resulting HYSCORE spectrum is reported in Figure 5.6. 
The cross-peaks in the (-,+) quadrant, arising from nuclei with a strong hyperfine coupling, are 
separated by 4.2 MHz, which corresponds to 4 times the nuclear frequency of the 14N  nucleus at the 
magnetic field of the experiment (3450 Gauss). Therefore, these peaks can be identified as correlation 
peaks between the two double-quantum transitions in the α and β electron spin manifolds. 
Considering that the aminic nitrogen was shown above to have a huge hyperfine coupling (Az = 21.5 
G, corresponding to 60 MHz), it cannot give rise to HYSCORE signals in the explored frequency region. 
As a result, the detected 14N peaks likely arise from the cyano-group nitrogen. A precise determination 
of hyperfine constants from the spectral simulation is however hampered by the high number of 
parameters, namely the isotropic coupling constant aiso, the dipolar tensor Adip, the nuclear quadrupolar 
tensor and their mutual orientation. 
In the (+,+) quadrant two sets of cross peaks are present, belonging to weakly coupled nuclei. The first 
is centered at 3.8 MHz, corresponding to the nuclear frequency of 13C, and the second at 14.7 MHz, 
which is the nuclear frequency of 1H. The 13C cross peaks, very weak because of the low natural 
abundance of the isotope, are separated by 4.2 MHz (1.5 G), meaning that there are carbon nuclei 
with this hyperfine coupling constant. Proton cross peaks are elongated ridges due to the presence of 
a high number of 1H nuclei with different hyperfine tensors, as highlighted by the CW-EPR analysis. 
The diagonal peak at 13.8 MHz is due to very weakly coupled 19F nuclei, belonging to the 
trifluoroacetate molecules produced after PIFA reduction, that likely act as counterions for the TPA-
Et˙⁺ radical cation. 





Figure 5.6 EDEPR (left) and HYSCORE spectra (right) of the TPA-Et˙⁺	radical in toluene solution (T= 40 K), 
obtained by oxidation of TPA-Et with PIFA. 
The spectra of the TPA-Et˙⁺ radical reported in Figure 5.3 were obtained from a 1 mM solution using 
an excess of PIFA. In more concentrated solutions the CW-EPR spectrum shown in Figure 5.7 was 
detected. It is composed of 5 lines that can be explained as effect of the hyperfine coupling of the 
unpaired electron with two equivalent 14N nuclei, sharing the spin density in an almost symmetrical 
structure i.e. a dimeric radical. This hypothesis is supported by the value of the isotropic 14N coupling 
constant measured from the spectrum, that is 4.1 G, which is almost exactly half the value in the 
monomer, indicating a distribution of the unpaired electron into an orbital which is extended over two 
TPA units. Further confirmation of the formation of a dimer is given by old EPR data reported in 
literature, regarding the oxidized unsubstituted triphenylamine, showing a very similar dimeric 
spectrum and a similar 14N hyperfine constant, that were attributed to the N,N,N’,N’-tetraphenyl 
benzidine radical cation, originating from the reaction between two triphenylamine radicals forming 
the tetraphenyl benzidine that is subsequently easily oxidized24. Following this report, we assigned our 
signal to the analogous dimeric radical of the TPA-Et (see Figure 5.7). 
Considering such a tendency of TPAs radicals to dimerize, we suggest that the grafting of the dye on 
rGO can be beneficial for device performance as the immobilization of TPA-Et may prevent the self-
dimerization and therefore the aging of the dye under operating conditions in photovoltaic devices. 
Moreover, the covalent bonding of TPA-Et on rGO avoids the formation of aggregates of the dye that 
might decrease the photovoltaic performances. 




Figure 5.7 A: CW-EPR spectrum of the dimeric radical of TPA-Et at T=298K (black line) with the simulation 
(red line); B: proposed structure for the radical. 
5.2 rGO-TPA-Et characterization 
The spectroscopic characterization of rGO-TPA-Et included optical spectroscopy measurements, that 
were performed by Prof. M. Loi group at the University of Groningen, and Light-induced EPR 
spectroscopy experiments. 
The results of UV-Vis absorption, steady state photoluminescence (ST-PL) and time-resolved 
photoluminescence experiments (TR-PL) are reported in Figure 5.8, and compared to the results on 
the model TPA-Et dye. 
 
Figure 5.8 A: UV-Vis absorption spectra of the pristine TPA-Et dye (black) and of the rGO-TPA-Et covalent 
dyad (red); B: steady state photoluminescence spectra of the iso-absorbing solutions of the free dye (black) 
and of the rGO-TPA-Et (red); C: corresponding time-resolved photoluminescence spectra. 
The absorption features of the covalent dyad are composed of two contributions: a continuous band 
spreading from the UV to the NIR range due to rGO absorption and a band emerging in the visible 
range corresponding to the absorption by the TPA-Et dye. The dyad has a maximum at 409 nm, 
whereas the free dye shows a maximum at 406 nm. This 3 nm red shift of the dye absorption in the 
hybrid is a clear proof of the covalent binding of the molecule to the carbon nanostructure, as was 





free dye was measured at 400 nm photoexcitation and shows a pronounced quenching of the 
photoluminescence of TPA-Et when bound covalently to rGO. This behavior indicates that processes 
of energy or electron transfer might take place from the dye to the reduced graphene oxide upon 
photoexcitation. The TR-PL further confirms this observation with a faster PL decay from the 
functionalized rGO sample compared to the pristine TPA-Et dye (Figure 5.8 C). The PL decay was fit 
with a biexponential decay function: ¾-£/ = |h exp-£ Ïh⁄ / + |p exp-£ Ïp⁄ / where the lifetimes are 
represented by Ï( and their corresponding weights are represented by |(. The pristine dye exhibits 
photoluminescence decay with lifetimes of 158 ps/1012 ps respectively. When it is attached to rGO, 
the photoluminescence lifetime is reduced to 83 ps/831 ps. 
The toluene dispersion of rGO-TPA-Et was studied by CW-EPR under white light illumination in the 
attempt to clarify the nature of the observed photoluminescence quenching. Indeed, both energy-
transfer or electron-transfer are plausible processes and both of them were already identified in other 
chromophore/graphene systems17. However, no light-induced EPR signals could be detected for the 
hybrid either at ambient temperature or at T=130 K. This result can be explained with either a very 
low efficiency of photoinduced electron transfer from TPA-Et to rGO or by an electron transfer 
followed by a fast charge recombination, extinguishing the radical species in a period of time which is 
far below the time resolution of LEPR, making them undetectable. Recently, by means of picosecond 
transient absorption spectroscopy, Majima et al. showed that electron transfer occurs on a picosecond 
time-scale in a dye-GO hybrid, and also demonstrated that the back electron transfer occurs within 
200 ps25. These data seem to suggest that also in our system electron transfer from TPA-Et to rGO 
likely occurs, but it is followed by rapid recombination. Such an hypothesis is consistent with the 
energy levels arrangement of the two components as the LUMO of the dye is higher in energy than 
the rGO workfunction: the rGO workfunction is estimated to be around -4.4 eV10, while the dye LUMO 
is close to -2.18 eV according to a DFT calculation on the TPA-Et molecule26. 
5.3 rGO-TPA-Et/TiO2 characterization 
The photophysics of the rGO-TPA-Et hybrid adsorbed on TiO2 was probed by Light-induced EPR 
spectroscopy and compared to the blend of the TPA-Et dye with TiO2. 
Before proceeding to show these results, it is necessary to make a digression on the photophysical 
properties of the TiO2 nanopowder that was used. 
Pure TiO2 does not absorb light in the visible range due to its large bandgap of 3.2 eV, corresponding 
to an absorption edge of approximately 390 nm. On the other hand, doped TiO2 can display visible 
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absorption thanks to intrabandgap localized states, from which electrons can be promoted to the 
conduction band of the oxide. This is the case of Nitrogen-doped TiO2, a material that was developed 
for photocatalytic applications and occasionally employed in DSSCs27, that was used in our study. 
A series of paramagnetic defects are known to be present in N-doped TiO2 nanopowders, and some 
of them were very well characterized through the combination of EPR and computational methods by 
the groups of Giamello and Di Valentin28,29,30. Among these defects, there is a subset consisting in 
single-nitrogen atom impurities, with still unknown precise chemical nature, that are located in the 
bulk of the material (hereafter labelled as Nb˙ following ref. 28,29,30). These impurities were shown by 
DFT to introduce localized states a few tenths of eV above the valence band of the semiconductor, 
and EPR spectroscopy proved that they are involved in the visible sensitization of the material. The 
authors proposed the presence of both Nb˙ paramagnetic impurities and doubly occupied Nb¯ 
diamagnetic centers inside the solid, both capable of promoting an electron in the conduction band 
upon photoexcitation in the visible range, forming Nb⁺ and Nb˙ species respectively: 
 ¶"˙ 	$%& 	¶" + 	-*P/  (1) 
 ¶"¯ 	$%& 	¶"˙ + 	-*P/  (2) 
The Nb¯ defects are more abundant in the solid, due to their higher stability predicted by 
computational methods28. This makes reaction 2 preferred, resulting in an increasing concentration of 
Nb˙ centers under irradiation. This explained the light-induced EPR signal of Nb˙ centers. 
By performing LEPR experiments on our N-doped TiO2 we detected the same signal of Nb˙ reported in 
the cited studies (see Figure 5.9), and observed its increase under illumination attributable to reaction 
2. 
The spin-hamiltonian parameters of Nb˙ were determined from the simulation (see Table 5.2) and they 
are very close to the ones reported in literature. 
Table 5.2 Spin-Hamiltonian parameters of Nb˙. 
g1 g2 g3 A1 (G) A2 (G) A3 (G) 
2.0051 2.0042 2.0027 2 3.6 32 
 
As will be shown in the following, the use of N-doped TiO2 offered the possibility to have a 
spectroscopic signature of the direction of the electron transfer, and since the amount of doping is in 





significantly the photophysics of the material. Thus, we are confident that our results are valid for 
pure TiO2 as well, which is commonly used in DSSCs. 
 
 
Figure 5.9 A: CW-EPR spectra of the N-doped TiO2 nanopowder (T = 130 K); B: schematic representation of 
the nitrogen impurities in the solid, adapted from ref28. 
The rGO-TPA-Et/TiO2 sample was studied in parallel to TPA-Et/TiO2, taken as a reference system. 
The light-induced EPR spectra of these samples are reported in Figure 5.10 A. The spectra are 
substantially different from the photoinduced spectrum of the N-doped TiO2 (see Figure 5.9). In the 
case of the TPA-Et/TiO2 sample, the signal clearly resembles the one of the TPA-Et˙⁺ radical produced 
in solution by chemical oxidation (see Figure 5.3 A), differing from it for the less pronounced outer 
lines. For the rGO-TPA-Et/TiO2 sample, the outer lines of the photoinduced signal are even broader. 
However, the assignment of the signal to the radical cation of the TPA-Et residue follows from the 
evaluation of the g-factor, which corresponds to the one of the TPA-Et˙⁺	radical. Thus, we deduced 
that efficient electron transfer with formation of a stable dye radical cation occurs in both the TPA-
Et/TiO2 and the rGO-TPA-Et/TiO2 systems. 




Figure 5.10 A: Light-induced EPR spectra (T = 130 K) of rGO-TPA-Et/TiO2 and TPA-Et/TiO2 (normalized); B: 
Light-induced EPR spectrum of rGO/TiO2. 
As a control experiment, we performed Light-induced EPR on a rGO/TiO2 sample and obtained the 
spectrum shown in Figure 5.10 B, that coincides with the photoinduced signal of the Nb˙ centers in the 
titanium dioxide (see Figure 5.9). This confirms that the signal detected for rGO-TPA-Et/TiO2 
originates from the photoactivity of the dye molecule and not from that of bare rGO. 
The different lineshape between the TPA-Et˙⁺	radical signal observed in the dye/TiO2 systems and in 
the solution of the free dye can be rationalized according to either a static or a dynamic phenomenon. 
In the case of the TPA-Et/TiO2 sample some degree of dye aggregation can be inferred, probably 
leading to a distribution in the hyperfine splittings due to the presence of radicals with a different 
degree of spin delocalization. This causes the broadening of the EPR spectral lines. Furthermore, the 
delocalization of the spin density over more than one TPA molecules in the aggregates causes the 
collapse of the spectrum towards the central line, due to the reduction of the hyperfine splittings.  
Dye aggregation can be excluded for the rGO-TPA-Et/TiO2 sample, since the TPA-Et residues are well 
separated over the graphene network, as demonstrated by the 1/62 functionalization degree 
determined from TGA. One possible explanation for the EPR lineshape, characterized by the small 
contribution of the outer lines, may be the reduction of the hyperfine interaction with the amine 
nitrogen, due to partial delocalization of the spin-density over the graphene network. However, we can 
exclude this hypothesis on the basis of our DFT calculation on the model rGO-TPA-Et radical cation 
(see section 5.1), predicting that the extent of spin delocalization over the carbon nanostructure is 
small, causing only minor reduction of the hyperfine constants. Therefore, we think that, in the case 
of the hybrid adsorbed on TiO2, the lineshape variations with respect to the free TPA-Et radical might 





in the hybrid is expected, due to the distance between adjacent dyes, a charge transfer mechanism 
mediated by the π orbitals of graphene could be active, that can effectively transfer the charge 
between different grafted dyes. The electron jump between different TPA-Et residues tends to 
average out both isotropic and dipolar hyperfine interactions. The first because of the random spin 
state of the nuclei in the sites among which the electron jumps, the second because of the different 
orientation of the molecules31. 
The intensity of the LEPR spectrum of the hybrid adsorbed on TiO2 is lower compared to the intensity 
found for the dye molecule in the same system (as can be seen from Figure 5.11). We attributed this 
to the difficulty of obtaining fine dispersions of the hybrid, limiting the dye loading of the TiO2 
semiconductor. As pointed out in a previous study on a similar system22, this drawback may be 
eliminated by using rGO with smaller dimensions, that should lead to more easily dispersible hybrids, 
interacting more efficiently with TiO2. 
From inspection of the light-induced spectra reported in Figure 5.10 A, it is evident, in the stained 
TiO2 samples, the absence of photoinduced signal due to the photogeneration of Nb˙ paramagnetic 
centers. The EPR spectra of the stained and pristine TiO2 (reported in Figure 5.11) have comparable 
intensities, therefore, if the signal of pristine TiO2 due to the Nb˙ centers was present in the stained-
TiO2, it should be visible in the spectra.  
 
Figure 5.11 Superposition of the LEPR spectra of pristine and stained TiO2 (true intensities). 
These considerations lead to deduce that the light-induced signal of Nb˙ defects, that is normally 
observed in N-doped TiO2, vanishes when the semiconductor nanopowder is stained with the dye 
molecules. We explain this result by noting that the localized Nb˙ defects can act as traps for the 
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electrons injected into the TiO2 conduction band by the photoexcited dye. In this way they become 
diamagnetic and therefore EPR silent (reaction 3). 
 ¶"˙ +	 → 	¶"   (3) 
This provides us with the indication that the acceptor for the electrons transferred from the TPA-Et 
dye, either free or grafted onto rGO, is the TiO2 semiconductor. 
As pointed out in section 5.2, the electron-transfer from the dye towards rGO is difficult to be 
observed by EPR, due to the fast recombination rate, therefore we cannot rule it out. However, the 
EPR results show that the interaction of the hybrid with titanium dioxide is strong enough to 
efficiently compete with the tendency of the reduced graphene oxide to quench the excited state of 
the dye, leading to the photoinduced injection of electrons from the dye to the conduction band of the 
semiconductor. This directional, efficient electron transfer from the dye to the TiO2 is the desired 
effect for the application of dye-rGO systems in dye-sensitized solar cells. 
In analogy to the characterization presented in section 5.1 on the dye radical cation obtained by 
chemical oxidation, we performed HYSCORE experiments on the TPA-Et˙⁺	radical formed in the TPA-
Et/TiO2 system under photoexcitation, in order to study its spin-density distribution. The same could 
not be done for rGO-TPA-Et/TiO2 due to the low intensity of the radical signal in this case. 
The HYSCORE spectrum, reported in Figure 5.12, was acquired at the central field of the EDEPR 
spectrum of the radical, and results from the sum of three HYSCORE spectra acquired at different τ 
values. The (-,+) quadrant is populated by the peaks attributed to the cyano-group nitrogen, having 
the same position and shape observed  for the TPA-Et˙⁺	radical in frozen solution. This reveals that 
the spin-density distribution over the acceptor group remains unaltered when the dye molecule is 
anchored to TiO2. Considering that DFT calculations on the free TPA-Et˙⁺	radical showed that only 
minor spin delocalization on the cyano group occurs, this conclusion seems to be valid also for the dye 
adsorbed on TiO2 on the basis of the HYSCORE results. Therefore, this result provides evidence that 
the anchoring group indeed acts as spacer between the semiconductor and the TPA portion of the 
dye, where the spin (and hence the positive charge) is located. 
The same behavior is shown by the 1H cross-peaks in the (+,+) quadrant, that are nearly identical to 
the peaks observed in the dye frozen solution. These peaks are a superposition of signals belonging to 
the numerous hydrogen nuclei in the molecule, with a major contribution of the aromatic protons since 





Considering the hypothesized dye aggregation, causing a distribution of hyperfine interactions in the 
radical formed in the TPA-Et/TiO2 sample, that could explain the CW-EPR spectral shape deviating 
from the shape of the radical in solution, we expected to observe an effect in the HYSCORE spectrum. 
This was especially expected for the aromatic nuclei, since aggregation is predicted to involve mainly 
this part of the molecule (as the anchoring group is closer to the TiO2 surface and therefore more 
hindered). However, the hyperfine distribution owing to aggregation is likely incorporated into the 
broadened lineshape of the proton HYSCORE peaks due to the unresolved superposition of signals. 
Unfortunately, the aminic N cannot be probed by HYSCORE due to its huge hyperfine coupling, though 
its HYSCORE signals would be useful to confirm the hypothesis of dye aggregation. 
 
Figure 5.12 EDEPR (left) and HYSCORE spectra (right) of the TPA-Et˙⁺ radical formed upon illumination of 
TPAEt/TiO2 (T=40K). 
5.4 Conclusions 
This Chapter presented the spectroscopic investigation of a new kind of photosensitizer for TiO2, 
based on the small TPA-Et dye molecule covalently bound to rGO sheets. 
The characterization of the dye radical cation obtained through chemical oxidation of the molecule in 
solution was reported first. The primary aim of this analysis was the identification of the EPR spectrum 
of the cation in order to allow for recognition of its formation in the rGO-TPA-Et hybrid adsorbed on 
TiO2. This was achieved via Light-induced CW-EPR on the frozen solution, showing a signal dominated 
by the hyperfine interaction of the unpaired spin with the amine nitrogen atom. Liquid solution CW-
EPR, DFT calculations and HYSCORE experiments were then used to gain knowledge about the spin-
density distribution inside the radical, that was found to be concentrated in the amine region of the 
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molecule. This was confirmed by HYSCORE experiments performed on the photoinduced radical 
formed in the TPA-Et/TiO2 sample upon electron transfer from the dye to the semiconductor, 
demonstrating that the anchoring group provides physical separation between the unpaired electron 
and the TiO2 surface, helping reducing recombination. 
The rGO-TPA-Et dispersion was studied with both EPR and fluorescence spectroscopy, from which a 
quenching of the excited state of the dye was found for the molecule grafted on rGO. EPR could not 
find any signature of electron transfer, but, based on previous studies performed with ultrafast optical 
techniques, we hypothesized that an electron transfer from the dye to rGO may occur, followed by a 
very fast recombination that is far below LEPR detection times. 
For the sample in which rGO-TPA-Et was adsorbed on TiO2, EPR could demonstrate that a 
photoinduced electron transfer from the dye moiety towards the semiconductor occurs. For this scope 
N-doped TiO2 was used, that provided the spectroscopic evidence of the direction of the electron 
transfer, thanks to the presence of paramagnetic nitrogen defects that act as traps for the electrons 
injected into TiO2, becoming diamagnetic and therefore EPR silent. This showed that the interaction 
with TiO2, resulting in electron injection into the oxide, efficiently competes with the dye excitation 
quenching by rGO. 
In conclusion, our results demonstrate that the rGO-dye architecture is applicable to dye-sensitized 
solar cells as the main requirement for TiO2 sensitization, i.e. electron injection in the semiconductor 
conduction band, is fulfilled. The presence of rGO in the sensitizer is expected to be beneficial due its 
high conductivity. Furthermore, rGO can be expected to be useful to aid the regeneration of the neutral 
state of the dye since its work-function lays above the energy of the dye HOMO. The application of a 
very similar dye to DSSCs was already tested22, showing promising performances. However, the 
limitation in dye loading related to the difficulty in obtaining fine dispersions of the hybrid material, 
was identified as a cause of poorer performance compared to the common TPA-based dyes. To 
improve the performance of the system and fully exploit its potentialities as photosensitizer for TiO2, 
we think that hybrids with a smaller dimension of the rGO sheet should be explored, as they would 
provide a more efficient interaction with the TiO2 nanopowder. 
5.5 Experimental 
The synthesis of TPA-Et and rGO-TPA-Et was done in the group of Prof. Menna, by Dr. Teresa Gatti 





Absorption and photoluminescence spectroscopy experiments were carried out in the group of Prof. 
Loi at University of Gottingen – The Netherlands. 
5.5.1 Materials 
All reagents and solvents were purchased from Sigma-Aldrich and used as received. Reduced graphene 
oxide was purchased from ACS Material, LLC (product no: GnP1L-0.5g) and used as received. The 
production method, as reported by the supplier, consists in reducing graphene oxide obtained from 
graphite via the Hummer’s method, by thermal exfoliation reduction and further hydrogen reduction. 
Transmission electron microscopy on the reduced graphene oxide flakes showed that they have lateral 
dimensions between 1 and 2 μm (see ref. 22). 
Titanium dioxide anatase nanopowder (d<25 nm) was purchased by Sigma Aldrich (product no: 
637254). The supplier declares a 99.7% purity. In the Certificate of Analysis of the product, a number 
of elements are listed even with sub-ppm concentration, but there is no mention of the presence of 
nitrogen. We argue that the concentration of nitrogen may be very low, perhaps in the ppb scale, but 
enough to be detected by EPR. The producer did not release any detail about the doping procedure. 
5.5.2 Synthesis of rGO-TPA-Et 
The synthesis of the TPA-Et dye was adapted from a literature procedure6. The covalent anchoring of 
the dye to the surface of rGO was achieved via the diazotization reaction. The diazonium salt derivative 
of TPA-Et, namely the tetrafluoroborate BF4--N2+-TPA-Et, was used. The salt was added to a 
suspension of rGO in 1-cyclohexyl-2-pyrrolidone (CHP), the best solvent to disperse rGO flakes. The 
mixture was stirred at room temperature for 15’, after which methanol was added to precipitate the 
product. Repeated washings of the resulting material with DMF and methanol ensured the elimination 
of non-covalently bound TPA-Et molecules. 
The effective amount of TPA-Et functionalities covalently attached to rGO was determined via a 
thermogravimetric analysis (TGA), following the procedure described in ref 22. A Q5000IR TGA (TA 
instruments) was used under nitrogen, with an isotherm at 100 °C for 10 min followed by heating at 
10°C/min rate up to 1000 °C. The resulting functionalization degree is 1/62. The thermogram is 
reported in the article SI26. 
The average dimension of the rGO-TPA-Et hybrid was determined through Dynamic Light Scattering 
(DLS) measurements of the dyad dispersed in air-equilibrated DMF, performed with a Zetasizer Nano 
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S (Malvern Instruments) at 20° C. The analysis furnished a single solvodynamic diameter distribution 
centered at 460 nm. 
5.5.3 Optical spectroscopy 
Absorption spectra were registered with a Varian Cary 5000 spectrometer. Steady-state 
photoluminescence spectra were collected via a spectrometer with a grating of 50 lines per mm and 
recorded with a Hamamatsu EM-CCD camera sensitive in Vis region. For time-resolved 
measurements, spectra were collected on a Hamamtsu streak camera working in synchroscan mode 
(time resolution ~2 ps) with a cathode also sensitive in the Vis region. All spectra were corrected for 
the response of the setup using a calibrated lamp. 
The PL measurements were carried out in quartz cuvettes with 2 mm path length. The rGO-TPA-Et 
was dispersed in DMF through sonication at low power for few minutes. The excitation source was the 
second harmonic (approximately 400 nm) of a mode-locked Ti:sapphire laser, delivering 150 fs pulses 
at a repetition rate of 76 MHz. 
5.5.4 EPR spectroscopy 
5.5.4.1 Sample preparation 
All the samples were studied in EPR quartz tubes (3 mm ID, 4 mm OD). The oxidation of TPA-Et in 
toluene solution (1 mM) was carried out using an excess of the oxidant (PIFA, Aldrich, used as 
received). The TPA-Et/TiO2 sample was prepared by dispersing 100 mg of TiO2 powder in 3 mL of a 
TPA-Et solution (1 mM in toluene : MeOH 1:1) and sonicating for two hours. The dispersion was then 
decanted and the supernatant was removed. The powder was dried under a nitrogen flux and put in 
the EPR tube that was sealed under vacuum. The same procedure was used for the preparation of the 
rGO-TPA-Et sample. However, the concentration of the hybrid dispersion was limited by the 
possibility to obtain a fine and stable dispersion. The resulting concentration of hybrid was 
approximately 0.2 mg/mL, corresponding to a 0.066 mg/mL (0.18 mM) concentration of the TPA-Et 
residue. The rGO-TPA-Et/TiO2 powder was obtained by dispersing 100 mg of TiO2 powder in 3 mL of 
the rGO-TPA-Et dispersion. 
5.5.4.2 CW-EPR 
Light-induced EPR measurements were performed on an X-band Bruker ER200D spectrometer. The 
photoexcitation of the samples was obtained using the white light from a 300 W Xe lamp, IR filtered 





350 nm up to 900 nm, with an intensity of about 50 mW cm-2. EPR spectral simulations were 
performed using Easyspin32. 
5.5.4.3 Pulse-EPR 
Pulse-EPR experiments were performed on a X-band ELEXSYS E580 Bruker spectrometer, equipped 
with a dielectric resonator inside an Oxford CF900 cryostat. The samples were studied under 
continuous illumination from the same lamp described above for CW-EPR experiments. 
HYSCORE experiments were performed using the pulse sequence π/2–τ–π/2–t1–π–t2-π/2–τ–echo 
with pulse lengths tπ/2=16ns and tπ=32ns. τ values were 168, 200 and 268 ns, t1 and t2 were 
incremented by dt=20 ns leading to a 128×128 data matrix. A four-step phase cycle was used. 
The time domain HYSCORE data were processed in Matlab. The baseline was corrected by a 3rd order 
polynomial and the resulting time traces were apodized using a Hamming window function. The matrix 
was then zero-filled with 1024 points in both dimensions. The 2D-Fourier transform was applied and 
the absolute-value spectrum was calculated.  
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The field of organic semiconductors is not only limited to π-conjugated polymers since covalent bonds 
between monomers do not represent a unique strategy for achieving electronic transport in organic 
systems. Supramolecular interactions between small molecules are also being explored and research 
in this field demonstrated the feasibility of the idea of supramolecular electronics1. 
Non-covalent interactions can be exploited for the self-assembling of small molecules into 
supramolecular stacks forming functional nanofibers that were shown to be able to transport charge 
carriers2. Hydrogen-bonding, π-stacking, and charge-transfer (CT) interactions between donor and 
acceptor molecules were successfully used for this scope3,4, resulting in materials for which 
photovoltaic properties were demonstrated5–9. 
The interest in such materials is animated by their many attractive properties. The ease of preparation 
is among the most interesting features, since the supramolecular materials are in most cases prepared 
from combination of existing molecules by exploitation of their self-assembling abilities and thus 
avoiding time-consuming synthetic procedures. Furthermore, their optoelectronic properties can be 
easily tuned by chemical modifications or replacement of the small aromatic components. 
The charge-transfer interaction between donor and acceptor molecules is particularly important since 
it favors charge generation. Self-assembled structures of charge-transfer complexes allow to obtain 
molecular-scale p-n junctions that can be precisely designed by tuning the intermolecular 
interactions4. 
In most cases the studied supramolecular materials were in the form of single crystals. However, the 
last decade has witnessed an increasing interest in the so-called soft-materials based on weak 
intermolecular interactions between small molecules10,11. In particular, gel phases12,13,14 gained 
increasing attention. They are formed upon self-organization of molecules into one-dimensional arrays 
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forming elongated fibrous structures. Entanglement between fibers then forms a three-dimensional 
network that traps the solvent. Photocurrent generation was demonstrated for a number of gels 
obtained by combination of donor and acceptor molecules15,16,17. The most appealing feature of 
supramolecular gels is their straightforward preparation, requiring simple mixing of the small 
molecular components and heating and cooling. Moreover, they offer peculiar mechanical properties 
such as flexibility, adaptability to fill any volume of space and the self-recovery ability. 
The group of Prof. Miriam Mba at the Department of Chemical Sciences – University of Padova is 
active in the field of designing supramolecular functional gels. They prepared a gel based on the self-
assembling of naphthalene diimide (NDI) and pyrene (Py) molecules, exploiting three kinds of 
interactions, namely π-stacking, hydrogen bonding and charge-transfer interactions. The Py and NDI 
molecules were chosen on the basis of their high association constant18 related to their opposite 
electron-donating/accepting character, with NDI being a strong electron acceptor and Py a good 
electron donor. Both molecules were functionalized with the diphenylalanine peptide as source of 
hydrogen-bonding sites (see Figure 6.1). 
 
 
Figure 6.1 Chemical structures of the diphenylalanine-substituted pyrene and naphthalenediimide, labeled as 
Py-FF and NDI-FF respectively. 
Hydrogen bonding was shown to be essential for gelation, leading to the formation of supramolecular 
fibers, that also displayed charge-transfer character. 
The charge-transfer character of the gel is expected to be associated with the photogeneration of 
charges while the presence of supramolecular fibers likely underpins semiconducting properties. The 
investigation of such properties was the aim of the EPR study that will be presented in this Chapter. 
The Chapter will begin with a brief description of the gel preparation and characterization, that was 
carried out by Prof. Mba group, followed by the presentation of the EPR investigation. 




6.1 Gel preparation and characterization 
The gel was obtained by dissolving NDI-FF and Py-FF (see Figure 6.1) in ODCB in a 1:1 molar ratio at 
7mM concentration in each component. 
The solution was heated to favor solubilization and it was subsequently cooled to room temperature. 
Upon cooling, the solution became red due to the formation of the CT complex and gelation 
occurred (Figure 6.2). Consistently, the UV-Vis spectrum of the gel showed the emergence of a new 
band centered at around 520 nm that can be interpreted as a CT-band (Figure 6.3 A). 
 
Figure 6.2 Scheme for the gel preparation. 
 
Figure 6.3 A: UV-Vis spectra of the gel (solid lines), NDI-FF and Py-FF region (left) with NDI-FF spectrum 
(dashdotted line) and Py-FF spectrum (dashed line), CT-band region (right); B: TEM image. 
A morphological analysis on the gel was carried out with transmission electron microscopy (TEM). The 
TEM image of the gel is reported in Figure 6.3B, showing the formation of an entangled network of 
fibers up to several μm in length. These structures are responsible for solvent immobilization leading 
to the formation of the gel matrix. 
Considering the complementarity of the charge-transfer interaction between Py-FF and NDI-FF, the 
molecular packing leading to the formation of fibers is most likely of the D/A type, i.e. alternate 
stacking between donor and acceptor molecules. This is in line with findings from XRD investigations 
on crystals obtained from similar Py and NDI derivates18. However, the non-complementarity of the 
hydrogen bonding interaction does not exclude the presence of homo-molecular stacks, which 
however are believed to be of minor importance18. 
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The existence of interdigitation between Py-FF and NDI-FF molecules was confirmed by variable 
temperature 1H-NMR experiments. Indeed, by cooling the hot mixed ODCB solution of the two 
components up to the formation of the gel, a consistent shift of the amide protons was observed due 
to hydrogen bonding (see Figure 6.4), which was far less pronounced in the solutions of the individual 
components (not shown).  
 
Figure 6.4 Variable-temperature NMR spectra (300MHz, d4ODCB) performed on the CT gel. 
Only one proton amide signal of NDI-FF could be monitored, as the other was partially overlapped 
with the solvent signal, and it moved from 5.84 ppm to 6.03 ppm upon gelation. Analogously, the two 
amide protons in the Py-FF at 6.24 and 5.54 ppm were shifted by 0.18 and 0.12 ppm respectively. 
Such downfield shifts prove the formation of hydrogen-bonds upon gelation, and their higher value 
compared to the solutions of the single components reveals the importance of the cooperation 
between the hydrogen-bonding and the CT interaction in determining the overall strength of the 
intermolecular interactions. 
The charge-transfer interaction also showed up in the NMR study, being the main responsible for the 
shifts of the aromatic protons signals. The NDI-FF aromatic multiplet was shifted upfield by 0.05 ppm 
which can be attributed to the shielding effect due to both the π-stacking and the electron-
withdrawing character of the NDI in the CT complex. For Py-FF the shift was less pronounced because 
of the opposite effects of π-stacking and electron-donation. 
The formation of the hydrogen bonding seen by NMR was further supported by FTIR spectra of the 
gel, that showed two diagnostic bands of hydrogen-bonded amides, namely a band at 3271cm-1, from 
the NH stretching, and a peak at 1640 cm-1, which is attributed to carbonyl stretching in H-bonded 





Hydrogen bonding was found to be fundamental for the gel formation. Indeed, the removal of the 
peptide moieties prevented the formation of the gel. Furthermore, the use of H-bond competing 
solvents, like DMSO, strongly hampered the self-assembling resulting in no gel formation and in a 
yellow color of the solution, revealing that much weaker CT interactions take place, due to the 
improved solvation ability of the solvent. These evidences highlight that hydrogen-bonding has a 
critical role in stabilizing the donor-acceptor complex leading to the formation of the stacked 
structures assembling into fibers. 
In Figure 6.5 a model for the packing between Py-FF and NDI-FF molecules is proposed on the basis 
of the above observations.  
 
Figure 6.5 Proposed packing-model of Py-FF and NDI-FF molecules in the fibers. 
6.2 EPR spectroscopy 
EPR spectroscopy was used to assess the photophysical properties of the NDI-FF/Py-FF gel system. 
The study presented here was carried out using several EPR techniques, each one capable to probe 
different characteristics of the system. TR-EPR was used to study photoexcited molecular triplet 
states while Light-induced CW-EPR gave information on charge photogeneration. Finally, Pulse-EPR 
methods provided insight into the hyperfine interaction of the photogenerated radicals. 
In order to highlight properties related to the formation of extended stacked structures, the 
investigation of the gel was accompanied by the study of the solution phase in DMSO, where the self-
assembling of stacked structures is prevented due to the reduced efficiency of hydrogen bonding 
formation in this solvent, as described above. In the following, the two samples will be referred to 
according to the solvent in which they were obtained i.e. ODCB for the gel and DMSO for the solution-
phase sample. 
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6.2.1 TR-EPR: insight into the triplet state of the NDI-FF/Py-FF CT complex 
Time-resolved EPR with visible or UV laser pulse photoexcitation was extensively used in the past to 
investigate the charge-transfer character of the triplet state of many CT crystals20,21,22,23. We applied 
it to our NDI-FF/Py-FF CT system in the attempt of gaining similar insight into the triplet state 
characteristics. 
In Figure 6.6 TR-EPR spectra of the gel and DMSO samples, together with the spectra of the single 
components solutions, are reported. The spectra were acquired at 130K due to the small lifetime and 
fast spin relaxation of triplet states at higher temperatures. The samples were inserted in the cooled 
resonator to provide fast freezing in order to limit rearrangements. The gel stability in these conditions 
was verified upon inspection of the sample after fast freezing, which showed no relevant modification 
in all properties. 
The TR-EPR spectra of the ODCB solutions of NDI-FF and Py-FF were acquired using the lowest 
photoexcitation wavelength achievable in our set-up, namely the Nd/YAG laser third harmonic i.e. 
355 nm, since the molecules have no absorption in the Visible range (see Figure 6.3). The triplet 
spectrum of Py-FF was hardly visible in these conditions, since the absorption is still low at the 355 nm 
wavelength. The NDI-FF gave a better result, allowing to extract the dipolar tensor parameters from 
the spectral simulation (Table 6.1). 
The TR-EPR spectra detected in the ODCB and DMSO NDI-FF/Py-FF samples were obtained by 
photoexcitation in the CT band (532 nm). Considering that the single components have no absorption 
at this wavelength, the excited triplet states are necessarily formed upon excitation of the NDI-FF/Py-






Figure 6.6 TR-EPR spectra (130K) of Py-FF and NDI-FF in ODCB, and of the NDI-FF/Py-FF couple in ODCB 
(gel) and in DMSO. 
The spectral shape of the NDI-FF/Py-FF samples is unusual as the turning-points corresponding to 
the canonical EPR transitions for the triplet are not clearly visible. There are two main phenomena 
that can explain such an appearance of the spectrum. The first is that the triplet excitation may be 
mobile. Indeed, if a triplet exciton moves between sites in a disordered material, the dipolar interaction 
tends to be averaged out since at each site the D-tensor has a different orientation with respect to 
the magnetic field. The extent of this motional averaging is determined by the hopping rate: as the 
hopping rate increases, the spectrum gradually coalesces to a single lorentzian line. Mobile triplet 
states were observed in CT crystals, in which the motion only causes motional narrowing of the lines 
since the molecules are all oriented in the same way24. 
Hopping is thermally activated and consequently it can be investigated by acquiring the spectra at 
different temperatures. By cooling down the NDI-FF/Py-FF samples to 80K we observed the same 
spectrum (not shown), however, this temperature may be insufficiently low to immobilize the triplet 
if the hopping activation energy is small. So, we cannot exclude this mechanism. 
The second phenomenon that may be responsible of the structureless lineshape is static and it is 
related to the inhomogeneity in the sample, leading to a distribution of dipolar parameters of the 
triplet wavefunction (“D-strain”), which causes line-broadening. This hypothesis seems quite realistic 
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since we are not dealing with isolated molecules but likely various kinds of stacks are formed that may 
induce small differences in the triplet wavefunction. 
According to the latter hypothesis the spectra of both NDI-FF/Py-FF samples could be simulated 
using the ZFS parameters listed in Table 6.1, including a 50 Gauss (FWHM) line-broadening due to a 
distribution of the D parameter values (D-strain). 
 
Table 6.1 Triplet state parameters of NDI-FF in ODCB and of the NDI-FF/Py-FF couple in ODCB (gel) and 
DMSO. 
Sample D (Gauss) E (Gauss) Px:Py:Pz 
NDI-FF 320±10 50±10 0.38 : 0.48 : 0.14 
NDI-FF/Py-FF 395±5 78±5 0.42 : 0.53 : 0.05 
 
The triplet state of weak CT complexes can be described as a superposition of three wavefunctions20, 
namely a neutral triplet state localized on the donor molecule, an ionic triplet wavefunction in which 
one electron is localized on the donor (which becomes a radical cation) and the other on the acceptor 
(the radical anion), and the neutral triplet state localized on the acceptor molecule: 
 s, = ¡h ∙ -∗|/ + ¡p ∙ -|/ + ¡i ∙ -|∗/  Eq. 6.1 
In numerous studies the above relation was used to derive the charge-transfer character of the lowest 
triplet state in crystals of weak CT complexes20,21,23. As proposed by Haarer, this could be done by 
comparing the experimentally measured elements of the ZFS tensor of the complex with the ones 
measured for the localized triplet states of the donor and the acceptor, and the elements calculated 
for an ionic triplet wavefunction. Very often one of the localized triplets could be excluded from Eq. 6.1 
because of its higher energy compared to the other states. As a result, the c2 coefficient could be easily 
obtained from the equation, representing the CT character of the observed triplet. 
In our system the same analysis is prevented by the uncertainty on the determination of the ZFS 
principal values due to the structureless shape of the spectrum, since we are not dealing with a crystal 
but with a disordered and likely inhomogeneous system. However, a few qualitative considerations can 
be done. It can be seen from the cited studies that a considerable charge transfer character is 
associated with a sharp decrease in the D parameter, clearly because the triplet wavefunction is more 
delocalized if there is a consistent charge transfer degree. By comparing the D value for the NDI-





is essentially neutral, since D is only slightly smaller with respect to the triplet localized on the 
naphthalene diimide. In other words, the CT complex triplet state can be described as a superposition 
of states with a small contribution of the ionic state (small c2 coefficient in Eq. 6.1). Most likely both 
the NDI-FF and the Py-FF triplet wavefunctions contribute to the wavefunction of the complex since 
they are very similar in energy (2.04 eV and 2.09 eV are the lowest triplet state energies of the NDI 
and Py molecules according to phosphorescence measurements25,26). Since the triplet state reflects 
the characteristics of the singlet state from which it is populated by ISC, we can conclude that also the 
singlet state that is excited by irradiation inside the CT band has weak charge-transfer character. 
The analogous results for the samples in the two solvents (ODCB gel and DMSO solution) show that 
CT complexes are also formed in the DMSO solvent, despite the donor-acceptor interaction here is 
weaker due to the less effective hydrogen bonding, which prevents the self-assembling of fibers. This 
was expected from the high association constant of the NDI-Py couple18. 
 
6.2.2 Light-induced CW-EPR: charge photogeneration 
Light-induced EPR was used to probe the photoactivity of the NDI-FF/Py-FF system in terms of 
generation of stable charges. 
The results of the Light-induced CW-EPR experiments on the ODCB and DMSO NDI-FF/Py-FF 
samples are reported in Figure 6.7. The spectra were acquired both at room temperature and at 130 K. 





Figure 6.7 CW-EPR spectra of the NDI-FF/Py-FF samples. 
For the DMSO solution investigated at 300 K no signal was detected in dark, but a sharp and 
structured signal arose upon illumination. The signal is centered at g=2.0025 and it is composed of 13 
multiplets, each of which is split into 5 lines of about 0.2 Gauss linewidth. The simulation could be 
obtained assuming a spin ½ species interacting with 2 equivalent 14N atoms and two groups of 4 
equivalent protons each. The isotropic hyperfine coupling (aiso) with 14N (2.64 MHz) is exactly half the 
coupling with the first group of protons (5.28 MHz), giving rise to 13 lines, that are spilt into 5 due to 
the smaller interaction with the second group of protons (0.59 MHz) (Table 6.2). 
 
Table 6.2 Isotropic hyperfine couplings in NDI-FF˙¯. 
Nuclei n aiso (MHz) 
14N 2 2.64 
1Ha 4 5.28 
1Hb 4 0.59 
 
This pattern is consistent with a radical having the NDI structure, leading to the assignment of the 





while the weakly coupled protons correspond to the CH2 protons attached to the diimide nitrogens 
(Figure 6.8). 
 
Figure 6.8 NDI-FF structure with highlighted coupled nuclei. 
Hyperfine couplings with other nuclei of the side-chains were not detected, i.e. they must be included 
in the 0.2 Gauss linewidth, revealing that negligible spin-density is localized over the peptide chains. 
Our assignment is supported by literature on chemically reduced alkyl-substituted NDIs, for which 
very similar patterns and aiso values were found27, also confirming that the majority of the spin-density 
in NDIs radicals is localized on the NDI ring, with small influence of the side-chains.  
By freezing the DMSO solution, the photoinduced spectrum lost the hyperfine structure due to line-
broadening associated to A and g anisotropy, leading to an unresolved line of 4 Gauss peak-to-peak 
linewidth, centered at the same g-factor of 2.0025. The identification with the NDI-FF˙¯ radical in this 
case was provided by hyperfine spectroscopy, highlighting a strong interaction with 14N nuclei, as will 
be discussed in the next section. 
For the ODCB gel sample no photogeneration of radicals could be observed at room temperature. 
However, the system photoactivity was proved at low T, where a light-induced signal was detected. 
The linewidth of the signal is 3.1 Gauss and it is centered at 2.0025 Gauss like the NDI-FF˙¯ radical in 
the DMSO sample. Also in this case the assignment was confirmed by the hyperfine coupling with 14N 
nuclei, revealed by hyperfine spectroscopy methods. 
Clearly, if the photogeneration of radicals occurs at low T, there is no reason why it should not occur 
at room temperature. However, the absence of signal at high T can be explained considering that the 
lifetime of the radicals may be drastically reduced by thermally-activated recombination, causing a 
steady-state concentration of radicals below the spectrometer sensitivity.  
In both solvents, the absence of EPR signal in dark indicates that the ground state of the 
donor/acceptor system is neutral, i.e. with no charge separation. This is in line with the findings 
presented in the previous section on the charge-transfer character of the excited triplet state, which 
CHAPTER 6. DONOR-ACCEPTOR CHARGE-TRANSFER GEL 
150 
 
was proposed to be almost neutral, suggesting the same for the first excited singlet state. Both these 
evidences point to the weak character of the charge-transfer complex in the examined systems. 
Nevertheless, electron-transfer between the two molecules is promoted by light-illumination, leading 
to complete charge separation, as demonstrated by the EPR signature of non-interacting NDI-FF˙¯ 
radicals. Although there is no evidence of the formation of Py-FF˙⁺ radicals from LEPR, the role of 
Py-FF as electron-donor is confirmed by observing that NDI-FF alone in the same solvents does not 
produce photoinduced radicals (spectra not shown). 
In the attempt to clarify the reason for the absence of EPR signals by Py-FF radicals we oxidized Py-FF 
in an ODCB solution using PIFA (phenyl-iodine bis(trifluoroacetate)). The resulting signal of Py-FF˙⁺ 
consists of a line with 10 Gauss peak-to-peak linewidth centered at g=2.0025 (Figure 6.9 A). This is 
consistent with old EPR studies on the radical cation of pyrene, reporting a 2.00253 g-factor and large 
proton hyperfine couplings (four 1H with 5.38 G aiso, four 1H with 2.12 G aiso and two 1H with 1.18 G 
aiso)28, that are compatible with the 10 G linewidth that we observed in the frozen solution of Py-FF. 
Considering the g-factor of Py-FF˙⁺ coincides with the g-factor of NDI-FF˙¯, their signals should be 
superimposed. However, the line we detected in the NDI-FF/Py-FF samples at 130 K is only 4 G large, 
thus, any contribution by Py-FF˙⁺ must be very small. The same holds for the signal observed at room 
temperature in the DMSO solution, where the hyperfine pattern unambiguously stems from the 
NDI-FF˙¯ radical. 
Two main explanations can be provided for the absence of a Py-FF˙⁺ signal in the detected spectra. 
The first refers to the formation of diamagnetic species of the oxidized donor molecule, for example 
pyrene dications29. The second explanation is related to spin relaxation times, that may prevent the 
signal detection. We have no possibility to test the first hypothesis with EPR, while the second one 
can be evaluated by saturation experiments i.e. by variation of the microwave power in CW-EPR. From 
saturation experiments on the NDI-FF/Py-FF samples under illumination we found that a large signal 
arose at high MW power, that is compatible with the pyrene radical signal (Figure 6.9 B). This points 
to the existence of Py-FF radicals with fast spin-relaxation, giving rise to a signal only at high MW 






Figure 6.9 A: CW-EPR spectrum (80K) of the Py-FF˙⁺ radical in ODCB solution, obtained by oxidation with 
PIFA in dark; B: Light-on CW-EPR spectrum (130K) of the NDI-FF/Py-FF ODCB gel recorded at high 
microwave power (20 mW, black line), scaled spectrum of the Py-FF˙⁺ radical in ODCB solution (red dashed 
line). 
The LEPR measurements presented so far (Figure 6.7) highlighted a fundamental difference between 
the gel sample and the solution sample, namely the lifetime of photogenerated charges. Indeed, the 
absence of photoinduced signal in the gel at 300 K can be explained as an effect of fast recombination. 
Furthermore, a comparison of the intensities of the gel and solution signals at 130 K reveals that the 
gel signal is one order of magnitude less intense, in line with the existence of faster charge-loss 
processes in the gel. 
This hypothesis was confirmed by the decay kinetics of the photoinduced EPR signals at 130 K 
measured after switching off the illumination (Figure 6.10). The contrast between the two systems 
here is striking, with radicals stable within many hours in the DMSO frozen solution and decay times 
in the order of minutes in the ODCB gel. The decay of the LEPR intensity is associated to charge-
recombination30, therefore the different kinetics reveal the two systems consistently differ in terms of 
charge recombination rate.  




Figure 6.10 EPR signal decay (130K) upon switching-off illumination at t=0 in the NDI-FF/Py-FF samples. 
Geminate recombination, i.e. recombination between nascent radical pairs, is expected to occur in 
submicrosecond timescales after electron transfer, as observed in other organic semiconductors31. Its 
effect is to reduce the amount of radicals that can be detected by LEPR, i.e. stable radicals with 
lifetimes in the range of milliseconds or more, and consequently to reduce the signal intensity. 
However, geminate recombination does not contribute to the signal decay when light is switched off 
because it is not effective anymore in the time scale of LEPR. This means that the reported decay is 
mainly associated with non-geminate back-electron transfer phenomena, i.e. recombination between 
separated charges. Non-geminate recombination in organic disordered semiconductors is known to 
be limited by the hopping rate of charges inside the material32, as this determines the probability of 
collisions and back electron transfer. Therefore, we can infer that the faster recombination rate in the 
gel sample is an indication of the more efficient hopping of charges, suggesting a more efficient charge 
transport. On the other hand, in the DMSO solvent charges are highly stabilized, and recombination 
is slowed down.  
This behavior can be related to the strong D/A interactions in the ODCB solvent, leading to the 
formation of the extended stacked structures of the gel, that allow charge diffusion along the stacks. 
Conversely, DMSO efficiently interacts with the solute molecules by hydrogen bonding, preventing the 
formation of stacks and providing stabilization for charges. 
These results point to the potentialities of the supramolecular structures in the NDI-FF/Py-FF system 
as semiconducting architectures, by highlighting the differences with the analogous system where 






6.2.3 Hyperfine spectroscopy 
As described in Chapter 2, Pulse EPR methods have been developed allowing for indirect detection of 
nuclear spin transitions belonging to nuclei that are coupled with the electronic spin through the 
hyperfine interaction. Hyperfine couplings that are often unresolved in CW-EPR spectra can be readily 
extracted from nuclear transitions frequencies. Two-dimensional techniques are particularly relevant 
to the problem of determining hyperfine interactions, as they provide the highest resolution. For this 
reason, HYSCORE is preferred to ESEEM techniques33,34,35. 
The interest in the determination of hyperfine couplings is related to their intimate connection with 
the spin-density distribution inside the molecule. Furthermore, they are affected by the dynamics of 
the spin, providing indications in this respect. 
From CW-EPR experiments described above we could only determine the isotropic hyperfine couplings 
of the NDI-FF radical anion photogenerated in the NDI-FF/Py-FF DMSO solution, as in the gel system 
only the low temperature spectrum was detectable, where the couplings are unresolved.  
In order to fully exploit the information content of hyperfine coupling constants, we performed 
HYSCORE experiments on the NDI-FF/Py-FF gel sample and on the DMSO solution as reference 
system. 
The HYSCORE spectra were acquired at three τ values and then summed to avoid blind-spot effects. 
The magnetic field was kept fixed at the value of maximum intensity of the NDI-FF˙¯ radical EDEPR 
spectrum, since orientation selection was avoided by the use of strong pulses (see the Experimental 
section for further details on the experiment). Intense low frequency modulations by 14N nuclei 
dominated the HYSCORE time trace, leading to intense peaks in the Fourier-transformed spectrum. 
Couplings with 1H nuclei were barely visible in the spectra, which can be attributed to the presence of 
the strong modulating 14N nuclei, that were shown to cause suppression of weaker modulating 
contributions by Stoll et al.36. For this reason, the discussion will be limited to the 14N frequency region. 
The HYSCORE spectrum of the DMSO sample is shown in Figure 6.11 A. It shows peaks in both the 
(-,+) and the (+,+) quadrant. The two peaks in the (-,+) quadrant indicate a strong-coupling regime. 
They are centered at 2.6 MHz and are separated by 4.2 MHz, which is exactly four times the nuclear 
frequency of 14N at the magnetic field of the experiment (ν14N=1.05 MHz at 3446 G). Therefore, they 
are readily identified as correlation peaks between the double-quantum transitions (A ± 2ν14N) in the 
two electron spin manifolds. The elongated shape of the peaks reflects the anisotropy of the hyperfine 
interaction. 
CHAPTER 6. DONOR-ACCEPTOR CHARGE-TRANSFER GEL 
154 
 
The assignment of the signals in the (+,+) quadrant is not as much straightforward. However, it is 
known from literature that double quantum transitions are the most intense in systems with 14N 
nuclei, due to the strong quadrupolar interaction that consistently broadens single quantum cross-
peaks35. Hence, we attribute the ridge in the (+,+) quadrant to double quantum transitions due to 
weaker hyperfine couplings associated with different molecular orientations. The small diagonal peak 
at 2.2 MHz corresponds to the nuclear frequency of 2H belonging to the deuterated DMSO solvent 
that was used, revealing a weak interaction of the NDI-FF˙¯ spin with the solvent molecules. 
The HYSCORE spectrum of the ODCB gel sample is quite different (Figure 6.11 B). The cross peaks 
in the (-,+) quadrant disappeared, indicating a shift from the strong coupling regime to the weak 
coupling regime. The peaks in the (+,+) quadrant are most likely due to double-quantum transitions 
also in this case, but their assignment is not as immediate as in the strong-coupling case, due to the 
similar value of the hyperfine and quadrupolar interaction. The round shape of the peaks indicates a 
smaller hyperfine anisotropy compared to the previous sample. 
 
Figure 6.11 A: EDEPR spectrum, showing the field position used for HYSCORE acquisition, and HYSCORE 
spectrum (80K) of the NDI-FF˙¯ radical in the DMSO sample; B: EDEPR and HYSCORE spectra (80K) of the 
NDI-FF˙¯ radical in the ODCB gel sample. 
Spectral simulations were performed using Easyspin to derive 14N hyperfine and quadrupolar 
parameters of the systems. The simulations are shown in Figure 6.12 and the corresponding 
parameters are reported in Table 6.3. Although not perfect, they reproduce the main spectral features. 





the one that was determined from CW-EPR with high accuracy thanks to the absence of anisotropies 
in the solution at room temperature (aiso =2.64 MHz, see previous section). 
DFT calculations were performed in order to support the interpretation of the spectra. The 
B3LYP/EPR-II method was used to calculate the quadrupolar and hyperfine interactions of the central 
ring nitrogens in the NDI-FF˙¯ radical. The resulting quadrupolar constant and asymmetry parameter, 
as well as the aiso value, are close to the ones determined from the simulation of the NDI-FF˙¯ signals 
in the DMSO sample, confirming the validity of the simulation (see Table 6.3). The difference with the 
aiso determined for the radical in the ODCB gel sample arises because the radical in this system is not 
isolated like it is in both the DMSO sample and in the calculation. 
 
Figure 6.12 Superposition between HYSCORE spectra and their simulations. 
Table 6.3 14N hyperfine and quadrupolar parameters derived from HYSCORE simulations and from DFT 
calculations. 
 aiso (MHz) Adip (MHz) e2Qq/h (MHz) η 
Ax Ay Az 
ODCB 1 -0.34 -0.16 0.50 3.1 0 
DMSO 2.3 -0.7 -0.25 0.95 3.1 0 
Calc 2.93 -1.13 -1.07 2.20 3.74 0.05 
 
It is evident from the above data that the hyperfine coupling with the 14N atoms is reduced by 
approximately a factor 2 in the radical generated in the gel compared to the radical that forms in the 
DMSO solution. This can be interpreted as an indication of two possible phenomena, namely charge 
hopping or charge delocalization. 
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The hopping of the electron between different molecules tends to average out the isotropic hyperfine 
interaction, since the nuclear spin of the new molecule where the electron jumps has random 
probability of being in the α or β spin state37. Consequently, if the hopping frequency is higher than 
the difference between the α and β hyperfine frequencies, the isotropic interaction is averaged out. 
The dipolar contribution to the hyperfine interaction is anisotropic and thus it tends to be cancelled 
upon hopping in disordered systems because the molecules at different hopping sites have different 
orientations. Our data can be interpreted in the frame of partial averaging of the hyperfine interaction 
due to hopping rates that are comparable to the frequency separation between the hyperfine 
transitions. The occurrence of this phenomenon in the gel sample can again be related to the presence 
of fibers, i.e. supramolecular stacks of molecules, that are expected to favor charge transport. This is 
in line with the results from CW-EPR described in the previous section, where the efficient charge 
transport was inferred from the enhanced non-geminate charge recombination rate. 
The spin delocalization makes the hyperfine interaction weaker because the spin density is distributed 
over a larger number of atoms. This may as well explain the measured difference in the entity of the 
hyperfine interaction in the NDI-FF˙¯ radical between the gel and the solution sample, stemming from 
the larger delocalization of the anion provided by the stacking of molecules in the fibers of the gel. 
Although spin delocalization is not a direct observation of charge transport as hopping is, it is closely 
related to it. Indeed, it was recently demonstrated that the delocalization of charges is critical for long-
range charge separation in organic semiconductors, as it increases the average electron-hole 
separation, enhancing the dissociation probability38,39. 
Therefore, the results from hyperfine EPR spectroscopy suggest enhanced charge transport 




In this Chapter EPR spectroscopic techniques were applied to the study of the charge-transfer gel 
based on the peptide-substituted naphthalene diimide/pyrene couple. The experiments on the gel 
sample were performed in parallel to experiments on the solution of the two components in DMSO, a 
gel-disrupting solvent, in order to highlight peculiar photophysical properties induced by the presence 
of stacked structures forming the gel fibers. 
TR-EPR spectroscopy unraveled the formation of triplet states of the CT complex upon 





single components showed that the charge-transfer character of the state is small, being essentially a 
neutral triplet state. This likely indicates a small CT character also in the excited singlet state from 
which the triplet is formed. 
The findings on the CT character of the triplet are in line with the results from CW-EPR experiments, 
where the absence of EPR signals without photoexcitation revealed a neutral ground state for the 
complex. Therefore, the NDI-FF/Py-FF couple clearly forms a weak charge-transfer complex. 
Light-induced CW-EPR showed that the photoactivity of the NDI-FF/Py-FF system is not limited to 
the formation of the excited triplet state, as also complete electron transfer occurs upon illumination, 
leading to the formation of separated charges. Indeed, the LEPR signal of the radical anion of the NDI-
FF was detected in both the gel and in the DMSO solution. Light-induced EPR also allowed to disclose 
the different lifetime of photoinduced charges in the two systems, being smaller in the gel sample. 
This was confirmed by the light-off kinetics that showed an increased non-geminate recombination 
rate for the gel sample, attributable to the enhanced charge transport provided by the extensive 
stacking of molecules. 
A detailed analysis of the hyperfine interaction inside the NDI-FF˙¯ radical was used to further probe 
functional properties of the gel. HYSCORE spectra highlighted a decrease in the hyperfine interaction 
between the electron spin and the 14N nuclei of the NDI-FF ring inside the gel. The explanation for 
such a decrease is either electron hopping among molecules or increased spin delocalization due to 
stacking of molecules. Both phenomena are associated with improved charge transport in the system. 
In conclusion, the presented EPR investigation, aimed at probing the potentialities of the NDI-FF/Py-
FF self-assembled fibers as organic semiconductors, provided indications of encouraging properties 
of the system, namely charge photogeneration and transport. For this reason, it encourages future 
work oriented to the development of devices for the electrical characterization of the semiconducting 
properties of the material. A strong improvement in the charge transport ability could be reached by 
developing a strategy to achieve an average orientation of the fibers, leading to supramolecular wires 
capable of directional charge transport. 
 
6.4 Experimental 
Synthetic procedures, UV-Vis spectroscopy, TEM and NMR experiments were carried out by Dr. Silvia 
Bartocci from Prof. Mba group. 




Solvents were of analytical reagent grade and used as received. NDI-FF was synthesized from 
commercial 1,4,5,8-naphthalene-tetracarboxylic-dianhydride as described in the article40. Py-FF was 
synthesized from commercial pyreneacetic acid as reported in ref. 41. 
The gel was prepared from a ODCB solution of NDI-FF and Py-FF in a 1:1 molar ratio at 7mM 
concentration each, adopting the procedure described in the text (see section 6.1). 
The DMSO solution had the same concentration of NDI-FF and Py-FF of the gel. 
6.4.2 Samples preparation 
To prepare the EPR tube (3 mm ID, 4 mm OD) with the ODCB gel, a vial with the gel was shaken to 
temporarily disrupt the gel. Then 250 μl of the resulting solution were withdrawn and put inside the 
quartz EPR tube. The solution inside the tube was degassed by bubbling N2 for few minutes and the 
tube was then sealed using a blowtorch. The gel was formed again by heating and then cooling the 
EPR tube. 
The EPR tube with the DMSO solution was prepared by putting 250 μL of the solution inside the tube, 
that was then extensively degassed by bubbling N2. The tube was then sealed with the blowtorch. 
6.4.3 UV-Vis spectroscopy 
UV-Vis absorption spectra were acquired with a Varian Cary 100 spectrometer. A cell with detachable 
windows with a 0.2 mm path was used to measure the absorption of the gel. The gel was pre-formed 
in a vial and then transferred to the cell. 
6.4.4 TEM 
Transmission electron microscopy images were recorded with a Jeol 300PX instrument. The gel 
sample for TEM was prepared by dropping a small amount of gel into a glow discharged carbon coated 
grid and removing excess of gel with #50 hardened Whatman filter paper. 
6.4.5 NMR 
1H NMR spectra were recorded on a Bruker Avance 300 spectrometer. A suspension of NDI-FF and 
Py-FF in d4-ODCB was introduced in a screw-cap NMR tube. The mixture was heated in order to get 
a clear solution and then allowed to cool to room temperature to obtain the gel. The temperature of 






6.4.6.1 CW-EPR and TR-EPR 
Continuous wave EPR was performed with an X-band ER200D Bruker spectrometer, equipped with a 
nitrogen-flow variable-temperature system (Bruker BVT200), for sample temperatures control from 
130K to 300K. Continuous illumination in LEPR experiments was provided by a 300W Xe lamp, 
providing approximately 50mW power inside the dielectric TE011 cavity, through a quartz optical fiber. 
In TR-EPR experiments the photoexcitation was obtained from a Nd:YAG pulsed laser (Quantel 
Brilliant, pulse length = 5 ns; E/pulse = ca. 5 mJ; repetition rate 50Hz). The laser wavelength was 532 
or 355nm depending on the order of the harmonic-generator module. The spectra were acquired at 
25 dB microwave power attenuation, with 256 field points and typically 500 averages per point. 
6.4.6.2 Pulse-EPR and HYSCORE 
Pulse-EPR experiments were performed on a X-band ELEXSYS E580 Bruker spectrometer, equipped 
with a dielectric resonator inside an Oxford CF900 cryostat. The samples were studied under 
continuous illumination from a 300 W Xe lamp, that was IR filtered and focused into a quartz optical 
fiber bringing the light to the sample inside the resonator. 
HYSCORE experiments were performed using the pulse sequence π/2–τ–π/2–t1–π–t2-π/2–τ–echo 
with pulse lengths tπ/2=16ns and tπ=16ns. τ values were 140, 168 and 200 ns, t1 and t2 were 
incremented by dt=28ns leading to a 128×128 data matrix. A four-step phase cycle was used. 
The time domain HYSCORE data were processed in Matlab. The baseline was corrected by a 3rd order 
polynomial and the resulting time traces were apodized using a Hamming window function. The matrix 
was then zero-filled with 1024 points in both dimensions. The 2D-Fourier transform was applied and 
the absolute-value spectrum was calculated. 
6.4.7 DFT 
The geometry optimization of the NDI-FF radical anion was carried out in Gaussian0942 using the 
B3LYP/6-311G method. The side chains were truncated and replaced by methyl groups. 
The calculation of the hyperfine and nuclear quadrupolar tensors was done with ORCA43 using the 
B3LYP functional and the EPR-II basis set. 
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BHJSC  Bulk Heterojunction Solar Cell 
CS  Charge-separated state 
CT  Charge-transfer state 
DSSC  Dye-sensitized Solar Cell 
EDEPR  Echo-detected EPR 
HYSCORE  Hyperfine Sublevel Correlation Spectroscopy 
ISC  Intersystem Crossing 
LEPR  Light-induced EPR 
ODCB  ortho-dichlorobenzene 
PCE  Power Conversion Efficiency 
REC  Recombination 
rGO  Reduced Graphene Oxide 
SCRP  Spin-Correlated Radical Pair 
S/N  Signal-to-noise ratio 
TREPR  Time-Resolved EPR 
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