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Abstract
We introduce Concurrent Timed Automata (CTAs) where automata running in parallel are
synchronized. We consider the subclasses of CTAs obtained by admitting, or not, diagonal clock
constraints and constant updates, and by letting, or not, sequential automata to update the same
clocks. We prove that such subclasses recognize the same languages but di2er w.r.t. the succinct-
ness of the models. Moreover, we distinguish between subclasses that are polynomially closed
w.r.t. 3nite union and 3nite intersection, and subclasses that do not have such properties.
c© 2003 Elsevier B.V. All rights reserved.
1. Introduction
Since their introduction by Alur and Dill [1], Timed Automata (TAs) have been
one of the most studied models for real-time systems. TAs extend classic !-Automata
(see, e.g., [10]) by introducing variables measuring time, called clocks, which increase
uniformly with time. Each transition is labeled by an action, is guarded by a boolean
combination of clock constraints, and performs a set of reset updates. Each clock
constraint compares the value of a clock with a given constant. Each reset update
resets a given clock to the initial value 0.
Later, TAs have been enriched with diagonal clock constraints, which permit com-
parison of the value of two clocks, and with constant updates, which permit assigning
arbitrary time constants to clocks. These new features do not increase the class of
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languages accepted by TAs (see [5,6]). In fact, for each TA of size n and with d
diagonal clock constraints there is an equivalent (i.e. accepting the same language) TA
of size n× 2d without diagonal clock constraints (see [2] for the proof). Moreover, for
each TA of size n there is an equivalent TA of size polynomial w.r.t. n and with only
reset updates.
Extensions of TAs to deal with parallelism have been proposed by Bornot and Sifakis
[3,4] and Lanotte et al. [8,9]. In the model of [3,4] an action from the environment
is sensed either by all automata running in parallel, if the action is a “communication
action”, or by one single automaton, otherwise. In the model of [8,9] the environment
performs more than one action at any instant, and each of the automata running in
parallel senses its own subset of actions.
In the present paper we propose a variant of TAs with parallelism, called Concurrent
Timed Automata (CTAs), where automata running in parallel are perfectly synchro-
nized, meaning that they can compute only by sensing, at each instant, the same action
from the environment. CTAs can be mapped to equivalent TAs by using the cartesian
product. CTAs without clocks correspond to Drusinsky and Harel’s Concurrent Au-
tomata [7], which extend !-Automata with parallelism. Such Concurrent Automata can
be mapped to !-Automata, and the exponential lower bound to this mapping has been
proved in [7]. By this result, the exponential lower bound to mapping CTAs to TAs
follows.
Our model is included in those of [3,4] and [8,9]. We show that notwithstanding its
simplicity, our model is suitable to investigate the roˆle that some features, which may
or may not be o2ered by the model, play in the parallel setting.
First of all we analyze the power of diagonal clock constraints in the parallel setting.
We show that mapping CTAs with diagonal clock constraints to CTAs without diagonal
clock constraints is always possible, and we prove both the exponential lower bound
and the exponential upper bound to such a mapping. Note that the upper bound in
the sequential case (i.e. in the case of TAs) is polynomial w.r.t. the number of states
and transitions, and exponential only w.r.t. the number of diagonal clock constraints
(see [2]).
Then, we analyze the power of constant updates in the parallel setting. We show
that mapping CTAs with constant updates to CTAs with only reset updates is always
possible, and we prove both the exponential lower bound and the exponential upper
bound to such a mapping. Note that the upper bound in the sequential case is poly-
nomial.
Then, we consider CTAs with private clocks, i.e. the subset of CTAs where the value
of a given clock can be updated by only one sequential automaton (the owner of the
clock), and can be read by all sequential automata running in parallel. CTAs without
such a restriction are called CTAs with public clocks. We prove the exponential lower
bound and the exponential upper bound to mapping CTAs without diagonal clock con-
straints and with constant updates to CTAs with private clocks and with the same sets
of clock constraints and updates. We prove also the polynomial upper bound to map-
ping the other subclasses of CTAs (i.e. CTAs with diagonal clock constraints and CTAs
without diagonal clock constraints and with only reset updates) to the corresponding
subclasses with private clocks.
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Finally, we investigate the closure properties w.r.t. boolean operators of our eight
subclasses of CTAs (with or without diagonal clock constraints, constant updates and
public clocks). Since CTAs can be mapped to TAs, as in the case of TAs it holds that
CTAs are closed w.r.t. 3nite union and 3nite intersection, but not w.r.t. complement.
We prove that the four subclasses admitting diagonal clock constraints and the class
admitting both constant updates and public clocks are polynomially closed w.r.t. 3nite
union and 3nite intersection, whereas the three remaining subclasses do not have such
a property.
2. Concurrent timed automata
In this section we present our formalism.
2.1. Timed words
Let us consider a time domain T (non-negative rational numbers, or non-negative
real numbers, as examples) and an alphabet of actions .
A time sequence over T is an in3nite non-decreasing sequence (ti)i¿1, with ti ∈T,
satisfying the time progress property, i.e. for each t ∈T, there is some ti¿t.
A timed word =(ai; ti)i¿1 over  and T is an in3nite sequence such that (ai)i¿1
is a sequence of actions in  and (ti)i¿1 is a time sequence over T. The sequence
(ai)i¿1 is denoted untimed(). Intuitively, (ai; ti)i¿1 describes the behavior of a reactive
system that performs action ai at time ti; i¿1.
2.2. Clock valuations and clock constraints
Let us assume a set X of variables measuring elapsing of time, called clocks, which
increase uniformly with time.
A clock valuation over X is a mapping v :X →T assigning time values to clocks.
For a clock valuation v and a time value t ∈T, let v + t denote the clock valuation
such that, for each clock x∈X; (v+ t)(x)= v(x) + t.
The set C(X ) of clock constraints over X is de3ned by the following grammar:
 ::= x#t | x − y#t | ∧  | ¬ | ∨  | true;
where  ranges over C(X ); x; y∈X; t ∈T and #∈{¡;6;=; 
=;¿;¿}.
Clock constraints are requirements on the value of clocks that can be satis3ed or not
by clock valuations. We write v |= when the clock valuation v satis9es the clock
constraint . Formally, v |= x#t i2 v(x)#t; v |= x − y#t i2 v(x) − v(y)#t; v |=1 ∧2
i2 both v |=1 and v |=2; v |=¬ i2 v 
|=; v |=1 ∨2 i2 either v |=1 or v |=2,
and v |= true.
Constraints of the form x − y#t are called diagonal clock constraints. The subset
Cdf(X ) of diagonal free clock constraints excludes such constraints.
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2.3. Updates
Updates modify values of clocks. An update up over the set of clocks X is a 3nite
collection of simple updates (upi)16i6k , such that upi has the form xi := ti, with xi ∈X
and ti ∈T, and xi = xj implies ti = tj, for 16i¡j6k (this ensures that no clock can
assume more than one time value). The update up maps a given clock valuation v to
the clock valuation up(v) such that:
up(v)(x) =
{
ti if x = xi and upi is the simple update xi := ti;
v(x) if x =∈ {x1; : : : ; xk}:
We denote with U(X ) the set of updates over X , and with U0(X ) the set of reset
updates, i.e. updates with simple updates of the form xi := 0. Updates admitting simple
updates xi := t with t 
=0 are called constant updates.
2.4. The formalism
Let us de3ne 3rst the syntax of CTAs.
Denition 1. A CTA is a tuple
A = (; X; A1; : : : ; Am; R);
where:
•  is an alphabet of actions.
• X is a set of clocks.
• For each 16i6m; Ai =(Si; s0i ; !i) is a sequential automaton, where:
◦ Si = {s0i ; : : : ; s|Si|−1i } is a set of states,
◦ s0i is the initial state,
◦ !i⊆ Si× [C(X )××U(X )]× Si is the set of transitions.
• R⊆ ⋃16i6m Si is the set of repeated states.
Let us de3ne now the semantics of CTAs.
A con9guration of A is a collection of states c=(sh11 ; : : : ; s
hm
m )∈ S1× · · · × Sm. The
initial con9guration c0 is the collection of the initial states (s01; : : : ; s
0
m).
There is a step from a con3guration c=(sh11 ; : : : ; s
hm
m ) to a con3guration c
′=(sk11 ; : : : ;
skmm ) through action a, written c
a=⇒ c′, if there are transitions shii
i ; ai ;upi−−−−−→ skii such that
ai = a for each 16i6m and (up1; : : : ; upm) is an update (i.e. no clock assumes two
di2erent values). Note that to have a step we require that all sequential automata
A1; : : : ; Am read the same action.
A path P in A is an in3nite sequence of steps c0
a1=⇒ c1 a2=⇒ c2; : : : ; with c0 the
initial con3guration. The path is accepting if it passes in3nitely many times through
con3gurations containing some state in R. Paths describe the untimed behaviors of A.
To describe timed behaviors we need the notion of run.
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A run r of A through the path P= c0
a1=⇒ c1 a2=⇒ c2 : : : is a sequence 〈c0; v0〉 a1 ; t1=⇒
〈c1; v1〉 a2 ; t2=⇒〈c2; v2〉 : : : ; where:
• v0; v1; v2; : : : are clock valuations,
• (ti)i¿1 is a time sequence,
• if ci is the con3guration (sh1; i1 ; : : : ; shm; im ) and the step ci
ai+1=⇒ ci+1 of P is formed by the
set of transitions shj; ij
i+1j ; ai+1 ;up
i+1
j−−−−−−−→ shj; i+1j , with 16j6m, then, for t0 = 0, it holds that:
◦ v0(x)= 0 for every x∈X (all clocks are initially reset),
◦ for each i¿1; vi−1+(ti−ti−1) |=i1; : : : ; im (all clock constraints of the transitions
in the ith step are satis3ed by vi−1 + (ti − ti−1)),
◦ for each i¿1; vi =(upi1; : : : ; upim)(vi−1 + (ti − ti−1)) (vi is obtained from vi−1 +
ti − ti−1 by updating clocks according to the transitions in the ith step).
The label of the run r is the timed word =(a1; t1); (a2; t2) : : : : If the path P is
accepting then the timed word  is accepted (or recognized) by A. The set of all timed
words accepted by A is denoted by L(A), and is the (timed) language accepted by
A. We denote with untimed(L(A)) the set {untimed() | ∈L(A)}. We say that
two CTAs are equivalent i2 they accept the same language.
The size of each sequential automaton Ai =(Si; s0i ; !i), denoted |Ai|, is |Ai|= |Si| +∑
(shii ; ; a; up; s
ki
i )∈ !i(3+ ||+ |up|), where || and |up| are simply the length in symbols
of  and up, respectively. The size of A, denoted |A|, is ∑16i6m |Ai|+ |R|. Neither
 nor X are taken into consideration to compute |A| since all symbols in  and all
clocks in X are represented in A1; : : : ; Am.
2.5. The subclasses
Given a set of clock constraints C⊆C(X ) and a set of updates U⊆U(X ), the class
CTA(C;U) contains the CTAs whose transitions are guarded by clock constraints in C
and perform updates in U.
The subclass of CTA(C;U) with private clocks, denoted CTApr(C;U), contains the
CTAsA=(; X; A1; : : : ; Am; R) in CTA(C;U) where there is a partition X1; : : : ; Xm of
the set of clocks X such that, if any simple update x := t is in Ai, then x∈Xi. Au-
tomaton Ai is called the owner of the clocks in Xi and is the unique automaton that is
authorized to update them. CTAs without such a restriction are called CTAs with public
clocks.
The subclass of sequential CTA(C;U), denoted STA(C;U), contains the CTAs in
CTA(C;U) having only one sequential component. Alur and Dill’s model corresponds
to STA(Cdf(X );U0(X )). Note that STA(C;U)= STApr(C;U).
We shall consider the classes of Fig. 1, which admit or do not admit diagonal clock
constraints, constant updates and public clocks. We shall prove that they do not di2er
from the point of view of expressiveness, but do di2er from that of succinctness.
Following [7], given two classes of CTAs C and C′, we say that:
• C and C′ are polynomially reducible to each other, written C∼C′, i2 there is a
polynomial p such that, for each A in C, there is an equivalent A′ in C′ such that
|A′|6p(|A|), and conversely;
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Fig. 1. Relations of succinctness.
• the reduction from C to C′ has exponential upper bound, written C u→C′, i2 there
are a polynomial p and a constant k¿1 such that, for each A in C, there is an
equivalent A′ in C′ such that |A′|6kp(|A|);
• the reduction from C to C′ has exponential lower bound, written C l→C′, i2 there
are a polynomial p, a constant k¿1, a monotonically increasing function f, and
a family of languages (Lm)m¿0 such that Lm is accepted by some Am in C with
|Am|6p(f(m)), and every Bm in C′ accepting Lm is such that |Bm|¿kf(m);
• C is exponentially more succinct than C′, written C→C′, i2 both C l→C′ and
C
u→C′.
We will write C↔C′ i2 both C→C′ and C′→C.
In Section 3 we shall prove that C∼C′ for each pair of classes C; C′ with C∼C′
in Fig. 1. In Section 4 (resp. Section 5) we shall prove that C u→C′ (resp. C l→C′)
for each pair of classes C; C′ with either C→C′ or C↔C′ in Fig. 1.
Theorem 2. All relations of Fig. 1 hold.
Notice that for any pair of classes C;C′ in Fig. 1 such that C→C′ hold and C′→C
does not hold, we have that either C′ ⊂ C, or C′′ ⊂ C for some class C′′ such that
C′′ and C′ are polynomially reducible to each other. This implies either that each A′
in C′ is also in C, or that there is a polynomial p such that for each A′ in C′ there
is some A in C such that |A|6p(|A′|).
We want to study the closure properties of the classes in Fig. 1 w.r.t. boolean
operators.
We say that a class C is closed w.r.t. 9nite union i2 given arbitrary CTAsA1; : : : ;Ak
in C, there is a CTA A in C accepting the language L(A1)∪ · · · ∪L(Ak). If there is
a polynomial p such that |A|6p(|A1|+· · ·+|Ak |) then we say that C is polynomially
closed w.r.t. 9nite union.
We say that a class C is closed w.r.t. 9nite intersection i2 given arbitrary CTAsA1;
: : : ;Ak in C, there is a CTA A in C accepting the language L(A1)∩ · · · ∩L(Ak).
If there is a polynomial p such that |A|6p(|A1|+ · · ·+ |Ak |) then we say that C is
polynomially closed w.r.t. 9nite intersection.
Finally, we say that a class C is closed w.r.t. complement i2 given any CTA A in
C there is a CTA in C recognizing the language consisting of all the timed words that
are not in L(A).
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Since all classes in Fig. 1 can be reduced to CTApr(Cdf(X );U0(X )) (by The-
orem 2), and CTApr(Cdf(X );U0(X )) can be reduced to Alur and Dill’s TA (i.e.
STApr(Cdf(X );U0(X ))) by a cartesian product, it holds that, as in the case of TA,
all classes in Fig. 1 are closed w.r.t. 3nite union and 3nite intersection, but they are
not closed w.r.t. complement.
As regards the polynomial closures, we have the following result, that we shall prove
in Section 6.
Theorem 3. The classes in Fig. 1 admitting diagonal clock constraints and the class
admitting both constant updates and public clocks are polynomially closed w.r.t.
both 9nite union and 9nite intersection. The three remaining classes are polynomially
closed neither w.r.t. 9nite union nor w.r.t. 9nite intersection.
3. Polynomial reductions
In this section we prove that all relations ∼ in Fig. 1 hold. We assume that clock
constraints x#t and x − y#t are such that #∈{¿;6}. This restriction is legal since
any class of CTAs is polynomially reducible to a class of CTAs satisfying such a
requirement.
First of all we consider the case of CTAs with diagonal clock constraints and with
only reset updates.
Proposition 4. CTA(C(X );U0(X ))∼CTApr(C(X );U0(X )).
Proof. Since CTA(C(X );U0(X ))⊇CTApr(C(X );U0(X )), it suOces to prove that there
is a polynomial p such that, for each A=(; X; A1; : : : ; Am; R) in CTA(C(X );U0(X )),
there is some A′ in CTApr(C(X );U0(X )) with L(A)=L(A′) and |A′|6p(|A|).
Let A′=(;
⋃
x∈X {x1; : : : ; xm}; A′1; : : : ; A′m; R) be the CTA obtained from A as follows:
(1) each public clock x∈X is replaced by the private clocks x1; : : : ; xm, which are
owned by A′1; : : : ; A
′
m, respectively,
(2) each reset x := 0 in Ai is replaced by the reset xi := 0 in A′i ,
(3) each constraint x¿t (resp.: x6t; x−y¿t; x−y6t) in Ai is replaced by
∧
i∈[1; m] xi
¿t (resp.:
∨
i∈[1; m] xi6t;
∧
i∈[1; m]
∨
j∈[1; m] xi − yj¿t;
∨
i∈[1; m]
∧
j∈[1; m] xi − yj6t)
in A′i .
Intuitively, x is updated in A i2 some xi ∈{x1; : : : ; xm} is updated in A′. Hence,
the value of x corresponds to the value of the clock in {x1; : : : ; xm} that has been
most recently updated. Since only reset updates are admitted, the clock in {x1; : : : ; xm}
that has been most recently updated is the clock having the minimal value. There-
fore, x¿t (resp. x6t) i2 the clock xh ∈{x1; : : : ; xm} that has been most recently re-
set satis3es xh¿t (resp. xh6t), i.e.
∧
i∈[1; m] xi¿t (resp.
∨
i∈[1; m] xi6t). Moreover, if
yk ∈{y1; : : : ; ym} is the clock replacing y that has been most recently updated, x−y¿t
(resp. x− y6t) i2 xh − yk¿t (resp. xh − yk6t), i.e.
∧
i∈[1; m]
∨
j∈[1; m] xi − yj¿t (resp.∨
i∈[1; m]
∧
j∈[1; m] xi − yj6t).
Let us prove that L(A′)⊆L(A). The proof of the other inclusion is analogous.
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Assume a timed word ′=(a1; t1)(a2; t2) : : : ∈L(A′). There is a run r′= 〈c0; v′0〉 a1 ; t1=⇒
〈c1; v′1〉 a2 ; t2=⇒ : : : in A′ such that c0 a1=⇒ c1 a2=⇒ : : : is an accepting path. To prove that
′ ∈L(A), we prove that there is a run r= 〈c0; v0〉 a1 ; t1=⇒〈c1; v1〉 a2 ; t2=⇒ : : : in A through
the same path such that vi(x)= min{v′i(x1); : : : ; v′i(xm)}, for each i¿0.
Since v0 and v′0 assign 0 to all clocks and, therefore, they are such that v0(x)= min
{v′0(x1); : : : ; v′0(xm)}, it suOces to prove that if vi and v′i satisfy vi(x)= min{v′i(x1); : : : ; v′i
(xm)}, then 〈ci; v′i〉ai+1 ; ti+1=⇒ 〈ci+1; v′i+1〉 implies 〈ci; vi〉
ai+1 ; ti+1=⇒ 〈ci+1; vi+1〉 and vi+1 and v′i+1
satisfy vi+1(x)= min{v′i+1(x1); : : : ; v′i+1(xm)}. This follows from two facts:
• If v′i+ ti+1− ti |=′ for an arbitrary clock constraint ′, then vi+ ti+1− ti |=, where
 is the constraint in A from which the constraint ′ in A′ is derived. This follows
from the de3nition of ′ and the relation between v′i and vi.
• If 〈ci; v′i〉 ai+1 ; ti+1=⇒ 〈ci+1; v′i+1〉 resets the clock xh for some xh ∈{x1; : : : ; xm}, then
〈ci; vi〉ai+1 ; ti+1=⇒ 〈ci+1; vi+1〉 resets the clock x, and 0= vi+1(x)= min{v′i+1(x1); : : : ; 0; : : : ;
v′i+1(xm)}.
If 〈ci; v′i〉 ai+1 ; ti+1=⇒ 〈ci+1; v′i+1〉 resets no clock in {x1; : : : ; xm}, then it holds that 〈ci; vi〉
ai+1 ; ti+1=⇒ 〈ci+1; vi+1〉 does not reset x. So, it follows that vi+1(x) is such that vi+1(x)= vi
(x)+ti+1−ti= min{v′i(x1)+ti+1−ti; : : : ; v′i(xm)+ti+1−ti}= min{v′i+1(x1); : : : ; v′i+1(xm)}.
Now, |A′| is di2erent from |A| since each constraint  in A of size || is replaced
by a constraint in A′ of size O(|| ·m2). Since m is O(|A|), there is a polynomial p
such that |A′|6p(|A|).
Let us consider the CTA A′ in the proof above. Since diagonal clock constraints
appearing in A′ are derived only from diagonal clock constraints that appear in A, if
A∈CTA(Cdf(X );U0(X )) then A′ ∈CTApr(Cdf(X );U0(X )). Therefore, we infer the
following result.
Proposition 5. CTA(Cdf(X );U0(X ))∼CTApr(Cdf(X );U0(X )).
To conclude this section, we consider CTAs with diagonal clock constraints and
constant updates.
Proposition 6. CTA(C(X );U(X ))∼CTApr(C(X );U(X )).
Proof. Since CTA(C(X );U(X ))⊇CTApr(C(X );U(X )), it suOces to prove that there
is a polynomial p such that, for each A in CTA(C(X );U(X )), there is some A′
in CTApr(C(X );U(X )) with L(A)=L(A′) and |A′|6p(|A|). Let us assume that
A=(; {x1; : : : ; xn}; A1; : : : ; Am; R).
The proof is done in two steps. In the 3rst step we construct the CTA A′′=(; X ′′;
A′′1 ; : : : ; A
′′
m; A
′′
m+1; : : : ; A
′′
m+n; R)∈CTA(C(X );U(X )) such that:
• X ′′= {x1; : : : ; xn}∪ ⋃k∈[1; m]⋃j∈[1; n]{s jk ; t jk }∪ ⋃j∈[1; n]{yj; z j}.
• Each component A′′k , with k ∈ [1; m], has private clocks s1k ; t1k ; : : : ; snk ; tnk and is obtained
by adding updates to transitions in Ak . More precisely, for each transition t in Ak ,
and for each clock x j, either we add updates {s jk := 0; t jk := z + 1}, if t assigns z to
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x j, or we add updates {s jk := 0; t jk := 0}, if t does not update x j. Hence, the roˆle of
s jk and t
j
k is that, after each step, t
j
k − s jk = z+1 if A′′k has assigned z to x j, whereas
t jk − s jk =0 if A′′k has not updated x j.
• Each component A′′m+j, with j∈ [1; n], keeps track of the component in the set
{A′′1 ; : : : ; A′′m} that has most recently updated x j. It exploits information in clocks
t j1 ; s
j
1 ; : : : ; t
j
m; s
j
m, and it sets clocks yj and z j so that, for each 16k6m; z j−yj = k−1
i2 the most recent update on x j has been done by the component A′′k . We de3ne
A′′m+j as follows:
◦ A′′m+j has states is1; will1; : : : ; ism; willm, with is1 initial. State isk is entered i2 A′′k
is the component that has most recently updated x j and A′′m+j predicts that x
j is
not updated in the current step. State willk is entered i2 A′′m+j predicts that A
′′
k is
updating x j in the current step.
◦ For each action symbol a in  there are transitions
(1) 〈ish;
∧
i∈[1; m](t
j
i − s ji =0); a; {}; ish〉;
(2) 〈ish;
∧
i∈[1; m](t
j
i − s ji =0); a; {z j := k − 1; y j := 0}; willk〉;
(3) 〈willk ; (t jk−s jk = z+1)∧
∧
h∈{1; :::; k−1; k+1; :::; m}(t
j
h−s jh =0∨ t jh−s jh = z+1); a; {};
isk〉, for any z that can be assigned to x j;
(4) 〈willk ; (t jk−s jk = z+1)∧
∧
h∈{1; :::; k−1; k+1; :::; m}(t
j
h−s jh =0∨ t jh−s jh = z+1); a; {z j
:= h− 1; y j := 0}; willh〉, for any z that can be assigned to x j.
The 3rst transition checks that the prediction that x j was not updated in the past
step is correct (
∧
i∈[1; m](t
j
i − s ji =0)), and predicts that x j is not updated in the
current step (ish is entered). The second checks that x j was not updated in the
past step (
∧
i∈[1; m](t
j
i − s ji =0)) and predicts that x j is updated in the current step
by A′′k (willk is entered). In such a case, z
j − yj takes value k − 1. The third
transition checks that x j was updated by A′′k in the past step (t
j
k − s jk = z+1) and
predicts that x j is not updated in the current step (isk is entered). Moreover, it
checks that if some other components update x j, then x j does not assume two
di2erent values (
∧
h∈{1; :::; k−1; k+1; :::; m} t
j
h − s jh =0∨ t jh − s jh = z+1). Finally, the last
transition checks that x j was updated by A′′k in the past step (t
j
k − s jk = z+1) and
predicts that x j is updated by A′′h in the current step (willh is entered). Moreover,
it checks that if some other components update x j, then x j does not assume two
di2erent values (
∧
h∈{1; :::; k−1; k+1; :::; m} t
j
h − s jh =0∨ t jh − s jh = z + 1).
In the second step we replace each clock x j by the private clocks x j1 ; : : : ; x
j
m, with x
j
i
owned by A′′i . We obtain A
′=(; X ′; A′1; : : : ; A
′
m+n; R) as follows:
• X ′=(X ′′\{x1; : : : ; xn})∪ ⋃j∈[1; n]⋃i∈[1; m]{x ji }.
• For each i∈ [1; m]; A′i is obtained from A′′i by replacing each simple update x j := t
with x ji := t, and by modifying the constraints of transitions as follows:
◦ x j¿t becomes ∧h∈[1; m](z j − yj = h− 1=⇒ x jh¿t),
◦ x j6t becomes ∧h∈[1; m](z j − yj = h− 1=⇒ x jh6t),
◦ x j − xi¿t becomes ∧h∈[1; m](z j −yj = h− 1=⇒ ∧k∈[1; m](zi −yi = k − 1=⇒ x jh −
xik¿t)),
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◦ x j − xi6t becomes ∧h∈[1; m](z j −yj = h− 1=⇒ ∧k∈[1; m](zi −yi = k − 1=⇒ x jh −
xik6t)).
• For each 16j6n; A′m+j =A′′m+j.
It holds that there is a run r= 〈c0; v0〉 a1 ; t1=⇒〈c1; v1〉 a2 ; t2=⇒ : : : in A i2 there is a run
r′′= 〈c′′0 ; v′′0 〉 a1 ; t1=⇒〈c′′1 ; v′′1 〉 a2 ; t2=⇒ : : : in A′′ i2 there is a run r′= 〈c′0; v′0〉 a1 ; t1=⇒〈c′1; v′1〉 a2 ; t2=⇒ : : :
in A′ such that:
• c′′0 and c′0 are obtained by adding to c0 state is1 for each automaton A′′m+j.
• c′′i and c′i are obtained by adding to ci, for each 16j6m, either state isk of A′′m+j,
if 〈ci−1; vi−1〉 ai ; ti=⇒〈ci; vi〉 is such that no component updates x j and Ak was the last
components updating x j, or state willk of A′′m+j, if 〈ci−1; vi−1〉 ai ; ti=⇒〈ci; vi〉 is such that
Ak updates x j.
• v′′0 is obtained by adding to v0 clock valuations for s jk ; t jk ; y j; z j; 16k6m; 16j6n,
which take value 0.
• v′′i is such that, given any 16j6n, it holds that t jk − s jk =0 for each 16k6m and
z j − yj evaluates as in v′′i−1, if 〈ci−1; vi−1〉 ai ; ti=⇒〈ci; vi〉 is such that no automaton
updates x j. Moreover, t jk − s jk = z + 1 and z j − y j = k − 1 if 〈ci−1; vi−1〉
ai ; ti=⇒〈ci; vi〉
is such that Ak assigns z to x j.
• For each i¿0; v′i is obtained from v′′i by removing the valuation of x j for each
16j6n, and by adding the valuation for x j1 ; : : : ; x
j
m, provided that v′i(x
j
k )= v
′′
i (x
j) i2
v′′i (z
j)− v′′i (yj)= k − 1.
It follows that L(A′)=L(A′′)=L(A).
Now, A′ has O(n) new parallel components, each component has O(m) states,
and from each state O(m · || · |Z |) transitions depart, where || is the number of
symbols that e2ectively appear in A and |Z | is the number of di2erent values that are
e2ectively assigned to clocks in A. Updates and constraints of these transitions are of
size O(m · v), where v is the size of the constraints in A. The m components of A
are modi3ed by introducing constraints of size O(m2v). Since m; n; v; || and |Z | are
O(|A|), there is a polynomial p such that |A′|6p(|A|).
4. Exponential upper bounds
In this section we prove that CTA(C(X );U(X )) u→ STA(Cdf(X );U0(X )), from which
it follows that all arrows in Fig. 1 represent exponential upper bounds.
Proposition 7. CTA(C(X );U(X )) u→ STA(Cdf(X );U0(X )).
Proof. Given any CTA A∈CTA(C(X );U(X )), we obtain an equivalent automaton
S∈ STA(C(X );U(X )), where |S| is O(2|A|), by a cartesian product construction.
Following [2], we transform S into an equivalent automaton S′ ∈ STA(Cdf(X );U(X ))
such that |S′| is O(|S| × 2d), where d is the number of diagonal clock constraints
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in S. Since d is O(|A|), |S′| is O(22|A|). As pointed out in [5], S′ is polynomi-
ally reducible to an equivalent automaton S′′ ∈ STA(Cdf(X );U0(X )). Namely, there is
a polynomial p′ with |S′′|6p′(|S′|), i.e. |S′′|6p′(O(22|A|))6O(2p′(2|A|)). Hence,
there is a polynomial p such that |S′′| is O(2p(|A|)).
Corollary 8. If C→C′ or C↔C′ is in Fig. 1, then C u→C′.
Proof. Relations
CTA(C(X );U(X )) u→CTA(Cdf(X );U(X )),
CTA(C(X );U(X )) u→CTA(C(X );U0(X )),
CTA(C(X );U(X )) u→CTApr(Cdf(X );U(X )),
CTA(Cdf(X );U(X ))
u→CTA(Cdf(X );U0(X )),
CTA(C(X );U0(X ))
u→CTA(Cdf(X );U0(X )) and
CTApr(Cdf(X );U(X ))
u→CTA(Cdf(X );U0(X ))
follow by Proposition 7 and the following inclusions:
CTA(Cdf(X );U0(X )) ⊂ CTA(Cdf(X );U(X )),
CTA(Cdf(X );U0(X )) ⊂ CTA(C(X );U0(X )),
CTApr(Cdf(X );U0(X )) ⊂ CTApr(Cdf(X );U(X )),
CTA(Cdf(X );U(X )) ⊂ CTA(C(X );U(X )),
CTA(C(X );U0(X )) ⊂ CTA(C(X );U(X )) and
CTApr(Cdf(X );U(X )) ⊂ CTA(C(X );U(X )), respectively.
Moreover, relations
CTA(Cdf(X );U(X ))
u→CTA(C(X );U0(X )),
CTA(C(X );U0(X ))
u→CTA(Cdf(X );U(X )),
CTApr(Cdf(X );U(X ))
u→CTA(C(X );U0(X )),
CTA(C(X );U0(X ))
u→CTApr(Cdf(X );U(X )) and
CTA(Cdf(X );U(X ))
u→CTApr(Cdf(X );U(X ))
follow from the relations above and the following inclusions:
CTA(Cdf(X );U(X )) ⊂ CTA(C(X );U(X )),
CTA(C(X );U0(X )) ⊂ CTA(C(X );U(X )),
CTApr(Cdf(X );U(X )) ⊂ CTA(C(X );U(X )),
CTA(C(X );U0(X )) ⊂ CTA(C(X );U(X )) and
CTA(Cdf(X );U(X )) ⊂ CTA(C(X );U(X )), respectively.
5. Exponential lower bounds
In this section we prove that all arrows in Fig. 1 represent exponential lower bounds.
The result follows from CTApr(C(X );U0(X ))
l→CTA(Cdf(X );U(X )), CTApr(Cdf(X );
U(X )) l→CTA(C(X );U0(X )) and CTA(Cdf(X );U(X )) l→CTApr(Cdf(X );U(X )),
which are proved in Sections 5.2–5.4, respectively. In Section 5.1 we prove two prop-
erties of CTAs that will be exploited in the subsequent sections.
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5.1. Properties of CTAs
Given a CTA A= 〈; X; A1; : : : ; Am; R〉 and a state s in Ai, we say that Ai can com-
municate to the other components A1; : : : ; Ai−1; Ai+1; : : : ; Am that its active state is s i2
there is a clock constraint s that holds if and only if Ai is in state s. Intuitively, if
this property holds, then some transitions in A1; : : : ; Ai−1; Ai+1; : : : ; Am can be guarded
by s (resp. ¬s) and performed i2 state s is (resp. is not) active. Therefore, the
property gives to A1; : : : ; Am the ability to coordinate their executions.
The following result means that if diagonal clock constraints are not admitted, then,
in general, a sequential component is not able to communicate to the other components
its active state.
Proposition 9. Let us consider a CTA A=(; X; A1; : : : ; Am; R) in the class CTA(Cdf
(X );U(X )). Then, for each state s of each component Ai, one of the following prop-
erties holds:
(1) there is a constant t such that, for all runs 〈c0; v0〉 a1 ; t1=⇒〈c1; v1〉 a2 ; t2=⇒〈c2; v2〉 : : : of
A, either s is not in any con9guration ch, or, for all con9gurations ch with s in
ch, it holds that th+1 − th¡t;
(2) there is a constant t such that, for all runs 〈c0; v0〉 a1 ; t1=⇒〈c1; v1〉 a2 ; t2=⇒〈c2; v2〉 : : : of
A, either s is in all con9gurations ch, or, for all con9gurations ch with s not in
ch, it holds that th+1 − th¡t;
(3) Ai cannot communicate to the other components A1; : : : ; Ai−1; Ai+1; : : : ; Am that its
active state is s.
Proof. Assume, by contradiction, that there is a state s in Ai that does not satisfy
properties 1 and 2 above, and that there is a clock constraint s such that s holds
if and only if Ai is in state s. Since A∈CTA(Cdf(X );U(X )); s must be a diagonal
free clock constraint.
We can rewrite s as 1s ∨ · · · ∨iss , with each js being a conjunction of atomic
constraints x#t such that # =∈{=; 
=}.
First of all we can prove that some constraint either of the form x js¡t
j
s or of
the form x js6t
j
s appears in 
j
s for each 16j6is. By contradiction, let us assume
that js has the form x1#1t′1 ∧ · · · ∧ xi(s; j)#i(s; j) t′i(s; j) , with #1; : : : ; #i(s; j) ∈{¿;¿}. Since
property 2 does not hold for s, there is a run 〈c0; v0〉 a1 ; t1=⇒〈c1; v1〉 a2 ; t2=⇒〈c2; v2〉 : : : such
that the state s is not in con3guration ch and th+1 − th¿t′1; : : : ; t′i(s; j) . It holds that vh +
(th+1 − th) |= x1#1t′1 ∧ · · · ∧ xi(s; j)#i(s; j) t′i(s; j) , i.e. vh + (th+1 − th) |=js , which implies that
vh + (th+1 − th) |=s. This is a contradiction, since s is not in ch.
So, we have proved that some constraint x js¡t
j
s , or x
j
s6t
j
s , appears in 
j
s for each
16j6is. Now, since property 1 does not hold for s, there is a run 〈c0; v0〉 a1 ; t1=⇒〈c1; v1〉
a2 ; t2=⇒〈c2; v2〉 : : : such that the state s is in con3guration ch and th+1 − th¿t js for all
16j6is. It holds that vh + (th+1 − th) 
|= x js¡t js and vh + (th+1 − th) 
|= x js6t js , i.e.
vh + (th+1 − th) 
|=js , for all 16j6is. It follows that vh + (th+1 − th) 
|=s, which is a
contradiction, since s is in ch.
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Given a CTA A= 〈; X; A1; : : : ; Am; R〉, we say that Ai can force Aj to perform a
transition th in a given set of enabled transitions t1; : : : ; tn with updates up1; : : : ; upn,
respectively, i2 Ai can perform a transition t with update up such that (up; uph) is an
update, and (up; upj) is not an update for any j∈{1; : : : ; h− 1; h+ 1; : : : ; n}.
Also this property gives A1; : : : ; Am the ability to coordinate their executions.
The following result means that if either constant updates or public clocks are not
admitted, then, in general, the property above does not hold.
Proposition 10. Let us consider a CTA A=(; X; A1; : : : ; Am; R) in the class CTA(C
(X );U(X )). A component Ai can force a component Aj to perform a transition th in
a set of enabled transitions {t1; : : : ; tn} only if both public clocks and constant updates
are admitted.
Proof. Assume that Ai can force Aj to perform a transition th in a set of enabled tran-
sitions {t1; : : : ; tn} with updates up1; : : : ; upn, respectively. In this case, Ai can perform a
transition t with update up such that (up; uph) is an update, and (up; upj) is not an up-
date for any j∈{1; : : : ; h−1; h+1; : : : ; n}. Hence, for each j∈{1; : : : ; h−1; h+1; : : : ; n},
there must be a simple update x := t in up and a simple update x := t′ in upj with t
′ 
= t.
Therefore, x is a public clock and constant updates are admitted.
5.2. Simulation of diagonal clock constraints
In this section we prove the following result, which means that simulating diagonal
clock constraints implies, in general, an exponential growth of the CTA.
Proposition 11. CTApr(C(X );U0(X ))
l→CTA(Cdf(X );U(X )).
Let (Am)m¿0=(({a; b};
⋃
06i6m{xi; yi}; A0; : : : ; Am; {s′0}))m¿0 be the family in CTApr
(C(X );U0(X )) with A0 and Ak; k¿1, represented in Fig. 2. The family (Am)m¿0
accepts the family (Lm)m¿0 of timed languages over {a; b} such that:
• untimed(Lm)= (b∗a2m+1)! and
• every time sequence underlying a timed word in Lm is strictly increasing.
The idea is that A0; : : : ; Am are able to count 2m+1 occurrences of the action a. More
precisely, A0; : : : ; Am implement a counter modulo 2m+1.
Fig. 2. Automata A0 and Ak ; k¿1 (s0 and sk are the initial states).
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Let b0; : : : ; bm be coeOcients in {0; 1}. When
∑
06k6m 2
k × bk occurrences of a have
been counted, the component Ak is either in state sk , if bk =0, or in state s′k , if bk =1.
Hence, every 2m+1 =1+
∑
06k6m 2
k occurrences of a; A0; : : : ; Am are in state s0; : : : ; sm,
respectively, and a 3nite sequence of occurrences of b can be read. (The sequence of b
cannot be in3nite because A0 must reach in3nitely many times s′0, which is the unique
repeated state in Am.)
Whenever a is read, the component Ak changes its state i2 A0; : : : ; Ak−1 are in state
s′0; : : : ; s
′
k−1, respectively. This corresponds to the fact that the coeOcient bk switches
either from 0 to 1, or from 1 to 0, every 2k =1+
∑
06i6k−1 2
i occurrences of a. The
component Ak infers that A0; : : : ; Ak−1 are in state s′0; : : : ; s
′
k−1, respectively, by the fact
that y0¡x0 ∧ · · · ∧yk−1¡xk−1. This is correct, since clock yi (resp. xi) is reset every
time s′i (resp. si) is entered, and since yi and xi never have the same value (because
clock constraints in transitions of A0 imply that neither s0 nor s′0 can be left in the
same instant in which it is entered).
Note that in this example components use diagonal clock constraints to communicate
their active state to other components.
Now, since |Am| is polynomial w.r.t. m (Am has O(m) states and transitions, each
transition has an update of constant size and a constraint of size O(m), and Am has
only one repeated state) to prove Proposition 11 it suOces to prove that every family
(Bm)m¿0 in CTA(Cdf(X );U(X )) accepting (Lm)m¿0 is such that |Bm| is at least O(2m).
Consider any family (Bm)m¿0 in CTA(Cdf(X );U(X )) accepting (Lm)m¿0. Since Bm
can count 2m+1 occurrences of a, it has at least 2m+1 con3gurations. If such occurrences
of a are counted by a single sequential component of Bm, then such a component has
at least 2m+1 states, and the thesis follows. Hence, it suOces to prove that the occur-
rences of a cannot be counted by n¿1 components in Bm, through any cooperation.
Assume, by contradiction, that such components B1; : : : ; Bn exist. To achieve the coop-
eration, there must be some Bi that can communicate to some Bj, with j 
= i, when it is
in some state s. Now, states in Bm cannot satisfy properties 1 and 2 of Proposition 9,
since all timed words  with untimed()= (b∗a2
m+1)! are in L(Bm), and, therefore,
there is no constant t such that the time elapsed between a symbol and the subse-
quent one is less than t. Hence, by Proposition 9, Bi cannot communicate to Bj that it
is in s.
5.3. Simulation of constant updates
In this section we prove the following result, which means that simulating constant
updates implies, in general, an exponential growth of the CTA.
Proposition 12. CTApr(Cdf(X );U(X ))
l→CTA(C(X );U0(X )).
Let (Am)m¿0=(({a; b};
⋃
06i6m{xi; zi}; A0; : : : ; Am; {q0}))m¿0 be the family in CTApr
(Cdf(X );U(X )) with A0 and Ak; k¿1, represented in Fig. 3. The family (Am)m¿0
accepts the family (Lm)m¿0 of timed languages over {a; b}, where Lm contains precisely
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Fig. 3. Automata A0 and Ak ; k¿1 (q0 and qk are the initial states).
the timed words (a; t0); (b; t′0); (a; t1); (b; t
′
1) : : : such that:
• t0¡5 and, for each i¿0; ti+1¡ti + 5;
• for each 06i62m+1−1 and for each natural n; t′i+(2m+1×n)− ti+(2m+1×n) is in a set Ti
such that, if i=
∑
06k6m 2
k × bk with b0; : : : ; bm ∈{0; 1}, then, for each 06k6m,
either 1− 12
k ∈Ti, if bk =0, or 1− 12
k+m ∈Ti, if bk =1.
The idea is that A0; : : : ; Am are able to count 2m+1 occurrences of the action a. More
precisely, A0; : : : ; Am implement a counter modulo 2m+1.
Let b0; : : : ; bm be coeOcients in {0; 1}. When i=
∑
06k6m 2
k × bk occurrences of a
have been counted, the component Ak is either in a state in {qk ; s′k}, if bk =0, or in
a state in {q′k ; sk}, if bk =1. Hence, when the subsequent occurrence of a is read, the
clock zk takes either 12
k
, if bk =0, or 12
k+m
, if bk =1. Now, the subsequent occurrence
of b can be read when condition
∨
06i6m zi =1 holds. So, before reading such a b, we
must wait for a time in the set Ti, which contains, for each 06k6m, either 1− 12
k
, if
bk =0, or 1− 12
k+m
, if bk =1.
Note that the sets T0; : : : ; T2m+1−1 are pairwise di2erent.
Whenever a is read, automaton Ak changes its state i2 A0; : : : ; Ak−1 are in state
q′0; : : : ; q
′
k−1, respectively. This corresponds to the fact that the coeOcient bk switches
either from 0 to 1, or from 1 to 0, every 2k =1+
∑
06i6k−1 2
i occurrences of a. The
component Ak infers that A0; : : : ; Ak−1 are in state q′0; : : : ; q
′
k−1, respectively, by the fact
that x0¿5∧ · · · ∧ xk−1¿5. This is correct, since clock xi is set to 5 (resp. 0) every
time qi (resp. q′i) is left, and two subsequent occurrences of a are separated by less
that 5 units of time. This last fact is ensured by clock constraints x0¡5 and x0¡10
in the transitions of A0. (Note that in this example components use constant updates
instead of diagonal constraints to communicate their active state to other components.
This does not contradict Proposition 9, since states in Am satisfy items 1 and 2 of
Proposition 9 for the constant t=5.)
Now, since |Am| is polynomial w.r.t. m (Am has O(m) states and transitions, each
transition has an update of constant size and a constraint of size O(m), and Am has
only one repeated state), to prove Proposition 12 it suOces to prove that every family
(Bm)m¿0 in CTA(C(X );U0(X )) accepting (Lm)m¿0 is such that |Bm| is at least O(2m).
Consider an arbitrary Bm in CTA(C(X );U0(X )) accepting Lm. It must have at least
2m+1 con3gurations, c0; : : : ; c2m+1−1, such that, whenever ci is activated, an occurrence of
b must be read after a time chosen in the set Ti. First of all we observe that, whenever
ci is activated, to check whether a time in Ti is elapsed we can observe only clocks
that are reset (and not arbitrarily set, since constant updates are not admitted) when ci
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Fig. 4. The automaton Ak ; k¿1 (sk is the initial state).
is activated. We mean that we cannot observe clocks that were reset before, since the
step leading to ci is caused by an occurrence of a that arrives non-deterministically in
the interval [t; t + 5), where t is the arrival time of the previous occurrence of a. As
a consequence, from every state in ci at least |Ti| transitions depart, each representing
waiting for a time in Ti. This implies that no state in the con3guration ci can also be
in any con3guration cj, with j 
= i. It follows that at least 2m+1 states are in Bm, which
implies the thesis.
5.4. Simulation of private clocks
In this section we prove the following result, which means that simulating public
clocks implies, in general, an exponential growth of the CTA with diagonal free clock
constraints and constant updates.
Proposition 13. CTA(Cdf(X );U(X ))
l→CTApr(Cdf(X );U(X )).
Let (Am)m¿1 = (({a}; {x}; A1; : : : ; Am; {s0}))m¿1 be the family in the class CTA(Cdf
(X );U(X )) such that Ak; k¿1, is represented in Fig. 4. The family (Am)m¿1 accepts
the family (Lm)m¿1 of timed languages over {a} such that Lm contains precisely the
timed words (a; t1)∗(a; t2)∗ : : : (a; tn)∗ : : : such that:
• t1 ∈T1 = {2m+ 1};
• t2 − t1 ∈T2 = {2m+ 1− 1; 2m+ 1− 2; : : : ; 2m+ 1− m};
• if ti − ti−1 ∈Ti, then either ti − ti−1 = 2m + 1 − k for some 16k6m and
ti+1− ti ∈Ti+1 = (Ti\{2m+1−k})∪{2m+1−(k+m)}, or ti− ti−1 = 2m+1−(k+m)
for some 16k6m and ti+1 − ti ∈Ti+1 = (Ti\{2m+ 1− (k + m)})∪{2m+ 1− k}.
At instant t1 = 2m+1, there is a 3nite sequence of steps from con3guration (s1; : : : ; sm)
to itself. This sequence of steps cannot be in3nite due to the time progress prop-
erty. In the last step of the sequence, some automaton Ak , for some 16k6m, leaves
state sk , enters state s′k and sets the public clock x to value k, whereas automata
A1; : : : ; Ak−1; Ak+1; : : : ; Am perform the transitions leaving and entering states s1; : : : ; sk−1;
sk+1; : : : ; sm, respectively. It cannot happen that both s′i and s
′
j are entered, for some
16i¡j6m, since x can take at most one value.
The next step is performed at instant t2 = t1+(2m+1−k). Since k can be arbitrarily
chosen in the set {1; : : : ; m}, it holds that t2− t1 ∈T2 = {2m+1−1; 2m+1−2; : : : ; 2m+
1− m}.
Now, assume that at time ti−1 component Ak leaves sk (resp. s′k), enters s
′
k (resp.
sk) and sets x to k (resp. k + m), and that A1; : : : ; Ak−1; Ak+1; : : : ; Am do not change
state. The time ti − ti−1 that elapses until the next step is performed is 2m + 1 − k
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(resp. 2m+1− (k+m)). Moreover, the time that elapses between ti and ti+1 cannot be
2m+1− k (resp. 2m+1− (k +m)), and can be 2m+1− (k +m) (resp. 2m+1− k).
In fact, the transition from s′k to sk (resp. from sk to s
′
k) can be performed at time ti,
and that from sk to s′k (resp. from s
′
k to sk) cannot.
Since |Am| is polynomial w.r.t. m (Am has O(m) states and transitions, each tran-
sition has an update of constant size and a constraint of constant size, and Am has
only one repeated state), to prove Proposition 13 it suOces to prove that every family
(Bm)m¿1 in CTApr(Cdf(X );U(X )) accepting (Lm)m¿1 is such that |Bm| is at least
O(2m).
Assume, by contradiction, that a family (Bm)m¿1 in CTApr(Cdf(X );U(X )) accept-
ing (Lm)m¿1 exists which is not exponential w.r.t. m. Since Bm accepts timed words
(a; t1)∗(a; t2)∗ : : : (a; tn)∗ : : : ; where ti+1− ti can be in one of 2m di2erent sets, Bm has at
least 2m di2erent con3gurations, c′1; : : : ; c
′
2m , simulating the con3gurations c1; : : : ; c2m of
Am. Therefore, since Bm is not exponential w.r.t. m, it cannot have only one sequential
component. So, let us assume that it has n sequential components, B1; : : : ; Bn.
Since T2 = {2m+1−1; 2m+1−2; : : : ; 2m+1−m} and, for each i¿2; Ti+1 is either
(Ti\{2m+ 1− k})∪{2m+ 1− (k + m)} or (Ti\{2m+ 1− (k + m)})∪{2m+ 1− k}
for some 16k6m, it holds that from each con3guration c′i it is possible to reach m
con3gurations in {c′1; : : : ; c′2m} through a step. Let ci;1; : : : ; ci;m be the con3gurations of
Am such that ci; j is reached from ci when Aj changes state and assigns -j ∈{j; j+m}
to x, and A1; : : : ; Aj−1; Aj+1; : : : Am do not change state.
Assume that ci is the uth con3guration entered, i.e. the time elapsed between entering
ci and exiting ci is in the set Tu.
Let s1; : : : ; sn be the states in the sequential components B1; : : : ; Bn, respectively, such
that c′i =(s1; : : : ; sn). There is a total function f : {1; : : : ; m}→{1; : : : ; n} such that, given
any 16h6m, there are:
• a state sf(h) with f(h)∈{1; : : : ; n};
• a transition from state sf(h) to a state s′f(h) assigning a value .h to some private
clock xf(h) owned by Bf(h);
• a transition either from s′f(h) or from a state that is entered whenever s′f(h) is, guarded
by a clock constraint xf(h) = tf(h), where such a guard checks that the amount of
time 2m+ 1− -h is elapsed. The transition from s′f(h) is needed because there must
be a step leaving c′i; h precisely 2m+ 1− -h instants after c′i; h is entered.
Now, given h1 
= h2, in general it holds that f(h1) 
=f(h2), otherwise there is a state in
Bm for each con3guration of Am, thus contradicting that Bm is not exponential w.r.t.
m. So, let us assume that f(h1) 
=f(h2). Due to Proposition 10, when entering s′f(h1),
the component Bf(h1) cannot force the component Bf(h2) to avoid entering s
′
f(h2). Hence,
there is a step from (s1; : : : ; sn) to a con3guration where both s′f(h1) and s
′
f(h2) are active.
In such a con3guration, both a transition guarded by the clock constraint xf(h1) = tf(h1),
and a transition guarded by the clock constraint xf(h2) = tf(h2) can be performed. This
implies that an occurrence of a can be read in this con3guration 2m + 1 − -h1 or
2m + 1 − -h2 units of time after it is entered. This implies that Tu+1\Tu has at least
two elements, thus contradicting that Bm accepts Lm.
By Proposition 11–13 it follows that all arrows in Fig. 1 represent exponential lower
bounds.
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Corollary 14. If C→C′ or C↔C′ is in Fig. 1, then C l→C′.
Proof. Proposition 11 implies relations
CTA(C(X );U0(X ))
l→CTA(Cdf(X );U0(X )),
CTA(C(X );U0(X ))
l→CTApr(Cdf(X );U(X )),
CTA(C(X );U(X )) l→CTA(Cdf(X );U(X )),
CTA(C(X );U(X )) l→CTApr(Cdf(X );U(X )) and
CTA(C(X );U(X )) l→CTA(Cdf(X );U0(X )).
More precisely, the 3rst three statements follow by Proposition 11 and the following
inclusions:
CTA(Cdf(X );U0(X )) ⊂ CTA(Cdf(X );U(X )),
CTApr(Cdf(X );U(X )) ⊂ CTA(Cdf(X );U(X )) and
CTApr(C(X );U0(X )) ⊂ CTA(C(X );U(X )), respectively.
The latter two follow by CTA(C(X );U(X )) l→CTA(Cdf(X );U(X )) and the inclu-
sions below:
CTApr(Cdf(X );U(X )) ⊂ CTA(Cdf(X );U(X )) and
CTA(Cdf(X );U0(X )) ⊂ CTA(Cdf(X );U(X )), respectively.
Proposition 12 implies relations
CTApr(Cdf(X );U(X ))
l→CTA(Cdf(X );U0(X )),
CTA(C(X );U(X )) l→CTA(C(X );U0(X )),
CTA(Cdf(X );U(X ))
l→CTA(C(X );U0(X )) and
CTA(Cdf(X );U(X ))
l→CTA(Cdf(X );U0(X )).
More precisely, the 3rst three statements follow by Proposition 12 and the following
inclusions:
CTA(Cdf(X );U0(X )) ⊂ CTA(C(X );U0(X )),
CTApr(Cdf(X );U(X )) ⊂ CTA(C(X );U(X )),
CTApr(Cdf(X );U(X )) ⊂ CTA(Cdf(X );U(X )), respectively.
The last statement follows by the 3rst one and the following inclusion:
CTApr(Cdf(X );U(X )) ⊂ CTA(Cdf(X );U(X )).
6. Closures w.r.t. boolean operators
In this section we prove Theorem 3. In Section 6.1 we prove the property of poly-
nomial closure w.r.t. both 3nite union and 3nite intersection for the classes admitting
diagonal clock constraints and for the class admitting both constant updates and public
clocks. In Section 6.2 we prove that the three remaining classes in Fig. 1 have not the
same property.
6.1. Classes polynomially closed w.r.t. 9nite union and 9nite intersection
The 3rst two results of this section show that diagonal clock constraints make closure
w.r.t. both 3nite union and 3nite intersection polynomial.
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Proposition 15. The classes in Fig. 1 admitting diagonal clock constraints are poly-
nomially closed with respect to 9nite union.
Proof. Let us consider arbitrary timed languages L1; : : : ; Lk recognized by CTAsA1; : : : ;
Ak , respectively. For each 16i6k, let Ai;1; : : : ; Ai; ni be the sequential components of
Ai. Our aim is to give the CTA recognizing
⋃k
i=1 Li. To this purpose, for each 16i6k
and for each 16j6ni, let Bi; j be the sequential automaton obtained by modifying Ai; j
as follows:
(1) 3rst we add to each transition in Ai; j the simple update xi; j := 0, where xi; j is a
new private clock and
(2) then we add a new state si; j to Ai; j and, for each action a appearing in A1; : : : ;Ak ,
we add both a transition from si; j to itself labeled 〈true; a; ∅〉 and a transition from
the initial state to si; j with the same label.
Let A′ be the sequential automaton having only one state s and having, for each action
a appearing in A1; : : : ;Ak , the transition s
; a;∅−−−−−→ s, where  is the diagonal clock
constraint
∧
16i6k xi;1 = · · · = xi; ni .
Let A be the CTA obtained by putting in parallel the components Bi; j, with 16i6k
and 16j6ni, and the sequential automaton A′, and having as set of repeated states
the union of the repeated states in A1; : : : ;Ak .
If we prove that L(A)=
⋃k
i=1 Li, then the thesis follows, since A is constructed
by adding no constant update and no public clock, and since |A| is polynomial with
respect to |A1|+ · · ·+ |Ak |. In fact, Bi; j is obtained by adding to Ai; j an update of
constant size to each transition, one state, and O(||) transitions of constant size, for
16i6k and 16j6ni, and A′ has one state and O(||) transitions of size O(|A1| +
· · · + |Ak |), where || is the number of action symbols that e2ectively appear in
A1; : : : ;Ak and is O(|A1|+ · · ·+ |Ak |).
First of all we show that L(A)⊆ ⋃ki=1 Li. If a timed word  it recognized by A,
then some repeated state in Bi; j must be entered in3nitely many times, for some 16i6k
and 16j6ni. In such a case, state si; j is never entered. Moreover, A′ must read  and,
therefore, the constraint  must always hold, thus implying that Bi;1; : : : ; Bi; j−1; Bi; j+1;
: : : ; Bi; ni never enter states si;1; : : : ; si; j−1; si; j+1; : : : ; si; ni . Hence, Bi;1; : : : ; Bi; ni perform
an accepting run that can be performed also by Ai;1; : : : ; Ai; ni , and, therefore, ∈Li⊆⋃
16i6k Li.
The inclusion Li⊆L(A) (and therefore
⋃k
i=1 Li⊆L(A)) is immediate, since Bi;1;
: : : ; Bi; ni can perform an accepting run of Ai;1; : : : ; Ai; ni and, in the meantime, each Bi′ ; j
with i′ 
= i and 16j6ni′ can cycle in the state si′ ; j.
Proposition 16. The classes in Fig. 1 admitting diagonal clock constraints are poly-
nomially closed with respect to 9nite intersection.
Proof. Let us consider arbitrary timed languages L1; : : : ; Lk recognized by CTAsA1; : : : ;
Ak , respectively. For each 16i6k, let Ai;1; : : : ; Ai; ni be the sequential components of
Ai. Our aim is to give the CTA recognizing
⋂k
i=1 Li. To this purpose, for each 16i6k
and for each 16j6ni, let Bi; j be the sequential automaton obtained by modifying Ai; j
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as follows:
(1) we add the simple update xi; j := 0 to each transition entering a non-repeated state,
where xi; j is a new private clock and
(2) we add the simple update yi; j := 0 to each transition entering a repeated state,
where yi; j is a new private clock.
Let A′ be the sequential automaton having states s0; s1; : : : ; sk , with s0 as initial state,
and having the following transitions:
• si true; a;∅−−−−−→ si, for each 16i6k and action a appearing in A1; : : : ;Ak ;
• si i; a;∅−−−−−→ s(i+1)mod (k+1), for each 16i6k and action a appearing in A1; : : : ;Ak ,
with i the diagonal clock constraint yi;16xi;1 ∨ · · · ∨yi; ni6xi; ni ;
• s0 true; a;∅−−−−−→ s1, for each action a appearing in A1; : : : ;Ak .
Let A be the CTA obtained by putting in parallel the components Bi; j, with 16i6k
and 16j6ni, and the sequential automaton A′, and having the initial state s0 of A′ as
unique repeated state.
Note that A recognizes a timed word  i2 all Bi; j and A′ perform a run over  and
A′ passes in3nitely many times through s0. This happens i2 CTAsA1; : : : ;Ak perform
runs over  and all these runs are accepting runs, i.e. i2 ∈ ⋂ki=1L(Ai). In fact, the
constraint i holds in3nitely many times i2 repeated states in Ai are entered in3nitely
many times, for all 16i6k.
Now, since L(A)=
⋂k
i=1L(Ai), the thesis holds since A is constructed by adding
no public clock and no constant update, and since |A| is polynomial with respect to
|A1|+· · ·+|Ak |. In fact, Bi; j is obtained from Ai; j by adding an update of constant size
to each transition, A′ has k+1 states and O(||) transitions of size O(|A1|+· · ·+|Ak |)
departing from each state, and k and O(||) are O(|A1|+ · · ·+ |Ak |).
Now we give the results showing that public clocks plus constant updates make
closure w.r.t. both 3nite union and 3nite intersection polynomial.
Proposition 17. The classes in Fig. 1 admitting both public clocks and constant up-
dates are polynomially closed with respect to 9nite union.
Proof. Let us consider arbitrary timed languages L1; : : : ; Lk recognized by CTAsA1; : : : ;
Ak , respectively. For each 16i6k, let Ai;1; : : : ; Ai; ni be the sequential components of
Ai. Our aim is to give the CTA recognizing
⋃k
i=1 Li. To this purpose, for each 16i6k
and for each 16j6ni, let Bi; j be the sequential automaton obtained by modifying Ai; j
as follows:
(1) 3rst we add to each transition in Ai; j the simple update xi := 1, where xi is a new
public clock and
(2) then we add to Ai; j a new state si; j and, for each action a in A1; : : : ;Ak , we add
a transition from si; j to itself and a transition from the initial state to si; j. Both
these transitions are labeled 〈true; a; {xi := 0}〉.
Let A be the CTA obtained by putting in parallel the components Bi; j, with 16i6k
and 16j6ni, and having as set of repeated states the union of the sets of repeated
states of A1; : : : ;Ak .
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If we prove that L(A)=
⋃k
i=1 Li, then the thesis follows, since A is constructed
by adding no diagonal clock constraint and since |A| is polynomial with respect to
|A1| + · · · + |Ak |. In fact, Bi; j is obtained by adding to Ai; j an update of constant
size to each transition, one state, and O(||) transitions of constant size, for 16i6k
and 16j6ni, where || is the number of action symbols that e2ectively appear in
A1; : : : ;Ak and is O(A1 + · · ·+ |Ak |).
First of all we show that L(A)⊆ ⋃ki=1 Li. If a timed word  it recognized by A,
then some repeated state in Bi; j must be entered in3nitely many times, for some 16i6k
and 16j6ni. In such a case, state si; j is never entered. Moreover, since xi can never
take two values, Bi;1; : : : ; Bi; j−1; Bi; j+1; : : : ; Bi; ni never enter states si;1; : : : ; si; j−1; si; j+1; : : : ;
si; ni . Hence, Bi;1; : : : ; Bi; ni must perform an accepting run that can be performed also
by Ai;1; : : : ; Ai; ni , and ∈Li⊆
⋃
16i6kL(Ai).
The inclusion Li⊆L(A) (and therefore
⋃k
i=1 Li⊆L(A)) is immediate, since Bi;1;
: : : ; Bi; ni can perform a run of Ai;1; : : : ; Ai; ni and, in the meantime, each Bi′ ; j with i
′ 
= i
and 16j6ni′ can cycle in the state si′ ; j.
Proposition 18. The classes in Fig. 1 admitting both public clocks and constant up-
dates are polynomially closed with respect to 9nite intersection.
Proof. Let us consider arbitrary timed languages L1; : : : ; Lk recognized by CTAsA1; : : : ;
Ak , respectively. For each 16i6k, let Ai;1; : : : ; Ai; ni be the sequential components of
Ai. Our aim is to give the CTA recognizing
⋂k
i=1 Li. To this purpose, for each 16i6k
and for each 16j6ni, let Bi; j be the sequential automaton obtained by modifying Ai; j
as follows:
(1) we add the simple update xi; j := 0 to each transition entering a non-repeated state,
where xi; j is a new public clock and
(2) we add the simple update xi; j := 1 to each transition entering a repeated state.
Let A′ be the sequential automaton having states s0; s1; : : : ; sk , with s0 as initial state,
and having the following transitions:
• si true; a;∅−−−−−→ si, for each 16i6k and action a appearing in A1; : : : ;Ak ;
• sitrue; a;{xi; j :=1}−−−−−−−→ s(i+1)mod (k+1), for each 16i6k; 16j6ni, and action a appearing in
A1; : : : ;Ak ;
• s0 true; a;∅−−−−−→ s1, for each action a appearing in A1; : : : ;Ak .
Let A be the CTA obtained by putting in parallel the sequential components Bi; j,
with 16i6k and 16j6ni, and the sequential automaton A′, and having the initial
state s0 of A′ as unique repeated state.
Note that A recognizes a timed word  i2 all Bi; j and A′ perform runs over  and
A′ passes in3nitely many times through s0. This happens i2 CTAsA1; : : : ;Ak perform
runs over  and all these runs are accepting runs, i.e. i2 ∈ ⋂ki=1L(Ai). In fact, state
si in A′ is left i2 some repeated state in Ai is entered, for each 16i6k.
Now, since L(A)=
⋂k
i=1L(Ai), the thesis holds since A is constructed by adding
no diagonal clock constraint and since |A| is polynomial with respect to |A1|+ · · ·+
|Ak |. In fact, Bi; j is obtained from Ai; j by adding an update of constant size to each
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transition, and A′ has k + 1 states and O(||) transitions departing from each state,
where k and O(||) are O(|A1|+ · · ·+ |Ak |).
6.2. Classes polynomially not closed w.r.t. 9nite union and 9nite intersection
The results in this section show that either diagonal clock constraints or the com-
bination of constant updates and public clocks are needed to have polynomial closure
w.r.t. 3nite union and 3nite intersection.
Proposition 19. The class CTApr(Cdf(X );U0(X )) is not polynomially closed with re-
spect to 9nite intersection.
Proof. For each natural k, let Lk be the language such that:
• untimed(Lk)= (a+ b)∗bakb(a+ b)! and
• every time sequence underlying a timed word in Lk is strictly increasing.
The language Lk is accepted by the CTAAk ∈ STApr(Cdf(X );U0(X )) having:
• the states s0; : : : ; sk+2, with s0 the initial state and sk+2 the repeated state and
• the transitions:
◦ s0 x¿0; a;{x:=0}−−−−−−−→ s0; s0 x¿0; b;{x:=0}−−−−−−−→ s0,
◦ s0 x¿0; b;{x:=0}−−−−−−−→ s1; sk+1 x¿0; b;{x:=0}−−−−−−−→ sk+2,
◦ si x¿0; a;{x:=0}−−−−−−−→ si+1 for 16i6k,
◦ sk+2 x¿0; a;{x:=0}−−−−−−−→ sk+2; sk+2 x¿0; b;{x:=0}−−−−−−−→ sk+2.
Since Ak has O(k) states and O(k) transitions with constraints and updates of constant
size, |Ak | is polynomial w.r.t. k. Therefore, to prove the thesis it suOces to show that
any CTA Bk ∈CTApr(Cdf(X );U0(X )) recognizing
⋂k
i=1 Li has at least O(2
k) states.
Since Bk must read a sequence baib, for each 16i6k, in order to accept any word
, Bk must have at least 2k sets of con3gurations C1; : : : ; C2k , such that:
• C1; : : : ; C2k are pairwise disjoint and
• for each 16i62k , there is a partition p1i ; p2i of the set {1; : : : ; k} such that some
con3guration in Ci is reached i2 a sequence bahb for each h∈p1i has been already
read and no sequence bahb for any h∈p2i has been read yet.
Since by Propositions 9 and 10 sequential components running in parallel cannot
cooperate to move from con3gurations in Ci to con3gurations in Cj, for 16i; j62k ,
some sequential component of Bk must have at least 2k states.
Since the arguments of the proof above are valid also if Bk is in the class CTA(Cdf
(X );U0(X )) or CTApr(Cdf(X );U(X )), also the following result holds.
Proposition 20. The classes CTA(Cdf(X );U0(X )) and CTApr(Cdf(X );U(X )) are not
polynomially closed with respect to 9nite intersection.
Proposition 21. The class CTApr(Cdf(X );U0(X )) is not polynomially closed with
respect to 9nite union.
Proof. Let {p1; : : : ; pi; : : :} be the set of the prime numbers such that p1¡p2¡ · · ·¡pi
¡pi+1 : : : : Let Pk = {p1; : : : ; pk} be the set containing the 3rst k prime numbers. Let
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prodk =
∏
x∈Pk x and sumk =
∑
x∈Pk x denote the product and the sum of the 3rst k
prime numbers, respectively.
For each natural k, let Lk be the time language such that:
• untimed(Lk)= (b∗aprodk )! and
• every time sequence underlying a timed word in Lk is strictly increasing.
To prove the thesis, we show that Lk is accepted by a CTAAk in the class CTApr(Cdf
(X );U0(X )) such that |Ak | is O(sumk), and that any CTA in the class CTApr(Cdf(X );
U0(X )) accepting
⋃k
i=1 Li has at least prodk states. In fact, prodk is not O(sum1 +
· · ·+ sumk).
First of all, for each i¿1, let us consider the sequential automaton Ai in STA(Cdf(X );
U0(X )) having:
• the states s0; : : : ; spi−1, with s0 the initial state and spi−1 the repeated state and
• the transitions:
◦ s0 x¿0; b;{x:=0}−−−−−−−→ s0 and
◦ sj x¿0; a;{x:=0}−−−−−−−→ s( j+1)mod pi , for 06j6pi − 1.
The automaton Ak accepting Lk is obtained by putting A1; : : : ; Ak in parallel. The idea
is that Ai can count pi occurrences of a and, therefore, the parallel composition of
A1; : : : ; Ak can count p1 · · · · ·pk =prodk occurrences of a. Whenever prodk occur-
rences of a have been counted, A1; : : : ; Ak are in their initial state and can read a 3nite
sequence of b (such a sequence cannot be in3nite because no initial state is also a
repeated state). Note that Ak has sumk states and sumk + k transitions with constraints
and updates of constant size.
Now, let A′k ∈CTApr(Cdf(X );U0(X )) be any CTA accepting
⋃k
i=1 Li. It is suOcient
to show that A′k must have a sequential component with at least prodk states. Let us
assume, by contradiction, that B1; : : : ; Bnk are the sequential components of A
′
k and that
no automaton in B1; : : : ; Bnk has prodk states. In this case, since for each 16h6k A
′
k
must be able to count prodh occurrences of a, and since by Propositions 9 and 10
B1; : : : ; Bnk cannot perform any coordinate sequence of choices to count these occur-
rences, we infer that there is a set of automata Sh= {Bh;1; : : : ; Bh; nh}⊆{B1; : : : ; Bnk}
such that:
• Bh; j has xh; j states, s0; : : : ; sxh; j−1;
• Bh; j has the transitions:
◦ s0 〈true; b;∅〉−−−−−→ s0 and
◦ sl 〈true; a;∅〉−−−−−→ s(l+1)mod xh; j , for 06l6xh; j − 1;
• xh;1 · · · · · xh; nh =prodh.
Moreover, each Bh; j has a “dead” state zh; j such that s0
a→ zh; j; s0 b→ zh; j and from zh; j
any time sequence over a and b can be read. The reason is that, in the contrary case,
A′k could not recognize any timed word in the language Lg, where g is such that
pg¡ph.
Now, automata in sets S1; : : : ; Sk must be coordinated since, for each 16h6k, in
order to recognize Lh all automata in Sh+1; : : : ; Sk must reach their “dead” state, whereas
all automata in Sh do not. Now, by Propositions 9 and 10 such a coordination is
impossible.
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Since the arguments in the proof above are valid also if A′k is in the class
CTA(Cdf(X );U0(X )) or CTApr(Cdf(X );U(X )), also the following result holds.
Proposition 22. The classes CTA(Cdf(X );U0(X )) and CTApr(Cdf(X );U(X )) are not
polynomially closed with respect to 9nite union.
7. Conclusions
In this paper we have considered the formalism of Concurrent Timed Automata
(CTAs), which extend Alur and Dill’s Timed Automata with a synchronous notion of
parallel composition.
We have investigated the power of diagonal clock constraints and of constant updates
in the parallel setting (the power of these two features in the sequential setting was
established elsewhere). Moreover, we have investigated the power of public clocks.
To summarize, we have considered eight classes of CTAs (with or without diagonal
clock constraints, constant updates and public clocks) and we have related each other
under the point of view of succinctness (see Theorem 2). Moreover, we have proved
that some of these eight classes are polynomially closed w.r.t. 3nite union and 3nite
intersection, and that some of them do not have the same property (see Theorem 3).
We view our results as a starting step toward the study of parallelism in the frame-
work of Timed Automata. We intend to study in the future the roˆle of “1-transitions” in
the parallel setting. Two di2erent solutions are possible: Either a step c a=⇒ c′ can be
obtained by combining some transitions labeled with action a and some 1-transitions,
or a step c a=⇒ c′ can be formed only by transitions labeled with a. In both cases
steps c 1=⇒ c′ are possible. We strongly believe that if the former solution is adopted,
then the property of polynomial closure w.r.t. 3nite union and intersection holds for all
classes of CTAs with 1-transitions. At the moment we are not able to conjecture whether
the same result holds also if the latter solution is adopted. In both cases, relations of
succinctness among the classes of CTAs with 1-transitions should be established.
In [5,6] “non-deterministic updates”, which express constraints over clocks, have
been introduced in the framework of Timed Automata. These updates constrain a clock
to take a non-deterministic value greater than or lower than a given constant. An
interesting development of the present paper is to study the roˆle of non-deterministic
updates in the parallel setting.
Finally, we intend to compare communication through clocks, which has been adopt-
ed in the present paper and in [3,4], and explicit communication (automata view the
current state of other automata and the time elapsed since their activation), which has
been adopted in [8,9].
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