Introduction and background
Some problems are naturally formalised as a set of interconnected sub-problems where each sub-problem is a Constraint Satisfaction Problem (CSP) comprising a set of variables, a set of domains (one per variable) and a set of constraints between those variables. In addition, there is a set of constraints between some variables in the local CSP and variables in other sub-problems. In these coarse-grained DisCSPs, each agent is responsible for a local CSP, i.e. represents a sub-problem. Thus, besides the inter-agent constraints between variables held by different agents in the DisCSP there are intra-agent constraints between the local variables within an agent. Agents have, therefore, more problem information available and, consequently, they can carry out more (local) computation in the search for a solution without incurring communication costs. Despite the additional information available to agents when solving coarse grained DisCSPs, these can prove to be a real test for collaborative problem solving because agents have to find a balance between the emphasis they place on resolving the internal and the external constraints in order to ensure their collective ability to solve problems.
Yokoo and Hirayama [15] state that the amount of local computation required by complex agents can vary along two extremes. At one extreme, each sub-problem becomes a variable and each agent does all its local computation beforehand by finding all possible solutions for its subproblem which are then used as the "domain values" of the variable. This approach is unsuitable for problems where local sub-problems are large and complex, since it may be impossible to find all local solutions beforehand. At the other extreme, each variable in a sub-problem acts as a virtual agent. This is wasteful because the cost of local computation is significantly lower than that of communications between virtual agents. Also, not all the information which an agent could consider during problem solving is available to it. The solution appears to lie somewhere between these two extremes.
In distributed backtracking algorithms for DisCSPs with complex agents, most prominently Asynchronous Backtracking [10] and Asynchronous Weak Commitment Search (Multi-AWCS) [15] , variables are treated as virtual agents. Thus, these algorithms use a single strategy to deal with both inter-agent and intra-agent constraints, and deadlocks are still detected (and no-goods generated) from each variable rather than from entire sub-problems. The amount of local computation within agents is significant since each agent typically tries, exhaustively in the worst case, to find a local solution that is consistent with higher priority external variables before either extending the partial solution or requesting a revision of earlier choices by other agents.
Multi-DB [6] attaches weights to constraints in order to modify the cost landscape whenever quasi-local-optima are encountered. Agents act concurrently -i.e. they send value updates in the ok? cycle and find and coordinate concurrent improvements in the improve cycle. In addition, agents run a local search algorithm for a fixed number of steps to identify a set of local changes that reduces the cost of the current solution. These changes are exchanged with neighbouring agents, and the best changes are accepted. Simultaneous value changes of two or more co-constrained variables are permitted where such changes do not increase the cost of the solution.
Multi-AWCS combines backtracking and iterative improvement search and escapes deadlocks through the use of variable re-ordering and storage of explicit no-goods. While the algorithm has been shown to outperform other distributed backtracking algorithms [15] , it has the drawback of possibly requiring an exponential amount of memory to store no-goods. This paper presents two efficient and effective local search distributed constraint satisfaction algorithms for solving coarse-grained DisCSPs. The first algorithm, MultiDisPeL, uses a penalty-based strategy to escape local optima. The second, DisBO-wd, uses a constraint-based strategy with weight-decay to avoid deadlocks.
The remainder of this paper is structured as follows. First, Multi-DisPeL is introduced in section 2. Next, DisBO-wd is explained in section 3. Finally, section 4, presents the results of empirical evaluations of MultiDisPeL and DisBO-wd along with comparisons with other similar algorithms.
Multi-DisPeL
DisPeL [1] is an iterative improvement distributed constraint satisfaction algorithm where each agent controls just one variable and the objective is to find the first solution that satisfies all constraints. At each cycle, agents take turns to improve a random initialisation in a fixed order determined by the Distributed Agent Ordering scheme [5] . Thus, at initialisation, each agent locates its position in the ordering by locally partitioning its neighbours into parents (γ + ) and children (γ − ) using their lexicographic tags (or IDs). In order to resolve deadlocks (quasi-local-optima where an agent's view remains unchaged for 2 iterations), DisPeL applies penalties to variable values in a 2-phased strategy : (i) In phase one, the solution is perturbed with a temporary penalty in order to encourage agents to try other values, therefore exploring other areas of the search space and; (ii) If phase one fails to resolve a deadlock (i.e. a deadlock is revisited), agents try to learn about and avoid the value combinations that caused the deadlock by increasing the incremental penalties attached to the culprit values. Whenever an agent detects a deadlock and has to use a penalty, it imposes the penalty on its current assignment and asks its neighbours to impose the same penalty on their current assignments as well. In addition, a no-good store is used to keep track of the deadlocks encountered. The cost function for each agent is as follows: [1] ).
Stoch-DisPeL [2] is a stochastic variation of DisPeL where if an agent is at a quasi-local-optimum it randomly decides to either impose a temporary penalty (with probability p) or to increase the incremental penalty (with probability 1 − p). It, therefore, does not need to keep track of previous deadlocks and, consequently, does not require a no-goods store. For most problem types p = 0.3 gives the best results.
DisPeL and Stoch-DisPeL have been shown to be effective and efficient when compared to state-of-the-art local search algorithms [1, 2] .
A contribution of this paper is Multi-DisPeL (see Algorithm 1) -a penalty-based algorithm for solving coarsegrained problems. In Multi-DisPeL both variables and agents have unique IDs and agents know the owners of variables constrained with their local variables. Hence, agent's neighbours are those agents whose variables share at least one constraint with the variables belonging to the agent. At initialisation, agents create an ordering using the Distributed Agent Ordering heuristic with their IDs, as done in DisPeL. Agents will, therefore, treat all variables belonging to higher priority agents as higher priority variables and variables belonging to lower priority agents as lower priority variables. Each agent communicates with both sets of neighbours and takes its turn to improve the solution after receiving updates from all higher priority neighbours. During the initialisation process, agents also initialise their local variables with random instantiations and exchange these assignments with their neighbours. Multi-DisPeL is outlined in detail in Algorithms 1 to 6.
In each cycle, each agent uses a modified steepest descent local search (Algorithm 3) in order to minimise the total number of constraints violated by its local variables as follows: (i) Find all improvements to the solution for When penalties are used, variables are treated as virtual agents, i.e. penalties are "sent" from individual variables involved in deadlocks to variables sharing constraints with them. Like in Stoch-DisPeL, agents choose randomly between using a temporary penalty or an incremental one. However, agents do not have to detect a quasi-localoptimum in order to apply penalties. Rather, penalties are used as soon as the underlying search, which agents use individually, is stuck. Since agents do not distinguish between internal and external constraints, the steepest descent search could go on indefinitely i.e. an agent keeps trying to find a consistent local solution when values of external variables prevent it from doing so. To avoid this problem, when the steepest descent is stuck agents do not impose any "new" penalties on variables whose assignments have changed or have been penalised in the current (Algorithm 5, lines [8] [9] [10] .
The steepest descent search terminates, in each iteration, when the local solution is consistent, no further improvements can be found, or agents cannot impose any new penalties on the local variables. When this happens, agents send the new variables' assignments to all affected neigh- improvements ← getImprovements() 6: if improvements = ∅ then 7: penaltyImposed ← imposePenalties() 8: if ¬penaltiesU sed then for i = 0 to improvements.size do 13: x ← improvements i .var 14: update < x, improvements i .value > 15: x.moved ← T RU E 16: end for
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Like Stoch-DisPeL, Multi-DisPeL is sound, incomplete and terminates only if a solution is found. Multi-DisPeL's space requirements are minimal since the only additional information agents store are the penalty vectors for each variable. Hence, the space complexity increases only linearly with the problem size.
Multi-DisPeL was compared, empirically, to StochDisPeL. Table 1 shows results of experiments on critically difficult, solvable, random distributed graph colouring problems with k = 3, degree = 4.7 (for a description of how coarse-grained problems were generated see section 4). The results show a substantial reduction in costs with MultiDisPeL, confirming that problem solving is quicker when agents do additional computation when dealing with coarse- 
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end if 23: end for 24: return bestImps grained DisCSPs, as opposed to treating each variable as a virtual agent. This is unsurprising given that in MultiDisPeL agents have more information available to them.
DisBO-wd
Multi-DB [6, 7] is a Distributed Constraint Satisfaction algorithm for coarse-grained DisCSPs, which is particularly effective at solving distributed SAT problems. DisBO [3] is an extension which increases weights only at real local optima. Thus, DisBO has an additional third cycle for global state detection. At each improvement phase the agents select values for their intra-agent variables (those only involved in intra-agent constraints) that minimise the weighted constraint violations until no further improvements are possible. The inter-agent variables, i.e. those involved in at least one inter-agent constraints, on the other hand, are treated like virtual agents and a coordination heuristic is used to prevent any two inter-agent variables (even those within one agent) from changing their values simultaneously unless the concurrent changes do not cause the constraints between them to be violated.
We have produced DisBO-wd, an algorithm based on DisBO where the weight update scheme is replaced with a weight decay scheme similar to Frank's [4] . Instead of modifying weights only when a search is stuck at local optima, weights on violated constraints are continuously updated after each move, so DisBO's global state detection phase is not required. At the same time, weights are decayed at a fixed rate (dr < 1) during the updates allowing focus on recent increments. Thus, the weight on a violated constraint at time t is W i,t = (dr * W i,t−1 )+lr where lr is the learning rate (lr > 0). In addition, weights on satisfied constraints are continuously decayed (W i,t = max((dr * W i,t−1 ), 1) and the coordination heuristic is replaced with the random break as in [13] . Other alternatives for improving DisBO were also considered, notably probabilistic weight resets and probabilistic weight smoothing [9] , which both outperformed DisBO but were not as strong as the weight decay strategy.
We run a set of experiments which evaluated the performance of DisBO and DisBO-wd. Figure 1 summarises empirical results from experiments on critically difficult distributed graph colouring problems (k = 3, degree = 4.7) which show that DisBO-wd solved more problems than DisBO (Figure 1) , especially on the larger problems. Furthermore, DisBO-wd required substantially fewer cycles on average to solve the problems. 
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Evaluation of Multi-DisPeL and DisBO-wd
We evaluated Multi-DisPeL and DisBO-wd on random DisCSPs, distributed SAT problems and distributed graph colouring problems. We studied the relationship between search costs and the problem size, as well as the influence of agent size (i.e. the number of variables each agent controls) on its performance. In the experiments, each algorithm was limited to a maximum of 100n iterations in each attempt where n is the number of variables. However, a maximum of 200n iterations were used for DisBO-wd, to account for its two cycles (i.e. improve and ok?) and as such give it the same number of opportunities to change variable assignments as the other algorithms. For each problem, we generated 100 instances and recorded the percentage of problems solved within the maximum number of iterations, the average and median number of iterations required.
Since Multi-DisPeL gives a better performance than Stoch-DisPeL (see section 2) and the latter has been shown to be more effective and efficient than other non-coarsegrained DisCSP algorithms such as DBA [14] and DSA [16] , it can be concluded that Multi-DisPeL is more efficient and effective than these algorithms.
Multi-DisPeL and DisBO-wd's performance was compared to that of Multi-AWCS [15] . Since Multi-DB works particularly well on distributed SAT problems and it has been shown to outperform Multi-AWCS in that domain we use Multi-DB in the experiments on distributed SAT problems. Note that given its completeness, Multi-AWCS is guaranteed to solve all problems used since they all have solutions but we are evaluating its performance in bounded time.
The problems used in the experiments were partitioned into inter-connected sub-problems for each agent using a simple partitioning algorithm. For each agent a i : (i) select a non-allocated variable x i and allocate it to a i ; (ii) repeatedly select a non-allocated variable connected to a variable in a i and allocate it to a i until the right number of variables is given to a i ; with a very small probability, step (ii) will choose a non-allocated variable possibly not connected to any variable in a i . Random DisCSPs were used to evaluate the algorithms on three groups of 100 problems with varying sizes (< n, d = 10, p1 ≈ 0.1, p2 = 0.5 >) -see results in Table  2 . Note that for Multi-AWCS results were only obtained in the runs with 50 variables due to the exponential amount of memory it requires to store no-goods [12] 1 . MultiDisPeL generally gives a better performance and lower search costs than Multi-AWCS and DisBO-wd. The average and median search costs for Multi-DisPeL show a steady increase as the number of agents increases whereas DisBO-wd's performance degrades considerably on the largest problems.
Distributed SAT problems (satisfiable 3-SAT) from the SATLib dataset [8] made up of formulae with 100, and 150 literals were used to compare the algorithms. For Multi-DB and Multi-AWCS, we used results on experiments with the same instances from [6] -note, however, that variables are randomly distributed amongst agents in [6] , so the distribution may not be identical to ours. For Multi-DisPeL, the temporary penalty (t) was fixed to 2 and the probability of using the temporary penalty (p) was set to 0.5. The results of the experiments (see Table 2 ) show that, in terms of % of problems solved, DisBO-wd does best followed by Multi-DB which performed slightly worse. Multi-DisPeL, 1 We used Java on a 3Ghz Pentium PC with 1GB of RAM. does substantially better than Multi-AWCS, although it is not quite as good as the other two algorithms. Regarding cost, Multi-DisPeL does remarkably well compared to the other algorithms, with substantially lower average and median search costs. Also, DisBO-wd search costs were significantly smaller than those of Multi-DB and Multi-AWCS.
Random DiscSPs
Distributed graph colouring problems were used to compare the algorithms and to study the relationship between search costs and problem size (see Table 2 ). 100 instances of critically difficult, solvable, random distributed graph colouring problems (k = 3, degree = 4.7) were generated for each problem size used. In the table, * indicates an uneven distribution of variables per agent and † indicates the average number agents per problem.
With an even distribution of variables to agents, MultiDisPeL solved slightly less problems than Multi-AWCS but it incurred lower costs. DisBO-wd solved fewer problems and its search costs were considerably higher. When the distribution of variables to agents is uneven, Multi-AWCS solves slightly more problems than Multi-DisPeL and it has lower average but higher median costs. DisBO-wd performed substantially worse than the other two algorithms.
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The results of the experiment show that Multi-DisPeL is able to achieve similar levels of performance to Multi-AWCS without the additional overhead of creating new constraints (in form of no-goods) and not breaching privacy by connecting variables that were not previously linked in the original specification of the problem being solved.
Discussion and conclusions
We have presented two successful algorithms for solving coarse-grained DisCSPs: (i) Multi-DisPeL -an algorithm where each agent runs a steepest descent algorithm locally and uses (temporary and incremental) penalties on individual domain values to escape from local optima and; (ii) DisBO-wd, an effective algorithm based on DisBO which incorporates weight decay and randomness and eliminates the need for a global state detection phase.
Compared to Multi-AWCS, Multi-DisPeL performed better and more efficiently in two problem classes (random DisCSPs and distributed SAT problems). MultiDisPeL solved slightly less problems in the experiments with distributed graph colouring problems, but it had lower median and average search costs. Note that, in addition, Multi-DisPeL has the following two advantages: (i) a much lower space complexity than Multi-AWCS since it does not create any new constraints (in the form of no-goods) and; (ii) no new links are created between unconnected agents, so privacy is preserved.
Multi-DisPeL solved more problems than DisBO-wd and it required fewer iterations for two problem classes (distributed graph colouring and random DisCSPs), but DisBOwd was better at solving SAT problems where it was the most competitive algorithm. DisBO-wd was also competitive on SAT problems compared to Multi-DB because in DisBO-wd weights are not allowed to grow unbounded so its costs are lower. Multi-DB was better than MultiDisPeL and Multi-AWCS for SAT problems although both its average and median costs were substantially greater than Multi-DisPeL's.
Search efficiency in Multi-DisPeL could be further improved by using pre-processing techniques locally on agents. In addition, agents are not necessarily restricted to using a steepest descent search heuristic to improve their local sub-problem resolution. Other heuristics could be used locally (e.g. Novelty [11] ) as long as penalties can be directly incorporated in the cost functions of such methods and agents can determine when to implement new penalties.
In summary, we have presented two algorithms for solving coarse-grained DisCSPs, i.e. Multi-DisPeL and DisBO-wd, which are effective and efficient when compared to other well-known algorithms for some problem classes.
