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Abstract
A linear ordering is called context-free if it is the lexicographic ordering of some context-free language and
is called scattered if it has no dense subordering. Each scattered ordering has an associated ordinal, called
its rank. It is known that scattered context-free (regular, resp.) orderings have rank less than ωω (ω, resp).
In this paper we confirm the conjecture that one-counter languges have rank less than ω2.
1. Introduction
If an alphabet Σ is equipped by a linear order <, this order can be extended to the lexicographic ordering
<ℓ on Σ
∗ as u <ℓ v if and only if either u is a proper prefix of v or u = xay and v = xbz for some x, y, z ∈ Σ∗
and letters a < b. So any language L ⊆ Σ∗ can be viewed as a linear ordering (L,<ℓ). Since {a, b}∗ contains
the dense ordering (aa + bb)∗ab and every countable linear ordering can be embedded into any countably
infinite dense ordering, every countable linear ordering is isomorphic to one of the form (L,<ℓ) for some
language L ⊆ {a, b}∗.
This way, order types can be represented by languages over some alphabet (by a prefix-free encoding of
the alphabet by binary strings, one can restrict the alpbahet to the binary one). A very natural choice is
to use regular or context-free languages as these language classes are well-studied. A linear ordering (or an
order type) is called regular or context-free if it is isomorphic to the linear ordering (or, is the order type)
of some language of the appropriate type. It is known [2] that an ordinal is regular if and only if it is less
than ωω and is context-free if and only if it is less than ωω
ω
. Also, the Hausdorff rank [14] of any scattered
regular (context-free, resp.) ordering is less than ω (ωω, resp) [9, 5].
It is known [8] that the order type of a well-ordered language generated by a prefix grammar (i.e. in
which each nonterminal generates a prefix-free language) is computable, thus the isomorphism problem
of context-free ordinals is decidable if the ordinals in question are given as the lexicograpic ordering of
prefix grammars. Also, the isomorphism problem of regular orderings is decidable as well [16, 3], even in
polynomial time [12]. At the other hand, it is undecidable for a context-free grammar whether it generates
a dense language, hence the isomorphism problem of context-free orderings in general is undecidable [4]. It
is unknown whether the isomorphism problem of scattered context-free orderings is decidable – a partial
result in this direction is that if the rank of such an ordering is at most one (that is, the order type is a
finite sum of the terms ω, −ω and 1), then the order type is effectively computable from a context-free
grammar generating the language [6, 7]. Also, it is also decidable whether a context-free grammar generates
a scattered language of rank at most one.
It is a very plausible scenario though that the isomorphism problem of scattered context-free orderings
is undecidable in general – the rank 1 is quite low compared to the upper bound ωω of the rank of these
orderings, and there is no known structural characterization of scattered context-free orderings. Clearly,
among the well-orderings, exactly the ordinals smaller than ωω
ω
are context-free but for scattered orderings
the main obstacle is the lack of a finite “normal form” – as every ω-indexed sum of the terms ω and −ω is
scattered of rank two, there are already uncountably many scattered orderings of rank two and thus only a
really small fraction of them can possibly be context-free.
The class of the one-counter languages lies strictly between the classes of regular and context-free lan-
guages: these are the ones that can be recognized by a pushdown automaton having only one stack symbol.
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In [11], a family of well-ordered languages Ln ⊆ {a, b, c}∗ was given for each integer n ≥ 0 so that the order
type of Ln is ω
ω×n (thus its rank is ω × n) and Kuske formulated two conjectures: i) the order type of
well-ordered one-counter languages is strictly less than ωω
2
and more generally, ii) the rank of scattered
one-counter languages is strictly less than ω2. Of course the second conjecture implies the first.
In this paper we prove the second conjecture of [11]: ω2 is a strict upper bound for the rank of scattered
one-counter languages. The contents of the paper contain new results only: instead of reproving the results
of [6] and the subsequent, more general [7] (these papers already contain full proofs and examples as well
to their respective results), we push the boundaries of the knowledge of scattered context-free orderings
by applying some of the tools we developed in the earlier papers to the class of one-counter languages. It
turns out that it is enough to study restricted one-counter languages to prove the conjecture, and for this, a
crucial step is to reason about the cycles in a generalized sequential machine – so at the end, we can again
use some graph-theoretic methods.
2. Notation
We assume the reader has some background with formal language theory and linear orderings (e.g. with
the textbook [10, 14]), but we try to list the notations we use in the paper to settle the notation (which is
the same as we used in [6] and [7]). We assume each alphabet (finite, nonempty set) comes with a fixed total
ordering. When Σ is a totally ordered set, we use two partial orderings on Σ∗: the prefix ordering ≤p (u ≤p v
if and only if v = uu′ for some u′ ∈ Σ∗), with <p denoting the strict variant of ≤p, and the strict ordering
< s (u <s v if and only if u = u1au2 and v = u1bu3 for some words u1, u2, u3 ∈ Σ∗ and letters a < b). Their
union is the lexicographic ordering ≤ℓ of Σ∗ which is a total ordering and whose strict variant is denoted
<ℓ. This way, each language L ⊆ Σ∗ can be viewed as a (linearly) ordered set (L,≤ℓ); let o(L) denote the
order type of the language L. As an example, for the binary alphabet {0, 1} with 0 < 1 we have o(0∗) is
the least infinite ordinal ω, o(0∗1) is the order type −ω of the negative integers as . . . <ℓ 001 <e ll01 <e ll1
(note that we use the negative sign to indicate reversal of an order type to avoid confusion with the Kleene
star), and o((00 + 11)∗01) is the order type η of the rationals.
A linear ordering is called scattered if it has no dense subordering, i.e. the rationals cannot be embedded
into it, called quasi-dense if it is not scattered, and is called countable if so is its domain. Hausdorff associated
an ordinal rank to each scattered order (see e.g. [14]), but we use a slightly modified variant (not affecting
the main result as this variant differs from the original one by at most one) introduced in [5] as follows. For
each ordinal α we define a class Hα of linear orderings:
• H0 contains all the finite linear orderings;
• Hα for α > 0 is the least class of linear orderings closed under finite sum and isomorphism which
contains all the sums of the form
∑
i∈ζ
oi, where for each integer i, the linear ordering oi belongs to Hβi
for some ordinal βi < α.
By Hausdorff’s theorem, a countable linear ordering is scattered if and only if some class Hα contains it: the
least such α is called the rank of the ordering (or of the order type as the value factors through isomorphism).
We note here that the original definition of Hausdorff includes only the empty ordering and the singletons
into H0 and does not require the classes Hα to be closed under finite sum. Since a finite sum of orderings
can always be written as a zeta-sum of the same orderings and infinitely many zeros, and a zeta-sum of
finite linear orderings is also a zeta-sum of empty and singleton orderings, this slight change can introduce
only a difference of one between the rank, e.g. ω + ω has rank one in our rank notion but has rank two in
the original one. Since α < o for a limit ordinal o and an ordinal α if and only if α+ 1 < o, and o = ω2 is a
limit ordinal, the main theorem holds for the original notion of rank as well.
For a language L ⊆ Σ∗, we let Pref (L) stand for the set {u ∈ Σ∗ : u ≤p v for some v ∈ L} of the
prefices of the members of L. Similarly, let Suf(L) stand for the set of the suffices of the members of L
(which is formally the reversal of the prefix language of the reversal of L, say).
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For each word u there is a shortest prefix v of u so that u ∈ v∗, this word v is called the primitive root
root(u) of u. The word u is called primitive if u = root(u).
Let D1 ⊆ {0, 1}∗ be the language of proper bracketings, that are generated by the grammar
S → 0S1 | SS | ε. That is, 0 plays the role of the opening bracket while 1 plays the closing bracket.
A (nondeterministic) regular transducer for the purposes of this paper is a tuple M = (Q,Σ,∆, q0, F, µ)
where Q is the finite set of states, q0 ∈ Q is the initial state, F ⊆ Q is the set of final states, Σ is the output
alphabet, ∆ ⊆ Q × {0, 1} × Q is the transition relation and for each (p, a, q) ∈ ∆, µ(p, a, q), also denoted
Rp,a,q is a nonempty regular language over Σ.
For each word w ∈ {0, 1}∗ and states p, q we associate a (regular) language L(M,w, p, q) inductively
as follows: let L(M, ε, p, q) = ε if p = q and is the empty language if p 6= q. For each nonempty word
w = ua, let L(M,ua, p, q) =
⋃
(r,a,q)∈∆
L(M,u, p, r) · Rr,a,q. We define L(M,w) =
⋃
q∈F
L(M,w, q0, q) and
L(M) =
⋃
u∈D1
L(M,u). Observe that we only allow the binary alphabet as input, moreover, the transducer
is by definition only applied to the language D1 of proper bracketings – we make these restrictions to ease
notation and to maintain readability of the paper.
A language L ⊆ Σ∗ is called a restricted one-counter language if L = L(M) for some regular transducer
M . As an example, consider the transducer given on Figure 1, with q0 being its initial and qf being its only
final state. Clearly, only words of the form w = 0∗1+ can have a nonempty image L(M,w) under M , so as
0∗1+ ∩ D1 = {0n1n : n ≥ 1}, L(M) =
⋃
n≥1
L(M, 0n1n) =
⋃
n≥1
cn(b∗a)n, so this language L = L(M) is a
restricted one-counter language. In [11] it has been shown that o(L) = ωω and o(Lk) = ωω×k. In particular,
for each k ≥ 0, Lk is a scattered language of rank ω×k. (Note that L∗ is not scattered by e.g. Proposition 2
so L∗ is not an example of a scattered language of rank ω2, though it’s a one-counter language.)
q0 qf
1 / b∗a
0 / c 1 / b
∗a
Figure 1: Transducer for cn(b∗a)n
A one-counter language is usually defined via the means of pushdown automata operating with a single stack
symbol. The characterization from [1] suits our purposes better: the class of one-counter languages is the
least language class which contains the restricted one-counter languages and is closed under concatenation
and Kleene iteration.
The reason why we use the modified rank variant instead of the original one is the following couple of
handy statements:
Proposition 1 ([5]). Some useful properties of the version of the Hausdorff rank that we use that hold for
scattered languages K and L:
• rank(L) = rank(Pref (L))
• rank(K ∪ L) = max
(
rank(K), rank(L)
)
• rank(KL) ≤ rank(L) + rank(K)
• more generally, if K is scattered of rank α and for each w ∈ K, Lw is a scattered language with rank
at most β, then
⋃
w∈K
wLw is scattered of rank at most β + α.
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3. Some properties of scattered languages
In this section we list some propositions regarding some operations (mostly iteration and product) of
scattered languages.
Proposition 2. Assume L ⊆ Σ∗ is a language such that L+ is scattered. Then L ⊆ v∗ for some word
v ∈ Σ∗.
Proof. Assume u, v ∈ L are nonempty words with root(u) 6= root(v). Then, by Lyndon’s theorem (see
e.g. [15], Theorem 2.2), uv 6= vu, say uv <s vu (having the same length, they cannot be in the <p relation,
so it’s either uv <s vu or the other way around). Then the language {uvuv, vuvu}∗uvvu forms a dense
subset in L+. Thus, if L+ is scattered, then the nonempty members of L share a common primitive root v,
and hence L ⊆ v∗.
Proposition 3. If L ⊆ Σ∗ is a dense language, then it has a prefix-free dense subset K ⊆ L.
Proof. Let P ⊆ L be the language containing all the words which are members of some infinite prefix
chain of L. Now we have two cases:
If P is not dense, then there exist two elements u, v ∈ P such that u <ℓ v but there is no w ∈ P with
u <ℓ w <ℓ v. Then, the sublanguage L
′ = {x ∈ L : u <ℓ x <ℓ v} of L is still dense and has no member
in P . In L′ there can be elements which are in the prefix relation, but all the <p-chains are finite within
L′ (since if L′ contains an infinite <p chain, its elements would be in P ). So let K ⊆ L′ be the language
containing the <p-maximal elements of L
′ (i.e. there is no such word which is greater than them in prefix
relation). Since there is no infinite prefix chain in L′, we have L′ ⊆
⋃
w∈K Pref(w). Since Pref(w) is finite
for each word w ∈ K, while L′ is infinite (and dense), so K has to be still dense and prefix-free.
If P is dense, we define a word xu ∈ P inductively for each word u ∈ {0, 2}∗{ε, 1} such that u <p v
implies xu <p xv and u <s v implies xu <s xv. First observe that for each x ∈ P , there has to be an
infinite number of ω-words w such that x ∈ Pref (w) and Pref (w) ∩ P is infinite (that is, there have to be
infinitely many different prefix chains containing w), for if there were some x ∈ P with only a finite number
of such ω-words, say {w1, . . . , wk}, then choosing one of them, say w1, there would be a length N such that
if u ∈ Pref (w1) with |u| ≥ N , then u /∈ Pref (wi) for i > 1. Hence, if u and v were long enough members of
Pref(w1), then only a finite number of elements of P would fit between them (each of them being prefixes
of the same w1) and P wouldn’t be a dense set.
So, moving back to the construction, for the base step, we choose an arbitrary word from P , for xε.
Having defined xu ∈ P with u ∈ {0, 2}∗, we define xu0, xu1 and xu2 as follows. Since there are infinitely
many infinite prefix chains in P containing xu, we can choose three different ω-words, w1, w2 and w3 with
xu being a prefix of each of them and with w1 <s w2 <s w3. Since the three ω-words differ, long enough
prefices of wi are not prefices of the other two words, and since each wi is a limit of an infinite prefix chain,
we can choose long enough prefices of each wi which are in P and not prefices of the other two ω-words. We
define xu0, xu1 and xu2 to be this prefix of w1, w2 and w3 respectively.
Then, words of the form ux1 form a dense subset of P .
Proposition 4. If L ⊆ Σ∗ is a scattered language and uK ⊆ Pref (L) for some word uΣ∗ and language
K ⊆ Σ∗, then K is scattered as well.
Proof. Since u−1L embeds into L under the mapping x 7→ ux, we get that u−1L is scattered as well
and K ⊆ u−1Pref(L) = Pref (u−1L). Assume K is not scattered, that is, it has a dense subset X ⊆ K.
By Proposition 3 there exists a language X ′ ⊆ X such that X ′ is prefix-free and still dense. Hence, X ′
embeds into Pref(u−1L) as well, which is a contradiction since a dense ordering cannot be embedded into
a scattered one. Thus, K has to be scattered.
Corollary 1. If L = L1L2 is a nonempty scattered language, then so are L1 and L2.
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4. Linear and semilinear sets
Let N0 stand for the set of nonnegative integers. We call a set X ⊆ Nk0 periodic if it has the form
X = {N +M · t : t ≥ 0} for some vectors N,M ∈ Nk0 ; linear if it has the form X = {N0 + N1 · t1 + N2 ·
t2 + . . . + Nk · tn : t1, . . . , tn ≥ 0} for some integer n ≥ 0 and vectors N0, . . . , Nk ∈ N
k
0 ; semilinear if it is
a finite union of linear sets and ultimately periodic if it is a finite union of periodic sets. (Observe that a
singleton set is also periodic, by choosing the vector M in the definition to be the null vector, thus finite
sets are ultimately periodic.)
It is known [13] that a subset of N0 is ultimately periodic if and only if it is semilinear. Moreover, by
Parikh’s theorem we know that the Parikh image Ψ(L) = {(|u|0, |u|1) : u ∈ L} of any context-free language
L ⊆ {0, 1}∗ is semilinear (the theorem holds for arbitrary alphabets).
Let us define the (net) opening depth of a word w ∈ {0, 1}∗ as open(w) = |w|0 − |w|1. Clearly, a word w
belongs to Pref (D1) if and only if open(w
′) ≥ 0 for each prefix w′ of w, and to D1 if additionally, open(w) =
0. As an extension, we define open′ : N20 → N0 as (n,m) 7→ n−m. Then clearly, open(w) = open
′(Ψ(w)) for
each word w ∈ {0, 1}∗ and the image of a linear set {(n0,m0)+ (n1,m1) · t1+ . . .+(nk,mk) · tk : t1, . . . , tk ≥
0} ⊆ N20 is the linear (thus ultimately periodic) set
{
(n0 −m0) +
k∑
i=1
(ni −mi) · ti : t1 . . . , tk ≥ 0
}
⊆ N0.
Hence, open(L) is an ultimately periodic set for any context-free language L ⊆ {0, 1}∗.
Similarly, let us define the closing depth of a word w ∈ {0, 1}∗ as close(w) = |w|1 − |w|0. Then, a word
w belongs to Suf(D1) if and only if close(w
′) ≥ 0 for each suffix w′ of w, and belongs to D1 if and only
if additionally close(w) = 0. Again, we define close′(n,m) = m − n. We get also that for any context-free
language L ⊆ {0, 1}∗, close(L) is ultimately periodic.
Given a transducer M = (Q,Σ,∆, q0, F, µ), we associate to each state q ∈ Q the following set N(q) ⊆ N0
of integers: n ∈ N(q) if and only if there exist words u, v ∈ {0, 1}∗ with uv ∈ D1, q ∈ q0u, qv ∩ F 6= ∅ and
open(u) = n. It will be useful to define two additional sets N−(q) and N+(q) as follows: let n ∈ N−(q)
if and only if q ∈ q0u for some u ∈ Pref (D1) with open(u) = n and similarly, n ∈ N+(q) if and only if
qu ∩ F 6= ∅ for some u ∈ Suf (D1) with close(u) = n. Clearly, N(q) = N−(q) ∩N+(q).
Proposition 5. For each state q of a transducer M , the set N(q) is ultimately periodic.
Proof. As N−(q) = open({u ∈ Pref (D1) : q ∈ q0u}) and this language is the intersection of the context-
free language Pref (D1) and the regular language {u ∈ {0, 1}∗ : q ∈ q0u}, we have that N−(q) is ultimately
periodic.
Similarly, N+(q) is ultimately periodic as well. As the intersection of finitely many ultimately periodic
sets is ultimately periodic [13], so is N(q).
For an example for a transducer (without the output function as that does not play a role in the sets N(q))
and the sets N(q) see Figure 2. The reader is encouraged to verify some of these sets, e.g. for N+(q1) we have
that the words accepted from q1 are the members of the language (000+ 01)
∗0(1(11)∗+11) ∩ Suf (D1) on
which if we apply the close function we get the nonnegative numbers belonging to the set {−3t1−1+1+2t2 :
t1, t2 ≥ 0} ∪ {−3t1− 1+2 : t1 ≥ 0}, that is, {2t2− 3t1 : t1, t2 ≥ 0, 2t2 ≥ 3t1} ∪ {1} which in turn is simply
N0, or {t : t ≥ 0} as each nonnegative integer k can be written as either k = 2 · t2 − 3 · 0 if k is even and as
k = 2t1 − 3 · 1 if k is odd.
Proposition 6. For any transducer M , there exists some integer P > 1, called a period of M and for each
state q of M , some subset τ(q) of {0, . . . , 2P − 1}, called the type of q such that
N(q) =
(
τ(q) ∩ {0, . . . , P − 1}
)
∪ {n ∈ N : n ≥ P, n ≡ r mod P for some r ≥ P, r ∈ τ(q)}.
Proof. By Proposition 5, each set N(q) is ultimately periodic, that is, a finite union of sets of the form
{r+ p · t : t ≥ 0} for some constants r, p ≥ 0 (called the remainder and the period – the case p = 0 defines a
singleton set). Let P be the least integer which is a multiple of each nonzero period and larger than all the
remainders and is also at least two.
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q0start
q1
q2
q3
q4 q5 q6
q7 q8
0
0
0
0 1
0 1
1
1
1
1
− : {3t},
+ : {t},
∩ : {3t} − : {3t+ 2},
+ : {t},
∩ : {3t+ 2}
− : {3t+ 2},
+ : {t+ 1},
∩ : {3t+ 2}
− : {3t+ 2},
+ : {t},
∩ : {3t+ 2}
− : {3t+ 2},
+ : {2} ∪ {2t+ 1},
∩ : {2} ∪ {6t+ 5}
− : {t},
+ : {2t},
∩ : {2t}
− : {t},
+ : {1 + 2t},
∩ : {1 + 2t}
− : {3t+ 1},
+ : {1},
∩ : {1}
− : {3t},
+ : {0},
∩ : {0}
P = 6
Figure 2: The sets N−(q), N+(q) and N(q), denoted by −, + and ∩ respectively.
We claim that X(q) = {n : 0 ≤ n ≤ 2P − 1} ∩N(q) is a good choice for the type of q. To this end, let
X̂(q) stand for the (ultimately periodic) set(
X(q) ∩ {0, . . . , P − 1}
)
∪
⋃
r∈X(q),r≥P
{n ≥ P : n ≡ r mod P}.
So we have to show that N(q) = X̂(q).
First, observe that X̂(q)∩{0, . . . , P −1} = N(q)∩{0, . . . , P −1} by the definition of X(q) so we have to
show that for any integer n ≥ P , n ∈ X̂(q) if and only if n ∈ N(q). Let us write N(q) =
⋃
i∈[k]
{ri+pi ·t : t ≥ 0}
And indeed, for n ≥ P (and thus n ≥ ri, pi for each i ∈ [k]) we have
n ∈ X̂(q)⇔ n ≡ r mod P for some r ∈ X(q), r ≥ P
⇔ n ≡ r mod P for some r ∈ N(q), P ≤ r < 2P
⇔ n ≡ ri + pi · t mod P for some i ∈ [k], 0 ≤ t
⇔ n ≡ ri + pi · t mod P for some i ∈ [k], 0 ≤ t < P/pi
⇔ n ≡ ri mod pi, n ≥ ri for some i ∈ [k]
⇔ n ∈ N(q).
Now we create a transducer M ′ from M by creating copies of each state. We want to construct M ′ so
that each state should have a singleton type. The states of M ′ will be triples of the form (q, n, σ) with
q ∈ Q, n ∈ τ(q) and σ ∈ {≡, ↑, ↓}.
Let P be a period of M . From the state q of M , we will create states (q, n,≡) for each P ≤ n ∈ τ(q)
and two states, (q, n, ↑) and (q, n, ↓) for each n ∈ τ(q) with n < P . Observe that since q0w∩F 6= ∅ for some
w ∈ D1, we have 0 ∈ τ(q0). In M
′, let (q0, 0, ↑) be the initial state. Also, if qf ∈ F , then we can assume that
there exists some word w ∈ D1 with qf ∈ q0w (otherwise we can remove qf from F , the resulting transducer
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will be equivalent with M), and so 0 ∈ N(qf ) as well. So let {(qf , 0, ↓) : qf ∈ F} be the (nonempty) set of
accepting states in M ′.
We define the transitions of M ′ as follows: let ((p, n, σ1), a, (q,m, σ2)) ∈ ∆′ if and only if (p, a, q) ∈ ∆
and one of the following conditions holds:
i) n+ 1 = m < P , σ1 = σ2 and a = 0
ii) n− 1 = m, m < P , σ2 ∈ {σ1, ↓} and a = 1
iii) n+ 1 ≡ m mod P , m ≥ P , n ≥ P − 1, a = 0, σ2 =≡ and σ1 6=↓
iv) n− 1 ≡ m mod P , n ≥ P , m ≥ P − 1, a = 1, σ1 =≡ and σ2 6=↑.
Moreover, for ((p, n), a, (q,m)) ∈ ∆′, let µ′((p, n), a, (q,m)) = µ(p, a, q). Finally, if there is any non-accessible
or non-coaccessible state in M ′, then let us drop it. Figure 3 shows a part of the transducer M ′ constructed
from the transducer M of Figure 2 with some states missing and without the output function, to maintain
readability of the transition diagram. The idea is that when M ′ reads some input word, then for a while
it uses states labeled by ↑, then if for the currently read prefix the opening depth reaches P , then from
that point it uses states labeled by ≡, then, after reading in the longest prefix with opening depth at least
P it switches to states labeled by ↓. In the ↑ and ↓ states, the exact opening depth is maintained while
in the ≡ states it’s maintained only up to modulo P . (During the switch from an ≡ state to a ↓ state,
nondeterminism is used to guess the end of the longest prefix and this guess is then checked against by the ↓
states.) Finally, if the depth of the word never reaches P , then the transducer switches at some point from
an ↑-state to a ↓ state by a transition of type ii). Most of these latter transitions are missing intentionally
from the diagram of M ′ of Figure 3.
Proposition 7. For each word u = a1 . . . an ∈ D1 and run q0
a1/R1
−→ q1
a2/R2
−→ . . .
an/Rn
−→ qn in M with qn ∈ F
there is a run (q0, 0, ↑)
a1/R1
−→ (q1, t1, σ1)
a2/R2
−→ . . .
an/Rn
−→ (qn, tn, σn) in M ′ with (qn, tn, σn) ∈ F × {0} in M ′.
Proof. Let u = a1 . . . an ∈ D1 be a word and q0
a1/R1
−→ q1
a2/R2
−→ . . .
an/Rn
−→ qn be a run in M with qn ∈ F .
There are two cases: either open(v) < P for each prefix v of u, or open(v) ≥ P for at least one prefix v
of u. We construct an accepting run (q0, 0, ↑)
a1/R1
−→ (q1, t1, σ1)
a2/R2
−→ . . .
an/Rn
−→ (qn, tn, σn) of M ′ in both cases.
1. If open(v) < P for each prefix v of u, then let us define ti = open(v) for each 0 ≤ i ≤ n, σi =↑ for
each 0 ≤ i < n and σn =↓. Then, the first n − 1 transitions are of type i) and type ii) depending on
ai, with σ1 = σ2 =↑, and the last transition is of type ii) with σ2 =↓, since by u ∈ D1 we get an = 1.
Thus this is indeed an accepting run in M ′.
2. If open(v) ≥ P for at least one prefix v of u, then let i↑ ≥ 0 be the largest index so that for each j ≤ i↑,
open(a1 . . . aj) < P and let i↓ be the smallest index so that for each j ≥ i↓, open(a1 . . . aj) < P . These
indices exist since open(a1) = 1 < P and open(a1 . . . an) = 0 < P , moreover, i↑ < i↓ since there exists
some i with open(a1 . . . ai) ≥ P and all of these is have to fall strictly between i↑ and i↓.
Now let us define
ti =
{
open(a1 . . . ai) if i ≤ i↑ or i ≥ i↓
(open(a1 . . . ai) mod P ) + P otherwise
σi =

↑ if i ≤ i↑
≡ if i↑ < i < i↓
↓ if i↓ ≤ i.
We claim that for each 0 ≤ i < n, ((qi, ti, σi), ai+1, (qi+1, ti+1, σi+1)) is a transition in M ′. Indeed:
(qi, ai+1, qi+1) is a transition of M and
• if i < i↑ and ai+1 = 0, then ti = open(a1 . . . ai), ti+1 = open(a1 . . . ai+1) = ti + 1 < P and
σ1 = σ2 =↑, thus then the triple is a type i) transition
• if i < i↑ and ai+1 = 1, then ti = open(a1 . . . ai), ti+1 = open(a1 . . . ai+1) = ti − 1, ti < P and
σ1 = σ2 =↑, thus then the triple is a type ii) transition
• if i = i↑, then (by the maximality of i↑) ai+1 = 0, open(a1 . . . ai) = ti = P−1, open(a1 . . . ai+1) =
ti+1 = P (as (P mod P ) + P = P , σ1 =↑, σ2 =≡ and the triple is a type iii) transition
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q0, 0, ↑start
q0, 3, ↑
q0, 6,≡
q0, 9,≡
q1, 1, ↑
q1, 4, ↑
q1, 7,≡
q1, 10,≡
q2, 2, ↑
q2, 5, ↑
q2, 8,≡
q2, 11,≡ q3, 2, ↑
q3, 5, ↑
q3, 8,≡
q3, 11,≡
q4, 2, ↑
q4, 5, ↑
q4, 11,≡
q5, 0, ↓
q5, 2, ↓
q5, 4, ↓
q5, 6,≡
q5, 8,≡
q5, 10,≡
q6, 1, ↓
q6, 3, ↓
q6, 5, ↓
q6, 7,≡
q6, 9,≡
q6, 11,≡
q7, 1, ↑
q8, 0, ↓
0
0
0
0
0
0
0
0 0
0
0
0
0
0
0
0
0
0
0
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
Figure 3: The automaton M ′.
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• if i↑ < i < i↓ − 1 and ai+1 = 0, then σi = σi+1 =≡, ti = (open(a1 . . . ai) mod P ) + P ≥ P ,
ti+1 = ((open(a1 . . . ai) + 1) mod P ) + P ≥ P and the triple is a type iii) transition
• if i↑ < i < i↓ − 1 and ai+1 = 1, then σi = σi+1 =≡, ti = (open(a1 . . . ai) mod P ) + P ≥ P ,
ti+1 = ((open(a1 . . . ai)− 1) mod P ) + P ≥ P and the triple is a type iv) transition
• if i = i↓ − 1, then (by the minimality of i↓) ti = open(a1 . . . ai) = P , ai+1 = 1, ti+1 =
open(a1 . . . ai+1) = P − 1, σi =≡, σ2 =↓ and the triple is a type iv) transition
• if i ≤ i↓ and ai+1 = 0, then ti = open(a1 . . . ai), ti+1 = open(a1 . . . ai+1) = ti + 1 < P and
σ1 = σ2 =↓, thus then the triple is a type i) transition
• if i ≤ i↓ and ai+1 = 1, then ti = open(a1 . . . ai), ti+1 = open(a1 . . . ai+1) = ti − 1, ti < P and
σ1 = σ2 =↓, thus then the triple is a type ii) transition
Corollary 2. L(M) = L(M ′) for the transducers M and M ′ of Proposition 7.
Proof. From Proposition 7 we have L(M) ⊆ L(M ′). For the other direction, L(M) ⊆ L(M ′) also clearly
holds since the mapping (q, n, σ) 7→ q for each q ∈ Q, n ∈ τ(q), σ ∈ {↑, ↓,≡} transforms an accepting run in
M ′ into an accepting run in M , with the same labels on the transitions.
Hence, we can consider the automaton M ′ and call those runs of the form
(q0, t0, σ0)
a1/R1
−→ (q1, t1, σ1)
a2/R2
−→ . . .
an/Rn
−→ (qn, tn, σn)
ofM ′ explained in the construction consistent. By Proposition 7, L(M) is then the union of all the languages
R1 . . . Rn occurring as output sequences on accepting consistent runs of M
′ on input words belonging to D1.
5. Cycles in M ′
Let us fix for this section a transducer M = (Q, {0, 1}, δ, q0, F ) generating a scattered language L(M),
let P be a period of M and let M ′ be the construction of Proposition 7. Viewing M ′ as a directed
graph, we can study the strongly connected components (SCCs) of M ′. Without loss of generality, as M
is nondeterministic, we can assume that q0 is a source state (there are no incoming transitions to q0) and
each member of F is a sink state (there are no outgoing transitions from the members of F ). Hence, the
state (q0, 0, ↑) is also a source in M ′ and each (qf , 0, ↓) with qf ∈ F is a sink in M ′, thus each one of
these states lie in its own trivial SCC. Let  be the usual reachability order on the states of M ′, i.e.,
(q, n, σ)  (q′, n′, σ′) if and only if (q, n, σ)u ∋ (q′, n′, σ′) for some u ∈ {0, 1}∗ and let (q, n, σ) ≈ (q′, n′, σ′)
if and only if (q, n, σ)  (q′, n′, σ′) and (q′, n′, σ′)  (q, n, σ). The strongly connected components, SCCs of
M ′ are its ≈-classes. By construction of M ′ (using the condition P > 1) we get that if a component is a
singleton set, then it is trivial : no state can have a loop edge as if (q, n, σ)a ∋ (q′, n′, σ′), then n 6= n′. We
write (q, n, σ) ≺ (q′, n′, σ′) if (q, n, σ)  (q′, n′, σ′) and not the way around. This preorder gives rise to the
partial order ≺ on the SCCs of M ′: C ≺ C′ if and only if C 6= C′ and (q, n, σ) ≺ (q′, n′, σ′) for some states
(q, n, σ) ∈ C, (q′, n′, σ′) ∈ C′.
A cycle in M ′ (from a state (p0, k0, σ0)) is a closed sequence of edges
(p0, k0, σ0)
a1/R1
−→ (p1, k1, σ1)
a2/R2
−→ . . .
an/Rn
−→ (pn, kn, σn) = (p0, k0, σ0)
s for some n > 0. The label of this cycle is a1 . . . an. Clearly, all the states on a cycle belong to the same
SCC of M ′, moreover, by construction we have that if u is the label on a cycle, then open(u) ≡ 0 mod P .
In particular, if open(u) is zero, positive or negative, then the cycle is called zero, positive or negative,
respectively. Thus, if u is the label of a cycle from some state (q, n, σ) with n < P , then u is a cycle of zero
weight.
We begin with a couple observations:
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Proposition 8. In any SCC of M ′, σ is constant, i.e. if (q, n, σ) ≈ (q′, n′, σ′), then σ = σ′.
For each state (q, n, σ) of M ′ with σ ∈ {↑, ↓} (and thus 0 ≤ n < P ), it holds that τ(q, n, σ) = {n}. For
each state (q, n,≡) of M ′ (and thus P ≤ n < 2P ), it either holds that τ(q, n,≡) = {n} or τ(q, n,≡) =
{n, n− P}.
Proof. Let us introduce the ordering ↑≤≡≤↓. Then, for each transition ((q, n, σ), a, (q′, n′, σ′)) of M ′ we
have σ ≤ σ′, hence if (q, n, σ) ≈ (q′, n′, σ′), then σ = σ′ has to hold.
In particular, in any accepting run we first visit a positive number of ↑-states, then a nonnegative number
of ≡-states, and finally a positive number of ↓-states.
It is easy to see via induction on the length of the computation that if (q0, 0, ↑)
a1/R1
−→ (q1, k1, ↑
)
a2/R2
−→ . . .
an/Rn
−→ (qn, kn, ↑) is a path in M ′, then for each 0 ≤ i ≤ n we have open(a1 . . . ai) = ki, prov-
ing N−(q, k, ↑) ⊆ {k} for each q ∈ Q, k ∈ τ(q) for which (q, k ↑) is a state of M ′, and since N(q, k, ↑)
is nonempty (otherwise we would leave this state out), it has to be the case that N(q, k, ↑) = {k}. The
same reasoning applied to states of the form (q, k, ↓), considering the suffix of an accepting run that passes
through solely on ↓-states.
Finally, by the construction of ∆ it is clear that if (q, k, σ) ∈ (q0, 0, ↑) ·u in M ′, then open(u) ≡ k mod P .
Hence, for each state (q, k,≡) (thus P ≤ k < 2P ) we have τ(q, k,≡) ⊆ {k, k − P}. Also, since k ∈ τ(q) in
M , for each t ≥ 0 there is at least one accepting run pi of M on some word u ∈ D1 such that for some prefix
v of u with open(v) = k + t · P , pi is in the state q. Then, the “lifted” run pi′ of Proposition 7 is in some
state (q, t, σ) but as σ ∈ {↑, ↓} cannot happen here since τ(q, n, σ) would be then {n} with n < P , it has to
be the case that σ =≡ and n = ((k + t · P ) mod P ) + P = k, thus k ∈ τ(q, t,≡) as well. Hence, τ(q, t,≡) is
either {k} or {k, k − P}.
Proposition 9. In a ↑- or a ↓-component, each cycle is a 0-cycle.
Proof. If (q, k, ↑)u ∋ (q, k, ↑), and (q0, 0, ↑)v ∋ (q, k, ↑), then by Proposition 8 we have open(v) =
open(vu) = k, hence open(u) = 0. For the ↓-states we have to consider the suffix of the computation
the same way.
We introduce a couple of shorthands: let CycleWords(q, k, σ) ⊆ {0, 1}∗ be the language {u : (q, k, σ) ∈
(q, k, σ) · u} and CycleOutputs(q, k, σ) =
⋃
(q,k,σ)
u/R
−→(q,k,σ)
R.
Proposition 10. To each state (q, k, σ) there exists a primitive word w(q, k, σ) ∈ Σ∗ such that whenever
(q, k, σ)
u/R
−→(q, k, σ) with open(u) = 0, then R ⊆ w(q, k, σ)∗.
Proof. Let (q, k, σ) be a state of M ′. If there is no cycle of weight 0 visiting (q, k, σ), then the claim
is vacuously satisfied. Otherwise, for each such cycle (q, k, σ)
u/R
−→(q, k, σ) there is some input word w and
output language R0 with (q0, 0, ↑)
w/R0
−→ (q, k, σ) such that wu ∈ Pref(D1). Indeed, if σ ∈ {↑, ↓} then any
such word w ∈ Pref(D1) leading into (q, k, σ) with open(w) = k will do since in a ↑- or ↓-component k
always stores correctly the opening value of the input consumed so far within an accepting run, so during
the consumation of the cycle of weight 0, the opening depth remains nonnegative since we stay within the
same component the whole time and there are no states (q′, k′, σ) with negative k′. Otherwise, if σ =≡,
then there is some word w ∈ Pref (D1) leading into (q, k, σ) with open(w) = k + |u| · P , and so no prefix v
of wu can have a negative open value, so this run on wu can be extended into some accepting path.
But then, R0R
∗ ⊆ Pref(L(M)), so by Proposition 4 we get that R∗ is scattered, so by Proposition 2,
R ⊆ w(q, k, σ)∗ for some (primitive) word w(q, k, σ).
Now if there is another cycle (q, k, σ)
v/R′
−→(q, k, σ), then by the same reasoning we get that for some
(deeply opening enough) prefix w/R0, the language R0(R ∪R
′)∗ is a subset of Pref (L(M)) and so R ∪R′
has a primitive root, which has to be the primitive root w(q, k, σ) as well, thus this word is the primitive
root of all the cycles of zero weight, starting from (q, k, σ).
10
Proposition 11. Assume there is some cycle of positive weight in some SCC C of M ′. Then for each
(q, k, σ) ∈ C there exists a (unique, primitive) word w(q, k, σ) ∈ Σ∗ such that CycleOutputs(q, k, σ) ⊆
w(q, k, σ)∗.
(Clearly, this w(q) has to coincide with the word w(q, k, σ) of Proposition 10 for states having a passing
cycle of weight zero as well.)
Proof. Let (q, k, σ) be a state ofM ′ with (q, k, σ)
u1/R1
−→ (q, k, σ)
u2/R2
−→ (q, k, σ)(so u1, u2 ∈ CycleWords(q, k, σ)
and R1 ∪ R2 ⊆ CycleOutputs(q, k, σ)) such that open(u1) > 0. This in particular means that σ =≡
and k ≥ P , since by construction of M ′, ↑- and ↓-components can only have cycles with zero weight.
Then, as k ∈ τ(q, k,≡), for each t ≥ 0 there exists some word u ∈ {0, 1}∗ and language R ⊆ Σ∗ with
(q, k,≡)
u/R
−→(qf , 0, ↓) for some qf ∈ F and open(u) = −(k+ t ·P ) (that is, k+ t ·P parenthesis can be opened
in q for any t, and they can still be closed with some word). Also, there is some word w (it can be assumed
that open(w) ≥ k is large enough, since (q, k,≡) is a ≡-state, so wu1 ∈ Pref (D1)) and language R0 with
(q0, 0, ↑)
w/R0
−→ (q, k,≡). Thus, since open(wut1) = open(w) + t · open(u1) which is of the form k + t
′ · P for
some t′ ≥ 0 since open(u1) > 0, we have that R0R∗1 ⊆ Pref (L(M
′)). Applying Propositions 4 and 2 we
have that R1 ⊆ w(q, k, σ)∗ for some primitive word w(q, k, σ).
Also, if (q, k,≡)
u2/R2
−→ (q, k,≡) for some u2 ∈ {0, 1}∗ and R2 ⊆ Σ∗ (with u2 being possibly a negative
cycle), then we have that for some large enough t ≥ 1, (q, k,≡)
ut
1
u2/R
t
1
R2
−→ (q, k,≡) is so that open(ut1u2) > 0,
hence, the language R1 ∪ Rt1R2 ⊆ CycleOutputs(q, k,≡) consists of words all sharing the same primitive
root, which can only be w(q, k, σ) (as R1 ⊆ R1 ∪ Rt1R2), implying R1 ∪ R
t
1R2 ⊆ w(q, k, σ)
∗ which implies
R2 ⊆ w(q, k, σ)
∗ as well since Rt1 ⊆ w(q, k, σ)
∗.
Hence, if there is some cycle with positive weight containing a state (q, k,≡), then there exists a primitive
word w(q, k, σ) ∈ Σ∗ such that CycleOutputs(q, k,≡) ⊆ w(q, k, σ)∗.
Also, in a ≡-component if there exists a cycle with positive weight, then there is such a cycle
for each state in the same SCC: if (q, k,≡)
u/R
−→(q, k,≡) and (q′, k′,≡) ≈ (q, k,≡), that is, (q, k,≡
)
u1/R1
−→ (q′, k′,≡)
u2/R2
−→ (q, k,≡) and for some large enough t then we have (q′, k′,≡)
u1u
tu2/R1R
tR2
−→ (q′, k′,≡)
with open(u1u
tu2) > 0, proving the statement.
Proposition 12. Assume C is a component of M ′ and there is a state (q, k, σ) ∈ C and an output word
w ∈ Σ∗ such that the set {open(u) : u ∈ Pref (D1), (q0, 0, ↑)
u/w
−→(q, k, σ)} is infinite. (Thus, σ =≡.)
Then for each state (q′, k′, σ) ∈ C there exists a word w(q′, k′, σ) such that CycleOutputs(q′, k′, σ) ⊆
w(q′, k′, σ)∗.
Proof. Let (q′, k′, σ) be a state in C. If there are no cycles from (q′, k′, σ) (that is, if C is trivial),
then the claim is vacuously satisfied. Otherwise, let (q′, k′, σ)
u1/R1
−→ (q′, k′, σ)
u2/R2
−→ (q′, k′, σ) be two cycles
(possibly the same). Then, from the condition of the Proposition, there is a word u ∈ Pref (D1) with
open(u) ≥ max{|u1|, |u2|} + |C| + P , a word u′ ∈ {0, 1}∗ of length at most |C| and some language R′
(independent from u1 and u2) with (q0, 0, ↑)
u/w
−→(q, k, σ)
u′/R′
−→ (q′, k′, σ). By the condition on u, we have that
both uu′u1 and uu
′u2 are in Pref(D1) and still has an opening depth of at least P , so both runs can be
extended to some accepting run, yielding wR′(R1 ∪R2) ⊆ Pref(L(M)) for each choice of R1 and R2 which
are output languages of some cycle starting from (q′, k′, σ). Now since if x and y are cycles, then so is xy, we
get that wR′(R1 ∪R2)∗ is then also a subset of the scattered language Pref(L(M)), thus by Propositions 4
and 2 we get that R1 ∪ R2 ⊆ w(q′, k′, σ)∗ for some primitive word w(q′, k′, σ), thus both R1 and R2 have
the very same primitive root w(q′, k′, σ), no matter the choice of R1 and R2. Thus, all the cycles indeed
have the same primitive root, proving the claim.
For each transition δ = ((q, k, σ), a/R, (q′, k′, σ′)) in M ′ with (q, k, σ) ≺ (q′, k′, σ′) (that is, for each
intercomponent edge) we define the language L(δ) ⊆ Σ∗ as the output language of runs which use δ as their
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final transition and can be extended to an accepting run. Formally:
L(δ) =
⋃
(q0,0,↑)
u/R1
−→ (q,k,σ):ua∈Pref (D1),open(ua)∈τ(q′,k′,σ′)
R1R.
The following proposition has the most involved proof in the paper and is the central statement on the way
for bounding the rank of scattered restricted one-counter languages.
Proposition 13. For each intercomponent edge δ, L(δ) is a scattered language of rank smaller than ω2.
Proof. As L(δ) ⊆ Pref (L(M ′)) = Pref (L(M)) and L(M) is a scattered language, so is L(δ) by Proposi-
tion 4.
Let δ = ((q, k, σ), a/R, (q′, k′, σ′)) be an intercomponent edge, (q, k, σ) ∈ C and (q′, k′, σ′) ∈ C′ for the
components C ≺ C′ of M ′. We use induction on the height of C with respect to ≺ to prove the statement.
If C = {(q0, 0, ↑)} is the smallest component (recall that q0 is assumed to be a source state in M), then
the claim holds since then L(δ) = R which is a (scattered) regular language and thus has a finite rank.
If C is not the smallest component, then either C contains a cycle of positive weight, or it does not.
In the latter case, either there is an output word w ∈ L(δ′) for some intercomponent transition δ′ =
((p, n, σ1), b/R
′, (p′, n′, σ)) leading into C such that {open(u) : (q0, 0, ↑)
u/w
−→(p, n, σ1)} is infinite, or there is
not. Let us deal with the three cases separately: we collapse the first and the second case into one.
1. If C contains a cycle of positive weight, or if there is some output word w whose open-set described
in the previous paragraph is infinite, then by Proposition 11 or 12 respectively we have that whenever
(q1, k1, σ)
u/R1
−→ (q1, k1, σ) is a cycle within C, then R1 ⊆ w(q1, k1, σ)∗. In particular, the order type of
R1 is either ω or finite, so its rank is at most one.
Now for any run pi using δ as its final transition there exist a sequence of distinct states
(q1, k1, σ), . . . , (qn, kn, σ) of C and an intercomponent transition δ
′ leading into (q1, k1, σ) such that
• pi enters C via δ′, reaching (q1, k1, σ)
• then takes zero or more cycles involving (q1, k1, σ)
• then, after visiting (q1, k1, σ) the last time, uses the transition to (q2, k2, σ) labeled R2, say
• then takes zero or more cycles involving (q2, k2, σ) (that do not involve (q1, k1, σ) but that will
not be important)
• then after visiting (q2, k2, σ) the last time, uses a transition to (q3, k3, σ) labeled R3, say, and so
on
• finally, after visiting (qn, kn, σ) the last time, uses δ.
Now for any fixed δ′, (q1, k1, σ), . . . , (qn, kn, σ) the output language of these languages is contained
within
L(δ′) · w(q1, k1, σ)
∗ · R2 · w(q2, k2, σ)
∗ ·R3 · . . . · w(qn, kn, σ)
∗ · R.
By the induction hypothesis, the rank of L(δ′) is strictly smaller than ω2, the rank of each w(qi, ki, σ)
∗
is at most 1 and the rank of the regular languages R, R2, R3, . . . , Rn is finite, so the rank of these
languages is finite plus something strictly smaller than ω2 by Proposition 1, hence the rank of this
product is still smaller than ω2. Now in this product there might be words which are not in L(δ) but
the intersection of L(δ) and this product is a subset of the product language, hence the intersection
also has a rank smaller than ω2.
As there are only finitely many options for choosing the transition δ′ and the sequence of distinct
states of C, the language L(δ) is thus a finite union of languages, each having a rank smaller than ω2,
applying the equation for finite unions in Proposition 1 we get that L(δ) also has a rank smaller than
ω2.
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2. Otherwise, C might contain cycles of zero weight and negative cycles as well. By Proposition 10, to
each state (q1, k1, σ) in C there exists a primitive word w(q1, k1, σ) such that if (q1, k1, σ)
u/R1
−→ (q1, k1, σ)
is so that open(u) = 0, then R1 ⊆ w(q1, k1, σ)∗. In this case we also partition L(δ) but this time into
a larger number of clusters. As in the previous case, let δ′ = ((p1, n1, σ1), b/R1, (q1, k1, σ)) be an
intercomponent transition leading into (q1, k1, σ) ∈ C. Now let wb ∈ L(δ′) be a possible output word
of some run using δ′ as its final step. For any such fixed wb, the set {open(u) : (q0, 0, ↑)
u/w
−→(p1, n1, σ1)}
is finite since the case when it can be infinite is handled in the previous case. So let n ∈ {open(u) :
(q0, 0, ↑)
u/w
−→(p1, n1, σ1)} be some integer in this finite set.
Now if a run starts with the labels u/w with open(u) = n ≥ 0, enters a component C via δ′ which
leads into (q1, k1, σ) ∈ C such that in C there are only cycles of nonpositive weight, reads in some
word v ∈ {0, 1}∗ within the component and leaves the component by the transition δ in a way that
uv is still a member of the language Pref (D1) (in order to be a prefix of some accepting path), then
whenever (q1, k1, σ), (q2, k2, σ), . . . , (qt, kt, σ) is a sequence of (not necessarily distinct) states with
t ≤ |C| · (|C|+ n+ 1), then a path pi
• takes zero or more cycles of weight zero from (q1, k1, σ) - the output language of which is a subset
of w(q1, k1, σ)
∗, and thus has rank at most one,
• then takes a transition ((q1, k1, σ), a1/R2, (q2, k2, σ)) to (q2, k2, σ) - the output language of which
is a regular language of finite rank,
• then takes zero or more cycles of weight zero from (q2, k2, σ) - again with rank at most one,
• then moves to (q3, k3, σ) outputting a language of finite rank,
• and so on, finally after the cycles from (qt, kt, σ), leaving the component using δ (so qt = q,
kt = k), outputting again a language of finite rank.
Now since for each fixed sequence q1, . . . , qt the rank of the product language is finite, and there is a
finite number of them since t ≤ |C| · (|C|+ n+ 1), this union also has a finite rank as well. We claim
that for any run following u from (q1, k1, σ) which can still be extended to an accepting run there is
always such a sequence of states of bounded length. It is clear that some such sequence exists (as,
say, taking no cycles all and modeling the steps of the run inside C is an option), so let us assume
the sequence (q1, k1, σ), . . . , (qt, kt, σ) is the shortest one with the property that pi
′ can be written as
above: cycles of weight 0 from (q1, k1, σ) a transition to (q2, k2, σ), cycles of weight 0 from there, one
more transition etc and that t > |C| · (|C| + n + 1). As there are only |C| distinct states in C, there
is at least one state (p, kp, σ) which occurs at least |C| + n + 1 times in the sequence. Whenever a
state occurs twice in this sequence of minimal length, then between the repetitions the run has to take
a cycle of negative weight: there are no cycles of positive weight in C and if it would be a cycle of
weight zero, then we could collapse the segment between the repetition and gain a shorter sequence,
contradicting minimality. Thus, while the state (p, kp, σ) gets repeated |C|+n+1 times, takes |C|+n
cycles of negative weight, which decrease the open of the consumed input word by at least |C|+ n.
Now before the first occurrence of (p, kp, σ) the segment of the run might increase the open of the
consumed input word (which is n upon entering C) but only by at most |C| − 1: the run starts at
(q1, k1, σ) ∈ C, takes some cycles there which have a nonpositive weight, then after the last visit of
(q1, k1, σ) it moves to some (p2, k2, σ) (notice this is another decomposition of the prefix than the one
we used), changing the open by at most one, takes some cycles there having a nonpositive weight (thus
not increasing the open value), after the last visit to (p2, k2, σ) it takes a step to some other state
(possibly increasing the open by one), and so on but as there are only |C| − 1 such transitions as we
always move into a new state, overall the opening depth of the input word can be increased to at most
n + |C| − 1. Then we are taking n + |C| negative cycles, decreasing the open to a negative number,
hence this run cannot be extended to an accepting one as the input word cannot be in Pref (D1).
Thus, as for each output word w ∈ L(δ′) there are only a finite number of possibilities for opening
depth of the input read so far, and for each such possibility n a finite number of state sequences of
length at most |C| · (|C|+n+1), each defining a language of finite rank, thus for each word w ∈ L(δ′)
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we have a language Lw of finite rank such that w
−1L(δ) ⊆ Lw. That is, as L(δ′) is a scattered language
of rank smaller than ω2 by the induction hypothesis, and for each w ∈ L(δ′) we have the language Lw
of finite rank, that is, with rank at most ω so that L(δ) ⊆
⋃
δ′
⋃
w∈L(δ′)
wLw, applying Proposition 1 we
get that the rank of L(δ) is at most ω + α for some α < ω2, thus ω + α < ω2 also holds, proving the
statement.
Corollary 3. If L(M) is a scattered language for the transducer M , then the rank of L(M) is smaller than
ω2.
Proof. Since M (and so M ′) can be assumed to only have sinks as final states, we get that
L(M) = L(M ′) =
⋃
δ=((q,k,σ),a/R,(qf ,k′,σ′)) with qf∈F
L(δ)
which is a finite union of languages, each having rank strictly less than ω2 by Proposition 13.
We are ready to show the main result of the paper:
Theorem 1. The rank of each scattered one-counter language is less than ω2.
Proof. By Corollary 3, the rank of restricted scattered one-counter languages is less than ω2. It suffices
to see that the property is preserved under concatenation and Kleene plus as due to Proposition 1, if
L = L1L2 for a scattered nonempty language L, then L1 and L2 are also scattered. By Proposition 1 we
have rank(L) ≤ rank(L2) + rank(L1) in this case, hence if both L1 and L2 have rank less than ω
2, then so
has their product. For the case of iteration, if L+ is scattered, then by 2, L ⊆ v∗ and hence L+ ⊆ v∗ for
some word w, thus L+ is either finite (if L ⊆ {ε}) or has the order type ω, hence rank(L) ≤ 1 < ω2 again
holds, proving the statement.
6. Conclusion
We confirmed the conjecture of [11] that scattered one-counter languages always have a rank strictly
smaller than ω2, thus in particular, well-ordered one-counter languages always have an order type smaller
than ωω
2
. In the proof we used some upper bounds on the rank – it would be an interesting question to turn
this into an algorithm which computes the exact rank of the language. Also, since scattered order types
lack a Cantor-like normal form, it is not clear whether the order type of a scattered one-counter language is
presentable by some expression involving, say, ω, −ω, 1, finite products, sums and powers and if so, whether
such a presentation is computable, or from the descriptive complexity point of view, whether representing
such an expression by a transducer can be more succint than storing the expression itself. Also, it is still not
known whether the order isomorphism problem of two scattered context-free languages is decidable (for the
general case of arbitrary context-free languages it is known to be undecidable), and not even for one-counter
languages. For the case of regular languages the order isomorphism is known to be decidable, so to extend
decidability the class of restricted one-counter languages might be a good choice.
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