Abstract-We introduce a new random graph model. In our model, n, n ≥ 2, vertices choose a subset of potential edges by considering the (estimated) benefits or utilities of the edges. More precisely, each vertex selects k, k ≥ 1, incident edges it wishes to set up, and an edge between two vertices is present in the graph if and only if both of the end vertices choose the edge. First, we examine the scaling law of the smallest k needed for graph connectivity with increasing n and prove that it is Θ(log(n)). Second, we study the diameter of the random graph and demonstrate that, under certain conditions on k, the diameter is close to log(n)/ log(log(n)) with high probability. In addition, as a byproduct of our findings, we show that, for all sufficiently large n, if k > β log(n), where β ≈ 2.4626, there exists a connected Erdös-Rényi random graph that is embedded in our random graph with high probability.
I. INTRODUCTION
In recent years, there has been a renewed interest in various random graph models. Some of these random graph models include famous Erdös-Rényi random graphs [6] , random intersection graphs [4] , random graphs with hidden variables [5] , [7] , random threshold graphs [24] , and random geometric graphs [2] , [26] , just to name a few. A short description of these models and some of their applications are provided in Section III.
These random graphs are constructed in a very different manner. Each model attempts to capture unique characteristics or mechanisms by which edges are selected in the graph. Such edge selection mechanisms often make use of attributes or variables assigned to each vertex and lead to different correlations in edges and statistical behavior.
In the new random graph model we propose, unlike in (most of) the existing random graph models, we assign attributes to (potential) edges between vertices (as opposed to the vertices themselves). This allows us to capture the strategic or self-optimizing nature of vertices we expect in many applications; we interpret the attributes of the edges as their benefits or utilities, and each vertex attempts to select a subset of incident edges that are most beneficial to it.
Such situations may arise naturally, for instance, in distributed systems: Suppose that each agent needs to identify a set of other agents it wishes to coordinate its actions with and hence establish edges with, where edges may represent either physical/wireless links or (logical) relations. However, rather than choosing the set of edges at random, it seeks to maximize its (expected) benefit or utility from its choice of edges. To this end, the agent should first estimate the benefit of each potential edge, which may be computed based on previous interactions with other agents or on other prior information, and pick the edges with the highest benefits. Moreover, in some cases, the number of edges agents can select may be limited due to, for instance, a budget constraint (when setting up or maintaining edges incurs costs), physical constraints, or prohibitive communication overhead resulting from exchanges of control information with a large number of neighbors.
We consider simple cases in this paper, in which edge selections are carried out only once by the vertices. However, in some applications, edge selections may be repeated over time and edges may be updated dynamically based on more up-to-date information. This can happen, for example, when the benefits or utilities of the edges are time-varying or while the vertices are in the process of discovering or learning the values of the edges.
A line of research related to this topic can also be found in the literature on network formation (e.g., [16] , [20] and references therein). Most of these studies model the problem of network formation as a game among the vertices, where each vertex is a rational player and is interested in maximizing its payoff, e.g., the number of reachable vertices discounted according to their hop distances.
These game theoretic models typically assume that the vertices have both the necessary knowledge and computational capability to compute their payoffs as a function of strategy profile, i.e., the set of actions chosen by the vertices. This payoff computation often requires global knowledge, which may not be available to the vertices in many applications.
In contrast, our model allows us to capture the strategic nature of the vertices without assuming their full rationality or the availability of global information at their disposal. This is because the vertices base their selections only on the estimated benefits of potential edges, which do not depend on the strategy profile, and choose the edges that they believe to be most beneficial.
In our model, setting up an edge requires mutual consent between its two end vertices; when only one of the end vertices chooses the edge, the edge is not set up. The questions we are interested in exploring are the following: Suppose that there are n, n ≥ 2, vertices in the graph, and each vertex is allowed to choose k, 1 ≤ k ≤ n − 1, potential edges that provide the largest estimated benefits. Then, Q1: How large should k be as a function of n in order for the graph to be connected (with high probability)?
Q2: When the graph is connected, what is its diameter? To offer a partial answer to these questions, we prove the following main results: For large n, i. if k > β log(n), where β ≈ 2.4626, the graph is connected with high probability; ii. if k < 0.5 log(n), the graph contains at least one isolated node, i.e., a node with no neighbor, and is not connected with high probability; and iii. when k is of the order log(n) and is larger than β log(n) (so that the graph is connected with high probability), the diameter of the graph is close to log(n)/ log(log(n)). In the process of proving the first result, we also bring to light the following interesting fact: Under the condition k > β log(n), in spite of their seemingly disparate constructions, we can find an Erdös-Rényi random graph that is embedded in our random graph and is also connected with high probability.
The rest of the paper is organized as follows: Section II describes the random graph model we propose. We briefly discuss several existing random graph models and point out key differences between them and our model in Section III. Section IV defines the graph connectivity and the diameter of a graph, and formally states the questions of interest to us. We present the main results in Section V, followed by numerical results in Section VI. Throughout the paper, we assume that all random variables (rvs) are defined on a common probability space Ω, F, P .
II. A NEW RANDOM GRAPH MODEL
For each n ∈ IN + := {2, 3, . . .}, let V (n) = {1, 2, . . . , n} be the set of n nodes or vertices. 1 We assume that all edges between nodes are undirected in our model and denote the undirected edge between nodes i and j (i = j) by (i, j) = (j, i). For fixed n ∈ IN + , a subset of n(n − 1)/2 possible undirected edges is chosen through the following edge selection process. a) Edge values -For every pair of distinct nodes, say i, j ∈ V (n) (i = j), there is a value V i,j associated with the edge between them. Edge value V i,j is used to model an (expected) benefit node i may enjoy if it has an edge with node j.
We assume that edge values are symmetric, i.e., V i,j = V j,i .
2 While this may not be true in some cases, we believe that this a reasonable assumption in many applications, including cooperative distributed systems; in such systems, the value of an edge should signify to both of its end vertices its utility to the overall system performance.
The values of n(n − 1)/2 possible edges are modeled as n(n−1)/2 independent and identically distributed (i.i.d.) rvs with a common continuous distribution F .
b) Edge selection -Based on realized edge values
1 Throughout the rest of the paper, we use the words nodes and vertices interchangeably. 2 In more general cases, however, edges may be directed, and edge values V i,j and V j,i may be correlated, but not necessarily identical.
k incident edges with the k largest values. Denote the set of edges chosen by node i by E
(n) of the graph is then given by
It is clear from the definition in (1) that an edge is in E (n)
if and only if both of its end nodes pick the edge. In other words, we only consider scenarios where mutual consent of the end nodes is required for an edge to be present in the graph. When (i, j) ∈ E (n) , we say that nodes i and j are neighbors and denote this relation by i ↔ j. Thus, when node i chooses an edge (i, j) ∈ E (n) i , it expresses its desire to be node j's neighbor, and we say that node i picks node j (as a potential neighbor).
The pair V (n) , E (n) gives rise to a random graph, which we denote by G(n, k), because the edge set E (n) is a random set. We first point out a few observations related to the random graph: O-1. Since each node is allowed to choose only k potential neighbors, a node degree is upper bounded by k. O-2. As the selection of potential neighbors is carried out using symmetric edge values, there are correlations in the selection of E
is larger than the prior probability, i.e.,
O-3. The choice of distribution F (of edge values) is not important in that our results do not depend on the distribution F . This is because only the ordering of the edge values matters in edge selections. In order to see this, note that, given two continuous distributions F 1 and F 2 , we can construct a set of i.i.d. rvs with distribution F 1 using another set of i.i.d. rvs with distribution F 2 in such a way that the ordering of the rvs is preserved with probability one (w.p.1). This can be done, for instance, using the probability integral transform and quantile function theorems [1] . As a result, the distribution of random graph G(n, k) is not dependent on the edge value distribution F as long as it is continuous. We will make use of this observation in the proofs of our main results.
III. EXISTING RANDOM GRAPH MODELS
In this section we briefly summarize some of well-known random graph models, and highlight the differences between these models and our model delineated in Section II.
i) Erdös-Rényi random graphs: One of earliest random graph models is the Erdös-Rényi random graph model. In the socalled G(n, p) model, there are n vertices in the graph, and each undirected edge between two vertices i and j is present in the edge set E with probability p, independently of other edges [6] . Since each undirected edge is added with probability p independently, the degree of a node has a binomial(n − 1, p) distribution. Thus, not only the degree distribution in the Erdös-Rényi random graphs is quite different from that of our random graphs, but more importantly the Erdös-Rényi random graphs do not model any correlation among the edges.
Another related Erdös-Rényi random graph model is known as G(n, m) random graph model. In this model, there are n vertices as before. However, instead of adding each undirected edge with probability p, a set of m edges is selected at random. More precisely, each subset of m edges is equally likely to be selected from the set containing
subsets of m edges out of n(n − 1)/2 possible edges. However, it is shown that when m ≈ n(n − 1) · p/2, G(n, p) and G(n, m) behave similarly.
ii) Random intersection graphs: In the simplest random intersection graph model, denoted by G(n, m, k), there are n vertices and each vertex is assigned k distinct colors at random from a set of m colors [4] . The set of k colors assigned to each vertex is selected independently of those of other vertices. There exists an undirected edge between two vertices i and j if the two vertices share at least one common color.
The construction of a random intersection graph introduces correlations in the selection of edges as does our model. However, the degree of a node is still binomial(n − 1, p) distributed, where
Random intersection graphs have been used to model the Eschenauer-Gligor key distribution in (wireless) networks [14] , e.g., [28] . Each node in a network is assigned k keys out of a pool of m keys, and two nodes can communicate with each other only if they share a common key. Hence, the connectivity of the network can be studied by examining the graph connectivity of G(n, m, k) random intersection graph.
iii) Random graphs with hidden variables: In a random graph with hidden variables studied in [7] (and later generalized in [5] ), there are n vertices, each of which is assigned a "fitness" (or "vertex-importance") denoted by ς i . These fitness values are modeled using n i.i.d. rvs with some common distribution. For given fitness values of the vertices, there is an undirected edge between two vertices i and j with probability f (ς i , ς j ) for some function f . It is clear that this construction of a random graph introduces correlations in the edges via the fitness values of vertices.
This type of random graphs is used to generate graphs with widely varying degree distributions, including power law distribution (so-called scale-free networks) [7] , without having to resort to preferential attachment [3] , [25] . In fact, somewhat surprisingly, it is shown [7] that scale-free networks can be generated even by non-scale-free distributions for fitness values.
iv) Random threshold graphs: A random threshold graph is a special case of random graphs with hidden variables [24] . In a random threshold graph, the edge selection function f takes the form
where ∆ is some threshold.
v) Random geometric graphs: In a random geometric graph with n vertices on a spatial domain D, which is often a subset of IR k for some k ∈ IN := {1, 2, . . .}, the locations of the n vertices are given by n i.i.d. rvs X (n)
i , i = 1, 2, . . . , n, that are distributed over D according to a common spatial distribution.
3 Two vertices i and j then have an undirected edge between them if
where ||·|| denotes some norm (e.g., L 2 norm) used to measure the distance between two vertices, and γ is some threshold.
Random geometric graphs are often used to model the onehop connectivity in wireless networks, where the threshold γ can be viewed as a proxy to the communication range employed by wireless nodes (e.g., [18] , [21] , [22] ).
It is noteworthy that the last four random graph models introduce correlations in edge selection through attributes associated with vertices. In contrast, in our random graph model, correlations are introduced through attributes associated with edges.
IV. GRAPH CONNECTIVITY AND DIAMETER
Before we state the questions of interest, we first introduce the definition of graph connectivity we adopt throughout the paper and define the diameter of an undirected graph.
Definition 1:
We say that an undirected graph G = (V, E) is connected if it is possible to reach any node from any other node through a sequence of neighbors. In other words, for every pair of distinct nodes i and j, we can find K ∈ IN and a sequence of nodes i 1 , i 2 , . . . , i K such that i. i 1 = i and i K = j, and ii. (i k , i k+1 ) ∈ E for all k = 1, 2, . . . , K − 1.
Suppose G = V, E is an undirected graph. The distance between two distinct nodes i, j ∈ V is the minimum among the lengths of all paths between the two nodes, i.e., the length of the shortest path between nodes i and j. We denote this distance by d(i, j). When there is no path between two nodes i and j, we set d(i, j) = ∞.
Definition 2: The diameter of an undirected graph G is defined to be
In other words, the diameter of G is the largest distance among all pairs of nodes.
We are interested in the following questions: Let G(n, k) be a random graph described in Section II.
Question #1: How large should k be in order to ensure connectivity of G(n, k) with high probability for large values of n?
Unfortunately, computing the exact probability that the random graph G(n, k) is connected for fixed values of n and k is difficult. Similarly, finding the diameter of G(n, k), while in principle computationally feasible once the edge set is revealed, can be time-consuming for large n.
For these reasons, we turn to the asymptotic analysis with an increasing number of nodes n. We first examine how k should scale as a function of n (denoted by k(n)) in order for the random graph G(n, k(n)) to be connected with high probability. In particular, we are interested in finding the smallest k(n) that ensures connectivity of G(n, k(n)) with high probability. Second, we investigate the diameter of G(n, k(n)) when k(n) is of the same order as the smallest value that yields a connected graph.
V. MAIN RESULTS
In this section, we provide a partial answer to the questions we posed in the previous section. More specifically, we show that, with high probability, a) the smallest k(n) required for graph connectivity is of the order log(n), and b) the diameter of G(n, k(n)) is approximately log(n)/ log(log(n)) when k(n) is not much larger than the smallest value that produces graph connectivity.
A. Connectivity of random graph G(n, k(n))
First, we derive a sufficient condition on k(n) so that G(n, k(n)) is connected (with high probability) for large values of n. Let β be the unique solution to β = exp 2/β , which is approximately 2.4626.
Theorem 1:
Suppose that β > β and k(n) ≥ β · log(n) for all sufficiently large n. Then,
Proof: A proof of the theorem is provided in Appendix I.
The proof of Theorem 1 reveals the following very interesting fact. Under the condition in Theorem 1, with probability approaching one as n → ∞, we can find an Erdös-Rényi random graph G(n, p(n)) with p(n) = ζ log(n)/n, ζ > 1, whose edge set is contained in the edge set of G(n, k). Since the Erdös-Rényi random graph G(n, p(n)) is connected with probability going to one when ζ > 1 [6] , this implies that our random graph is connected with probability tending to one as n increases.
Theorem 1 tells us that the smallest k(n) necessary for graph connectivity only needs to scale as O log(n) . The following theorem states that the smallest k(n) needed for graph connectivity is also Ω log(n) .
Theorem 2: Suppose that α < 0.5 and k(n) ≤ α · log(n) for all sufficiently large n. Then, P [G(n, k(n)) contains an isolated node] → 1 as n → ∞.
Proof: A proof of the theorem is given in Appendix III.
Since the probability that a graph is not connected is lower bounded by the probability that there is at least one isolated node in the graph, Theorem 2 implies that, under the stated condition, G(n, k(n)) is not connected with probability going to one as n → ∞.
Our findings in Theorems 1 and 2 indicate that, for large n, the smallest k(n) we need so that G(n, k(n)) is connected lies in [0.5 log(n), β log(n)] with high probability. Hence, for graph connectivity, the parameter k(n) should scale as Θ(log(n)).
B. Diameter of random graph G(n, k(n))
In this subsection, we study the diameter of G(n, k(n)) when the condition in Theorem 1 holds.
Theorem 3:
Suppose that k(n) = Θ log(n) such that lim inf n→∞ k(n)/ log(n) > β . Then, the diameters of G(n, k(n)), n ∈ IN + , satisfy the following: For any positive > 0,
In other words, D G(n, k(n)) / log(n)/ log(log(n)) converges to one in probability. Proof: Please see Appendix IV for a proof.
Theorem 3 implies that if k(n) ≈ κ log(n) for some κ > β for all sufficiently large n, the diameter of G(n, k(n)) is close to log(n)/ log(log(n)) with high probability. For example, when n is 10 6 and 10 9 , we have log(n)/ log(log(n)) ≈ 5.2615 and 6.8365, respectively. Hence, the diameter of G(n, k(n)) increases rather slowly with the number of nodes in the graph under the condition in Theorem 3.
VI. NUMERICAL RESULTS
Our findings in Section V-A suggest an interval to which the smallest k(n) that yields graph connectivity belongs (with high probability). However, it does not establish the existence of a sharp phase transition that we observe, for instance, with the Erdös-Rényi random graphs [6] . In this section, we provide some numerical results to look for an answer to this question. In our numerical examples, for n = 50, 200, 800, and 3,000, we vary the value of parameter k to see how the probability of graph connectivity changes with k. The empirical probability is obtained as the fraction of times the graph is connected out of 200 realizations. This is plotted in Fig. 1 . The dotted vertical red lines in the figure indicate k = log(n) for different values of n. There are two observations we can make from Fig. 1 . First, it reveals that the probability of graph connectivity increases sharply as k increases over a short interval around log(n) (as opposed to over the interval [0.5 log(n), β log(n)]). Second, the transition width, i.e., the length of the interval over which the probability increases from (close to) zero to (close to) one, does not appear to depend on n. Together, these two observations suggest that, for large n the distribution of the smallest k(n) needed for graph connectivity is likely to be concentrated around log(n). This leads to the following conjecture.
Conjecture 1: Suppose that β > 1 and k(n) ≥ β · log(n) for all sufficiently large n. Then,
Similarly, if β < 1 and k(n) ≤ β · log(n) for all sufficiently large n,
It is well known that for the Erdös-Rényi random graphs, when the graph does not have an isolated node, the graph is likely connected as well. This is captured by the following sharp result: (i) If the edge selection probability p(n) ≤ α log(n)/n with α < 1, P [G(n, p(n)) contains an isolated node] → 1 as n → ∞; and (ii) If the edge selection probability p(n) ≥ β log(n)/n with β > 1, P [G(n, p(n)) is connected] → 1 as n → ∞. A similar observation holds for random geometric graphs and many other graphs. Hence, it is of interest to see if the same observation holds with our random graphs. Fig. 2 plots the probability that there is no isolated node in the graph G(n, k(n)) for the same set of values of n and k Probability of no node isolation k Probability of no node isolation n=50 n=200 n=800 n=3000 Fig. 2 . Probability of no isolated node as a function of k for n = 50, 200, 800, and 3,000. used in Fig. 1 . By comparing Figs. 1 and 2 , it is clear that the probability that the graph contains no isolated node is very close to the probability that the graph is connected. Hence, the figures suggest that, for large n, with high probability the minimum k necessary for graph connectivity is close, if not equal, to the smallest k required to eliminate isolated nodes in the graph.
VII. CONCLUSIONS
We proposed a new random graph model that allows us to capture the strategic nature of nodes which arises naturally in some cases. The proposed random graphs are constructed in a very different fashion than existing random graph models and likely exhibit different statistical behavior. We believe that the new random graph model will prove to be useful for modeling the network formation in distributed systems in which the agents are free to choose their neighbors based on the estimated benefits and/or local information.
We are currently working to generalize the proposed random graph model. First, we are studying the case where the edge values are not symmetric, but instead are correlated. Second, we are also examining scenarios where the number of potential edges chosen by each node varies and is modeled as a random variable.
APPENDIX I PROOF OF THEOREM 1
In order to prove the theorem, we show that when k(n) = β log(n), n ∈ IN + , for any β > β , 4 the probability that G(n, k(n)) is connected goes to one as n increases. For each n ∈ IN + , we first order the edge values seen by each node by decreasing value:
are the values of the k(n) edges selected by node i.
Recall from observation O-3 in Section II that we can assume any continuous distribution for the edge value distribution F without affecting our result. Taking advantage of this fact, we assume F ∼ exponential(1) in the proof. In other words, edge values V i,j , i = j, are assumed to be i.i.d. exponential rvs with a mean of one.
We first introduce a lemma that will be used to complete the proof of the theorem. Its proof is given in Appendix II.
Lemma 1: Suppose that the edge values are given by i.i.d. exponential(1) rvs. For each n ∈ IN + and i ∈ V (n) , let
Lemma 1 tells us that, as n increases, with high probability
Substituting β log(n) for k(n),
where ζ := β exp − 2/β . From the assumption β > β = exp 2/β > exp 2/β , we have ζ > 1. To complete the proof, we make use of following Erdös-Rényi random graphs constructed from the same vertex sets and edge values: For each n ∈ IN + , let G(n, p(n)), where p(n) is given in (2), be an Erdös-Rényi random graph with vertex set V (n) and edge set comprising all edges (i, j), i = j, satisfying
This is indeed an Erdös-Rényi random graph because an edge between two nodes is present with probability p(n) in (2), independently of each other. Since ζ > 1 [12] , [13] , we know
5 Throughout the proofs, we assume that the order statistics are ordered by decreasing value.
Using the law of total probability, we can find an upper bound on the probability that G(n, k(n)) is not connected:
First, Lemma 1 states that P A (n) c goes to zero as n increases. Second, in the event
. Thus, all edges whose values are greater thanv n will be in the edge set E (n) of G(n, k(n)). Since the edges in the Erdös-Rényi random graph G(n, p(n)) are those with values larger thanv n , they also belong to E (n) . This tells us that when the Erdös-Rényi random graph G(n, p(n)) is connected, so is G(n, k(n)), yielding the following upper bound for the second term in (4) .
From (3), as n increases, the Erdös-Rényi random graph G(n, p(n)) is connected with probability approaching one, implying that (5) goes to zero as n → ∞. Therefore, the second term in (4) goes to zero as n increases, and
From [15, (2.12) , p. 24] and [8, Theorem 10.8.1, p. 312], for any δ > 0, there exists finite n(δ) such that, for all n ≥ n(δ),
where Q is the complementary cumulative distribution function of a standard normal rv. Using a well known upper bound for Q(x), namely exp(−x 2 /2)/( √ 2πx) [19] ,
2 log(n)
Since
i , using a union bound and (6),
Therefore, P A (n) c → 0 or, equivalently, P A (n) → 1 as n → ∞.
APPENDIX III PROOF OF THEOREM 2
We show that when α < 0.5 and k(n) = α log(n), 6 the probability that G(n, k(n)) contains at least one isolated node converges to one as n → ∞. To this end, we use the (second) moment method: Define Z + := {0, 1, 2, . . .} to be the set of nonnegative integers. Suppose {Z n ; n = 1, 2, . . .} is a sequence of Z + -valued rvs with finite second moment, i.e., E Z 2 n < ∞ for all n ∈ IN. Then,
Equation (7) can be easily proved using Cauchy-Schwarz inequality [17, p. 65] . For each n ∈ IN + , define
and
i . Clearly, C (n) denotes the total number of isolated nodes in G(n, k(n)). We will prove that P C (n) = 0 → 0 as n → ∞ by means of (7).
Using (8) and (9), we get
. (10) The proof of the theorem can be completed with help of Lemmas 2 and 3, whose proofs can be found in [23] and are omitted here due to a space constraint.
Lemma 2: Under the condition in Theorem 2, the expected values of C (n) , n ∈ IN + , satisfy
= ∞. Lemma 3: Suppose that the condition in Theorem 2 holds.
Lemmas 2 and 3, together with (10), imply that
tells us that P C (n) = 0 → 0 as n → ∞, and the probability that G(n, k(n)) has an isolated node converges to one.
APPENDIX IV PROOF OF THEOREM 3
Theorem 3 can be proved with the help of the following result for Erdös-Rényi random graphs.
Theorem 2.8.6 [11, p. 67] : Suppose that the edge selection probabilities p(n), n ∈ IN + , of Erdös-Rényi random graphs G(n, p(n)) satisfy (i) lim inf n→∞ np(n)/ log(n) > 1 and (ii) lim n→∞ log(np(n))/ log(n) = 0. Then, the diameters of the Erdös-Rényi random graphs G(n, p(n)) satisfy P D G(n, p(n)) log(n)/ log(n p(n)) − 1 > → 0 as n → ∞ for all > 0.
Let κ = lim inf n→∞ k(n) log(n) and κ = lim sup n→∞ k(n) log(n) .
Then, for any > 0, there exists finiteñ( ) such that, for all n ≥ñ( ), we have k(n) ∈ [(κ − ) log(n), (κ + ) log(n)]. Pick satisfying 0 < < κ−β , and letñ( ) be the smallest n ∈ IN + that satisfies the above condition. In the rest of the proof, utilizing observation O-3 in Section II, we assume F ∼ exponential(1). For n ≥ñ( ), let κ(n) = k(n)/ log(n) ∈ [κ − , κ + ]. Define
where ζ 1 (n) := κ(n)e − √ 2/κ(n) > 1 because κ(n) ≥ κ− > β , and
where ζ 2 (n) := κ(n)e √ 2/κ(n) > ζ 1 (n).
For n ∈ IN + , denote by E (n) ER,1 (resp. E (n) ER,2 ) the set of edges (i, j), i, j ∈ V (n) (i = j), satisfying V i,j > log (n − 1)/k(n) + 2/κ(n) (resp. V i,j > log (n − 1)/k(n) − 2/κ(n)). Let G(n, p (n)) := V (n) , E (n) ER, , = 1, 2. As explained in Appendix I, G(n, p (n)), = 1, 2, are Erdös-Rényi random graphs with edge selection probability p (n) given in (11) and (12) .
Clearly, p (n), = 1, 2, meet the conditions in Theorem 2.8.6 [11, p. 67] . Hence, the diameters of Erdös-Rényi random graphs G(n, p (n)), n ∈ IN + , satisfy D G(n, p (n)) log(n)/ log n p (n) P −→ 1, = 1, 2,
where P −→ denotes convergence in probability. Note that, for all n ≥ñ( ), both ζ 1 (n) and ζ 2 (n) lie in the finite interval As a result, we have log(n) log n p (n) ∼ log(n) log log(n) , = 1, 2.
Equations (13) and (14) tell us D G(n, p (n)) log(n)/ log log(n) P −→ 1, = 1, 2.
To complete the proof, we prove that as n → ∞, with probability tending to one, we have D G(n, p 2 (n)) ≤ D G(n, k(n)) ≤ D G(n, p 1 (n)) . (16) To this end, we show
which implies (16) . Definê
.
Following similar steps as in the proof of Lemma 1 (in Appendix II), we can show lim n→∞ P Â (n) = 1.
It is clear that, in the eventÂ (n) , the edge set E (n) of G(n, k(n)) satisfies (17); conditional on the eventÂ (n) , a) all edges (i, j) with V i,j > log (n − 1)/k(n) + 2/κ(n) belong to E (n) , and b) no edge (i, j) with V i,j ≤ log (n − 1)/k(n) − 2/κ(n) is in E (n) . The theorem is then a corollary of the following facts:
i. P Â (n) → 1 as n → ∞;
ii. In the eventÂ (n) , inequalities in (16) hold; and iii. The diameters D G(n, p (n)) , = 1, 2, satisfy (15) .
