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Abstract
The interest in higher derivatives field theories has its origin mainly in their influence concerning
the renormalization properties of physical models and to remove ultraviolet divergences. The
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the canonical way. In this work we have used the Faddeev-Jackiw method in order to obtain
the Dirac brackets of the NC Podolsky theory.
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I. INTRODUCTION
The first known paper describing a noncommutative (NC) space-time was published
by Snyder in 1947 [1]. His work was motivated by the necessity to tame the divergences
that haunt QFT such as quantum electrodynamics, to mention an example. The idea of
constructing a NC space-time had its inspiration in quantum mechanics. It was introduced
for the first time by Heisenberg where, in a quantum phase space, the coordinate operators
xˆi satisfy a kind of uncertainty relations [xˆi, xˆj] = i θ
i
j . The objective was to use a space-
time coordinate system with a NC structure in small scales and, in this way, to introduce
a cutoff in the ultraviolet regime. However, shortly after Snyder’s paper, C. N. Yang [2]
demonstrated that, alas, even using this NC algebra, the QFT divergences are still there.
This result has put Snyder’s noncommutativity (NCY) in complete sleep for more than
50 years until Seiberg and Witten (SW) [3] demonstrated that the algebra resulting from a
string model embedded in a magnetic field has demonstrated itself to have a NC algebra.
Since then we have seen an prolific research concerning several NC formulations that
deserves our attention and profound analysis. In other words, SW have shown that QFT
described in a NC space-time can be obtained as a limit of string theory. Their effects
can be systematically analyzed as a perturbation using the so-called SW map. A gauge
theory described in a NC space-time can be treated as usual gauge theories with the same
degrees of freedom. But, with an additional θ-parameter term. In other words, the SW
map allows us to construct a minimal action principle of usual commutative fields, so the
effective Lagrangian is expanded as series in original terms plus additional θ-parameter
terms, as we have just said.
Currently, we have some theoretical reasons that could justify to introduce NCY con-
cerning the position coordinates. As an example, one of the great challenges in theoretical
physics is to unify, in a single and consistent framework, quantum mechanics and gen-
eral relativity. The combination of special relativity and QFT was already accomplished
through the Klein-Gordon and Dirac models. The introduction of a Planck scale quantity
such as the θ-parameter into the space-time would be one way to introduce a quantum
ingredient into the classical space-time. However, the way to combine general relativity
with the quantum mechanics formalism is still mysterious, but NCY is considered a way
to accomplish the task.
The analysis of constrained systems has attracted a great interest in theoretical physics
since the works of Dirac and Bergman [4]. Several years later, Faddeev and Jackiw (FJ) [5]
obtained a general method to study constrained systems without the Dirac’s classification
in first or second class constraints. The FJ technique, also called as symplectic method,
can be used as a geometric way to obtain the Dirac brackets. The advantage of this
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method, as we said, is that it is not necessary to classify the constraints into the so-called
primary or secondary, first-class or second-class and some ambiguities mentioned above
could be avoided. After the work of FJ, J. Barcelos Neto and C. Wotzasek [6], have
showed that a symplectic method can be extended in such a way that the constraints can
be incorporated.
The FJ’s proposal to treat constrained systems in order to eliminate the superfluous
degrees of freedom, cannot always be done. The purpose of this paper is to discuss
this problem in an alternative way, namely we will apply the FJ method [5] to the NC
space-time Podolsky electromagnetic theory.
Podolsky electrodynamics has been introduced with the objective of eliminating the
divergence that appears in Maxwell electrodynamics at short distances. Consequently, in
Podolsky electrodynamics the energy associated with a point particle is finite [7]. The
treatment of the Podolsky electrodynamic theory on NC space-time was developed in
[8] where it was analyzed the gauge invariance of this model. The Moyal product was
introduced in Podolsky’s Lagrangian as well as the SW map. The NC version of Podolsky
electrodynamics is a constrained system. The FJ analysis of this higher-derivative model
was accomplished in [9]. In this paper we have analyzed both scenarios, namely, we
have used the FJ method to analyze a NC version of the Podolsky higher-derivative
electrodynamics.
This paper follows such organization in a way that in section II we have described the
main steps of the Faddeev-Jackiw method. In section III we have discussed some results
of the NC space-time Podolsky electrodynamics. In section IV we have applied the FJ
method to the NC version of Podolsky’s electrodynamics to obtain the Dirac brackets,
which means quantization. We have left the final discussions and the conclusions for the
final section.
II. THE FADDEEV-JACKIW METHOD
Let us begin with a brief description of the symplectic formulation where we can define
a compact notation concerning the position coordinates and momenta of our phase space.
In this way, we will define a quantity Y α, where α = 1, 2, . . . , 2N , as a set of coordinate
and momenta of phase space with 2N bosonic degrees of freedom, such as
Y i = qi,
Y N+i = pi (i = 1, 2, . . . , N) , (1)
where qi are the position coordinates and pi, the momenta. With these last relations, it
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is easy to see that the Poisson brackets take the compact form
{Y α, Y β} = ǫαβ , (2)
where ǫαβ is a matrix given by
(ǫαβ) =
(
O 1
−1 O
)
, (3)
where O is a zero matrix and 1 is the identity matrix. Both have N×N dimension.
In the analysis of a constrained system, the generalization of Eq. (2) is given by
{Y α, Y β} = fαβ , (4)
where fαβ is a antisymmetric tensor.
Let us start with a first-order time derivative Lagrangian,
L = aα(Y )Y˙
α − V (Y ), (5)
where V (Y ) is the potential.
Using the Euler-Lagrange equation
d
dt
(
∂L
∂Y˙ α
)
−
∂L
∂Y α
= 0, (6)
and from the Lagrangian in (5), we have that
fαβY˙
β = ∂αV , (7)
where ∂α = ∂/∂xα and the symplectic tensor is given by
fαβ =
∂aβ
∂Yα
−
∂aα
∂Yβ
. (8)
If fαβ is not a singular matrix, we can rewrite Eq. (7) using its inverse f
αβ such that
Y˙ α = fαβ∂βV , (9)
which are the equations of motion. However, if det(fαβ) 6= 0 we have that fαβ is singular
and we cannot write the velocities as in (9).
In order to describe the symplectic formalism with constraints [6], let us denote fαβ as
f
(0)
αβ in such a way that it contains M constraints, where M < 2N , and v
(0)
m are the zero
modes and m = 1, 2, . . . ,M . So,
f (0)mn v
(0)
mn = 0 , (10)
4
and, from Eq. (7), we can write that
v(0)m ∂mV = 0 , (11)
which is a constraint.
In order to obtain a twisted form of the tensor f (0) [6] we will introduce the constraints
into the kinetic part of the Lagrangian in Eq. (5). This introduction of these constraints
will be carried out by considering the time derivative constraint. Then, we will include
these results into the action using a Lagrangian multiplier. Namely, the modification
obtained is an enlargement of the configuration space and hence, the true symplectic
variables are (Y α, λ
(0)
m ) and the new Lagrangian will be given by
L(0) = a(0)α (Y ) Y˙
α + λ(0)m Ω˙
(0)
m − V
(0)(Y ) , (12)
or
L(0) =
(
a(0)α (Y ) + λ
(0)
m ∂αΩ
(0)
m
)
Y˙ α − V (0)(Y ) . (13)
From the Lagrangian (13), we can identify the vectors
a(1)α = a
(0)
α + λ
(0)
m ∂αΩ
(0)
m ,
a(1)m = 0, (14)
and from Eq. (8) we can compute the symplectic tensor
f (1)αm = −∂ma
(1)
α and f
(1)
mn = 0 . (15)
This last procedure must be repeated as many times as necessary, until det(f) 6= 0.
When this occurs, the result is the symplectic tensor and consequently the Dirac bracket.
III. PODOLSKY’S ELECTRODYNAMICS ON NON-COMMUTATIVE SPACE-
TIME
A. Noncommutativity in space-time: a few words
There are some different approaches of NCY concerning the feature of the θ-parameter.
We can have NC algebra,[
xˆµ, xˆν
]
= i θµν ,
[
xˆµ, pˆν
]
= i δµν ,
[
pˆµ, pˆν
]
= 0 , (16)
where these commutators indicate operators in Snyder’s formulation and the θ-parameter
is constant, which is known as the canonical NCY. There are other approaches where the
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θ-parameter is not constant [10, 11], something like θ = θ(x) or θ is a coordinate of the
space-time [10, 12]. Notice that we have talked only about NC formalism concerning the
θ-parameter. There are many other approaches that consider vriations of the results of
the commutators in Eq. (16).
One of the most popular approaches of NC theories [13] is the one ruled by the well
known Moyal-Weyl product [14]. In this approach, the standard product of two NC
objects is substituted by the so-called star-product given by
f̂(x) ∗ ĝ(x) = exp
( i
2
θµν∂xµ∂
y
ν
)
f̂(x)ĝ(y)
∣∣∣
x=y
, (17)
where θµν is the NC parameter, of course.
However, the Moyal-Weyl product must have the associative property which cannot
be lost, the consequence in this case is that it would not be considered a star-product,
which is another issue in the construction of non-constant θ-parameter. But in our case
analyzed here we will use that θµν is constant. In this case the Moyal-Weyl product is
a star-product with the associative property. The constant feature of θµν brings another
problem, since we have a fixed direction defined in the right hand side of Eq. (16). This
fact breaks the Lorentz invariance of the theory. The solution of this problem leads us to
another approach of the NC theory formulated by Doplicher, Fredenhagen and Roberts
(DFR) [10], which is based in general relativity and quantum mechanics arguments. In
our formulation we will analyze the NC version of Podolsky model with a chosen direction.
B. The NC space-time Podolsky model
Let us begin with the action of NC Podolsky field which is given by
S =
∫ (
−
1
4
F̂µν ∗ F̂
µν +
1
2
a2∂λF̂
λν ∗ ∂µF̂µν
)
d4x , (18)
where, as explained above, ∗ means the Moyal-Weyl product. The hat notation indicates
NC space-time space-time objects and Âµ and F̂µν are the NC vector potential and field
strength tensor respectively. The term a represents 1/m which is the inverse mass of
the Âµ field. We will use (− + ++) and the summation notation for repeated indices is
assumed from now on.
Since we know that for two objects within an integral [14] the Moyal-Weyl product can
be substituted by an ordinary product, we can write Eq. (18) as
S =
∫ (
−
1
4
F̂µνF̂
µν +
1
2
a2∂λF̂
λν∂µF̂µν
)
d4x , (19)
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and the action just above describes the Podolsky theory in a NC space-time. In order to
show the NC terms, i.e., θ-terms, of this model we have to use the well known SW map
[3], which tells us that
Âµ = Aµ −
1
2
θαβAα(∂βAµ + Fβµ) (20)
and consequently
F̂µν = Fµν + θ
ρσ(FµρFνσ − Aρ∂σFµν) , (21)
where θµν is the constant NC parameter explained above and the Moyal-Weyl product
has the star-products associative property.
Under the SW map, at the lowest non-trivial order, the duality and/or the equivalence
relations are kept unchanged. Besides, the SW map does not distinguish between the
unequal gauge invariances. Substituting Eqs. (20) and (21) into Eq. (19) we have the
NC Podolsky Lagrangian density with the same degrees of freedom but with additional
terms due to the NC parameter first-order
L̂Pod = −
1
4
F 2 −
1
8
θρσ
(
4F µρF
ν
σFµν − F
2Fρσ
)
+
1
2
a2∂λF
λν
[
∂µFµν + 2θ
ρσ∂µ
(
FµρFνσ −Aρ∂σFµν
)]
, (22)
where we can see quickly that when θµν = 0 we can recover the standard commutative
model. From now on we will assume that making such θ approximation (θ = 0) in any
resulting NC equation, we certainly recover the commutative results.
We can write the above NC Lagrangian in Eq. (22), in terms of the fundamental
electromagnetic fields such as
L̂Pod =
1
2
(E2 − B2) +
1
2
a2
[
(∇ · ~E)2 − ( ~˙E −∇× ~B)2
]
−
[
(~θ · ~E)( ~B · ~E)− (~θ · ~B)E2
]
+
1
2
(B2 − E2)~θ · ∇ × ~A + a2
{[
(~θ · ~˙B) ~E + (~θ · ~B) ~˙E
]
· ∇ × ~B − ~θ · (∇× ~B)∂0( ~E · ~B)
+
[
~θ · ( ~A×∇)
]
~E
}
. (23)
where we have used the relation θij = ǫijkθk and ~θ = (θ1, θ2, θ3).
Considering the equations of motion, we have the generalized form for a higher-
derivative model,
∂L̂Pod
∂Aλ
− ∂µ
∂L̂Pod
∂(∂µAλ)
+ ∂µ∂ν
∂L̂Pod
∂(∂µ∂νAλ)
− ∂α∂µ∂ν
∂L̂Pod
∂(∂α∂µ∂νAλ)
= 0 (24)
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and hence, the equations of motion for the NC Podolsky model are
(1 + a2✷)∂ρF
ρλ + ∂ρ
{1
2
[
θµ[ρF λ]νFνµ + θ
µ[ρF λ]νFµν + θ
βαF
[ρ
β F
λ]
α
]
−
1
4
[
θβαF ρλFβα + θ
ρλF 2
]
+ a2
[
θβ[ρ∂α]F λα∂
µFµβ + θ
α[ρ∂λ]Fνα∂βF
βν + θρλ∂αF
α
ν∂βF
βν
] }
+∂ρ∂σ
[
a2F σβθ
β[ρ∂αF
λ]α + θβσ∂αF
α[λ∂ρ]Aβ
]
= 0 . (25)
Thus, analyzing Eq. (22) we can calculate the momenta relative to the phase space
described by the following pairs, (Aµ , ρ
µ), (A˙µ , π
µ) and (A¨µ , χ
µ), provided by the coordi-
nates and their respective momenta in the phase space. The momenta for higher-derivative
models are given by
ρµ =
∂L
∂A˙µ
− ∂0
∂L
∂A¨µ
− 2 ∂n
∂L
∂(∂nA˙µ)
+ 3 ∂0∂n
∂L
∂(∂nA¨µ)
+ 3 ∂n∂m
∂L
∂(∂n∂mA˙µ)
+ ∂0∂0
∂L
∂(
...
Aµ)
,
πµ =
∂L
∂A¨µ
− 3 ∂n
∂L
∂∂nA¨µ
− ∂0
∂L
∂A¨µ
,
χµ =
∂L
∂
...
Aµ
. (26)
It is easy to see that, since LP does not have a
...
Aµ, all the relative derivatives are zero.
Hence, we have explicitly that
χζ = 0,
π0 = 0,
πn = a2∂αF
αn + a2θij∂α(FαiF
n
j − Ai∂jF
n
α ) + a
2θnj(∂αF
αk)Fkj + a
2θij∂j(Ai∂αF
αn),
ρ0 = a2∂n(∂αF
αn) + a2θij∂n∂
α(FαiF
n
j −Ai∂jF
n
α ) + a
2θnj∂n(∂αF
αkFkj) + a
2θij∂n
[
∂j(Ai∂αF
αn)
]
,
ρn = −F 0n(1−
1
2
θijFij) + 2a
2∂n∂iF
i0 − a2∂0(∂αF
αn)− θnjF0kF
k
j − θ
ijF0iF
n
j
− a2
[
θnj
(
∂αF
αm∂jF0m − ∂k(∂0F
0kF0i − ∂
l(∂kF
k0Fli) + ∂m(∂kF
kmF0i − ∂0(∂αF
αkFkj
)]
+ θij
{
− ∂j(∂0F
onF0i)− ∂j(∂kF
0n∂0Ai) + ∂j(∂kF
k0∂nAi) + ∂j(∂kF
knF0i − ∂j(∂kF
knA˙i)
− ∂n(Fli∂
lF0j − ∂
lAi∂jFl0)− ∂0
[
∂α(FαiF
n
j − Ai∂jF
n
α )
]
− 3∂0∂j(Ai∂0F
0n) + 3∂n∂j
[
Ai∂kF
k0)
]}
.
(27)
and the canonical Hamiltonian density is given by
ĤPod = π
nA¨n + ρ
0A˙0 + ρ
nA˙n − L̂Pod , (28)
where the momenta are given above and the Lagrangian is written in Eq. (23). Notice,
that in our case, a higher derivative theory, the phase space is given by (A0 , An , A˙0 , A˙n , ρ0 , ρn , π0 , πn).
8
Hence, substituting these values in the equation above we have that
ĤPod = ρ
µA˙µ −
(πn)2
2a2
(1− θij∂jAi)− πn∂
nA˙0 + πn∂iF
in
+
1
4
(2F 0kF0k + F
klFkl)(1−
1
2
θijFij) +
θij
2
(
F0iF0kF
k
j + F
k
iFk0F0j + FklF
k
iF
l
j
)
−
a2
2
(∂kA˙k − ∂
2
kA0)
2 − a2θij
[
∂λF
λ0∂n(FniF0j −Ai∂jFn0)
]
+ θij
[
πn∂µ(FµiFnj − Ai∂jFµn)
]
, (29)
where, in order to keep it simple, we have chosen to keep the stress tensor Fij . In the
next section we will discuss the quantization of the Lagrangian in Eq. (23) through the
FJ formalism.
IV. FADDEEV-JACKIW QUANTIZATION AND THE NONCOMMUTATIVE
PODOLSKY ELECTRODYNAMICS
FJ have demonstrated that the description of constrained systems by its canonical,
first-order form, can provide a considerable improvement into the Dirac-Bergmann’s ap-
proach for this area of research. Considering symplectic manifolds, the geometrical struc-
ture, well known as Dirac (or generalized) bracket, can be obtained directly from the
inverse of the nonsingular symplectic two-form matrix. For nonsymplectic manifolds, this
two-form is degenerated and its inverse cannot be obtained to provide the generalized
brackets. This singular feature of the symplectic matrix characterizes the existence of
constraints that have to be considered with care in order to yield consistent results.
At this point we have two ways to deal with this problem, one of them is through
Dirac’s approach, which determines that we have to introduce the constraints into the
potential part, the Hamiltonian, of the canonical Lagrangian, and consequently we would
have the final form of Dirac brackets. These last ones are consistent with the constraints
and can be mapped into quantum commutators.
The second way we have is the point of view of FJ, which includes the constraints
directly into the canonical part of the first-order Lagrangian which leads to an invertible
two-form symplectic matrix from where the Dirac brackets are directly obtained. In
this section we will apply this symplectic formalism to find the Dirac brackets for the
NC Podolsky theory. The Dirac brackets will be found by this geometric way, as was
discussed before.
The Lagrangian in Eq. (23) obviously have higher order terms, so, we have to make
use of the Ostrogradski approximation [18–20] to work with these terms. Hence, we have
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to introduce two new sets of canonical pairs, (Γµ ≡ A˙µ, πµ) and (φµ ≡ A¨µ, χµ). In this
way, we can write
(ρµ, Aµ) , (πµ,Γµ) and (φµ, χµ) . (30)
Using Eq. (30) we can rewrite the Lagrangian (23) in a first order form
L̂ = πµΓ˙
µ + ρµA˙
µ − V̂ (0), (31)
where V̂ (0) is the symplectic potential, and the canonical momenta are given by Eq. (27).
Using Eqs. (31) and (23) we can write the symplectic potential as
V̂ (0) = ρµΓ
µ −
1
2a2
~π2(1− θij∂jAi)− a
2(~∇ · ~Γ−∇2A0)
2 − ~π · ~∇× (~∇× ~A) + ~π · ~∇Γ0[
1− ~θ · (~∇× ~A)
] [1
2
(~Γ−∇A0)
2 +
1
2
(~∇× ~A)
]
− (~θ · ~Γ− ~θ · ∇A0
[
(~Γ · (~∇× ~A)−∇A0(~∇× ~A)
2
]
+ a2θij
[
✷A0 − (~∇ · ~Γ) ∂n
(
ǫnik(~∇× ~A)
k(Γj + ∂jA0)−Ai∂j(Γn − ∂nA0)
)]
− θijπnπiǫnjk(~∇× ~A)
k
− θijπn
[
(Γi − ∂iA0)(∂nΓj − ∂jΓn) + (ǫkil(~∇× ~A)
l)∂k((ǫnjm(~∇× ~A)
m))
]
+ θijπn
[
Γi∂j(Γn − ∂nA0) + ∂
mAi∂j(ǫmnk(~∇× ~A)
k)
]
+ θijπnAi∂jπn , (32)
and through the Lagrangian (31), we have that the original symplectic variables are given
by
ζ (0)α = (Ak, ρk, A0, ρ0,Γk, πk,Γ0), (33)
where we have not written π0 because it does not appears in the Lagrangian (31). So,
following the FJ technique, we can identify, in Lagrangian (31), the non-zero canonical
one-forms as
Aa
(0)
k = − ρk;
A0a(0) = ρ0;
Γa
(0)
k = − πk . (34)
Following the symplectic formalism, we need to calculate the matrix fab(x, y). Using
the relations just above, we have that
fab(x, y) =
[
Aij O4×3
O3×4 Bij ,
]
(35)
where
Aij =

0 δij 0 0
−δij 0 0 0
0 0 0 −1
0 0 1 0
 Bij =
 0 δij 0−δij 0 0
0 0 0
 .
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It is easy to see that the matrix (35) is singular. Hence, the next step is to identify
the eigenvector with zero eigenvalue, which can be easily identified as being
να = ( 0, 0, 0, 0, 0, 0, ν
7 ) . (36)
where ν7 is arbitrary and associated with Γ.
Applying the consistency relation, in order to find new constraints, we have∫
dx dy
(
(ν7)
δν(0)(y)
δΓ0(x)
)
, (37)
which allows us to obtain
∫
dx ν7(ρ0 + ~∇ · ~π) = 0 , (38)
which is clearly a constraint, which can be denoted by
Ω1(x) ≡ ρ0 + ~∇ · ~π ≈ 0 , (39)
where
πn =a2∂αF
αn + a2θij∂α(FαiF
n
j −Ai∂jF
n
α ) + a
2θnj(∂αF
αk)Fkj + a
2θij∂j(Ai∂αF
αn),
ρ0 =a2∂n(∂αF
αn) + a2θij∂n∂
α(FαiF
n
j −Ai∂jF
n
α ) + a
2θnj∂n(∂αF
αkFkj)
+ a2θij∂n
[
∂j(Ai∂αF
αn)
]
. (40)
Following the FJ procedure we need to introduce this constraint into the Lagrangian
(31) using a Lagrange multiplier λ such that,
L̂ = πµΓ˙
µ + ρµA˙
µ + λ˙
(
ρ0 + ~∇ · ~π
)
− V̂ (1) , (41)
and the new symplectic variables, observing Eq. (41), are
ζ (1)α = (Ak, ρk, A0, ρ0,Γk, πk, λ). (42)
The new symplectic potential is obtained by the relation
V̂ (1) = V̂ (0)
∣∣∣
Ω1(x)=0
, (43)
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so, from Eq. (32),
V̂ (1) = ρnΓ
n −
1
2a2
~π2
(
1− θij∂jAi
)
−
a2
2
(
∇~Γ−∇2A0
)2
− ~π · ~∇× (~∇× ~A)
+ (1− ~θ · (~∇× ~A))
[
1
2
(~Γ−∇A0)
2 +
1
2
(~∇× ~A)
]
− (~θ · ~Γ− ~θ∇A0)(~Γ · (~∇× ~A)−∇A0(~∇× ~A)
2)
+ a2θij
[
✷A0 − (~∇ · ~Γ) ∂n(ǫnik(~∇× ~A)
k(Γj − ∂jA0)− Ai∂j(−Γn + ∂nA0)
]
− θijπnπiǫnjk(~∇× ~A)
k + θijπnAi∂jπn
− θijπn
[
(Γi − ∂iA0)(∂nΓj − ∂jΓn) +
(
ǫkil(~∇× ~A)
l
)
∂k
(
ǫnjm(~∇× ~A)
m
)]
+ θijπn
[
Γi∂j(Γn − ∂nA0) + ∂
mAi∂j(ǫmnk(~∇× ~A)
k)
]
, (44)
and consequently, the new vectors are
Aa
(1)
k = −ρk;
A0a(1) = ρ0;
Γa
(1)
k = −πk;
λa(1) = ρ0 + ~∇ · ~π. (45)
The new matrix fab(x, y), from Eqs. (45), is
fab(x, y) =
[
Aij Dj
−Dtj Cij
]
,
where
Dj =

0 0 0
0 0 0
0 0 0
0 0 1
 and Cij =
 0 δij 0−δij 0 −∂j
0 −∂j 0
 .
and, like the matrix (35), it is singular.
From this last matrix, we can identify the zero modes that have non zero eigenvalues
such as
ν¯α = (0, 0, ν¯
3, 0, ν¯5i , 0, ν¯
7) . (46)
Consequently, using the consistency relation to find new constraint relations, we have∫
dx
[
ν¯3
δ
δA0(x)
+ ν¯5i
δ
δΓi(x)
] ∫
dy V̂ (1)(y) , (47)
which leads us to ∫
dx ν¯3(~∇ · ~ρ)(x) = 0 , (48)
where we have used that ν¯5i − ∂iν¯
3 = 0. Therefore, we have that
Ω¯ ≡ (~∇ · ~ρ)(x) = 0 , (49)
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which is a constraint.
At this point we have to introduce this constraint into the Lagrangian through the new
Lagrangian multiplier, which is,
L(2) = πµΓ˙
µ + ρµA˙
µ + λ˙(ρ0 + ~∇ · ~π) + η˙(~∇ · ~ρ)− ν
(2) , (50)
where
ν(2) = ν(1)
∣∣
Ω¯2(x)=0
. (51)
This last relation leads us to
Aa
(2)
k = −ρk;
A0a(2) = ρ0;
Γa
(2)
k = −πk
λa(2) = ρ0 + ~∇ · ~π;
ηa(2) = ~∇ · ~ρ , (52)
and we have new symplectic variables
ζ (0)α = (Ak, ρk, A0, ρ0,Γk, πk, λ, η) . (53)
Let us write the new matrix, f
(2)
ab (x, y), such as
f
(2)
ab (x, y) =
[
Aij Ej,x
−Eti,y Fij
]
,
where
Ej,x =

0 0 0 0
0 0 0 −∂j
0 0 0 0
0 0 1 0
 and Fij =

0 δij 0 0
−δij 0 −∂j 0
0 −∂j 0 0
0 0 0 0
 ,
which is singular again. Now we have two zero modes, (ν¯α) and (να),
ν¯α = (ν
(1)
i , 0, 0, 0, 0, 0, 0, ν
(8)
i ) , (54)
and
να = (0, 0, ν
(3)
i , 0, ν
(5)
i , 0, ν
(7)
i , 0) . (55)
The next step is to apply the consistency condition in order to obtain a new con-
straint. However, the form of να generates the constraint ~∇ · ~ρ = 0 again. Consequently,
the consistency relation does not generate new constraints and the symplectic matrix re-
mains singular. According to the symplectic method, the model has a symmetry and the
symmetry generator is the respective zero-mode.
From the Lagrangian in Eq. (23), obviously the last term breaks the usual gauge in-
variance of electrodynamics δAµ = ∂µ ε. According to the results obtained here, Podolsky
electrodynamics in NC space-time is invariant by some gauge transformations, but not by
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the usual ones. In [8], we have found through the Noether method, a dual gauge invariant
Lagrangian to the Lagrangian (23).
Hence, we have to choose a convenient gauge, namely, we need to fix the gauge degrees
of freedom. As in the commutative case, we will choose the generalized Coulomb gauge
such as (
1 +✷ a2
)
(~∇ · ~A) = 0,
A0 = 0, (56)
which leaves us with the Lagrangian
L(3) = πµΓ˙
µ + ρµA˙
µ + λ˙(ρ0 + ~∇ · ~π) + η˙(~∇ · ~ρ) + χ˙(1− a
2
✷
2∇2)∇ · ~A− V̂ (3) , (57)
where V̂ (3) is given by
V̂ (3) = ρnΓ
n −
1
2
~Γ2 −
a2
2
(∇~Γ)2 −
1
2a2
~π2
(
1− θij∂jAi
)
− ~π ·
[
∇× (∇× ~A)
]
+
1
2
(~∇× ~A)2 − ~θ · (∇× ~A)
[1
2
~Γ2 +
1
2
(∇× ~A)2
]
− (~θ · ~Γ)
[
~Γ · (∇× ~A)
]
− a2θij
[
∂mΓ
m∂n(ǫnik(∇× ~A)
k(Γj + Ai∂jΓn)
]
− θijπnπi
(
ǫnjk(∇× ~A)
k
)
− θijπn
[
(Γi)(∂nΓj − ∂jΓn) + (ǫkil(~∇× ~A)
l)∂k((ǫnjm(~∇× ~A)
m))
]
+ θijπnΓi∂jΓn + θ
ijπn∂mAi∂j
(
ǫmnk(~∇× ~A)
k
)
+ θijπnAi∂jπn. (58)
The Lagrangian in (57) allows us to identify the vectors
Aa
(3)
k = −ρk ;
A0a(3) = ρ0 ;
Γa
(3)
k = −πk ;
λa(3) = ρ0 + ~∇ · ~π ;
ηa(3) = ~∇ · ~ρ ; χa(3) = ∇2p (∇ ·
~A) , (59)
and concerning the third symplectic matrix we have that
f
(3)
ij =

0 δij 0 0 0 0 0 −∇
2
p∂
x
j
−δij 0 0 0 0 0 −∂
x
j 0
0 0 0 0 0 1 0 0
0 0 0 0 δij 0 0 0
0 0 0 −δij 0 ∂
x
i 0 0
0 0 1 0 ∂xi 0 0 0
0 ∂yi 0 0 0 0 0 0
∇2p∂
x
j 0 0 0 0 0 0 0

.
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which is non singular. We have determined, after a long algebraic work, its inverse and
consequently we obtained the Dirac brackets of the theory. Thus, the Dirac brackets are{
Ak(x), ρ
m(y)
}
DB
= δmk δ(x, y)−∇
2
p∂k∂
mG(x, y) (60)
and {
Γk(x), π
m(y)
}
DB
= δmk δ(x, y) , (61)
where G(x, y) is the Green function
∇2p
(
∇2G(x, y)
)
= δ(3)(x, y) . (62)
These generalized brackets can be used to map the classical theory into a quantum system.
V. CONCLUSION
The study of theories in NC space-time has motivated an enormous number of papers
through the last years and the min target is the attempt to understand the Planck scale
physics such as the early Universe physics. In other words, to introduce NC characteristics
into a classical or a quantum physics is to introduce a Planck scale parameter having an
area dimension which can be constant or not. In our case in this work, the NC parameter
is constant which constitutes the so-called canonical noncommutativity.
Although, as we have said, NC space-time theories are been intensively explored, it is
natural to exist some gaps that are not properly or totally investigated in any kind of issue
in theoretical physics. Some aspects such as the constraints aspects such as the Dirac-
Bergmann approach to analyze constrained systems is one of these aspects that were not
explored sufficiently until now. And this is exactly the issue that we have investigated
in this work since the gauge invariance subject is directly connected to this constrained
analysis. An alternative to Dirac-Bergmann approach is the well known Faddeev-Jackiw
technique which, in an intermediate step, obtain the Dirac brackets of the system.
Another interesting aspect that were not sufficiently explored so far is the higher-
derivatives theories in NC space-times. In this work we have analyzed both of these
aspects, namely, the NC version of the Podolsky electromagnetism is an example of a
constrained system that has higher-derivatives. Another aspect is that we have used the
FJ approach to attack this problem.
The main issue here was to use the FJ method in order to obtain the Dirac brackets
of the Podolsky electrodynamics described in NC space-time. As a constrained system,
the Dirac brackets of NC Podolsky electrodynamics cannot be obtained via canonical way
because of the inconsistencies that appear when we try to promote the classical quantities
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to operators. The FJ method has showed itself to be an economical way to deal with a
higher-order derivatives Lagrangian.
To start, we have reviewed the main aspects of both the FJ formalism and the Podolsky
electrodynamics in NC space-time. After that, we have applied the FJ method in this NC
Podolsky electrodynamics and after some algebraic work we obtained the Dirac brackets
of this model, which is the main result of this paper.
We believe that the relevance of these results is based on the fact that we have now
a new point of view concerning constrained systems depicted in NC space-times and,
consequently, the FJ method, in the light of NC space-time theories. In many cases, the
FJ procedure is an economical alternative to work with constrained systems as we have
shown in this paper.
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