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Projective simulation (PS) is a model for intelligent agents with a deliberation capacity that is
based on episodic memory. The model has been shown to provide a flexible framework for con-
structing reinforcement-learning agents, and it allows for quantum mechanical generalization, which
leads to a speed-up in deliberation time. PS agents have been applied successfully in the context of
complex skill learning in robotics, and in the design of state-of-the-art quantum experiments. In this
paper, we study the performance of projective simulation in two benchmarking problems in navi-
gation, namely the grid world and the mountain car problem. The performance of PS is compared
to standard tabular reinforcement learning approaches, Q-learning and SARSA. Our comparison
demonstrates that the performance of PS and standard learning approaches are qualitatively and
quantitatively similar, while it is much easier to choose optimal model parameters in case of projec-
tive simulation, with a reduced computational effort of one to two orders of magnitude. Our results
show that the projective simulation model stands out for its simplicity in terms of the number of
model parameters, which makes it simple to set up the learning agent in unknown task environments.
I. INTRODUCTION
Projective simulation (PS) is a physical approach to
agency and artificial intelligence [1], which was first in-
troduced in ref. [2]. The PS model has been successfully
applied to problems in reinforcement learning (RL) [3, 4],
ranging from textbook problems [2, 5] to applications of
complex skill learning in advanced robotics [6, 7]. The
model was also successfully used in a domain of quantum
physics problems: for adaptive quantum computation [8]
and for designing complex quantum experiments [9].
The PS model is considered to be promising for several
reasons. First, the internal deliberation dynamics is en-
tirely based on a process of random walks on graphs [2].
This process is well-studied in probability theory and
physics, as well as in the context of randomized algo-
rithms [10], which makes it easier to analytically ana-
lyze the convergence properties of the model in certain
environments [11]. The stochastic internal dynamics of
the PS model also highlights the possibility of physi-
cal, rather than computational, realizations of learning
agents. Second, the PS approach provides a clear route
for the construction of quantum-enhanced reinforcement
learning agents [12, 13]. This route is based on map-
ping the random walk deliberation dynamics within the
PS agent to a quantum walk dynamics [14–16]. The
quantum dynamics allows quantum parallel processing
in the sense that the excitation in the PS agent’s mem-
ory walks in superposition. As it was shown in ref. [17],
the quantum walk dynamics of the PS agent leads to a
quadratic speed-up in deliberation time when compared
to a behaviourally equivalent classical PS agent. The pos-
sibility of constructing these enhanced agents in physical
systems was theoretically shown for quantum systems of
trapped ions [18] and superconducting circuits [19]. The
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described quantum enhancement was recently demon-
strated experimentally using a small-scale quantum in-
formation processor based on trapped ions [20].
In parallel with the advancement of the quantum-
mechanical PS model, it is important to study the re-
lation of the model to other RL models, and to bench-
mark its performance. This study will also allow us to
identify practically relevant applications, such as com-
plex skill learning in robotics, which could be dramati-
cally enhanced by quantum processing. In this paper we
consider the reinforcement learning PS model and com-
pare it to the standard RL models of Q-learning [21] and
SARSA [22]. For comparison, we have chosen two stan-
dard navigation problems that are commonly used for
benchmarking: the grid world [22] and the mountain car
problem [23]. A preliminary study of these navigation
problems using PS was reported in [24].
The paper is organized as follows. In Section II we
give a summary of the PS model and describe its basic
features. Next, in Sections III and IV we analyze the
performance of the PS agent in the grid world and the
mountain car problem in detail. In addition, we com-
pare its performance to the performance of the standard
basic RL algorithms – Q-learning and SARSA. Then, in
Section V we summarize the results of the paper.
II. THE PS MODEL
PS is a framework for learning agents that interact
with task environments. The interaction with a task en-
vironment is visualized schematically in Fig. 1: the agent
receives a percept from the environment as input (blue)
and, after processing this input, outputs an action. Then,
the environment evaluates the action by giving a certain
reward as a part of the next input. PS differs from other
learning models, such as, e.g. Q-learning and SARSA, in
the way inputs (percepts, rewards) are processed. The
PS agent processes percepts in a network of clips (shown
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2at the bottom of Fig. 1), which are units of the episodic
memory. Clips represent remembered percepts, actions
or some sequence thereof. Clips are connected via di-
rected edges that represent possible transitions. The
probability of a transition from clip ci to clip cj is a
function of the edge-specific weight h(ci, cj):
p(cj |ci) = h(ci, cj)∑K
k=1 h(ci, ck)
, (1)
where K is the number of neighbours of the clip ci. In
addition, in this paper we also use the softmax function
(also known as Boltzmann distribution)
p(cj |ci) = e
βh(ci,cj)∑K
k=1 e
βh(ci,ck)
(2)
with β corresponding to the inverse temperature; we set
β = 1 throughout the paper.
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FIG. 1. Scheme of the PS agent that interacts with a task
environment. The PS agent processes perceptual information
in the network of clips. Clips are shown as circles and are
labelled as ci. The conditional probability to go from clip
ci to clip cj is denoted as p(cj |ci). Nonzero probabilities are
shown as arrows.
The described network of clips is used for deliberation
in the following way. The moment the PS agent receives
a percept, the clip that corresponds to this percept is ex-
cited (blue arrow in Fig. 1). Subsequently, the excitation
hops in the network of clips probabilistically until it hits
an action clip. An exemplary path of excitation propa-
gation is highlighted in green in Fig. 1. The excitation
that hits an action clip finally triggers a real action on
the environment (red arrow in Fig. 1).
The learning of the PS agent is implemented by dy-
namic modifications of the network of clips, both by
changing the topology of the PS network and by adjust-
ing the weights of the edges. For the problems that we
consider in this paper, the dynamic modifications include
creation of new percept clips and adjustments of the h-
values. The h-value are adjusted after each round of in-
teraction with the environment according to the following
learning rule:
h(t+1)(ci, cj) = h
(t)(ci, cj)− γ
(
h(t)(ci, cj)− 1
)
+ g(t+1)(ci, cj)λ
(t), (3)
where 0 ≤ γ ≤ 1 is a damping parameter that is re-
sponsible for forgetting, which is an important feature in
changing environments [2, 25, 26]. λ(t) is a reward value
that is issued by the environment at time step t. The so-
called edge glow values g, are responsible for the ability
to internally reward a sequence of actions instead of only
the last single action. The g-values are updated at every
step of a random walk for every edge (ci, cj)
g(t+1)(ci, cj) =
{
1, if (ci, cj) was traversed
(1− η) g(t)(ci, cj), otherwise, (4)
with 0 ≤ η ≤ 1 being the edge glow damping parameter.
The edge glow is essential in environments with delayed
rewards (such as the grid world and the mountain car
problem), in which case the η parameter should be set
to a value smaller than 1. g-values determine the extent
to which the previously traversed PS network edges are
strengthened by the reward. As discussed in Ref. [11],
the edge glow mechanism is operationally similar to the
discount factor of value-based tabular RL models.
The two parameters of the PS model, γ and η are usu-
ally set to constant values, and it is also the case in this
work. Nonetheless, the agent can benefit from having
time-dependent model parameters, which can be learned
autonomously by the meta-learning PS agent, which is
easy to implement in the PS framework [25], however at
the expense of an increased learning time.
III. THE GRID WORLD PROBLEM
The grid world problem is a problem of navigation
through a maze, which was originally described in ref. [22]
and later modified in many other works, see, e.g.,
refs [3, 27, 28]. In this paper, we consider the original
maze of size 6× 9 shown in Fig. 2(a). Although the orig-
inal maze is of a small size, with the help of it, several
important features of an RL algorithm can be evaluated:
a possibility to deal with delayed rewards and a conver-
gence to the maximum reward per time step. The grid
world environment is specified by the following rules. The
agent starts in the position (3, 1) of the grid at the begin-
ning of each trial. It can make a decision to go one step
up, down, left, or right. This decision brings the agent
to a new location, the coordinates of which are perceived
at the next time step. If the agent hits the border of the
grid, or one of the walls (shaded locations in Fig. 2(a)),
the position of the agent will not be changed, however a
3time step will be counted. The described navigation ends
the moment the agent arrives at the (1, 9) position of the
grid (marked as the star). After the agent moves to the
(1, 9) location it receives a reward of +1, the trial ends,
and the agent starts the next trial from the initial (3, 1)
position. The performance of the agent in this problem
is measured by the number of steps that are made in
each trial. A good learning agent is on average expected
to improve after each trial and eventually use one of the
shortest paths to reach the location with the reward.
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FIG. 2. (a) The grid world problem [22]. The agent always
starts a trial in the position (3, 1) and then walks in the maze.
The agent finishes the trial when its position is (1, 9) and gets
a reward (indicated by the star). An example of the shortest
path to the goal is shown as a dashed line and has a length of
14 steps. (b) The two-layered clip network that is constructed
in the grid world problem. The network consists of up to 54
percept clips (blue circles), 4 action clips (red circles) and up
to 216 weighted edges.
We have solved the described grid world problem using
the PS agent. The design of the underlying clip network
is shown in Fig. 2(b). It consists of two types of clips:
percept clips (blue) and action clips (red). At the very
beginning, before the first trial, only action clips (left,
up, right, down) exist. After the PS agent perceives its
new (x, y) coordinates – a new percept clip is created and
is connected to all actions by directed edges with initial
weights h(si, aj) = 1 and zero glow values g(si, aj) =
0. Effectively, this procedure creates a two-layered PS
network with a layer of percepts and a layer of actions.
Due to the simple two-layered architecture of the clip
network in the grid world problem, Eqs. (3)-(4) simplify
to the form:
g(t+1) = (1− η) g(t),
g(t+1)
(
s(t), a(t)
)
= 1,
h(t+1) = h(t) + g(t+1)λ(t).
(5)
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FIG. 3. Performance of the PS agent in the grid world prob-
lem as a function of the η parameter for two types of prob-
ability functions. The average number of steps is obtained
after 500 trials by averaging over 100 agents. The shaded
areas show mean squared deviation. 81 different values for
the η parameter are uniformly distributed in the interval of
0 ≤ η ≤ 0.4 for each curve.
We simulated the described basic PS agent in the grid
world environment during 500 trials. Each trial starts
by placing the agent at the initial position and ends by
the agent reaching the goal position, or by reaching the
maximum number of steps in the trial, set to 106 (such
a large number ensures that the agent can reach the re-
ward for all practical purposes, even by randomly walking
in the maze). The results of the simulations are shown
in Fig. 3, where the average number of steps the agent
needed in the 500-th trial to find the rewarded site is plot-
ted as a function of the η parameter. We observe that PS
with the softmax probability function (blue curve) from
Eq. (2) shows a much better performance than with the
probability function from Eq. (1) (magenta curve), for
the entire range of considered η parameters. This ob-
servation is explained by the fact that the softmax func-
tion enhances a small reward of λ = 1 that introduces
a relatively small change in the h-values. Hence two
edges (si, am) and (si, ak) with small difference between
the weights will have a larger difference in probabilities
p(am|si) and p(ak|si) in the case of Eq. (2), compared to
Eq. (1).
The performance of PS agents with different values for
the η parameter in Fig. 3 indicates that there is an op-
timal η ∈ [0.20, 0.25] parameter range for the grid world
problem of the defined size. If the size of the grid world
were larger, then the optimal η parameter would have a
lower value, given that the maximum number of trials
is the same. The lower η′ value would lead to a larger
(1 − η′)l′ term for the path of length l′, which should
be quantitatively comparable to the (1− η)l term in the
smaller grid world with the optimal path of length l1.
1 The (1 − η)l term enters as a coefficient in front of the reward
4In other words, by changing the glow parameter one can
adjust the performance of the PS agent to grid world en-
vironments of different sizes. Moreover, the glow mecha-
nism has additional flexibility to adjust the learning time
by changing the η parameter, which is demonstrated in
Fig. 4. With η = 0.1 the agent learns relatively fast:
within 50 trials it converges to 15.6 steps per trial. How-
ever, a better final performance can be achieved by in-
creasing η given that more than 50 trials are available to
the agent. For example, η = 0.24 in Fig. 4 shows a bet-
ter average final performance of 14.1 steps. If one would
allow more than 500 trials to the PS agent, the agent
would show an even better performance with η > 0.24.
In the opposite case, when less than 50 trials are avail-
able to the agent, then decreasing glow parameter to a
value of η < 0.1 will yield an even better performance.
However, the smallest possible nonzero η is not going to
give the steepest learning curve: as one can see in Fig. 4,
a small η = 10−4 is not giving the fastest convergence.
These simulations suggest that there is a trade-off be-
tween learning time and achieved performance after this
time. Notably, depending on developer priorities, learn-
ing time or asymptotic performance can be optimized
with the help of a single η parameter.
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FIG. 4. Learning curves of the PS agent for three different
values for the η parameter. The curves represent an average
over 100 agents of the same type. The shaded areas show
mean squared deviation.
Next we compare the performance of the PS agent
with those of the Q-learning and SARSA agents. Q-
learning [21] is a standard tabular off-policy RL algo-
rithm that learns by estimating action values Q(s, a) for
all states s and actions a. The Q-values are updated by
value λ in Eq. (3) and determines the change in the h-value of
the edge that was traversed l steps before the end of the trial.
the following learning rule:
Q(t+1)
(
s(t), a(t)
)
= Q(t)
(
s(t), a(t)
)
+
α
(
λ(t) + µmax
a
Q(t)
(
s(t+1), a
)
−Q(t)
(
s(t), a(t)
))
.
(6)
SARSA [22] is an on-policy tabular RL algorithm that,
similar to Q-learning, estimates Q-values, but is defined
by the following learning rule:
Q(t+1)
(
s(t), a(t)
)
= Q(t)
(
s(t), a(t)
)
+
α
(
λ(t) + µQ(t)
(
s(t+1), a(t+1)
)
−Q(t)
(
s(t), a(t)
))
.
(7)
Both Q-learning and SARSA have the same set of param-
eters in their learning rules: 0 ≤ α ≤ 1 is the learning
rate, 0 ≤ µ ≤ 1 is the discount factor and Q(0) is the
initial action value for all state-action (s, a) pairs. For
these learning algorithms we consider the -greedy pol-
icy: with probability  the action a(t+1) is random, oth-
erwise the action is chosen greedily according to the rule
a(t+1) = arg maxaQ
(t)
(
s(t+1), a
)
.
Figure 5(a) shows the results of simulations of the Q-
learning agent in the grid world environment. The av-
erage number of steps needed to find the rewarded site
was determined after 500 trials for different values for
the α, µ,Q(0) and  parameters. We first observe that
the initial action values of Q(0) = 1 (the right column of
Figure 5(a)) are much better compared to the values of
Q(0) = 0. The reason lies in the correlation of Q(0) with
the reward function: most of the time the agent gets
no reward, which makes Q-values of explored actions go
down to zero, and separates explored actions from unex-
plored ones. Such a choice of Q(0) effectively reduces the
time needed to find the goal state for the first time. We
next see that the greedy policy with  = 0 demonstrates
the best performance, which also makes the Q-learning
agent mostly independent of the learning rate α. How-
ever, for such a performance the discount factor should
be set to a value µ > 0.3.
The performance of the second standard tabular RL
agent that we consider in our paper, the SARSA agent,
is shown in Fig. 5(b). The dependence of the performance
on different values of model parameters is similar to the
Q-learning case, but is slightly worse for a non-optimal
set of parameters. The best performance of the SARSA
agent is achieved for Q(0) = 1 and  = 0 like in the
case of Q-learning. This, in fact, makes the two models
equivalent for that choice of parameters because Eq. (6)
and Eq. (7) are equivalent given that the policy is greedy.
The best parameter values that were found by simula-
tions in Fig. 3 and Fig. 5 for PS, Q-learning and SARSA,
respectively, lead to the learning curves plotted in Fig. 6.
These learning curves show that all three types of RL
agents improve their performance gradually and converge
to the optimal behavior with 14 steps per trial. To be
more specific, PS finishes the 500-th trial with the
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FIG. 5. (a) Q-learning parameter optimization in the grid world problem. (b) SARSA parameter optimization in the grid
world problem. (a)-(b) The average number of steps is calculated after 500 trials by averaging over 100 agents. 21 different
values for the µ and α parameters are uniformly distributed in the [0, 1] interval for each Q0 and . This led to 4410 different
sets of parameter values.
6average path length of 14.46, Q-learning and SARSA do
it in 14.00 steps. One can see that Q-learning (red) and
SARSA (green) converge to the shortest path faster than
PS (blue). This however was possible only after an ex-
tensive parameter search procedure that included check-
ing the performance of 4410 different agents, both for
Q-learning (see Fig. 5(a)) and SARSA (see Fig. 5(b)),
compared to just 81 different agents for PS (see Fig. 3).
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Q-learning with Q0 = 1,
" = 0, µ = 0.8, ↵ = 0.8
SARSA with Q0 = 1,
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FIG. 6. The learning curves of the PS (blue), Q-learning
(red) and SARSA (green) agents in the grid world problem.
The parameters of the agents are optimized for this problem.
The average performance is calculated by averaging over 100
agents that have the same set of parameters. The shaded
areas show mean squared deviation.
IV. THE MOUNTAIN CAR PROBLEM
The second navigation problem that we consider is
the mountain car problem, which was first introduced in
Ref. [23] and is a part of a modern benchmarking frame-
work [29]. In this problem an agent is tasked to drive
a car shown in Fig. 7(a) and reach the goal at position
x = 0.5. The agent starts with the zero velocity at the
position x = −0.5 close to the bottom in between two
hills. The agent perceives the coordinate and the veloc-
ity of the car at each time step, s(t) = (x(t), v(t)), and is
able to control the car by choosing between three avail-
able actions: accelerate to the left, accelerate to the right,
or do not accelerate. An action changes the position and
the velocity of the car according to the following rule [3]:
v(t+1) = v(t) + 0.001a(t) − 0.0025 cos(3x(t)),
x(t+1) = x(t) + v(t+1),
(8)
where a(t) ∈ {−1, 0, 1} is the action chosen at time step
t. The velocity of the car is limited such that −0.07 ≤
v ≤ 0.07. In case the velocity exceeds the absolute value
of 0.07, this value is set to 0.07 [3]. The position is also
bounded so that −1.2 ≤ x ≤ 0.6. If the car tries to pass
the left end of the position space, the position is set to
[x0, x1],
[v0, v1]
(x1, x2],
[v0, v1]
... (x19, x20],
(v19, v20]
  = +
s1 s2 s400
a1 a2 a3
h(si, aj)
g(si, aj)
(a)
(b)
FIG. 7. (a) The mountain car problem. The agent always
starts in the valley and then drives the car. The agent fin-
ishes the trial when its position is x ≥ 0.5 and gets a reward
(the star). (b) The two-layered PS network used in the moun-
tain car problem. The network consists of up to 400 percept
clips (blue circles), 3 action clips (red circles) and up to 1200
weighted edges.
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FIG. 8. The average number of steps spent before reaching
the goal in the mountain car problem as a function of the
glow parameter of the PS agent. The average number of steps
is calculated after 1000 trials by averaging over 100 agents.
The shaded area shows mean squared deviation. 41 different
values for the η parameter are uniformly distributed in the
interval of 0 ≤ η ≤ 0.04 for each curve.
x = −1.2 and velocity is reset to zero, as if the car is
stopped by a wall.
The clip network that is built up by PS in the mountain
car problem is shown in Fig. 7(b). The network is similar
to the one from the grid world problem and consists of
layers of percepts (blue) and actions (red). In order to
keep the percept space finite, we discretize the possible
values of (x, v) pairs by dividing both the position and the
momentum range into 20 equal intervals. This division
7limits the maximum number of clips in the PS network to
400 percept clips and 3 action clips. The performance of
the PS agent in the mountain car problem as a function
of the η parameter is shown in Fig. 8. As expected, for
η = 0, the performance is similar to the performance of
the random agent, because all percept-action edges are
internally enhanced starting from the time when they are
visited. The best average performance of the PS agent is
achieved for η = 0.024, which is lower than the optimal
value η = 0.2 in the grid world problem. This is due
to the fact that the shortest sequence of actions in the
mountain car problem is roughly 10 times longer and a
stronger glow is required to remember the first actions in
a longer sequence.
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FIG. 9. Q-learning (left) and SARSA (right) parameter opti-
mization in the mountain car problem. The average number
of steps (i.e., length of a trial) is calculated after 1000 trials
by averaging over 100 agents. 21 different values for the µ
and α parameters are uniformly distributed in the [0, 1] in-
terval for fixed Q0 and . This leads to 4410 different sets of
parameters.
The parameter optimization for the Q-learning and
SARSA algorithms is more involved. As it requires signif-
icantly more computational time to optimize parameters
in the mountain car problem than in the grid world prob-
lem, we sampled from the µ and α parameter intervals
for values of  = 0.01 and Q0 = 1. The dependence of
the agents’ performance on model parameters is shown
in Fig. 9 for Q-learning (left) and SARSA (right). One
can see that the region of optimal parameters is where
the learning rate α is relatively small, which is different
from the optimal range of the α parameter in the grid
world problem (see Fig. 5).
Fig. 10 shows a comparison of learning curves of the
PS (blue), Q-learning (red) and SARSA (green) agents,
for the best set of model parameters that were found in
each case. We see that the PS agent achieves the best
result among all three types of agents with an average
performance of 173.2 steps and a mean squared devi-
ation of 33.5 steps. Q-learning and SARSA achieve a
performance of 217.6 and 208.3 steps with mean squared
deviation of 67.0 and 54.2 steps, respectively.
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FIG. 10. Learning curve of the PS, Q-learning and SARSA
agents in the mountain car problem. The curves represent an
average over 100 agents of the same type. The shaded areas
show mean squared deviation.
V. SUMMARY AND DISCUSSION
In this paper, we studied the model of projective simu-
lation, which we numerically tested in two benchmarking
problems: the grid world and the mountain car prob-
lem. In both problems a reinforcement learning agent
was tasked to navigate in the space of environment pa-
rameters – (x, y) in case of the grid world environment
and (x, v) in case of the mountain car environment. In
both navigation problems we observed that the PS agent
improves its performance after each trial, which is seen
from simulations in Figs. 6 and 10. The optimal perfor-
mance of the PS agent was obtained by choosing the glow
parameter η, which is responsible for internally enhanc-
ing the weights of sequences of actions that lead to a re-
ward. We have demonstrated that there is a straightfor-
ward way to choose this η parameter, and gave heuristics
of how the optimal η depends on the maximum number
of trials and the size of the problem. In addition, we
showed that there is a tradeoff between the best average
performance and the learning rate. As we demonstrated
in Fig. 4, both can be achieved by choosing a value for
the η parameter appropriately.
We have compared the performance of PS agent with
Q-learning and SARSA in both benchmarking problems.
The simulations of all 3 types of agents suggest that the
performance is qualitatively similar, as one can see in
Figs. 6 and 10. Quantitatively, in the grid world prob-
lem we observed that Q-learning and SARSA converge
to one of the optimal paths faster than the PS agent
does. In the mountain car problem, we observed that the
PS agent found a better solution compared to both Q-
learning and SARSA. Importantly, the obtained perfor-
mance of the Q-learning and SARSA agents was achieved
by optimizing over 4 parameters in the case of the grid
world problem and 2 parameters in the case of the moun-
tain car problem. This can be compared to just 1 param-
8eter with a simple operational meaning in the case of PS.
We demonstrated that optimizing parameters in the case
of Q-learning and SARSA is much more demanding – it
required more than 54 times more agent trials in the case
of the grid world and 41 times more agent trials in the
case of the mountain car problem, which is a difference
of more than one order of magnitude. Our results hence
demonstrate that the PS agent is easy to set up, which is
of importance in complex tasks where model parameter
optimization is very costly.
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