The coproduct is induced by the deconcatenation map. The definition of the product is rather non-trivial, see Section 2.1. The Hopf dg-algebra A • (R) provides the tensor dg-category of dg-comodules over the Hopf dg-algebra A • (R). Notice that H 0 D (A • (R)) is a graded Hopf algebra, whose grading is induced by the one on A • (R). It provides the abelian tensor category of graded H 0 D (A • (R))-comodules. If the grading on R is trivial, then H 0 D (A • (R)) = A • (R).
Applications to Hodge theory. These constructions have several applications.
1. Mixed rational Hodge-Tate structures. Let R = C, Q(1) = 2πiQ. Then the Hopf algebra A • (C) is canonically isomorphic to the Tannakian Galois Hopf algebra of the category of mixed Hodge-Tate structures over Q. Therefore the category of graded A • (C)-comodules is canonically equivalent to the category of mixed Q-Hodge-Tate structures.
2. Complexes of variations of rational Hodge-Tate structures. Let R = Ω • X be the sheaf of commutative dg-algebras given by the de Rham complex of a complex manifold X, with Q(1) = 2πiQ ⊂ O X . Our construction provides a Hopf dg-algebra A • (Ω • X ). The category of dg-comodules over A • (Ω • X ) is a dg-model of the derived category of complexes of variations of mixed Q-Hodge-Tate structures on X.
The weight n part of the cobar complex Cobar • (A • (Ω • X )) of the Hopf dg-algebra A • (Ω • X ) is quasi-isomorphic to the weight n rational Deligne complex on X. So the commutative dg-algebra Cobar • (A • (Ω • X )) is a commutative dg-model for the Deligne cohomology of X. 4. Log-analogs. If X is a smooth complex variety, there are similar stories to 2) and 3), obtained by replacing the de Rham complex by the logarithmic de Rham complex Ω • log .
A variant: Tate ϕ-algebras and related Hopf algebras. Let k be a field. A Tate ϕ-algebra R is a graded k-algebra R with an invertible Tate line k(1) ⊂ R 1 :
Let k(n) := k(1) ⊗n , and set R n := R n /k(n). Consider a k-vector space 
We equip it with a graded Hopf algebra structure, see Section 5.1.
An application to p-adic crystalline Galois representations. Let G Qp := Gal(Q p /Q p ). Recall Fontaine's algebra B + dR over Q p . It is equipped with a G Qp -action. It has a canonical G Qp -submodule of rank 1 over Q p , generated by Fontaine's t, the p-adic analog of 2πi: Multiplying by t n , it implies that for each n ∈ Z we have an exact sequence:
Let us set R n := B ϕ=p n crys . Then there is a subring R crys ⊂ B crys with a structure of the Tate ϕ-algebra over Q p :
Thanks to the exact sequence (4) we have R n = B dR /t n B + dR . The Tate ϕ-algebra (R crys , Q p (1)) gives rise to a graded Hopf algebra A 
We define in Section 5.2 a functor from the category of crystalline mixed Tate p-adic G Qprepresentations to the category of graded comodules over the Hopf algebra A ϕ • (R crys ). One of its applications is an explicit description of the p-adic regulator map on the category of mixed Tate motives.
In particular, let F be a number field, and F v the completion of F at a non-archimidean valuation v on F . Then for any integer n > 1 we get a p-adic regulator map
It is the non-archimedean analog of the regulator map assigned to a given embedding σ : F ֒→ C:
A general construction of the p-adic regulator maps, with the target given by the p-adic syntomic cohomology, is well known, see [NN] , [Ni1] , [Ni2] and references there. Our construction allows to construct p-adic regulator maps explicitly using p-adic polylogarithms and their generalizations, see [GZ] , just like the one in the complex case in [G15] .
A Hopf dg-algebra arising from B st and semi-stable mixed Tate Galois modules. We develop a similar story starting with Fontaine's period ring B st . First, we use the monodromy operator N to produce a dg-algebra B • st := B st N −→ B st with the differential N . We define a dg-subalgebra R • st ⊂ B • st . We use the dg-algebra (R • st , N ) in a way similar to the use of the de Rham dg-algebra (Ω • (X), d) of a regular variety X. Namely, it gives rise to a Hopf dg-algebra A ϕ • (R • st ). The category of dg-comodules over A ϕ • (R • st ) is a dg-version of the derived category of mixed Tate semi-stable p-adic Galois representations. This will be discussed in details in [GZ] .
In Sections 1.2-1.4 we discuss in detail the crucial case of Q-mixed Hodge-Tate structures.
Main example: the category of mixed Hodge-Tate structures
Below all tensor products are over the field Q, and C * denotes the Q-vector space C * ⊗ Q.
A mixed Q-Hodge-Tate structure is a Q-vector space V equipped with a weight filtration W • , and a Hodge filtration F • of its complexification V C , such that gr W m V = 0 for odd m, and the filtration F • and its conjugate F
• induce on gr W 2n V a pure weight 2n Hodge-Tate structure:
Here F • (2n) is the filtration on gr W 2n V C induced by F • , and similarly F
• (2n) . Equivalently, gr W 2n V is a direct sum of the Hodge-Tate structures Q(−n).
The category MHT Q of mixed Hodge-Tate structures over Q is the smallest tensor subcategory of the category of all mixed Hodge structures over Q which contains the Hodge-Tate structures Q(0) and Q(1) and closed under the extensions.
The Tannakian Galois group of the category MHT Q . The category MHT Q is a Tannakian category with a fiber functor ω to the category of Q-vector spaces:
It assigns to a mixed Hodge-Tate structure H the underlying rational vector space of the associate graded gr W H. The Tannakian Galois group G MHT of the category MHT Q is a pro-algebraic group over Q, defined as the group of automorphisms of the fiber functor respecting the tensor structure:
Thanks to the Tannakian formalism, the functor ω induces an equivalence of tensor categories
Denote by HT Q the category of pure Hodge-Tate structures. There are two functors
The functor i is the canonical embedding. The category HT Q is equivalent to the category of representations of the multiplicative group G m . Therefore there are two homomorphisms
They provide the group G MHT with a structure of a semidirect product:
The action of s(G m ) provides the Lie algebra of the group U with a structure of a graded pro-Lie algebra over Q. We denote it by L • and call the Hodge-Tate Lie algebra.
Equivalently, L • can be viewed as a Lie algebra in the category HT Q .
Definition 1.2. The Tannakian Galois Hopf algebra H • of the category MHT Q , also called the Hodge-Tate Hopf algebra, is the commutative Hopf algebra of regular functions on the proalgebraic group U, with the grading provided by the action of s(G m ):
The Hopf algebra H • is the graded dual of the universal enveloping algebra of the graded Lie algebra L • . So it is graded by non-negative integers:
The Tannakian definition of the Hodge-Tate Hopf algebra H • is rather abstract. There is a direct description of the Hodge-Tate Hopf algebra H • via framed objects of the category MHT Q . For convenience of the reader we recall it now borrowing from [BGSV] and [G96, Section 4] .
The Hodge-Tate Hopf algebra H • of the category MHT Q via framed objects. An n-framing on a mixed Hodge-Tate structure H over Q is a choice of a nonzero maps
Denote by (f n , H, v 0 ) an n-framed Hodge-Tate structure. Consider the equivalence relation ∼ on the set of n-framed mixed Hodge-Tate structures induced by the following condition: any morphism H 1 → H 2 in the category MHT Q compatible with frames i.e. making the following diagrams commute
, gives rise to an equivalence H 1 ∼ H 2 . Let H n be the set of equivalence classes. Then the set H n has a Q-vector space structure defined as follows:
The tensor product of mixed Hodge-Tate structures induces the commutative multiplication
Next, there is a coproduct
Namely, let (f n , H, v 0 ) ∈ H n . Choose a basis {v α p } in Hom(Q(p), gr W −2p H) and the dual basis {f p α } in Hom(gr W −2p H, Q(p)). Then the (p, q) component of the coproduct is given by:
H n is a graded Hopf algebra with the commutative product µ and the coproduct ∆. The fundamental Hopf algebra of the category MHT Q is canonically isomorphic to the graded Hopf algebra H • .
From now on we consider the fundamental Hopf algebra of the category MHT Q as the Hopf algebra H • of framed objects in the category MHT Q .
The next question is what is the structure of the Hopf algebra H • as an abstract Hopf algebra. The answer is well known, as explained in the next paragraph.
The structure of the Hodge-Tate Lie algebra
Thus the only non-zero Ext-groups between Q(0) and Q(n) in this the category are the following:
Therefore the Hodge-Tate Lie algebra L • is a free Lie algebra in the category HT Q generated by
Recall that the tensor algebra T • (V ) of any vector space V has a natural structure of a graded commutative Hopf algebra. The coproduct ∆ is given by the deconcatenation map. So the restricted coproduct ∆ ′ := ∆ − (1 ⊗ Id + Id ⊗ 1) looks as follows:
The commutative product * is given by the shuffle product:
Here the sum over all snuffles σ of the sets {1, ..., p} and {p + 1, ..., p + q}. The grading is given by the tensors degree. If V • is a graded vector space, then the Hopf algebra T • (V • ) has a grading given by the sum of the grading on V • .
Consider the graded Q-vector space E • given by the direct sum of spaces Ext
The commutative graded Hopf algebras H • and T • (E • ) are isomorphic:
However there is no natural isomorphism (16). Here is the simplest example demonstrating this.
Example: the weight 2. The degree 2 part of T • (E • ) is given by
Any choice of an isomorphism
would imply that any Hodge-Tate structure (f 2 , H, v 0 ) framed by Q(0) and Q(2) has a canonical C * (1)-valued invariant, a period. However such a period does not exist in families. For example, consider the variation of framed Hodge-Tate structures on CP 1 − {0, 1, ∞} corresponding to the dilogarithm Li 2 (z). Then, due to the multivalued nature of the dilogarithm, there is no way to assign to it a C * (1)-valued invariant depending continuously on z ∈ CP 1 − {0, 1, ∞}.
In this paper we suggest a natural explicit construction of the Hopf algebra H • .
The graded Q-vector space A • . Let us consider the following graded Q-vector space:
The coalgebra structure on A • . We are going to define a coproduct map
The restricted coproduct ∆ ′ is decomposed into components
The map ∆ p,q is given by applying the exponential map to the (p + 1)-st factor of the tensor product C * ⊗ C ⊗ . . . ⊗ C, and breaking the tensor product into a product of two factors:
The coproduct is evidently coassociative. Our first main result is the following.
Theorem 1.4. The graded coalgebra A • has a commutative product, making it into a graded commutative Hopf algebra, which is canonically isomorphic to the Hodge-Tate Hopf algebra H • :
The construction of the product is given in Theorem 1.5. Below we elaborate two examples, defining the commutative Hopf algebra structure on the weight two and three quotients A ≤2 and A ≤3 of the Hopf algebra A • .
Example: the weight 2. Recall that A 2 = C * ⊗ C. One has an exact sequence
Here the first map is given by a ⊗ 2πi −→ a ⊗ 2πi, and the second is
Sequence (19) is obtained by taking the tensor product of C * with the exponential sequence
The exponential sequence does not have a natural splitting, meaning that its version over a base
does not have a continuous splitting. Indeed, a splitting requires to choose a branch of the logarithm log(f ), f ∈ O * X . Let us now describe explicitly the weight 2 quotient Hopf algebra
The only non-trivial component of the restricted coproduct ∆ ′ is given by
The commutative product * is described by the map * : Sym
Here log A denotes a branch of the logarithm. Altering it by log A −→ log A + 2πin we do not change the right hand side. Similarly for log B.
We stress that in contrast with the shuffle product formula for the product on the Hopf algebra T(E • ), already on the quotient A ≤2 the product is rather non-trivial.
Example: the weight 3 quotient Hopf algebra A ≤3 . We have
The coproduct is given by (18). The non-trivial components of the product are the following.
Altering the branches of logarithms by log A 1 −→ log A 1 + 2πin and log B 1 −→ log B 1 + 2πim leaves the formulas intact.
A graded commutative Hopf algebra A • . Our next goal is to define a commutative product on the graded space A • which generalizes the above formulas.
Recall that the space T • (C) of C has a commutative shuffle product. We define another commutative product m ′ on the graded space T • (C), using the induction:
However the product m ′ is not compatible with the standard coproduct on T • (C). Let us consider the canonical projection of graded vector spaces
Here is the precise version of our first main result, Theorem 1.4. Our next goal is an explicit formula for the product m on T • (C).
Quasi-shuffle product on T • (C)
Quasi-shuffle product * . We define a quasi-ordered set as a set S presented as a disjoint union of subsets S i , together with an order < of the subsets:
We use a notation S = {S 1 , . . . , S n } for a quasi-ordered set. We picture it by a collection of distinct points {s 1 , ..., s n } on the real line with the subset S i attached to the point s i . Let us define a quasi-shuffle of two quasi-ordered sets. Consider a collection of points {s 1 , ..., s p , t 1 , ..., t q } on the real line such that
• The points {s 1 , ..., s p } are distinct points, whose order on the line coincides with their given order. Same about the points {t 1 , ..., t q }.
• Some of the points s i may coincide with some of the points t j . We refer to such a pair of point as a colliding pair of points s i = t j . We may have several colliding pairs of points.
The rest of the points are referred to as single points.
We assign to each point of such a collection a subset as follows: 1) We assign to a single point s i (respectively t j ) the subset S i (respectively T j ).
2) We assign to a colliding pair of points s i = t j the union of subsets S i ∪ T j . This way we get a new quasi-ordered set, called a quasi-shuffle of the original ones. Given quasi-ordered sets {S 1 , . . . , S p } and {T 1 , . . . , T q }, their quasi-shuffle product is defined as a signed formal sum of all possible up to an isomorphism 2 quasi-shuffles. Precisesly, we have:
Consider the free abelian group generated by the isomorphism classes of quasi-ordered sets.
Definition 1.6. Quasi-shuffle product of two disjoint quasi-ordered sets {S 1 , . . . , S p } and {T 1 , . . . , T q } is a formal signed sum of all their quasi-shuffles, considered up to an isomorphism, taken with the sign (−1) c where c is the number of pairs of colliding points.
We use the notation {S 1 , . . . , S p } * {T 1 , . . . , T q } for the quasi-shuffle product. For example:
Similarly one can define a quasi-shuffle product of any finite number of quasi-ordered sets. It is evidently commutative and associative.
A geometric origin of the quasi-shuffle product. Recall the standard simplex
Each quasi-shuffle q of the ordered sets {1, ..., m} and {1, ..., n} determines a simplex ∆ q in the standard simplicial decomposition of the product ∆ m × ∆ n :
2 quasi shuffles S and S ′ are isomorphic if there is an isomorphism of ordered sets S → S ′ respecting the decompositions (25).
Let cod q be the codimension of the simplex ∆ q in ∆ m × ∆ n . Then the product of the two simplices is presented by a quasi-shuffle product inclusion -exclusion formula:
For example, the product of two closed intervals is a union of two triangles minus the diagonal:
We conclude that the quasi-shuffle product reflects the decomposition (27).
An explicit formula for the product. We define the product
by taking the quasi-shuffle product of the ordered sets {x 1 , ..., x p } * {y 1 , ..., y q } and assigning to it an element of C ⊗p+q as follows. For a given quasi-shuffle: 1. We assign to each single point x i (respectively y i ) the element x i ∈ C (respectively y i ); 2. We assign to each colliding pair of points x i = y j the element
2πi ⊗ 2πi. Then we take the signed sum over all quasi-shuffles. For example, we have:
We prove that the quasi-shuffle product m ′ on T • (C) is commutative and associative. Using the projection pr, see (24), it induces quasi-shuffle product m on A • :
We prove that it does not depend on the choice of the logarithms log X 1 , log Y 1 . Another example of the quasi-shuffle product is discussed in the Appendix B.
A map of Hopf algebras
We do it in two steps. First, consider a set H • of split framed mixed Hodge-Tate structures.
Forgetting the splitting, we get a projection
Second, we introduce our key construction, a map of sets
We show that the composition: P := pr • Φ descends to a well defined map (31). So the map P is the unique map making the following diagram commutative:
Construction of the map Φ. Let (f n ; H, s; v 0 ) be a framed mixed Hodge-Tate structure (f n , H, v 0 ) with a splitting s. Then for any pair
one can define the period of a framed split Hodge Tate structure
Definition 1.7. The map Φ is defined inductively as the unique map satisfying the identity
To make sense out of the formula (34), we need to define its p = n and p = 0 terms. 1) By definition, the p = n term in the sum (34) is just Φ(f n , H, v 0 ; s).
2) By definition, the p = 0 term in the sum (34) 
Using 1), we can interpret the sum (34) as an inductive definition of Φ(f n , H, v 0 ; s):
Using the inductive definition, we can write a plain definition of Φ(f n , H, v 0 ; s):
Here the sum αp means the sum over the basis vectors
Theorem 1.8. The map P : H • → A • is an isomorphism of graded Hopf algebras.
An example: the trilogarithm Li 3 (z). Recall the classical polylogarithms:
The trilogarithm Li 3 (z) defines a rational mixed Hodge-Tate structure that can be represented by the following period matrix:
Namely, let e 0 , e 1 , e 2 , e 3 be the natural basis in the coordinate space C 4 . Denote by C 0 , C 1 , C 2 , C 3 the vectors in C 4 given by the columns of the matrix, counted from the left. Then there is the following mixed Hodge-Tate structure:
H C = H Q ⊗ C = e 0 , e 1 , e 2 , e 3 C ;
Let
is the entry of the matrix, for example:
Therefore we have:
The big period map. There is a canonical homomorphism
Composing the map P n : H n −→ A n with this map we get a map
By the very definition, this is the big period map defined in [G96] , [G15] . In fact our definition of the map P was suggested by the definition of the maps P n .
The structure of the paper. In Section 2.1 we define and study the Hopf dg-algebra A • (R). In Section 2.2 we study the Hopf dg-algebra A • (R) for the Tate dg-algebra R with nonnegative grading. The crucial example of such a Tate dg-algebra is the de Rham complex Ω of a manifold X with the Tate line Q(1). We show that the cobar complex of the Hopf dg-algebra A • (Ω) is a dg-model for the rational Deligne cohomology of X.
Using this, we suggest in Section 2.3 a dg-model for the category of variations of Q-HodgeTate structures on X. There is a similar story for a complex regular algebraic variety X.
In Section 3 we study the Hopf dg-algebra A • = A • (C) related to the Tate algebra C with the Tate line Q(1). We define a map P : H • → A • . Then we prove that it is an morphism of colagebras. This easily implies that the map P is an isomorphism. Then we prove that it commutes with the coproduct, and therefore get Theorem 1.8.
In Section 4 we prove that H 0 D (A • (Ω)) the Tannakian Hopf algebra for the abelian tensor category of variations of Q-Hodge-Tate structures on X.
In Section 5 we present a variant of the main construction related to the p-adic Hodge theory. We start with a version of the notion of the Tate algebra, which we call Tate ϕ-algebra. Given a Tate ϕ-algebra R we generalize our construction and define a graded Hopf algebra A ϕ • (R). We define a Tate ϕ-algebra R crys sitting inside of Fontaine's period ring B crys . It gives rise to a Hopf algebra A ϕ • (R crys ), which we relate the to crystalline p-adic mixed Tate Galois representations. To treat the case of semi-stable mixed Tate Galois representations we outline in Section 5.3 a dg-variant of the story. We introduce the notion of a Tate ϕ-dg algebra R • , and assign to it a Hopf dg-algebra A ϕ • (R • ). We interpret Fontaine's ring B st as a dg-algebra with a differential given by the monodromy N , and define a dg-subalgebra R st ⊂ B st . It gives rise to a dg-Hopf algebra A ϕ • (R st ), which we relate to semi-stable p-adic mixed Tate Galois representations. version was written when the first author enjoyed hospitality of the IHES (Bures sur Yvette) and IAS (Princeton). We are grateful to the referee for many useful comments, and to Pierre Colmez for discussions of the p-adic Hodge theory.
2 The Hopf dg-algebra A • (R) for a Tate dg-algebra R
The Hopf dg-algebra A • (R)
Tate dg-algebras. Let R be a dg-algebra over a field k with a differential d:
In particular, R 0 is an algebra. We use a shorthand |x| for the degree deg(x) on R.
Definition 2.1. A Tate line k(1) in R is given by the following data:
• The subset k(1) − {0} belongs to the set R * of the units of R:
The data (R, k(1); d) is called a Tate dg-algebra.
Let k(0) := k and, using the tensor product over k, set:
Thanks to assumption (41), the set of inverses of non-zero elements t ∈ k(1) − {0} of the Tate line is a k * -torsor. Adding 0 to it, we get the inverse Tate line:
Evidently, the product provides an isomorphism
we get lines k(n) for each integer n ∈ Z. The product induces isomorphisms
Given a Tate dg-algebra (R, k(1)), we define a Hopf dg-algebra A • (R) with a differential D.
3 Later on we assume that R is graded by non-negative integers.
The k-vector space A • (R). Denote by T • (R) the tensor algebra of the k-vector space R. Set
The space A • (R) is the quotient of T • (R) by the right ideal generated by the Tate line:
The grading | · |. Denote by | · | the grading on R. We equip A • (R) with the grading | · |:
The weight grading w. It is induced by the grading of T • (R[−1]):
The coproduct ∆. We define a coproduct map on the vector space A • (R) by setting
Here x is the projection of an element x ∈ R to R. The factors with no multiples are equal to 1. The coproduct ∆ is evidently coassociative, and compatible with each of the two gradings.
It is well defined since d(k(1)) = 0. One checks that deg(D) = 1, and w(D) = 0. We will show below that D 2 = 0, and that the coproduct ∆ and the differential D provide A • (R) with a dg-coalgebra structure for the grading | · |.
The definition of the product is more complicated.
Using t, we define inductively a product m ′ on T • (R). It is given by a collection of maps
First, 1 ∈ T 0 (R) = k serves as the identity for the product m ′ . This defines m ′ n,0 and m ′ 0,n .
Then for p, q ≥ 1, we define inductively a map m p,q by setting:
It does not depend on the choice of t: using another t ′ = at, where a ∈ k * , we get the same m ′ , since the tensor product is over k. The product is a degree zero map, thanks to the assumption that the Tate line k(1) is homogeneous. The signs are given by the standard rules, so:
We will show that m ′ defines an associative product on T • (R).
The product m. Although the product m ′ and coproduct ∆ ′ in T • (R) are non-compatible since they do not satisfy the Hopf axiom, they induce a Hopf algebra structure on A • (R). Precisely, we define a product m on A • (R) by the following inductive formula:
Notice that we use the product m ′ on the right. Here x 1 , y 1 are arbitrary lifts of the elements x 1 , y 1 ∈ R 0 to R 0 . A key point is that, as we will prove below, the product does not depend on the choices of the lifts. For example, the simplest non-trivial component of m is:
The quasi-shuffle formula for the product m ′ . Let us give a formula for the product m ′ of n elements:
Let us define a quasi-shuffle of the ordered sets
Consider a configuration of distinct points z 1 , ..., z N on the real line, such that each point of the configuration is labeled by a non-empty subset of the union of the sets (49), so that 1. The labels of each point z contain no more then one element of each of the sets. 2. For each 1 ≤ k ≤ n, the line order of the points whose labels contain the elements s
p k coincides with the order of the set s
Such a labeled configuration of points, considered modulo isotopy, encodes a quasi-shuffle of the n ordered sets (49).
To define the product (48), we assign to each quasi-shuffle an element of R ⊗(p 1 +...+pn) . We assign to each point z labeled by a elements s 1 , ..., s a , assigned to the elements x 1 , ..., x a of R by matching the data in (48) and (49), the element
Then we multiply these elements following the line order of the points z j . The quasi-shuffle product (48) is defined as the sum of the obtained elements over all quasi-shuffles of (49).
To show that the quasi-shuffle product m ′ is well defined one needs to show that the product of two such products is again given by the quasi-shuffle formula. This boils down to checking
Here (−1) αaβ is the standard sign obtained by moving y through x 1 ...x p . Let us prove this.
Colliding the point y with the point labeled by x 1 . . . x a t −(a−1) , and using the fact that t is in the center, we get the first term on the right hand side. Putting y on the very left or on the very right, we get the second and third term. The other terms of the quasi-shuffle product vanish. To see this, notice that the collision of y with (j + 1)-st factor t delivers a factor
Here the second underbraced factor y ⊗ t appears as −tyt −1 ⊗ t.
On the other hand moving y a bit to the left of the (j + 1)-st factor t gives
So the two terms cancel. This proves, by the induction, that the product m ′ is well defined. Then it is obvious that it is associative, and commutative if R is commutative. A formal arguments using the inductive definition will be also presented below.
Theorem 2.2. The vector space A • (R) has a Hopf dg-algebra structure with the deconcatenation coproduct ∆, the quasi-shuffle product m, the degree deg, and the differential D, with deg(D) = 1. The Hopf dg-algebra A • (R) has an extra weight grading w. One has w(D) = 0.
Proof. Let us start the proof of Theorem 2.2.
Properties of the quasi-shuffle products on T • (R) and A • (R). The following Lemma describes the role of the Tate line k(1) ⊂ R in the multiplication.
By the inductive assumption, the last two terms cancel out.
Corollary 2.4. The following equations hold:
. Using the part (2) in Corollary 2.4 we have the following lemma, saying that the product can be calculated in "blocks" of the form x ⊗ t ⊗p .
Lemma 2.5. One has, setting α p := |x 0 | + . . . + |x p |, β 0 := |y 0 |:
Lemma 2.5 easily implies that the product m ′ is associative. There are natural surjective projections R ⊗n → A n (R). Consider their sum:
The product m on A • (R) is induced by the one m ′ on T • (R), so that we have a commutative diagram:
The product m is well-defined by Lemma 2.3.
is an associative graded algebra. It is commutative if and only if the algebra R is commutative.
Proof. Since the projection pr :
is surjective, this follows from the properties of the product m ′ , which has been already established.
The Hopf dg-algebra structure on A • (R). Let B be a k-vector space graded by nonnegative integers, with B 0 = k. The product m and coproduct ∆ form a dg-bialgebra if and only if the Hopf axiom holds:
Here we use * for the product m, and * 2 for the induced product on B ⊗ B. Precisely, the Hopf axiom tells that the following diagram must be commutative, where τ (x ⊗ y) = (−1) |x||y| y ⊗ x:
is not a bialgebra since already for x, y ∈ R 0 ⊂ T 1 (R) we have:
Lemma 2.7 claims that the difference (50) lies in a subspace
Lemma 2.7. We have:
. (52) Proof. The shuffle product and the deconcatenation coproduct on the tensor algebra of a vector space satisfy the Hopf axiom. In our case the quasi-shuffle product produces a factor x i y j t −1 ⊗ t for each "colliding pair" (x i , y j ). Applying the deconcatenation between x i y j t −1 and t we get an extra term (... ⊗ x i y j t −1 ) (t ⊗ ...). Since the second factor starts with t, we get the claim.
Since T • (R) ⊗ Ker(pr) ⊂ Ker(pr ⊗ pr), Lemma 2.7 implies that A • (R) satisfies the Hopf axiom. So (A • (R), m, ∆) is a dg-bialgebra. Being Z ≥0 -graded and connected, it has a unique Hopf algebra structure.
Properties of the differential D. Let us show that
There is a similar argument when D • D affects disjoint pairs
Let us show that D satisfies the Leinbiz rule for the product on T • (R). Using dt = 0,
The argument in general is reduced to this one. The claim for A • (R) follows from this. Let us show that D is compatible with the coproduct. Take an element f 1 ⊗. . .⊗f n . Applying D, we pick a pair of consecutive factors f i ⊗ f i+1 and map it to df i · f i+1 . Applying then the coproduct we cut between f k and f k+1 where either k < i or k > i. On the other hand, applying the coproduct first we cut between f k and f k+1 . But if k = i, we do not get a term with df i ·f i+1 .
. Theorem 2.2 is proved.
Lemma 2.8. The graded Hopf algebra
) is a graded Hopf algebra. The degree 0 part of A • (R) is A • (R 0 ), and the degree −1 part is zero.
Remark. The tensor algebra T • (R) has a standard commutative Hopf dg-algebra structure: its differential D is induced on the tensor product by the differential d on R. The product is the shuffle product. The coproduct is given by the deconcatenation. However it does not induce a Hopf dg-algebra structure on the quotient A • (R). Furthermore, the differential D on A • (R) requires the algebra structure on R, while D does not.
The cobar complex. Given a dg-coalgebra (A, ∆, d), there is the cobar complex:
Its differential is a sum of two commuting differentials: the one is the restricted coproduct ∆ ′ ; the other is induced by d, via the Lebniz rule on the algebra T • (A[−1]) . If the algebra A is commutative, the shuffle product makes the cobar complex into a commutative dg-algebra.
The cobar complex Cobar • (A • (R)) of the Hopf dg-algebra A • (R) is graded by the weight. Denote by Cobar n (A • (R)) its weight n part.
So a commutative Tate dg-algebra R provides a commutative dg-algebra, with an additional grading by the weight preserved by the differential:
Lemma 2.9. Assume that R 0 = k. Then the complex Cobar n (A • (R)) is isomorphic to the complex
Proof. The first claim follows from the very definitions. The second follows from the first.
In Section 2.2 we explore the analog of Lemma 2.9 for Tate dg-algebras graded by nonnegative integers.
Commutative Tate dg-algebras and Deligne complexes
Assume now that (R, d) is a commutative dg-algebra, graded by non-negative integers:
Then a Tate algebra structure on R gives rise to an analog of the weight n Deligne complex:
Here k(n) is in the degree zero. One can replace the first two terms by R 0 (n − 1).
Example. The weight n Deligne complex on a complex manifold X is a complex of sheaves
The rational weight n Deligne cohomology of X are the cohomology of X with coefficients in this complex of sheaves. Therefore when R = (Ω, d) is the de Rham complex of sheaves on a complex manifold X, and k(1) = Q(1), the complex (55) coincides with the rational weight n Deligne complex of sheaves on X.
Theorem 2.10. The complex Cobar n (A • (R)) is quasi-isomorphic to the weight n Deligne complex (55).
Proof. We will use the traditional notation | for the tensor product in the cobar complex, keeping the sign ⊗ for the tensor product everywhere else, including A • (R). A term in cobar complex (54) is given by a tensor product of R 0 , R 0 , and R p where p > 0. Let us consider a decreasing filtration F • on the cobar complex such that F p is a sum of the terms where the total degree of the factors R s , s > 0, entering the term is ≥ p. We calculate the cohomology of the cobar complex using the spectral sequence for the filtration F • .
Proposition 2.11. There is a quasi-isomorphism
The induced differential in the spectral sequence coincides with the de Rham differential
Proof. Recall the reduced graded algebra R:
The differential in the cobar complex Cobar • (A • (R)) has two components: the one induced by the differential D, and the one provided by the restricted coproduct in A • (R). Passing to gr p F , the differential D vanishes. We denote the weight n part of a weight graded space A by A w=n . Then there is a canonical isomorphism of complexes, generalizing Lemma 3.6:
Indeed, each factor R coming from (R −→ R) ⊗i matches one of the bars | in the cobar complex, in agreement with the fact that both this factor and | have the degree 1.
Since the complex R −→ R is a quasi-isomorphic to k(1), we have:
is given, for p > 0, by:
So we recover the Deligne complex k • R;D (n) for the Tate dg-algebra R, with the differential td:
Proposition 2.11, and therefore Theorem 2.12 are proved.
A commutative dg-model for the rational Deligne cohomology
Let (Ω, d) be the sheaf of commutative dg-algebras of holomorphic forms on a complex manifold X. Then A • (Ω) is a sheaf of commutative Hopf dg-algebras on X, with an extra weight grading. Its cobar complex is a sheaf of commutative dg-algebras on X, with an extra weight grading:
When X is a regular complex algebraic variety, we take its compactification with normal crossing divisor at infinity, and consider a similar complex where the de Rham complex Ω is replaced by the de Rham complex Ω log of forms with logarithmic singularities at infinity. In this case we consider the Hopf dg-algebra A • (Ω log ).
Theorem 2.12. Let X be a complex manifold. Then the weight n cobar complex Cobar n (A • (Ω)) is quasi-isomorphic to the Deligne complex of sheaves Q
• D (n) of X. So the commutative dg-algebra (57) is a dg-model for the rational Deligne cohomology of X. Similar results hold for a regular complex variety and its Hopf dg-algebra Cobar • (A • (Ω log )).
Proof. This is a special case of Theorem 2.10.
Examples. 1. The weight 2 part of the cobar complex Cobar 2 (A • (Ω)) looks as follows:
Replacing the top row by the quasi-isomorphic O * (1), we get the complex R D (2) = O * (1) −→ Ω 1 .
2. The weight 3 part of the cobar complex Cobar 3 (A • (Ω)) looks as follows:
Replacing each row by quasi-isomorphic complexes, we get the weight 3 Deligne complex:
Definition 2.13. The dg-category of complexes of variations of Hodge-Tate structures on a complex manifold X is the dg-category of dg-comodules over the Hopf dg-algebra
This definition is discussed in the next Section.
Tate dg-algebras and mixed Tate categories
The category of comodules over a Hopf algebra A is an abelian tensor category. The same is true if A is a Hopf algebra in a tensor category C. In the examples below the category C is either the category of graded vector spaces, or the category of complexes. Therefore Theorem 2.2 tells us that a Tate dg-algebra R gives rise to a tensor dg-category M • (R) of dg-comodules over the Hopf dg-algebra A • (R).
Denote by M(R) the abelian tensor category of graded
If R is just an algebra, that is the grading on R is trivial,
Mixed Tate categories arising from commutative Tate algebras. Assume that R is a commutative algebra. Then the tensor category M(R) is a mixed Tate category, see Appendix 6. Recall that a mixed Tate category T is an abelian Tannakian k-category with invertible object k(1) T such that the tensor powers of k(1) T and its dual k(−1) T provide non-isomorphic simple objects k(n) T , n ∈ Z. Any simple object of the category is isomorphic to one of them. The category M(R) assigned to a mixed Tate algebra (R, k(1)) has in addition to this the following two properties:
1. It has the homological dimension 1:
2. Its Ext 1 's are determined by
In particular, the spaces (62) are canonically isomorphic as k-vector spaces.
This follows from Theorem 2.10, since if R = R 0 , the complex (55) is quasi-isomorphic to R/k(n).
Lemma 2.14. A mixed Tate category satisfying the conditions (61)- (62) where (R, k(1)) is a commutative Tate algebra, is equivalent to the category M(R).
Proof. Both categories are determined by the structure of the Ext groups.
A much more interesting result, proved in Section 3, is that the category of mixed Q-HodgeTate structures, which is a mixed Tate category satisfying conditions (61)-(62) for the Tate algebra (C, Q(1)), is canonically equivalent to the category M(C). This recovers Example 1) in Section 1.1.
The period morphism P : H • −→ A •

The period map P
The period operator. Let H be a mixed Hodge-Tate structure over Q. There is an isomorphism:
Furthermore, the following canonical map is an isomorphism:
Using the isomorphisms above we get a canonical isomorphism:
On the other hand a splitting of the weight filtration on H Q provides an isomorphism
Then the composition of these isomorphisms provides a map
called the period operator. It is determined by the splitting. For any split mixed Hodge-Tate structure (H, s) and an (i, j)-framing v ∈ Hom(Q(i), gr
we define the period
The last isomorphism is normalized so that it sends the map (2πi) i → (2πi) n to (2πi) n−i ∈ C. For a given (H, s), this map is linear in f ⊗ v. We also use the notation
The map Φ. Let H be the set of split framed mixed Hodge-Tate structures. We define first a map of sets Φ : H −→ T(C).
For each 0 < p < n, choose a basis {v α p } in Hom(Q(p), gr W −2p H). Let {f p α } be the dual basis.
Definition 3.1. We define a map Φ recursively:
Definition 3.1 is independent of the choice of bases since the following element represents the identity map on gr W −2p H Q :
Below we use the following convention: whenever f p and v p appear in the same formula, this means that we take the sum over the pairs f p α and v α p of dual basis vectors, just like in (37). We can write the definition of Φ as a much nicer identity:
Explicitly, formula (64) can be written schematically as
Given two splittings S W , S ′ W of (H, v 0 , f n ), we have
W is a lower triangular unipotent transformation with coefficients in Q:
Let us set:
The matrix elements of the operator N are rational, so following the normalization of (95), [f r | N | v q ] ∈ Q(1). So we have:
In other words,
By the defining equation (98), we have:
Here the second and third equation follows from (70). By comparing this to equation (98) and by the induction, we have
Lemma 3.2. Let s, s ′ be splittings of an n-framed mixed Hodge-Tate structure (f n , H, v 0 ). Then
Proof. We have
, the lemma follows.
Let us set P := pr • Φ.
Corollary 3.3. P does not depend on splitting.
Lemma 3.4. The map P depends only on the equivalence class of a framed Hodge-Tate structure. 
. By duality the claim is valid for a surjective map H ։ H ′ . Since the category of mixed Hodge-Tate structures is abelian, the general case follows.
By Corollary 3.3 and Lemma 3.4, P descends to a well defined map P : H • → A • . So the map P is the unique map making the following diagram commutative:
It is easy to see that it respects the abelian group structures, providing a map of graded Q-vector spaces P :
3.2 The map P is an isomorphism of coalgebras.
Although H • does not carry a Q-vector space structure, the definitions of the product and the coproduct are still valid if we allow formal linear combinations of elements of H • . The map Φ does not commute with the coproduct. In constrast with this, we have Proposition 3.5. The map P is a homomorphism of graded coalgebras:
Proof. We first show that
Let us look at ∆ A • pr • Φ(f n , H, v 0 ; s). Each summand of the sum defining Φ(f n , H, v 0 ; s) is a monomial given by a tensor product of factors, which are either 2πi, or matrix elements
Applying the map pr, we apply the exponent to the first factor. Then, applying the coproduct ∆ A , we apply the exponential to one of the other factors. If this factor is 2πi, we get 1 ∈ C * , so the resulting contribution is zero. Therefore we need to consider only the result of application of the exponential to the matrix elements. But this, by the very definition, coincides with the pr
Recall the commutative diagram (72). Equation (73) implies:
Since the projection p is surjective, we see that P commutes with ∆.
Proposition 3.5 implies that the map P gives rise to a map of the graded cobar complexes
The degree n part of the cobar complex Cobar n (A • ) of the coalgebra A • sits in degrees [1, n] . Consider the complex C exp −→ C * in the degrees [0, 1] . It is a resolution of Q(1).
Lemma 3.6. The complex Cobar n (A • ) is isomorphic to the complex
Proof. The Lemma is a special case of Lemma 2.9.
For example,
Theorem 3.7. The map of complexes (74) is an isomorphism:
In particular, the map P n : H n −→ A n is an isomorphism.
Proof. By (13) and Beilinson's vanishing theorem (12) , the complex Cobar n (H • ) is a resolution of C/(2πi) n Q. Let ∆ ′ n be the restriction of the restricted coproduct ∆ ′ to H n . Then we have:
By Lemma 3.6 the same is true for the complex Cobar n (A • ). Moreover, in A • one has:
Therefore one easily sees that the map P • n induces an isomorphism on the only non-trivial cohomology group C/(2πi) n Q. Arguing by the induction on n the theorem follows.
The map P is an isomorphism of Hopf algebras
Proposition 3.8. The map Φ is a morphism of algebras Proof. It suffices to show m s,t • Φ = Φ • m s,t . We prove this by the induction on s and t.
When s = 0 or t = 0, the equation is trivial. For s = t = 1, by the very definition of the map Φ, we have:
By elaborating the definition of the tensor product, we write this as follows:
We observe that four of the factors above are equal to 2πi:
Corollary 3.9. The map P is a morphism of algebras.
By Theorem 3.7 and Corollary 3.9, we have Theorem 3.10. The map P : H • → A • is an isomorphism of graded Hopf algebras.
The inverse map. We define a map η :
For example:
Proposition 3.11. The map η the inverse to the map P.
Proof. The map η does not depend on the choice of log(A 1 ). It is additive with respect to log A 1 , a 2 , ..., a n . So it is a well defined map of sets. It is evident that P • η = Id: all periods of length > 1 of the mixed Hodge-Tate structure with the period matrix (76) are zero. Since the map P is an isomorphism by Theorem 3.10, the claim follows.
An application: the big period maps
The big period map is the following group homomorphism, constructed in [G96] , [G15] :
The map P 2 for the dilogarithm Li 2 (x) goes back to S. Bloch [Bl77] , [Bl78] . Let us define a similar homomorphism of abelian groups for the Hopf algebra A • :
Then, by the very definition, the map P n factors through A • , i.e. there is a commutative diagram with P n = P n,A • P:
, another version of the big period map was constructed:
The map P n is the composition of P ′ n with the map
We define
Then there is a commutative diagram with P ′ n = P ′ n,A • P:
The Galois group of the category of variations of Hodge-Tate structures
The graded Hopf algebra H 0 D (A • (Ω)) looks as follows:
For example, one has
Denote by H • (X) the sheaf of Hopf algebras of framed variations of Q-Hodge-Tate structures on X. Restricting a framed variation to a point x ∈ X we get a map of Hopf algebras
Applying pointwise the map P, that is considering the composition P • r x , we get an injective map
Lemma 4.1. The Griffith transversality implies that the image of the map (82) is killed by the differential D, providing us with a map
Proof. Let
Then D is a signed sum of D i . It suffices to show D i (P X (H)) = 0. The terms in P X (H) where the i-th term is a constant are killed by D i . So it remains to consider the terms with f n−i+1 only. At the i-th and (i + 1)-th tensor factor, it is either
, where p ≤ n − i − 1. By the parts iii), iv) of [G15, Theorem 2.8], the Griffith transversality implies
This means that the map D i cancels them out.
Theorem 4.2. The map (83) is an isomorphism of sheaves of graded Hopf algebras on X:
Proof. Let t ∈ A n (O) be an element satisfying D(t) = 0. Let us show that there exists a variation of framed mixed Q-Hodge-Tate structure M whose image under the map P X is t. We prove this by induction. The n = 1 case is trivial. For n = 2, let t = X i ⊗ y i . Then t defines pointwise a collection {M x } of framed mixed Hodge-Tate structures on X. We may assume that gr
, and gr W 2k M x = 0 unless k = 0, 1, 2. Then the Griffith transversality condition boils down by (84)
But this condition just means that D(t) = 0. For n ≥ 3, assume that the map P X,<n :
Step 1:
Step 2: Since D(X k ) = 0, by the inductive assumption there exists a split variation of framed mixed Q-Hodge-Tate structures
We need the following technical lemma.
Lemma 4.3. Let {M k } be a finite set of variations of n-framed mixed Hodge-Tate structures. Then there exists a variation of mixed Hodge-Tate structure M with a basis {v a i } of gr W −2i M , i = 0, ..., n, such that (f n , M, v k 0 ) ∼ M k , and P X (f n , M, v a i ) are linearly independent for any 1 ≤ i ≤ n − 1.
Proof. Let S be the set of splitted variations of mixed Hodge-Tate structures with a basis
It is non-empty since M k with f n := f n k and v k 0 is in S. Let M be an element in S with the lowest dimension. We will show by induction that P X (f n , M, v a i )'s are non-zero and linearly independent for any 1 ≤ i ≤ n − 1. We need the following lemma to reduce the dimension of M : 
is the following map:
By the given condition, the component for p > i is zero. Then the image in H Q and its complexification, denoted by v a i , satisfies
i is a subvariation of mixed Hodge-Tate structures. The second half of the lemma is trivial.
Let i = n − 1. If P X (f n , M, v a n−1 ) = 0 for some v a n−1 , then by Lemma 4.4 M/v a n−1 ∈ S has lower dimension. If P X (f n , M, v 0 n−1 ) = a c a P X (f n , M, v a n−1 ), then replace v 0 n−1 by v 0 n−1 − c a v a n−1 in the basis. It is an element in S with P X (f n , M, v 0 n−1 − c a v a n−1 ) = 0, so does not have the lowest dimension.
Let us assume that the claim is proved for i + 1, · · · , n − 1. Suppose that
in the basis. Otherwise we change the splitting to make it zero. Moreover, we may assume for any j, 2πi is not a rational linear combination of {[f
Notice that every summand in the equation ends with a tensor factor (2πi), except the terms in
With the assumption that 2πi is not a linear combination
For the same reason, we can show inductively that
Since for any i < j < n, P X (f n , M, v j )'s are linearly independent by inductive assumption, the equations above shows [
= 0 for any i < j ≤ n and any f j in the chosen basis.
By Lemma 4.4, M/v a i ∈ S has a smaller dimension. Contradiction. Therefore P X (f n , M, v a i ) is non-zero.
By similar argument as in i = n − 1, {P X (f n , M, v a i )} are linearly independent.
Let M ′ with {v a′ i } satisfies Lemma 4.3 for {M k }. Then let us construct an M ∈ H n (X) as follows. Consider a Q-vector space M = Q(0) ⊕ M ′ (1). Choose a splitting and a basis {v a i } on M ′ (1) provided by M ′ . We extend it to a splitted mixed Hodge-Tate structure on M such that
Since P X (f n , M, v 2 ) = P X (f n (−1), M ′ , v 2 (−1)), by Lemma 4.3 they are linearly independent,
This implies (84). Therefore the Griffith transversality condition is satisfied, and M is a variation of mixed Q-Hodge-Tate structures, with P X (M ) = t. This shows P X is surjective.
Corollary 4.5. Given a complex disc U , the category of graded comodules over the commutative
is canonically equivalent to the category of variations of mixed HodgeTate structures on U .
Proof. The category VMHT U of variations of mixed Hodge-Tate structures on a complex manifold U is a mixed Tate Q-category, with the Tate object given by the constant variation Q(1) U . Thanks to the basics about mixed Tate categories, see [BD92] or Appendix A, equivalence (110), the category VMHT U is equivalent to the category of graded comodules over the corresponding Hopf algebra H • (U ). So Corollary 4.5 follows from this and Theorem 4.2.
Therefore we arrive at a variant of Theorem 2.12. ii) The cobar complex of the Hopf algebra H 0 D (A • (Ω)) is commutative dg-algebra in the category of sheaves, providing another dg-module for the Deligne cohomology of X.
5 Period morphism for p-adic mixed Tate Galois representations
Hopf algebras arising from Tate ϕ-algebras
We start with a variant of the notion of Tate algebra, which we call Tate ϕ-algebra. A slight modification of our main construction assigns to any Tate ϕ-algebra R a graded Hopf algebra A ϕ • (R). Our main example of a Tate ϕ-algebra is given by a subalgebra of Fontaine's ring B crys .
Definition 5.1. A Tate ϕ-algebra R over a field k is a graded k-algebra with an invertible Tate line k(1) in the degree 1:
For any n ∈ Z set k(n) := k(1) ⊗n . Then there is an isomorphism R 1 ⊗ k(n − 1)
Consider a graded k-vector space
Theorem 5.2. Let R be a Tate ϕ-algebra. Then the graded k-vector space A ϕ • (R) has a graded Hopf algebra structure. It is commutative if and only if R is commutative.
Proof. The coproduct is given by the deconcatenation, followed by the projection of the first factor to R 1 . The product is given by the inductive formula (47) with x i , y i ∈ R 1 . Observe that if x 1 , y 1 ∈ R 1 , then x 1 y 1 /t ∈ R 1 , as well as t ∈ R 1 , so formula (47) does make sense. The rest is identical to the proof of Theorem 2.2.
We assume below that R is commutative. Then there is a tensor category M(R) of graded A ϕ • (R)-comodules. Denote by k(n) the one dimensional comodule in the degree n. Then
Indeed, in analogy with Lemma 2.9, the complex Cobar n (A ϕ • (R)) is isomorphic to the complex
The period morphism P crys for crystalline mixed Tate Galois modules
Tate ϕ-algebra R crys and related graded Hopf algebra. As explained in Section 1.1, there is a subalgebra R crys ⊂ B crys which has a structure of a Tate ϕ-algebra over Q p :
Recall that for each n ∈ Z we have the fundamental exact sequence:
So in this case we have R n = B 
So we arrive at a positively graded commutative Hopf algebra over Q p :
Therefore we get the category M(B crys ) of graded A ϕ
• (R crys )-modules with
Mixed Tate crystalline representations. Let K be a finite extension of Q p . Let G K = Gal(K/K) be the Galois group of K. We start with the notion of mixed Tate Galois modules.
The K 0 -vector space D crys (V ) is equipped with a σ-linear operator ϕ, where σ ∈ Gal(K 0 /Q p ) is the Frobenious map, i.e. it is a ϕ-module over K 0 . For example,
is a one-dimensional K 0 -vector space with the map ϕ acting by p −i σ, Given a ϕ-module M over K 0 , consider the slope filtration on M defined as follows. Pick a
It is a decreasing filtration on M . A different choice of M 0 leads to the same filtration. In particular, we get a slope filtration F k D crys (V ). Below we use it, just like we use the Hodge filtration in the Hodge-Tate case, to define the p-adic period operator.
Let us denote by M G K ,crys the category of p-adic mixed Tate crystalline G K -representations. It is a mixed Tate category over Q p . So it is described as the category of finite dimensional graded comodules its fundamental graded Hopf algebra, denoted by H • (M G K ,crys ), see Appendix A.
The p-adic crystalline period operator. Let V be a mixed Tate crystalline G K -representation over Q p . Then there is a decreasing slope filtration on F • on D crys (V ), and an increasing weight filtration W • on V . Since V is crystalline, there is an isomorphism (91). Thanks to (92), the slope filtration F p D crys (V )⊗ Qp B crys is opposite to the weight filtration W • V ⊗ K 0 B crys . Therefore these two filtrations split V ⊗ Qp B crys :
On the other hand there is an isomorphism
Composing isomorphism (93) with the sum over p of isomorphisms (94) we get a canonical isomorphism:
On the other hand a choice of a splitting s of the weight filtration on V provides an isomorphism
The composition of these isomorphisms is an endomorphism
Just like in the Hodge case, we call it the p-adic crystalline period operator. Its crucial for us property is that its matrix coefficients belong to the algebra R crys .
The crystalline period morphism. Let V be the set of split framed mixed Tate crystalline G K -representations. We define first a map of sets
For any split mixed Tate crystalline representation (V, s) and an (i, j)-framing
The last isomorphism is normalized so that it sends the map t i → t i+k to t k . For each m, choose a basis {v α m } in Hom(Q p (m), gr W −2m V ). Let {f m α } be the dual basis. Definition 5.4. We define a map Φ crys recursively:
Definition 5.4 evidently does not depend on the choice of the generator t of the Tate line. It is independent of the choice of bases. Elaborating (96), we get:
We can rewrite the definition of Φ crys as
There is a natural projection
Let us set
Just like in the Hodge-Tate case, one shows that the map P G K ,crys does not depend on the splitting of the weight filtration, and that it sends equivalent framed mixed Tate Galois representations to the same element. So we get a well defined map of sets
Theorem 5.5. The map P G K ,crys is a homomorphism of graded Hopf algebras.
Proof. Follows literally the proof of Theorem 3.10, replacing everywhere 2πi by t.
The Hopf algebra A [BMS] and studied in [A17] . The category BKF contains mutually non-isomorphic invertible objects A(n), n ∈ Z, which are the analogs of the Tate motives, and one has [A17] 
Observe that for n > 0 the Ext 1 -groups (90) in the category M(R crys ) coincide with the Ext 1 -groups (100) in the category of rigidified Brueil-Kisin-Fargues modules.
On the other hand for n ≤ 0 the Ext 1 -groups in the category M(R crys ) are zero, while the ones (100) are not. To treat this problem we consider the category of mixed BKF-modules, given by BKF-modules equipped with a weight filtration. Below we spell the definition of its subcategory of mixed Tate BKF-modules.
Definition 5.6. The category M T−BKF of mixed Tate BKF-modules consists of BKF-modules M equipped with an increasing weight filtration W • such that for each integer n the associate graded gr W −2n M is a direct sum of copies of A(n) and gr W −2n+1 M = 0. The morphisms are the ones in the original category which are strongly compatible with the weight filtration.
Then the objects A(n) are mutually non-isomorphic, and one has
Lemma 5.7. If Ext >1 BKF (A(0), A(n)) = 0 for all n ∈ Z, then the category M(R crys ) is equivalent to the category M T−BKF of mixed Tate BKF-modules.
Proof. Follows immediately from general properties of mixed Tate categories, combined with the fact that their Ext-groups coincide.
Equivalently, under the assumption of Lemma 5.7 the fundamental Hopf algebra H • (M T−BKF ) is isomorphic to our graded Hopf algebra A ϕ • (R crys ). Conjecture 5.8 below just means that there exists a canonical period isomorphism
which fits into a commutative diagram
Conjecture 5.8. There is a canonical equivalence between the category category M T−BKF of mixed Tate BKF-modules and the category M(B crys ) of graded A ϕ • (R crys )-comodules:
We will construct the map P crys and prove Conjecture 5.8 in [GZ] .
The crystalline period map for mixed Tate motives over a number field. Let F be a number field. Let v be a non-archimedian place of F over p. Denote by M T (F, v) the subcategory of the category of mixed Tate motives M T (F ) over F unramified at v [DG] . It is a mixed Tate category. So there is the fundamental Hopf algebra H • (M T (F, v) ) of this category.
Denote by F v the completion of F at v. Let us assign to a mixed Tate motive M over F the corresponding p-adic Galois representation of G Fv , which is evidently mixed Tate, and crystalline if M is unramified at v. So we arrive at the p-adic realization functor
The functor (102) is a functor between mixed Tate categories. The fundamental Hopf algebra of a mixed Tate category can be constructed via the set of equivalence classes of framed objects in the category. Thus the p-adic realization functor gives rise to a map of graded Hopf algebras
Composing it with the map provided by Theorem 5.12 we get a map of graded Hopf algebras P T,crys := P G K ,crys • R Fv : H • (M T (F, v) ) −→ A ϕ • (R crys ).
The p-adic regulator map.
Corollary 5.9. Let F be a number field. Then there is a p-adic regulator map
Proof. For a number field F one has the basic isomorphism F ) (Q(0), Q(n)). So combining this isomorphism with the isomorphism (90) we arrive at the map (103) for n > 1.
For n = 1 we need to use the semi-stable story, discussed in Section 5.3.
5.3
The period morphism P st for semi-stable mixed Tate Galois modules 
There is a ϕ-grading on the complex R 
The differential d in R provides it with a differential D(x 1 ⊗ x 2 ⊗ . . . ⊗ x n ) := dx 1 · x 2 ⊗ (x 3 ⊗ . . . ⊗ x n ) + (−1) |x 1 | x 1 ⊗ D(x 2 ⊗ . . . ⊗ x n ). (107) It is well defined since x, y ∈ R 1 and d has ϕ-degree −1, so dx · y ∈ R 1 . So the same arguments as in the proofs of Theorems 2.2 and 5.2 deliver the following basic result.
Theorem 5.11. Let R be a Tate ϕ-dg algebra. Then the map D is a differential, providing A ϕ • (R) with a Hopf dg-algebra structure.
Hopf dg-algebra A 
Taking H 0 D , we get a graded Hopf algebra H 0 
Combining them, we get a canonical isomorphism:
A choice of a splitting s of the weight filtration on V provides an isomorphism β W,s :
Let us consider their composition, which we call the p-adic semi-stable period operator. Since we are in the mixed Tate case, its matrix coefficients are in the subalgebra R st :
Repeating verbatim the construction of the map Φ in the semi-stable set-up, we get a homomorphism of graded Hopf algebras:
Unlike the crystalline case, in the semi-stable case there is an extra condition the image of the morphism P G K ,st satisfies. To state it, observe that there is an inclusion of Hopf dg-algebras: 
Proof. The proof follows the lines of the proof of Theorem 4.2. Details will appear in [GZ] .
The dg-category of dg-comodules over the dg-Hopf algebra A ϕ • (R • st ) is a dg-model for the derived category of the abelian category of p-adic mixed Tate semi-stable G K -representations:
Theorem 5.13. There is a canonical equivalence between the derived category of the abelian category of mixed Tate semi-stable G K -representations over Q p and the H 0 of the dg-category of dg-comodules over Q p over the dg-Hopf algebra A ϕ • (R • st ). The details of the proof of this Theorem will appear in [GZ] . Definition 6.2. The fundamental Hopf algebra H • (T ) of a mixed Tate category T is the graded linear dual to the universal enveloping algebra of the fundamental Lie algebra L T . It is a commutative graded Hopf algebra.
The mixed Tate category T is canonically equivalent to the category of finite dimensional graded comodules over the fundamental Hopf algebra H • (T ).
This follows easily from Lemma 2.5. Let us give one more example:
Li p (x) · Li q (y) = Li p,q (x, y) + Li q,p (y, x) − Li p+q (xy).
In complete analogy with this, one verifies using inductive definition (23), see Lemma 2.5, that
Warning. Multiple polylogarithms are periods of mixed Hodge-Tate structures, and thus give rise to elements of the Hopf algebra H • . However the map (112) does not respect the coproducts.
