An algorithm for computing the Chebyshev solution of a system of inconsistent linear equations is given. The algorithm, which is similar to the Revised Simplex method of linear programming, is a consequence of a reformulation of the ascent algorithm and the use of generalised inverses.
Introduction
Let us consider the system of equations:
where A is an m x n matrix with m > n, x is an n x 1 vector, d and r{x) are m x 1 vectors. In this paper we shall consider the following problem:
where E" is the n dimensional Euclidean space and r,(jc) denotes the ith element of r{x). An excellent discussion of the above problem and several algorithms for its solution are given by Cheney (1966) . He calls one of these algorithms, which is due to Stiefel (1959 Stiefel ( , 1960 Stiefel ( , 1963 , the ascent algorithm. In this paper, we shall reformulate the ascent algorithm (Cheney, 1966, p. 45) by making use of the Generalised inverse (Penrose, 1955 (Penrose, , 1956 ). This will make it possible for us to express the algorithm in the tableau form associated with the Revised Simplex Method for the solution of linear programming problem (Kiinzi, Tzschach, and Zehnder, 1968) . The principal advantages of the algorithm given in this paper are:
1. The Revised Simplex method linear programming codes Kiinzi, et ah, 1968, p. 154) can be easily adapted for the solution of (1.2) with changes in only a few of the pertinent subroutines; 2. The algorithm gives a clear and easy representation of the method of solution, especially if the reader is familiar with the solution of linear programming problems and generalised inverses. The theory underlying the algorithm is given in the next section. The algorithm itself is described in Section 3.
2. Theoretical development L e t / = {ii, . . ., i n+1 } 6 {1, . . ., m}. Then, for appropriate set of indices /, every solution of (1.2) is a solution of (Cheney, 1966, p. 36) min max |r ; (x)|, x e E", i e J. In order to find y and solve (2.3) we shall make use of the following:
The generalised inverse of a given matrix G, is the unique matrix G + satisfying each of the following equations:
Theorem 2.2 {Penrose, 1956): All the least square solutions of the system of equations G u = g, where G is t x n, u is n X 1 and g is t x 1, are given by u = G + g + (/" -G + G)<P, where /" is the «th order identity matrix and # is an arbitrary n x 1 vector.
In this paper, we shall assume that the rows of A satisfy the Haar condition viz., every subset of n rows of A is a nonsingular matrix. This condition can be relaxed (Cheney, 1966, p. 51 ). We will also make use of the following theorem, which is due to La Vallee Poussin (Cheney, 1966, p. 37) and is analogous to Theorem 2.1.
Theorem 2.3:
If we can find non-negative numbers such that = 0 and A, = 1 (2.5)
where A t is the /th row of A, then the solution of (2.1) is the exact solution of (2.3), where the scalar z and the vector a{a x = ± 1) are to be determined. Another way of expressing (2.5) is that zero must lie in the convex hull of the vectors (T i A l , . . .,a n+l A n+i . We will show that a and z are same in Theorems 2.1 and 2.3, but first let us evaluate the vector r{y) in Theorem 2.1. In view of Theorem 2.2, we have y = B + b + (/" -B + B)y, where y is an arbitrary vector in E". Since the rank of B is n, by direct substitution in (2.4) it can be easily verified that which gives Now,
This research was supported by the National Aeronautical and Space Administration, Washington, DC, Grant No. NGR-33-O15-O13. . In view of (2.10) and the fact that y is arbitrary, we can take y = -b. Therefore, p = -Cb, which along with (2.8) implies that p = r(y)=-Cb. (2.11) Also, from Theorem 2.1 and the above equation, we get er = sgnp (2.12) and
Note that the conditions (2.5) of Theorem (2.3) are evidently satisfied, because it is possible now to find X t , . . ., A n+1 by taking
If the solution of (2.1) is x = n then in view of Theorems 2.1, 2.2 and equation (2.7)
If \r/n)\ < z, for all j$J, then n is also a solution of (1.2), where rj{n) = AjTi -bj . If we replace one of the indices (say ft) in 7 by a, then we have a new system like (2.1), which we then solve to get a new solution. This process is continued until |ry(7r)| < z, which implies that the solution of (2.1) coincides with a solution of (1.2). where e f is the /?th column of 7 n + 1 . We will now show how § + can be evaluated from B. Let B = Br\, where r\ is some n x n matrix. The fact that both B and B have rank n implies that r\ also has rank n. Thus r\ is a non-singular matrix. Now from (2.25) and (2.7), we have and in view of (2.11), (2.9) and (2.27), the value of p corresponding to J is given by It is easy to show that the new z associated with J is better than the old z (Cheney, 1966, p. 47 ).
Equations (2.29) and (2.30) are used for updating B + and p to get from J to / . Their initial starting values can be computed as follows (Tewarson, 1968) . For k = 1, 2 , . . .,n, let us define
Also from (2.13), (2.38) and (2.33) it follows that Thus 0^ is a symmetric orthogonal matrix of order n + 1, which transforms all the elements v\ k \ i > kin equation (2.31) to zero (Householder, 1964; Wilkinson, 1965) . Since the columns of B are linearly independent, we have compute p = dq T , [see (2.38)]. 3. Use the back substitution part (backward course) of the Gaussian elimination (Wilkinson, 1965, p. 200) on the augmented matrix to transform R to /" as follows:
where Q = 6 n . . . 6 2 6 1 and R is an upper triangular nonsingular matrix of order n. If Q n denotes the first n rows and q the last row of Q and Q T its transpose, then the fact that Q is orthogonal gives 
Concluding remarks
The principal advantages of using the orthogonal symmetric matrices in the reduction (3.1) are that stability is unconditionally guaranteed (Wilkinson, 1965, p. 245) and no dangerous growth of non-zero elements can take place during the reduction. The 'high accuracy in the inversion of triangular matrices' is well known (Wilkinson, 1961) and therefore in the reduction (3.2) we expect low round-off errors in R~1Q n = B + , because R is an upper triangular matrix with reasonable sized non-zero diagonal elements (-sgn y^)Jv t ; k = 1, . . . , « , (Householder 1964 and Wilkinson, 1965) . The reader familiar with the Revised Simplex Method in linear programming will notice that n, p, B + , and z correspond to the pricing vector, the solution vector (right hand side), the inverse of the current basis and the value of the objective function respectively in the Revised Simplex where/is an n x 1 vector and <5 is a scalar. Now from (2.11),
Method. The determination of « a n d / is quite similar to the (2 9) (2 35) (2 36) and (2 34) 
