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ABSTRACT
We propose a new method for simplification of Gaussian pro-
cess (GP) models by projecting the information contained in
the full encompassing model and selecting a reduced number
of variables based on their predictive relevance. Our results
on synthetic and real world datasets show that the proposed
method improves the assessment of variable relevance com-
pared to the automatic relevance determination (ARD) via the
length-scale parameters. We expect the method to be useful
for improving explainability of the models, reducing the fu-
ture measurement costs and reducing the computation time
for making new predictions.
Index Terms— Gaussian processes, ARD, model selec-
tion, variable selection
1. INTRODUCTION
Gaussian processes (GPs) offer a flexible, yet tractable way of
defining priors over latent functions [1]. We are often not only
interested in learning the mapping from the predictor vari-
ables to the target variable, but also finding out, which of the
variables are relevant for the model. The relevance of a vari-
able is naturally defined by its predictive power on the target
variable [2]. Assessment of variable relevances is beneficial
for improving the model interpretability and for reducing the
required measurements in the future if the measurements are
costly or otherwise difficult to obtain. The applications in-
clude, among others, medical studies, such as biomarker se-
lection for disease risk prediction [3], and various industrial
applications.
In this paper we consider the projection predictive vari-
able selection which was originally proposed for parametric
generalized linear models [4, 5]. The novelty of this pa-
per is extending the projection predictive method for non-
parametric Gaussian processes. The projection predictive
method works by first building a reference model using all
the available covariates and possibly a sparsifying prior such
as spike-and-slab [6, 7], hierarchical shrinkage [8] or auto-
matic relevance determination [9, 10], and then solving the
We acknowledge the computational resources provided by the Aalto
Science-IT project.
decision problem how to make optimal predictions in the fu-
ture if only part of the variables are then available. Using all
available training data variables in the reference model and
then projecting the posterior information to the smaller re-
stricted model, produces better models than creating models
only with the variable subset available in the future [8]. That
is, we are able to exploit the information from the all vari-
ables available during the model construction phase even if
they are not all available later when making new predictions.
We also discuss and demonstrate why the so called au-
tomatic relevance determination (ARD) hierarchical prior for
separate length-scale parameters [9, 10] is misleading in as-
sessing variable relevancies. ARD parameters are related to
the non-linearity and thus it is difficult to differentiate whether
a short length-scale indicates strong predictive relevance or
merely a non-linearity of the latent function with respect to
that dimension (with possibly a small magnitude). Our ex-
periments show that the proposed method gives an improved
and more robust performance compared to ARD, being able
to better retain the predictive performance of the full model
with a restricted number of variables.
In the Bayesian literature for linear models, a widely used
idea is to employ the spike-and-slab prior [6, 7] which gives
a nonzero prior probability for an variable effect being ex-
actly zero. The relevance of the variables is then assessed
based on their marginal posterior probabilities to be non-zero.
Although spike-and-slab priors have been used also for GPs
[11, 12], we leave them out of this study due to the space con-
straints. Furthermore, Piironen and Vehtari [8] demonstrated
that marginal posterior probabilities based variable selection
is not as effective as the projection predictive approach.
We first review the idea of using ARD prior for assessing
variable relevancies and discuss and demonstrate the problem
with that. We then present our new method and discuss its
connections to existing literature. Finally, we show some re-
sults using synthetic and real world data which demonstrate
the benefits of the proposed method.
2. BACKGROUND
In this section we will briefly go through our notation for
Gaussian processes and discuss the idea behind the automatic
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relevance determination for assessing the input relevancies,
and motivate the possible problem.
2.1. Gaussian processes
Gaussian processes (GP) [1] are a flexible nonparametric
model in which the prior is specified directly on the latent
function f(x), where x is the D-dimensional input vector.
The prior assumptions are encoded in the covariance function
k(x,x′), which defines the covariance between two latent
function values f(x) and f(x′). The standard zero mean GP
prior is given by
p(f) = N(f | 0,K),
where K denotes the covariance matrix between the latent
function values f at the training inputs X = (xT1 , . . . ,x
T
n),
so that Kij = k(xi,xj). Assuming Gaussian observation
model for the target values y given the latent values and the
noise variance σ2, we can write the joint distribution of the
observed targets y and the latent values f∗ at test inputs X∗ as[
y
f∗
]
∼ N
(
0,
[
K + σ2I KT∗
K∗ K∗∗
])
.
Here K∗ denotes the covariance between the latent values at
the training and test inputs, and K∗∗ the covariance at the
test inputs. Using the Gaussian conditioning rule, we get the
predictive distribution for f∗ given y
f∗ |y ∼ N(f∗ |µ∗,Σ∗),
µ∗ = K∗(K + σ
2I)−1y
Σ∗ = K∗∗ −K∗(K + σ2I)−1KT∗ .
(1)
2.2. Automatic relevance determination
The selection of the covariance function k(x,x′) has a great
influence on the inference results and predictions of the GP
model. A popular choice and the one used this paper is the
squared-exponential (SE) or exponentiated quadratic covari-
ance function
kSE(x,x
′) = σ2f exp
−1
2
D∑
j=1
(xj − x′j)2
`2j
 , (2)
which produces smooth functions. Here each of the D in-
put dimensions is given a different length-scale parameter `j
which allow the function to vary at different speed with re-
spect to different inputs, while σ2f defines the overall magni-
tude for the variability.
The use of separate length-scales is often referred to as the
automatic relevance determination (ARD). The intuition is
that the marginal likelihood would favor solutions with large
length-scales for those inputs along which the latent function
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Fig. 1: Latent functions fj(xj), i = 1, . . . , 8 for the ARD
experiment. Each function has a unit variance over the distri-
bution of the corresponding input.
is essentially flat. The ARD value is then defined as the in-
verse of the length-scale which gives a “relevance” measure
for each input. However, while an infinitely long length-scale
implies that the latent function is constant along that input
dimension, finite ARD values are much more problematic to
interpret. The problem is that the inputs with nonlinear effect
will have shorter length-scales than those with linear effect.
This is easily illustrated with the following toy example:
y = f1(x1) + · · ·+ f8(x8) + e,
fj(xj) = Aj sin(φjxj), j = 1, . . . , 8,
xj ∼ U(−1, 1),
e ∼ N(0, 0.32).
The coefficients φj are taken from an evenly spaced grid from
pi/10 to pi and the amplitudes Aj are chosen so that the vari-
ance of each fj is one (over the corresponding xj) making
the inputs equally relevant in the squared error sense. The
functions fj are plotted in Figure 1.
We constructed a GP model with a constant and SE co-
variance functions (2) and n = 300 training points. The hy-
perparameter values were chosen by maximizing the marginal
likelihood. Figure 2 shows the optimized ARD values (in-
verses of the length-scales), averaged over 200 different data
realizations. In terms of the ARD values, the inputs with al-
most linear response are estimated to be far less important
than the nonlinear ones, although all of them are equally rele-
vant. This example shows that a small length-scale is related
to the nonlinearity of the response rather than high predictive
relevance.
We note that our intention is not to criticize using separate
length-scales for different inputs. Allowing individual length-
scales for the inputs increases the flexibility of the model and
often improves the fit compared to using the same length-
scale for all the inputs. We are merely pointing out that, in
general, the length-scale is an unreliable indicator of predic-
tive relevance due to the tendency of favoring nonlinear in-
puts. In Section 4.1 we demonstrate that our new method is
not liable to the this kind of behaviour.
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Fig. 2: ARD values (inverses of the length-scales) for the dif-
ferent inputs of the trained GP, averaged over 200 data real-
izations. The values are scaled so that the highest value is
one.
3. PROJECTION FRAMEWORK FOR
GAUSSIAN PROCESSES
This section describes our proposed method for constructing
and comparing GP submodels by utilizing the information in
the reference GP model. We first review the original approach
for parametric linear models and then extend this to nonlinear
GPs.
3.1. Projection for generalized linear models
3.1.1. General method
The idea in the predictive projection [4, 5] is to simplify the
full model M (e.g. encompassing model with all covariates)
by projecting the information in the posterior onto the simpler
submodels so that the predictions change as little as possi-
ble. The change in the predictive distribution is measured by
Kullback-Leibler divergence. Recently Piironen and Vehtari
[8] demonstrated the superiority of the approach compared
to many other Bayesian model selection methods for variable
selection in generalized linear models.
Given the parameters θ of the full modelM , the projected
parameters θ⊥ of the submodel M⊥ are solved from
min
θ⊥
.
1
n
n∑
i=1
KL
(
p(yi |θ,M) ‖ p(yi |θ⊥,M⊥)
)
. (3)
The minimum of the above function (w.r.t. θ⊥) is then de-
fined to be the projection error δ(θ,M⊥) for this particular
parameter value θ. Given a sample {θs}Ss=1 from the pos-
terior of the full model, one can compute the projected pa-
rameters {θ⊥s }Ss=1 individually according to (3), and compute
the overall projection error as the average divergence over the
samples δ(M⊥) = 1n
∑S
s=1 δ(θs,M⊥). In model selection,
one then seeks for a submodel M⊥ with minimal projection
error given the submodel complexity, for instance, the number
of inputs we can afford to use.
3.1.2. Linear Gaussian model
Consider the model
fi = w
Txi
yi = fi + εi, εi ∼ N
(
0, σ2
)
, i = 1, . . . , n
(4)
where x is theD-dimensional vector of inputs, w contains the
corresponding weights and σ2 is the noise variance. Given a
sample θ = (w, σ2) from the posterior of the full model, the
projected parameters θ⊥ = (w⊥, σ2⊥) for a submodel with
fewer inputs can be solved analytically from Eq. (3). Writ-
ing down the analytic form of the KL-divergence between
two Gaussians, it is straightforward to show that the projected
weights w⊥ are solved from
min
w⊥
. (f − f⊥)T(f − f⊥),
s.t. f = Xw,
f⊥ = X⊥w⊥.
(5)
Here X = (xT1 , . . . ,x
T
n) denotes the n ×D predictor matrix
of the full model, and X⊥ the contains those columns of X
that correspond to the submodel we are projecting onto. The
solution is given by
w⊥ = (X⊥TX⊥)−1X⊥Tf . (6)
Given the projected weights, the optimal noise variance of the
projected models is then
σ2⊥ = σ
2 +
1
n
(f − f⊥)T(f − f⊥). (7)
The projection equations (6) and (7) have a natural inter-
pretation. The projected weights are determined by the least
squares solution with the observations y replaced by the fit of
the full model f = Xw. The projected noise variance is the
noise level of the full model plus the mismatch between the
latent values of the full and the projected model.
3.2. Projection for Gaussian processes
3.2.1. Gaussian observation model
Provided that we have fitted the full GP model, we have
the predictive mean and covariance for the latent function,
Eq. (1). The projection method designed for parametric
models (Sec. 3.1) cannot be directly applied, because the
parameters of the GP are essentially the latent values f and
without constraints for the latent values in the submodel, the
solution to the minimization problem (5) is f⊥ = f .
We propose a new method to perform the projection for
GPs by requiring that the submodel prediction satisfies the
predictive equations (1) and then minimize the posterior la-
tent KL-divergence at training points with respect to the hy-
perparameters of the submodel
min
θ⊥
. KL
(
N(f |µ,Σ)∥∥N(f |µ⊥,Σ⊥)),
s.t. µ⊥ = K⊥(K⊥ + σ
2I)−1y,
Σ⊥ = K⊥ −K⊥(K⊥ + σ2I)−1K⊥,
(8)
where µ and Σ are the mean and covariance for the latent
values at the training inputs in the full model, and K⊥ the
training covariance matrix of the submodel with hyperparam-
eters θ⊥. Note here that σ2 denotes the noise variance of the
full model; the same noise variance is used for the submodel.
To account for the increased uncertainty regarding the latent
function when moving from the full model to the submodel
(e.g. when removing inputs), we include an additional diag-
onal noise variance component σ20I in the submodel covari-
ance K⊥. This corresponds to the increased noise variance
in projection for the linear Gaussian model, Eq. (7), where
the increased uncertainty is added to the latent function. At
extreme, when the submodel is the null model (no variables),
then K⊥ = σ20I and the whole signal is explained by noise.
When comparing submodels, we define the projection er-
ror to be
δ(M⊥) = KL
(
N(f |µ,Σ)∥∥N(f |µ′⊥,Σ′⊥)), (9)
where µ′⊥ and Σ
′
⊥ are the predictive mean and covariance for
the latent function at the training locations
µ′⊥ = K
′
⊥(K⊥ + σ
2I)−1y, (10)
Σ′⊥ = K⊥ −K′⊥(K⊥ + σ2I)−1K′⊥. (11)
The difference between these and µ⊥ and Σ⊥ in Eq. (8)
is that here the covariance between the training and “test”
points, K′⊥, does not contain the additional noise variance
σ20I. In other words, K
′
⊥ = K⊥ − σ20I.
One can see the difference most easily by considering the
null model K⊥ = σ20I. In this case, the variation of the latent
function is modeled by independent noise, and the covariance
between the latent values at the observed and future points is
zero K′⊥ = 0 even if consider the prediction at the training
points. Assuming that the noise variance σ2 is fairly small
compared to the variance of the latent function σ20 , there is a
clear difference between the predictive mean µ′⊥ = 0 (zero
everywhere) and the posterior mean µ⊥ ≈ y (close to the
observed targets). For this reason, the predictive divergence
(9) appears as a more natural measure for projection error than
the posterior divergence used to optimize the hyperparameters
(8).
A natural question then follows, why not to use the predic-
tive divergence (9) as the objective function for learning the
submodel hyperparameters? The problem with this approach
is that when µ is close to y (i.e., noise variance σ2 is fairly
small) the divergence (9) can be made small by interpolating
through the observed targets µ′⊥ = y, which is obtained by
letting the length-scales of the submodel to go very small and
the magnitude very large (both K⊥ and K′⊥ become almost
diagonal, with very large values, so that K′⊥(K⊥+σ
2I)−1 ≈
I). Thus the predictive divergence at training points can go
small even though the submodel predicts poorly.
This flexibility of the GP makes the formulation of the
projection framework for GPs nontrivial, the problem being
that it is easy to minimize the divergence in a finite number
of observed training points, but difficult to ensure the general-
ization to new locations. Based on the numerical experiments
(Sec. 4), the proposed method appears to solve this ill be-
haviour to some extent, but it seems that there might still be
room for improvement (see also the discussion in Sec. 5).
3.2.2. Computational details
For hyperparameter optimization, the objective function (8)
becomes (leaving out the multiplier 1/2 from Gaussian KL)
E = Tr
(
Σ−1⊥ Σ
)
+ (µ− µ⊥)TΣ−1⊥ (µ− µ⊥)
+ log |Σ⊥| − log |Σ| − n.
The derivative w.r.t. submodel parameter θ⊥ becomes
∂E
∂θ⊥
= Tr
(
∂Σ−1⊥
∂θ⊥
(Σ−Σ⊥)
)
+ µT
∂Σ−1⊥
∂θ⊥
µ− vT ∂Σ
−1
⊥
∂θ⊥
v,
∂Σ−1⊥
∂θ⊥
= −K−1⊥
∂K⊥
∂θ⊥
K−1⊥ , v = σ
−2Σ⊥y.
The computational complexity of the optimization is O(n3)
and is dominated by the unavoidable matrix inversions. Com-
putations can be reduced, for example, to O(m2n) with
sparse approximations using m inducing points. Thus the
scaling is the same as for the usual hyperparameter opti-
mization (maximum marginal likelihood), but in practice our
method is slightly slower due to some matrix products not
present in the marginal likelihood computation [1].
3.2.3. Non-Gaussian observation model
In this paper we focus on the Gaussian observation model, but
the approach presented in Section 3.2.1 is easily extended to
non-Gaussian observation models as it deals only with the la-
tent function values, which can be approximated by Gaussian
distribution. For instance, in the case of binary classification,
we can use expectation propagation (EP) [13] to approximate
the posterior inference. In this case the observed outputs y
and noise covariance σ2I in the posterior mean and covari-
ance (in Eq. (8)) are replaced by the site parameters µ˜ and Σ˜
[1, p. 52–56].
3.2.4. Integration over the hyperparameters
Typically we would like to account for uncertainty regarding
the hyperparameters in the full model, for instance by sam-
pling instead of optimizing them. In principle we could use
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Fig. 3: ARD values (inverses of the length-scales) and leave-
input-out (LIO) projection errors for the toy example from
Sec. 2.2, averaged over 200 data realizations. The values are
scaled so that the highest value is one. The projection error
does not favor non-linear inputs like ARD.
Table 1: Summary of the real world datasets: number of input
variables p, dataset size ntot and points used for training n.
The rest of the points were used for testing.
Dataset p ntot n
Boston housing 13 506 300
Automobile 38 193 150
Crime 102 1992 400
the original approach (Sec. 3.1) and do the projection sepa-
rately for each posterior sample in the full model, but this is
computationally expensive, because it multiplies the compu-
tation time by the number of samples. Thus instead, we fix the
noise variance σ2 of the submodel to the posterior mean of the
full model, compute the integrated mean and covariance µ,Σ
of the full model by employing all the parameter values, and
then find a single parameter vector for the submodel that best
matches the resulting full model latent distribution. This does
not increase the computational time (since µ and Σ must be
computed only once), but accounts for the uncertainty regard-
ing the hyperparameters to some extent.
4. EXPERIMENTS
4.1. Toy example revisited
Let us briefly revisit the toy example from Sec. 2.2 and
demonstrate how the projection performs in this case. Em-
ploying the fitted full model with hyperparameters fixed to
the maximum marginal likelihood, we computed the leave-
input-out projection errors for each input, that is, divergences
for all models missing one input. Figure 3 shows the results
averaged over the 200 data realizations. The results show
that, on average, the removal of each input introduces the
same projection error, demonstrating that the projection does
not favor the nonlinear inputs like the ARD does and gives a
more realistic assessment of the input relevances.
4.2. Real world data
We also tested the performance of our method on three public
datasets from the UCI machine learning repository12, sum-
marized in Table 1. We ran the projective variable selec-
tion for 50 random splits into training and test sets, using
the training set for selection and then studied the predictive
performance on the independent test data as a function of
number of variables selected. As a search heuristic, we used
the stepwise forward searching, i.e., at each step adding the
input that decreases the projection error (9) the most. We
used constant and squared exponential (2) covariance func-
tions, and the full model was constructed by drawing 100
samples from the hyperparameter posterior (with uniform pri-
ors for the logarithms of the hyperparameters) using Hamilto-
nian Monte Carlo (HMC), to account for hyperparameter un-
certainty. The results were compared to the ARD, that is, op-
timizing the hyperparameters to the maximum marginal like-
lihood and sorting the inputs based on their length-scales.
Figure 4 shows the results. For all three datasets the pro-
jection finds models with predictive accuracy close to the full
model with fewer inputs compared to ARD, the difference
being clearer for the Automobile and Crime datasets. For Au-
tomobile dataset, learning the submodel parameters by pro-
jection (solid lines) appears to improve the predictive accu-
racy slightly compared to optimizing them to the maximum
marginal likelihood (dashed line), but overall the difference
is rather small. Thus, the difference is mainly related to im-
proved ordering of the variables. Nevertheless, even with the
projection the predictive accuracy does not converge to the
level of the full model, suggesting that projecting only a point
estimate of the parameters does not fully capture the uncer-
tainties in the full posterior of the parameters (see Sec. 3.2.4).
Moreover, the price paid for better ordering of the variables is
a substantial increase in computations; while ARD does not
require any additional searching once the full model is fitted,
the forward search for projection takes about 40 minutes for
Boston housing and 4 and 15 hours for Automobile and Crime
datasets (see Sec. 5 for discussion).
5. DISCUSSION
We have proposed a new method for simplification of GPs
based on the projection predictive approach, originally pro-
posed [4, 5] and shown to be useful for generalized linear
models [8]. In this paper we extended the approach for non-
parametric GP models. The results on synthetic and real
world data show that the our new method provides a more
accurate assessment of the input relevances than the often
used ARD values (inverse length-scales) which tend to favor
inputs with nonlinear response. More precisely, our method
1http://archive.ics.uci.edu/ml/
2The datasets required some preprocessing, and for Automobile data we
used the price as the target variable to obtain a regression problem.
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Fig. 4: Mean log predictive density (MLPD) on the test set with 95%-intervals for the submodels as a function of number of
inputs added, when the variables are sorted by ARD (blue) or by stepwise forward searching minimizing the projection error
from the full model (red). The solid lines indicate that the submodel parameters are learned by projection, and dashed line
that they are optimized to the maximum marginal likelihood. The horizontal dotted line is the accuracy of the full model with
sampled hyperparameters.
finds submodels with predictive accuracy close to the full
model with fewer inputs than sorting the variables based on
their length-scales.
The method proposed here requires use of some search
heuristic, such as the forward search used in our experiments,
to find promising submodels with fewer variables. This is
computationally demanding even for relatively small prob-
lems, as one has to fit several GPs along the search. The ex-
periments also suggested that projecting only a single param-
eter vector does not fully capture the uncertainties presented
by the full model posterior, even when all the variables have
been added (Boston data). Projecting several parameter sam-
ples separately would provide improved predictive accuracy,
but would make the search even slower. The method could be
made faster by sparse approximations, greedy search methods
and additional computational heuristics. Despite these issues,
we believe this work is a step towards more robust and accu-
rate model simplification for GPs.
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