Abstract-This paper attacks the problem of generalized multisensor mixture estimation. A distribution mixture is said to be generalized when the exact nature of components is not known, but each of them belongs to a finite known set of families of distributions. Estimating such a mixture entails a supplementary difficulty: One must label, for each class and each sensor, the exact nature of the corresponding distribution. Such generalized mixtures have been studied assuming that the components lie in the Pearson system. Adaptations of classical algorithms, such as Expectation-Maximization, Stochastic Expectation-Maximization, or Iterative Conditional Estimation, can then be used to estimate such mixtures in the context of independent identically distributed data and hidden Markov random fields. We propose a more general procedure with applications to estimating generalized multisensor hidden Markov chains. Our proposed method is applied to the problem of unsupervised image segmentation. The method proposed allows one to: (i) identify the conditional distribution for each class and each sensor, (ii) estimate the unknown parameters in this distribution, (iii) estimate priors, and (iv) estimate the "true" class image.
INTRODUCTION
IDDEN Markov chains are a useful tool for tackling numerous concrete problems, for instance in speech processing [27] , communications [15] , and image processing [1] , [8] , [25] . These all fall in the framework of estimating some discrete phenomenon from observed noisy data. The noise is often modelled as Gaussian, but in many applications, such as radar, sonar, ultrasound, infrared, or magnetic resonance images, the noise is not necessarily Gaussian [15] , [18] . Furthermore, for a given sensor and a given class, the nature of the noise distribution can vary with time. For example, the form of the gray level of the sea surface in radar images can vary with the weather [6] . Thus, it may be desirable to automatically determine the correct noise distribution for each class and each sensor at a given time. Early algorithms treating this problem were proposed in [6] and [26] and applied to unsupervised image segmentation. They combine mixture estimation algorithms such as Expectation-Maximization (EM) [7] , [28] , Stochastic Expectation-Maximization (SEM) [20] , [22] , or Iterative Conditional Estimation (ICE) [23] , [24] , with the recognition of the form of a distribution in the Pearson system, assuming that a given sample is generated from a unique distribution.
The present paper lies within the scope of this general problem. We first propose a multisensor generalized mixture estimation method based on ICE and valid in a general hidden data context. We then tailor our method to generalized multisensor hidden Markov chain estimation. The effectiveness of the proposed method is validated by simulations.
The algorithms are then applied to the problem of unsupervised image segmentation. In image segmentation, statistical methods are based on random field models: For the set of pixels S, we consider two sets of random variables X = (X s ) sOES , Y = (Y s ) sOES called "random fields." Each X s takes its values in a finite set of classes W = {w 1 , ..., w k } and each Y s takes its values in ‫.ޒ‬ The segmentation problem is then to estimate the unobserved realization X = x of the field X from the observed realization Y = y of the field Y, where y = (y s ) sOES is the observed image. There are two families of methods: global methods, which use hidden Markov field models [2] , [4] , [5] , [9] , [11] , [16] , [19] , [31] , [32] , and local methods, in which each pixel is classified from observations of a local neighborhood [13] , [20] , [21] , [22] , [30] . The efficiency of the global methods is striking in many cases, although local methods still remain of interest [3] . We proposed in [1] a third method, which uses hidden Markov chains instead of hidden Markov fields, with transformation of the twodimensional set of pixels to a one-dimensional set using Hilbert-Peano scans [29] . The results are comparable to those obtained with hidden Markov field based methods, with the added benefit of being sufficiently versatile to treat spatio-temporal unsupervised segmentation problems. The use of Markov chains instead of Markov fields also affords computational advantages. Indeed, several relevant distributions can be calculated analytically in the case of the Markov chains, whereas iterative estimation procedures, like the Gibbs sampler, would be required using Markov fields. Parameter estimation and restoration algorithms [1] , [10] are thus faster in the Markov chain case. Furthermore, the use of the EM algorithm is complicated in the hidden Markov field context and modifications may be required [4] , [32] .
The paper is organized as follows: In the next section we address the generalized mixture estimation problem in a broad setting, in order to present our ICE-based method. Section 3 describes the hidden Markov chain model. In Section 4 we present some particular methods and simulation results in the case of monosensor hidden Markov chains, with the multisensor case treated in Section 5. Applications to the problem of unsupervised statistical image segmentation are described in Section 6, while Section 7 contains the conclusions.
GENERALIZED MIXTURE ESTIMATION
Let us consider a finite set S and random variables (X, Y) = ((X s ) sOES , (Y s ) sOES ). We consider first the monosensor case. Thus each X s takes its values in W and each Y s takes its values in ‫.ޒ‬ The distribution of X depends on a parameter a and is denoted by p a . The random variables (Y s ) sOES are independent conditionally on X and the distribution of each Y s conditional on X is equal to its distribution conditional on X s . Thus all distributions of Y conditional on X are determined by the k distributions of Y s conditional on each of w 1 , ..., w k , respectively, specified by densities f 1 , ..., f k with respect to the Lebesgue measure. The problem of mixture estimation is to find a and f 1 , ..., f k from Y = y. In the "classical" mixture case the general forms of f 1 , ..., f k are known and they depend on some parameter b which is to be estimated from Y = y. For instance, if f 1 , ..., f k are Gaussian, b contains k means and k variances. In the "generalized" mixture case, by contrast, the general form of f 1 , ..., f k is not known exactly; however, the form of each f j is assumed to belong to a given finite set of forms. To be more precise, let Y = {F 1 , ..., F M } be a set of families of distributions. For instance, F 1 may be Gaussian distributions, F 2 gamma distributions, and so on. Then each f j belongs to one of the families F 1 , ..., F M , but we do not know which. The problem of determining of f 1 , ..., f k is then two-fold: For each f j find the family F i to which f j belongs, and then find the parameter which fixes f j in F i .
We propose a general algorithm, called ICE-GEMI (GEMI for generalized mixture), to solve such problems, based on the following assumptions.
A 2 ) One may simulate realizations of X according to its distribution conditional on Y.
j is a subset of ‫ޒ‬ n j with n j depending on F j : For instance, We call our method ICE-GEMI as it can be seen as a generalization of ICE, which in turn is a general method for estimating hidden models and, in particular, for estimating classical mixtures [23] , [24] .
The ICE-GEMI algorithm is an iterative method: at step 
Note that in many practical situations (A 6 ) is probably too strong an assertion. Taking into account the stochastic dependence among sensors, however, is nontrivial in the context of our model and further study would be necessary to solve this problem.
The ICE-GEMI algorithm in the multisensor case differs workload for m sensors is m times that of the monosensor case, resulting in m monosensor updates followed by the msensor update using the product of monosensor functions so obtained. We should remark that this applies only to the noise parameter updates, and that the complete m-sensor estimation algorithm cannot be reduced to the use of the monosensor algorithm m times; the latter procedure would give, in particular, m different priors.
HIDDEN MARKOV CHAINS
We present here a brief review of the hidden Markov chain model; for the sake of simplicity, we describe it in the monosensor case, the generalization to the multisensor case being immediate. We shall assume that (X n ) nOE‫*ގ‬ is a Markov chain, with each X n OE {w 1 , ..., w k }, and with stationary transition probabilities. We assume that
does not depend on n. Thus the initial distribution is given by 
The k 2 parameters (c ij ) 1£i£k,1£j£k entirely define, by virtue of Kolmogorov's theorem, the distribution of X. We assume that the conditional structure of the (Y 1 , ..., Y n ), given the (X 1 , ..., X n ), as described at the beginning of Section 2.
We will denote (X 1 , ..., X n ) by X, (Y 1 , ..., Y n ) by Y, and their realizations by x = (x 1 , ..., x n ) and y = (y 1 , ..., y n ).
Let
and
the so-called forward and backward probabilities, which can be calculated by the following forward and backward recursions:
• Initialization:
Also, let 
ESTIMATION OF GENERALIZED HIDDEN MARKOV CHAINS

ICE-GEMI Algorithm
We consider first the monosensor case, and verify the assumptions (A 1 )-(A 5 ).
(A 1 ) The parameter a is given here by (2): a = (c ij ) 1£i,j£k , and it is possible to use the empirical frequencies as estimators:
(A 2 ) It can be shown that, conditional on Y = y, X is a nonstationary Markov chain with transition matrix at time t given by
where Y t (i, j) and x t (i) are defined in (9) 
which is the Kolmogorov distance between $ G n and
With ( 
which results from (9) and (11).
The multisensor case is analogous, just replacing densities on ‫ޒ‬ by densities on ‫ޒ‬ m . In the sequel we denote by ICE-KOLM the ICE-GEMI based on the minimization of the Kolmogorov distance above.
ICE-PEAR Algorithm
The algorithms proposed in our earlier work in [6] , [26] use the Pearson family, which contains eight subfamilies. The first four moments of Pearson a distribution determine both the subfamily to which it belongs and the values of the parameters [17] . Methods in [26] were based on the SEM algorithm, which is a stochastic variant of the EM algorithm that can be used to estimate classical mixtures [20] . ICEbased procedures, which we call ICE-PEAR here, were later proposed in [6] , with applications to independently identically distributed samples and hidden Markov random fields. For the model considered in this paper, ICE-PEAR is slightly different. It resembles ICE-GEMI save for steps (c) and (d) which become the following: 
ICE-KOLM, ICE-PEAR, and ICE-GAUSS: Numerical Results
We present some numerical results of unsupervised Maximum Posterior Mode (MPM) restoration using our methods. We compare their efficiency, in cases involving nonGaussian noise, with a classical method that assumes that the noise is Gaussian. The classical method used is ICEbased MPM, so that, when the noise is Gaussian, both approaches are the same theoretically. We also compare ICE-KOLM and ICE-PEAR. The procedure for the MPM restoration is as follows:
i) for each t OE {1, ..., n} and i OE {1, ..., k} calculate x t (i) (see (10) , Section 3); ii) for each t OE {1, ..., n} let w t be a class maximizing x t (i) with respect to i OE {1, ..., k};
Although we have chosen the MPM algorithm, the socalled maximum a posteriori (MAP) algorithm could also be applied. MAP is based on the principle
With the analytic solution given by the Viterbi algorithm [10] . The hidden Markov chain model enjoys a computational advantage over the hidden Markov field model when MPM is used at the restoration step, and this is even more pronounced when using MAP. With the hidden Markov field model, one must resort to simulated annealing algorithm [11] , which can be very time consuming. Note that Iterated Conditional Mode (ICM [2] ) can be used as a fast approximation to MAP, but then the convergence is not ensured and the restoration result depends strongly on the initialization.
To initialize the three methods we take c i j We take Y = {F 1 , F 2 , F 3 }, where F 1 denotes beta distributions of the first kind [14] , F 2 denotes gamma distributions [14] , and F 3 denotes Gaussian distributions, along with the the theoretical blind error rates t blind , which are theoretical Bayes error rates when using the true parameters and estimating each x t from y t , i.e., without reference to any context. In order to generate different noises used we apply methods described in [17] . Table 1 and other results presented in [12] lead to the following remarks:
1) The noises used are rather strong. Comparing t blind to different t MPM s obtained with real parameters, one can note the advantage in using the Markovian model considered. 2) ICE-KOLM is quite efficient in recognizing the nature of the mixture components, while ICE-PEAR can encounter some difficulties. 3) Once the correct components are determined, the noise parameters appear correctly estimated. 4) The restoration results obtained from generalized mixture estimation are always better than those obtained from Gaussian mixture estimation. 5) The error rates of MPM based on the ICE-KOLM estimates are often very close to the error rates of MPM based on the true parameters, which attests to the stability of the whole procedure.
MULTISENSOR GENERALIZED HIDDEN MARKOV CHAINS
The restoration of multisensor hidden Markov chains is of interest in many situations. For example, in image processing, sensors can be of different natures, such as radar, infrared, optical, or ultrasound, and thus the distributions corresponding to a given class can have different natures. Also, the nature of the noise can vary with the class, with the sensor for a given class and, for a given class and sensor, with time. We briefly present in this section some numerical results comparing ICE-KOLM and ICE-GAUS in the multisensor case. Table 2 and additional results presented in [12] lead to the following remarks about two-sensor experiments: 1) Again, results obtained from generalized mixture estimation are better than those obtained from Gaussian mixture estimation. 
Based on real parameters or estimates with ICE-GAUS and ICE-KOLM.
2) The error rates of MPM based on the ICE-KOLM estimates are still close to the error rates of MPM based on the true parameters; however, this is less striking than in the monosensor case. Stability of the whole procedure is retained. When there are more than two sensors, the problem of choosing a maximum number of "useful" sensors could arise.
UNSUPERVISED GENERALIZED IMAGE SEGMENTATION
We present in this section, some applications of generalized mixture estimation, with ICE-KOLM and ICE-PEAR, to unsupervised image segmentation. As we use the Markov hidden chain model, all results of the previous sections apply almost immediately. To transform a set of pixels into a support set for a hidden Markov chain, we proposed in [1] the use of the Hilbert-Peano scan and showed that results obtained, in the case of Gaussian noise, were better than those obtained using classical raster scans. The model is intuitively less satisfying than the hidden Markov field model, but several simulations performed in the Gaussian case reveal that it is competitive [1].
Monosensor Image Segmentation
Let S be the set of pixels, and s 1 , ..., s n be pixels ordered according to the Hilbert-Peano curve, the first three stages of whose construction in S is presented in Fig. 2 , starting with a four pixel image, and at each step multiplying the image by four. Continuation of this sequence creates the HilbertPeano scan on an image of size 2 n ¥ 2 n , for any n. Other Hilbert-Peano scans can be defined on images of any size [29] .
Thus X = (X s ) sOES is the random field of classes and Y = (Y s ) sOES is the observed field, i.e., Y = y is the digital image to be segmented. Considering 
Synthetic Images
Consider the family Y = {F 1 , F 2 , F 3 } of Section 4, and two synthetic images: "Letter B" and "Ring." Each is corrupted by Noise 3 and Noise 4 of Section 4.3. As mentioned above (Section 4.3, Table 1 ), the noise perturbations are quite sizeable: for priors equal to 0.5, the blind classification error rates are 31.3 percent and 27.5 percent, respectively. Images, their noisy versions with Noise 4, and segmentation results are presented in Fig. 3 . Tables 3  and 4 display the families estimated by ICE-KOLM and ICE-PEAR and the error rates given by MPM based on the true distributions, ICE-GAUS-MPM, ICE-PEAR-MPM, and ICE-KOLM-MPM. We also present the results obtained with an unsupervised hidden Markov-field based algorithm, called ICE-FIELD, in which the parameter-estimation step is done by ICE and the segmentation step with MPM. Note that we use the Ising model, which is the simplest one, and more complex models could produce better results. Note that ICE-KOLM is always more efficient than ICE-PEAR. This advantage is generally slight, but can also be pronounced, as in the Letter B+Noise 3 case. On the other hand, both ICE-KOLM and ICE-PEAR perform better than ICE-GAUS. In some cases, such as Letter B+Noise 4 and Ring+Noise 3, ICE-GAUS gives very poor results and the advantage of the generalized mixture based methods is quite apparent. Otherwise, these two simple examples show that we have to be very careful in comparing our method with the classical methods based on hidden Markov fields with Gaussian noises. The former clearly gives better results in the case of Letter B, but the second takes the upper hand in the case of Ring. As the noise is the same in both cases, this reveals that the structure of images, which determines the prior distribution, plays an important role.
Real Images
We now present the results of different segmentations of three real images. Our purpose is two-fold; on the one hand we show that ICE-KOLM yields better results than ICE-GAUS, and on the other hand, we compare the efficiency of ICE-KOLM with that of ICE-FIELD. We do not address the important problem of estimating the number of classes in this paper, although we refer to [20] for a procedure, proposed using estimating classical mixtures with SEM, that can be quite useful for fixed images. According to the different visual impressions, we can say that no clear general tendency appears and the hierarchy of efficiencies of the methods considered is subject to each particular image. Concerning the image Clouds, Fig. 4 , the efficiency of the three methods seems comparable. As nearly all distributions detected by ICE-KOLM are normal, the equivalence between ICE-KOLM and ICE-GAUS is not surprising. The fact that the results obtained with both ICE-KOLM and ICE-GAUS are comparable to results obtained with ICE-FIELD indicates that they are competitive and should be used in images of this kind because of their speed. In "San Francisco" image, Fig. 5 , ICE-GAUS gives clearly better results than ICE-FIELD, which reflects how hidden Markov chains can be suitable even outside the generalized mixture considerations. This could be due to the fact, as noted in [3] , that the hidden Markov field based methods can encounter difficulties in detecting very fine details and the hidden Markov chain based methods seem to be better suited to such situations. Furthermore, ICE-KOLM-MPM is clearly more effective than ICE-GAUS-MPM. This is undoubtedly due to the fact that ICE-KOLM detects beta and gamma distributions and leads us to two conclusions. First, noise of different forms associated with different classes can exist in Comparison of computer times is not very reliable because our computer programs are not optimized and, what is more, the time used by every method is subject to different numbers of iterations subjectively chosen. Working with Ultra Spark, Enterprise 2 and in the case of "San Francisco," which is of 256 ¥ 256 size, the respective times for ICE-GAUS-MPM, ICE-FIELD-MPM, and ICE-KOLM-MPM are about one minute, 15 minutes, and 50 minutes. This shows that ICE-GAUS-MPM is very interesting with respect to ICE-FIELD-MPM and that ICE-KOLM-MPM is rather time expensive. However, in contrast to ICE-GAUS-MPM and ICE-FIELD-MPM, the time of ICE-KOLM-MPM could undoubtedly be reduced. In particular, we use the whole subsets S i q , which maybe is a little superfluous and the use, at each iteration, of subsets of S i q could speed up the whole procedure significantly.
In the case of the "Amazonia" image, Fig. 6 , the result obtained with ICE-FIELD-MPM seems visually better than that obtained with ICE-GAUS-MPM, which suggests that the Markov field model is more appropriate than the Markov chain model. Otherwise, ICE-KOLM detects three different forms of noise distributions, which actually makes ICE-KOLM-MPM more effective than ICE-GAUS-MPM and shows again the advantage of generalized mixture estimation. The comparison between ICE-FIELD-MPM and ICE-KOLM-MPM is difficult; the latter seems to restore fine details better, but it is difficult to see in the real image whether such details exist.
Synthetic Multisensor Images Segmentation
Multisensor ICE-GAUS, ICE-KOLM based segmentations of noisy Letter B and the Ring are presented in Table 5 . These results allow conclusions analogous to those in Section 5. ICE-KOLM recognizes the correct families, and the efficiency of the corresponding unsupervised segmentation is close to that of the method based on the true parameters. Visual results of segmentations are presented in Fig. 7 .
Real Multisensor Image Segmentation
We consider in this section unsupervised segmentation of a real multisensor radar image of the area surrounding the town of Sunbury, Pennsylvania. The colors in the image are assigned to different frequencies and polarizations of the SIR-C radar. We only consider two sensors which seem complementary by their different visual aspects, as presented in Fig. 8 . We present the results of two-sensor ICE-GAUS and ICE-KOLM based MPM segmentations in 2, 3, and 4 classes in Fig. 9 . Rational comparison of the results is difficult in the absence of clear knowledge of the ground truth. However, note that the nature of the components varies with the class, and the ICE-KOLM based MPM segmentation seems richer. 
DISCUSSION
We addressed in this work the problem of estimating generalized multisensor mixtures with applications to generalized multisensor hidden Markov chains and, more specifically, to unsupervised statistical image segmentation problems. The contribution of this paper rests, with respect to earlier works [1] , [6] , [26] , on three points: 1) A more general family, based on Iterative Conditional Estimation (ICE), of generalized mixture estimation methods is proposed. In particular, this family is valid in the i.i.d. case, hidden Markov fields, hidden Markov chains, and any family Y = {F 1 , ..., F M }, provided each F i is parametrized and can be estimated separately.
2) The effectiveness of a particular method based on ICE and Kolmogorov distance in the frame of generalized multisensor hidden Markov chains is shown using simulations.
3) Applications to unsupervised image segmentation generalize results obtained in the Gaussian monosensor case [1] .
Concerning the results obtained using generalized hidden Markov chains, we may state, as a general conclusion, that component recognition and parameter estimation are quite efficient. However in the multisensor case further investigations would be desirable in order to choose judiciously which sensors among those available should be used.
Concerning the unsupervised image segmentation, the results presented allow us to put forth two conclusions. First, the form of the noise can indeed change with the class in real images, which renders the proposed techniques more effective than classical methods which assume the same form of noise for all classes. Second, little can be said about the relative value of the proposed method and classical hidden Markov field based approaches in the general case, but when inhomogeneous zones, like urban areas, are 
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Two-sensor ICE-KOLM-based MPM segmentations. Fig. 9 . Two-sensor ICE-GAUS-and ICE-KOLM-based MPM segmentations. Components detected by ICE-KOLM are following. Two classes: Sensor 1 (Gamma, Normal), Sensor 2 (Beta, Beta). Three classes: Sensor 1 (Gamma, Gamma, Normal), Sensor 2 (Gamma, Normal, Beta). Four classes: Sensor 1 (Gamma, Normal, Normal, Normal), Sensor 2 (Gamma, Beta, Beta, Normal).
