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T´ıtulo del estudio:
caracterizacio´n de la maduracio´n o´sea
en nin˜os en edades de entre 9 y 16 an˜os
mediante conjuntos aproximados y
conjuntos difusos
Nu´mero de pa´ginas: 142.
Objetivos y me´todo de estudio: Conocer el nivel de desarrollo en el que se
encuentra un nin˜o resulta u´til cuando se requiere iniciar, modificar o retirar un
tratamiento, en este sentido es deseable contar un indicador de crecimiento que sea
confiable y que adema´s sea simple de interpretar por los especialistas.
Para estimar de manera adecuada el nivel de desarrollo se han investigado
diferentes indicadores, tales como: La edad cronolo´gica, el sexo, algunas partes del
cuerpo como mano, mun˜eca, rodilla, cadera, mandibula y ve´rtebras cervicales. El
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indicador de madurez ma´s popular, por sus buenos resultados, es el que se basa en
el estudio de radiograf´ıas de mano-mun˜eca, aunque, ha recibido numerosas cr´ıticas
debido a que requiere ma´s de una radiograf´ıa lo que implica exposicio´n adicional del
paciente a rayos x, por otra parte se requiere observar los cambios en un nu´mero
elevado de huesos para estimar la maduracio´n, por lo que es dif´ıcil por dos razones
principalmente: La primera, cuando hay huesos que se transponen se complica ob-
servar el crecimiento y la segunda, los cambios son tan pequen˜os que resulta casi
imposible percibirlos. Por otro lado, cuando se estudian las radiograf´ıas laterales
cefalome´tricas solo se estudian 3 ve´rtebras y se requiere solo una radiograf´ıa para
realizar la estimacio´n de la maduracio´n o´sea.
En este trabajo de investigacio´n se trata el problema de caracterizacio´n de
la maduracio´n o´sea, a partir de radiograf´ıas de las ve´rtebras cervicales, como un
problema multicriterio. y es abordado con Conjuntos Aproximados (Rough Sets) y
con Conjuntos Difusos (Fuzzy Sets).
Contribuciones y Conlusiones:
La metodolog´ıa presentada para la estimacio´n de la maduracio´n o´sea puede
considerarse como promisoria por los buenos resultados arrojados en los expe-
rimentos realizados en la presente investigacio´n. Mismos que superan en cali-
dad a los obtenidos por Lopez&Prado que mostraron eran superiores a otros
me´todos reconocidos de clasificacio´n.
Se han considerado datos de nin˜os con maloclusiones, dando atencio´n a un
reclamo constante en varias publicaciones sobre el tema, y aunque no fueron
excelentes los resultados de la estimacio´n de la maduracio´n o´sea en nin˜os con
maloclusiones a partir de reglas generadas de datos de nin˜os con oclusio´n nor-
mal si pueden calificarse de buenos los resultados lo que demuestra la robustes
de la metodolog´ıa de clasificacio´n, tambie´n se evidencia en los buenos resulta-
dos obtenidos al aplicarse a un conjunto de datos con mucho ruido.
Resumen xx
Comparando la metodolog´ıa con otros me´todos reportados en la literatura se
puede afirmar que los resultados obtenidos son muy satisfactorios y cumplen
con los objetivos trazados en esta investigacio´n, pues las reglas para la estima-
cio´n se presentan en te´rminos lengu¨´ıstico que son del dominio de los especia-
listas por lo que no presenta dificultad alguna su interpretacio´n por parte de
estos. Por otra parte el esfuerzo que se requiere para establecer los para´metros
del sistema de clasificacio´n no es muy grande siempre y cuando se pueda reunir
un panel de expertos calificados en la materia.
La metodolog´ıa puede ser aplicada tal cual a diversos grupos e´tnicos, sin de-
trimento de la calidad de los resultados lo que la posiciona como una potente
herramienta para convertirse en un esta´ndar a nivel mundial. En este sentido
tambie´n tributa el hecho de que su implementacio´n computacional no resulta
complicada y que su base de clasificacio´n puede ser actualizada a un costo
razonable.
La contribucio´n principal de esta investigacio´n es la metodolog´ıa que permite
estimar la maduracio´n o´sea con una mayor precisio´n que me´todos anterio-
res. La descripcio´n de las etapas se realiza mediante reglas que usan te´rminos
lingu¨´ısticos.
Firma del asesor:
Dr. Fernando Lo´pez Irarragorri
Cap´ıtulo 1
Introduccio´n.
1.1 Introduccio´n.
En este cap´ıtulo se presenta el problema de la estimacio´n del potencial de
crecimiento de nin˜os y adolescentes con edades entre 9 y 16 an˜os a partir de la esti-
macio´n de la maduracio´n o´sea; se presenta, adema´s, el disen˜o de la investigacio´n que
comprende: Contexto, los antecedentes, el problema como un problema cient´ıfico, la
hipo´tesis de partida, la declaracio´n de objetivos generales y espec´ıficos, justificacio´n
de la pertinencia y vigencia de la investigacio´n, las tareas cient´ıficas, la metodolog´ıa
que se planea seguir para abordar el problema, y la contribucio´n o novedad cient´ıfi-
ca. Tambie´n se incluye una breve descripcio´n del resto de los cap´ıtulos de la tesis y
finalmente las conclusiones del cap´ıtulo.
1.2 Contexto.
En los tratamientos de ortodoncia, ortope´dicos, cirug´ıa maxilofacial, endocri-
nolo´gicos, y por lo general en tratamientos pedia´tricos el momento ideal para ini-
ciarlos o modificarlos es cuando el paciente esta´ cerca de su estado potencial de
crecimiento ya que se estimula au´n ma´s la respuesta biolo´gica para lograr resulta-
dos o´ptimos que son afectados por el crecimiento [50, 6]. Mientras que el proceso
de crecimiento del ser humano esta´ correlacionado con la maduracio´n o´sea, no lo
esta´ con la edad cronolo´gica [10]. Segu´n Herna´ndez[28]: “El conocimiento de este da-
1
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to (maduracio´n o´sea) es fundamental para realizar una estimacio´n de la talla final,
para valorar las posibilidades terape´uticas de un nin˜o con patolog´ıa del crecimiento,
y para controlar los efectos del tratamiento. Incluso en otras especialidades distin-
tas de la pediatr´ıa y endocrinolog´ıa pedia´trica, como la traumatolog´ıa y ortodoncia,
el conocimiento de la maduracio´n o´sea es tambie´n de gran utilidad para decidir el
momento de iniciar algunos tratamientos”. Esto tambie´n aplica para el potencial de
crecimiento.
El potencial de crecimiento se relaciona estrechamente con la madurez esquele-
tal [52], ambos son influidos por factores tales como: Alimentacio´n, calidad de vida,
zona geogra´fica y etnicidad de la muestra.
El proceso de crecimiento es continuo y no uniforme, con periodos de ace-
leracio´n y desaceleracio´n (San Roma´n et al [52]). Segu´n Quintana [50], “el inicio,
intensidad y duracio´n del pico puberal de crecimiento facial presentan variaciones
considerables entre individuos”. Esto aplica tambie´n para el crecimiento de huesos en
general, por ello cualquier clasificacio´n no es ma´s que una aproximacio´n que sera´ tan
fina como etapas se identifiquen. Para algunos tratamientos basta con considerar
periodos (etapas) de entre 3 y 6 meses, por ejemplo ciertos tratamientos ortodo´nci-
cos. Sin embargo, otros requieren de mayor precisio´n como cirug´ıas maxilofaciales u
ortope´dicas.
1.3 Antecedentes.
Sobradillo-Ruiz [58] dice “El u´nico indicador del desarrollo que es va´lido, desde
el nacimiento hasta la madurez, es la edad o´sea. Es un para´metro de gran impor-
tancia en el estudio de las alteraciones del crecimiento. Y adema´s es la base para
el ca´lculo del prono´stico de talla final”. Greulich&Pyle [22] indican “Un factor que
dificulta determinar el nivel de desarrollo en los nin˜os es la existencia de maduracio´n
temprana o tard´ıa”, por eso la estimacio´n de la madurez o´sea es una tarea dif´ıcil.
Varios investigadores han utilizado diferentes indicadores de madurez que se consi-
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deran poco confiables como: La edad cronolo´gica, desarrollo dental, peso, estatura,
cambios de voz, menarquia, caracter´ısticas sexuales secundarias, crecimiento facial
y madurez de mano-mun˜eca [50, 22]. Los estudios efectuados tomando informacio´n
de cefalogramas craneofaciales pueden considerarse como buenos indicadores de ma-
durez [36, 6].
Otros indicadores como la raza y el sexo, se estudiaron ampliamente en otras
investigaciones, pero ninguno de los autores reporto´ utilidad de estos para´metros
para la estimacio´n de la maduracio´n o´sea [46].
Durante an˜os el indicador de madurez o´sea considerado el mejor y ma´s con-
fiable se deriva de las radiograf´ıas mano-mun˜eca [52]. Este indicador se utiliza para
tratamientos ortope´dicos funcionales de mand´ıbula, ortodoncia y en tratamientos
pedia´tricos en general [36, 6]. Entre los inconvenientes que presenta este me´todo se
pueden nombrar los siguientes:
Se usa ma´s de una radiograf´ıa [10], se expone al individuo a radiaciones adi-
cionales.
Los huesos mostrados en las radiograf´ıas deben ser n´ıtidos y el paciente no
debe de haber padecido alguna enfermedad siste´mica (diabetes, sida, artritis
reumatoidea, etc.) que pueda afectar el desarrollo [6, 7, 52].
Respecto a lo anterior, Quintana [50] menciona que un buen indicador de madurez
debe de:
1. Evitar exposiciones adicionales a rayos “X”.
2. Ser de fa´cil aplicacio´n e interpretacio´n.
3. Tener consistencia en la interpretacio´n de los datos (inter-examinadores).
4. Tener utilidad diagno´stica al anticipar la ocurrencia del crecimiento ma´ximo.
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5. Ser eficaz al determinar el ma´ximo crecimiento mandibular (aplica tambie´n al
pico de los huesos en general).
En la bu´squeda de un indicador de la maduracio´n o´sea que arroje caracteriza-
ciones al menos tan buenas y exactas como las obtenidas por los me´todos basados en
la evaluacio´n de la mano-mun˜eca, Lamparski, y otros autores determinaron una nue-
va forma de evaluar la madurez del esqueleto empleando ve´rtebras cervicales como
referencia [52].
Los nuevos me´todos esta´n basados en radiograf´ıas laterales cefalome´tricas, que
son usadas de manera rutinaria en diagno´sticos ortodo´ncicos [10, 6], en las que se
estudian las ve´rtebras cervicales. Un gran nu´mero de estos nuevos me´todos esta´n
basados en el me´todo de Lamparski [12].
Varios investigadores han demostrado que las estimaciones de la maduracio´n
o´sea basadas en la radiograf´ıas de las ve´rtebras cervicales dan resultados tan precisos
como los que se obtienen con radiograf´ıas de mano-mun˜eca [6], y a diferencia de este
u´ltimo solo se necesita una radiograf´ıa [6, 50]. Lamparski [34] y Baccetti et al. [8]
estudiaron de la segunda a la sexta ve´rtebra, mientras Hassel y Farman [27] estu-
diaron de la segunda a la cuarta ve´rtebra, simplificando el estudio. Estos estudios
concluyen que evaluar la madurez o´sea trabajando con las ve´rtebras cervicales es
ma´s sencillo, ma´s econo´mico, y evita exposicion adicional a radiaciones [6]. Incluso,
esta manera de estimar la madurez o´sea ha demostrado ser ma´s fiable que los rea-
lizados con radiograf´ıas de mano-mun˜eca [52]. Townsend y Grave [46] sugieren que
la evaluacio´n de la maduracio´n vertebral se puede aplicar de manera general a la
pra´ctica de ortodoncia.
Lamparski [34] establece un patro´n donde estudia la morfolog´ıa de los cuerpos
vertebrales, tomando en cuenta las siguientes caracter´ısticas: Concavidad del borde
inferior, cambios en el crecimiento de la altura y forma de las ve´rtebras; para estimar
la maduracio´n o´sea. Lamparski examina desde la segunda hasta la sexta ve´rtebra,
pues considera que es ah´ı es donde se presentan los cambios que sirven para estimar la
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madurez o´sea. Estandarizo´ 6 etapas de la maduracio´n o´sea, en las cuales se producen
los cambios morfolo´gicos de las ve´rtebras cervicales, y comprobo´ estad´ısticamente
que usar esta forma de estimacio´n de madurez o´sea es tan va´lida y confiable como
la que se realiza con radiograf´ıas de mano-mun˜eca, teniendo como ventaja el uso
de una sola radiograf´ıa para este estudio [10]. Los indicadores de madurez son los
mismos para hombres y mujeres, la diferencia radica en que los hombres tardan ma´s
en madurar que las mujeres [46, 36].
Con base en la metodolog´ıa propuesta por Lamparski, Hassel y Farman [27]
realizaron su propia investigacio´n, y concluyeron que bastaba con estudiar, en las ra-
diograf´ıas cefalome´tricas, la segunda, tercera y cuarta ve´rtebras para estimar la ma-
duracio´n o´sea. La aportacio´n de este estudio resulto´ en la clasificacio´n de 6 estad´ıos o
etapas de maduracio´n: 1. Iniciacio´n, 2. Aceleracio´n, 3. Transicio´n,4. Desaceleracio´n,
5. Maduracio´n, 6. Finalizacio´n [36, 46]. Cada etapa tiene caracter´ısticas diferentes.
Caracter´ısticas relacionadas a la forma de la ve´rtebra que indican madurez y si hay
un potencial de crecimiento.
Hassel y Farman observaron los cuerpos de la segunda (C2), tercera (C3) y cuar-
ta (C4) ve´rtebra en una radiograf´ıa cefalome´trica lateral , y evaluaron la madurez
o´sea a trave´s de la correlacio´n con el me´todo de Fishman que evalu´a la maduracio´n
o´sea de la radiograf´ıa de mano-mun˜eca izquierda con un indicador de madurez desa-
rrollado por e´l. Su objetivo principal fue crear un me´todo que evaluara la maduracio´n
o´sea usando una radiograf´ıa rutinaria en los tratamientos odontolo´gicos [46].
Segu´n San Roma´n [52], al considerar el estudio de la concavidad inferior, la
altura y la morfolog´ıa de las ve´rtebras para estimar la madurez o´sea, queda demos-
trado que el mejor indicador es la concavidad inferior de las ve´rtebras.
Los estudios realizados tienen un u´nico objetivo, evaluar la edad o´sea de un
paciente y establecer si el crecimiento ma´ximo ha sucedido, esta´ sucediendo o suce-
dera´ [46, 6], Quintana 2008 dice “El beneficio de conocer la etapa de madurez esque-
letal permite adoptar medidas respecto a las terapias ortope´dicas que se indiquen en
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pacientes con anomal´ıas esqueletales”.
Los me´todos creados hasta la actualidad investigan como estimar la madura-
cio´n o´sea, se avanza y se mejora en este campo a trave´s de los an˜os recientes, au´n
as´ı falta una metodolog´ıa que sea un esta´ndar que permita obtener resultados ma´s
exactos y precisos utilizando un me´todo que la describa en te´rminos simples [36].
Por ejemplo, se puede establecer que un estado de madurez de un individuo puede
estar en la etapa 3 de maduracio´n o´sea, pero no se sabe si esta´ por ingresar, en
transicio´n o esta´ por finalizar. Este dato resulta de intere´s a los especialistas en la
toma de decisiones del comienzo o modificacio´n de algu´n tratamiento espec´ıfico que
este´ relacionado con el crecimiento.
Recientemente, en un estudio realizado por Lo´pez&Prado [36], se incorporan
13 caracter´ısticas que esta´n basadas en la forma y crecimiento de la segunda, ter-
cera y cuarta ve´rtebras. En su estudio Lo´pez&Prado desarrollaron una metodolog´ıa
para la estimacio´n de la maduracio´n o´sea de forma simple, para ello emplearon Con-
juntos Aproximados (Rough Set) y derivaron reglas de clasificacio´n atendiendo a
las 13 caracter´ısticas mencionadas anteriormente. Estas reglas contienen te´rminos
lingu¨´ısticos que son de uso comu´n por los especialistas, de ah´ı la facilidad en la in-
terpretacio´n de las mismas. Pero quiza´s el logro ma´s importante de Lo´pez&Prado
[36] fue el establecer etapas de transicio´n entre cada etapa de Hassel&Farman [27]
para de esta manera aumentar la calidad y cobertura de la clasificacio´n, a la par que
la hace ma´s realista, ya que el crecimiento es un proceso continuo.
Sin embargo, la estimacio´n de la maduracio´n o´sea o el potencial de crecimiento
empleando el me´todo de Lo´pez&Prado no es suficientemente preciso para algunas
aplicaciones de la medicina pedia´trica [8], como por ejemplo estimar en que´ momento
de la etapa se encuentra: Al inicio, en el pico de desarrollo o saliendo de la etapa.
Este es precisamente el objetivo principal de este trabajo de investigacio´n.
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1.4 Definicio´n del Problema.
Cuando el individuo esta´ creciendo los huesos sufren una serie de cambios que
pueden observarse a trave´s de radiograf´ıas [36]. El crecimiento se da de manera
constante, es continuo [52]. Sin embargo, el crecimiento de los huesos o maduracio´n
o´sea no se da en el mismo periodo o edad cronolo´gica en todos los seres humanos,
hay factores sociales, econo´micos y antropolo´gicos entre otros que son responsables
de estas diferencias en general, aunque tambie´n se encuentran las anomal´ıas que
aceleran o retardan el proceso de crecimiento.
Aunque existen me´todos usados ampliamente, como los que se basan en la
estimacio´n de la maduracio´n o´sea empleando radiograf´ıas de la mano-mun˜eca, tam-
bie´n existen numerosas cr´ıticas a estos me´todos. Sin embargo, estudios recientes han
demostrado que el empleo de radiograf´ıas de la segunda, tercera y cuarta ve´rtebra
cervical dan resultados tan exactos como los arrojados por los me´todos basados en
las radiograf´ıas de la mano-mun˜eca. Se ha demostrado la utilidad de varios me´todos
inspirados en estudios longitudinales [10, 8, 27].
En esta investigacio´n se desarrollara´ una metodolog´ıa que arroje una clasifi-
cacio´n suficientemente precisa para cualquier tratamiento o estudio pedia´trico que
se le aplique a un nin˜o o adolescente con edad entre 9 y 16 an˜os. La idea es reto-
mar los resultados obtenidos por Lo´pez&Prado [36] e interpretar los resultados y
especificar una clasificac´ıon ma´s detallada para lograr una estimacio´n de la madu-
racio´n o´sea dentro de una etapa (de las propuestas por Lo´pez&Prado), y por ende
una estimacio´n ma´s fina o aproximada que otros me´todos desarrollados. Se pretende
lograr esto manteniendo la facilidad en la interpretacio´n de los resultados lograda
en Lo´pez&Prado, en forma de reglas simples que empleen te´rminos lingu¨´ısticos que
son usados por los especialistas.
EL uso de los Conjuntos Difusos (Fuzzy Sets) en la estimacio´n de la maduracio´n
o´sea no es nueva. Se han implementado en trabajos previos [40, 66], y desarrollado
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para me´todos basados en radiograf´ıas de la mano-mun˜eca, pero no se basan en
caracterizaciones lingu¨´ısticas. Sus resultados no son fa´ciles de interpretar por los
especialistas y no han tenido un gran impacto.
En esta investigacio´n se propone combinar Conjuntos Aproximados (Rough
Sets) y Conjuntos Difusos (Fuzzy Sets) para derivar reglas que empleen te´rminos
lingu¨´ısticos y que resulten de fa´cil interpretacio´n por parte de los especialistas. Para
ello se realizan estudios longitudinales de los que con ayuda de expertos se derivan
caracterizaciones lingu¨´ısticas
Una recomendacio´n que se hace en varios estudios previos es la de la inclusio´n
de no solo nin˜os sanos, sino de nin˜os con maloclusiones detectadas. Es por ello que
en esta investigacio´n se incluyen tambie´n nin˜os con maloclusiones de forma tal que
los resultados se apliquen para estimar la maduracio´n o´sea de forma generalizada
a nin˜os pertenecientes a un grupo poblacional homoge´neo desde un punto de vista
e´tnico. En este trabajo se empleara´n los datos de nin˜os y nin˜as de entre 9 y 16 an˜os
originarios de Matanzas, Cuba.
1.5 Hipo´tesis.
Es posible obtener una clasificacio´n suficientemente fina de la maduracio´n o´sea
de forma tal que sirva a cualquier tratamiento o estudio pedia´trico empleando una
metodolog´ıa de clasificiacio´n multicriterio basada en la teor´ıa del apoyo a la decisio´n.
1.6 Objetivos.
1.6.1 General.
Contribuir al estado del arte desarrollando una metodolog´ıa para el apoyo de
decisio´n en la estimacio´n del potencial de crecimiento a partir de la estimacio´n de la
maduracio´n o´sea en nin˜os y adolescentes entre 9 y 16 an˜os que sea fa´cil de interpretar
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por los especialistas y cuyos resultados no requieran, para su interpretacio´n, de
conocimientos especiales de matema´ticas u otra ciencia exacta.
1.6.2 Espec´ıficos.
Ganar conocimiento profundo en el estudio del problema de la estimacio´n del
potencial de crecimiento aplicando la metodolog´ıa de la investigacio´n de opera-
ciones para derivar metodolog´ıas y me´todos que resulten fa´ciles de interpretar
por los especialistas, a la vez que sea viable de implementar computacional-
mente.
Validar el me´todo desarrollado comproba´ndolo mediante un caso de estudio
concreto con datos reales.
1.7 Justificacio´n de la Pertinencia y Vigencia
de la Investigacio´n.
Estimacio´n del potencial de crecimiento en te´rminos simples para facilitar la
interpretacio´n por parte de los especialistas, con precisio´n aceptable para los diferen-
tes tratamientos en los que se requiere de este indicador. El me´todo de estimacio´n
debe ser tal que su implementacio´n en un paquete de software resulte lo ma´s eficiente
posible.
1.8 Metodolog´ıa Propuesta.
Se emplea el ana´lisis multicriterio de la decisio´n como recurso metodolo´gico y
formal para implementar el procedimiento de apoyo a la decisio´n.
Las teor´ıas de Conjuntos Aproximados (Rough Sets) y Conjuntos Difusos
(Fuzzy Sets) se emplean para establecer los me´todos y algoritmos para el pro-
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cesamiento de la informacio´n y la generacio´n de recomendaciones para los
tomadores de decisio´n.
1.9 Contribucio´n Esperada.
Desarrollo de una metodolog´ıa de estimacio´n del potencial de crecimiento a
partir del Apoyo a la Decisio´n Multicriterio, que permita:
1. La estimacio´n suficientemente fina de las etapas de la maduracio´n o´sea de
forma tal que sirva a cualquier tratamiento o estudio pedia´trico.
2. Implementar computacionalmente la metodolog´ıa desarrollada, tal que los re-
sultados sean fa´cilmente interpretables por los especialistas.
1.10 Conclusiones.
En este cap´ıtulo se han aportado elementos que evidencian la importancia que
tiene el problema de la estimacio´n del potencial de crecimiento en nin˜os y adoles-
centes. Asimismo se ha justificado que tal problema es un problema cient´ıfico.
Se han brindado elementos que permiten establecer que este es un problema
dif´ıcil, ya que la maduracio´n o´sea (indicador principal para estimar el potencial de
crecimiento) no esta´ correlacionada con la edad sexual o cronolo´gica del paciente.
Se desarrolla una metodolog´ıa de apoyo a la decisio´n basada en el ana´lisis
multicreterio de la decisio´n para resolver este problema.
Cap´ıtulo 2
Marco Teo´rico.
En este cap´ıtulo se presentan las teor´ıas en las que se fundamenta este trabajo.
En la primera seccio´n (2.2) se hace una descripcio´n de la teor´ıa multicriterio, en la
seccio´n siguiente (2.3) se describen conceptos ba´sicos fundamentales de la teor´ıa de
Conjuntos Aproximados (Rough Sets), posteriormente se presentan elementos de la
teor´ıa de los conjuntos difusos (2.4) y finalmente se presentan las conclusiones del
cap´ıtulo.
2.1 Introduccio´n a la Teor´ıa de la Decisio´n
Multicriterio.
La capacidad de clasificacio´n en los seres humanos y otras especies esta´ basada
en la profundidad de los conocimientos que se tengan sobre la situacio´n en la que
se encuentren. Dicha capacidad ayuda a clasificar los eventos o situaciones que son
conjuntos de informacio´n que se extrae del mundo real [41]. Pawlak [41] menciona
que “La clasificacio´n es clave en el razonamiento, el aprendizaje y toma de deci-
siones”. “El conocimiento es una serie de patrones de clasificacio´n de un dominio
de intere´s, que proporciona datos expl´ıcitos de la realidad, junto con la capacidad
de razonamiento capaz de entregar datos expl´ıcitos derivables de conocimiento”. “El
conocimiento se basa en la capacidad de clasificar objetos, por objeto se entiende que
es cualquier cosa que se piense, por ejemplo cosas reales, estados, procesos, momen-
tos en el tiempo. El conocimiento esta´ conectado con una variedad de clasificaciones
11
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relacionadas con partes espec´ıficas del mundo real o abstracto, que es llamado uni-
verso”. Puesto que el problema de clasificacio´n es tambie´n un problema de toma
decisiones [53], en lo que resta de esta seccio´n se presentara´ una breve introduccio´n
a la disciplina de apoyo a la toma de decisio´n.
2.2 Apoyo a la Decisio´n.
El acto de tomar decisio´n puede definirse como “la eleccio´n de una alternativa
de entre varias que producen un futuro incierto” [9]. La experiencia del tomador
de decisiones es primordial para realizar una decisio´n. La decisio´n es una parte del
proceso de la toma de decisiones, es decir el proceso que se sigue hasta llegar a la
eleccio´n de la alternativa [9, 53].
La Toma de Decisiones es un proceso que esta´ definido por ciertas carac-
ter´ısticas como: Determinar el problema, recolectar y verificar la informacio´n, iden-
tificar alternativas, anticipar consecuencias de las decisiones, tomar opciones usando
un juicio lo´gico basado en la informacio´n disponible, informar a todos los partici-
pantes de la toma de decisio´n y evaluar las decisiones [36]. El proceso de la Toma de
Decisiones se divide en 4 etapas [19]:
Inteligencia (Inferencia o Induccio´n): En esta etapa es donde se estructura el
problema, se analizan los puntos de oportunidad, se hace un ana´lisis y una
exploracio´n profunda de todos los elementos con los que se cuentan. Al fi-
nal se tiene el problema bien definido, se aprende de los datos y se obtienen
estad´ısticas [9, 19].
Disen˜o (Prono´stico o Prediccio´n): Se formulan soluciones, se hace el modelado,
se generan alternativas y simulaciones [36] que permiten observar las posibles
consecuencias de las acciones [19].
Eleccio´n: Se hace la seleccio´n de alternativas, se busca maximizar los objetivos,
y se toma la decisio´n [36].
Cap´ıtulo 2. Marco Teo´rico. 13
Implementacio´n: La o las alternativas elegidas como las mejores se utilizan en
la vida real, si los resultados no son los esperados se regresa a la etapa que se
considera pertinente para la mejora de la alternativa sugerida [36].
En la Figura 2.1 se describe como se lleva a cabo el proceso de Toma de
Decisiones.
Objetivos Organizacionales        
Búsqueda de Procedimientos     
Recolección de Datos                
Identificación del Problema        
Clasificación del Problema          
Enunciado del Problema            
Formulación de un Modelo             
Establecer los Criterios de Elección  
Búsqueda de Alternativas               
Predecir y Medir Resultados            
                    
 
Solución al Modelo                    
  Análisis de Sensibilidad                
Selección de la Mejor Alternativa 
Plan para la Implementación      
  
Realidad
Implementación
Fase de Inteligencia: 
Fase de Diseño:
Fase de Elección:
Simplificación
Supuestos
Alternativas
Enunciado del Problema
Validación del Modelo
Verificación, prueba de la
solución propuesta
Solución
Fracaso
Figura 2.1: Proceso de la Toma de Decisiones [36]
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2.3 Ciencias de la Decisio´n.
El te´rmino “apoyo a la decisio´n (decision support)” hace referencia a apoyar
a las personas en la toma de decisiones [9]. Existen dos disciplinas que tienen una
relacio´n estrecha con la toma de decisiones, la primera se enfoca a la toma de de-
cisiones realizadas por ma´quinas (Decision Systems): Programas de computacio´n,
robots, circuitos ele´ctricos, sistemas expertos auto´nomos, entre otros. Estos progra-
mas intentan realizar tomar decisiones de rutina, monitoreo y control de procesos.
La segunda (Decision Sciences) es una ciencia interdisciplinaria que se basa en eco-
nomı´a, prono´stico, teor´ıa de decisio´n estad´ıstica y psicolog´ıa cognitiva [9]; hay tres
cuestiones que se interrelacionan y que son importantes para la toma de decisio´n
humana, mismas a las que intentan dar respuesta las ciencias de la decisio´n [9]:
1. ¿Co´mo debe una persona racional tomar la decisio´n?
2. ¿Realmente co´mo las personas toman decisiones?
3. ¿Co´mo se puede ayudar a las personas a mejorar sus decisiones?
Las respuestas a cada una de estas preguntas han dado lugar a tres enfoques
o paradigmas dentro de las ciencias de la decisio´n:
1. Normativos: Sugieren co´mo tomar las decisiones [19]; La Teor´ıa de la decisio´n,
Teor´ıa de la utilidad multiatributo, Teor´ıa de juegos, Teor´ıa de la seleccio´n.
2. Descriptivos: Describen co´mo se hacen las cosas [19]; La Psicolog´ıa cognitiva,
Ciencias Sociales y Conductuales
3. Ana´lisis Prescriptivo: Trata de ayudar al tomador de decisiones a resolver un
problema real generalmente mal definido mediante el enfoque normativo te-
niendo en cuenta las capacidades cognitivas, algunas son [19]; Filosof´ıa, Psico-
log´ıa, Economı´a, Estad´ıstica, Ciencias de la Computacio´n.
Cap´ıtulo 2. Marco Teo´rico. 15
Las disciplinas de apoyo a la decisio´n ma´s importantes son:
Investigacio´n de operaciones, ana´lisis de la decisio´n, sistemas de apoyo a la
decisio´n, almacenamiento de datos y grupo de apoyo a las decisiones. En la actualidad
existen nuevas herramientas y te´cnicas para la toma de decisiones: Tecnolog´ıa de
comunicacio´n, multimedia, miner´ıa de datos, sistemas de gestio´n de conocimientos,
entre otros [9]
Estas herramientas y te´cnicas ayudan a clasificar la informacio´n para realizar
una accio´n o dicho de otra manera tomar una decisio´n con una visio´n amplia del
problema que se este´ tratando.
2.4 Problemas de Decisio´n.
El origen de los problemas tiene una gran diversidad en te´rminos de su comple-
jidad y las investigaciones para solucionarlos, as´ı como la metodolog´ıa que hay que
seguir para resolverlos. Es por ello que resulta importante clasificar estos problemas
para facilitar la seleccio´n o desarrollo de una metodolog´ıa de solucio´n eficaz [15].
Usualmente se clasifican los problemas de decisio´n atendiendo a:
1. El conjunto de alternativas: Si es finito, con un nu´mero no muy grande de
alternativas se consideran problemas discretos, de forma tal que todas puedan
ser evaluadas en un tiempo razonable por un tomador de decisiones. Si el
conjunto de alternativas es infinito o finito pero con un nu´mero muy grande
de alternativas se consideran problemas continuos [36].
2. El conocimiento y nivel de control sobre la ocurrencia de consecuencias aso-
ciadas a las alternativas: Certeza, incertidumbre o riesgo, incertidumbre total
o completa [19].
3. La operacio´n que se desea realizar sobre el conjunto de alternativas para gene-
rar las recomendaciones, para apoyar al tomador de decisiones: jerarquizacio´n,
seleccio´n, clasificacio´n [15].
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Problemas Discretos: Implica examinar un conjunto discreto de alternativas,
donde cada alternativa es descrita junto con algunos atributos. Dentro del contexto
de toma de decisiones estos atributos tienen la forma de criterios de evaluacio´n
(problemas de clasificacio´n multicriterio) [15].
Problemas Continuos: Implica casos donde el nu´mero posible de alternativas
es infinito, en tales casos, solo se puede tener una idea general de do´nde se encuentra
la solucio´n factible, cada punto en esta regio´n corresponde a una alternativa espec´ıfica
(problemas de optimizacio´n) [15].
La problema´tica de la decisio´n segu´n las diferentes operaciones que pueden realizarse
sobre el conjunto de las alternativas son [15]:
1. Jerarquizacio´n: Hay un nu´mero de alternativas, se ordenan de mayor a menor
segu´n las preferencias (asociadas a problemas de optimizacio´n).
2. Seleccio´n: Se toman las alternativas ma´s preferidas del conjunto.
3. Clasificacio´n: Hay categor´ıas o grupos definidos en los cuales se desean agregar
las alternativas segu´n la preferencia, los grupos son nominales u ordinales.
4. Descripcio´n: Se identifican las caracter´ısticas ma´s representativas de las alter-
nativas y se realiza una descripcio´n con base en estos rasgos [36].
2.4.1 Metodolog´ıas MCDA (Multicriteria Decision Aid).
Diversos problemas cotidianos son dif´ıciles de formular como problemas unidi-
mensionales, por ello los modelos MCDA son u´tiles cuando se involucran los modelos
y representaciones de las preferencias de los tomadores de decisiones. Segu´n Doum-
pos&Zopounidis Doumpus [15] las metodolog´ıas MCDA son clasificadas segu´n las
caracter´ısticas del modelo de la siguiente manera:
1. Programacio´n matema´tica multiobjetivo.
2. Teor´ıa de la utilidad multiatributo (MAUT-MultiAtribute Utility Theory).
Cap´ıtulo 2. Marco Teo´rico. 17
3. Teor´ıa de relaciones de sobreclasificacio´n (ORT-Outranking Relation Theory).
4. Ana´lisis de desglose de preferencias (PDA-Preference Disaggegation Analysis).
La programacio´n matema´tica multiobjetivo se utiliza cuando mu´ltiples funcio-
nes objetivo necesitan ser optimizadas, su formulacio´n original es:
Max o Min {f1(x), f2(x) ... fn(x) } s.a. x ∈ B.
Donde { f1(x), f2(x) ... fn(x) } son las funciones objetivo a optimizar, B es un
conjunto de soluciones factibles, y x es un vector de variables de decisio´n. La teor´ıa de
utilidad multiatributo ampl´ıa la teor´ıa de utilidad cla´sica al caso multidimensional,
su objetivo es a trave´s de una funcio´n de utilidad U(g) representar las preferencias
del tomador de decisiones, g es un vector de criterios [15].
U(g) > U(g′)⇔ x es Preferido a x′
U(g) = U(g′)⇔ x = x’ (la alternativa x es indiferente a x′).
La funcio´n de utilidad se representa por: U(g) = p1u1(g1) + p2u2(g2) + ... +
pnun(gn); u1, u2, ..., un son las funciones de utilidad marginal segu´n el criterio evalua-
do, cada funcio´n de utilidad marginal ui(gi) especifica la utilidad de la alternativa
para cada criterio. Las constantes p1, p2, ..., pn son a menudo consideradas como los
pesos de los criterios, deben de cumplir la siguiente restriccio´n [15]:
n∑
i=1
pi = 1.
La relacio´n de sobreclasificacio´n (Outranking Relation Theory) modela y re-
produce las preferencias del tomador de decisiones, sus diferencias con la teor´ıa de
utilidad multiatributo son dos [36]:
No es transitiva.
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La relacio´n de sobreclasificacio´n no esta´ completa: En las teor´ıas multiatributo
se consideran las relaciones de preferencia e inferencia, y en la sobreclasificacio´n
se introduce la relacio´n de incompatibilidad.
El ana´lisis de desglose de preferencias se enfoca en analizar las decisiones actua-
les realizadas por los tomadores de decisiones, su enfoque es opuesto al del MAUT
y ORT [36].
2.4.2 Problemas de Clasificacio´n.
La clasificacio´n es la asignacio´n a un grupo o clase predefinido de un elemen-
to o varios segu´n sus caracter´ısticas [36]. Los grupos nominales son utilizados para
clasificacio´n o discriminacio´n, y describen a los elementos que lo forman pero no
proporcionan informacio´n extra. Los grupos definidos de manera ordinal son cono-
cidos como sorting (ordenamiento) y proporcionan informacio´n extra. Usualmente
el me´todo que se utilizaba para obtener una clasificacio´n era basado en la regresio´n,
que consiste en determinar la concordancia de la variable dependiente Y con un
vector de variables X [36]. La diferencia es que entre estas dos metodolog´ıas en el
problema de clasificacio´n la variable dependiente no es una variable real y es discreta.
Las variables independientes explican los atributos o criterios. Los atributos son ex-
plicaciones nominales, las alternativas son explicaciones ordinales [36]. Para realizar
una clasificacio´n se requiere un ana´lisis de la muestra de entrenamiento, donde hay
m alternativas (x1, x2, x3...xm), n criterios (g1, g2, g3...gn), q grupos (C1, C2, C3...Cq)
cada elemento del conjunto de datos que se quiere clasificar se considera como una
alternativa Xj se observa como un compuesto de atributos. Ejemplo:
Xj = (gj1, gj2, ...gjn).
Considerando la notacio´n anterior el modelo se define como f(g) −→ Cˆ, de esta ma-
nera se puede realizar la clasificacio´n en apoyo de sus caracter´ısticas que se explican
en el vector de criterios g. Se pretende que la diferencia entre la clasificacio´n que
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se estima (Cˆ) y la clasificacio´n a priori(C) sea ı´nfima, perfeccionando la exactitud
de muestra de entrenamiento. Si ambos modelos tienen diferencias mı´nimas la cla-
sificacio´n que se estimo´ servira´ para la clasificacio´n de nuevas alternativas. En an˜os
recientes ha tomado fuerza una nueva teor´ıa de clasificacio´n que se fundamenta en
reglas de induccio´n que dan como conclusio´n un patro´n de la forma: Si (Anteceden-
te) . . . Entonces (Consecuente) [36], han originado nuevos me´todos de clasificacio´n
como lo son la teor´ıa de Conjuntos Aproximados (Rough Sets) y Conjuntos Difusos
(Fuzzy Sets).
2.5 Teor´ıa de Conjuntos Aproximados (Rough
Sets).
Los Conjuntos Aproximados son un nuevo enfoque matema´tico que trabaja con
datos que presentan imprecisio´n, vaguedad e incertidumbre. Se relaciona con teor´ıa
de la evidencia, redes neuronales y conjuntos difusos, entre otras ramas de la inteli-
gencia artificial. Este v´ınculo es una caracter´ıstica importante que ha contribuido a
la ra´pida y amplia propagacio´n de los Conjuntos Aproximados. Esta teor´ıa resulta
de intere´s para la inteligencia artificial y ciencias cognitivas tales como: aprendizaje
automa´tico, la adquisicio´n de conocimientos, ana´lisis de la decisio´n y descubrimiento
de conocimiento en bases de datos, sistemas expertos y patrones de reconocimien-
to. Asimismo, tiene peculiar importancia para los sistemas de apoyo a la decisio´n y
miner´ıa de datos [41, 44, 47, 60].
Se tiene un conjunto de elementos que tienen atributos en comu´n, se seleccio-
nan atributos apriori y se agrupan los elementos que tengan valores iguales en sus
atributos. A esto se le conoce como relacio´n de indiscernibilidad, que es una relacio´n
de equivalencia que agrupa en clases disjuntas a los elementos indiscernibles entre
ellos con base en el par atributo-valor. Las inconsistencias que existen son tratadas
mediante dos aproximaciones por defecto y por exceso. El primero hace referencia
a los elementos que con seguridad pertenece a una clase y los segundos a los que
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probablemente pertenezcan a una clase [60]. Se permite que los datos tengan incon-
sistencias al iniciar el ana´lisis y los resultados ayudan a determinar la importancia
de los atributos y observar las relaciones entre ellos [41, 47]
2.5.1 Sistema de Informacio´n.
Para definir un sistema de informacio´n se asume que cada objeto existente
en el universo tiene asociada informacio´n (datos e informacio´n) que es expresada
mediante atributos [47, 60] como se observa en la Tabla 2.1.
Dado un par A = (U,A) no vac´ıo de conjuntos finitos, donde U es el conjunto
de objetos y A el conjunto de atributos, se tiene una funcio´n a : U → Va, donde Va
es el conjunto de valores de los atributos llamado dominio de a. El par A = (U,A)
es llamado sistema de informacio´n, que expresa el conocimiento a priori que se tiene
sobre un conjunto de objetos [43, 47].
Caso Atributos
Temperatura Dolor Cabeza Na´useas Tos
1 alta s´ı no s´ı
2 muy alta s´ı s´ı no
3 alta no no no
4 alta s´ı s´ı no
5 normal s´ı no no
6 normal no s´ı s´ı
Tabla 2.1: Sistema de Informacio´n
2.5.2 Tabla de Decisio´n.
En muchas aplicaciones o situaciones proble´micas de decisio´n se conoce a priori
un conjunto de categor´ıas a cada una de las cuales deben ser asignados subconjuntos
disjuntos y complementarios de alternativas (las intersecciones dos a dos de estos
conjuntos es el conjunto vac´ıo y la unio´n de todos los subconjuntos es igual al con-
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junto de las alternativas). Ba´sicamente la solucio´n a un problema de clasificacio´n
multicriterio consiste en asignar cada alternativa a una de estas categor´ıas. La asig-
nacio´n se representa en un sistema de informacio´n como un atributo (atributo de
decisio´n), cuyos valores asociados a cada alternativa, a diferencia del resto de los
atributos del sistema, se asignan en la etapa de seleccio´n del proceso de decisio´n
[43, 60].
Los sistemas de informacio´n que incluyen este tipo de atributo se conocen
como Tablas de Decisio´n, una Tabla de Decisio´n es un sistema de informacio´n con la
estructura S = (U,A ∪ {d}) donde d no pertenece A y es el atributo de decisio´n.
Los atributos de A son llamados condicionales o atributos de condicio´n. Un sistema
de decisio´n puede tener ma´s de un atributo de decisio´n [43, 60, 44], ver Tabla 2.2. Por
convencio´n, los atributos de decisio´n se colocan en las u´ltimas columnas de la tabla
que representa al sistema de decisio´n. Por ejemplo, en la Tabla 2.2, el caso 1 puede
ser definido a trave´s de reglas que son de la forma “Si... Entonces”, si Temperatura
= alta & Dolor Cabeza = s´ı & Na´useas = no & Tos = s´ı Entonces gripa = s´ı.
Caso Atributos
Temperatura Dolor Cabeza Na´useas Tos Gripa
x1 alta s´ı no s´ı s´ı
x2 muy alta s´ı s´ı no s´ı
x3 alta no no no no
x4 alta s´ı s´ı s´ı no
x5 normal s´ı no no no
x6 normal no s´ı s´ı s´ı
Tabla 2.2: Tabla de Decisio´n
Los renglones de esta tabla son etiquetados por los nombres de los elementos
que la componen y las columnas son etiquetadas por los atributos de sus elementos.
Los datos que llenan la tabla son los valores de los atributos de los elementos.
U = Conjunto de todos los casos.
A = Conjunto de todos los atributos.
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B = Subconjunto no vac´ıo de A.
V = Conjunto de todos los valores de los atributos.
P : UxA→ V Una funcio´n de informacio´n. Ejemplo:
P , (1, T emperatura) = Alta.
Dado a ∈ A
v ∈ V
y t = (a, v) es un par atributo-valor, un bloque de t, denotado [t], es el conjunto
de todos los casos de U para los cuales el atributo a tiene un valor v [43, 60].
2.5.3 Conjunto Elemental.
Un conjunto o categor´ıa elemental es aquel que se forma al considerar el valor
de dos o ma´s atributos que tengan valores iguales. De esta forma todo subconjunto
de atributos de A genera una familia de conjuntos elementales que constituyen una
particio´n de U [43, 60, 42].
Ejemplo: Si se consideran los atributos Temperatura y Dolor Cabeza de la
Tabla 2.2, el conjunto elemental es igual a la interseccio´n de todos los subconjuntos
que tengan los mismos valores en los atributos en este caso tenemos cinco conjuntos
elementales, como semuestra en seguida.
[(Temperatura)] ∩ [(DolorCabeza)] = {{x1; x4}, {x2}, {x3}, {x5}, {x6}}
2.5.4 Relacio´n de Indiscernibilidad.
Dado S = (U,A) un sistema de informacio´n, entonces para cualquier B ⊆ A
se puede definir una relacio´n de indiscernibilidad INDS(B) [43, 60, 54]:
INDS(B) = {(x, x′) ∈ U2 | ∀a ∈ B, a(x) = a(x′)}.
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se escribe IND(B)o U/B,tambie´n se conoce como clase o relacio´n de equivalencia.
Si (x, x′) estan dentro de IND(B) se dice que x y x′ son indiscernibles entre s´ı con
respecto a B [43, 60, 68, 42, 54]. Se consideran 3 conjuntos de atributos de la tabla
2.2:
K={Temperatura}, K ′= {Tos}, K ′′= {Temperatura, Tos}. la relacio´n de indiscer-
nibilidad dada por el atributo K se muestra acontinuacio´n:
IND(K) = {{x1, x3, x4}{x2}{x5, x6}}
As´ı los elementos que son indiscernibles entre s´ı, son x1, x2 y x3. Las clases de
equivalencia cambia segu´n los atributos que se consideren, como se muestra cuando
tomamos los atributos K ′ y K ′′:
IND(K ′) = {{x1, x4, x6}{x2, x3, x5}}
IND(K ′′) = {{x1, x4}{x3} {x2}{x5}{x6}}
En la relacio´n de indiscernibilidad del atributo {Tos} se crean 2 particiones y en la
de {Temperatura, Tos} se crean 5 particiones.
2.5.4 Categor´ıas y Conceptos.
Las particiones que estan dentro de una clase de equivalencia o de indiscer-
nabilidad de U/B se denominan categor´ıas elementales, conocimiento granular o
categor´ıas. Si d es un atributo de decisio´n y w es el valor que toma d. Un concepto es
el conjunto [(d, w)] de toda la muestra del universo U [57], por ejemplo la Tabla 2.2
tiene 2 valores de decisio´n: Si y no. Cada valor es un concepto, un subconjunto de
U de todos los miembros del universo {x1, x2, x3, x4, x5, x6}. Los conceptos en este
ejemplo son: {x1, x2, x4, x6}{x3, x5}.
Considerando la Tabla 2.2, se quiere saber que casos tienen gripa con base en
los atributos Temperatura y Na´useas los elementos {x1, x3, x4} son indiscernibles o
iguales entre s´ı, los casos {x1, x4} si tienen gripa pero el caso {x3} no, por lo que
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se dice que este concepto es impreciso con respecto a los atributos Temperatura
y Na´useas, para trabajar con estas situaciones se emplean las aproximaciones por
defecto y por exceso [43, 60, 42, 54].
2.5.5 Aproximaciones por Defecto y por Exceso.
La aproximacio´n por defecto se define:
BX = {x | [x]B ⊆ X} Los objetos en BX que pueden ser identificados como
elementos de X con certeza. La aproximacio´n por exceso se define: BX = {x |
[x]B ∩ X 6= 0} Los objetos en BX son aquellos que probablemente pertenezcan a
X .
El conjunto BNB(X) = BX − BX , Si BNB(X) se conoce como la regio´n
l´ımite de X , si BNB(X) es vac´ıo X es un concepto preciso, de lo contrario se
dice que es un concepto impreciso basado en el conocimiento de B [43, 60, 42, 68].
El conjunto U − B X se le denomina conjunto Regio´n exterior de X , son los ele-
mentos que con base en el conocimiento que se tiene son clasificados como elementos
que no pertenecen a X [43, 60, 68]. Por ejemplo si se considera a los elementos que
tienen gripa con los atributos Temperatura, y Na´useas, la aproximacio´n por defecto
es: {x4, x6} y la aproximacio´n por exceso es: {x1, x3, x4, x6} y la regio´n limite es:
BNB(X) = B(X)−B(X)
BNB(X) = {x4, x6} − {x1, x3, x4, x6}
BNB(X) = {x1, x3}
si BNB(X) = ∅ el conjunto X es preciso respecto a B, de lo contrario se dice
que el conjunto es impreciso respecto a B.
La imprecisio´n se puede representar tambie´n a trave´s de la siguiente fo´rmula:
∝B (X) =
| B(X) |
| B(X) |
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Si ∝B (X) = 1 el conjunto es preciso con respecto a B, si ∝B (X) ≤ 1 el conjunto
es impreciso con respecto a B, ∝B (X) esta en el intervalo [0,1] [43, 60].
2.5.6 Reducto y Nu´cleo.
La clasificacio´n de objetos se lleva a cabo mediante patrones o atributos. La
cuestio´n es saber que atributos se pueden remover de la tabla de decisio´n sin que se
modifique la familia de conjuntos elementales, es decir, que se preserve la relacio´n
de indiscernibilidad. Un subconjunto mı´nimo A′ = A tal que ∩A = ∩A′ se le conoce
como Reducto de A [43].
2.5.7 Dependencia de Atributos.
Un conjunto de atributos D depende totalmente de un conjunto de atributos
C, C ⇒ D, Si todos los atributos de C determinan de manera u´nica los valores
de D. D depende totalmente de C, si existe una dependencia funcional entre los
valores de C y D. Dado que C y D son subconjuntos de A,D depende de C en
un grado k(0 ≤ k ≤ 1), denotado por C ⇒ kD, Si D depende de C, entonces
IND(D) ⊆ IND(C) [43].
Si
k = g(C,D) =
| PosC(D) |
| U |
Donde la regio´n positiva POSc(D) =
⋃
X ∈
U
D
C(X), de la particio´n U/D con
respecto a C,
g(C,D) =
∑
X ∈
U
D
C(X)
Donde la regio´n positiva son todos aquellos elementos que pueden ser clasifi-
cados u´nicamente por los conjuntos generados por la relacio´n de indiscernibilidad
U/D, por medio de C.
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Ejemplo:
IND(C) = {{x1, x3, x4}, {x2}, {x5, x6}}
IND(D) = {{x1, x4, x5, x6}, {x2, x3}}
k =
| POSc(D) |
| U |
=
∑
X∈
U
D
| C(X) |
| U |
=
2 + 1
6
= 0.5
Si k = 1, D es totalmente dependiente de C, y si 0 < k < 1, D es parcialmente
dependiente de C [43, 45].
2.6 Conjuntos Difusos (Fuzzy Sets).
2.6.1 Introduccio´n.
La teor´ıa de los conjuntos difusos surgio´ en el an˜o 1965 y fue desarrollada por
Lotfi A. Zadeh [65]. La lo´gica difusa (LD) maneja valores en un rango continuo que
va ma´s alla´ de opciones binarias de falso y verdadero, en la LD hay grados de verdad
o falsedad [61].
La lo´gica continua reconoce que la realidad no tiene que ser cierta o falsa en
su totalidad, los elementos de un conjunto no tiene por que´ estar en su totalidad
dentro o fuera de un conjunto dado; es posible que determinado elemento pertenezca
parcialmente a un conjunto o conjuntos, es decir, que tenga un grado de pertenencia
[39, 33, 2, 65].
La lo´gica difusa permite analizar sistemas complejos partiendo de informacio´n
cualitativa que se debe extraer del tomador de decisiones. Adema´s permite expresar
situaciones con un significado impreciso, tales como: “Muy grande, demasiado fr´ıo,
un largo alcance”, etc., a trave´s de rangos de nu´meros exactos, como por ejemplo, el
te´rmino lengu¨´ıstico “muy grande” expresado en cent´ımetros podr´ıa estar en el inter-
valo [1000, 2000], lo que facilita su manipulacio´n empleando operaciones y conceptos
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matema´ticos, con esto un gran volumen de problemas de decisio´n se simplifican
[20, 33, 65]. La teor´ıa de lo´gica difusa ofrece fuertes fundamentos matema´ticos para
trabajar con la incertidumbre que existen en los procesos cognitivos humanos tales
como pensamiento y razonamiento. Los me´todos y teor´ıas de primer orden no son
aptos para tratar con informacio´n difusa ya que carecen de los elementos para la
representacio´n de conceptos de sentido comu´n, este conocimiento es lexicalmente
impreciso y no catego´rico, esto motivo´ en gran medida a la creacio´n de la lo´gica di-
fusa con el fin de tener un marco conceptual con el que se pueda tratar la imprecisio´n
le´xica [20, 33, 2].
Los sistemas difusos tienen 2 caracter´ısticas que dan un mejor desempen˜o para
aplicaciones espec´ıficas [20]:
1. Son aptos para tratar el conocimiento aproximado o incierto, en modelos ma-
tema´ticos dif´ıciles de obtener.
2. Permiten tomar decisiones con valores estimados con informacio´n incompleta
o incertidumbre.
2.6.2 Conceptos Ba´sicos.
La teor´ıa de conjuntos difusos facilita el trabajo y ana´lisis con datos que son
imprecisos lexicamente, esta tiene una relacio´n fuerte con la lo´gica booleana; el con-
cepto de subconjunto difuso tiene una gran similitud con el concepto de subconjuntos
cla´sico. Sin embargo, a diferencia de los conjuntos cla´sicos, el concepto de pertenen-
cia es extendido a un nu´mero entre 0 y 1, donde un valor de pertenencia 0 de un
elemento indica que no pertenece al conjunto difuso y un grado de pertenencia 1
indica que el elemento pertenece con total certeza al conjunto difuso (la pertenencia
de teor´ıa cla´sica de conjuntos), por otra parte un grado de pertenencia p entre esos
dos valores extremos indica una pertenencia parcial, que se debilita en la medida en
se acerca a 0 y se fortalece en la medida en que se acerca a 1.
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En la teor´ıa de los conjuntos difusos es usual caracterizar el grado de perte-
nencia de los elementos de un universo a un conjunto difuso mediante una funcio´n
de pertenencia, que asigna a cada elemento del universo un grado de pertenencia
al conjunto [39]. En el caso de un conjunto cla´sico la funcio´n de pertenencia puede
definirse como [20] µA(x) | U → {0,1}, siendo U el universo:
µA(x) =
{
1 si x ∈ A
0 si x 6∈ A
De esta manera un conjunto A puede definirse mediante un conjunto de pares
ordenados:
A = {x, µA(x) : x ∈ U, µA(x) ∈ {0, 1}}.
En un conjunto difuso la pertenencia de un elemento a un conjunto esta´ dado
por grados de pertenencia, la funcio´n de pertenencia puede tomar cualquier valor
que este en el intervalo de real [0, 1], y se denota por µA(x) | U →[0,1] entonces el
conjunto difuso A [39, 33] se puede definir como [61, 33]:
A = {x, µA(x) : x ∈ U, µA(x) ∈ [0, 1]}.
Ejemplo: Sea U = {1, 2, 3, 4, 5, 6} el nu´mero de personas que pueden viajar
en un automo´vil compacto y el conjunto difuso “Viaje co´modo y con compan˜´ıa” El
conjunto difuso puede definirse como:
A = {(1, 0.0), (2, 0.4), (3, 0.8), (4, 1), (5, 0.2), (6, 0)}
El soporte del conjunto difuso A se expresa por el conjunto
sop(A) = {x ∈ U : µA(x) > 0} [39, 20], en el ejemplo que se muestra
arriba el sop(A) = (2, 3, 4, 5).
La altura del conjunto difuso A se define como alt(A) = supx µA(x); un
conjunto difuso con alt(A) = 1 se le llama conjunto normalizado, un conjunto
no normalizado y no vac´ıo puede normalizarse al dividir µA(x) entre supx µA(x), el
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conjunto vac´ıo ∅ = {x ∈ U : µ∅(x)) = 0}. El conjunto universal se expresa:
U = { x ∈ U, µU(x) = 1} [39]. El grado de presuncio´n, α − cut(α − corte) o
conjunto de nivel (umbral) α, es el conjunto formado por los α-cortes, este contiene
la informacio´n completa del conjunto difuso, el conjunto α-corte del conjunto difuso
A [39] esta definido por:
Aα = { x ∈ U : µA(x) ≥ 0}, α ∈ [0, 1]
Este conjunto tiene los valores de x con valor de pertenencia al menos de α, si solo
se toman en cuenta los valores x tales que µA(x) > α se le llamara´ α− corte estricto
o fuerte y se escribira´ A>α , El conjunto A
>
α=1, es conocido como el nu´cleo de A [39].
Un conjunto difuso convexo es definido con base en la funcio´n de pertenencia
como sigue:
µA(λx1 + (1 − λ)x2) ≥ min{µA(x1), µA(x2)},
∀ x1, x2 ∈ U y ∀ λ ∈ [0, 1].
Si todos los α-cortes son convexos se dice que el conjunto difuso es convexo [39, 20].
2.6.3 Nu´meros Difusos.
Se denomina nu´mero difuso al conjunto difuso A si es convexo y existe exacta-
mente un punto M ∈ R, con µA(x) = 1(Aα=1 = M). En sentido lingu¨´ıstico puede
expresarse como alrededor de x, para manejar estos nu´meros se definen 2 nu´meros
difusos del tipo L-R(left-right) [20, 39]:
µA(x) =


L((M − x)/1), si x ≤M ; l > 0
R((x−M)/r), si x ≥M ; r > 0
L y R son funciones fuertemente decrecientes en R+, con L(0) = R(0) = 1.
M se conoce como el valor central del nu´mero difuso. Estas funciones son de forma de
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izquierda y derecha respectivamente, l y r son la extensio´n de amplitud o dispersio´n
a izquierda y derecha [39].
Un intervalo difuso de tipo L-R es una reduccio´n del concepto de nu´mero
difuso.
µA(x) =


L((M − x)/1), si x ≤M1; l > 0
1 si x ∈ [M1,M2]
R((x−M2)/r), si x ≤M1; l > 0
2.6.4 Intervalos de Confianza y Nu´meros Difusos.
Es un intervalo en el cual se espera que este´ incluido el valor del para´metro en
cuestio´n. Es decir si se tiene A = [a1, a3] el para´metro no puede ser menor que a1 ni
mayor a3. Este valor se expresa a trave´s de la funcio´n de pertenencia [39]:
µA(x) =


0, si x < a1
1 si a1 < x < a3
0, si x > a3
Un nu´mero difuso se considera como un subconjunto difuso normal y convexo
en R. La condicio´n de normalidad indica:
∃ x ∈ R : µA(x) = 1
La convexidad puede ser expresada con la condicio´n de que los α − cortes este´n
anidados:
(α′ < α)⇒ (a
(α′)
1 ≤ a
(α)
3 , a
(α′)
3 ≥ a
(α)
1 )
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El α− corte queda Aα = [a
(α)
1 , a
(α)
3 ] la condicio´n de convexidad implica:
(α′ < α)⇒ (Aα ⊂ A
′
α)
Una manera de realizar operaciones con nu´meros difusos es empleando la aritme´tica
de intervalos de confianza cualesquiera:
A = [a1, a3] y B = [b1, b3], con a1, a3, b1, b3 ∈ R
En las siguientes operaciones se muestra el uso de estos intervalos, al utilizar una
funcio´n a un conjunto de intervalos, el l´ımite inferior sera´ el mı´nimo calculado despue´s
de aplicar esa funcio´n a las posibles combinaciones de valores que pertenezcan a los
intervalos en consideracio´n. Se considera a los s´ımbolos ∧ y ∨ como el mı´nimo y
ma´ximo [39].
Multiplicacio´n
[a1, a3] ∗ [b1, b3] = [a1 ∗ b1 ∧ a1 ∗ b3 ∧ a3 ∗ b1 ∧ a3 ∗ b3
, a1 ∗ b1 ∨ a1 ∗ b3 ∨ a3 ∗ b1 ∨ a3 ∗ b3]
Si el conjunto difuso estuviera en el rango solo de los nu´meros reales positivos el
resultado es:
[a1, a3] ∗ [b1, b3] = [a1 ∗ b1, a3 ∗ b3]
Ejemplo.
A = [4, 7], B = [5,−8]
A(∗)B = [min{20,−32, 35,−56}, max{20, 32, 35,−56}]
= [−56, 35]
2.6.5 Funciones de Pertenencia.
Un nu´mero difuso es un conjunto de nu´meros reales, convexo y una funcio´n de
pertenencia continua con soporte limitado, existen diferentes funciones de pertenen-
cia: Triangulares, trapezoidales, gausianos, gamma, entre otros, ver Figura 2.2. La
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funci’on de pertenencia triangular es, por simplicidad la ma´s utilizada en la pra´ctica,
define por la terna (a1, a2, a3), ver Figura 2.2.a
(a) Triangular (b) Trapezoidal
(c) Gamma (d) Gausiana
Figura 2.2: Funciones de Pertenencia Ma´s Comunes [1]
Una funcio´n de pertenencia para un nu´mero triangular es definida como [20, 39]
:
µA(x) =


0, si x < a1
(x− a1)/(a2 − a1) si a1 ≤ x ≤ a2
(a3 − x)/(a3 − a2) si a2 ≤ x ≤ a3
0 si x > a3
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Tambie´n se puede definir la funcio´n de pertenencia de un nu´mero difuso trian-
gular con el intervalo de confianza de nivel α [39]:
Aα = [a
(α)
1 , a
(α)
3 ]
= [a1 + (a2 − a1)α, a3 − (a3 − a2)α], ∀ α ∈ [0, 1]
Operaciones aritme´ticas con Nu´meros Difusos Triangulares. La suma, resta
y multiplicacio´n por un nu´mero real de nu´meros difusos triangulares da como re-
sultado un nu´mero difuso triangular, no sucede as´ı en otras operaciones como en,
Inverso, Divisio´n, Ma´ximo y Mı´nimo, etc.
A continuacio´n se presentan el ejemplo de la suma:
Sean dos nu´meros difusos triangulares A = (a1, a2, a3), B = (b1, b2, b3).
A(+)B = (a1, a2, a3) + (b1, b2, b3)
= (a1 + b1, a2 + b2, a3 + b3)
Con intervalos de confianza:
Aα = [a
(α)
1 , a
(α)
3 ]
= [a1 + (a2 − a1)α, a3 − (a3 − a2)α]
.
Bα = [b
(α)
1 , b
(α)
3 ]
= [b1 + (b2 − b1)α, b3 − (b3 − b2)α]
.
A(+)B = [(a1 + (a2 − a1)α) + (b1 + (b2 − b1)α),
(a3 − (a3 − a2)α) + (b3 − (b3 − b2)α)]
Los nu´meros difusos sera´n de utilidad en los cap´ıtulos siguientes para repre-
sentar el grado de pertenecia, permite pertenencia parcial [2], de los atributos y de
la clase de cada pacientes.
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2.6.6 Operaciones con Conjuntos Difusos.
Las operaciones que son ma´s utilizadas en los conjuntos difusos son la unio´n
(∪) que emplea el operador ma´ximo, interseccio´n (∩) utiliza el operador mı´nimo
sugeridos por Zadeh , la suma lo´gica (∧), el producto (∨), el complemento y la
negacio´n borrosa para las funciones de pertenencia [61]. Las operaciones elementales
que se pueden realizar con los conjuntos difusos son similares a las que se realizan
con los conjuntos tradicionales [39]. Sea A un subconjunto difuso de un conjunto
difuso B, entonces A ⊆ B, si
∀ x ∈ U : µA(x) ≤ µB(x)
En caso de que exista un punto x ∈ U tal que µA(x) 6= µB(x) entonces A ⊂ B[39].
Interseccio´n (min-interseccio´n). La interseccio´n de dos conjuntos difusos A y B punto
a punto se escribe:
µA∩B(x) = min{µA(x), µB(x)}
Unio´n (Max-interseccio´n) La unio´n de dos conjuntos difusos punto a punto se repre-
senta por [39]:
µA∪B(x) = max{µA(x), µB(x)}
Complemento: El complemento de A, viene dado en un conjunto difuso, punto a
punto, y se escribe como:
µAc(x) = 1 − µA(x)
El operador min-interseccio´n pertenece a un tipo de operadores que se deno-
minan normas triangulares (t-normas), este concepto es usado en estad´ıstica para
datos que pertenecen al intervalo [0,1]. Los operadores promedio (compensadores)
intentan estar en una situacio´n intermedia entre los criterios de interseccio´n y unio´n
de las funciones de pertenencia, los operadores se clasifican en parame´tricos o no
parame´tricos. t-normas: Son funciones bivalentes del tipo [0,1] x [0,1]→[0,1] que
satisfacen [39, 2]:
1. t(0,0) = 0
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2. t(µA(x), 1) = t(1, µA(x)) = µA(x), x ∈ X
3. Cumplen la propiedad de monoton´ıa. Si = µA(x) ≤ µC(x) y µB(x) ≤
µD(x) entonces t(µA(x), µB(x) ≤ t(µC(x), µD(x))
4. Son conmutativas; t(µA(x), µB(x)) = t(µB(x), µA(x))
5. Son asociativas; t(µA(x), t(µB(x), µC(x))) = t(t(µA(x), µB(x)), µC(x))
t-conormas: Hay definidos otros operadores para la agregacio´n, son las conor-
mas triangulares, conocidas tambie´n como; s-normas, son funciones bivalentes del
tipo [0,1] x [0,1]→[0,1] que satisfacen [39, 2]:
1. s(1,1) = 1
2. s(µA(x), 0) = s(0, µA(x)) = µA(x), x ∈ X
3. Cumplen la propiedad de monoton´ıa. Si = µA(x) ≤ µC(x) y µB(x) ≤ µD(x)
entonces s(µA(x), µB(x) ≤ s(µC(x), µD(x))
4. Son conmutativas; S(µA(x), µB(x)) = s(µB(x), µA(x))
5. Son asociativas; S(µA(x), s(µB(x), µC(x))) = s(s(µA(x), µB(x)), µC(x))
Las t-normas y las t-conormas son conceptos “duales”. Cualquier t-norma se puede
generar de una t-conorma a trave´s de la siguiente relacio´n:
t(µA(x), µB(x)) = 1 − s(1 − µA(x), 1 − µB(x))
Existen otros operadores que satisfacen las condiciones para ser t-normas y t-
conormas. Hay diversas formas de combinar nu´meros difusos y procedimientos para
relacionarlas, esto es u´til por ejemplo en el ana´lisis de la decisio´n. Se muestran a
continuacio´n algunos de los ma´s comunes [39]:
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Producto dra´stico:
tw(µA(x), µB(x)) =


min(µA(x), µB(x)), si max(µA(x), µB(x)) = 1
0, en otro caso.
Suma dra´stica:
sw(µA(x), µB(x)) =


max(µA(x), µB(x)), si min(µA(x), µB(x)) = 0
1, en otro caso.
2.6.7 Reglas Difusas.
Las reglas difusas son de la forma “Si x es b entonces y es w”, se conoce como
antecedente “si x es b” y como consecuente “y es w” representa a las funciones de
pertenencia. La primer parte de las reglas esta´ formada por los datos que previamente
se han fuzzificado y se aplica cualquier operador difuso (or o and), la segunda parte se
aplica algu´n me´todo de implicacio´n al consecuente (por ejemplo: Mı´nimo, producto)
[2, 30].
2.6.8 Sistema Difuso.
Un Sistema Difuso esta´ compuesto por los atributos de entrada difusos (funcio-
nes de pertenencia), reglas difusas, defuzzificacio´n (se procesa la informacio´n arro-
jada por las reglas) y se obtiene un resultado preciso [30, 2]. Para llegar al resultado
final el sistema difuso pasa por 5 procesos [2] :
1. Fuzzificar los Atributos de Entrada: Verificar el grado de pertenencia que tienen
los datos de entrada, cada funcio´n de pertenencia esta limitada en un rango
determinado, es decir, el valor nume´rico que se le da te´rmino lengu¨´ıstico, por
ejemplo, al te´rmino “poco fr´ıo” se puede definir en un rango [1,5] y el grado de
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pertenencia siempre es esta entre 0 y 1, cuando ya se tiene la variable definida,
como una o varias funciones de pertenencia, se dice que se ha fuzzificado la
variable de entrada.
2. Aplicar Operador Difuso: Despue´s que se fuzzificadan las variables de entrada,
se sabe el grado de pertenencia cada regla si es que el antecedente es de un solo
elemento, de lo contrario, si se tiene un antecendete con 2 o´ ma´s elementos, se
aplica un operador difuso (or o and) y se obtiene el valor de la regla. Ese valor
se usara´ para obtener el resultado final.
3. Aplicar Me´todo de Implicacio´n: Primero se le da peso a cada regla antes de
aplicar el me´todo de implicacio´n, cada regla tiene un peso entre 0 y 1, por
lo general el peso siempre es 1, para no afectar el procesos de implicacio´n. El
valor que usa el proceso de implicacio´n es un nu´mero proporcionado por el
antecedente y el resultado es un conjunto difuso. El me´todo de implicacio´n
se realiza para cada regla. Los me´todos de implicacio´n son: El mı´mimo y el
producto.
4. Agregar Todos los Resultados. El resultado de las reglas despue´s de que se
aplico´ el me´todo de implicacio´n se combina y es agrupado en un conjunto
difuso, no importa el orden en que las reglas sean ejecutadas ya que el me´todo
de implicacio´n es conmutativo.
5. Defuzzificacio´n: El valor que recibe el me´todo de defuzzificacio´n es el conjunto
difuso generado de la agregacio´n y el resultado que arroja es un valor u´nico,
es decir, recibe del proceso de agregacio´n un rango de valores de salida, por lo
que se requiere la defuzzificacio´n para obtener un solo resultado. Hay diversos
me´todos para la defuzzificacion [30]:
Centroide: El valor que se obtiene es el centro del a´rea bajo la curva.
Bisector: Considera el a´rea bajo la curva y arroja como resultado el punto
en donde se divide en dos partes iguales.
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El mayor de los ma´ximos: En te´rminos de magnitud, es el mı´nimo de los
valores ma´ximos obtenidos despue´s de la agregacio´n.
El menor de los ma´ximos: En te´rminos de magnitud, es el mı´nimo de los
valores ma´ximos obtenidos despue´s de la agregacio´n
La media de los ma´ximos: Se obtiene el promedio de los valores ma´ximos
que se obtienen de la agregacio´n y se ca´lcula un valor singleton.
En la Figura 2.3 se muestran los me´todos de defuzzificacio´n para obtener un valor
preciso de un sistema difuso.
Menor  de los Máximos.
Mayor de los Máximos.
Centroide del  Área.
Bisector del Área.
Media de los Máximos.
Figura 2.3: Me´todos Defuzzificacio´n [30]
Para elegir el me´todo defuzzificacio´n se realizaro´n varios experimentos proban-
do los diferentes me´todos, el que proporciono´ los mejores resultados es el me´todo del
centroide por lo que fue el que se empleo en todos los experimentos.
En la imagen 2.4 se muestra el proceso completo del sistema difuso.
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Figura 2.4: Proceso Sistema Difuso [2]
2.7 Conclusiones.
En este trabajo el problema abordado es considerado y modelado como un
problema de clasificacion multicriterio es por ello que se ha incluido una seccio´n
en la que se presentan los fundamentos de la teor´ıa de la decisio´n multicriterio
(MCDM). En la seccio´n 2.4 se expone una breve introduccio´n a la teor´ıa de los
Conjuntos Aproximados (Rough Sets) por que en la metodolog´ıa de apoyo a la
decisio´n propuesta en el cap´ıtulo 4 se hace uso de esta teor´ıa para generar las reglas
que conformara´n el sistema difuso. Finalmente, en la secci/’on 3 se presentan los
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fundamentos de la teor´ıa de Conjuntos Difusos (Fuzzy Sets), esto es debido a que
en el cap´ıtulo 4 se hace uso de esta teor´ıa para definir las funciones de pertenencia
de las reglas del sistema difuso propuesto en la metodolog´ıa.
Cap´ıtulo 3
Descripcio´n del Problema.
3.1 Introduccio´n.
En este cap´ıtulo se describe el objeto de la presente investigacio´n desde la
perspectiva de las metodolog´ıas de solucio´n ma´s reconocidas hasta el momento: las
radiograf´ıas de la mano-mun˜eca y las ve´rtebras cervicales. Se muestra que au´n no
existe una solucio´n satisfactoria para el problema de la estimacio´n de la maduracio´n
o´sea, y porque los me´todos basados en ve´rtebras cervicales resultan ma´s atractivos
que los basados en mano-mun˜eca.
En la seccion (3.2) siguiente se describe el problema de la estimacio´n del po-
tencial de crecimiento en nin˜os y adolescentes resaltando la relacio´n entre este y la
maduracio´n o´sea, y entre esta y el proceso de maduracio´n de la denticio´n. Se pre-
sentan tambie´n los retos a los cuales hay que enfrentar en la solucio´n del mismo
as´ı como sus caracter´ısticas principales. En la secciones 3..3 se describen me´todos
cla´sicos empleados para estimar la maduracio´n o´sea, mientras que en la siguientes
secciones (3.4 y 3.5) se describe el estado del arte en la estimacio´n de la maduracio´n
o´sea. Finalmente (seccio´n 6) se presentan las conclusiones del cap´ıtulo.
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3.2 Descripcio´n de Aspectos Relevantes del
Problema de la Estimacio´n de la Maduracio´n
O´sea.
Para establecer que un nin˜o padece alguna anomal´ıa con su crecimiento es
conveniente conocer los casos y la edad de los nin˜os que crecen de manera normal.
Es decir si un nin˜o de 8 an˜os edad con estatura baja tiene una edad o´sea que indique
el pro´ximo fin del crecimiento significa que sera´ un hombre de estatura baja, por
el contrario si el mismo nin˜o tiene una edad o´sea temprana quiere decir que tiene
retraso en el crecimiento y podra´ crecer posiblemente alcanzando una estatura alta.
La maduracio´n o´sea hace referencia al grado de desarrollo de los huesos [31, 27], lo
que indica el desarrollo que el nin˜o ha logrado y lo que le resta por alcanzar, esta no
siempre coincide con la edad cronolo´gica.
En cualquier caso donde se requiera saber el crecimiento actual y esperado
del paciente es importante determinar la madurez o´sea como parte conjunta del
tratamiento en una edad precoz. Algunos tratamientos obtienen mejores resultados
biolo´gicos cuando se inician, modifican o cambian cuando se encuentran cerca del
pico de crecimiento del paciente o en algu´n estad´ıo de madurez determinado [38].
Es importante tener un indicador de la maduracio´n o´sea que sea preciso, dado
que este servira´ para aplicar el tratamiento que garantice los resultados planeados.Se
han realizado diversos estudios empleando diversas partes del cuerpo buscando un
esta´ndar y una manera simple de obtener un buen indicador de madurez o´sea.
Hasta la fecha los me´todos ma´s populares para estimar la maduracio´n o´sea se
basan en radiograf´ıas de mano-mun˜eca, por los buenos resultados que se obtienen
mediante el ana´lisis de gran nu´mero de huesos que permiten observar y clasificar
el crecimiento, aunque es complicado observar claramente el desarrollo en todos los
huesos de intere´s porque por lo general se superponen unos sobre otros en la radio-
Cap´ıtulo 3. Descripcio´n del Problema. 43
graf´ıa, lo que dificulta el ana´lisis, por otra parte se expone al individuo a radiaciones
adicionales.
Disminuir la exposicio´n a las radiaciones del paciente y encontrar un me´todo
que sea fa´cil y sencillo de interpretar son los objetivos de las nuevas investigaciones
para estimar la maduracio´n o´sea por medio de radiograf´ıas laterales de las ve´rtebras
cervicales. Estos me´todos solo requieren una radiograf´ıa del paciente, y los huesos que
se estudian son ma´s visibles en estas radiograf´ıas que en los de la mano-mun˜eca. En
estudios recientes se ha demostrado que los resultados obtenidos con las radiograf´ıas
de las ve´rtebras cervicales son va´lidos como los que se obtienen cuando se estudian
las radiograf´ıas de mano-mun˜eca [69, 7, 18].
Aunque se ha logrado avanzar y eliminar algunas de las desventajas tales como
la radiacio´n adicional y la reduccio´n de huesos a analizar au´n queda trabajo por
hacer ya que los estudios que se han realizado hasta el momento, pero carecen de
una precisio´n que permita a los especialistas conocer con precisio´n el estad´ıo de
crecimiento del nin˜o dentro ya que algunos tratamientos ortope´dicos y pedia´tricos
as´ı lo requieren [38, 36]. Hasta la fecha no se ha encontrado un me´todo que sea
eficiente, preciso, y simple de usar e interpretar[36].
3.3 Estudios Realizados Estimar la Maduracio´n
O´sea Segu´n la Anatom´ıa del Cuerpo.
En el siguiente cuadro se presentan algunos estudios realizados para estimar la
maduracio´n o´sea con base en diferentes partes del cuerpo.
Cap´ıtulo 3. Descripcio´n del Problema. 44
Zona anato´mica Autor An˜o
Mano Greulich-Pyle [22] 1959
Sinclair et al. [56] 1960
Tanner-Whitehouse [63] 1965
Roche et al. (Me´todo Fels) [51] 1988
Tanner-Gibbons (Me´todo CASAS) [62] 1994
Chumela et al. [13] 1989
Rodilla Pyle-Hoerr [49] 1955
Schunk et al. [55] 1987
Tobillo y pie Hoerr-Pyle [29] 1962
Erasmie-Ringertz [16] 1980
Cadera Argemi-Badia 1997
Kim et al. [32]
Ve´rtebras Cervicales Lamparski [34] 1975
Hassel y Farman [27] 1995
Lamparski y Nanda [35] 2002
San Roman et al. [52] 2002
Tabla 3.1: Me´todos de evaluacio´n de la maduracio´n o´sea [36, 58]
Los estudios que han tenido mayor aceptacio´n entre los especialistas son los
que se realizan a trave´s de radiograf´ıas de mano- mun˜eca y en an˜os recientes los
estudios que se realizan con radiograf´ıas laterales de las ve´rtebras cervicales.
3.4 Metodolog´ıa con Radiograf´ıas de
Mano-Mun˜eca.
Segu´n Ceglia [11] los huesos que se identifican en la radiograf´ıa de mano-mun˜eca
son:
1. Dia´fisis de la falange distal del pulgar(DP1).
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2. Dia´fisis de la falange proximal del pulgar(PP1).
3. Hueso sesamoideo en la articulacio´n metacarpofala´ngica pulgar(S).
4. Dia´fisis de la falange distal del dedo ı´ndice(DP2).
5. Dia´fisis de la segunda falange del dedo ı´ndice(MP2).
6. Dia´fisis de la falange proximal del dedo ı´ndice(PP2).
7. Dia´fisis de la falange distal del dedo medio(DP3).
8. Dia´fisis de la segunda falange del dedo medio(MP3).
9. Dia´fisis de la falange proximal del dedo medio(PP3).
10. Dia´fisis de la falange distal del dedo anular(DP4).
11. Dia´fisis de la segunda falange del dedo anular(MP4).
12. Dia´fisis de la falange proximal del dedo anular(PP4).
13. Dia´fisis de la falange distal del dedo men˜ique(DP5).
14. Dia´fisis de la segunda falange del dedo men˜ique(MP5).
15. Dia´fisis de la falange proximal del dedo men˜ique(PP5).
16. Dia´fisis del primer hueso metacarpiano(ver Imagen 3.1).
17. Dia´fisis del segundo hueso meta-carpiano.
18. Dia´fisis del tercer hueso metacarpiano
19. Dia´fisis del cuarto hueso metacarpiano.
20. Dia´fisis del quinto hueso metacarpiano.
21. Trapecio.
22. Trapezoide.
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23. Hueso grande
24. Ganchoso.
25. Apo´fisis uniforme del ganchoso(H).
26. Piramidal.
27. Pisiforme(Pisi).
28. Semilunar.
29. Escafoides.
30. Dia´fisis distal del Radio(R).
31. Dia´fisis distal del cu´bito.
Figura 3.1: Radiograf´ıa Mano
La mano-mun˜eca esta´ formada por 8 huesos cortos, cuyo conjunto constituye
el esqueleto de la mun˜eca o carpo, 5 huesos largos que forman el metacarpo y por
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u´ltimo 14 huesos llamados falanges que constituyen el esqueleto de los dedos como se
observa en las Figuras 3.2 y 3.3. Los estad´ıos de crecimiento de los dedos se valoran
segu´n la relacio´n ep´ıfisis- dia´fisis que son 3 diferentes [11]:
Epífisis de la 
falange distal 
Epífisis de la segunda 
o falange intermedia
Epífisis de la
 falange proximal
Epífisis del tercer
 hueso metacarpiano
Figura 3.2: Radiograf´ıa Mano [3].
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Figura 3.3: Radiograf´ıa Mano [4].
1. La ep´ıfisis tiene la misma anchura que la dia´fisis.
2. La dia´fisis rodea a la ep´ıfisis como capucho´n.
3. La ep´ıfisis osifica con la dia´fisis.
Segu´n el ana´lisis de la radiograf´ıa de mano de Bjork, Grave y Brown, se iden-
tificaron los siguientes estad´ıos de maduracio´n [11].
1. Primer estad´ıo de maduracio´n: La dia´fisis de la falange proximal del dedo
ı´ndice(PP2), muestra la misma anchura que la ep´ıfisis
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Figura 3.4: Primer Estad´ıo
2. Segundo estad´ıo de maduracio´n: La dia´fisis de la segunda falange del dedo
medio (MP3), muestra la misma anchura que la ep´ıfisis.
Figura 3.5: Segundo Estad´ıo
3. Tercer estad´ıo de maduracio´n:
(Pisi): Osificacio´n visible del hueso pisiforme.
(H): Osificacio´n de la apo´fisis uniforme del ganchoso.
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(R): Anchura equivalente de la dia´fisis y ep´ıfisis del R.
Figura 3.6: Tercer Estad´ıo
4. Cuarto estad´ıo de maduracio´n:
(S): Inicio de la mineralizacio´n del sesamoideo.
(H2): Osificacio´n avanzada de la ap. unc. del ganchoso.
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Figura 3.7: Cuarto Estad´ıo
5. Quinto estad´ıo de maduracio´n:
(MP3 cap.): La dia´fisis rodea a modo de capucho´n a la ep´ıfisis, a nivel de
la segunda falange del dedo medio.
(P1 cap.): En la falange proximal del pulgar.
(R cap.): En el Radio.
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Figura 3.8: Quinto Estad´ıo
6. Sexto estad´ıo de maduracio´n: (DP3u.): Fusio´n visible de la dia´fisis y ep´ıfisis de
la falange distal del dedo medio. Al alcanzarse este estad´ıo evolutivo, termina
el brote de crecimiento puberal.
Figura 3.9: Sexto Estad´ıo
7. Se´ptimo estad´ıo de maduracio´n: (PP3u.): Fusio´n visible de la dia´fisis y ep´ıfisis
de la falange proximal del dedo medio.
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Figura 3.10: Se´ptimo Estad´ıo
8. Octavo estad´ıo de maduracio´n: (MP3u.): Fusio´n visible de la dia´fisis y ep´ıfisis
de la segunda falange del dedo medio.
Figura 3.11: Octavo Estad´ıo
9. Noveno estad´ıo de maduracio´n: (Ru.) Osificacio´n completa de la dia´fisis y
ep´ıfisis del radio. Al llegar a este estad´ıo, termina la osificacio´n de todos los
huesos de la mano, y al mismo tiempo, el crecimiento o´seo.
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Figura 3.12: Noveno Estad´ıo
El ana´lisis de la radiograf´ıa de mano-mun˜eca es directo, se observan los centros de
osificacio´n y el crecimiento que muestren en el transcurso del tiempo. Si se encuentran
anormalidades es posible que exista algu´n desorden en el desarrollo esqueletal del
nin˜o. Este indicador es u´til en el seguimiento de tratamientos como la terapia de
crecimiento hormonal, desordenes endocrinolo´gico y en la planeacio´n de correccio´n
de deformidades en huesos largos o la columna vertebral, este indicador tambie´n es
u´til para determinar la talla final del individuo [67].
La edad en que ocurre el crecimiento, la velocidad y el tiempo de duracio´n, es
diferente en cada nin˜o [27]. Conocer estos datos es importante cuando se requiere
hacer una planeacio´n sobre el tratamiento pedia´trico de un infante [31].
El crecimiento esta´ relacionado con la maduracio´n esqueletal, es decir, los hue-
sos atraviesan por una serie de cambios cuando se da el crecimiento. Estos cambios
se pueden observar mediante el estudio de las radiograf´ıas tomadas de mano-mun˜eca
que permiten seguir la evolucio´n que sufren los huesos a trave´s del tiempo [27], lo
que sugiere que se puede establecer al menos una aproximacio´n del crecimiento del
paciente o un prono´stico del crecimiento que se espera que el nin˜o desarrolle en los
siguientes an˜os de su vida [31].
Los me´todos que se han empleado con ma´s aceptacio´n son 2: El me´todo del
atlas y el me´todo cuantitativo [67].
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El primer me´todo es el de Greulich and Pyle [22], su estudio se basa en la detec-
cio´n de cambios en la apariencia de los centros de osificacio´n mediante radiograf´ıas
de la mano-mun˜eca izquierda de nin˜os y nin˜as cauca´sicos de clase social media alta
de los Estados Unidos en el an˜o 1931-1942 [28]. Las radiograf´ıas esta´n agrupadas
por sexo y edad, el estudio finalizo´ con la obtencio´n de un atlas representativo pa-
ra esta poblacio´n, pero este atlas hasta la fecha no ha cambiado desde su versio´n
original. Este atlas es u´til en la pra´ctica cl´ınica para evaluar la madurez nin˜os que
tienen diferentes ra´ıces e´tnicas como africano-americana, asia´ticas, hispanas, entre
otras [67].
Para establecer el grado de madurez se realiza una comparacio´n de la radio-
graf´ıa bajo estudio con las radiograf´ıas incluidas en el atlas que contiene la madurez
o´sea, y es asignada a la que se aproxime ma´s o se coloca dentro de las dos a las
cuales ma´s se aproxime. Aunque se considera un me´todo sencillo se requiere cier-
ta experiencia para reconocer los indicadores de madurez [28, 67]. Algunas de las
desventajas de este me´todo son:
No se estima la madurez o´sea, se asigna por similitud una radiograf´ıa bajo
estudio a un esta´ndar promedio lo que no garantiza que la clasificacio´n sea
correcta.
Es dif´ıcil asignar un estado de edad o´sea cuando los centros de maduracio´n
esta´n ma´s avanzados que otros [28].
La evaluacio´n es subjetiva, la clasificacio´n de un evaluador A no necesariamente
es la misma que la un evaluador B, esto depende de la experiencia que tenga
cada uno [67].
En el estudio solo se consideran nin˜os cauca´sicos.
El segundo es el me´todo de Tanner y Whitehouse [63]. En el que se proponen agregar
puntuaciones a los centros de osificacio´n de nin˜os y nin˜as brita´nicos. Al sumar las
puntaciones se obtiene la edad o´sea en te´rminos nume´ricos para ser analizada con
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me´todos estad´ısticos. De esta manera se determina la etapa de maduracio´n en la que
se encuentra con base en los datos que se tengan como referencia [28]. Algunas de
las desventajas de este me´todo son:
Se considera complicado el ca´lculo matema´tico de esta ponderacio´n por los
especialistas.
Los huesos se transponen algunas ocasiones impidiendo que se observen clara-
mente el desarrollo de los huesos que se requieren para el estudio.
Los nin˜os en los que se baso la investigacio´n eran de clase baja [28].
Demanda gran cantidad de tiempo y experiencia [67, 28].
Se emplea ma´s de una radiograf´ıa [36].
El crecmiento en los huesos de las mano algunas veces son tan pequen˜os que
resulta dif´ıcil observarlos [28].
Una de las desventajas ma´s importantes de este me´todo es que tanto el atlas como
la puntuacio´n de los centros de osificacio´n esta´n basados solo en una muestra repre-
sentativa de un grupo e´tnico, lo que indica que no puede ser aplicado a todos los
nin˜os del mundo de manera esta´ndar, por ejemplo un nin˜o en Espan˜a se desarrolla
ma´s ra´pido que un nin˜o ingle´s [28].
Una de las ventajas de este me´todo es que se observan una gran cantidad de
huesos en los que se puede observar los cambios morfolo´gicos a trave´s del tiempo.
Debido a los problemas que se presentan al estudiar la maduracio´n o´sea a
trave´s de radiograf´ıas de mano-mun˜eca, se ha buscado una alternativa que elimine
las desventajas de esta metodolog´ıa y proporcione el mismo grado de validez al
estimar este indicador.
En los diversos intentos por encontrar tal indicador el que se ha demostrado que
es igual de confiable que el de las radiograf´ıas de mano-mun˜eca es el que se realiza
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con radiograf´ıas cefalome´tricas laterales de las ve´rtebras cervicales. En el siguiente
apartado se explica con ma´s detalle esta´ metodolog´ıa.
3.5 Metodolog´ıa con Radiograf´ıas Laterales
de las Ve´rtebras Cervicales.
Las radiograf´ıas laterales de las ve´rtebras cervicales, ver Figura 3.13, se reali-
zan para identificar problemas ortodo´ncicos [27], anomal´ıas dentales, en este contexto
una radiograf´ıa es u´til para el diagno´stico dental y para la estimacio´n de la madura-
cio´n o´sea, con esto se elimina la necesidad de radiograf´ıas adicionales como se hace
con las radiograf´ıas de mano-mun˜eca, solo se estudian de 6 a 3 ve´rtebras cervicales
dependiendo la metodolog´ıa que se emplee, adema´s de que las forma de las ve´rte-
bras se observa con mayor claridad que los huesos que se estudian en las radiograf´ıas
mano-mun˜eca.
7 Vértebras Cervicales
12 Vértebras Torácicas
5 Vértebras Lumbares
Figura 3.13: Ve´rtebras Cervicales [5]
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Lamparski es de los primeros en estudiar esta parte anato´mica del cuerpo,
propone estudiar 6 ve´rtebras cervicales, por medio de radiograf´ıas laterales ofreciendo
los siguientes beneficios:
Los indicadores son los mismos para hombres y mujeres.
Los resultados son tan confiables como los obtenidos con radiograf´ıas de mano-
mun˜eca.
Empleo de una sola Radiograf´ıa.
Se estudian solo 6 ve´rtebras.
Las caracter´ısticas de las ve´rtebras que en este estudio se consideran importantes
son:
Alturas posteriores, anteriores y medias de las ve´rtebras cervicales
Anchos inferiores, medios y superiores de las ve´rtebras cervicales
Diferencias entre las alturas posteriores y anteriores de la tercera a la sexta
ve´rtebra cervical
Diferencias entre los anchos de la tercera a la sexta ve´rtebra cervical
Lamparski clasifica la edad o´sea dentro de 6 estad´ıos (Figura 3.14):
1. Iniciacio´n: Los bordes inferiores de la segunda (C2), tercera (C3) y cuarta (C4)
ve´rtebra cervical, esta´n planas. La C3 y C4 se encuentran en forma de cun˜a y
sus bordes superiores esta´n afilados desde posterior a anterior. Del 80 al 100%
de crecimiento puberal no se ha presentado en este estad´ıo.
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2. Aceleracio´n: Se empiezan a desarrollar concavidades en el borde inferior de
la C2. Los cuerpos de la C3 y C4 esta´n casi rectangulares. Del 65-85% del
crecimiento puberal esta´ por darse.
3. Transicio´n: Se ven notables concavidades en los bordes inferiores de C2 y C3.
Los cuerpos vertebrales de la C3 y C4 son rectangulares. El crecimiento ado-
lescente se acelera hacia la velocidad del pico de crecimiento y solo resta un
25-65% de crecimiento puberal.
4. Desaceleracio´n: Se ven concavidades muy claras en los bordes inferiores de C2,
C3 y C4. Los cuerpos vertebrales de C3 y C4 son ma´s o menos cuadrados. Solo
queda del 10-25% del crecimiento puberal por expresarse.
5. Maduracio´n: En este estad´ıo se presenta la maduracio´n final con un 5-10%
restante de crecimiento puberal. Se observan concavidades acentuadas en los
bordes inferiores de C2, C3, C4,C5 y C6. Los cuerpos vertebrales de C3 y C4
son casi de forma cil´ındrica.
6. Completacio´n Se ven concavidades profundas en los bordes inferiores de C2 a
C6. Los cuerpos vertebrales son mayores verticalmente que horizontalmente.
El crecimiento puberal ha terminado.
Figura 3.14: Estados de Maduracio´n
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Hassel&Farman realizaro´n un estudio con una muestra de 11 grupos de 10 hombres
y 10 mujeres (220 individuos) de entre 8 y 18 an˜os, nin˜os y adolescentes blancos
y la mayor´ıa de descendencia del norte de Europa. Usaron radiograf´ıas de mano-
mun˜eca y cefalograf´ıas laterales, la seleccio´n se hizo de manera aleatoria [27], para la
evaluacio´n de la maduracio´n o´sea de las radiograf´ıas de la mano se utilizo´ el me´todo
propuesto por Fishman que incluye 11 indicadores de maduracio´n esqueletal (SMI).
Luego se dibujaron en papel mate la segunda, tercera y cuarta ve´rtebra.
Se emplearon solo radiograf´ıas que ten´ıan buen contraste y que se pod´ıan ob-
servar claramente. 10 nin˜os y 10 nin˜as se asignaron en cada uno de los once grupos
posibles del SMI: De manera aleatoria se seleccionaron 20 individuos, 11 nin˜as y 9
nin˜os, dos evaluadores A y B analizaron estas 20 radiograf´ıas y un evaluador B.H.,
determino´ el error de inter-operador que existe en la clasificacio´n de los individuos,
el error de intra-operador de clasificacio´n que se realizo´ 3 semanas despue´s tam-
bie´n la hizo el evaluador B. Las radiograf´ıas laterales de las ve´rtebras cervicales de
los mismos pacientes se utilizaron para la clasificacio´n que se llevo´ a cabo por los
mismos evaluadores A y B, observaron las ve´rtebras segunda, tercera y cuarta y
posteriormente realizaron una clasificacio´n que se comparo´ con la obtenida con las
radiograf´ıas de la mano-mun˜eca en busca de correlacio´n.
Definieron 6 etapas de maduracio´n con base en las radiograf´ıas de las ve´rtebras
cervicales que se asociaron a las categor´ıas SMI como sigue:
Iniciacio´n: SMI 1 y 2.
Aceleracio´n: SMI 3 y 4.
Transicio´n: SMI 5 y 6.
Desaceleracio´n: SMI 7 y 8.
Maduracio´n: SMI 9 y 10.
Completacio´n: SMI 11.
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Las comparaciones entre las clasificaciones que se efectuaron por los evalua-
dores A y B mostraron diferencias insignificantes demostrando una alta correlacio´n
entre las radiograf´ıas de mano-mun˜eca y radiograf´ıas laterales de las ve´rtebras cer-
vicales, los puntos importantes en el que se observa el cambio segu´n el estado de
madurez que se adquiere con el tiempo son la forma de las ve´rtebras tercera y cuarta
que toman alguna tal como cun˜a, cuadrada, recta´ngulo mayor horizontal o vertical-
mente, as´ı tambie´n se considera importante el cambio que hay en la concavidad del
borde inferior de las ve´rtebras segunda, tercera y cuarta [27].
Lo´pez&Prado [36] realizaron su propia investigacio´n en busca de una metodo-
log´ıa que pueda ser usada como un esta´ndar para la estimacio´n de la maduracio´n
o´sea en ella emplearon el registro de 80 nin˜os y 80 nin˜as con oclusio´n normal, con
edades entre 9 y 16 an˜os, originarios de Matanzas, Cuba. Ellos observaron que las
investigaciones recientes no contaban con un indicador preciso con respecto al mo-
mento en que se da la transicio´n entre una etapa y otra, ese umbral de cambio es el
que se considero´ en su trabajo agregando etapas de transicio´n o de cambio de una
etapa a otra, como se observa a continuacio´n en la Tabla 3.2.
Etapas Etapas de trancisio´n
Iniciacio´n Iniciacio´n→Aceleracio´n
Aceleracio´n Aceleracio´n→Transicio´n
Transicio´n Transicio´n→Desaceleracio´n
Desaceleracio´n Desaceleracio´n→Maduracio´n
Maduracio´n Maduracio´n→Finalizacio´n
Finalizacio´n
Tabla 3.2: Etapas de Transicio´n Propuestas por Lo´pez&Prado[36].
Principalmente el trabajo se fundamento´ en el ana´lisis de datos con los Con-
juntos Aproximados (Rough Sets), por ello en el conjunto de datos se realizaron
cortes para tener atributos de baja cardinalidad, es decir se discretizaron los datos
en te´rminos lingu¨´ısticos.
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Luego con base en criterios que fueron evaluados por un experto, se realiz’o
una caracterizacio´n de la segunda, tercera y cuarta ve´rtebra, los atributos que se
consideran para formar la tabla de decisio´n son 12 de condicio´n y uno de decisio´n;
los atributos de condicio´n son:
Los atributos 2AngMC, 3AngMC y 4AngMC describen el a´ngulo de madura-
cio´n de la segunda, tercera y cuarta ve´rtebra, para cada atributo el dominio los
valores “plano”, “ligeramente co´ncavo”, “co´ncavo” y “co´ncavo pronunciado”,
respectivamente.
Los atributos 2ABP y 3ABP representan la altura del borde posterior de la
segunda y tercera ve´rtebra, cada atributo tiene como dominio los valores “no
significativo”, “significativo” y “muy significativo”.
Los atributos 2Ancho, 3Ancho y 4Ancho representan el ancho de la segunda,
tercera y cuarta ve´rtebra, cada atributo tiene como dominio los valores “no
significativo”, “significativo” y “muy significativo”.
Los atributos 3Aba y 4Aba representan la altura del borde anterior de la
tercera y cuarta ve´rtebra, cada atributo tiene como dominio los valores “no
significativo”, “significativo” y “muy significativo”
Los atributos 3forma y 4forma representan la forma de la tercera y cuarta ve´rte-
bra, cada atributo tiene como dominio los valores “cuna˜ moderada”, “cuna˜ pro-
nunciada”, “cuadrada”, “recta´ngulo ma´s ancho que alto” y “recta´ngulo ma´s
alto que ancho”.
Y el atributo de decisio´n “Etapa” que tiene como dominio los valores “’Ini-
ciacio´n”, “Iniciacio´n-Aceleracio´n”, “Aceleracio´n”, “Aceleracio´n-Transicio´n”, “Tran-
sicio´n”, “Transicio´n-Desaceleracio´n”, “Desaceleracio´n”, “Desaceleracio´n-Madurez” ,
“Madurez”, “Madurez-Terminacio´n” y “Terminacio´n”.
Al contar con el estado de maduracio´n de las ve´rtebras se realizo´ la clasifi-
cacio´n del individuo a la etapa de maduracio´n correspondiente. Luego se aplico´ la
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metodolog´ıa de los Conjuntos Aproximados a los datos que previamente se hab´ıan
discretizado y categorizado, primero se obtuvieron reductos de la tabla por medio de
alguna metodolog´ıa como algoritmos gene´ticos o redes Neuronales y luego las reglas
de decisio´n que fueron 609 y 608 para nin˜os y 485 y 359 para nin˜as respectivamente,
es un nu´mero muy grande de reglas, por lo que se considero´ que los resultados no
fueron buenos ya que se buscaba minimizar el nu´mero de reglas maximizando la
cobertura y exactitud de las mismas.
Entonces se opto´ por determinar las reglas de decisio´n directamente de la tabla
discretizada o tabla de decision, se probaron cuatro algoritmos: algoritmo exhaus-
tivo, algoritmo gene´tico, algoritmo de cobertura y algoritmo LEM2 (Learning from
Examples Module v2) [26, 24, 25]. El algoritmo LEM2 fue el que arrojo mejores
resultados, adema´s, el me´todo LEM2 tiene la opcio´n de variar el para´metro de co-
bertura, el cual var´ıa de 0 a 1 [17], con un para´metro de cobertura con valor de 0.95
se obtuvieron 24 reglas que logran una gran cobertura de los datos de los nin˜os, para
los datos de las nin˜as con un para´metro de cobertura con valor de 0.95 se obtienen
22 reglas obteniendo los mejores resultados en cuanto a cobertura y exactitud de
entre los 4 algoritmos comparados.
Despue´s de realizar un ana´lisis de sensibilidad concluyerron que los atributos
relacionados a la concavidad inferior y a la forma de las ve´rtebras son muy sensibles a
variaciones de dos por ciento. Concluyeron que la maduracio´n o´sea puede modelarse
como un problema de clasificacio´n multicriterio que puede resolverse eficientemente
con Conjuntos Aproximados generando reglas de decisio´n. Agregar etapas de tran-
sicio´n es de gran utilidad para tener una mejor clasificacio´n y ma´s aproximada a la
realidad, adema´s de que es un concepto original de su investigacio´n enriqueciendo y
dando otro punto de vista para este indicador de madurez. Aunque la metodolog´ıa
es buena, se duda pueda generalizarse, puesto que hace falta ma´s experimentacio´n
para comprobar la confiabilidad con respecto al conjunto mı´nimo de reglas, el nivel
de cobertura y su precisio´n.
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3.6 Radiograf´ıas Mano-mun˜eca vs Laterales de
las Ve´rtebras Cervicales.
De los diversos indicadores que buscan encontrar el grado de crecimiento se
han estudiado: edad cronolo´gica, altura, desarrollo dental, desarrollo esqueletal y
desarrollo vertebral. El indicador mano-mun˜eca se considera el mejor indicador de
madurez [52]. Esta distincio´n se ha logrado en gran parte por que se puede rela-
cionar directamente con el crecimiento esperado. Unos de los inconvenientes que
presenta este´ me´todo es que se expone al paciente a una serie de radiaciones ya que
se necesitan varias radiograf´ıas para su evaluacio´n [52]. El estudio de radiograf´ıas de
mano-mun˜eca permite el seguimiento del desarrollo de una gran cantidad de huesos
[52], aunque algunas ocasiones dicho crecimiento es tan pequen˜o que es dif´ıcil de ob-
servar. Otras veces los huesos se transponen en la radiograf´ıa lo que hace complicado
identificar el crecimiento de los huesos transpuestos.
Por otra parte, estudiar la maduracio´n o´sea usando radiograf´ıas laterales de las
cervicales ha tomado popularidad en an˜os recientes demostrando que sus resultados
son tan va´lidos como los que se obtienen con radiograf´ıas mano-mun˜eca [59, 59, 52,
64, 8, 37, 21], por eso se considera que es un buen indicador de la madurez. Las
caracter´ısticas ma´s atractivas de este me´todo son: solo se requiere a lo mucho el
estudio de 6 ve´rtebras (segunda, tercera, cuarta, quinta y sexta) y en el mejor de
los casos solo se requieren de 3 (segunda, tercera y cuarta) [8], para definir el estado
de madurez se requiere observar las caracter´ısticas f´ısicas de la ve´rtebra tales como:
altura borde anterior, altura borde posterior, concavidad de la ve´rtebra, el ancho
y la forma [52]. Estos rasgos pueden observarse con claridad y se pueden obtener
las medidas longitudinales de las ve´rtebras y la forma, por lo que se puede estimar
la maduracio´n o´sea de manera ma´s simple que la que se realiza con radiograf´ıas de
mano-mun˜eca.
Adema´s de que al paciente ya no se le expone a radiaciones extra por que este
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estudio solo requiere una radiograf´ıa [50].
3.7 Conclusiones.
El problema de estimacio´n del potencial de crecimiento esta directamente re-
lacionado con la estimacio´n de la etapa de maduracio´n o´sea en la que se encuentra
un paciente (nin˜o o adolescente), sin embargo para estimar aquel se necesita una
mayor precisio´n de la requerida para estimar las etapas de maduracio´n o´sea. Esto
hace posible que se puedan derivar me´todos para estimar el potencial de crecimiento
a partir de metodolog´ıas disen˜adas para estimar la maduracion osea.
Aunque prevalece el uso del me´todo de las radiograf´ıas de mano-mun˜eca para
estimar la maduracio´n o´sea en el a´mbito cient´ıfico, este no ha tenido un impacto
significativo en la pra´ctica profesional, posiblemente por que resulta complicado rea-
lizar el procedimiento y obtener resultados satisfactorios. Debido a que se basa en
un sistema de puntuacin˜on que se le otorga a los centros de osificacio´n de las manos
y mun˜ecas izquierdas respectivamente, labor que se realiza por observacio´n f´ısica de
radiograf´ıas.
Las radiograf´ıas de las ve´rtebras han probado ser un me´todo tan preciso como
el basado en radiograf´ıas mano-mun˜eca, los resultados son ma´s simples de interpre-
tar ya que se requieren menos caracter´ısticas o propiedades que observar. Por ello
se ha decidido en esta´ investigacio´n emplear radiograf´ıas laterales de las ve´rtebras
cervicales para estimar el potencial de crecimiento.
Cap´ıtulo 4
Metodolog´ıa.
4.1 Introduccio´n.
En este cap´ıtulo se expone la metodolog´ıa desarrollada para caracterizar la
maduracio´n o´sea en pacientes con edades entre 9 y 16 an˜os. Dicha metodolog´ıa se
basa en la aplicacio´n conjunta de el ana´lisis multicriterio de la decisio´n, los Conjun-
tos Aproximados y los Conjuntos Difusos. En la seccio´n 4.2 se presentan los pasos
generales de la metodolog´ıa. De las secciones 4.3 a la 4.5 se describen en detalle cada
uno de los pasos. Finalmente, en las secciones 4.6 se presentan algunas conclusiones
relacionadas con lo visto en el cap´ıtulo.
4.2 Descripcio´n de la Metodolog´ıa Propuesta.
La metodolog´ıa propuesta esta basada en un trabajo previo realizado por
Lo´pez&Prado [36] quienes representaron el problema de la caracterizacio´n de la ma-
duracio´n o´sea como un problema de clasificacio´n multicriterio. Al igual que Lo´pez&Prado
se utilizan las ve´rtebras cervicales para establecer la etapa de maduracio´n o´sea, sin
embargo, a diferencia de Lo´pez&Prado se introducen niveles de desarrollo en cada
etapa lo que permite obtener una clasificacio´n ma´s precisa en cuanto al desarro-
llo del individuo y por ende obtener una estimacio´n ma´s precisa del potencial de
crecimiento restante, que es el objetivo principal de esta investigacio´n.
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Al introducir niveles de desarrollo o de pertenencia en cada etapa, permite rea-
lizar una clasificacio´n ma´s fina sin introducir nuevas clases o categor´ıas, y permite
resolver el problema en dos etapas: Inicialmente se establece la etapa de maduracio´n
para el paciente y luego de ser necesario se identifica el nivel de desarrollo dentro
de la etapa, que requiere un esfuerzo adicional por parte del tomador de decisiones
o el especialista, pero no requiere que se tome otra radiograf´ıa o alguna otra infor-
macio´n adicional por parte del paciente. Siguiendo la propuesta de Lopez&Prado,
se han reconocido las siguientes etapas de maduracio´n o´sea; Iniciacio´n, Aceleracio´n,
Transicio´n, Desaceleracio´n, Madurez, Terminacio´n y las etapas de transicio´n entre
cada para de etapas consecutivas:
Iniciacio´n → Aceleracio´n
Aceleracio´n → Transicio´n
Transicio´n → Desaceleracio´n
Desaceleracio´n → Madurez
Madurez → Terminacio´n.
Para cada etapa se han establecido tres niveles de desarrollo: Inicial, pico de desarro-
llo y salida. El nivel de desarrollo inicial se corresponde con un estad´ıo temprano
de desarrollo de la etapa, que puede iniciarse durante la etapa de transicio´n que le
antecede. Por el nivel pico de desarrollo se entiende un nivel de desarrollo en el
cual el paciente presenta las caracter´ısticas propias de la etapa lo que permite su
identificacio´n sin lugar a dudas o con un alto nivel de credibilidad. Finalmente el
nivel de salida indica que presenta elementos que se identifican con la etapa si-
guiente aunque no reu´ne todas las caracter´ısticas como para clasificarse en la etapa
consecutiva, este nivel puede iniciar antes de la etapa de transicio´n que corresponde
inmediatamente.
En las etapas de transicio´n es probable que no se observen o resulte ma´s di-
ficil establecer estos tres niveles, dado que de estas es sobre las que se tiene menos
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informacio´n y la u´nica referencia a las mismas se presentan en los trabajos de Lo-
pez&Prado. Sin embargo, au´n en estos casos pueden identificarse dos niveles: En-
trada y salida que por lo general deben resultar suficientes para la mayor´ıa de las
aplicaciones.
Para la estimacio´n de la etapa de maduracio´n o´sea se sigue el procedimiento
propuesto en Lopez&Prado, se emplean los Conjuntos Aproximados para derivar
reglas y realizar la clasificacio´n. El nivel de desarrollo de la etapa se estima empleando
Conjuntos Difusos, y la clasificacio´n final se realiza empleando reglas difusas. De esta
manera se obtiene un sistema de clasificacio´n dina´mico que se actualiza con la adicio´n
de nuevos casos (datos de pacientes) favoreciendo su generalizacio´n y adaptacio´n a
contextos diferentes. A continuacio´n se presentan, de manera general, los pasos de
la metodolog´ıa propuesta para establecer un clasificador multicriterio:
1. Conformar la tabla de decisio´n que constituira´ la base de clasificacio´n.
2. Aplicar la teor´ıa de los Conjuntos Aproximados para generar las reglas de ca-
racterizacio´n de las etapas de maduracio´n o´sea a partir de la tabla de decisio´n.
3. Definir Conjuntos Difusos para cada categor´ıa de cada atributo presente en la
tabla de decisio´n.
4. Definir tres niveles de desarrollo para cada clase empleando la teor´ıa de Con-
juntos Difusos.
En las secciones que siguen se describe en detalle cada uno de estos pasos.
4.3 Tabla de Decisio´n.
Segu´n criterios de expertos [52, 36, 38], las caracter´ısticas ma´s relevantes de
las ve´rtebras cervicales para la estimacio´n de la maduracio´n o´sea son: Forma, ta-
man˜o y a´ngulo de maduracio´n. T´ıpicamente estas caracter´ısticas se estiman a partir
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de medidas longitudinales. El primer paso consiste en seleccionar una muestra re-
presentativa de una cierta poblacio´n. Lo ideal es incluir en la muestra no solo nin˜os
normales sino tambie´n nin˜os con maloclusiones. El paso siguiente consiste en obtener
las caracter´ısticas de las ve´rtebras cervicales de cada paciente incluido en la muestra.
Para obtener los datos que compondra´n la tabla de decisio´n se requieren radiograf´ıas
laterales cefalome´tricas que permiten observar las caracter´ısticas morfolo´gicas de la
segunda, tercera y cuarta ve´rtebras cervicales. Se parte de las medidas longitudina-
les tomadas de radiograf´ıas laterales cefalome´tricas [36], estos datos son agrupados
luego en una tabla, como ejemplo ver tabla 4.1
No. Edad Sexo 2Abp 2Ancho 2AngMc 3Abp 3Aba 3A.Media 3Ancho 3AngMc
1 9 2 23 10 102 8 6.5 7.5 13 101
2 9 2 30 11 100 11 9 9.5 14 93
3 9 2 26 12 103 10 9 9.5 12.5 95
4 9 2 24 10 96 9.5 7 8 11.5 85
5 9 2 26 10 100 10 8 8.5 12 101
Tabla 4.1: Datos Obtenidos por Medio de Mediciones Longitudinales Aplicadas a las
Radiograf´ıas de los Pacientes Incluidos en la Muestra.
Al trabajar con expertos se pudo constatar que les resultaba muy dif´ıcil esta-
blecer criterios sobre la maduracio´n o´sea utilizando los datos obtenidos en el paso
anterior, por ello Lopez&Prado proponen transformar estos datos en otros que facili-
taran la estimacio´n. En el paso siguiente se transforman las medidas en los siguientes
atributos:
1. A´ngulo de maduracio´n: Define el a´ngulo que tiene la concavidad del borde
inferior de la segunda, tercera y cuarta ve´rtebra. Siguiendo los criterios en-
contrados en los trabajos cient´ıficos revisados, los t´ıpicos que se identifican
en el a´ngulo de maduracio´n o´sea son: Plano, ligeramente co´ncavo, co´ncavo y
co´ncavo pronunciado. Los a´ngulos de maduracio´n se expresan en grados y se
denominan” 2AngMC , 3AngMC y 4AngMC” asociados a la segunda, tercera
y cuarta ve´rtebras respectivamente.
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2. Forma de la ve´rtebra: Identifica la forma geome´trica de la ve´rtebra. Dado que
la forma de la segunda ve´rtebra pra´cticamente permanece inalterable a simple
vista, so´lo se consideran la tercera y cuarta ve´rtebra. Los valores reconocidos
por los expertos, expuestos en publicaciones cient´ıficas, son: Cun˜a pronunciada,
cun˜a moderada, cuadrado, recta´ngulo ma´s ancho que alto, recta´ngulo ma´s alto
que ancho. Estos atributos se denominan “3Forma y 4Forma”, para la tercera
y cuarta ve´rtebras respectivamente.
3. Aumento de la altura del borde posterior: Representa el aumento en el bor-
de posterior de la segunda y tercera ve´rtebra, respecto a un promedio de una
poblacio´n de pacientes entre 9 y 10 an˜os, sus valores caracter´ısticos son: No sig-
nificativo, significativo y muy significativo. Los atributos se denominan 2ABP,
3ABP y 4ABP respectivamente.
4. Aumento del ancho: Representa el aumento del ancho de la segunda, tercera y
cuarta ve´rtebra, con base en el promedio de una poblacio´n de pacientes entre
9 y 10 an˜os, los atributos que representan este aumento son: 2ancho, 3ancho
y 4ancho, los valores caracter´ısticos son “no significativo, significativo y muy
significativo”.
5. Aumento de la altura del borde anterior: Considera las ve´rtebras tercera y
cuarta, con base en un promedio de una poblacio´n de entre 9 y 10 an˜os, los
atributos que representan este aumento son: 3aba y 4aba, los valores carac-
ter´ısticos se denominan “No significativo, significativo y muy significativo”.
Para representar los datos en una tabla con los valores t´ıpicos se requiere hacer
transformaciones de las medidas longitudinales obtenidas en el paso anterior. Para
ello se empleo´ el me´todo de expertos, cuya aplicacio´n se sugiere de la manera si-
guiente: Se selecciona un panel de expertos en el tema o especialistas de experiencia
reconocida, y se le solicita que identifiquen las caracter´ısticas de ve´rtebras cervicales
a partir de gra´ficas conformadas con valores espec´ıficos. Por ejemplo, se les solicita
comparar cuando una ve´rtebra es considerada como una cun˜a moderada o como
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una cun˜a pronunciada, para ello se van variando las medidas correspondientes de la
ve´rtebra hasta que pueden realizar una identificacio´n sin lugar a dudas, se realiza
el mismo procedimiento para el resto de las caracter´ısticas. Una vez que se identifi-
can los valores t´ıpicos para cada caracter´ıstica de cada ve´rtebra se genera la tabla
correspondiente a la muestra poblacional (ver tabla 4.2 )
No. 2AngMc 2Abp 2Ancho 3AngMc 3Forma 3Aba 3Ancho
1 plano no sign no sign plano cuna˜ moderada no sign no sign
2 plano no sign no sign lig. concavo cuna˜ moderada no sign no sign
3 lig. concavo no sign no sign lig. concavo cuna˜ moderada no sign no sign
4 plano no sign no sign lig. concavo cuna˜ moderada no sign no sign
5 plano no sign no sign plano cuna˜ moderada no sign no sign
Tabla 4.2: Valores T´ıpicos de las Ve´rtebras Cervicales Respecto a los Atributos
Forma, A´ngulo de Maduracio´n, Altura del Borde Anterior y Posterior
El paso siguiente segu´n Lo´pez&Prado [36], consiste en solicitar a los exper-
tos que describan cada etapa de maduracio´n o´sea, respecto a los valores t´ıpicos de
las propiedades de cada ve´rtebra. Para facilitar la descripcio´n recomiendan identifi-
car las caracter´ısticas de cada ve´rtebra por separado y despue´s consolidar todas las
ve´rtebras al dar el diagno´stico final, verificando checando consistencia en el mismo.
Las caracterizaciones se confrontan con las publicadas en la literatura y se rectifican
de ser reconocida la necesidad por parte del panel de expertos. Con las caracte-
rizaciones obtenidas de los expertos se clasifica los datos de cada paciente y se le
asigna una etapa segu´n la metodolog´ıa de Conjuntos Aproximados. Los resultados
se representan en una tabla de decisio´n (ver tabla 4.3).
No. 3Aba 3Ancho 3Abp AngMc 4Forma 4Aba Etapa
1 no sign no sign no sign plano cun˜a moderada no sign Ini/Ace
2 no sign no sign no sign lig co´ncavo cun˜a moderada no sign Ini/Ace
3 no sign no sign no sign lig co´ncavo cun˜a moderada no sign Ini/Ace
4 no sign no sign no sign lig co´ncavo cun˜a moderada no sign Ini/Ace
5 es sign no sign no sign lig co´ncavo Rect. ma´s alto que ancho es sign Ini/Ace
Tabla 4.3: Extracto de una Tabla de Decisio´n que Representa las Caracter´ısticas de
la Muestra Poblacional
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4.4 Generacio´n de Reglas para la
Caracterizacio´n de las Etapas de la
Maduracio´n O´sea.
A partir de la tabla de decisio´n es posible generar reglas que establecen rela-
ciones de causa y efecto entre los atributos de condicio´n y el atributo de decisio´n.
La teor´ıa de Conjuntos Aproximados (Rough Sets) es una metodolog´ıa que resulta
interesante para derivar estas reglas a partir de la tabla de decisio´n, esta metodolog´ıa
no requiere de una base estad´ıstica y la generacio´n se basa solo en los datos disponi-
bles. Los resultados pueden expresarse en simples te´rminos lingu¨´ısticos, de ah´ı que
resulte atractiva su implementacio´n y se explique la gran cantidad de aplicaciones
que se han venido publicando en los u´ltimos 5 an˜os.
Existen diversas formas de expresar el conocimiento aprendido de un conjunto
de datos, una de las maneras ma´s comprensibles para los seres humanos es aquella
que se expresa en forma de reglas de decisio´n. Las reglas representan la relacio´n
que existe entre los atributos de condicio´n (AC) y los atributos de decisio´n (Clase)
en la forma “SI AC1 & AC2 & AC3&...&ACN ENTONCES Clase”[23]. Las reglas
explican la relacio´n de dependencia que hay entre los atributos de condicio´n y los
atributos de decisio´n. Existen diversos algoritmos para el descubrimiento de reglas
de decisio´n entre los que se encuentra el LEM2 (Learning from Examples Module
v2) que a su vez es parte del sistema de miner´ıa de datos LERS (Learning from
Examples based on Rough Sets) [24]. El algoritmo busca un mı´nimo de reglas u´nicas
con la ma´xima cobertura posible. El algoritmo LEM2 solo considera condiciones de
la forma Atributo = valor, por ello si se tiene un conjuntos de datos en el dominio
continuo se requiere primero efectuar una discretizacio´n de los datos [24].
Para obtener las reglas el algoritmo, LEM2 calcula la cardinalidad de los pares
atributo-valor, despue´s para el concepto generado por el atributo de decisio´n se hace
la interseccio´n con el bloque que contiene todos los pares atributo-valor y se toma
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Algoritmo 1 Procedimiento LEM2 [23]
1: Entrada: Un conjunto B
2: Salida: Una cobertura local de una sola τ de un conjunto B
3: comenzar
4: G:= B
5: τ := ∅
6: mientras G 6= ∅ hacer
7: T := ∅
8: T (G) := {t | [t] ∩G 6= ∅} ;
9: mientras (T = ∅) OR ([T ] * B) hacer
10: comenzar
11: selecciona un par t ∈ T (G) tal que |[t]∩G| es el maximo; si hay un empate,
selecciona un par t ∈ T (G) con la menor cardinalidad de [t]; si ocurre otro
selecciona el primer par;
12: T := T ∪ {t};
13: G := [t] ∩G;
14: T (G) := {t | [t] ∩G 6= ∅};
15: T (G) := T (G)− T ;
16: fin mientras
17: para cada t ∈ T hacer
18: si [T − t] ⊆ B entonces
19: devolver T := T − t;
20: si no
21: τ := τ ∪ {T};
22: G := B − ∪T∈τ [T ];
23: fin si
24: fin mientras
25: para todo T ∈ τ hacer
26: si ∪S∈τ−{T}[S] = B entonces
27: devolver τ := τ − {T};
28: fin si
29: fin para
30: Fin del Procedimiento
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el que tenga el mayor nu´mero elementos intersectados con el concepto. Despue´s
si hay varios pares atributo-valor con igual nu´mero de intersecciones se elige el par
atributo-valor que tenga contenido el menor nu´mero de elementos y se tiene el primer
complejo mı´nimo [57].
4.5 Convertir Cada Categor´ıa de Cada
Atributo de Condicio´n de la Tabla de Decisio´n
en Categor´ıas Difusas.
En el cap´ıtulo 3 se establecio´ que para ciertos tratamientos pedia´tricos se re-
quiere una estimacio´n ma´s fina del potencial de crecimiento. Con este fin es que se
introducen en esta metodolog´ıa los niveles de desarrollo de las etapas descritos en la
seccio´n 4.2. La finalidad de este paso y los siguientes de la metodolog´ıa propuesta es
precisamente establecer un procedimiento que permita estimar el nivel de desarrollo
de cualquier etapa de maduracio´n o´sea en la que se encuentre un determinado pa-
ciente a partir de los datos longitudinales obtenidos de una radiograf´ıa lateral de las
ve´rtebras cervicales segunda, tercera y cuarta. En esta seccio´n se describe como se
emplea la teor´ıa de los Conjuntos Difusos para estimar el estado de cada atributo de
cada ve´rtebra. Cada estado se describe mediante te´rminos lingu¨´ısticos lo que facilita
la descripcio´n e interpretacio´n por parte de los expertos o especialistas.
A partir de la informacio´n recogida en la tabla de decisio´n que se construyo´ en
el paso 3, se procede a construir un nu´mero difuso para cada uno de los te´rminos
lingu¨´ısticos que describen los valores t´ıpicos de cada atributo. Se precisa trabajar
nuevamente con expertos para determinar el tipo de nu´mero difuso que mejor re-
presenta al te´rmino en cuestio´n y establecer las marcas asociadas al nu´mero difuso
correspondiente. En la Figura 4.1, se observan los nu´meros difusos construidos para
los te´rminos lingu¨´ısticos asociados a los valores t´ıpicos que toma el atributo “a´ngulo
de Maduracio´n de la segunda ve´rtebra”, en este caso se han seleccionado nu´meros
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triangulares para los te´rminos “Ligeramente Co´ncavo” y “Co´ncavo” y “Nu´meros en
forma de rampa, por derecha y por izquierda respectivamente” para los te´rminos
“Plano” y “Co´ncavo Pronunciado” (podr´ıan ser otros tipos de nu´meros, en depen-
dencia de lo que opinen los expertos).
Cóncavo
Pronunciado Cóncavo
Ligeramente
Cóncavo Plano
Figura 4.1: Categor´ıas Difusas Variable 2angmc
4.6 Fuzzificar Categor´ıas de Decisio´n.
En esta seccio´n se describe el proceso para fuzzificar las once categor´ıas de de-
cisio´n, que representan la madurez o´sea de un paciente. Para cada categor´ıa excepto
la primera y la u´ltima que representa, la etapa de iniciacio´n y la u´ltima que repre-
senta la etapa de terminacio´n se definira´n, un nu´mero difuso triangular. Para las
etapas de iniciacio´n y terminacio´n se definen funciones de pertenencia tipo rampa.
Para establecer los para´metros de las funciones de pertenencia de estas categor´ıas se
desarrollo el procedimiento descrito a continuacio´n:
Seleccionar un conjunto de casos de entrenamiento y otro conjunto de casos
de validacio´n compuesto por una muestra representativa de la poblacio´n a la
cual se le este caracterizando la maduracio´n o´sea (aplicando un me´todo de
muestreo estad´ıstico)
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A la muestra correspondiente a los casos de entrenamiento seleccionada apli-
carle los pasos 1, 2 y 3 de la metodolog´ıa
Aplicar las reglas obtenidas para los casos de entrenamiento al conjunto de
validacio´n. Aplicar los operadores de agregacio´n y determinar cua´les ofrecen los
resultados ma´s consistentes con la clasificacio´n del conjunto de entrenamiento
dada por los expertos.
Defuzzificar los resultados obtenidos para cada elemento del conjunto de vali-
dacio´n
verificar con los expertos la clasificacio´n obtenida, y ajustar las funciones de
pertenencia de las categor´ıas de decisio´n para ma´ximizar la consistencia en la
clasificacio´n
Definir un nivel de estabilidad correspondiente a un valor de pertenencia que
representa el nivel de desarrollo denominado pico de desarrollo para las clases
Aceleracio´n, transicio´n, desaceleracio´n y madurez. Para definir los niveles de
iniciacio´n y terminacio´n de cada una de estas clases se procede de la manera
siguiente:
1
0.8
a b ci j
p2
p3
p1
iniciación
iniciación-aceleración
        (Ini-Ace)
aceleración
{ p4
p5 p6
d
Figura 4.2: Puntos que Determinan los Niveles de Desarrollo para la Interpretacio´n
de los Valores Defuzzificados
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• Para cada funcio´n de pertenencia de cada una de las clases mencionadas,
por ejemplo, identificar los puntos (p1, p2, p3, p4, p5 y p6 en la Figura
4.2) en los que la recta definida por el nivel α de estabilidad que corta ini-
cialmente la funcio´n, encontrar las abcisas correspondientes a esos puntos
(a, b, c, d i y j). Entonces el intervalo a-i representa el nivel de salida de la
fase, en el ejemplo de la etapa de Iniciacio´n, el intervalo i-j representa el
nivel de estabilidad en la face de trancisio´n (Iniciacio´n-Aceleracio´n) defi-
nido como entrando a Iniciacio´n-Aceleracio´n y el intervalo j-b, representa
el nivel de salida en la fase, en este ejemplo de la etapa de Iniciacio´n-
Aceleracio´n, las etapas de trancisio´n solo tienen 2 niveles: Entrando y
saliendo de la etapa. En el intervalo b-c se define el nivel entrando a ace-
leraco´n, en el intervalo c-d se establece el nivel de estabilidad o piko de
desarrollo de la etapa aceleracio´n.
• Si al defuzzificar la evaluacio´n de todas las reglas el resultado cae en un
intervalo en el que se translapan 2 funciones de pertenencia se clasificara´ el
elemento en aquella categor´ıa que tenga un mayor valor de pertenencia,
si la diferencia entre ambos valores de pertenencia (rebasa cierto umbral
de indiferencia β (ver Figura 4.2) se asigna al nivel de desarrollo pro´ximo.
• Si la diferencia entre los dos valores de pertenencia no rebasa ese umbral
beta se clasifica el elemento en ambas categor´ıas y ese tipo de situacio-
nes hay que consultarlas con los expertos. Esta u´ltima situacio´n debe ser
infrecuente pero de ocurrir permite identificar inconsistencias en la defi-
nicio´n de las normas de Rough Sets o en la definicio´n de los Conjuntos
Difusos. Esta situacio´n debe resolverse realizando los ajustes apropiados
en el sistema de clasificacio´n con la participacio´n de los expertos.
La variable Madurez es definida por 11 categor´ıas, que se representan con
funciones de pertenencia triangulares y de tipo rampa:
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Iniciacio´n
Iniciacio´n → Aceleracio´n
Aceleracio´n
Aceleracio´n → Transicio´n
Transicio´n
Transicio´n → Desaceleracio´n
Desaceleracio´n
Desaceleracio´n → Madurez
Madurez
Madurez → Terminacio´n
Terminacio´n
Ver Figura funcio´n en el ape´ndice
Iniciación Aceleración
 Iniciación
Aceleración
Aceleración
Transición
Transición
  Transición
Desaceleración
Desaceleración Madurez
Desaceleración
    Madurez
  Madurez  
Terminación
Terminación
1
  Grado de 
Pertenencia
  
1 2 3 4 5 6
1
Figura 4.3: Categor´ıas Variable de Salida Madurez
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4.7 Conclusiones.
Al complementar la metodolog´ıa de Conjuntos Aproximados con las propieda-
des de los conjuntos difusos se logra una clasificacio´n ma´s precisa, identificando un
momento espec´ıfico del crecimiento para cada nin˜o y nin˜a, que ayuda al especialista
a establecer si el paciente se encuentra iniciando, saliendo o estable (nivel meseta)
en alguna de las etapas de maduracio´n o´sea empleadas en este trabajo. Sin embargo
se requiere un mayor esfuerzo por parte del tomador de decisiones ya que se requiere
modelar ma´s aspectos subjetivos que alimentan los para´metros de la metodolog´ıa
h´ıbrida definida en comparacio´n con la metodolog´ıa desarrollada por Lopez&Prado
en el trabajo al que se hace referencia en este documento.
Cap´ıtulo 5
Resultados
5.1 Introduccio´n.
En este cap´ıtulo se describe un experimento llevado a cabo con datos de pa-
cientes reales (mismos que son descritos en la seccio´n 5.2) para establecer la validez
de la metodolog´ıa de apoyo a la decisio´n propuesta (la aplicacio´n de los pasos de
la metodolog´ıa se describen en las secciones 5.3-5.5). Se analizan cr´ıticamente los
resultados obtenidos (seccio´n 5.6) y se establecen conclusiones al respecto (seccio´n
5.7).
5.2 Los Datos y la Creacio´n de la Tabla de
Decisio´n.
Se tomaron dos conjuntos de datos, el primero reportado en [36] -compuesto
por 80 nin˜os y 80 nin˜as con oclusio´n normal y edades entre 9 y 16 an˜os (grupo I).
El segundo conjunto de datos reportado en [48] estaba compuesto por nin˜os y nin˜as
con oclusio´n normal (grupo II.1), y nin˜os y nin˜as con maloclusiones de clase II y III
(grupo II.2), todos con edades entre 9 y 16 an˜os, la composicio´n de los conjuntos se
muestran en la Tabla 5.1.
80
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Grupo Total Sexo Tipo Oclusio´n
I F 80 I
II.1 F 78 I
Total.1 F 158 I
II.2 F 112 II y II
Completo F 270 I, II y III
I M 80 I
II.1 M 81 I
Total.1 M 161 I
II.2 M 99 II y III
Completo M 260 I, II y III
Tabla 5.1: Composicio´n de los Conjuntos de Datos Segu´n Sexo, y Tipo de Oclusio´n
Para generar las reglas empleando la teor´ıa de Conjuntos Aproximados (Rough
Sets) se creo´ una tabla de decisio´n a partir de los datos siguiendo el procedimiento
empleado en [36]. Esta´ decisio´n esta justificada por el hecho de que ambos conjuntos
de datos fueron recolectados en la misma regio´n (Matanzas, Cuba) y por los mis-
mos especialistas (Instituto de Estomatolog´ıa de Matanzas), empleando los mismos
procedimientos, solo se recolectaron en tiempos diferentes con un intervalo de apro-
ximadamente 3 an˜os entre cada recoleccio´n de datos. Los detalles los puede consultar
en [14]. Tambie´n se usaron las mismas normas para derivar las caracter´ısticas relati-
vas a forma, cambio en dimensiones y concavidad del borde inferior de las ve´rtebras.
Para conformar el atributo de decisio´n se utilizaro´n las opiniones que los expertos
emitieron para formar el atributo de decisio´n en [36]. De esta´ manera se obtuvo un
diagno´stico experto que establecia la etapa de maduracio´n o´sea de cada nin˜o.
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5.3 Generacio´n de Reglas Empleando
Conjuntos Aaproximados (Rough Sets).
Para cada sexo y grupo se genero´ un conjunto de reglas de clasificacio´n apli-
cando la metodolog´ıa de Rough Sets tal y como se hizo en [36]. Adema´s se aplico´ un
procedimiento de reduccio´n del conjunto de reglas y de la cantidad de clau´sulas por
reglas buscando obtener un conjunto minimal (en las Tablas B.2 y B.8 se pueden
observar las cantidades de reglas obtenidas para el grupo de las de nin˜as, en las
Tablas B.12 y B.18 nin˜os antes y despue´s de la reduccio´n). En el Ape´ndice B se
muestran las tablas de todos los grupos..
Factor de No. de Soporte de reglas Longitud de premisas
reduccio´n reglas Minimal Maximal Promedio Minimal Maximal Promedio
0,95 22 1 11 4,3 2 9 6,2
0,85 20 1 25 7,6 1 5 2,8
0,8 19 1 25 8 1 5 2,4
0,75 18 1 30 8,5 1 4 2,3
0,7 18 1 32 9,8 1 4 2,2
Tabla 5.2: Soporte y Longitud de Reglas del Grupo I de Nin˜as
Factor de No. de Soporte de reglas Longitud de premisas
reduccio´n reglas Minimal Maximal Promedio Minimal Maximal Promedio
0,95 33 1 11 3,4 3 11 7,3
0,85 30 1 21 6,9 1 5 2,8
0,8 28 1 24 7,4 1 4 2,6
0,75 27 1 24 8 1 4 2,4
0,7 27 1 24 8 1 4 2,4
Tabla 5.3: Soporte y Longitud de Reglas del Grupo II.2 de Nin˜as
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Factor de No. de Soporte de reglas Longitud de premisas
reduccio´n reglas Minimal Maximal Promedio Minimal Maximal Promedio
0,95 24 1 17 3,5 2 12 7
0,85 24 1 24 4,9 1 5 2,8
0,8 23 1 29 5,2 1 5 2,7
0,75 23 1 29 5,4 1 4 2,5
0,7 23 1 29 5,4 1 4 2,4
Tabla 5.4: Soporte y Longitud de Reglas del Grupo I de Nin˜os
Factor de No. de Soporte de reglas Longitud de premisas
reduccio´n reglas Minimal Maximal Promedio Minimal Maximal Promedio
0,95 30 1 17 3,6 4 12 7
0,85 27 1 30 7,4 2 7 2,9
0,8 22 1 3 8,6 1 6 2,7
0,75 22 1 33 9 1 6 2,5
0,7 22 1 33 9 1 6 2,5
Tabla 5.5: Soporte y Longitud de Reglas del Grupo II.2 de Nin˜os
5.4 Fuzzificacio´n de Categor´ıas.
Los rangos de las categor´ıas para cada variable de entrada se definieron con base
en la informacio´n expuesta en Lo´pez&Prado [36], las caterog´ıas que son definidas
segu´n el valor de su intervalo, cuando el intervalo es acotado por izquierda y por
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derecha se utilizan nu´meros triangulales y cuando es el intervalo es acotado solo por
la izquierda o por la derecha se emplean u´meros en forma de rampa.
en la Figura 5.1 se observa un ejemplo de la variable a´ngulo de maduracio´n,
con cuatro funciones de pertenencia, dos triangulares y dos en forma de rampa, las
l´ıneas punteadas indican el punto en donde las funciones de pertenencia alcanzan su
valor ma´ximo.
Cóncavo
Pronunciado Cóncavo
Ligeramente
Cóncavo Plano1
0.5
  Grado de 
Pertenencia
  Ángulo de
  Maduración
70 77.572.5 85.580.5 102.597.5 105
Figura 5.1: Ejemplo Atributo AngMC
En la Figura 5.2 se muestra ejemplo de la variable Abp con 3 funciones de per-
tenencia, las l´ıneas punteadas sen˜alan el punto en donde las funciones de pertenencia
alcanzan su valor ma´ximo.
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No Significativo
Significativo
Muy 
Significativo
1
0.5
  Grado de 
Pertenencia
  Altura del Borde 
    Posterior
28 31.4 38.129.4 40.1 41
Figura 5.2: Ejemplo Atributo ABP
En la Figura 5.3 se muestra ejemplo de la variable Ancho con 3 funciones de perte-
nencia, las l´ıneas punteadas sen˜alan el punto en donde las funciones de pertenencia
alcanzan su valor ma´ximo.
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No Significativo
Significativo
Muy 
Significativo
1
0.5
  Grado de 
Pertenencia
12.5 15.3 17.413.3 19.4 21
Ancho
Figura 5.3: Ejemplo Atributo Ancho
En la Figura 5.4 se muestra ejemplo de la variable Aba con 3 funciones de perte-
nencia, las l´ıneas punteadas sen˜alan el punto en donde las funciones de pertenencia
alcanzan su valor ma´ximo.
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No Significativo
Significativo
Muy 
Significativo
1
0.5
  Grado de 
Pertenencia
  Altura del 
Borde  Anterior
7.5 10.6 11.38.6 13.3 14
Figura 5.4: Ejemplo Atributo ABA
Originalmente el atributo Forma contenia 5 categor´ıas, debido que para deter-
minar la forma de la ve´rtebra se requieren primero, dos atributos; Altura del borde
anterior Altura del borde posterior, para determinar la forma de cun˜a moderada
y pronunciada; para estimar la forma cuadrada, recta´ngulo ma´s alto que ancho y
recta´ngulo ma´s ancho que alto se emplean: El ancho, Altura del borde anterior y
Altura del borde posterior. La forma cun˜a moderada y pronunciada como se mues-
tra en la Figura 5.5, la l´ınea punteadas sen˜ala el punto en donde las funciones de
pertenencia alcanzan su valor ma´ximo.
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Cuña
Moderada
Cuña
Pronunciada
1
0.5
  Grado de 
Pertenencia
1 2.4 4 5
Forma
Figura 5.5: Ejemplo Atributo Forma1
Las formas: cuadrada, recta´ngulo ma´s alto que ancho y recta´ngulo ma´s ancho
que alto. Se muestran en la Figura 5.6, las l´ıneas punteadas sen˜alan el punto en
donde las funciones de pertenencia alcanzan su valor ma´ximo.
Cap´ıtulo 5. Resultados 89
Rectángulo Más
Alto que Ancho Cuadrada
Rectángulo Más 
Ancho que Alto 
1
0.5
  Grado de 
Pertenencia
-2 1.50.50 2.5
Forma
Figura 5.6: Ejemplo Atributo Forma2
5.5 Ana´lisis de Resultados.
1. En el ape´ndice A, se presenta la Tabla A.1 que muestra la distribucio´n que
siguen los datos de nin˜as, segu´n las etapas propuestas por Lo´pez&Prado, en la
Tabla A.2 se muestran las distribuciones de datos de los grupos I, II.1, Total1,
II.2 y Completo de las nin˜as despue´s de que se evalu´an con el sistema difuso,
en la Tabla A.3 se muestra la distribucio´n de los elementos de los grupos de las
nin˜as despue´s de la reduccio´n de reglas,al comparar las tablas se observa co´mo
se mejora la clasificacio´n en la mayor´ıa de los elementos, se distingue el progreso
que se tiene en las etapas, es decir, si esta´ en el pico de desarrollo, saliendo o
entrando a una etapa. El Ape´ndice C se presentan las tablas comparativas de
la exactitud de los Conjuntos Aproximados y los Conjuntos Difusos para de
los grupos I, II.1, Total1, II.2 y Completo de nin˜as y nin˜os.
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2. El proceso de crecimiento entre nin˜os y nin˜as es diferente y es evidente mayor
diferencia entre nin˜os y nin˜as de clase 2 y 3 y entre nin˜os y nin˜as, con diferente
maloclusio´n, lo que sugiere realizar procesos separados para nin˜os y nin˜as.
3. Es posible una clasificacio´n general con diferentes clases de maloclusiones a
expensas de que el nu´mero de reglas sea muy grande, lo que limita la aplica-
cio´n de este me´todo, ya que estos conjuntos de reglas dejan de ser intuitivos
para el especialista, se recomienda realizar proceso individual para nin˜os con
maloclusio´n normal y otro para nin˜os con maloclusio´n II y III.
4. Reducir el nu´mero de reglas disminuye el porcentaje exactitud en los elementos
clasificados y aumenta el porcentaje en la cobertura. En el ape´ndice A las tablas
muestran co´mo cambia la distribuci’on en cada una de las clasificaciones que
se hacen dependiendo el conjunto de reglas que se usan lo que indica que las
clasificaciones no son robustas, no se mantiene la misma distribucio´n en las
etapas cuando se emplean diferentes reglas en la clasificacio´n.
5. En grupo II.1 de nin˜as, las reglas reducidas ofrecen un mejor balance entre
la exactitud y cobertura, manteniendo ambas indicadores aceptables o´ buenos
(cercano a 0.7 o superior), en la mayor´ıa de las clasificaciones.
6. En los conjuntos de reglas derivables del grupo Total1 y Completo de nin˜as, se
obtienen una disminucio´n de reglas importante con un radio de 30%, mientras
los indicadores tienen un nivel bueno.
7. Los conjuntos de reglas generados a partir de los grupo I, II.1 y Total1, no ofre-
cen resultados satisfactorios para clasificar datos del grupo II.2. Sin embargo
las reglas de clasificacio´n generadas del grupo completo ofrecen resultados muy
buenos para todos los grupos, tambie´n el conjunto de reglas ofrece buenos re-
sultados.
8. El conjunto de reglas reducido contenido del grupo II.2 aporta resultados satis-
factorios en todos los grupos y los resultados obtenidos para los grupos Total1
y Completo pueden ser considerados co´mo buenos.
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5.6 Conclusiones.
Se logra una clasificacio´n ma´s final combinando los conjuntos aproximados y los
conjuntos difusos, el nu´mero de elementos que se logran clasificar correctamente esta
ligado a la cantidad de reglas empleadas y la cobertura y exactitud de las mismas.
Cap´ıtulo 6
Conclusiones, Recomendaciones
y Trabajo Futuro.
6.1 Conclusiones.
La metodolog´ıa presentada para la estimacio´n de la maduracio´n o´sea puede
considerarse como promisoria por los buenos resultados arrojados en los expe-
rimentos realizados en la presente investigacio´n. Mismos que superan en cali-
dad a los obtenidos por Lopez&Prado que mostraron eran superiores a otros
me´todos reconocidos de clasificacio´n.
Se han considerado datos de nin˜os con maloclusiones, dando atencio´n a un
reclamo constante en varias publicaciones sobre el tema, y aunque no fueron
excelentes los resultados de la estimacio´n de la maduracio´n o´sea en nin˜os con
maloclusiones a partir de reglas generadas de datos de nin˜os con oclusio´n nor-
mal si pueden calificarse de buenos los resultados lo que demuestra la robustes
de la metodolog´ıa de clasificacio´n, tambie´n se evidencia en los buenos resulta-
dos obtenidos al aplicarse a un conjunto de datos con mucho ruido.
Comparando la metodolog´ıa con otros me´todos reportados en la literatura se
puede afirmar que los resultados obtenidos son muy satisfactorios y cumplen
con los objetivos trazados en esta investigacio´n, pues las reglas para la estima-
cio´n se presentan en te´rminos lengu¨´ıstico que son del dominio de los especia-
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listas por lo que no presenta dificultad alguna su interpretacio´n por parte de
estos. Por otra parte el esfuerzo que se requiere para establecer los para´metros
del sistema de clasificacio´n no es muy grande siempre y cuando se pueda reunir
un panel de expertos calificados en la materia.
La metodolog´ıa puede ser aplicada tal cual a diversos grupos e´tnicos, sin de-
trimento de la calidad de los resultados lo que la posiciona como una potente
herramienta para convertirse en un esta´ndar a nivel mundial. En este sentido
tambie´n tributa el hecho de que su implementacio´n computacional no resulta
complicada y que su base de clasificacio´n puede ser actualizada a un costo
razonable.
Entre las limitaciones de la metodolog´ıa podemos mencionar la dependencia de
la calidad de la informacio´n extra´ıda de los expertos, pues si esta informacio´n
no es buena o es inconsistente no se asegura la calidad ni la precisio´n de los
resultados en la estimacio´n de la maduracio´n o´sea. Se debe realizar un ana´lisis
de sensibilidad tanto en el establecimiento de las normas de discretizacio´n de la
tabla de decisio´n de la que se derivan las reglas al aplicar los Conjuntos Apro-
ximados (Roug Sets), como en la fuzzificacio´n de las categor´ıas de los atributos
de condicio´n y de las clases de decisio´n, para identificar aquellos elementos que
son sensibles y as´ı poder dedicarle mayor esfuerzo en su establecimiento.
Otra limitacio´n de la metodolog´ıa es que si no se cuenta con un sistema de
apoyo a la decision (DSS) que oculte a los especialistas o usuarios finales los
aspectos relacionados con los Conjuntos Aproximados (Rough Sets) y Conjun-
tos Difusos (Fuzzy Sets) se requiere de la participacio´n de especialistas para
establecer la base de clasificacio´n.
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6.2 Recomendaciones y Trabajo Futuro.
Aunque los resultados obtenidos en la experimentacio´n al aplicar la meto-
dolog´ıa donde se emplean conjuntamente Conjuntos Aproximados (Rough Sets) y
Conjuntos Difusos (Fuzzy Sets) se recomienda explorar otras v´ıas para establecer
una hibridacio´n entre estas dos metodolog´ıas con una base teo´rica so´lida desde una
perpectiva de la lo´gica multivaluada, lo que permite garantizar una robustes en los
resultados de la clasificacio´n para cualquier escenario, ya que en este caso el resultado
final depende en gran medida de la calidad de las reglas obtenidas por la aplicacio´n
de los conjuntos aproximados, mientras que si se disen˜a una teor´ıa que parte desde
su esencia de la hibridacio´n de ambos enfoques es posible sacar el mejor resultado
desde la confeccio´n de la tabla de decisio´n.
Para que se pueda aplicar esta metodolog´ıa de forma masiva se recomienda la
implementacion de un sistema de apoyo a la decision (DSS) que oculte al usuario
final, especialistas en diversas ramas de la medicina, los detalles de las teor´ıas ma-
tema´ticas subyacentes y le faciliten la exploracio´n de diversos escenarios as´ı como el
tratamiento de la incertidumbre o el ruido en los datos de entrada y le presente reco-
mendaciones acorde a su sistema de preferencias y a su personalidad como tomador
de decisiones.
Ape´ndice A
Tablas de Distribucio´n Por
Etapa.
A.1 Nin˜as.
Resultados Obtenidos de la Tabla de Decisio´n de 270 Nin˜as.
Grupo
Etapa I II.1 Total1 II.2 Completo
Iniciacio´n 4 3 7 1 8
Iniciacio´n/Aceleracio´n 40 38 78 47 125
Aceleracio´n 7 15 22 27 49
Aceleracio´n/Transicio´n 20 19 39 36 75
Transicio´n 2 2 4 0 4
Transicio´n/Desaceleracio´n 2 1 3 1 4
Desaceleracio´n 5 0 5 0 5
Desaceleracio´n/Madurez 0 0 0 0 0
Madurez 0 0 0 0 0
Madurez/Terminacio´n 0 0 0 0 0
Terminacio´n 0 0 0 0 0
Tabla A.1: Distribucio´n por Etapas Segu´n Tabla de Decisio´n de 270 Nin˜as.
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Grupo I.
Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 4 5 9 1 10
Saliendo Iniciacio´n 3 0 3 0 3
Entrando IniAce 26 22 48 39 87
Saliendo IniAce 0 2 2 2 4
Entrando Aceleracio´n 13 18 31 14 45
Pico Aceleracio´n 7 9 16 30 46
Saliendo Aceleracio´n 4 2 6 2 8
Entrando AceTran 2 1 3 1 4
Saliendo AceTran 12 8 20 2 22
Entrando Transicio´n 1 0 1 1 2
Pico Transicio´n 0 0 0 3 3
Saliendo Transicio´n 0 0 0 0 0
Entrando TransDes 2 11 13 17 30
Saliendo TranDes 1 0 1 0 1
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 5 0 5 0 5
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 78 158 112 270
Tabla A.2: Distribucio´n de Nin˜as por Etapa Ejecutando un Sistema Difuso con
Reglas Originales del Grupo I.
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Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 0 0 0 0 0
Saliendo Iniciacio´n 4 3 7 1 8
Entrando IniAce 19 14 33 15 48
Saliendo IniAce 10 7 17 9 26
Entrando Aceleracio´n 12 28 40 32 72
Pico Aceleracio´n 17 19 36 28 64
Saliendo Aceleracio´n 5 6 11 24 35
Entrando AceTran 6 1 7 3 10
Saliendo AceTran 2 0 2 0 2
Entrando Transicio´n 1 0 1 0 1
Pico Transicio´n 0 0 0 0 0
Saliendo Transicio´n 3 0 3 0 3
Entrando TransDes 1 0 1 0 1
Saliendo TranDes 0 0 0 0 0
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 0 0 0 0 0
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 78 158 112 270
Tabla A.3: Distribucio´n de Nin˜as por Etapa Ejecutando un Sistema Difuso con
Reglas Reducidas del Grupo I.
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Grupo II.1.
Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 2 2 4 2 6
Saliendo Iniciacio´n 4 2 6 0 6
Entrando IniAce 14 14 28 19 47
Saliendo IniAce 5 7 12 2 14
Entrando Aceleracio´n 14 14 28 19 47
Pico Aceleracio´n 6 11 17 14 31
Saliendo Aceleracio´n 4 5 9 12 21
Entrando AceTran 3 6 9 4 13
Saliendo AceTran 16 12 28 15 43
Entrando Transicio´n 4 2 6 0 6
Pico Transicio´n 1 1 2 0 2
Saliendo Transicio´n 0 0 0 0 0
Entrando TransDes 7 2 9 25 34
Saliendo TranDes 0 0 0 0 0
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 0 0 0 0 0
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 78 158 112 270
Tabla A.4: Distribucio´n de Nin˜as por Etapa Ejecutando un Sistema Difuso con
Reglas Originales del Grupo II.1.
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Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 0 0 0 1 1
Saliendo Iniciacio´n 2 1 3 1 4
Entrando IniAce 8 10 18 8 26
Saliendo IniAce 7 5 12 5 17
Entrando Aceleracio´n 13 19 32 18 50
Pico Aceleracio´n 22 16 38 43 81
Saliendo Aceleracio´n 13 13 26 21 47
Entrando AceTran 4 5 9 6 15
Saliendo AceTran 11 8 19 8 27
Entrando Transicio´n 0 1 1 0 1
Pico Transicio´n 0 0 0 0 0
Saliendo Transicio´n 0 0 0 0 0
Entrando TransDes 0 0 0 1 1
Saliendo TranDes 0 0 0 0 0
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 0 0 0 0 0
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 78 158 112 270
Tabla A.5: Distribucio´n de Nin˜as por Etapa Ejecutando un Sistema Difuso con
Reglas Reducidas del Grupo II.1.
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Grupo Total1.
Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 1 0 1 1 2
Saliendo Iniciacio´n 3 4 7 0 7
Entrando IniAce 22 15 37 20 57
Saliendo IniAce 4 12 16 6 22
Entrando Aceleracio´n 13 15 28 14 42
Pico Aceleracio´n 4 8 12 21 33
Saliendo Aceleracio´n 5 5 10 8 18
Entrando AceTran 4 4 8 2 10
Saliendo AceTran 12 8 20 5 25
Entrando Transicio´n 2 2 4 0 4
Pico Transicio´n 1 1 2 0 2
Saliendo Transicio´n 3 0 3 0 3
Entrando TransDes 2 4 6 35 41
Saliendo TranDes 0 0 0 0 0
Entrando Desaceleracio´n 2 0 2 0 2
Pico Desaceleracio´n 2 0 2 0 2
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 78 158 112 270
Tabla A.6: Distribucio´n de Nin˜as por Etapa Ejecutando un Sistema Difuso con
Reglas Originales del Grupo Total1.
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Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 0 0 0 0 0
Saliendo Iniciacio´n 10 6 16 2 18
Entrando IniAce 12 17 29 14 43
Saliendo IniAce 6 3 9 10 19
Entrando Aceleracio´n 19 26 45 33 78
Pico Aceleracio´n 6 9 15 21 36
Saliendo Aceleracio´n 4 3 7 12 19
Entrando AceTran 6 2 8 4 12
Saliendo AceTran 4 5 9 0 9
Entrando Transicio´n 8 8 16 2 18
Pico Transicio´n 3 2 5 0 5
Saliendo Transicio´n 0 0 0 0 0
Entrando TransDes 0 0 0 1 1
Saliendo TranDes 1 0 1 0 1
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 1 0 1 0 1
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 81 161 99 260
Tabla A.7: Distribucio´n de Nin˜as por Etapa Ejecutando un Sistema Difuso con
Reglas Reducidas del Grupo Total1.
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Grupo II.2.
Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 0 0 0 0 0
Saliendo Iniciacio´n 0 0 0 0 0
Entrando IniAce 18 25 43 37 80
Saliendo IniAce 2 4 6 6 12
Entrando Aceleracio´n 15 10 25 12 37
Pico Aceleracio´n 8 12 20 26 46
Saliendo Aceleracio´n 8 7 15 7 22
Entrando AceTran 1 3 4 2 6
Saliendo AceTran 5 4 9 10 19
Entrando Transicio´n 0 0 0 0 0
Pico Transicio´n 0 0 0 0 0
Saliendo Transicio´n 0 0 0 0 0
Entrando TransDes 23 13 36 12 48
Saliendo TranDes 0 0 0 0 0
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 0 0 0 0 0
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 78 158 112 270
Tabla A.8: Distribucio´n de Nin˜as por Etapa Ejecutando un Sistema Difuso con
Reglas Originales del Grupo II.2.
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Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 0 0 0 0 0
Saliendo Iniciacio´n 5 8 13 2 15
Entrando IniAce 12 21 33 25 58
Saliendo IniAce 6 1 7 0 7
Entrando Aceleracio´n 30 31 61 49 110
Pico Aceleracio´n 16 11 27 20 47
Saliendo Aceleracio´n 6 6 12 2 14
Entrando AceTran 2 0 2 0 2
Saliendo AceTran 3 3 6 0 6
Entrando Transicio´n 0 0 0 0 0
Pico Transicio´n 0 0 0 0 0
Saliendo Transicio´n 0 0 0 0 0
Entrando TransDes 0 0 0 1 1
Saliendo TranDes 0 0 0 0 0
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 0 0 0 0 0
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 81 161 99 260
Tabla A.9: Distribucio´n de Nin˜as por Etapa Ejecutando un Sistema Difuso con
Reglas Reducidas del Grupo II.2.
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Grupo Completo.
Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 3 5 8 2 10
Saliendo Iniciacio´n 8 7 15 1 16
Entrando IniAce 13 21 34 31 65
Saliendo IniAce 4 0 4 2 6
Entrando Aceleracio´n 15 12 27 22 49
Pico Aceleracio´n 7 11 18 17 35
Saliendo Aceleracio´n 2 7 9 4 13
Entrando AceTran 1 0 1 1 2
Saliendo AceTran 8 8 16 6 22
Entrando Transicio´n 4 4 8 0 8
Pico Transicio´n 10 4 14 0 14
Saliendo Transicio´n 1 0 1 0 1
Entrando TransDes 2 2 4 12 16
Saliendo TranDes 1 0 1 0 1
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 1 0 1 1 2
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 81 161 99 260
Tabla A.10: Distribucio´n de Nin˜as por Etapa Ejecutando un Sistema Difuso con
Reglas Originales del Grupo Completo.
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Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 0 0 0 0 0
Saliendo Iniciacio´n 1 1 2 1 3
Entrando IniAce 7 6 13 10 23
Saliendo IniAce 5 6 11 3 14
Entrando Aceleracio´n 20 21 41 35 76
Pico Aceleracio´n 21 26 47 43 90
Saliendo Aceleracio´n 3 8 11 4 15
Entrando AceTran 6 1 7 1 8
Saliendo AceTran 6 4 10 1 11
Entrando Transicio´n 6 7 13 0 13
Pico Transicio´n 2 1 3 1 4
Saliendo Transicio´n 2 0 2 0 2
Entrando TransDes 0 0 0 0 0
Saliendo TranDes 0 0 0 0 0
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 1 0 1 0 1
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
total por edades 80 81 161 99 260
Tabla A.11: Distribucio´n de Nin˜as por Etapa Ejecutando un Sistema Difuso con
Reglas Reducidas del Grupo completo.
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A.2 Nin˜os.
Resultados Obtenidos de la Tabla de Decisio´n de 260 Nin˜os.
Grupo
Etapa I II.1 Total1 II.2 Completo
Iniciacio´n 5 10 8 3 18
Iniciacio´n/Aceleracio´n 40 37 77 62 139
Aceleracio´n 7 14 21 16 37
Aceleracio´n/Transicio´n 14 16 30 17 47
Transicio´n 10 4 14 0 14
Transicio´n/Desaceleracio´n 2 0 2 0 2
Desaceleracio´n 2 0 2 1 3
Desaceleracio´n/Madurez 0 0 0 0 0
Madurez 0 0 0 0 0
Madurez/Terminacio´n 0 0 0 0 0
Terminacio´n 0 0 0 0 0
Tabla A.12: Distribucio´n por Etapa de Nin˜os Segu´n la Tabla de Decisio´n de 260
Nin˜os.
Grupo I.
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Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 1 1 2 0 2
Saliendo Iniciacio´n 1 0 1 0 1
Entrando IniAce 6 14 20 18 38
Saliendo IniAce 6 5 11 6 17
Entrando Aceleracio´n 18 18 36 20 56
Pico Aceleracio´n 13 16 29 22 51
Saliendo Aceleracio´n 7 8 15 9 24
Entrando AceTran 3 1 4 3 7
Saliendo AceTran 6 6 12 6 18
Entrando Transicio´n 4 1 5 1 6
Pico Transicio´n 12 5 17 0 17
Saliendo Transicio´n 0 0 0 0 0
Entrando TransDes 1 6 7 14 21
Saliendo TranDes 0 0 0 0 0
Entrando Desaceleracio´n 1 0 1 0 1
Pico Desaceleracio´n 1 0 1 0 1
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 81 161 99 260
Tabla A.13: Distribucio´n de Nin˜os por Etapa Ejecutando un Sistema Difuso con
Reglas Originales del Grupo I.
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Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 0 0 0 0 0
Saliendo Iniciacio´n 1 0 1 0 1
Entrando IniAce 5 11 16 6 22
Saliendo IniAce 6 7 13 9 22
Entrando Aceleracio´n 23 23 46 34 80
Pico Aceleracio´n 16 20 36 39 75
Saliendo Aceleracio´n 5 8 13 9 22
Entrando AceTran 5 3 8 0 8
Saliendo AceTran 6 4 10 2 12
Entrando Transicio´n 5 3 8 0 8
Pico Transicio´n 5 2 7 0 7
Saliendo Transicio´n 1 0 1 0 1
Entrando TransDes 1 0 1 0 1
Saliendo TranDes 0 0 0 0 0
Entrando Desaceleracio´n 1 0 1 0 1
Pico Desaceleracio´n 0 0 0 0 0
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 81 161 99 260
Tabla A.14: Distribucio´n de Nin˜os por Etapa Ejecutando un Sistema Difuso con
Reglas Reducidas del Grupo I.
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Grupo II.1.
Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 0 0 0 0 0
Saliendo Iniciacio´n 12 10 22 3 25
Entrando IniAce 0 0 0 0 0
Saliendo IniAce 0 0 0 0 0
Entrando Aceleracio´n 17 24 41 37 78
Pico Aceleracio´n 0 0 0 0 0
Saliendo Aceleracio´n 6 11 17 8 25
Entrando AceTran 0 0 0 0 0
Saliendo AceTran 0 0 0 0 0
Entrando Transicio´n 6 4 10 1 11
Pico Transicio´n 0 0 0 0 0
Saliendo Transicio´n 0 0 0 0 0
Entrando TransDes 0 0 0 0 0
Saliendo TranDes 0 0 0 0 0
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 0 0 0 0 0
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 41 49 90 49 139
Tabla A.15: Distribucio´n de Nin˜os por Etapa Ejecutando un Sistema Difuso con
Reglas Originales del Grupo II.1.
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Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 0 0 0 0 0
Saliendo Iniciacio´n 12 10 22 3 25
Entrando IniAce 0 0 0 0 0
Saliendo IniAce 0 0 0 0 0
Entrando Aceleracio´n 17 24 41 37 78
Pico Aceleracio´n 0 0 0 0 0
Saliendo Aceleracio´n 6 11 17 8 25
Entrando AceTran 0 0 0 0 0
Saliendo AceTran 0 0 0 0 0
Entrando Transicio´n 6 4 10 1 11
Pico Transicio´n 0 0 0 0 0
Saliendo Transicio´n 0 0 0 0 0
Entrando TransDes 0 0 0 0 0
Saliendo TranDes 0 0 0 0 0
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 0 0 0 0 0
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 41 49 90 49 139
Tabla A.16: Distribucio´n de Nin˜os por Etapa Ejecutando un Sistema Difuso con
Reglas Reducidas del Grupo II.1.
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Total1.
Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 3 3 6 2 8
Saliendo Iniciacio´n 7 8 15 1 16
Entrando IniAce 15 23 38 20 58
Saliendo IniAce 4 0 4 0 4
Entrando Aceleracio´n 14 10 24 12 36
Pico Aceleracio´n 6 10 16 15 31
Saliendo Aceleracio´n 2 8 10 12 22
Entrando AceTran 2 0 2 1 3
Saliendo AceTran 7 8 15 6 21
Entrando Transicio´n 5 4 9 0 9
Pico Transicio´n 11 4 15 1 16
Saliendo Transicio´n 1 0 1 0 1
Entrando TransDes 1 3 4 29 33
Saliendo TranDes 1 0 1 0 1
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 1 0 1 0 1
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 81 161 99 260
Tabla A.17: Distribucio´n de Nin˜os por Etapa Ejecutando un Sistema Difuso con
Reglas Originales del Grupo Total1.
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Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 0 0 0 0 0
Saliendo Iniciacio´n 10 6 16 2 18
Entrando IniAce 12 17 29 14 43
Saliendo IniAce 6 3 9 10 19
Entrando Aceleracio´n 19 26 45 33 78
Pico Aceleracio´n 6 9 15 21 36
Saliendo Aceleracio´n 4 3 7 12 19
Entrando AceTran 6 2 8 4 12
Saliendo AceTran 4 5 9 0 9
Entrando Transicio´n 8 8 16 2 18
Pico Transicio´n 3 2 5 0 5
Saliendo Transicio´n 0 0 0 0 0
Entrando TransDes 0 0 0 1 1
Saliendo TranDes 1 0 1 0 1
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 1 0 1 0 1
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 81 161 99 260
Tabla A.18: Distribucio´n de Nin˜os por Etapa Ejecutando un Sistema Difuso con
Reglas Reducidas del Grupo Total1.
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Grupo II.2.
Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 3 3 6 2 8
Saliendo Iniciacio´n 7 8 15 1 16
Entrando IniAce 15 23 38 20 58
Saliendo IniAce 4 0 4 0 4
Entrando Aceleracio´n 14 10 24 12 36
Pico Aceleracio´n 6 10 16 15 31
Saliendo Aceleracio´n 2 8 10 12 22
Entrando AceTran 2 0 2 1 3
Saliendo AceTran 7 8 15 6 21
Entrando Transicio´n 5 4 9 0 9
Pico Transicio´n 11 4 15 1 16
Saliendo Transicio´n 1 0 1 0 1
Entrando TransDes 1 3 4 29 33
Saliendo TranDes 1 0 1 0 1
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 1 0 1 0 1
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 81 161 99 260
Tabla A.19: Distribucio´n de Nin˜os por Etapa Ejecutando un Sistema Difuso con
Reglas Originales del Grupo II.2.
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Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 0 0 0 0 0
Saliendo Iniciacio´n 10 6 16 2 18
Entrando IniAce 12 17 29 14 43
Saliendo IniAce 6 3 9 10 19
Entrando Aceleracio´n 19 26 45 33 78
Pico Aceleracio´n 6 9 15 21 36
Saliendo Aceleracio´n 4 3 7 12 19
Entrando AceTran 6 2 8 4 12
Saliendo AceTran 4 5 9 0 9
Entrando Transicio´n 8 8 16 2 18
Pico Transicio´n 3 2 5 0 5
Saliendo Transicio´n 0 0 0 0 0
Entrando TransDes 0 0 0 1 1
Saliendo TranDes 1 0 1 0 1
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 1 0 1 0 1
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 81 161 99 260
Tabla A.20: Distribucio´n de Nin˜os por Etapa Ejecutando un Sistema Difuso con
Reglas Reducidas del Grupo II.2.
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Grupo Completo.
Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 3 5 8 2 10
Saliendo Iniciacio´n 8 7 15 1 16
Entrando IniAce 13 21 34 31 65
Saliendo IniAce 4 0 4 2 6
Entrando Aceleracio´n 15 12 27 22 49
Pico Aceleracio´n 7 11 18 17 35
Saliendo Aceleracio´n 2 7 9 4 13
Entrando AceTran 1 0 1 1 2
Saliendo AceTran 8 8 16 6 22
Entrando Transicio´n 4 4 8 0 8
Pico Transicio´n 10 4 14 0 14
Saliendo Transicio´n 1 0 1 0 1
Entrando TransDes 2 2 4 12 16
Saliendo TranDes 1 0 1 0 1
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 1 0 1 1 2
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 81 161 99 260
Tabla A.21: Distribucio´n de Nin˜os por Etapa Ejecutando un Sistema Difuso con
Reglas Originales del Grupo Completo.
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Grupo
Etapa I II.1 Total1 II.2 Completo
Pico Iniciacio´n 0 0 0 0 0
Saliendo Iniciacio´n 1 1 2 1 3
Entrando IniAce 7 6 13 10 23
Saliendo IniAce 5 6 11 3 14
Entrando Aceleracio´n 20 21 41 35 76
Pico Aceleracio´n 21 26 47 43 90
Saliendo Aceleracio´n 3 8 11 4 15
Entrando AceTran 6 1 7 1 8
Saliendo AceTran 6 4 10 1 11
Entrando Transicio´n 6 7 13 0 13
Pico Transicio´n 2 1 3 1 4
Saliendo Transicio´n 2 0 2 0 2
Entrando TransDes 0 0 0 0 0
Saliendo TranDes 0 0 0 0 0
Entrando Desaceleracio´n 0 0 0 0 0
Pico Desaceleracio´n 1 0 1 0 1
Saliendo Desaceleracio´n 0 0 0 0 0
Entrando DesMad 0 0 0 0 0
Saliendo DesMad 0 0 0 0 0
Entrando Madurez 0 0 0 0 0
Pico Madurez 0 0 0 0 0
Saliendo madurez 0 0 0 0 0
Entrando MadTer 0 0 0 0 0
Saliendo MadTer 0 0 0 0 0
Entrando Terminacio´n 0 0 0 0 0
Pico Terminacio´n 0 0 0 0 0
Total 80 81 161 99 260
Tabla A.22: Distribucio´n de Nin˜os por Etapa Ejecutando un Sistema Difuso con
Reglas Reducidas del Grupo Completo.
Ape´ndice B
Variacio´n en el Factor de
Reduccio´n
A continuacio´n se muestran los resultados obtenidos al variar el factor de re-
duccio´n a las reglas. Este factor fue definido entre el valor 0 y 1. Se observa el
comportamiento obtenido y se busca una exactitud y cobertura altas.
Las tablas de resultados son enunciadas de manera separada por ge´nero y por
grupo. Para cada caso se presentan dos tablas. La primera tabla muestra co´mo se
comportan los datos en exactitud y cobertura, segu´n el factor de reduccio´n. En
la primera columna de esta tabla se indica el grupo. Las columnas subsecuentes
muestran, para cada factor de reduccio´n, la exactitud, columna etiquetada con la
letra E, y la cobertura, indicada por la columna con etiqueta C.
La segunda tabla muestra el soporte que tienen las reglas, as´ı como la longi-
tud de las premisas. Para cada uno se indican el minimal, maximal y promedio de
elementos que es cubierto por las reglas.
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B.1 Nin˜as.
1. Grupo I
Grupo
Factor de reduccio´n
0,9 0,85 0,8 0,75 0,7
E C E C E C E C E C
I 1 0,95 0,974 0,962 0,948 0,962 0,948 0,962 0,923 0,975
II.1 0,848 0,59 0,676 0,91 0,644 0,936 0,649 0,949 0,662 0,949
Total 1 0,943 0,772 0,831 0,937 0,8 0,949 0,801 0,956 0,796 0,962
II.2 0,558 0,384 0,393 0,955 0,4 0,982 0,399 1 0,393 1
Completo 0,842 0,611 0,647 0,944 0,631 0,963 0,605 0,974 0,625 0,978
Tabla B.1: Factor de Reduccio´n del Grupo I de Nin˜as.
Factor de No. de Soporte de reglas Longitud de premisas
reduccio´n reglas Minimal Maximal Promedio Minimal Maximal Promedio
0,95 22 1 11 4,3 2 9 6,2
0,85 20 1 25 7,6 1 5 2,8
0,8 19 1 25 8 1 5 2,4
0,75 18 1 30 8,5 1 4 2,3
0,7 18 1 32 9,8 1 4 2,2
Tabla B.2: Soporte y Longitud de Reglas del Grupo I de Nin˜as
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2. Grupo II.1
Grupo
Factor de reduccio´n
0,9 0,85 0,8 0,75 0,7
E C E C E C E C E C
I 0,686 0,638 0,77 0,925 0,784 0,925 0,784 0,925 0,784 0,925
II.1 1 0,936 0,987 0,962 0,961 0,987 0,909 0,987 0,909 0,987
Total 1 0,871 0,785 0,879 0,943 0,874 0,956 0,848 0,956 0,848 0,956
II.2 0,774 0,554 0,691 0,839 0,688 0,857 0,68 0,92 0,68 0,92
Completo 0,839 0,689 0,807 0,9 0,802 0,915 0,78 0,941 0,78 0,941
Tabla B.3: Factor de Reduccio´n del Grupo II.1 de Nin˜as.
Factor de No. de Soporte de reglas Longitud de premisas
reduccio´n reglas Minimal Maximal Promedio Minimal Maximal Promedio
0,95 20 1 18 4,6 2 10 6
0,85 20 1 25 7,4 1 5 2,6
0,8 20 1 25 7,4 1 4 2,6
0,75 20 1 17 8 1 4 2,2
0,7 20 1 27 8 1 4 2,2
Tabla B.4: Soporte y Longitud de Reglas del Grupo II.1 de Nin˜as
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3. Grupo Total1
Grupo
Factor de reduccio´n
0,9 0,85 0,8 0,75 0,7
E C E C E C E C E C
1 0,938 0,961 0,95 0,961 0,95 0,947 0,95 0,935 0,962
II.1 1 0,923 0,961 0,974 0,947 0,974 0,947 0,974 0,883 0,987
Total1 1 0,93 0,961 0,962 0,954 0,962 0,947 0,962 0,909 0,975
II.2 0,944 0,321 0,755 0,875 0,727 0,884 0,727 0,884 0,689 0,946
Completo 0,989 0,678 0,88 0,926 0,865 0,93 0,861 0,93 0,819 0,963
Tabla B.5: Factor de Reduccio´n del Grupo Total1 de Nin˜as.
Factor de No. de Soporte de reglas Longitud de premisas
reduccio´n reglas Minimal Maximal Promedio Minimal Maximal Promedio
0,95 36 1 37 5,5 3 11 7,2
0,85 32 1 43 10,2 1 6 2,9
0,8 31 1 43 11,9 1 5 2,7
0,75 30 1 47 11,9 1 5 2,6
0,7 25 1 41 14,1 1 5 2,5
Tabla B.6: Soporte y Longitud de Reglas del Grupo Total1 de Nin˜as
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4. Grupo II.2
Grupo
Factor de reduccio´n
0,9 0,85 0,8 0,75 0,7
E C E C E C E C E C
I 0,778 0,338 0,7 0,875 0,648 0,888 0,662 0,888 0,662 0,888
II.1 0,883 0,538 0,803 0,91 0,73 0,949 0,747 0,962 0,747 0,962
Total1 0,812 0,437 0,752 0,892 0,69 0,918 0,705 0,924 0,705 0,924
II.2 1 0,92 0,945 0,973 0,901 0,991 0,874 0,991 0,874 0,991
Completo 0,924 0,637 0,836 0,926 0,781 0,948 0,778 0,952 0,778 0,952
Tabla B.7: Factor de Reduccio´n del Grupo II.2 de Nin˜as.
Factor de No. de Soporte de reglas Longitud de premisas
reduccio´n reglas Minimal Maximal Promedio Minimal Maximal Promedio
0,95 33 1 11 3,4 3 11 7,3
0,85 30 1 21 6,9 1 5 2,8
0,8 28 1 24 7,4 1 4 2,6
0,75 27 1 24 8 1 4 2,4
0,7 27 1 24 8 1 4 2,4
Tabla B.8: Soporte y Longitud de Reglas del Grupo II.2 de Nin˜as
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5. Grupo Completo
Grupo
Factor de reduccio´n
0,9 0,85 0,8 0,75 0,7
E C E C E C E C E C
I 1 0,95 0,962 0,975 0,936 0,975 0,949 0,975 0,855 0,975
II.1 1 0,963 0,948 0,987 0,935 0,987 0,961 0,987 0,859 1
Total1 1 0,956 0,955 0,981 0,935 0,981 0,955 0,981 0,872 0,987
II.2 1 0,92 0,936 0,973 0,9 0,982 0,883 0,991 0,874 0,991
Completo 1 0,941 0,947 0,978 0,921 0,981 0,925 0,985 0,873 0,989
Tabla B.9: Factor de Reduccio´n del Grupo Completo de Nin˜as.
Factor de No. de Soporte de reglas Longitud de premisas
reduccio´n reglas Minimal Maximal Promedio Minimal Maximal Promedio
0,95 66 1 27 5,6 4 11 7,5
0,85 53 1 63 11,7 1 6 3
0,8 50 1 63 14,2 1 6 2,9
0,75 43 1 63 16,1 1 5 2,6
0,7 41 1 77 17,5 1 5 2,5
Tabla B.10: Soporte y Longitud de Reglas del Grupo Completo de Nin˜as
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B.2 Nin˜os.
1. Grupo I
Grupo
Factor de reduccio´n
0,9 0,85 0,8 0,75 0,7
E C E C E C E C E C
I 1 0,95 0,961 0,962 0,909 0,962 0,857 0,962 0,857 0,962
II.1 0,828 0,716 0,747 0,926 0,705 0,963 0,696 0,975 0,696 0,975
Total1 0,925 0,832 0,855 0,944 0,806 0,963 0,776 0,969 0,776 0,969
II.2 0,717 0,535 0,667 0,939 0,688 0,97 0,667 0,97 0,667 0,97
Completo 0,866 0,719 0,788 0,942 0,761 0,965 0,734 0,969 0,738 0,969
Tabla B.11: Factor de Reduccio´n del Grupo I de Nin˜os.
Factor de No. de Soporte de reglas Longitud de premisas
reduccio´n reglas Minimal Maximal Promedio Minimal Maximal Promedio
0,95 24 1 17 3,5 2 12 7
0,85 24 1 24 4,9 1 5 2,8
0,8 23 1 29 5,2 1 5 2,7
0,75 23 1 29 5,4 1 4 2,5
0,7 23 1 29 5,4 1 4 2,4
Tabla B.12: Soporte y Longitud de Reglas del Grupo I de Nin˜os
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2. Grupo II.1
Grupo
Factor de reduccio´n
0,9 0,85 0,8 0,75 0,7
E C E C E C E C E C
I 0,905 0,525 0,762 0,788 0,681 0,862 0,653 0,938 0,653 0,938
II.1 0,987 0,938 0,909 0,951 0,886 0,975 0,85 0,988 0,85 0,988
Total1 0,958 0,733 0,843 0,87 0,791 0,919 0,755 0,963 0,755 0,963
II.2 0,844 0,323 0,698 0,869 0,659 0,919 0,701 0,98 0,701 0,98
Completo 0,933 0,577 0,788 0,869 0,741 0,919 0,734 0,969 0,734 0,969
Tabla B.13: Factor de Reduccio´n del Grupo II.1 de Nin˜os.
Factor de No. de Soporte de reglas Longitud de premisas
reduccio´n reglas Minimal Maximal Promedio Minimal Maximal Promedio
0,95 23 1 14 3,6 3 12 7,6
0,85 21 1 24 5,4 2 4 2,8
0,8 21 1 24 5,5 2 4 2,7
0,75 20 1 27 7,6 1 4 2,4
0,7 20 1 27 8 1 4 2,4
Tabla B.14: Soporte y Longitud de Reglas del Grupo II.1 de Nin˜os
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3. Grupo Total1
Grupo
Factor de reduccio´n
0,9 0,85 0,8 0,75 0,7
E C E C E C E C E C
I 1 0,938 0,948 0,962 0,896 0,962 0,833 0,975 0,795 0,975
II.1 1 0,938 0,877 1 0,852 1 0,84 1 0,827 1
Total1 1 0,938 0,911 0,981 0,873 0,981 0,836 0,988 0,811 0,988
II.2 0,674 0,434 0,734 0,949 0,701 0,98 0,646 1 0,667 1
Completo 0,928 0,746 0,845 0,969 0,808 0,981 0,764 0,992 0,756 0,992
Tabla B.15: Factor de Reduccio´n del Grupo Total1 de Nin˜os.
Factor de No. de Soporte de reglas Longitud de premisas
reduccio´n reglas Minimal Maximal Promedio Minimal Maximal Promedio
0,95 44 1 35 4,4 3 12 8,1
0,85 42 1 48 8 1 5 3
0,8 42 1 48 8,3 1 5 2,9
0,75 41 1 54 8,2 1 5 2,7
0,7 41 1 54 9,8 1 5 2,6
Tabla B.16: Soporte y Longitud de Reglas del Grupo Total1 de Nin˜os
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4. Grupo II.2
Grupo
Factor de reduccio´n
0,9 0,85 0,8 0,75 0,7
E C E C E C E C E C
I 0,8 0,438 0,683 0,788 0,662 0,812 0,652 0,825 0,652 0,825
II.1 0,812 0,593 0,703 0,914 0,645 0,938 0,658 0,938 0,649 0,951
Total1 0,807 0,516 0,693 0,851 0,652 0,876 0,655 0,882 0,65 0,888
II.2 1 9.19 0,989 0,949 1 0,919 0,878 0,99 0,878 0,99
Completo 0,908 0,669 0,814 0,888 0,756 0,915 0,746 0,923 0,743 0,927
Tabla B.17: Factor de Reduccio´n del Grupo II.2 de Nin˜os.
Factor de No. de Soporte de reglas Longitud de premisas
reduccio´n reglas Minimal Maximal Promedio Minimal Maximal Promedio
0,95 30 1 17 3,6 4 12 7
0,85 27 1 30 7,4 2 7 2,9
0,8 22 1 3 8,6 1 6 2,7
0,75 22 1 33 9 1 6 2,5
0,7 22 1 33 9 1 6 2,5
Tabla B.18: Soporte y Longitud de Reglas del Grupo II.2 de Nin˜os
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5. Grupo Completo
Grupo
Factor de reduccio´n
0,9 0,85 0,8 0,75 0,7
E C E C E C E C E C
I 1 0,95 0,962 0,975 0,885 0,975 0,886 0,988 0,835 0,988
II.1 1 0,951 0,914 1 0,852 1 0,802 1 0,802 1
Total1 0,993 0,95 0,937 0,988 0,868 0,988 0,844 0,994 0,819 0,994
II.2 1 0,949 0,949 0,99 0,867 0,99 0,816 0,99 0,727 1
Completo 0,996 0,95 0,949 0,988 0,968 0,988 0,833 0,992 0,784 0,996
Tabla B.19: Factor de Reduccio´n del Grupo Completo de Nin˜os.
Factor de No. de Soporte de reglas Longitud de premisas
reduccio´n reglas Minimal Maximal Promedio Minimal Maximal Promedio
0,95 30 1 17 3,6 4 12 7
0,85 27 1 30 7,4 2 7 2,9
0,8 22 1 3 8,6 1 6 2,7
0,75 22 1 33 9 1 6 2,5
0,7 22 1 33 9 1 6 2,5
Tabla B.20: Soporte y Longitud de Reglas del Grupo Completo de Nin˜os
Ape´ndice C
Tablas de Exactitud de
Conjuntos Aproximados y
Conjuntos Difusos.
C.1 Nin˜as.
Grupo
Exactitud Original Exactitud Reducido
Conjuntos Sistema Conjuntos Sistema
Aproximados Difuso Aproximados Difuso
I 0,923 0,925 0,923 0,875
II.1 0,662 0,82 0,662 0,897
Total1 0,796 0,873 0,796 0,886
II.2 0,393 0,678 0,393 0,741
Completo 0,625 0,792 0,625 0,825
Tabla C.1: Exactitud de Reglas, Originales y Reducidas, del Grupo I de Nin˜as.
1.
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Grupo
Exactitud Original Exactitud Reducido
Conjuntos Sistema Conjuntos Sistema
Aproximados Difuso Aproximados Difuso
I 0,686 0,85 0,784 0,85
II.1 1 0,987 0,909 0,935
Total1 0,871 0,917 0,848 0,892
II.2 0,774 0,696 0,68 0,928
Completo 0,839 0,825 0,78 0,907
Tabla C.2: Exactitud de Reglas, Originales y Reducidas, del Grupo II.1 de Nin˜as.
2.
Grupo
Exactitud Original Exactitud Reducido
Conjuntos Sistema Conjuntos Sistema
Aproximados Difuso Aproximados Difuso
I 1 0,9375 0,935 0,875
II.1 1 0,948 0,883 0,961
Total1 1 0,943 0,909 0,917
II.2 0,944 0,642 0,689 0,9375
Completo 0,989 0,818 0,819 0,925
Tabla C.3: Exactitud de Reglas, Originales y Reducidas, del Grupo Total1 de Nin˜as.
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Grupo
Exactitud Original Exactitud Reducido
Conjuntos Sistema Conjuntos Sistema
Aproximados Difuso Aproximados Difuso
I 0,778 0,6625 0,662 0,8
II.1 0,883 0,769 0,747 0,884
Total1 0,812 0,715 0,705 0,841
II.2 1 0,821 0,874 0,955
Completo 0,924 0,759 0,778 0,888
Tabla C.4: Exactitud de Reglas, Originales y Reducidas, del Grupo II.2 de Nin˜as.
Grupo
Exactitud Original Exactitud Reducido
Conjuntos Sistema Conjuntos Sistema
Aproximados Difuso Aproximados Difuso
I 1 0,9625 0,855 0,9
II.1 1 0,948 0,859 0,961
Total1 1 0,955 0,872 0,93
II.2 1 0,821 0,874 0,883
Completo 1 0,9 0,873 0,911
Tabla C.5: Exactitud de Reglas, Originales y Reducidas, del Grupo Completo de
Nin˜as.
3.
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C.2 Nin˜os.
Grupo
Exactitud Original Exactitud Reducido
Conjuntos Sistema Conjuntos Sistema
Aproximados Difuso Aproximados Difuso
I 1 0,962 0,857 0,95
II.1 0,828 0,814 0,696 0,938
Total1 0,925 0,888 0,776 0,944
II.2 0,717 0,666 0,667 0,878
Completo 0,866 0,803 0,738 0,919
Tabla C.6: Exactitud de Reglas, Originales y Reducidas, del Grupo I de Nin˜os.
1.
Grupo
Exactitud Original Exactitud Reducido
Conjuntos Sistema Conjuntos Sistema
Aproximados Difuso Aproximados Difuso
I 0,905 0,9125 0,653 0,5
II.1 0,987 0,95 0,85 0,58
Total1 0,958 0,931 0,755 0,54
II.2 0,844 0,636 0,701 0,434
Completo 0,933 0,819 0,734 0,5
Tabla C.7: Exactitud de Reglas, Originales y Reducidas, del Grupo II.1 de Nin˜os.
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Grupo
Exactitud Original Exactitud Reducido
Conjuntos Sistema Conjuntos Sistema
Aproximados Difuso Aproximados Difuso
I 1 0,938 0,795 0,925
II.1 1 0,938 0,827 0,925
Total1 1 0,938 0,811 0,925
II.2 0,674 0,434 0,667 0,777
Completo 0,928 0,746 0,756 0,869
Tabla C.8: Exactitud de Reglas, Originales y Reducidas, del Grupo Total1 de Nin˜os.
Grupo
Exactitud Original Exactitud Reducido
Conjuntos Sistema Conjuntos Sistema
Aproximados Difuso Aproximados Difuso
I 0,8 0,875 0,652 0,837
II.1 0,812 0,839 0,649 0,876
Total1 0,807 0,857 0,65 0,857
II.2 1 0,878 0,878 0,909
Completo 0,908 0,865 0,743 0,876
Tabla C.9: Exactitud de Reglas, Originales y Reducidas ,Originales y Reducidas,
del Grupo II.2 de Nin˜os.
2.
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Grupo
Exactitud Original Exactitud Reducido
Conjuntos Sistema Conjuntos Sistema
Aproximados Difuso Aproximados Difuso
I 1 0,987 0,835 0,887
II.1 1 0,975 0,802 0,962
Total1 0,993 0,981 0,819 0,925
II.2 1 0,858 0,727 0,919
Completo 0,996 0,934 0,784 0,923
Tabla C.10: Exactitud de Reglas, Originales y Reducidas ,Originales y Reducidas,
del Grupo Completo de Nin˜os.
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