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In einem Workflow-Management-System (WfMS) entsteht durch die Ausfu¨hrung von Workflows (WF) eine hohe
Last. Dies betrifft sowohl die WF-Server, als auch das zugrunde liegende Kommunikationssystem. Im ADEPT-
Projekt wurde ein Verteilungsmodell entwickelt, das hilft, eine ¨Uberlastung des Kommunikationssystems zu
vermeiden. Dabei wird zur Reduzierung der Kommunikationslast die Kontrolle u¨ber einen WF ggf. von einem
WF-Server zu einem anderen WF-Server in einem anderen Teilnetz verlagert. Bei den in [BD97, BD00] be-
schriebenen Verfahren wird angenommen, dass sich genau ein WF-Server in jedem Teilnetz befindet. Da fu¨r
diesen die zu bewa¨ltigende Last mo¨glicherweise zu hoch werden kann, wird in diesem Beitrag ein Verfahren
zur Replikation von WF-Servern vorgestellt. Dieses erlaubt eine beliebige und vera¨nderbare Aufteilung der
Last auf die WF-Server eines Teilnetzes. Es zeichnet sich dadurch aus, dass keine zusa¨tzliche Kommunikation
beno¨tigt wird.
1 Einleitung
WfMS ermo¨glichen die rechnerunterstu¨tzte Ausfu¨hrung von Gescha¨ftsprozessen in einer verteilten
Systemumgebung. Der entscheidende Vorteil solcher Systeme ist, dass sie helfen, große Anwen-
dungssysteme u¨berschaubarer zu gestalten. Dazu wird der applikationsspezifische Code der verwen-
deten Anwendungen von der Ablauflogik des Gescha¨ftsprozesses (
”
Prozesslogik“) getrennt. Anstelle
eines großen monolithischen Programmpakets erha¨lt man nun einzelne Aktivita¨ten, welche die An-
wendungsprogramme repra¨sentieren. Ihre Ablauflogik wird in einer separaten Kontrollflussdefinition
festgelegt, welche die Ausfu¨hrungsreihenfolge (Sequenz, Verzweigung, Parallelita¨t, Schleifen) der
einzelnen Aktivita¨ten bestimmt. Das WfMS sorgt dafu¨r, dass nur solche Aktivita¨ten ausgefu¨hrt wer-
den ko¨nnen, die der Ablauflogik zufolge zur Ausfu¨hrung anstehen. Diese werden in die Arbeitslisten
autorisierter Bearbeiter eingefu¨gt. Welche Benutzer zur Bearbeitung einer bestimmten Aktivita¨t auto-
risiert sind, wird meist durch eine Rolle festgelegt, die auch den entsprechenden Bearbeitern zugeord-
net ist. Dabei ist es durchaus mo¨glich, dass mehrere Benutzer ermittelt werden, die fu¨r die Bearbeitung
einer bestimmten Aktivita¨t in Frage kommen.
Ein gravierender Mangel heutiger WfMS ist ihre schlechte Skalierbarkeit bei wachsenden Benutzer-
zahlen. Die Last fu¨r die WF-Server und fu¨r das zugrunde liegende Kommunikationsnetzwerk kann
sehr groß werden [BD99b, BD00]. Diese muss geeignet auf ausreichend viele Systemkomponenten
verteilt werden, um ¨Uberlastsituationen zu vermeiden. In dieser Arbeit konzentrieren wir uns auf die
Vermeidung von ¨Uberlastsituationen fu¨r die WF-Server. Dies soll allerdings so erfolgen, dass dadurch
keine gravierenden Nachteile fu¨r das Kommunikationsverhalten entstehen, d.h., zusa¨tzliche Kommu-
nikation soll mo¨glichst vermieden werden.
1.1 Verteilte Workflow-Ausfu¨hrung
Wir betrachten eine unternehmensweite oder sogar unternehmensu¨bergreifende WF-basierte Anwen-
dung im operativen Einsatz. Durch die hohe Anzahl von Benutzern und gleichzeitig aktiven WF-
Instanzen1 wird eine sehr große Last erzeugt. Diese kann dazu fu¨hren, dass Komponenten des WfMS




 , der verteilten Variante des ADEPT-WfMS2
[DKR  95, RD98], eine WF-Instanz nicht mehr nur von einem WF-Server kontrolliert, sondern sie
wird partitioniert und abschnittsweise von verschiedenen Servern gesteuert [BD97] (vgl. Abb. 1).
Wird bei der Ausfu¨hrung von Instanzen dieses WF-Typs das Ende einer Partition erreicht, so wird die
Kontrolle u¨ber diesen WF an den na¨chsten WF-Server weitergereicht (Migration). Damit dies mo¨glich
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Abbildung 1 Partitionierung eines WF-Graphen und verteilte WF-Ausfu¨hrung.
Eine solche Partitionierung des WF-Graphen und die zugeho¨rigen Migrationen werden auch in ande-
ren Ansa¨tzen verwendet (z.B. [MWW  98]). Wir verfolgen in ADEPT zusa¨tzlich das Ziel, die Kom-
munikationskosten zu minimieren. Der Grund dafu¨r ist, dass konkrete Erfahrungen mit existieren-
den WfMS gezeigt haben, dass zwischen dem WF-Server und seinen Clients sehr viel kommuniziert
wird und zum Teil auch große Datenmengen ausgetauscht werden. Dies kann dazu fu¨hren, dass das
Kommunikationssystem u¨berlastet wird. Deshalb wird in ADEPT der WF-Server fu¨r jede Aktivita¨t
so gewa¨hlt, dass der Kommunikationsaufwand minimiert wird. Dazu wird der WF-Server fu¨r eine
Aktivita¨t in der Regel so gewa¨hlt, dass er im Teilnetz3 der Mehrzahl ihrer potentiellen Bearbeiter
liegt. Dadurch wird in vielen Fa¨llen teilnetzu¨bergreifende Kommunikation zwischen dem WF-Server
und seinen Clients vermieden. Außerdem werden die Antwortzeiten verbessert und die Verfu¨gbar-
keit erho¨ht, da bei der Ausfu¨hrung von Aktivita¨ten kein Gateway oder WAN (Wide Area Network)
zwischengeschaltet ist.
Bei diesem Ansatz wird also bereits zur Modellierungszeit eine (statische) Zuordnung von WF-
Servern zu den Aktivita¨ten vorgenommen. Es gibt aber auch Fa¨lle, in denen diese Vorgehensweise
nicht ausreichend ist, um gute Resultate zu erzielen: Dies ist dann der Fall, wenn abha¨ngige Be-
arbeiterzuordnungen (z.B. selber Bearbeiter wie Aktivita¨t H ) verwendet werden, weil die potentiel-
len Bearbeiter einer Aktivita¨t dann vom Bearbeiter einer Vorga¨ngeraktivita¨t abha¨ngen. Da sich die
Menge der potentiellen Bearbeiter einer solchen Aktivita¨t erst im Verlauf der WF-Ausfu¨hrung ergibt,
ist es vorteilhaft, ihren WF-Server erst zur Ausfu¨hrungszeit der entsprechenden WF-Instanz festzu-
legen. Der Server kann dann in einem fu¨r die entsprechenden Bearbeiter gu¨nstigen Domain gewa¨hlt
werden. Zu diesem Zweck wurden fu¨r ADEPT I
	(A
( so genannte variable Serverzuordnungen
[BD99a, BD00] entwickelt. Dies sind Ausdru¨cke (z.B. "Server im Domain des Bearbeiters der Akti-
vita¨t H "), die zur Ausfu¨hrungszeit der WF-Instanz ausgewertet werden, um denjenigen WF-Server zu
ermitteln, der die zugeho¨rige Aktivita¨teninstanz kontrollieren soll.
1In [KAGM96, SK97] werden Anwendungen beschrieben, bei denen die Zahl der Benutzer des WfMS bis auf einige
zehntausend anwachsen kann oder mehrere zehntausend WF gleichzeitig im System sein ko¨nnen.
2ADEPT steht fu¨r Application Development Based on Encapsulated Pre-Modeled Process Templates.
3Ein Teilnetz wird zusammen mit den in ihm lokalisierten Clients und WF-Servern als Domain bezeichnet.
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1.2 Problemstellung und Anforderungen




 ist also, dass fu¨r jeden WF-Typ eine (bzgl. der bei der
WF-Ausfu¨hrung entstehenden Kommunikationslast) optimale Verteilung der Aktivita¨ten auf die WF-
Server ermittelt wird. Das Teilnetz, in dem sich der WF-Server einer bestimmten Aktivita¨teninstanz
befindet, wird durch einen Serverzuordnungsausdruck vorgegeben. Um diese optimale Verteilung rea-
lisieren zu ko¨nnen, mu¨ssen alle Teilnetze u¨ber einen WF-Server verfu¨gen. In den bisherigen Vero¨ffent-




 (z.B. [BD97, BD99a, BD00]) haben wir angenommen, dass sich in
jedem Teilnetz genau ein WF-Server befindet. Das Problem dabei ist, dass dieser, wegen seiner be-
grenzten Leistungsfa¨higkeit, u¨berlastet sein kann, obwohl das zugeho¨rige Teilnetz noch nicht voll
ausgelastet ist. Um dieses Problem zu lo¨sen, ko¨nnte z.B. ein Hochleistungsrechner als WF-Server
verwendet werden, oder es ko¨nnten mehrere WF-Server innerhalb eines Domains eingesetzt werden.
Wie wir noch sehen werden, wird sich letzterer Ansatz als besser geeignet erweisen.
In dieser Arbeit soll ein Verfahren fu¨r die Verwendung mehrerer WF-Server innerhalb eines Domains
entwickelt werden, welches die folgenden Anforderungen erfu¨llt:
1. Es muss mo¨glich sein, die zu bewa¨ltigende Last auf beliebig viele WF-Server zu verteilen. Diese
Lastaufteilung muss in einem beliebigen, vorzugebenden Verha¨ltnis realisierbar sein. Es muss
also z.B. vorgegeben werden ko¨nnen, dass sich die Last auf zwei zur Verfu¨gung stehende Server
im Verha¨ltnis 3:2 aufteilt. Nur so kann bei einer beliebigen Menge an Server-Rechnern sicherge-
stellt werden, dass keiner dieser Server u¨berlastet wird.
2. Durch den Einsatz mehrerer WF-Server innerhalb eines Domains du¨rfen die durch das Vertei-
lungsmodell von ADEPT erzielten Vorteile (z.B. die Reduzierung der Kommunikationslast) nicht
konterkariert werden. Deshalb sollte das zu entwickelnde Verfahren mo¨glichst keine (zusa¨tzliche)
Kommunikation zwischen den WF-Servern desselben Domains erfordern. Die Auswahl eines
WF-Servers soll also ohne Abstimmungsprozess zwischen den verschiedenen Servern erfolgen.
3. Die Verwendung eines zentralen Servers zur Verteilung der Aufgaben verbietet sich, weil auch
mit diesem kommuniziert werden mu¨sste, und weil eine solche zentrale Komponente einen Fla-
schenhals darstellen und die Verfu¨gbarkeit des WfMS beeintra¨chtigen wu¨rde. Es wird also ein
verteiltes Verfahren zur Auswahl des Servers einer bestimmten Aktivita¨teninstanz beno¨tigt.
4. Um eine Integration in ADEPT zu ermo¨glichen, muss das Verfahren auch im Zusammenspiel mit
variablen Serverzuordnungen funktionieren. Es muss also mo¨glich sein, zur Festlegung des WF-
Servers einer Aktivita¨t, Ausdru¨cke (z.B. "Server im Domain des Bearbeiters der Aktivita¨t H ") zu
verwenden, anstatt einen Server fest vorzugeben. Außerdem muss es im Falle einer dynamischen
¨Anderung einer WF-Instanz [RD98, DRK00] ohne gro¨ßeren Aufwand mo¨glich sein, denjenigen
Server eines Domains zu ermitteln, der die WF-Instanz tatsa¨chlich kontrolliert (vgl. [RBD99]).
5. Es muss mo¨glich sein, die Anzahl der WF-Server und das Verha¨ltnis der Lastaufteilung zwischen
ihnen im laufenden Betrieb zu vera¨ndern, ohne dass dieser dadurch beeintra¨chtigt wird.
Es ist also das Ziel, ein Verfahren zu entwickeln, das eine beliebige und vera¨nderbare Verteilung der
Last auf die WF-Server ermo¨glicht und dabei mo¨glichst ohne Kommunikation auskommt.
1.3 Annahmen und Rahmenbedingungen
In diesem Abschnitt werden einige Aspekte der in diesem Beitrag zugrunde gelegten Systemumge-
bung ero¨rtert. Da wir den operativen Einsatz von WfMS betrachten, kann von den folgenden Annah-
men ausgegangen werden:
3
J Als WF-Server werden Rechner verwendet, die fu¨r diesen Zweck reserviert sind oder eine fu¨r die-
sen Zweck reservierte Bandbreite haben. Es ist also nicht anzunehmen, dass die Leistungsfa¨hig-
keit eines WF-Servers aufgrund anderer Aufgaben schwankt.
J Die Leistungsfa¨higkeit der WF-Server eines Domains ist etwas gro¨ßer als die zu bewa¨ltigende
Last erfordert (Reserve), so dass Lastschwankungen in einem gewissen Umfang ausgeglichen
werden ko¨nnen.
J Bei Ausfall eines WF-Servers werden dessen Aufgaben von einem Backup-Server u¨bernommen
(vgl. [KAGM96]). Die Erho¨hung der Verfu¨gbarkeit ist kein prima¨res Ziel der in diesem Beitrag
vorgestellten Verfahren.
Im na¨chsten Abschnitt werden einige prinzipiell mo¨gliche Lo¨sungsansa¨tze diskutiert. Das Verfah-
ren, mit dem der konkrete Server fu¨r eine Aktivita¨teninstanz ausgewa¨hlt wird, wird in Abschnitt 3
vorgestellt. In Abschnitt 4 werden einige Fragestellungen betrachtet, welche die Vera¨nderung einer
gewa¨hlten Lastverteilung betreffen. Abschnitt 5 diskutiert die untersuchte Problemstellung im Kon-
text anderer verteilter WfMS-Ansa¨tze. Der Beitrag schließt mit einer Zusammenfassung und einem
Ausblick auf weitere Arbeiten.
2 Lo¨sungsansa¨tze
Im Folgenden wird untersucht, ob der in Abschnitt 1.2 angedachte Ansatz tatsa¨chlich am besten geeig-
net ist, um die vorliegende Problemstellung zu lo¨sen. Zu diesem Zweck werden zuna¨chst verschiedene
grundlegende Ansa¨tze vorgestellt und analysiert.
2.1 Verwendung eines Hochleistungssystems
Die zu bewa¨ltigende Last wird bei diesem Ansatz nicht, wie in Abschnitt 1.2 skizziert, auf mehrere
WF-Server verteilt. Stattdessen wird ein einziger, extrem leistungsstarker Rechner verwendet.
Der Vorteil dieses Ansatzes ist, dass die bisher fu¨r ADEPT entwickelten Verfahren unvera¨ndert wei-
terverwendet werden ko¨nnen. Allerdings entstehen fu¨r Hochleistungssysteme in der Regel sehr hohe
Anschaffungskosten, so dass es sich lohnt, andere Alternativen zu betrachten. Außerdem kann auch
ein solcher Rechner an seine Leistungsgrenzen stoßen.
2.2 Vera¨ndern der Serverzuordnungen
Bei diesem Ansatz befindet sich in jedem Domain weiterhin nur ein WF-Server. Um diesen bei Bedarf
zu entlasten, ko¨nnen einige der von ihm kontrollierten Aktivita¨ten Servern anderer Domains zugeord-
net werden. Dazu werden die Serverzuordnungen dieser Aktivita¨ten entsprechend vera¨ndert.
Durch diese Vorgehensweise werden die Kommunikationskosten erho¨ht, da ein Server ja gerade des-
halb gewa¨hlt wurde, weil durch seine Verwendung die geringsten Kommunikationskosten anfallen.
Dieses Vorgehen widerspricht damit der Kernidee von ADEPT. Außerdem ist das Verfahren u¨berhaupt
nicht anwendbar ist, wenn eine
”
globale ¨Uberlastung“ der WF-Server vorliegt, d.h., wenn insgesamt
mehr Last zu bewa¨ltigen ist, als die aktuell vorhandenen WF-Server verarbeiten ko¨nnen. Da dieser
Ansatz nicht vorsieht, dass mehrere WF-Server im selben Teilnetz eingesetzt werden, kann deren
Gesamtkapazita¨t nicht durch die Hinzunahme weiterer Server erho¨ht werden.
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2.3 Aufspaltung eines Domains
Ist der WF-Server eines Domains u¨berlastet, so wird dieser in mehrere Domains aufgeteilt. Die da-
durch entstehenden Domains verfu¨gen u¨ber jeweils einen WF-Server und ein eigenes Teilnetz. Bei
diesem Ansatz werden also WF-Server und Teilnetze hinzugenommen. Eine Variante dieses Ansatzes
ist die Bildung von logischen Domains, die zwar jeweils u¨ber einen eigenen WF-Server verfu¨gen,
denen aber dasselbe Teilnetz zugrunde liegt. Bei beiden Varianten werden die Benutzer des
”
Original-
domains“ auf die resultierenden Domains aufgeteilt.
Dieses Vorgehen ist immer dann empfehlenswert, wenn es eine
”
natu¨rliche Zerlegung“ des Domains
gibt, d.h., wenn der Domain in weitgehend disjunkte Teile (getrennte Aktivita¨ten und getrennte Be-
nutzer) aufgespalten werden kann. Ist zudem auch das zugeho¨rige Teilnetz stark belastet, so empfiehlt
sich die Aufspaltung in Domains mit getrennten Teilnetzen. Dann wird allerdings durch die Vera¨nde-
rung der Domains ein Umbau des Kommunikationsnetzwerks notwendig.
Beide Varianten haben die folgenden gravierenden Nachteile: Ha¨ufig gibt es keine natu¨rliche Zer-
legung eines Domains, so dass keine sinnvolle Aufteilung der Benutzer auf die neu entstandenen
Domains existiert. Außerdem ist es schwierig, die Last im gewu¨nschten Verha¨ltnis auf die Domains
zu verteilen, weil die Belastung eines WF-Servers davon abha¨ngt, wie viele und welche Bearbeiter
und Aktivita¨ten seinem Domain zugeordnet sind. Da also nicht direkt vorgegeben werden kann, in
welchem Verha¨ltnis sich die Last auf die WF-Server verteilen soll, verletzt dies die Anforderung 1
(vgl. Abschnitt 1.2).
2.4 Mehrere Workflow-Server in einem Domain
Bei dem schon in Abschnitt 1.2 erwa¨hnten Ansatz bleiben die Domains bezu¨glich ihrer Benutzer und
Teilnetze unvera¨ndert. Bei Bedarf werden lediglich zusa¨tzliche WF-Server in einem Domain verwen-
det. Wie der Server, der eine konkrete Aktivita¨teninstanz kontrollieren soll, dann bestimmt werden
kann, wird im Abschnitt 3 diskutiert.
Bei diesem Ansatz wird bei der Modellierung nur festgelegt, in welchem Domain der WF-Server ei-
ner Aktivita¨t liegt. Welcher konkrete Server diese kontrollieren soll, ist ein physischer Aspekt, der bei
der Modellierung nicht betrachtet wird. Der Einsatz mehrerer WF-Server je Domain ermo¨glicht im
Prinzip eine beliebige Aufteilung der Last auf die WF-Server dieses Domains. Als positiver Neben-
effekt wird auch die Verfu¨gbarkeit verbessert, da ein Benutzer jetzt von mehreren WF-Servern seines
Domains bedient wird. Fa¨llt einer von diesen voru¨bergehend aus, so kann der Benutzer zumindest mit
den anderen weiterarbeiten.
Die Verwendung von mehreren WF-Servern in einem Domain kann allerdings Einfluss auf das Kom-
munikationsverhalten beim Aktualisieren der Arbeitslisten der Benutzer4 haben. Ob die zu kom-
munizierende Datenmenge gro¨ßer oder kleiner wird, ha¨ngt von der fu¨r das Aktualisieren der Ar-
beitslisten verwendeten Methode (vgl. [BD98]) ab. Wird die Arbeitsliste eines Bearbeiters in festen
Zeitabsta¨nden aktualisiert, so wird durch das vorgestellte Verfahren eine ho¨here Anzahl von Kom-
munikationen no¨tig, da diese Aktualisierungen nun von mehreren Servern pro Domain durchgefu¨hrt
werden mu¨ssen. Die kommunizierte Datenmenge vera¨ndert sich insgesamt gesehen jedoch nicht, da
jeder WF-Server nur den von ihm verwalteten Teil der Gesamtarbeitsliste des Benutzers u¨bertragen
4Ein Benutzer erha¨lt in ADEPT seine Arbeitsliste von mehreren WF-Servern aus verschiedenen bzw. gleichen Domains.
Dies ist aber fu¨r den Anwendungsentwickler transparent. Um dies zu erreichen, kapselt das API des WF-Client die verteilte
Arbeitslistenverwaltung und bietet die Gesamtarbeitsliste des Benutzers an.
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muss. Wird dagegen die Arbeitsliste eines Benutzers bei jeder ¨Anderung stets sofort aktualisiert, so
a¨ndert sich die Anzahl der Kommunikationen nicht, da die Anzahl der ¨Anderungen gleich bleibt.
Da jeweils nur noch der zu diesem WF-Server geho¨rende Teil der Arbeitsliste (komplett) u¨bertragen
wird, wird die insgesamt kommunizierte Datenmenge sogar kleiner. Wird jeweils nur der neu hinzu-
gekommene Eintrag u¨bertragen (das
”
Delta“), so bleibt die kommunizierte Datenmenge unvera¨ndert.
Zusammenfassend la¨sst sich also feststellen, dass die Verwendung von mehreren WF-Servern in ei-
nem Domain Auswirkungen auf das Kommunikationsverhalten beim Aktualisieren der Arbeitslisten
haben kann. Diese sind nicht besonders gravierend, da die zur Aktualisierung der Arbeitslisten u¨ber-
tragene Datenmenge i.d.R. klein ist, verglichen mit der sonstigen Kommunikation eines WfMS (Start
von Aktivita¨ten, Migrationen). Insbesondere ist es von der fu¨r die Aktualisierung verwendeten Me-
thode abha¨ngig, ob diese Auswirkungen positiv, negativ oder neutral sind.
Da die Verfahren aus Abschnitt 2.1 - 2.3 nicht geeignet sind, um das gegebene Problem zu lo¨sen, wird
nur der zuletzt vorgestellte Ansatz weiter verfolgt. Im nun folgenden Abschnitt wird beschrieben, wie
bei diesem Verfahren die Auswahl eines konkreten WF-Servers fu¨r eine Aktivita¨teninstanz ablaufen
muss, um damit eine beliebige Verteilung der Last auf die Server erreichen zu ko¨nnen.
3 Auswahl des Workflow-Servers eines Domains
Im vorherigen Abschnitt haben wir uns dafu¨r entschieden, den WF-Server eines Domains zu repli-
zieren. Um diese Entscheidung umsetzen zu ko¨nnen, muss ein Verfahren entwickelt werden, welches
fu¨r eine Aktivita¨teninstanz einen Server des vorgesehenen Domains auswa¨hlt. Ein solches Verfah-
ren muss die in Abschnitt 1.2 aufgestellten Anforderungen erfu¨llen, damit es nicht der Zielsetzung
von ADEPT entgegenwirkt. Insbesondere muss es eine beliebige Lastaufteilung ermo¨glichen und die
Konzepte von ADEPT, wie z.B. variable Serverzuordnungen [BD00], unterstu¨tzen. Außerdem sollte
es mo¨glichst ohne zusa¨tzliche Kommunikationen realisiert werden. Um die Erfu¨llung der Anforde-
rung 5, welche die ¨Anderbarkeit der Lastaufteilung im laufenden Betrieb fordert, ku¨mmern wir uns
im Abschnitt 4. Im Folgenden werden nun einige mo¨gliche Vorgehensweisen untersucht und ein Ver-
fahren entwickelt, welches die Anforderungen 1-4 erfu¨llt.
3.1 Statische Festlegung des Workflow-Servers zur Modellierungszeit
Eine einfache Mo¨glichkeit, die Last auf mehrere Server aufzuteilen, ist, den WF-Server fu¨r eine Ak-
tivita¨t (so wie schon bisher den Domain) im WF-Modell explizit festzulegen (z.B. Aktivita¨t K wird
von Server 2 des Domains 7 kontrolliert). Unterschiedliche Aktivita¨tentypen (aus unterschiedlichen
Partitionen) ko¨nnen so von verschiedenen WF-Servern eines Domains kontrolliert werden.
Da konkrete Server fu¨r die Aktivita¨ten vorgegeben werden, ist es kaum mo¨glich, ein gewu¨nschtes
Verha¨ltnis der Lastaufteilung zu realisieren. Wie bei den Verfahren aus Abschnitt 2.3 ist damit die
Anforderung 1 verletzt. Außerdem kann das Verfahren nicht in Verbindung mit variablen Serverzu-
ordnungen eingesetzt werden, weil diese durch einen Ausdruck, der erst zur Ausfu¨hrungszeit aus-
gewertet wird, den Domain einer Aktivita¨t festlegen (z.B. "Server im Domain des Bearbeiters der
Aktivita¨t 1"). Eine explizite Festlegung eines WF-Servers innerhalb des resultierenden Domains ist
deshalb nicht mo¨glich.
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3.2 Lastabha¨ngige Auswahl des Workflow-Servers
Eine Aufteilung der Last auf die WF-Server la¨sst sich auch erreichen, indem derjenige WF-Server
ausgewa¨hlt wird, der aktuell am wenigsten belastet ist (gemessen an seiner Soll-Last). Die Identifika-
tion des entsprechenden WF-Servers erfordert, dass Lastinformation u¨ber dessen Domain verfu¨gbar
ist. Um diese zur Verfu¨gung zu stellen, sind prinzipiell zwei Vorgehensweisen denkbar:
1. Die Lastinformation wird (periodisch oder falls mo¨glich
”
Huckepack“ mit sonstigen Kommuni-
kationen) an alle WF-Server des WfMS verteilt. Soll eine Migration durchgefu¨hrt werden, so ist
die Lastinformation lokal vorhanden, so dass der Zielserver ausgewa¨hlt werden kann.
2. Die Lastinformation wird ausschließlich einem Dispatcher im jeweiligen Domain gemeldet. Soll
der WF-Server fu¨r eine Aktivita¨teninstanz ausgewa¨hlt werden, so fu¨hrt der Dispatcher des jewei-
ligen Domains diese Auswahl durch.
Die erste Methode erfordert einen ho¨heren Aufwand bei der Verteilung der Lastinformation, weil je-
der WF-Server die aktuelle Belastung jedes anderen Servers kennen muss. Bei der zweiten Methode
wird der Aufwand fu¨r die Verteilung der Lastinformation reduziert, da nur der Dispatcher diese Infor-
mationen beno¨tigt. Andererseits wird ein gro¨ßerer Aufwand fu¨r die Auswahl des WF-Servers no¨tig,
da zuerst mit dem jeweiligen Dispatcher kommuniziert werden muss. Außerdem stellt der Dispatcher
eine zentrale Komponente dar, welche die Verfu¨gbarkeit seines Domains verschlechtert, da er bei je-
der Migration beno¨tigt wird. Beide Varianten verletzen also die Anforderung 2, die zweite Methode
zusa¨tzlich die Anforderung 3.
Der Vorteil von lastabha¨ngigen Verfahren ist, dass Schwankungen in der Belastung der WF-Server
ausgeglichen werden ko¨nnen. Diese ko¨nnen aufgrund WfMS-externer Ereignisse auftreten, oder weil
die von einem Server verwalteten WF-Instanzen in einem bestimmten Zeitintervall besonders viel
Last erzeugen. Der entscheidende Nachteil beider Verfahren ist der zusa¨tzlich entstehende Aufwand
fu¨r Kommunikation und Synchronisation. Dieser fu¨hrt dazu, dass die von den WF-Servern bewa¨ltigte
Last nicht mehr linear zu deren Leistungsfa¨higkeit wa¨chst. Außerdem ist – wie schon von Scheduling-
Verfahren bekannt ist [Gos91] – fu¨r den Erfolg eines lastabha¨ngigen Verfahrens die Qualita¨t der Last-
information und eine geeignet gewa¨hlte Frequenz fu¨r den Lastinformationsaustausch a¨ußerst kritisch.
Dies gilt umso mehr, weil WF eine komplexe interne Struktur aufweisen und fu¨r mehrere Wochen am
gewa¨hlten Server verweilen ko¨nnen. Zusammenfassend la¨sst sich also feststellen, dass lastabha¨ngige
Verfahren ein (akademisch) interessanter Ansatz sind, da sie potentiell die Mo¨glichkeit bieten, Last-
schwankungen auszugleichen. Sie sind aber schwer zu realisieren und erzeugen selbst zusa¨tzliche
Kommunikationslast.
3.3 Zufa¨llige Auswahl des Workflow-Servers zur Laufzeit
Wenn fu¨r eine WF-Instanz mit der Ausfu¨hrung einer Partition (in dem vorgegebenen Domain) begon-
nen wird (WF-Start oder Migration), dann kann zufa¨llig ein WF-Server dieses Domains ausgewa¨hlt
werden. Dazu wird eine Zufallszahl L aus dem Intervall M NflOPAQ berechnet. Dieses Intervall wird in
disjunkte Teilintervalle zerlegt, die den WF-Servern des Domains zugeordnet sind. Fu¨r die fragliche
Partition wird derjenige WF-Server gewa¨hlt, in dessen Teilintervall L fa¨llt. Die Wahrscheinlichkeit,
dass ein bestimmter WF-Server gewa¨hlt wird (und damit sein Anteil an der Gesamtlast), entspricht
der La¨nge seines Intervalls.
Ein solches Verfahren hat einige sehr scho¨ne Eigenschaften: Es ermo¨glicht eine beliebige Aufteilung
der Last. Diese ist zudem, durch eine Vera¨nderung der Teilintervalle, leicht a¨nderbar. Das Verfahren
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ist auch fu¨r variable Serverzuordnungen anwendbar und es ist sogar mo¨glich, die Last fu¨r die Steue-
rung eines einzigen Aktivita¨tentyps auf mehrere WF-Server zu verteilen. Wegen der großen Anzahl
von WF-Instanzen ist es sehr unwahrscheinlich, dass, aufgrund von Unzula¨nglichkeiten des Zufalls-
zahlengenerators, deutlich von der geplanten Lastverteilung abgewichen wird.
Das Verfahren hat allerdings einen entscheidenden Nachteil: Es fu¨hrt zu einem Problem bei der Zu-
sammenfu¨hrung paralleler WF-Zweige. Dies soll an dem in Abb. 2 dargestellten Beispiel erla¨utert
werden: Angenommen, fu¨r die aktuelle WF-Instanz findet die Migration RST U vor RSVT W statt. Dann
wird bei der Ausfu¨hrung von RXT U der konkrete WF-Server innerhalb des Domains 3 festgelegt. Die-
ser ist aber dem WF-Server des Domains 2 nicht ohne weiteres bekannt. Bei einer naiven Implemen-
tierung dieses Verfahrens ko¨nnte es deshalb vorkommen, dass dieser bei der Migration RXYT W einen
anderen WF-Server aus dem Domain 3 (zufa¨llig) auswa¨hlt, was zu einem Problem bei der Zusam-
menfu¨hrung der parallelen Zweige an der Aktivita¨t Z fu¨hren wu¨rde. Eine Abstimmung des Zielservers
zwischen den verschiedenen Startservern der Migration erfordert jedoch zusa¨tzliche Kommunikation,












Abbildung 2 Problem bei der Zusammenfu¨hrung paralleler Zweige bei zufa¨lliger Serverwahl.
3.4 Pseudo-zufa¨llige Auswahl des Workflow-Servers zur Laufzeit
Wir wollen die positiven Eigenschaften des vorherigen Verfahrens erhalten, jedoch das Problem bei
der Zusammenfu¨hrung paralleler Zweige vermeiden. Dies gelingt durch folgenden Trick: Der WF-
Server wird nicht rein zufa¨llig gewa¨hlt, sondern so, dass fu¨r eine WF-Instanz in einem Domain stets
derselbe WF-Server ermittelt wird. Dazu wird ein WF-instanzspezifisches Datum (z.B. die WF-ID)
mit einem Pseudo-Zufallszahlengenerator auf ein LM NflOPAQ abgebildet. Dadurch ergibt sich fu¨r eine
WF-Instanz stets dasselbe L und damit derselbe WF-Server.
Alle Vorteile des vorherigen Verfahren bleiben erhalten: Es wird eine beliebige Aufteilung der Last
auf die WF-Server ermo¨glicht, alle Konzepte von ADEPT (inkl. variabler Serverzuordnungen) werden
unterstu¨tzt und das Verfahren kommt ohne zusa¨tzliche Kommunikation aus. Die Probleme bei der Zu-
sammenfu¨hrung paralleler Zweige werden vermieden, da innerhalb eines Domains fu¨r alle parallelen
Zweige einer WF-Instanz derselbe Server ermittelt wird. Weil es ebenfalls keine Kommunikation er-
fordert, erfu¨llt das Verfahren die Anforderungen 1-4 aus Abschnitt 1.2. Fu¨r die Praxis ist zu erwarten,
dass es besser funktioniert als lastabha¨ngige Verfahren. Die Gru¨nde dafu¨r sind, dass keine zusa¨tzliche
Kommunikation notwendig wird, und dass das zu erwartende Systemverhalten leichter abscha¨tzbar
ist. Da die WF-Server u¨ber eine Lastreserve verfu¨gen, spielt eine leichte Ungleichverteilung der Last
keine große Rolle. Auch deshalb wird kein Verfahren beno¨tigt, das eine solche Ungleichverteilung ak-
tiv ausgleicht. Aus diesen Gru¨nden wird das pseudo-zufa¨llige Verfahren weiter verfolgt. Im Folgenden
wird noch gekla¨rt, wie die geforderte pseudo-zufa¨llige Aufteilungsfunktion realisiert und die von den
WF-Servern beno¨tigte Information bereitgestellt werden kann. In Abschnitt 4 wird dann diskutiert,
wie zusa¨tzlich die Anforderung 5 ( ¨Anderbarkeit der Lastaufteilung) erfu¨llt werden kann.
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3.4.1 Realisierung der Aufteilungsfunktion
Bei dem Verfahren wird ein instanzspezifisches Datum der WF-Instanz Inst verwendet, um z.B. bei
einer Migration einen WF-Server des Zieldomains  auszuwa¨hlen. Diese Berechnung u¨bernimmt
die domainspezifische Aufteilungsfunktion ' Inst Q (siehe Algorithmus 1). Das unvera¨nderliche in-
stanzspezifische Datum InstDat (z.B. die WF-ID) der WF-Instanz Inst wird mit Hilfe eines Pseudo-
Zufallszahlengerators auf einen Wert L im Intervall M NflOPAQ abgebildet. Die Funktion Z  L<Q bildet die-
sen Wert L auf einen Server   des Domains  ab. Durch die Wahl dieser Funktion Z la¨sst sich die
Lastverteilung auf die WF-Server steuern. Da ein Pseudo-Zufallszahlengerator ausgehend vom sel-
ben Startwert InstDat stets dasselbe Ergebnis L berechnet, ergibt sich fu¨r eine WF-Instanz Inst stets
derselbe WF-Server   im Domain  .
Algorithmus 1 (Berechnung der Aufteilungsfunktion Ł Inst  )
input
Inst: WF-Instanz, fu¨r die der WF-Server ermittelt werden soll

: Domain, aus dem ein WF-Server gewa¨hlt werden soll
result





4¡ <¢¤£ Inst ¥ ;
>¦fl fl§;¨ ©V4]§;¨Y¢¤£ InstDat ¥ ;
Funktion flª«£)D¥ definiert durch 4ª ¬­­®­Dª¯D°]¬ und  ¬ ­­®­ ¯ :









µ¹¥~¶ return  ¯ ;
end.
Die Wahrscheinlichkeit fu¨r die Auswahl des WF-Servers   durch den Algorithmus 1 entspricht
der La¨nge des zugeho¨rigen Intervalls M º 9»:¼ O½º  Q . Dieser Aussage liegt die Annahme zugrunde, dass
die Werte von L u¨ber M NflOPAQ gleichverteilt sind. Dies kann durch den Einsatz eines
”
guten“ Pseudo-
Zufallszahlengenerators bei der Berechnung der Funktion ¾¿4ÀVÁ¿ÂÃ ÄÅº<HÆÂÃ4Ç erreicht werden. In Al-
gorithmus 1 kann als instanzspezifisches Datum die z.B. die ID der WF-Instanz verwendet werden.
Stattdessen kann auch die Startzeit der WF-Instanz (oder ein speziell fu¨r diesen Zweck generierter Zu-
fallswert) gewa¨hlt werden. Wird z.B. von der Startzeit nur der Wert fu¨r die Millisekunden als InstDat
verwendet, so ist es realistisch anzunehmen, dass die Werte von InstDat gleichma¨ßig u¨ber das In-
tervall M NflOPVNÅNÅNQ verteilt sind. Deshalb ist in diesem Fall die Funktion ¾¿;ÀÁ&Â<Ã ÄÅºHÆÂ<Ã4ÇS InstDat QÉÈËÊ
InstDat Ì'PVNÅNÅN ausreichend, um eine Gleichverteilung von L u¨ber M NflOPAQ zu erreichen.
3.4.2 Verteilung der beno¨tigten Information
Beim Start von WF-Instanzen und bei deren Migration muss entschieden werden ko¨nnen, welcher
Server  des Domains  fu¨r die WF-Instanz Inst verwendet werden soll. Dazu muss die Funktion
'² Inst Q allen WF-Servern des WfMS bekannt sein. Diese Funktion berechnet eine logische Server-
ID, die mit einer anderen Funktion Íu¡4Q auf eine physische Rechneradresse (z.B. IP-Adresse) abge-
bildet wird. Auch Íu¡4Q muss allen Servern bekannt sein. Da diese beiden Funktionen selten gea¨ndert
werden, werden sie auf allen WF-Servern repliziert (a¨hnlich wie die WF-Vorlagen). Aspekte, welche
die ¨Anderung dieser Funktionen betreffen, werden im na¨chsten Abschnitt diskutiert. Da solche ¨Ande-
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rungen eher selten auftreten, fallen die durch die Replikation entstehenden Kommunikationskosten
nicht ins Gewicht.
4 ¨Anderung der Lastaufteilung
Das in Abschnitt 3.4 vorgestellte, pseudo-zufa¨llige Verfahren erfu¨llt die Anforderungen 1-4. In der
oben beschriebenen Form wird die Anforderung 5, dass die Aufteilung der Last vera¨nderbar sein
muss, noch nicht erfu¨llt. Dies ist aber notwendig, damit eine existierende ¨Uberlastung behoben oder
eine Systemkonfiguration vera¨ndert werden kann. Die Aufteilungsfunktion zu vera¨ndern ist allerdings
nicht unproblematisch, weil eine WF-Instanz stets vom selben Server innerhalb eines Domain kontrol-
liert werden muss, um das in Abschnitt 3.3 beschriebene Problem beim Zusammenfu¨hren paralleler
Zweige zu vermeiden. Ungu¨nstigerweise erfordert eine Vera¨nderung der Lastaufteilung jedoch eine
Vera¨nderung dieser Zuordnung. Im Folgenden wird untersucht, wie Server ausgetauscht, hinzugefu¨gt
und weggenommen werden ko¨nnen und wie die Lastaufteilung vera¨ndert werden kann, so dass die
Anforderung 5 erfu¨llt wird, ohne dadurch die Anforderungen 1-4 zu verletzen.
4.1 Physische Server austauschen
Soll der WF-Server mit der logischen ID AUÎAÏ½4Ð®W durch einen anderen ersetzt werden, so wird dieser
durch Algorithmus 2 zuerst gestartet. Nachdem die Mo¨glichkeit zur Migration zu dem von der ¨Ande-
rung betroffenen Server gesperrt wurde, wird die Abbildungsfunktion Í¡DQ der logischen Server-IDs
auf die Rechneradressen vera¨ndert. Dann werden die WF-Instanzen, welche vom stillzulegenden Ser-




¡4Q , welche die
bisher gu¨ltige Funktion Í Ñ
ÅÒ
¡DQ ersetzt, wird repliziert, so dass sie jedem Server des WfMS bekannt
ist. Die ¨Anderung der Funktion Íu¡4Q bewirkt, dass am alten WF-Server zuku¨nftig keine Migrationen
mehr eingehen. Jetzt ko¨nnen die Sperren aufgehoben werden, so dass auch wieder Migrationen zum
Server AUIÎÏ½4Ð®W stattfinden ko¨nnen. Schließlich kann der zu ersetzende Server gestoppt werden.
Algorithmus 2 (Austauschen eines WF-Servers)
input
Ó¡ÔYÕ
¯Ö× : logische ID des Servers, welcher ersetzt werden soll
4§;© : physische Adresse des Servers, welcher die logische ID YÓ¡ÔYÕ ¯VÖ½× erhalten soll
ÙØ
¯AÚ
£!Y¥ : bisherige Abbildungsfunktion logischer IDs von WF-Servern auf deren physische Adresse
begin
starte den neuen WF-Server D§;© ;
sperre (bei allen WF-Servern) die Migrationen zum (bisherigen) Server  Ó¡ÔYÕ ¯VÖ½× ;






¥~¶ÜSD§A© ; ÝÙÞS Ó¡ÔYÕ ¯VÖ½× : ]Ø ¯Û&¬IÚ £!Y¥~¶ßS]Ø ¯Ú £9¥ ;
transferiere alle WF-Instanzen vom Server ]Ø ¯Ú £9 Ó¡ÔYÕ ¯Ö× ¥ zum Server ]Ø ¯Û&¬IÚ £! Ó¡ÔYÕ ¯VÖ½× ¥ ;
repliziere ]Ø ¯Û¿¬Ú £9¥ an alle WF-Server;
gebe Migrationen zum WF-Server YÓ¡ÔÕ ¯VÖ½× wieder frei;
stoppe den zu deaktivierenden WF-Server ]Ø ¯Ú £9YÓ¡ÔÕ ¯VÖ½× ¥ ;
end.




¡DQ und das Freigeben der Sperren in einer
verteilten Transaktion stattfinden. Dadurch wa¨ren aber Migrationen zum Server ;UÎÏ½4Ð®W nicht mo¨glich,
solange die Transaktion nicht bei allen Servern beendet wurde. Der Server ;UÎÏ®;ÐW wu¨rde also durch
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den Ausfall eines beteiligten Servers wa¨hrend der Ausfu¨hrung von Algorithmus 2 blockiert werden.
Außerdem wu¨rde ein solches Vorgehen die Ausfu¨hrung eines teuren 2-Phasen-Commit-Protokolls er-
forderlich machen. Um diese Nachteile zu vermeiden, wird fu¨r den Algorithmus 2 und die nachfolgend
beschriebenen Algorithmen der folgende Trick verwendet: Die Mo¨glichkeit zur Migration wird wei-
terhin bei allen WF-Servern gesperrt. Nach Ausfu¨hrung des entsprechenden
”
Sperrbefehls“ ko¨nnen





wird nun mit dem Freigeben der Sperre zu einer einzigen Transaktion zusammengefasst. Sobald nun
ein Server die neuen Daten erfolgreich (lokal) gespeichert hat, hebt er die Sperre fu¨r Migrationen zu
;UÎÏ½4Ð®W auf, so dass Migrationen zu ;UÎÏ®;Ð®W (auf Basis der neuen Funktion) von ihm durchgefu¨hrt
werden ko¨nnen. Durch diese Vorgehensweise wird zwar die Sperre nicht bei allen Servern gleich
lange gehalten, die Mo¨glichkeit zur Migration ist aber entweder noch gesperrt oder es wird schon




¡DQ verwendet. Deshalb ko¨nnen keine Inkonsistenzen durch die Verwendung






¡4Q entstehen. Der große Vorteil dieser Vorge-
hensweise ist, dass jeder WF-Server sofort nach der erfolgreichen (lokalen) Speicherung der Daten
wieder ohne Einschra¨nkung weiterarbeiten kann, auch wenn noch nicht alle Server die ¨Anderung der
Abbildungsfunktion (z.B. wegen eines lokalen Systemausfalls) vollzogen haben.
4.2 Lastverteilung a¨ndern
Wenn zwar weiterhin dieselben WF-Server verwendet werden sollen, aber die Verteilung der Last zwi-
schen ihnen gea¨ndert werden soll, so muss die bisher gu¨ltige Aufteilungsfunktion  
Ñ
DÒ






 Inst Q ersetzt werden. Durch diese Vera¨nderung ko¨nnen Probleme
bei der Zusammenfu¨hrung paralleler Zweige einer WF-Instanz entstehen: Wenn einzelne Zweige ei-
ner WF-Instanz die alte Funktion verwenden und andere die neue, so kann es vorkommen, dass eine
WF-Instanz von verschiedenen WF-Servern eines Domains kontrolliert wird. Dies wollen wir jedoch
ausschließen, um Kommunikation zwischen WF-Servern desselben Domains zu vermeiden (Anfor-
derung 2). Zu diesem Zweck kann eines der folgenden Verfahren verwendet werden:
















 Inst Q wird dann






Algorithmus 3 ausgefu¨hrt wird, ist die Mo¨glichkeit zur Migration in den Domain  gesperrt.
Fu¨r WF-Instanzen, die nach dem Start von Algorithmus 3 erzeugt wurden, ist damit zum Zeit-





 Inst Q und der zu-






 Inst Q durchgefu¨hrt werden kann.
Algorithmus 3 (1. Verfahren zur ¨Anderung von Ł   Inst  )
input






£ Inst ¥ : neue Aufteilungsfunktion fu¨r den Domains 
begin
















gebe Migrationen in den Domain  wieder frei;
end.
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der IDs von WF-
Instanzen berechnet, die zur Zeit der ¨Anderung in der Datenbank eines WF-Servers  des Do-
mains  gespeichert sind und fu¨r die sich durch die ¨Anderung der WF-Server a¨ndert. Fu¨r eine










 Inst Q verwendet,
sondern weiterhin die alte Funktion '
Ñ
ÅÒ
 Inst Q (bzw. '
Ñ
<»:¼Ò
 Inst Q , falls zusa¨tzlich ID  Inst Qåíë
Ñ
ÅÒ





entha¨lt also die IDs derjenigen WF-Instanzen, die zum Zeitpunkt






der Server a¨ndern wu¨rde. Fu¨r diese WF-Instanzen wird weiterhin die
”
alte“ Aufteilungs-
funktion verwendet, so dass der entsprechende WF-Server alle parallelen Zweige kontrolliert.
Deshalb entsteht fu¨r diese Instanzen kein Problem beim Zusammenfu¨hren paralleler Zweige. Fu¨r





) wird ausschließlich die
”





verwendet, so dass auch hier kein Problem auftreten kann.
Algorithmus 4 (2. Verfahren zur ¨Anderung von Ł Inst  )
input










: Menge der WF-Server des Domains

begin
sperre (bei allen WF-Servern) die Migrationen in den Domain  ;
activeWFs XðFñò;óAôuõ Inst ö WF-Instanz Inst ist am WF-Server  aktiv ÷ ;
// im Domain






æõ ID £ Inst ¥uö Inst ± activeWFs ùú:©YûD©
ª















gebe Migrationen in den Domains  wieder frei;
end.
Der Vorteil des ersten Verfahrens ist, dass es einen sehr geringen Aufwand erfordert. Allerdings wird





 Inst Q erst dann fu¨r alle WF-Instanzen verwendet, wenn keine WF-Instanzen
mehr existieren, die a¨lter als diese Funktion sind. Da WF-Instanzen ha¨ufig mehrere Wochen laufen,
kann es entsprechend lange dauern, bis die neu eingestellte Lastverteilung tatsa¨chlich erreicht wird.






gro¨ßeren Aufwand als das erste Verfahren. Es hat aber den Vorteil, dass auch fu¨r schon lange lau-
fende WF-Instanzen der Migrationszielserver auf Basis der neuen Aufteilungsfunktion ermittelt wird.
Welches der beiden Verfahren besser geeignet ist, ist von der jeweiligen Situation abha¨ngig. Soll die
Lastaufteilung lediglich la¨ngerfristig angepasst werden, so ist die 1. Variante ausreichend. Sollen aber
die Auswirkungen der ¨Anderung mo¨glichst ab sofort beobachtet und bewertet werden, so ist die lange
Verzo¨gerung nicht akzeptabel. Dann muss die 2. Variante verwendet werden. Die dabei entstehenden
Kosten relativieren sich, da Vera¨nderungen der Lastaufteilung i.d.R. doch eher selten sind.
4.3 Anzahl der Server eines Domains erho¨hen
Soll die Anzahl der WF-Server eines Domains  erho¨ht werden, so muss eine neue logische Server-ID

4Wý definiert werden. Nachdem der Algorithmus 5 den neuen WF-Server gestartet hat, wird dessen
logische ID  4Wý auf dessen physische Adresse º'Â/Ä DWIý abgebildet. Dies geschieht durch die ¨Ande-
rung und Replikation der Funktion Íu¡4Q . Fu¨r diesen Vorgang sind keine Sperren erforderlich, weil

4Wý noch kein Intervall der Aufteilungsfunktion    Inst Q zugeordnet ist; der Server  4Wý wird also
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u¨berhaupt noch nicht verwendet. Damit er jedoch in Zukunft WF-Instanzen kontrollieren kann, muss
zusa¨tzlich die Funktion    Inst Q , wie im vorherigen Abschnitt beschrieben, gea¨ndert werden. Dem
neuen WF-Server muss also ein Intervall der Aufteilungsfunktion zugeordnet werden.
Algorithmus 5 (Neuen WF-Server einfu¨hren)
input

¯;×¡þ : logische ID des neuen WF-Servers
4§;©
¯;×¡þ : physische Adresse des neuen Servers
ÙØ
¯AÚ





£ Inst ¥ : neue Aufteilungsfunktion des Domains

, in der auch  ¯A×¡þ beru¨cksichtigt wird
begin






¯A×¡þ ; ÝÙÞS ¯A×¡þ : ]Ø ¯Û&¬IÚ £!Y¥~¶ßS]Ø ¯Ú £9¥ ;












£ Inst ¥ mit Algorithmus 3 oder 4;
end.
4.4 Anzahl der Server eines Domains reduzieren
Wenn die Anzahl der WF-Server des Domains  verringert werden soll, so verhindert der Algorith-
mus 6 zuerst durch eine Sperre weitere Migrationen zu dem stillzulegenden Server ;   . Dann werden
alle bei ihm vorhandenen WF-Instanzen zu dem Server  4Wý transferiert, welcher dessen Aufgaben
(vorla¨ufig) u¨bernimmt. Damit zuku¨nftig keine Migrationen an dem stillzulegenden Server mehr ein-
gehen, wird die logische Server-ID ;   auf die physische Adresse des u¨bernehmenden WF-Servers
”





pliziert und die Sperren werden freigegeben. Da der stillzulegende Server keine WF-Instanzen mehr
kontrolliert und auch keine Migrationen mehr bei ihm eingehen ko¨nnen, wird er gestoppt. Um auch die
logische ID des stillgelegten Servers auslaufen zu lassen, sollte nach Beendigung von Algorithmus 6
mit den Verfahren aus Abschnitt 4.2 die Aufteilungsfunktion    Inst Q so vera¨ndert werden, dass ;  
kein Intervall mehr zugeordnet ist. Im Zuge dieser Vera¨nderung kann zusa¨tzlich die bisher von ;  
bewa¨ltigte Last geeignet auf andere WF-Server verteilt werden, indem die Intervalle entsprechend
angepasst werden.
Algorithmus 6 (WF-Server stilllegen)
input
 : logische ID des stillzulegenden WF-Servers

¯;×¡þ : logische ID des Servers, der die Aufgaben von 	 u¨bernehmen soll
ÙØ
¯AÚ
£!Y¥ : aktuelle Funktion, die logische Server-IDs auf physische Server-Adressen abbildet
begin









¥ ; ÝÙÞS  : ]Ø ¯Û¿¬Ú £9¥~¶ßXÙØ ¯AÚ £!Y¥ ;
transferiere alle WF-Instanzen vom Server ]Ø ¯Ú £9  ¥ zum Server ÙØ ¯AÚ £! ¯A×¡þ ¥ ;
repliziere ]Ø ¯Û¿¬Ú £9¥ ;
gebe Migrationen zum WF-Server  	 wieder frei;
stoppe den WF-Server ÙØ ¯Ú £!  ¥ ;
end.
Wie wir gesehen haben, ist es also nicht nur mo¨glich, die Aufteilungsfunktion der WF-Instanzen auf
die WF-Server effizient und mit guten statistischen Eigenschaften zu realisieren, sie kann außerdem
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im laufenden Betrieb beliebig vera¨ndert werden. Damit erfu¨llt das oben beschriebene Verfahren nicht
nur – wie schon in Abschnitt 3 festgestellt wurde – die Anforderungen 1-4, sondern zusa¨tzlich auch
die Anforderung 5 aus Abschnitt 1.2.
5 Diskussion
Unseres Wissens gibt es bisher keine Arbeiten, die sich mit dem Problem der ¨Uberlastung des WF-
Servers eines Domains befassen. Der vorliegende Beitrag untersucht also erstmalig die durch die Ver-
wendung mehrerer WF-Server innerhalb desselben Domains resultierenden Probleme und die Frage-
stellung, wie dann ein geeigneter Server ausgewa¨hlt werden kann. Der nun folgende Abschnitt bietet
einen kurzen ¨Uberblick u¨ber Verteilungsmodelle fu¨r WfMS. Eine detaillierte Diskussion zu diesem
Thema findet sich in [BD98, BD99b]. Außerdem wird nun diskutiert, wie das vorgestellte Verfahren
bei verschiedenen Verteilungsstrategien eingesetzt werden kann.
Einige Forschungsprototypen, die sich nicht prima¨r um Skalierbarkeit ku¨mmern (z.B. Panta Rhei
[EG96], WASA [WHKS98]), und die meisten kommerziellen Systeme verwenden einen zentralen
WF-Server. Da dieser einen potentiellen Flaschenhals darstellt, ko¨nnen solche WfMS nicht als ska-
lierbar bezeichnet werden. Bei voll verteilten Ansa¨tzen (z.B. Exotica/FMQM [AMG  95] und INCAS
[BMR96]) u¨bernimmt der Rechner jedes Benutzers Serverfunktionalita¨t. Da es keine WF-Server im
eigentlichen Sinn gibt, bei denen sich die Last konzentriert, ko¨nnen auch keine WF-Server u¨berlastet
werden. Deshalb besteht keine Notwendigkeit fu¨r die Verwendung des vorgestellten Verfahrens. Im
Exotica-Projekt wurde ein Ansatz entwickelt, bei dem der WF-Server (Cluster) fu¨r eine WF-Instanz
bei deren Start zufa¨llig ausgewa¨hlt wird [AKA  94]. In diesem Cluster verbleibt der WF fu¨r seine
gesamte Laufzeit, es gibt also keine Migrationen. Dies entspricht einem zentralen Ansatz mit repli-
ziertem WF-Server. Die Serverwahl findet zufa¨llig statt (vgl. Abschnitt 3.3). Da eine WF-Instanz den
Cluster nie wechselt, treten keine Probleme bei der Zusammenfu¨hrung paralleler Zweige auf, so dass
die zufa¨llige Serverwahl ausreichend ist.
Bei zahlreichen Ansa¨tzen werden wie bei ADEPT mehrere WF-Server verwendet, wobei ebenfalls der
Wechsel des Servers mo¨glich ist. In MENTOR [MWW  98] und WIDE [CGS97] wird der WF-Server
nahe bei den potentiellen Bearbeitern der Aktivita¨t allokiert; bei METEOR 
 [DKM  97], CodAlf und
BPAFrame (beide [SM96]) liegt er nahe bei der zur Aktivita¨t geho¨renden Anwendung. Bei all diesen
Ansa¨tzen kann ein WF-Server u¨berlastet sein. Mit dem vorgestellten pseudo-zufa¨lligen Verfahren
wa¨re es mo¨glich, ihn zu replizieren und die Last auf die Replikate zu verteilen.
In MOBILE [HS96] werden verschiedene WF-Typen von unterschiedlichen WF-Servern kontrolliert.
Migrationen sind nicht vorgesehen. Allerdings ko¨nnen Subprozesse von einem anderen WF-Server
kontrolliert werden [SNS99]. Dieser wird zur Laufzeit aufgrund verschiedener Kriterien (z.B. Rechte,
Gewichte) ausgewa¨hlt. Auch bei diesem Ansatz ko¨nnen WF-Server u¨berlastet sein, so dass die vorge-
stellten Verfahren angewendet werden ko¨nnen. Aufgrund der
”
Subprozess-Semantik“ werden paral-
lele Zweige stets auf dem WF-Server zusammengefu¨hrt, auf dem sie sich aufgeteilt haben. Da deshalb
das in Abschnitt 3.3 geschilderte Problem beim Zusammenfu¨hren paralleler Zweige nicht auftreten
kann, ist das Verfahren mit zufa¨lliger Serverwahl vo¨llig ausreichend.
Die Anwendung des vorgestellten Verfahrens ist also nicht auf ADEPT beschra¨nkt. Zahlreiche andere
Ansa¨tze ko¨nnen auch von ihm profitieren. Dabei genu¨gt fu¨r Ansa¨tze ohne Migrationen eine zufa¨llige




 ) die pseudo-zufa¨llige Variante am besten geeig-
net.
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6 Zusammenfassung und Ausblick
Die zahlreichen Aufgaben eines WF-Servers ko¨nnen zu dessen ¨Uberlastung fu¨hren. Um dies zu ver-
hindern, kann ein WF-Server repliziert und die Last zwischen den entstehenden Replikaten aufgeteilt
werden. In diesem Beitrag wurde ein Verfahren vorgestellt, bei dem fu¨r eine WF-Instanz pseudo-
zufa¨llig ein WF-Server ausgewa¨hlt wird. Dieses Verfahren realisiert eine Art
”
Hashing“ der WF-
Instanzen auf die WF-Server eines Domains. Es ermo¨glicht eine beliebige Aufteilung der Last zwi-
schen den WF-Servern, generiert im wesentlichen keine zusa¨tzliche Kommunikation und erfordert nur
sehr wenig Rechenaufwand. Weiter wurde gezeigt, wie es mo¨glich ist, die Lastaufteilung zwischen
den WF-Servern im laufenden Betrieb zu vera¨ndern. Damit ist das Problem der ¨Uberlastung der WF-
Server gelo¨st, so dass eine Konzentration auf den Kommunikationsaspekt mo¨glich ist, d.h. auf die
geeignete Auswahl des Domains fu¨r eine Aktivita¨t. Da bei der Modellierung nur Domains – und nicht
konkrete Rechner – vorgegeben werden, ko¨nnen die verschiedenen WF-Server eines Domains als ein
einziger leistungsstarker Server betrachtet werden (
”
virtual powerful server“).
In diesem Beitrag wurde auch die Anwendbarkeit lastabha¨ngiger Verfahren zur Serverauswahl unter-
sucht. Diese haben zwar im Allgemeinen Nachteile gegenu¨ber dem pseudo-zufa¨lligen Verfahren, sind
aber evtl. fu¨r bestimmte Spezialanwendungen interessant. Eine vertiefte Untersuchung dieser Verfah-
ren bietet sich vor allem an, wenn die verfu¨gbare Leistung der WF-Server stark schwankt, wenn der
Ausfall von WF-Servern durch dieses Verfahren kompensiert werden soll, oder wenn ein WF-Server
nur sehr wenige WF-Instanzen gleichzeitig kontrollieren kann, so dass schon kleine Ungleichvertei-
lungen, wie sie beim pseudo-zufa¨llige Verfahren entstehen ko¨nnen, zu Problemen fu¨hren wu¨rden.
Fu¨r große WF-Anwendungen, die operativ eingesetzt werden, ist aber das vorgestellte Verfahren den
lastabha¨ngigen Verfahren vorzuziehen.
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