We study the orthogonal polynomial expansion on sparse grids for a function of d variables in a weighted L 2 space. A fast algorithm is developed to compute the orthogonal polynomial expansion by combining the fast cosine transform, a fast transform from the Chebyshev orthogonal polynomial basis to the orthogonal polynomial basis for the weighted L 2 space, and a fast algorithm of computing hierarchically structured basis functions. The total number of arithmetic operations used in the algorithm is O(n log d+1 n) where n is the highest polynomial degree in one dimension. The exponential convergence of the approximation for the analytic function is investigated. Specifically, we show the sub-exponential convergence for analytic functions and moreover we prove the approximation order is optimal for the Chebyshev orthogonal polynomial expansion. We furthermore establish the fully exponential convergence for functions with a somewhat stronger analytic assumption. Numerical experiments confirm the theoretical results and demonstrate the efficiency of the proposed algorithm.
Introduction
Orthogonal polynomial expansions of multi-variable functions are a fundamental mathematical tool for solving a variety of computational problems, especially for spectral methods solving partial differential equations (see [5, 22] ). Efficient algorithms for computing orthogonal polynomial expansions play a key role in constructing fast numerical methods for these problems. In the one dimensional case, that is, the approximation of single variable functions, it is well-known that when the orthogonal polynomials are the Chebyshev type, one can use the fast cosine transform to obtain the orthogonal polynomial expansion with O(n log n) number of arithmetic operations for computing the n term expansion. For a weighted orthogonal polynomial expansion, an extra amount of work is needed to transform the orthogonal polynomial basis to the Chebyshev polynomial basis. In the case of multi-variable functions, the orthogonal polynomial expansion based on the standard tensor product of univariate orthogonal polynomials is a most commonly used method. However, the computational complexity of a multivariate orthogonal polynomial expansion based on the full tensor product of univariate orthogonal polynomials increases exponentially as the number of the independent variable d increases since it uses n d number of terms in the expansion. Thus it suffers from the "curse of dimensionality".
There have been a number of attempts to ease the curse of dimensionality for multi-dimensional orthogonal polynomial expansions. Among them the expansion based on sparse tensor products has drawn attentions of several authors (see [2, 3, 6, 11, 12, 13, 14, 23] ). The expansion with sparse tensor products includes only those terms whose indices as points in R d are under the generalized hyperbola, that is, the product of their components is less than or equal to n. Such an expansion contains only O(n log d−1 n) terms instead of n d terms as in the full tensor product case. Though sparse tensor products lead to complex data sets, they share a similar nested structure with a full tensor product (see [14] ). This makes it possible to develop fast algorithms for a variety of transforms on sparse grids, such as the fast Fourier transform on sparse grids [11, 12] , the fast polynomial interpolation on sparse grids [2] , and the fast spline interpolation on sparse grids [3, 13] . In [23] a fast algorithm for the Legendre orthogonal polynomial expansions on sparse grids was presented and approximation properties of orthogonal polynomial expansions using sparse tensors were discussed. There the authors first compute the coefficients of the Chebyshev orthogonal polynomial expansion on a given sparse grid from given functions, then conduct a transform from the coefficients of the Chebyshev orthogonal polynomial to the coefficients of the Legendre orthogonal polynomial using the multipole algorithm (see [1] ).
In this paper, we develop a new algorithm for computing orthogonal polynomial expansions with an arbitrary probability density weight for multivariable functions. A key ingredient of our algorithm is a new method of performing the transform from the coefficients of the Chebychev orthogonal polynomials on sparse grids to the coefficients of the arbitrary orthogonal polynomials on sparse grids. This transform can be reformulated as a problem of evaluating a partial sum. Because of the hierarchical structure of the sparse grids, we can reduce the high dimensional sum as a series of one dimensional partial sums, as shown in our earlier paper [14] . From this point of view, our fast algorithm for arbitrary orthogonal polynomial expansions on sparse grids is a combination of the algorithm in [14] and the fast algorithms of orthogonal polynomial expansions for univariate functions in [10] . The number of arithmetic operations used in our algorithm is O(nlog d+1 n). Moreover, since our algorithm is derived from a series of direct algebraic transforms, it does not introduce any tolerance errors which is the case in the multipole method.
Another key component of this study is the convergence analysis of the proposed numerical method. With certain conditions on the mixed derivatives of a function to be approximated, a direct application of a result in [2] shows that the convergence order of the numerical method is sub-optimal. In this case, it is clear that the sparse grid method is advantageous over the method with full tensor products. We also investigate the exponential convergence of the approximation for the analytic function. That is, we establish the sub-exponential convergence of the expansion constructed by our algorithm for the analytic function. Moreover, in the special case of the Chebyshev orthogonal polynomial expansion, we prove that the sub-exponential convergence order is optimal. In this case, the use of the sparse grid approximation is not beneficial over the full grid approximation. We in addition show that under a somewhat stronger analytic assumption the sparse grid approximation can still achieve the same exponential convergence order as that of the full grid approximation, but with only O(nlog d+1 n) number of arithmetic operations. The paper is organized in five sections. In Section 2, we describe the orthogonal polynomial expansions on sparse grids. We then construct in Section 3 the fast algorithm of orthogonal polynomial expansions on sparse grids. In Section 4, we present convergence analysis of the method developed in Section 3. Finally in Section 5, we present numerical experiments to verify the theoretical results and demonstrate the efficiency of our algorithm.
Orthogonal Polynomial Expansions on Sparse Grids
Traditional orthogonal polynomial expansions of a function on full grids are difficult to realize when the number of independent variables of the function is large, since the number of orthogonal polynomial basis functions employed increases exponentially as the dimension of the function domain increases. This "curse of dimensionality" is the main obstacle in the use of orthogonal polynomial expansions in high dimensions. The sparse grid technique has been proven to be a useful tool in overcoming this obstacle (see [6] ). In this section, we shall construct an orthogonal polynomial expansion on sparse grids in a weighted L 2 space and derive a fast algorithm for computing the coefficients of the orthogonal polynomial expansion on sparse grids.
We first introduce the notation that will be used throughout this paper. Let N := {1, 2, . . .}, N 0 := {0, 1, . . .}, Z n := {0, 1, . . . , n − 1} for n ∈ N, and I := [−1, 1]. We use w to denote a probability density weight function defined on I and for d ∈ N we define for all
We introduce the Hilbert space
with the inner product
The norm of L 2 w (I d ) is denoted by · . The orthonormal polynomials on I d are defined by tensor products of univariate orthonormal polynomials. For each t ∈ N 0 , let p t be a polynomial of order t, and assume that {p t : t ∈ N 0 } forms an orthonormal basis for the space L 2 w (I).
. We next present a finite term orthogonal polynomial expansion on sparse grids. First we define the hyperbolic-cross index set as follows. For j ∈ N 0 , let
The hyperbolic-cross index set J d N is defined as
The finite term orthogonal polynomial expansion of f ∈ L 2 w (I d ) on the sparse grid is defined as
To simplify the notation, we use n for 2 N in the remaining part of this article. It is shown in [14] that the cardinality of
It is clear that the use of sparse grids substantially reduces the computational complexity in comparison with the use of the full grid where n d terms are needed in the expansion.
Constructing the orthogonal polynomial expansion (2.1) needs efficient high dimensional quadrature formulas to evaluate the coefficients (f, p t ), for all t ∈ J d N . When d >> 1, standard quadrature formulas based on the full tensor product of a one dimensional quadrature formula is prohibitively expensive and suffers from the "curse of dimensionality". To overcome this obstacle, we shall use the sparse grid idea again to reduce the number of quadrature nodes requested in computing the coefficients. This is accomplished through the use of the Chebyshev polynomials. Specifically, we first construct a Chebyshev polynomial interpolation of function f on a sparse grid generated from the Chebyshev points. We then approximate (f, p t ) by the inner product of the polynomial interpolation of function f with p t .
We shall use the Chebyshev points, the zeros of the Chebyshev polynomial, as interpolation nodes. For j ∈ N 0 , let
Clearly, we have that
The sparse grid S d N generated from the Chebyshev points is then defined as
We describe below a Chebyshev polynomial interpolation of f on the sparse grid S d N which interpolates f at the points of S d N . To this end, we first introduce a hierarchical Chebyshev polynomial interpolation of a univariate function. Let g ∈ C(I). Recall the definition of the Chebyshev polynomials T l : for all l ∈ N 0 and x ∈ I, T l (x) := cos(l cos −1 (x)).
For j ∈ N 0 , let W j := span{T l : l ∈ Z 2 j +1 }, and P j be the interpolation projection from C(I) to W j such that (P j g)(v) = g(v), v ∈ V j . Let ∆ 0 := P 0 and for all j ∈ N, define ∆ j := P j − P j−1 . It is clear that for each g ∈ C(I) the hierarchical Chebyshev polynomial interpolation scheme is P N g = j∈Z N +1 ∆ j g. We now ready to describe the Chebyshev polynomial interpolation of f on the sparse grid
We define the polynomial interpolation of f ∈ C(I d ) on the sparse grid S d N as
For convenience of computation, we next re-express S N (f ) as a linear combination of a polynomial basis derived from the Chybeshev polynomials. To this end, we first re-express ∆ j (g) as a linear combination of a polynomial basis derived from the Chybeshev polynomials. For all x, y ∈ R, let δ x,y = 1 when x = y, and δ x,y = 0 when x = y. For all g ∈ C(I), j ∈ N 0 and l ∈ Z 2 j +1 , we define
Note that for all j ∈ N 0 , the vector [c j,l (g) : l ∈ Z 2 j +1 ] can be obtain by applying the discrete cosine transform of type I (DCT-I) to [g(v j,t ) : t ∈ Z 2 j +1 ]. It is well-known (see [24] ) that
For all j ∈ N and l ∈ I j , let χ j,l := T l − T 2 j −l and χ 0,l := T l for all l ∈ I 0 . Then, from the definition of ∆ j , j ∈ N, we can derive that
The proof of (2.5) can be found in [23] .
It follows from (2.5) that for f ∈ C(I d ) and j ∈ N d 0 , 6) and
The coefficients c j,l (f ) in the equation above can be computed through the fast cosine transform. It was proved in [23] that the number of points requested for constructing S N (f ) is O(n log d−1 n), and the number of arithmetic operations for computing all coefficients c j,l (f ) is O(n log d n). In what follows we present a quadrature formula to compute an approximate value of (f, p t ) by replacing f in it with
, and we shall use η N,t (f ) as an approximation of (f, p t ). For all j ∈ N 0 , l ∈ I j and t ∈ N 0 , define
Substituting (2.7) into the definition of η N,t (f ), we obtain the following quadrature formula
Upon computing the values in the set
we construct the orthogonal polynomial expansion of f bỹ
Notice that each element η N,t (f ) in β 
, p t ) = 0, and there holds that
Thus, from the definition off N and (2.11) we know that (2.10) holds.
We develop in this section a fast algorithm for computing the values in β d N (f ) defined by (2.9), for fixed N ∈ N 0 . Our strategy is to first design a fast algorithm for computing the one dimensional quantity β 1 N (g) where g ∈ C(I), and then develop the higher dimensional algorithm by repeatedly using the one dimensional algorithm.
We now describe the fast algorithm for computing the values in β 1 N (g). Note that in the case d = 1, computing η N,t (g), t ∈ Z 2 N +1 , is equivalent to computing the coefficients of S N (g) in the orthogonal polynomial basis p t , t ∈ Z 2 N +1 . The basic idea for computing these coefficients is to first rewrite S N (g) as a linear combination of the Chebyshev polynomials, and then conduct an orthogonal polynomial transform such that S N (g) is rewritten as a linear combination of the polynomials p t , t ∈ Z 2 N +1 . Specifically, we make use of the three term recurrence formula (see, for example, [7] ) of the orthogonal polynomials p t , t ∈ N 0 , that is,
where α t , β t , γ t ∈ R and p −1 = 0, and employ Algorithm A.6 to transform the coefficients of S N (g) in the Chebyshev polynomial basis to the coefficients in the orthogonal polynomial basis p t , t ∈ Z 2 N +1 . This is achieved by reformulated the transform into a sequence of matrix-vector multiplication with sparse matrices. We now present a fast algorithm for computing the coefficients of S N (g) in the orthogonal polynomial basis p t , t ∈ Z 2 N +1 , which will be employed for computing the values in β
It is clear that P ξ 1 N = S N (g) when ξ j,l := c j,l (g) for all j ∈ Z N +1 and l ∈ I j . We next convert P ξ 1 N to a presentation in the orthogonal polynomial basis p t , t ∈ Z 2 N +1 . To this end, we first rewrite it as a linear combination of the Chebyshev polynomials. Let Z 0 := ∅ and Z 1/2 := ∅. For all N ∈ N 0 , ξ
Proof: We first establish that for all t ∈ Z 2 N +1 andj ∈ Z N +1 \ {0},
This may be proved by induction onj. Forj = N , from the definition of P ξ 1 N , we see that
Note that the definitions ofξ N,l , ξ N,l and χ N,l , l ∈ I N , show that
Combining (3.5) and (3.6) yields (3.4) forj = N . We assume that (3.4) holds forj = j + 1, with j ∈ Z N \ {0}, that is,
and show that (3.4) holds forj = j . We rewrite (3.7) as
By the definitions of χ j ,l , l ∈ I j andξ j ,l , l ∈ Z 2 N +1 , we obtain that
Combining (3.8) and (3.9), we observe that (3.4) holds forj = j . By induction principle, we conclude that (3.4) holds for allj ∈ Z N +1 \ {0}.
In particular, (3.4) holds forj = 1. This implies that
Thus, (3.3) is the direct consequence of (3.10) and the definition of χ 0,l , l ∈ I 0 . ******************* Modified by Ying Jiang *********************** Lemma 3.1 expresses P ξ 1 N in the Chebyshev polynomial basis. By employing Algorithm A.6, we further convert P ξ 1 N from the Chebyshev polynomial basis to the basis {p t : t ∈ Z 2 N +1 }. For the coefficients b t , t ∈ Z 2 N +1 , of P ξ 1 N in the basis p t , t ∈ Z 2 N +1 , that is,
Step 1 Compute ξ 1 N according to (3.2).
Step 2 Compute [14] for a general dimension-reducible sum to the current special case. According to [14] , a set of d dimensions is called dimension-reducible if it can be represented as a union of sets, each of which is the tensor product of a one dimensional set and a d − 1 dimensional set that has the same structure as the original d dimensional set, with the one dimensional sets being disjoint and the d − 1 dimensional sets being a nested sequence. A sum of a tensor product over a dimension-reducible index set, evaluated on a dimension-reducible set is called a dimension-reducible sum. Since a dimension-reducible set shares the same structure as a tensor product set, we can evaluate a dimension-reducible sum in the same way as a tensor product sum. It was shown in [14] that J d N is a dimension-reducible set. Hence, the fast evaluation scheme developed in [14] is applicable to η N,t (f ).
We next develop a general algorithm by applying Algorithm 4.5 in [14] to the dimension-reducible sum with the form of η N,t (f ). This general algorithm will be employed for computing β d N (f ) and the inverse orthogonal polynomial transform on sparse grids. For all j ∈ N 0 and l ∈ I j , define φ j,l be a univariate function on
, we define the sum
It is clear for all f ∈ C(I d ) and
With this notation, we have the following technical lemma.
(3.12)
If φ j,l (t) = 0 for all j ∈ N 0 , l ∈ I j and t ≤ 2 j , then
Due to the property that φ j,l (t) = 0 for all j ∈ N 0 , l ∈ I j and t > 2 j , if
and |j| > N −j, then the corresponding term in the bracket of (3.14) vanishes. Therefore, formula (3.14) becomes
Note that for all j ∈ S
, there holds thatj < N + 1 − |j| and t 0 ∈ Z 2 N +1−|j| . Thus, we know for all
is well-defined. Therefore, from the definition ofξ j,l (t 0 ) and (3.15), we obtain (3.12).
Since
Due to the property that φ j,l (t) = 0 for all j ∈ N 0 , l ∈ I j and t ≤ 2 j , formula (3.16) becomes
, and for all j ∈ Zj +1 , there holds that
and l ∈ I j thatẼ j,l (t) is well-defined. Therefore, from the definition ofẼ j,l (t) and (3.17), we obtain (3.13).
Formulas (3.12) and (3.13) allow us to compute (3.11) by using the one-dimensional transforms along each dimension. For example, when Formula (3.12) holds, to find
, which can be done by applying the one-dimensional
N −j , we can compute (3.11) by conducting the one-dimensional transforms and the d−2-dimensional transforms.
We need an algorithm for evaluating (3.11) in the case when d = 1. Such an algorithm depends on the nature of the functions φ j,l , j ∈ N 0 and l ∈ I j . For example, when the functions φ j,l = ψ j,l , we may employ Algorithm (3.2) in designing the algorithm, and when the functions φ j,l are wavelets, we may use fast wavelet transforms in developing the algorithm. Thus, we shall not specify the algorithm for evaluating (3.11) in the case with d = 1 until we enter a specific context. Instead, we assume that there exists an algorithm "FE1d(N, ξ 1 N )" for evaluating (3.11) in the case when d = 1, for a given ξ
We now summarize the computation procedure for evaluating (3.11) in the following algorithm. For all j ∈ S d N and l ∈ I j , define ξ
, we also define
:j ∈ Z N +1−|j| and l ∈ Ij
Step
We next describe a fast algorithm for computing β d N (f ) by combining the discrete cosine transform and Algorithm 3.4. To this aim, we need to ensure the sum in (2.8) satisfies the condition of Lemma 3.3. Notice that for all j ∈ N 0 , the degree of polynomials χ j,l , l ∈ I j , is not greater than that of 2 j . Due to the orthogonality of {p t : t ∈ N 0 } and the definition of ψ j,l , if t > 2 j , then ψ j,l (t) = 0. Hence, the sum in (2.8) satisfies the condition of Lemma 3.3, and Algorithm 3.4 can be applied to compute β Step 1 Compute c d N (f ) by the fast discrete cosine transform.
) by calling Algorithm 3.4 which uses Algorithm 3.2.
******************* End *********************** Fast multipole methods were used in [21, 23] for constructing one dimensional Legendre polynomial transforms, and in [15] for constructing one dimensional Laguerre and Jiacobi polynomial transforms. On one hand, Algorithm 3.5 is applicable to orthogonal polynomials with an arbitrary weight w and on the other hand, since it involves only a sequence of algebraic transforms, it does not introduce additional errors as the multipole methods do.
We next estimate the number of arithmetic operations N d N used in Algorithm 3.5. 
Proof: It was proved in [23] that the number of the arithmetic operations required in Step 1 of Algorithm 3.5 is O(N d n). Following an argument similar to that of Theorem 2.2 in [23] , we see that the number of arithmetic operations required in Step 2 is O(N d+1 n).
A Inverse Orthogonal Polynomial Transform on Sparse Grids
We show in this section the inverse orthogonal polynomial transform on sparse grids which can be formulated in the following form. For given
N . This is the reason we call evaluating (4.1) the inverse orthogonal polynomial transform on sparse grids. For given
The algorithm for evaluating (4.1) includes three steps. Firstly, reformulate Q as a combination of polynomials
Then, based on this new form of Q, we rewrite Q into a combination of χ j,l , j ∈ S d N and l ∈ I j . In the third step, evaluate Q by repeatedly using the inverse discrete cosine transforms. It is worth to enhance that the first and third steps can be achieved by specifying Algorithm 4.5 developed in [14] to this special case. Now we show the detail of the algorithm. We rewrite Q into a combination of polynomials
N and Q is defined by (4.1). Letw be the Chebyshev weight function, that is,
We use (·, ·)w and · w to denote, respectively, the inner product and the norm in L 2
The definitions of Q and ϕ j,t show that for all l ∈ J d N ,
The orthogonality of the Chebyshev polynomials ensures that if l > 2 j , then ϕ j,t (l) = 0. Thus, we can employ Algorithm 3.4 for computing q d N by specifying φ j,l with ϕ j,t , ξ
and Algorithm F E1d with Algorithm A.??.
We next reformulate Q defined in (4.1) into a linear combination of χ j,l , j ∈ S d N and l ∈ I j , when q d N is given and
where
With these notations, we have following lemmas.
Proof: Let i ∈ Z N +1 and ς ∈ Z N . The definitions of Q (i,ς+1) and χ
shows that
. Rewrite the term in the bracket of (4.5),
Substituting (4.6) into (4.5), from the definitions of κ j,l we obtain that
Therefore, there holds that
for all j ∈ S d N and l ∈ I d j . We have the following lemma.
Proof 
Then we obtain the conclusion of this lemma.
Lemma 4.2 guarantees that by formula (4.3), polynomial Q defined in (4.1) can be presented as a linear combination of χ j,l , j ∈ S d N and l ∈ I j , when q d N is given and
We now evaluate polynomial Q defined in (4.
Due to ϑ j,l (t) = 0 if t ≤ 2 j , we can computingQ 
(4.9)
Proof: Replacing P ξ 1 N , χ j,l and T l in the proof of Lemma 3.1, respectively, byQ ξ 1 N , ϑ j,l and T l , we prove this lemma. Step 1 Compute ξ 1 N according to (3.2).
Step 2 Step
by calling Algorithm 3.4 which uses Algorithm A.3.
Step 2 Compute κ d N according to (4.3).
Step 3 
Error Analysis
In this section, we estimate the error of the approximate orthogonal polynomial expansions generated by Algorithm 3.5. We shall derive three results based on three different regularity conditions on the function f to be approximated. The first case is for function f in the Korobov space. In this case the orthogonal polynomial expansion of f on sparse grids will achieve an algebraic rate of convergence. The second case is for function f which possesses a holomorphic extension on C d . In this case, the orthogonal polynomial expansion of f on full grids can achieve O(ρ −n ) for ρ > 1 convergence rate of convergence. The orthogonal polynomial expansions of f on sparse grids can only achieve O(ρ −n/d )(ρ > 1) convergence rate. This motivates us to seek a new regularity condition under which the approximation by the orthogonal polynomial expansions on sparse grids can achieve the same convergence rate as that of approximation using full grids.
Algebraic Convergence
We present in this subsection an algebraic convergence rate of the approximationf N constructed from Algorithm 3.5 for the function f in a Korobov space.
We first define the Korobov space. For f ∈ C m (I d ) and α ∈ N d 0 with |α| ≤ m, let
We definite the Korobov space
equipped with the norm
We now establish the algebraic convergence result. To this end, we require that the weight function satisfies the condition
(5.1)
If the weight condition (5.1) is satisfied, then there exists a positive constant c such that for all f ∈ X m (I d ) and N ∈ N 0 ,
Proof: The weight condition allows us to bound the L 2 w -norm by the L ∞ -norm. It suffices to estimate the error in the L ∞ -norm. By Lemma 2.1, we have thatf N = S N (f ). It was shown in Theorem 8 of [2] that there exists a positive constant c 1 such that for all f ∈ X m (I d ) and N ∈ N 0 ,
This yields the desired estimate (5.2).
Sub-Exponential Convergence
We consider in this subsection the analytic functions in C ∞ (I d ) having holomorphic extensions in C d , where C is the complex plane and show that the orthogonal polynomial expansion for an analytic function on sparse grids has a sub-exponential convergence.
For a comparison purpose, we establish the exponential convergence result of the orthogonal expansions on full grids for an analytic function. For r > 1, we define E r := {z ∈ C : |z − 1| + |z + 1| < r + r −1 } and for r > e we introduce a tensor product set E r := E r 0 ⊗ · · · ⊗ E r d−1 . For all d ∈ N and N ∈ N 0 , we define P d N := P N ⊗ · · · ⊗ P N , the tensor product of d copies P N . Clearly, P d N (f ) is the orthogonal polynomial interpolation of f ∈ C(I d ) on full grids. We now estimate the error
has a holomorphic extension to E r , for some r > e, then there exists a positive constant c such that for all N ∈ N 0 ,
where r is any fixed number satisfying 1 < r < r k for all k ∈ Z d , and is any fixed positive number satisfying 1 < r < r k − for all k ∈ Z d .
Proof: Note that f = j∈N d 0 ∆ j f . It follows from the definitions of P d N and ∆ j that for all N ∈ N 0 ,
Substituting (5.30) into (5.5), we have for all N ∈ N 0 that
Thus, we can rewrite (5.6) as
Since r < r k − for all k ∈ Z d , there exists a positive number r such that for all k ∈ Z d , r < r < r k − . Thus, we can see that for all n ∈ N 0 and j ∈ N d 0 with |j| ∞ = n, r [−2 j−e ] ≤ r −2 n−1 . Note that for all n ∈ N, the cardinality of {j ∈ N d 0 : |j| = n} is of O(n d−1 ). It follows from (5.7) that there exists a positive constants c 2 such that for all N ∈ N 0 ,
Noting that r > 1, from (5.8) we obtain that for all N ∈ N 0 , The following L 2 estimate is a direct consequence of Theorem 5.2.
Corollary 5.3
If f ∈ C ∞ (I d ) has a holomorphic extension to E r , for some r > e, and the weight function satisfies (5.1), then then there exists a positive constant c such that for all N ∈ N 0 ,
We return to the discussion of the orthogonal polynomial expansion on sparse grids. We express the coefficients c j,l (f ) in the orthogonal polynomial expansion in terms of the weighted inner products of the function f and the Chebyshev polynomial basis functions. To this end, we use Z to denote the set of all integers. For l ∈ Z with l < 0, let T l := T −l .
We now express the coefficients c j,l (f ) in terms of inner products (f, T l )w. For j ∈ N d 0 , we define
Here v j,t are the Chebyshev points defined by (2.2). For all d ∈ N, all j ∈ N d 0 and all l ∈ Z d
, let a j,l := k∈Z d a j k ,l k , where a j,l are defined in (2.3). For all j ∈ N 0 and l ∈ Z 2 j +1 let
and for all j ∈ N d 0 and l ∈ Z d
We also define
we use Z(m) to denote the number of zeros in m. We also need a mapping for indices. For all
From the definition of c j,l , we know that Note that for all j ∈ N d 0 and l ∈ N d 0 , l = τ j,t (u, s), where t ∈ Z d 2 j +e , u ∈ N d 0 and s ∈ V d j,t . Substituting (5.13) into (5.14) and changing the order of summations, we have that
A simple calculation gives
By the orthogonal property of the discrete cosine transform shown in [24] , we know that for all j ∈ N 0 , l ∈ Z 2 j +1 and t ∈ Z 2 j +1 ,
Thus, it can be see that for all j ∈ N 0 , l ∈ Z 2 j +1 , t ∈ Z 2 j +1 , u ∈ N 0 and s ∈ V j,t ,
Combining (5.16) and (5.17) gives
otherwise.
Upon substituting this equation into (5.15) we obtain formula (5.12).
Next we derive a formula for (f, T l )w for a function f ∈ C ∞ (I d ) that has a holomorphic extension using the Cauchy formula for analytic functions. Let 0 := [0, . . . , 0]. For r > 0, we define Γ r := {z ∈
For r > 1, we define D r := {z ∈ C : r −1 < |z| < r} and for r > e, we introduce a tensor product set
We introduce the mapping from ζ ∈ D r to z ∈ E r by (ζ k + ζ
Thus, for f defined on E r and for ζ ∈ D r , the function
is well-defined. For any set A ∈ C d , let A := A ∪ ∂A where ∂A is the boundary of A. For all > 0 and r > 0, we also let r :
We present in the following lemma a formula for (f, T l )w.
where is any fixed number satisfying > 0 and r > e.
Proof: Let > 0 which satisfies r > e. Since f can be holomorphically extended to E r , the function v f is holomorphic on D r . Note that D r ⊂ D r . Thus, the function v f is holomorphic on D r . Hence v f has the Laurent expansion
It follows from the definition ofT l and (5.21) that
Note that T 0 2 w = π, and for all l ∈ N, T l
By comparing the coefficients of the expression in (5.19) with those in (5.24), we obtain the desired (5.18).
Combining the results of Lemmas 5.5 and 5.4 leads to the estimate of |c j,l (f )| which we present in the next lemma. For f defined on E r and > 0 with r > e, let
Lemma 5.6 If f ∈ C ∞ (I d ) has a holomorphic extension to E r , for some r > e, then there exists a positive constant c such that for all j ∈ N d 0 and l ∈ I d j ,
where is any fixed number satisfying > 0 and r > e. Lemma 5.7 If f ∈ C ∞ (I d ) has a holomorphic extension to E r , for some r > e, then there exists a positive constant c such that for all j ∈ N d 0 ,
Proof: By Lemma 5.6 and (2.6), we can find a positive constant c 1 such that for all j ∈ N d 0 ,
Note that for all j ∈ N d 0 and all l ∈ I d j , |χ j,l | ≤ 2 d . Thus, from (5.31) we have for all j ∈ N d 0 that
Estimate (5.30) then follows from (5.32) and a simple computation.
For r ∈ R d with r > e, we let F d r be the set of functions in C ∞ (I d ) having holomorphic extensions to E r . With (5.30), we are ready to estimate
r , then there exists a positive constant c such that for all N ∈ N,
It follows from the definition of S N (f ) that for all N ∈ N,
Substituting (5.30) into (5.34), we have that for all N ∈ N,
Thus, we can rewrite (5.35) as
Since r < r k − for all k ∈ Z d , there exists a positive number r such that for all k ∈ Z d , r < r < r k − . Using the fact that the geometric mean is bounded by the arithmetic mean, we have that
when |j| = n. Note that for n ∈ N 0 , the cardinality of {j ∈ N d 0 : |j| = n} is O(n d−1 ). It follows from (5.36) that there exists a positive constants c 2 such that for all N ∈ N,
Noting that r > 1, from (5.37) we have that for all N ∈ N, 
where r is any fixed number satisfying 1 < r < r k for all k ∈ Z d , and is any fixed positive number satisfying 1 < r < r k − for all k ∈ Z d . Substituting (5.48) into (5.45) and using the fact that
Noting that T 0 w = π and T l w = π 2 for all l ∈ N, we obtain the desired formula (5.44) from (5.41) and (5.49).
With the formula described in the last lemma, we are ready to present the lower bound of the error of the best approximation of f 0 from space U d N .
Proposition 5.12 If f 0 is defined by (5.41), then for all N ∈ N with (N + 1)/d ∈ N,
By the definitions of Ij andl, we observe thatl ∈ Ij. This ensures that
which is the desired estimate (5.50).
Remark 5.13 Proposition 5.12 indicates that in the case of the Chebyshev orthogonal polynomial expansions on sparse grids, the error estimate presented in Corollary 5.9 is optimal. In other words, it is not possible to obtain an estimate
Moreover, we conjecture that the optimality of estimate (5.40) is also true for general weighted orthogonal polynomials.
We now ready to compare the approximation powers of the orthogonal expansions on full grids and sparse grids. For all ε > 0, let M S (ε) and M F (ε) be the minimum numbers of interpolation points used inf N and P d N (f ) such that f N − f ≤ ε and P d N (f ) − f ≤ , respectively, where N ∈ N and N ∈ N. Combining Corollary 5.9 and 5.3, we have the following result.
Corollary 5.14 If function f ∈ C ∞ (I d ) has a holomorphic extension to E r , for some r > e and the weight function satisfies the weight condition (5.1), then there exists a positive constant c such that for all ε > 0,
where r is any fixed number satisfying 1 < r < r k for all k ∈ Z d .
Proof: We first prove (5.54). Let be any fixed positive number satisfying 1 < r < r k − for all k ∈ Z d . From Corollary 5.9, we know that there exists a positive constant c 1 such that for all ε > 0,
where N satisfies thatcM r (f )r −d2
Thus, by conducting some computing, from (5.56) we obtain (5.54). We now prove (5.55). From Corollary 5.3, we know that for all > 0,
where N satisfies thatcM r (f )r −2 N +1 ≤ ε andcM r (f )r −2 N ≥ ε, andc is the constant in (5.11). Then, by conducting some computing, from (5.57) we obtain (5.55).
Exponential Convergence
Corollary 5.14 shows that for analytic functions, the approximation power of the orthogonal polynomial expansion on sparse grids may not be better than that on full grids. A similar finding in [18] also confirms this fact. This leads us to seek a stronger regularity condition on f so that the orthogonal polynomial expansion on sparse grids can still achieve O(r −n ) convergence rate instead of the one given by (5.9). First we define for all ν ∈ N d 0 , Υ(ν) := k∈Z d (ν k + 1). Let ρ > 1 be a positive number. We say that a function f defined on I d is Υ-analytic with constant ρ if f is analytic and there holds that for all
It was shown in [16] when d = 1, condition (5.58) is equivalent to f being real-analytic. We use Υ ρ to denote the set of all functions which are Υ-analytic with constant ρ appeared in (5.58). We now estimate f N − f . To this end, we first give an upper-bound of |c j,l (f )| for all j ∈ N d 0 and
. As a preparation, we present a few technical lemmas as follows.
Lemma 5.15
There exists a positive constant c such that for all l ∈ N d 0 and for all f ∈ Υ ρ ,
Proof: Using the Taylor expansion of f , we have for all l ∈ N d 0 and f ∈ Υ ρ that
From the orthogonality of T l , l ∈ N d 0 and (5.60) we obtain for all l ∈ N d 0 and f ∈ Υ ρ ,
Note that
Combining (5.61) and (5.62), we have that for all l ∈ N d 0 and f ∈ Υ ρ ,
Since f is Υ-analytic with constant ρ, from (5.58) and (5.63) we have that for all l ∈ N d
Since ρ > 1, we obtain (5.59) from (5.64) .
With Lemmas 5.4 and 5.15, we can derive an upper-bound for |c j,l (f )| for all j ∈ N d 0 and l ∈ I d j .
Lemma 5.16
There exists a positive constant c such that for all f ∈ Υ ρ , j ∈ N d 0 and l ∈ I d j ,
Proof: From (5.12), we have that
Thus, it follows from the definition of Υ ρ that
After a simple computation, we find from (5.67) that
Substituting (5.68) into (5.66), we obtain estimate (5.65).
Lemma 5.16 leads to the following estimate on ∆ j f ∞ .
Lemma 5.17
Proof: From Lemma 5.16 and (2.6), we know that there exists a positive constant c 1 such that for all
Note that for all j ∈ N d 0 and l ∈ I d j , |χ j,l | ≤ 2 d . Thus, from (5.70) we have that for all j ∈ N d 0 ,
Estimate results (5.69) from (5.71) with a direct computation.
We also need the following technical lemma.
Lemma 5.18 There exist a positive constant c and a nature number N * such that for all N ∈ N 0 with N > N * ,
Proof: Note that for all j ∈ N,
, and
Thus, there exists a positive integer N * such that for all j ∈ N with j > N * ,
From (5.73), we have that for all N ∈ N 0 with N > N * ,
Note that for all N ∈ N 0 with N > N * , j∈N 0 \Z N +1 2 −j+N +1 = 2. It follows from (5.74) that (5.72) holds.
We are now ready to derive the error estimate of the orthogonal polynomial expansion on spare grids.
Theorem 5.19
There exist a positive constant c and a positive integer N * such that for all f ∈ Υ ρ and N ∈ N 0 with N > N * ,
Substituting (5.69) into (5.76), we deduce that there exists a positive constant c 1 such that for all N ∈ N 0 ,
Thus, we can rewrite (5.77) as
Note that Υ(2 j ) ≥ 2 |j| for all j ∈ N d 0 , and for j ∈ N 0 , the cardinality of {j ∈ N d 0 : |j| = j} is O(j d−1 ). It follows from (5.78) that there exists a positive constants c 2 such that for all N ∈ N 0 , In this section we present four numerical experiments to verify the theoretical results and demonstrate the efficiency of our algorithm. The orthogonal polynomials employed are Jacobi polynomials with α = 0 and β = 0. All computer programs for the numerical examples presented in this section are run on a workstation with a 4 core Intel CPU i7 (each of which has 2.8GHz) and 96GB memory. Example 1: We consider function
We evaluate the orthogonal polynomial expansions using both the full tensor product algorithm and sparse tensor product algorithm (Algorithm 3.5). Table 1 contains the numerical results for d = 4. In the table we list the total number of terms in the expansions (Num), CPU times, numerical errors (Err) which is calculated by
and the rate of convergence (ROC) which is calculated by
w .
The calculated convergence order is roughly 1 as expected in this example. In Figure 1a and Figure 1b we plot the errors with respect to both CPU time and total degree of freedom. Clearly our sparse grid algorithm substantially outperforms the algorithm with full tensor product. We consider the function
It is easy to see that f is an analytic function satisfying condition (5.58). In our numerical experiment, we estimate the radius ρ of convergence by the formula Tables 2 and Table 3 list the computational results for d = 4 and d = 6, respectively. As in Figure  1 , we plot the errors with respectively to time and degree of freedom in Figure 2 . These graphs indicate the exponential convergence. Once again the numerical results demonstrate that our fast sparse grid algorithm is far more efficient than the full tensor algorithm. 
This is also an analytic function that satisfies condition (5.58). The numerical results are shown in Table  4 , Table 5 and Figure 3 . They are similar to the results of Example 2 as expected. Example 4: In this example f is chosen as
It is easy to check that f does not satisfy condition (5.58). As seen in Table 6 , the radius ρ for sparse grid is much smaller than that for full grid. Thus for this particular example, the sparse grid algorithm is not as efficient. Table 7 . As seen in Table 7 , Algorithm 4.5 almost recover the values of f on sparse grids S d N . The error in Table 7 is caused by the round off error of computer arithmetics.
Appendix A Orthogonal Polynomial Transform for Dimension One
This section is devoted to present the algorithms for orthogonal polynomial transform and inverse transform with dimension one. The main idea for developing these algorithms is reformulating these transforms into a sequence of matrix-vector multiplications with sparsity matrices. More information can be found in [10, 19, 20] . The orthogonal polynomial transforms in this section are defined as follows. Let N ∈ N and n := 
where T l , l ∈ Z n , are Chebyshev polynomial, and p t , t ∈ Z n , are the orthogonal polynomial which satisfy the three term recursive formula (3.1). And for given vector b :
It is clear that these two problem can be reformulated as computing matrix-vector multiplication. Let
Computing (A.3) and (A.4) equal to compute matrix-vector multiplication M n a T and N n b T , where a T and b T are, respectively, the transposes of a and b. Let
Notice that N n = M T n H n . Thus, we can rewrite (A.3) and (A.4) into the form as follows,
Due to the three three term recursive formulas of Chebyshev polynomial and (3.1), we can show that the t-th column of M n can be presented by t − 1-th and t − 2-th columns of M n for t ≥ 2. Using this property of matrix M n , we rewrite the matrix-vector multiplications with matrix M T n develop into a sequence of matrix-vector multiplications with sparse matrices, and then develop a fast algorithm for computing (A.3). Consequently, once we obtain the fast algorithm for computing M n a T , by transposing the matrix product, we can develop a fast algorithm for computing the matrix-vector multiplications with matrix M T n . At same time, the matrix vector multiplications with matrix H T n can be accelerated by the discrete cosine transform and inverse transform.
We first present the fast algorithm for computing (A.3). For all negative integer l, let T l = T −l and all t ∈ Z n , let P t (x) := |l|∈Z t+1 (T l , p t )wx l , x ∈ R \ {0}. Define
Note that for all t ∈ Z n and all l ∈ Z n \ Z t+1 , (T l , p t )w = 0. It is easy to see that for all l ∈ Z n , the lth element of M n a T is the the coefficient of the l-degree term in P . We now show the fast algorithm for computing the coefficients of all terms in P in order to obtain M n a T . To this aim, we organize P t , t ∈ N 0 , into a hierarchal structure. Here, a property of P t is employed, which can be derived by the three term formulas of Chebyshev polynomials and (3.1). Let P −1 (x) := 0 for all x ∈ R \ {0}. It is that for all t ∈ N 0 with t ≥ 2, P t+1 (x) = ( 1 2 α t x + β t )P t (x) + ( 1 2 α t x −1 + γ t )P t−1 (x), x ∈ R \ {0}. and for all j ∈ Z N +1 \ {0} and t ∈ Z 2 N −j U j,t (x) := U j−1,2t+1 U j−1,2t , x ∈ R \ {0}.
Equality (A.6) implies that for all j ∈ Z N +1 and t ∈ Z 2 N −j , P 2 j (t+1)−1 P 2 j (t+1) = U j,t P 2 j t−1 P 2 j t , (A.7)
which can be proved by inducting on j. From (A.7), we have the following technical lemma. Let . For all j ∈ Z N +1 , let P j := [P 2 j+1 t−1 , P 2 j+1 t : t ∈ Z 2 N −j−1 +1 ] T . With these notations, we have the following lemma.
Lemma A.1 For all j ∈ Z N +1 \ {0}, there holds that
Proof: Equality (A.7) ensures that for all j ∈ Z N +1 \ {0} and t ∈ Z 2 N −j−1 ,     P 2 j (2t)−1 P 2 j (2t) P 2 j (2t+1)−1 P 2 j (2t+1)     = U j,t P 2 j+1 t−1 P 2 j+1 t .
Also note that P N = [P −1 , P 0 ] T , and for all j ∈ Z N \ {0}, the last two elements of P j are P 2 N −1 and P 2 N . Thus, from the definitions of U j and P j we know that (A.8) holds for all j ∈ Z N +1 \ {0}.
Lemma A.1 implies a equality in the next corollary. Extend vector a to vector [0, a 0 , a 1 , . . . , a 2 N ] T . The new vector is also denoted using a.
Corollary A.2 If P is defined by (A.5), then there holds that
(A.9)
Proof: This corollary is proved by noting that P = aP 0 and using Lemma A.1.
We summary the procedure for computing Ma T in the following algorithm. Let a 0 := a, and for all j ∈ Z N +1 \ {0}, let a j := a j−1 U j . Define a N +1 := a N P N . We useã denote the vector consisted by the coefficients of the terms in a N +1 with nonnegative degree, this is that if a N +1 = |l|∈Zn a N +1,l x l where a N +1,l ∈ R, thenã = [a N +1,l : l ∈ Z n ]. Suppose that U j , j ∈ Z N +1 \ {0}, were precomputed by the Clenshaw algorithm (see [8] ). The polynomial multiplications involved in the next algorithm can be computed by the discrete cosine transforms (see, Algorithm 2.2 in [19] ). Algorithm A.3 Input: N ∈ N and a ∈ R 2 N +1 .
Step 1 For all j ∈ Z N +1 \ {0}, compute a j = U j a j−1 by Algorithm 2.2 [?] for the fast polynomial multiplications.
Step 2 Compute a N +1 = a N P N .
Output:ã.
In summary, by an argument similar to that of Theorem 2 in [10] , we conclude the number of arithmetic operations required in Algorithm A.3 is O(n log 2 n). We now show the fast algorithm for computing (A.4). To this aim, we first show a fast algorithm for computing the matrix-vector multiplication with matrix M T n which can be obtained immediately by transposing the matrix vector multiplications in (A.9). For given vector h := [h l : l ∈ Z n ] ∈ R n , let h N +1 := |l|∈Zn h l x l where h −l = h l for all l ∈ Z n . Let h N := P N h N +1 . For all j ∈ Z N , let h j := U j+1 h j+1 . We useh denote the vector consisted by the constant terms of elements in h 0 , this is that if h 0 = [h 0,l : l ∈ Z n ] T where h 0,l , l ∈ Z n , are polynomials, thenh = [h Step 1 Compute h N = P N h N +1 .
Step 2 For all j ∈ Z N , compute h j = U j+1 h j+1 .
Output:h.
We next present the fast algorithm for computing the matrix-vector multiplications with matrix H n . Note that for all l , l ∈ Z n , inner product (T l , T l ) can be computed by the quadrature rule as follows, (T l , T l ) = For some cases, the weights w 2N,t , t ∈ Z 2 N +1 +1 , can be computed via fast cosine transforms (see [19] ). In this article, we assume that the weights w 2N,t , t ∈ Z 2 N +1 +1 , are given with high precision. With (A.10), we can rewrite matrix H n into a new form as follows,
where T n := [T l (v 2N,t ) : t ∈ Z 2 N +1 +1 , l ∈ Z n ] and D n := diag(w 2N,0 , w 2N,1 , . . . , w 2N,2 N +1 ). Note that the matrix-vector multiplications with T n and T T n can be computed via fast cosine transforms. Thus, we can obtain a fast algorithm for computing the matrix-vector multiplications with matrix H n . For given vector b ∈ R n , let b 1 := T n b, b 2 := D n b 1 andb := T T n b 2 .
Algorithm A.5 Input: N ∈ N and b ∈ R n .
Step 1 Compute b 1 = T n b via fast cosine transforms.
Step 2 Compute b 2 = D n b 1 .
Step 1 Compute b 3 = T T n b 2 via fast cosine transforms.
Output:b.
Now we are ready to present the fast algorithm for computing (A.4).
Algorithm A.6 Input: N ∈ N and b ∈ R n .
Step 1 Compute h = H n b by calling Algorithm A.5.
Step 2 Computeh = M T n h by calling Algorithm A.4.
Note that the number of arithmetic operations required for computing T n b and T T n b 2 via fast cosine transforms is O(n log n), and D n is a diagonal matrix. We can see that the number of arithmetic operations required in Algorithm A.5. is O(n log n). Since Algorithm A.4 is obtained by transposing the matrix vector multiplications in (A.9), Algorithm A.4 is also an O(n log 2 n) algorithm, as well as Algorithm A.3. Hence, in summary, the number of arithmetic operations required in Algorithm A.6 is O(n log 2 n).
