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Abstract
We study composition operators CΦ on the Hardy spaces Hp and weighted Bergman spaces A
p
α of the
polydisc Dn in Cn. When Φ is of class C2 on Dn, we show that CΦ is bounded on Hp or A
p
α if and only if
the Jacobian of Φ does not vanish on those points ζ on the distinguished boundary Tn such that Φ(ζ) ∈ Tn.
Moreover, we show that if ε > 0 and if CΦ :A
p
α → Ap
α+ 12n−ε
, then CΦ is bounded on A
p
α .
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let D be the unit disk in the complex plane C. We use dA to denote the normalized area
measure on D, and for α > −1, we write
dAα(z) = (α + 1)
(
1 − |z|2)α dA(z).
More generally, let Dn be the open unit polydisc in Cn, and for α > −1,
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For p > 0 and α > −1 the weighted Bergman space Apα = Apα(Dn) consists of all holomorphic
functions f in Dn such that
‖f ‖p
A
p
α
=
∫
Dn
∣∣f (z)∣∣p dVα(z) < ∞.
If we use H(Dn) to denote the space of all holomorphic functions in Dn, then
Apα
(
D
n
)= Lp(Dn, dVα)∩H (Dn).
We also consider the Hardy spaces Hp = Hp(Dn), p > 0. More specifically, Hp(Dn) is the
space of all g ∈ H(Dn) for which
‖g‖pHp = sup
0<r<1
∫
Tn
∣∣g(rζ )∣∣p dσ(ζ ) < ∞,
where dσ is the normalized surface measure on Tn. Here Tn is the n-dimensional torus or the
distinguished boundary of Dn.
In many situations we will use the following notation to allow unified statements:
A
p
−1
(
D
n
)= Hp(Dn).
Let Φ be a holomorphic map from Dn into itself. Thus
Φ = (ϕ1, . . . , ϕn),
where each ϕk is a holomorphic function from Dn into D. The map Φ induces a composition
operator CΦ on H(Dn) defined by CΦf = f ◦Φ .
When n = 1, it is a well-known consequence of Littlewood’s Subordination Principle that
every composition operator is bounded on each of the spaces Apα(D), where p > 0 and α −1;
see [3] for example. This result does not extend to the higher dimensional polydisc. For example,
the map Φ(z1, . . . , zn) = (z1, . . . , z1) is known to induce an unbounded composition operator on
A
p
α(D
n); see [5] or [8], or [9].
In this paper we find a necessary and sufficient condition for a composition operator induced
by smooth self-maps of the polydisc to be bounded on weighted Bergman and Hardy spaces.
More precisely, we prove the following theorem.
Theorem 1. Suppose Φ :Dn → Dn is holomorphic, Φ ∈ C2(Dn), and α  −1. Then CΦ is
bounded Apα(Dn) if and only if JΦ(ζ ) 	= 0 for all ζ ∈ Tn with Φ(ζ) ∈ Tn. Moreover, if the rank
of the Jacobian matrix of Φ is (n − m) for some positive integer m and for some ζ ∈ Tn with
Φ(ζ) ∈ Tn, then we have
CΦ :A
p
α
(
D
n
)
 A
p
α+ m2n−ε
(
D
n
)
for any ε > 0.
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a “jump phenomenon”: if Φ is smooth enough and if CΦ does not map Apα(Dn) into itself,
then it does not map Apα(Dn) into the larger space Apβ(Dn), where α < β < α + m/2n. Thisjump phenomenon has been known before in the context of the unit ball with the dimension-
independent jump of 1/4; see Section 6 for more detailed comments and references.
Although several proofs of the paper are very technical, the underlying ideas are relatively
simple and the main tools used are easily recognized by experts in the theory of composition
operators: Carleson measures, change of variables, and Taylor’s theorem. We thank the anony-
mous referee for his/her suggestions that lead to several improvements in the presentation for the
paper.
2. Preliminaries
In this section we collect several preliminary results that will be needed later for the proof of
our main result. These results are either elementary or well known to experts in the field.
Lemma 2. There exists a positive constant C such that
R
δ/
√
2,δ/
√
2 ⊂ Sδ ⊂ Rδ,Cδ
for all δ ∈ (0,1). Here
Sδ =
{
z ∈ D: |1 − z| < δ},
and
Rδ,σ =
{
reiθ ∈ D: 1 − r < δ, |θ | < σ}.
In particular, there exists a positive constant C such that
C−1δ2+α Aα(Sδ) Cδ2+α
for all δ ∈ (0,1).
Proof. If we write z = reiθ , then
|1 − z|2 = 1 + r2 − 2r cos θ = (1 − r)2 + 2r(1 − cos θ).
When |1 − z| < δ, we have 1 − r < δ and 2r(1 − cos θ) < δ2. Since 1 − cos θ ∼ θ2/2 as θ → 0,
there exists a positive constant C, independent of δ, such that |1 − z| < δ implies that 1 − r < δ
and |θ | <Cδ. In other words, the set Sδ is contained in the Carleson rectangle Rδ,Cδ .
On the other hand, if 1 − r < δ/√2 and |θ | < δ/√2, then
|1 − z|2 = (1 − r)2 + 2r(1 − cos θ) (1 − r)2 + 2(1 − cos θ)
 (1 − r)2 + θ2 < δ2/2 + δ2/2 = δ2.
Therefore, the set Sδ contains the Carleson rectangle R √ √ .δ/ 2,δ/ 2
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Aα(Rδ,σ ) = σ
π
[
δ(2 − δ)]α+1 ∼ σδα+1. (1)
This gives us the desired estimates on Aα(Sδ). 
More generally, for any δ = (δ1, . . . , δn), where each δk ∈ (0,1), and for any point ζ =
(ζ1, . . . , ζn) ∈ Tn, we write
Sδ(ζ ) =
{
(z1, . . . , zn) ∈ Dn: |ζk − zk| < δk,1 k  n
}
and call it a Carleson box at ζ . The special point e = (1, . . . ,1) will be used on several occasions
later on. We will use Sδ in place of Sδ(e).
Corollary 3. For any α > −1 there exists a positive constant C such that
C−1(δ1 · · · δn)2+α  Vα
(
Sδ(ζ )
)
 C(δ1 · · · δn)2+α
for all δ = (δ1, . . . , δn) with each δk ∈ (0,1) and all ζ ∈ Tn.
Lemma 4. There exists a positive constant C, independent of δ, such that
C−1δα+3/2 Aα(Uδ)Cδα+3/2
for all δ ∈ (0,1), where Uδ = {z ∈ D: Re z > 1 − δ}.
Proof. The intersection of the vertical line Re z = 1 − δ with the unit circle consists of the two
points 1 − δ ± i√δ(2 − δ). Thus
Uδ ⊂
{
reiθ ∈ D: 1 − r < δ, |tan θ | <√δ(2 − δ)/(1 − δ)}.
Since tan θ ∼ θ when θ is small, and since √δ(2 − δ)/(1 − δ) ∼ √δ when δ is small, it follows
that there exists a positive constant C such that Uδ ⊂ Rδ,C√δ .
On the other hand, if 1 − r < δ/2 and |θ | < √δ, then
Re z = r cos θ > (1 − δ/2) cos√δ > 1 − δ.
In other words, R
δ/2,
√
δ
⊂ Uδ . The desired estimates now follow from the formulas in (1). 
The following are several characterizations of bounded composition operators on Dn in terms
of Carleson type measures. The Carleson measure criteria for weighted Bergman spaces is a
consequence of the change of variables formula and the characterization for Carleson measures
for Bergman spaces (see [4] and [6]).
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A
p
β(D
n) if and only if there exists a positive constant C such that
Vβ
(
Φ−1
(
Sδ(ζ )
))
 CVα
(
Sδ(ζ )
)
for all δ = (δ1, . . . , δn) ∈ (0,1)n and all ζ ∈ Tn. In particular, the boundedness of CΦ :Apα(Dn) →
A
p
β(D
n) is independent of p.
Proof. In the literature this result is usually stated in terms of the Carleson rectangles Rδ,δ ;
see [4], for example. The version based on the sets Sδ(ζ ) then follows from Lemma 2. The same
remark applies to the next two lemmas. 
Let U be any open subset of Tn. Define
S(U) =
⋃{
Sδ: T
n ∩ Sδ ⊂ U
}
.
The following result is a consequence of the change of variables formula and the characterization
for Carleson measures for Hardy spaces (see [1], [2] and [6]).
Lemma 6. Suppose β −1 and Φ :Dn → Dn is holomorphic. Then CΦ :Hp(Dn) → Apβ(Dn) if
and only if there exists a constant C > 0 such that
Vβ
(
Φ−1
(
S(U)
))
Cσ(U)
for all open subsets U of Tn.
Proof. For β > −1, we notice that CΦ maps Hp into Apβ if and only if there is a positive constant
C such that ∫
Dn
|f ◦Φ|p dVβ  C
∫
Tn
|f |p dσ
for all f ∈ Hp , which, by a change of variables, is the same as
∫
Dn
|f |p dVβ ◦Φ−1  C
∫
Tn
|f |p dσ.
This last condition is the same as the measure dVβ ◦Φ−1 being a Carleson measure for the Hardy
spaces. Here, when β = −1, we interpret dVβ as dσ . 
3. Necessity
Throughout this section we use the notation
Sδ =
{
z = (z1, . . . , zn) ∈ Dn: |1 − zk| < δ,1 k  n
}
,
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for the boundedness of the composition operator CΦ .
Lemma 7. Suppose Φ :Dn → Dn is holomorphic, p > 0, α  −1, and β > −1. If Cϕ maps
A
p
α(D
n) into Apβ(D
n), then there exists a positive constant C such that
Vβ
(
Φ−1(Sδ)
)
 CVα(Sδ)
for all δ ∈ (0,1).
Proof. This follows from Lemmas 5 and 6. 
Let Φ(z) = (g1(z), . . . , gn(z)) ∈ H(Dn)∩ C2(Dn). For z ∈ Dn, let
gkj (z) = ∂gk
∂zj
(z), 1 k  n, 1 j  n.
Let MΦ(z) be the Jacobian matrix of Φ , that is,
MΦ(z) =
⎛
⎜⎜⎝
g11(z) g12(z) . . . g1n(z)
g21(z) g22(z) . . . g2n(z)
...
...
...
...
gn1(z) gn2(z) . . . gnn(z)
⎞
⎟⎟⎠ .
The main result of this section is the following.
Theorem 8. Let Φ :Dn → Dn be holomorphic and C2 on Dn. Let m be a positive integer. Suppose
the rank of MΦ(ζ ) is (n − m) for some ζ ∈ Tn with Φ(ζ) ∈ Tn. Then for any α  −1 and
β < α + m2n the composition operator CΦ does not map Apα(Dn) into Apβ(Dn).
The rest of the section is devoted to the proof of the theorem above. First observe that, by
composing with an automorphism of Dn if necessary, we may assume that ζ = Φ(ζ) = e. In this
case, each gk satisfies gk(e) = 1. Let gkj = gkj (e). Then by Taylor expansion we have
gk(z) = 1 +
n∑
j=1
gkj (zj − 1)+O
(
n∑
j=1
|1 − zj |2
)
(2)
for each 1 k  n.
Fix 1 k  n. Write gkj = rj eitj and consider zj = e±isj for 1 j  n. Since gk :Dn → D,
we see that
1 Regk
(
e±is1, . . . , e±isn
)
= 1 +
n∑
Re
{
rj e
itj
(
e±isj − 1)}+O
(
n∑∣∣1 − e±isj ∣∣2
)
j=1 j=1
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n∑
j=1
{
rj cos tj (cos sj − 1)∓ rj sin tj sin sj
}+O
(
n∑
j=1
s2j
)
= 1 ∓
n∑
j=1
rj sj sin tj +O
(
n∑
j=1
s2j
)
.
This clearly implies that sin tj = 0 for 1 j  n, so each gkj is real.
It follows from the Taylor expansion (2) again that
(z1, . . . , zn) ∈ Φ−1(Sδ)
if and only if
∣∣∣∣∣
n∑
j=1
gkj (1 − zj )+O
(
n∑
j=1
|1 − zj |2
)∣∣∣∣∣< δ (3)
for 1 k  n. Since the rank of MΦ(e) is (n−m), we may assume that the first m columns can
be represented as a linear combination of the remaining n−m columns, that is,
⎛
⎜⎜⎝
g1j
g2j
...
gnj
⎞
⎟⎟⎠= cj (m+1)
⎛
⎜⎜⎝
g1(m+1)
g2(m+1)
...
gn(m+1)
⎞
⎟⎟⎠+ · · · + cjn
⎛
⎜⎜⎝
g1n
g2n
...
gnn
⎞
⎟⎟⎠ (4)
for some real constants cj where 1 j m and m+ 1  n.
For ε > 0 and δ > 0 consider the set
Rε,δ = {z = reiθ ∈ D: 1 − r < εδ, |θ | < ε√δ}.
If ε is fixed, then Rε,δ is a Carleson “rectangle” at 1 whose dimensions are roughly δ and
√
δ.
For notational convenience, we use the following notation for the rest of this section:
z = (z′m, z′′m)= ((r1eiθ1, . . . , rmeiθm), (rm+1eiθm+1 , . . . , rneiθn)).
For ε > 0, δ > 0, and z′m ∈ Rε,δ × · · · ×Rε,δ = (Rε,δ)m we also consider the set
Rz
′
m,ε,δ =
{(
rm+1eiθm+1 , . . . , rneiθn
)
: 0 < 1 − r < εδ,
∣∣∣∣∣θ +
m∑
j=1
cjθj
∣∣∣∣∣< εδ, m+ 1  n
}
.
This is also a Carleson “rectangle” in Dn−m whose dimensions are roughly δ, . . . , δ, whenever ε
is fixed.
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Ωε,δ =
{(
z′m, z′′m
) ∈ Dn: z′m ∈ (Rε,δ)m, z′′m ∈ Rz′m,ε,δ}.
Lemma 9. There exists a positive number ε, independent of δ, such that Ωε,δ ⊂ Φ−1(Sδ) for all
δ ∈ (0,1).
Proof. Suppose (z1, . . . , zn) = (r1eiθ1 , . . . , rneiθn) ∈ Ωε,δ , where ε > 0 is to be specified later.
Fix any 1 k  n and consider the condition in (3).
Since |θj | < ε
√
δ for all 1 j m, for each m+ 1  n we have
|θ| εδ +
m∑
j=1
|cjθj | εδ +
m∑
j=1
|cj|ε
√
δ 
(
1 +
m∑
j=1
|cj|
)
ε
√
δ.
Combining this with the identity
|1 − zj |2 = (1 − rj )2 + 2rj (1 − cos θj ),
we can find a positive constant C, independent of ε and δ, such that∣∣∣∣∣O
(
n∑
j=1
|1 − zj |2
)∣∣∣∣∣Cεδ.
We next estimate the sum
Gk(z) =
n∑
j=1
gkj (1 − zj ).
In polar coordinates we can write
Gk(z) =
n∑
j=1
gkj (1 − rj cos θj )− i
n∑
j=1
gkj rj sin θj .
From the identity
1 − rj cos θj = (1 − rj )+ rj (1 − cos θj ),
we easily find a positive constant C, independent of ε and δ, such that∣∣∣∣∣
n∑
j=1
gkj (1 − rj cos θj )
∣∣∣∣∣ Cεδ. (5)
For the sum
Hk(z) =
n∑
gkj rj sin θj ,
j=1
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pendent of ε and δ, such that
∣∣Hk(z)∣∣ Cεδ +
∣∣∣∣∣
n∑
j=1
gkj θj
∣∣∣∣∣. (6)
By (4), we have
n∑
j=1
gkj θj =
m∑
j=1
gkj θj +
n∑
j=m+1
gkj θj =
n∑
j=m+1
gkj
(
θj +
m∑
=1
cj θ
)
.
It follows that there exists another positive constant C, independent of ε and δ, such that∣∣∣∣∣
n∑
j=1
gkj θj
∣∣∣∣∣ Cεδ.
Combining this with (5) and (6), we obtain a positive constant C, independent of ε and δ, such
that |Gk(z)|  Cεδ. This together with the estimate at the end of the last paragraph leads us to
another positive constant C, independent of ε and δ and k, such that∣∣∣∣∣
n∑
j=1
gkj (1 − zj )+O
(
n∑
j=1
|1 − zj |2
)∣∣∣∣∣ Cεδ.
It is now clear that if ε was a positive constant small enough so that Cε < 1, then (z1, . . . , zn) ∈
Ωε,δ implies that (z1, . . . , zn) ∈ Φ−1(Sδ). This completes the proof of the lemma. 
Now if ε is chosen according to Lemma 9 above, then for any β > −1 we use Lemmas 2,
Corollary 3, and Lemma 4 to obtain a positive constant C, independent of δ ∈ (0,1), such that
Vβ
(
Φ−1(Sδ)
)

∫ ∫
Ωε,δ
dVβ(z)
=
∫
(Rε,δ)m
dVβ(z
′
m)
∫
Rz
′
m,ε,δ
dVβ
(
z′′m
)
= Cδn(β+2)−m/2.
If CΦ maps Apα(Dn) into Apβ(Dn), then by Lemma 7, there would be a positive constant C
such that Vβ(Φ−1(Sδ))  Cδn(2+α) for all δ ∈ (0,1). Combining this with the estimate in the
previous paragraph, we would have a positive constant C such that
δn(β+2)−m/2  Cδn(2+α), δ ∈ (0,1).
If β < α + m2n , this is clearly impossible when δ is sufficiently small. The proof of Theorem 8 is
now complete.
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In this section we prove the following theorem.
Theorem 10. Suppose Φ :Dn → Dn is holomorphic, Φ ∈ C2(Dn). If the Jacobian determinant
JΦ(ζ ) 	= 0 for all ζ ∈ Tn with Φ(ζ) ∈ Tn, then CΦ is bounded on Apα(Dn) for all α −1.
Suppose JΦ(ζ ) 	= 0 for any ζ ∈ Φ−1(Tn) 	= ∅. By the maximum principle, any ζ ∈ Φ−1(Tn)
must be in Tn as well. We will show that CΦ is bounded on Apα(Dn) for any α −1 and p > 0.
Let K = Φ−1(Tn). Since JΦ is continuous, we see that JΦ(z) 	= 0 for z in a neighborhood
U(K) of K . Therefore, for each z ∈ U(K) there exists a neighborhood U(z) of z such that
Φ :U(z) → Φ(U(z)) is one-to-one and onto (here we mean a smooth extension of Φ to a neigh-
borhood of Dn).
Also, note that Φ−1(η) is a finite set for any η ∈ Φ(Tn) ∩ Tn. To see this, suppose that there
is an infinite sequence of distinct points {ζ j } in Tn such that Φ(ζ j ) = η. Then, there exists a
subsequence of {ζ j }, which we call it {ζ j } again, converging to ζ , which we may assume to
be e. By continuity Φ(e) = η. Since JΦ(e) 	= 0, Φ is invertible. In particular, Φ is one-to-one in
some neighborhood of e, a contradiction.
Let η ∈ Φ(Tn) ∩ Tn. Since Φ−1(η) is finite, there is a neighborhood U(η) of η and
a positive integer k = k(η) together with points {ζ 1, . . . , ζ k} in Tn and their neighbor-
hoods {U(ζ 1), . . . ,U(ζ k)} such that Φ :U(ζ j ) → U(η) is one-to-one and onto for each
j = 1, . . . , k(η). This implies that if U(η) is sufficiently small, then
Φ−1
(
U(η)
)= k(η)⋃
j=1
U
(
ζ j
)
,
and the sets {U(ζ j )} are pairwise disjoint. Combining this with the compactness of Φ(Tn)∩ Tn
we see that
sup
{
k(η): η ∈ Φ(Tn)∩ Tn}< ∞.
Since |JΦ | is bounded below and above on the compact set Tn ∩ Φ−1(Tn) (and hence on a
neighborhood of this set), there exist positive constants c and C such that
cVα
(
U(η)
)
 Vα
(
U
(
ζ j
))
 CVα
(
U(η)
)
.
Therefore, if U is a small open set near Φ(Tn)∩ Tn, we will have
Vα
(
Φ−1(U)
)
 CVα(U).
This is also true if U is a small open set near Tn that is a fixed distance away from Φ(Tn)∩ Tn,
because in this case the smoothness of Φ would imply that Φ−1(U) = ∅.
Since Vα(Φ−1(U)) CVα(U) for all sufficiently small open sets near Tn, we conclude from
Lemmas 5 and 6 that the composition operator CΦ maps Apα(Dn) (boundedly) into itself. This
completes the proof of the sufficiency part of our main result.
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Let m be a positive integer and g(z) = (z1 + · · · + zn)/n. For a positive integer k let
z′k = (z1, . . . , zk), z′′k = (zk+1, . . . , zn).
Consider the function
Φ(z) = (g(z), . . . , g(z), zm+2, . . . , zn).
Note that the rank of the Jacobian matrix of Φ is (n−m). Therefore, to show our main theorem
is sharp, it suffices to show that CΦ maps Apα(Dn) into Apα+ m2n (D
n).
Proposition 11. Let α > −1 and p > 0. Let Φ(z) = (g(z), . . . , g(z), z′′m+1). Then, the rank of
MΦ(e) is (n−m) and
CΦ :A
p
α
(
D
n
)→ Ap
α+ m2n
(
D
n
)
.
We will show this with the help of Carleson measures again. To this end, let us consider the
following Carleson boxes at ζ ∈ Tn:
Sδ(ζ ) =
{
z ∈ Dn: |ζ1 − z1| < δ1, . . . , |ζn − zn| < δn
}
.
It suffices to show that for all ζ ∈ Tn for all δ = (δ1, . . . , δn) ∈ (0,1)n
Vα+ m2n
(
Φ−1
(
Sδ(ζ )
))
 CVα
(
Sδ(ζ )
)
.
It is clear that z ∈ Φ−1(Sδ(ζ )) if and only if∣∣(1 − ζ¯j z1)+ · · · + (1 − ζ¯j zn)∣∣< nδj
for 1 j m+ 1, and
|1 − ζ¯j zj | < δj
for m+ 2 j  n. It is also clear that the first group of conditions above imply that
n∑
=1
Re(1 − ζ¯j z) < nδj
for each 1 j m+ 1.
Without loss of generality, we may assume δ1 = min{δ1, . . . , δm+1}. Let
Rj,δ =
{
zj ∈ D: Re(1 − ζ¯1zj ) < nδ1, |1 − ζ¯j zj | < δj
}
,
and
Rδ = Rm+2,δ × · · · ×Rn,δ.
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Uz′′m+1,δ1 =
{
z′m ∈ Dm: Re(1 − ζ¯1zj ) < nδ1, 1 j m
}
= {z′m ∈ Dm: 1 − nδ1 < Re(ζ¯1zj ) < 1, 1 j m}.
Also, for a fixed z′m ∈ Uz′′m+1,δ1 let
Qz′m,δ1 =
{
zm+1 ∈ D:
∣∣∣∣∣
n∑
=1
(1 − ζ¯1z)
∣∣∣∣∣< nδ1
}
.
Then we have
Φ−1(Sδ) ⊂
{
z ∈ Dn: z′′m+1 ∈ Rδ, z′m ∈ Uz′′m+1,δ1, zm+1 ∈ Qz′m,δ1
}
. (7)
Since Qz′m,δ1 is the intersection of D with the Euclidean disk centered at
w := ζ1
(
1 +
∑
 	=m+1
(1 − ζ¯1z)
)
with radius nδ1, and since the center w lies outside D, we see that Qz′m,δ1 is contained in the
intersection of D with some Euclidean disk centered at certain λ ∈ ∂D with radius nδ1, namely,
Qz′m,δ1 ⊂ S1(λ,nδ1), where
S1(λ,nδ1) =
{
zm+1 ∈ D: |zm+1 − λ| < nδ1
}
,
and λ ∈ ∂D depends on z′m, z′′m+1 and ζ ∈ Tn. It is easy to see that for any β > −1 there exists a
positive constant C such that∫
Qz′m, δ1
(
1 − |zm+1|2
)β
dA(zm+1)Cδ2+β1 . (8)
For Rδ first note that
Rj,δ ⊂
{
zj ∈ D: Re(1 − ζ¯1zj ) < nδ1
}
if
√
δ1 < δj ,
Rj,δ ⊂
{
zj ∈ D: Re(1 − ζ¯1zj ) < nδ1, Im(1 − ζ¯j zj ) < δj
}
if δ1  δj <
√
δ1, and
Rj,δ ⊂
{
zj ∈ D: |1 − ζ¯j zj | < δj
}
if δj < δ1. Note that
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∫
{z∈D: Re(1−ζ¯1z)<nδ1,Im(1−ζ¯j z)<δj }
(
1 − |z|2)β dA(z)

∫
{z∈D: Re(1−ζ¯j z)<nδ1,Im(1−ζ¯j z)<δj }
(
1 − |z|2)β dA(z).
Therefore, for j = m+ 2, . . . , n we have
∫
Rj,δ
(
1 − |zj |2
)β
dA(zj )
⎧⎪⎨
⎪⎩
Cδ
(2+β)−1/2
1 if
√
δ1 < δj ,
Cδ
(1+β)
1 δj if δ1  δj 
√
δ1,
Cδ
(2+β)
j if δj < δ1.
From this, with β  α and for j = m+ 2, . . . , n we have
δ
−(2+α)
j
∫
Rj,δ
(
1 − |zj |2
)β
dA(zj )
⎧⎪⎨
⎪⎩
Cδ
β−α/2+1/2
1 if
√
δ1 < δj ,
Cδ
β−α
1 if δ1  δj 
√
δ1,
Cδ
β−α
j if δj < δ1.
Since α −1, we have β − α/2 + 1/2 β − α. Therefore, we have
δ
−(2+α)
j
∫
Rj,δ
(
1 − |zj |2
)β
dA(zj )Cδβ−α1 . (9)
By (7)–(9) we have
Vβ(Φ
−1(Sδ))
Vα(Sδ)

[∫
Qz′m,δ1
dAβ(zm+1)
δα+2m+1
][∫
Uz′′
m+1,δ1
dVβ(z
′
m)
(δ1 · · · δm)α+2
][ ∫
Rδ
dVβ(z
′′
m+1)
(δm+2 · · · δn)α+2
]

[
δ
β+2
1
δα+2m+1
][
δ
(β+2−1/2)m
1
(δ1 · · · δm)α+2
][
δ
(β−α)(n−m−1)
1
]
 Cδn(β−α)−m/21 .
The last inequality follows since δ1 = min{δ1, . . . , δm+1}. When β = α + m2n , this proves the
Carleson measure criteria, which in turn completes the proof of the proposition.
6. Further remarks
Let Bn denote the open unit ball in Cn, let dV denote the normalized volume measure on Bn,
and let dσ denote the normalized surface measure on the unit sphere Sn. For any α > −1 consider
dVα(z) = cα
(
1 − |z|2)α dV (z),
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space Apα(Bn) consists of holomorphic functions f in Bn such that∫
Bn
∣∣f (z)∣∣p dVα(z) < ∞.
Similarly, the Hardy space Hp(Bn) consists of holomorphic functions f in Bn such that
sup
0<r<1
∫
Sn
∣∣f (rζ )∣∣p dσ(ζ ) < ∞.
For an arbitrary holomorphic self-map Φ of Bn, the composition operator CΦ is not necessar-
ily bounded on Hp(Bn) or Apα(Bn). A simple counter-example is given by Φ(z1, z2) = (2z1z2,0)
on B2. See [3].
W.R. Wogen [10] came up with a condition on holomorphic self-maps Φ ∈ C3(Bn) that is
both necessary and sufficient for CΦ to be bounded on Hp(Bn). This result was later extended
to Apα(Bn), α > −1, in [7]. To state Wogen’s result, let us write
Dζ =
n∑
k=1
ζk
∂
∂ζk
, Φζ (z) =
〈
Φ(z), ζ
〉
,
where z ∈ Bn, ζ ∈ Sn, and 〈,〉 denotes the canonical inner product in Cn. Wogen’s result along
with its generalization to weighted Bergman spaces can then be stated as follows.
Theorem 12. Let Φ :Bn → Bn be holomorphic and Φ ∈ C3(Bn). Then for any α −1 we have
CΦ :A
p
α(Bn) → Apα(Bn)
if and only if
DζΦη(ζ ) >
∣∣DτDτΦη(ζ )∣∣ (10)
for all ζ and τ in Sn with 〈ζ, τ 〉 = 0 and Φ(ζ) = η ∈ Sn.
Moreover, it is shown in [7] that there is a “jump phenomenon” in the optimal target spaces
as follows.
Theorem 13. Let Φ :Bn → Bn be holomorphic, Φ ∈ C4(Bn), and α −1. If CΦ is not bounded
on A
p
α(B
n), then for any ε > 0
CΦ :A
p
α(Bn)  A
p
α+1/4−ε(Bn).
The proof of our main result can be modified for the unit ball to show that the non-vanishing
Jacobian condition implies the boundedness of the corresponding composition operator on
A
p
α(Bn).
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ζ ∈ Sn with Φ(ζ) ∈ Sn.
However, in the case of the unit ball Bn, the boundedness of CΦ on Apα does not im-
ply the non-vanishing Jacobian condition. For example, if Φ(z1, . . . , zn) = (z1,0, . . . ,0) and
Ψ (z1, . . . , zn) = (z21 + z22,0, . . . ,0), then
CΦ :A
p
α
(
B
n
)→ Apα(Bn), CΨ :Apα(Bn) Apα(Bn).
But the Jacobian determinants for both Φ and Ψ are identically zero.
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