Background: Acoustic telemetry technologies are being rapidly deployed to study a 3 variety of aquatic taxa including fishes, reptiles, and marine mammals. Large cooperative 4 telemetry networks produce vast quantities of data useful in the study of movement, 5 resource selection and species distribution. Efficient use of acoustic telemetry data requires 6 estimation of acoustic source locations from detections at sensors (i.e. localization).
about movement processes to inform the localization of acoustic sources [but see 17]. 1 In keeping with the terminology in spatial capture-recapture, we refer to this planar region as the statespace of the point process which defines the potential locations of individuals during the study. In practice, the state-space should be chosen to be much larger than the region containing the sensor array because individual locations may be detectable some distance from the sensors on the boundary. Pr(y|u) which, for binary detection encounter data, is determined by a set of detection used in distance sampling [30] and spatial capture-recapture applications: 124 p j,t ≡ Pr(y j,t = 1|u t ) = p 0 exp(−||u t − x j || 2 /(2σ 2 det )) (
which has parameters p 0 and σ 2 det . In acoustic telemetry applications a logistic model is often
The parameters of either encounter model can be estimated by maximum likelihood 127 without difficulty [19, 32] and used as a plug-in or empirical Best Unbiased Predictor (BUP) 128 [33] of the latent variable u t based on the posterior distribution (Eq. 1). From a practical 129 standpoint the functional form of the detection model is not important, but note that these 130 standard models are a function of some power of Euclidean distance. detection parameters directly from the observed data [e.g., following 19, 20]. 139 An obvious shortcoming of the approach described above is that localization of u t only uses to sample a given area and greater cost. On the other hand, increasing the sensor spacing 147 produces fewer detections, and fewer and more imprecise localizations.
Movement-assisted localization

148
We propose to resolve this trade-off formally by extending the localization model de-149 scribed above through the integration of an explicit movement model to simultaneously 150 estimate the movement and detection processes. For example, instead of assuming Pr(u t ) is 151 uniform we replace this assumption with the Markovian movement assumption given above,
152
that is
Then, in effect, the data from the previous (and subsequent) interval provide information about u t via the prior distribution Pr(u t |u t−1 ).
Use of this movement model based prior distribution is effectively an informative prior 156 in the sense that it restricts potential states of u t to be in the vicinity of the previous state 157 where the extent of this vicinity is determined by the parameter σ 2 u as well as the sampling 158 interval ∆ t . Thus, note that as ∆ t increases, the information provided by previous states 159 diminishes rapidly and the prior tends to a uniform (non-informative) prior defined by the 160 state-space.
161
When the signal schedule is known (see below), so that the non-detections are in effect 162 observed, then the observed data are the spatial encounter histories y t for a given individual,
163
for each t = 1, 2, . . . , T . This may include all zero observations (y t is a vector of zeros,
164
indicating non-detection). Then, the joint distribution of the observed data and the latent
The inference objective is to jointly estimate the model parameters p 0 , σ det , and σ u as 167 well as the latent trajectory u 1 , . . . , u T . For this we adopt a Bayesian approach based on 168 Markov chain Monte Carlo (MCMC) as described in Section 2.3.1. When multiple tags 169 are in operation simultaneously, data from all tags can be pooled for joint estimation of 170 the parameters and latent trajectories from all encounter history data. In this case the 171 encounter data are y i,t and the trajectories are u i,t for individual i and t th signal. Then the 172 joint distribution to be analyzed is: a Metropolis-within-Gibbs algorithm is that the full-conditional distribution for u t can be constructed by noting that,
This does not have a convenient simplified form (to the best of our knowledge) but it does 195 emphasize the point that information about the state of u t derives not only from the data y t 196 but also from the previous (u t−1 ) and subsequent (u t+1 ) states. In turn, those previous and 197 subsequent states are informed by detection data from t − 1 and t + 1, respectively. Thus 198 our generalized localization model is using "all the data" in a manner that is prescribed by 199 the specific movement and detection model imposed upon the system. In many acoustic telemetry applications the time interval between signals will not be known.
202
Rather, devices are programmed to emit a signal on a random schedule, e.g., ∆ t ∼ Uniform(a, b), 203 but the timing and number of such signals is not registered. In this case, when the interval 204 between observed signals is long, there is uncertainty in the number of missed signals. The 205 challenge of random intervals between signals in acoustic telemetry has many similarities to tag is random with an interval of between 90 and 150 seconds and you observe a 10 minute 210 gap between detections of a given tag, then there are "missed signals" which have to be ac-
Panel 1: JAGS specification of the localization model using a Brownian motion prior distribution on animal locations. Input data are the detection history data y, a J × T matrix, the time interval information T where ∆ t is the interval between signal t − 1 and t, and the sensor locations X.
commodated to achieve unbiased estimates of the detection process. Clearly it is uncertain 212 whether the 10 minute interval contained 3, 4, 5 or 6 signals that were missed. In this case, 213 one option for including the data obtained at the 10 minute interval is to set ∆ t = 10 and 214 then eq 4 is correct for the observed interval. The effects of missed signals in this approach, 215 however, is to decrease the information about the current state u t provided by previous and assume:
where ∆ obs is the observed gap length and n is the latent number of missed signals during 239 ∆ obs . In this example, n is an estimated parameter, while a, b, and ∆ obs are given as data.
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This approach greatly improved MCMC efficiency and provided reasonable estimates for our 241 study system. However, a variety of approaches are possible depending on the study system. We simulated 100 data sets for a system that involved 25 acoustically tagged individuals, 260 subjected to sampling at 100 sensors on a 10 x 10 grid with unit spacing (Fig. 1) . The R is arbitrary and the system can be rescaled by increasing or decreasing the time interval. 268 We simulated detections using the half normal model with p 0 = logit −1 (0.25) = 0.562 and 269 detection radius parameter to be σ det = 0.75 in the standardized units shown in Fig. 1 .
270
The standard deviation of the Brownian motion movement process, σ u , was set at 0.25. We 271 selected these particular parameter settings so that the probability of detecting an individual 272 within the array was > 0.90, but quickly decreased as distance from the array increased ( Fig.   273 2). As such, individual locations near the center of the array were detected at 0 -6 sensors, 274 while locations on the periphery were detected at 0 -2 sensors (Fig. 2) . The true movement 275 trajectories and detection locations of two individuals are shown in Fig. 2 . We see that biased toward the interior of the sensor array where sampling is more intensive. Therefore, 281 localizations using classical methods will also necessarily be biased toward areas of higher 282 sampling intensity. This sampling bias must be accounted for in studies of movement and 283 resource selection unless sensor placement itself is random with respect to habitat structure.
284
In an SCR framework, however, signals that produce zero detections provide information on 285 the detection process but ignoring all-zero occasions may bias parameter estimates [18] . 286 We analyzed each simulated dataset using four modelling approaches, one approach that assisted localization unknown-interval model is more complex, it likely describes the most realistic field sampling protocol. We compared these four modeling approaches to investi-301 gate biases in the SCR framework, improvements in localization due to the integration of a 302 movement model, effects of ignoring all-zero occasions, and technological (or statistical) con-303 siderations if we can assume the number of unobserved signals is known or partially informed 304 by transmitter settings. 305 We fit the first three models using the software JAGS [35] accessed through R version 3.5.2
306
[36], using the jagsUI package [37], with specifications similar to those shown in Panel 1 (see 307 Appendix A for the full R script). We ran three parallel Markov chains for 15 000 iterations Inference to locations with zero detections is possible in both the movement-assisted lo- processes from acoustic data even when the numbers of missed signals are unknown.
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Integrating the movement process dramatically improved precision of posterior localiza-360 tions while still maintaining nominal or close to nominal credible interval coverage (Table   361 2, Fig. 3 ). Increased localization precision between the independent localization model and 362 the movement-assisted localization detection-only model are due directly to the integration 363 of the movement model ( Fig. 3 a vs b) . The known-interval model further extends inference 364 to locations with zero detections, thus the full posterior trajectory is slightly larger than 365 the detection-only model ( Fig. 3 c vs b) . Finally, the unknown-interval model relaxes the 366 requirement of a known number of missed signals and the interval between those signals 367 ( Fig. 3 d) . Interestingly, localization at the level of the full trajectory was only minimally 368 influenced by an unknown signal interval in these examples ( Fig. 3 c vs d) . The primary influence of the movement model is the restriction of locations to regions signal rate sub-model. In many acoustic telemetry systems, the inter-signal duration is de-Introduction to distance sampling: estimating abundance of biological populations. Ox-
