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Abstract. We study the problem of optimizing the trajectories of agents
moving over a network given their preferences over which nodes to visit
subject to operational constraints on the network. In our running exam-
ple, a theme park manager optimizes which attractions to include in a
day-pass to maximize the pass’s appeal to visitors while keeping opera-
tional costs within budget. The first challenge in this combinatorial op-
timization problem is that it involves quantities (expected visit frequen-
cies of each attraction) that cannot be expressed analytically, for which
we use the Sample Average Approximation. The second challenge is that
while sampling is typically done prior to optimization, the dependence of
our sampling distribution on decision variables couples optimization and
sampling. Our main contribution is a mathematical program that simul-
taneously optimizes decision variables and implements inverse transform
sampling from the distribution they induce. The third challenge is the
limited scalability of the monolithic mathematical program. We present a
dual decomposition approach that exploits independence among samples
and demonstrate better scalability compared to the monolithic formula-
tion in different settings.
1 Introduction
The diffusion of entities or phenomena over networks, be they social, physical
or information networks, has been studied in areas as diverse as disease control
[6], targeted advertising [3, 12] and traffic management. Initial efforts were more
concerned with building different diffusion models applicable under different as-
sumptions [4, 16, 5, 10, 7, 19, 17]. Armed with a model, the natural next step is
optimization in the context of the learned model. The goal is typically to find the
set of actions that result in a diffusion process with certain desirable properties
subject to operational constraints [9, 7, 15]. Applications include disease control
(which nodes to vaccinate to curb the spread of disease) and advertising (which
nodes to target to encourage the adoption of a product).
The decision problems addressed in the literature involve actions that either
do not change the diffusion process, or change it only by altering the network
over which diffusion takes place. For example, in influence maximization the goal
is to determine the set of nodes to target (e.g. with free samples of a product)
to maximize the spread of a given phenomenon (e.g. purchase of the product)
using a generalization of the Independent Cascade Model [7]. Network design
tries to find the set of nodes whose addition to/removal from the network maxi-
mizes/minimizes the expected number of cascades that reach/infect a target set
of nodes subject to constraints on the cost of adding/removing nodes [15, 11].
We consider a more challenging optimization problem where actions af-
fect the parameters of the diffusion process. As a motivating example, we
consider the problem of deciding which attractions to include in a theme park
day-pass to maximize its appeal while keeping operational costs within budget.
Park attractions are modeled as nodes in a network. Park visitors “diffuse” along
network edges based on both their inherent preferences and the attractions in-
cluded in the pass. We model agent diffusion in the network using conditional
distributions Puv that specify the probability of visiting attraction v after u is
visited. This is a modification of the Independent Cascade model [7] where prob-
abilities of visiting the different neighbors of a given node add up to 1 (unlike
the case of a disease spreading to multiple neighbors of a node, for example).
Diffusion starts at a start node (e.g., park entrance) and at each time step, each
agent samples from the distribution of its current attraction to determine its next
attraction. Each trajectory is therefore a random walk through the network.
The first challenge is that our optimization problem is stochastic; it involves
quantities (e.g. expected visit frequencies to park attractions) that depend prob-
abilistically on the decision variables and cannot be expressed analytically in
closed form. We address this challenge using Sample Average Approximation
(SAA) which creates a deterministic version of the problem that approximates
expected quantities by evaluating them on a set of samples [8].
The second challenge is that because the decisions of which attractions are in
the pass affect diffusion probabilities, we cannot generate samples oﬄine before
the optimization step. To address this, our main contribution is a mathematical
program that simultaneously optimizes the decision variables and implements
inverse transform sampling on-the-fly from the diffusion distributions induced
by the decision variables.
Implementing inverse transform sampling introduces a large number of vari-
ables which limit the scalability of the monolithic mathematical program. We
present a dual decomposition approach that exploits independence among sam-
ples and demonstrate better scalability compared to the monolithic formulation
in different settings.
2 A MILP For Online Sampling
We present a Mixed Integer Linear Program (MILP) formulation of the com-
bined optimization and sampling problem when actions affect parameters of the
diffusion process. Specifically, the diffusion of the agents depend on their inher-
ent preferences and the decisions variables. Throughout the section, we will refer
to constraints that make up the MILP in Table 1.
We first present the stochastic program formulation and explain how we
model the effects of decisions on diffusion. We then use sample average ap-
proximation to determinize the stochastic program. Next, we present our main
contribution, a linear formulation of a sampling procedure to plug into the MILP.
2.1 The stochastic program
Although we focus on the theme park problem as an example where the op-
timization involves expectations taken over a distribution that depends on the
decision variables, our formulation is applicable to any diffusion model where flow
is conserved. In our setting, a park owner wishes to design a fixed-price pass.
Revenue per pass is the price minus the total redemption cost of the attractions
actually visited. The pass should include popular attractions to increase sales.
However, since the owner pays a redemption cost cu to the operator of an at-
traction u when a visitor redeems the ticket for this attraction, the pass includes
less popular items with low redemption probability to increase revenue3.
We use a stochastic program formulation to find the pass with maximum
expected “appeal” subject to the expected redemption cost being within a budget
B. As a surrogate for appeal, we maximize the expected number of times pass
attractions are visited.
maxx
∑
u
xuEP˜ [Iu] (1)
s.t
∑
u
xucuEP˜ [Iu] ≤ B (2)
where xu is the binary decision variable of whether item u is in the pass and
Iu is a random variable denoting whether u is visited/redeemed. Iu follows the
diffusion distribution P˜ that depends on x as discussed below.
2.2 Original and modified diffusion models
The original diffusion model: We adopt a variant of the Independent Cas-
cade Model [7] where instead of an activated/visited node activating a subset
of its neighbors, it activates only 1 neighbor, since each sequence of activations
models the trajectory of 1 visitor.
If there is no pass, the diffusion model is given by Puv specifying the proba-
bility of a visitor at node u moving to node v. This model can be learned from
instances of trajectories [19] and used for optimization [15]. To generate a sam-
ple trajectory, we start at the start node and sample from the distributions Puv
until either a designated end node is reached (park exit) or we have generated a
trajectory of a given length.
It is important to note that we cannot evaluate the expected number of visits
to a given node in the context of the original model P , since P does not reflect the
effects of decisions of which attractions are chosen. We therefore need to express
3 This problem is motivated by the authors’ interaction with the management of a
large theme park in Singapore.
a modified model P˜ in terms of P and the decision variables. For example, we
need to capture the effect of the pass contents on the way visitors move in a
park; once a visitor buys a pass, she is more likely to visit attractions included
in the pass than those for which she needs to buy additional tickets. However,
the visitor’s inherent preferences modeled by P will still affect her transition
probabilities to some extent.
To highlight the importance of optimizing w.r.t. P˜ rather than P , consider
a node v with a high probability of being visited under the original P but is
only visited after u. If the cost cu is too high, the optimal pass may not include
u. Optimizing w.r.t. P does not account for the decision of not including u and
overestimates the expected number of visits to v. Using P˜ allows us to evaluate
a pass in the context of its actual effects on visitor trajectories.
The modified distribution P˜ : A simple model for how pass contents affect
the trajectory of a visitor is to discount the probability of transitioning to an
item not in the pass by a factor of α ∈ [0, 1] and increase the probability of each
item in the pass to maintain a legal transition function. If puv is the original
transition probability from u to v, we define the modified probability p˜uv as:
p˜uv =puv + xvdu − α(1− xv)puv (3)
where du is the probability mass added to each neighbor of u that is in the pass.
p˜uv is thus the old probability, to which we add du if v is in the pass, or subtract
a fraction α if v is not in the pass 4
Let Nu be the set of u’s neighbors and bu be the number of neighbors of u
that are in the pass. du is then given by:
du =
α
∑
w∈Nu(1− xw)puw
bu
(4)
The numerator is the total mass removed from neighbors not in the pass. This
way of re-distributing probability mass guarantees that
∑
w∈Nu p˜uw = 1.
To linearize the product xv ∗ du in constraint (3), we introduce continuous
variables euv ∈ [0, 1] to represent the probability mass, if any, to be added to
puv.
euv = xv ∗ du
Because xv is binary, the above can easily be expressed using the linear con-
straints (11-13) in Table 1.
To linearize constraint (4), we introduce binary variables bmu for m = 1..|Nu|
where bmu = 1 if m of u’s neighbors are in the pass. This is enforced by constraint
(14). For every value of m, constraints (15) and (16) guarantee that if bmu = 1,
then
du =
α
∑
w∈Nu(1− xw)puw
m
4 According to Eq(3), when α = 1, attractions that are not in the pass are removed
from a visitor’s choice set. We note that our scheme for redistributing probabilities
respects the axiom of independence of irrelevant alternatives[14] which says that
removing irrelevant alternatives that were not chosen from a set does not change the
relative order of other items in the set.
max
1
N
∑
i
∑
u
S
i
u (5)
s.t.
∑
i
∑
u
cu ∗ Siu ≤ B ∗N (6)
A. Visit frequency constraints ∀u, i
S
i
u ≤ xu (7)
S
i
u ≤
∑
t
∑
v
I
it
vu (8)
S
i
u ≥ xu +
∑
t
∑
v
I
it
vu − 1 (9)
B. Prob. modification constraints ∀u, v
p˜uv = puv + euv − α(1− xv)puv (10)
euv ≤ xv (11)
euv ≤ du (12)
euv ≥ xv + du − 1 (13)∑
w∈Nu
xw =
|Nu|∑
m=1
m ∗ bmu (14)
∀u, ∀m = 1..|Nu| :
du ≤ 1 +
α
∑
w∈Nu (1− xw)puw
m
− bmu (15)
du ≥
α
∑
w∈Nu (1− xw)puw
m
+ b
m
u − 1 (16)
C. ITS constraints ∀i = 1..N, u, v ∈ Nu
g
i
uv ≥ riu −
∑
v′≺v
p˜uv′ (17)
g
i
uv ≤ 1 + riu −
∑
v′≺v
p˜uv′ (18)
D. Edge activiation constraints
∀i = 1..N, u, v ∈ Nu, t = 1..T
I
it
uv ≤ giuv (19)
I
it
uv ≤ 1− giuv′′ (20)
I
it
uv ≤
∑
w 6=v
I
i(t−1)
wu (21)
I
it
uv ≤ 1−
∑
t′<t
∑
w
I
it′
wv (22)
I
it
uv ≥ giuv + 1− giuv′ +
∑
w 6=v
I
i(t−1)
wu
+ 1−
∑
t′<t
∑
w
I
it′
wvj
− 3 (23)
xu, b
m
u , g
i
uv ∈ {0, 1}, Iituv ∈ {0, 1} for t = 1, u = 1.
Table 1. MILP for optimization and sampling.
Semantics of α: The parameter α models how much puv depends on the
decisions xu. In our example, α can be a measure of a visitor’s unwillingness to
purchase additional tickets for items outside the pass. When α = 0, p˜uv = puv
and a visitor’s trajectory is independent of the pass (he is willing to purchase
additional tickets for attractions not in the pass). At α = 1,
p˜uv = xv
(
puv +
∑
w∈Nu(1− xw)puw∑
w∈Nu xw
)
So if xv = 0, p˜uv = 0. In this case, the visitor is unwilling to pay extra to visit
attractions not in the pass. Defining P˜ in terms of x and α has the desirable
property of maintaining the relative ordering among a node’s neighbors that are
in the pass (the same amount is added to the probability of each).
2.3 Sample Average Approximation
Sample Average Approximation (SAA) [8, 13] is a method for solving stochastic
optimization problems by sampling from the underlying distribution to generate
a finite number of scenarios and reducing the stochastic optimization problem
to a deterministic analogue.
In lieu of evaluating EP˜ [Iu] analytically, which can be hard or impossible
depending on how x affects P˜ , we use SAA to approximate the expectation as
the average over N sample trajectories {ξi}i∈1..N drawn from P˜ .
EP˜ [Iu] =
1
N
N∑
i=1
∑
v
Iivu (24)
where Iiuv is an indicator variable of whether trajectory ξ
i includes a move from
v to u. If Iivu = 1, we say that edge vu is active in trajectory ξ
i.
The objective function (1) and budget constraint (2) can now be expressed in
terms of edge activation variables and linearized by the introduction of variables
Siu. If xu = 0, S
i
u = 0 ∀i. If xu = 1, Siu indicates whether ξi visits u. The
definition
Siu = xu ∗
∑
t
∑
v
Iitvu
is linearized in constraints (7)-(9). We explain the need for the time index t
below.
2.4 Inverse transform sampling
Our optimization problem has a circularity whereby decisions are evaluated
based on samples drawn from P˜ while P˜ itself depends on the decisions. This is
different from previous applications of SAA and similar determinization meth-
ods (e.g., [15, 19, 18]) where the samples are generated oﬄine prior to solving the
optimization problem.
Our main technical contribution is breaking this circularity by formulating
linear constraints that implement Inverse Transform Sampling (ITS) [2] and
including them in our MILP, thereby allowing simultaneous optimization and
sampling. We first explain ITS then show how we use it in our setting.
In the general case, to perform ITS from a distribution p(X), we uniformly
generate a number r ∈ [0, 1]. The value of the sample is the largest number
x for which p(−∞ ≤ X ≤ x) ≤ r. For categorical distributions, where the
notion of “largest” number does not hold, an arbitrary order is imposed on the
categories which is used to convert the category probabilities into a cumulative
distribution function (CDF). For category c, CDF(c) =
∑
c′≺c p(c
′), where ≺
denotes precedence in the arbitrary order. For a uniformly drawn value r, ITS
returns the unique category c for which r is in the interval[∑
c′≺c
p(c′),
∑
c′≺c
p(c′) + p(c)
]
In other words, r must lie in the probability range of the returned category.
In our setting, a trajectory consists of a linear path of active edges starting
at the start node. Sampling a trajectory is therefore the process of deciding,
for each edge, whether it is active in this trajectory. To apply ITS to sampling
trajectories from our conditional distribution P˜ , we uniformly sample a value
riu ∈ [0, 1] for every node u and every sample ξi. Again, we impose an arbitrary
order on the neighbors of u and determine which neighbor’s probability range
riu falls within. The probability range of a neighbor v of node u is given by:[∑
v′≺v
p˜uv′ ,
∑
v′≺v
p˜uv′ + p˜uv
]
Time-indexed variables: Note that if an edge uv is active, then riu falls within
the probability range of neighbor v of u. The converse is not necessarily true,
since we disallow edge activations that result in cyclic trajectories. We disallow
cycles by using time-indexed binary activation variables Iituv indicating whether
edge uv is traversed at time t in ξi.
To show how Iituw depends on r
i
u, consider a node u with neighbors v, w
and z and an arbitrary order {v, w, z}. For node w, we impose constraints that
activate edge uw at time t in trajectory ξi if 4 conditions hold (i.e., we force Iituw
to be the AND of 4 binary conditions): 1) riu ≥ the lower limit of w’s probability
range; 2) riu < the upper limit of w’s probability range; 3) u was visited at time
t− 1; and 4) w was not visited at any time t′ < t.
To enforce the first 2 conditions, we create binary variables giuv for each
neighbor v of each node u indicating whether riu is greater than the lower limit
of v’s probability range in sample ξi. Constraints (17) and (18) enforce
giuv = 1 iff r
i
u ≥
∑
v′≺v
p˜uv′
Constraints (19) and (20) guarantee that riu falls in v’s probability range (v
′′
is the node that directly follows v in the order). Constraint (21) forces Iituv to
be 0 if u was not visited at time t − 1. Constraint (22) forces Iituv to be 0 if
v was previously visited. Constraint (23) completes the set of constraints that
guarantee that Iituv is the AND (product) of the 4 conditions.
Because by definition of probability ranges, riu will fall within the range of
exactly 1 of u’s neighbors, it is not possible for 2 edges out of a single node to be
activated. And because the constraints disallow cycles, if the uniformly sampled
random numbers for a trajectory give rise to a cycle 1-2-3-2, for example, the
constraints will only activate edges 1-2 at time 1, and 2-3 at time 2. Some
trajectories will therefore be shorter than others.
Extension to non-linear diffusion: We have so far shown how ITS can be
used to sample linear trajectories through a network. The same methodology can
also be used to generate cascades from an Independent Cascade Model where
an active node can infect/activate multiple of its neighbors at multiple points in
time. In this case, we need a set of uniformly sampled numbers per time step and
activation is defined per node rather than per edge. The probability modification
constraints will relax the requirement that
∑
v puv = 1, since activations of
different neighbors are independent. We leave a thorough exploration of this
extension to future work.
Binary variables: The last line in Table 1 shows the set of binary variables,
with all other variables being continuous. It is well known that the difficulty
of solving a MILP increases as we increase the number of binary variables. We
observe that only the activation variables for edges emanating from the start
node u at t = 1 need to be specified as binary; the constraints ensure that the
rest will only take on 0/1 values.
3 Dual Decomposition Approach
The auxiliary variables introduced by linearization and ITS result in a MILP
whose size does not scale well with the number of samples. However, the inde-
pendence of the sampling process across samples strongly favors a decomposition
into a set of subproblems, each responsible for the constraints implementing ITS
for a subset of samples. We create local copies of the decision variables x and
each subproblem optimizes its local copy. We show how Lagrangian relaxation
provides a principled way of exploiting this independence among samples.
3.1 Lagrangian relaxation
For N samples, we create M subproblems each involving N/M samples. For
ease of exposition, we assume M = N . Subproblem i involves a local copy of the
decision variables (denoted xi) as well as purely local variables Siu, g
i
uv, I
it
uv. Each
subproblem has the form of the MILP in Table 1, but reduced to the sample(s)
it is responsible for and augmented with consistency constraints xiu = Gu ∀u
which force decision variables of different subproblems to be equal (to a global
vector G).
The two constraints that “tie” the subproblems are the budget constraint
and the global consistency constraints. We relax both by dualizing them into
the objective function with appropriate Lagrange multipliers. The Lagrangian
of the the MILP now becomes
L = 1
N
∑
i,u
Siu +
∑
i,u
µiu(x
i
u −Giu) + γ(
∑
i,u
cuS
i
u −B ∗N)
where µ and γ are Lagrange multipliers of the consistency constraint in subprob-
lem i and the budget constraint, respectively. The dual is
q(µ, γ) = maxP
∑
i,u
Siu +
∑
i,u
µiu(x
i
u −Giu) + γ(
∑
i,u
cuS
i
u −B ∗N)
where the maximization is over the set P of primal variables (x, g, I...etc.). To
prevent the dual from being unbounded from below, µ must satisfy
N∑
i=1
µiu = 0 ∀u
and γ must be non-negative. Under these conditions, the global variable G dis-
appears from the dual (it is multiplied by 0) to give
q(µ, γ) = maxP
∑
i,u
Siu +
∑
i,u
µiux
i
u + γ
∑
i,u
cuS
i
u − γB ∗N
The relaxation and dualization of the coupling constraints allows us to de-
compose the dual into the sum of subproblem duals:
q(µ, γ) =
∑
i
qi(µi, γ)− γBN (25)
qi(µi, γ) =maxPi
∑
u
Siu +
∑
u
µiux
i
u + γ
∑
u
cuS
i
u
The above decomposition and the separability of the constraints by subproblem
allow us to do each minimization independently. The difficulty of solving each
subproblem is now independent of the number of the total number of samples.
As we show in the experimental results, this addresses the scalability issues of
the monolithic MILP.
3.2 Subgradient method
The question now is how to solve the dual optimization problem
minµ,γq(µ, γ) s.t.
N∑
i=1
µiu = 0 ∀u, γ ≥ 0
while obtaining quality bounds on the solution. Duality theory tells us that
the value of the dual is an upper bound on the value of the primal, as well as the
important fact that the dual is always a convex function. The absence of local
optima in the dual allows the use of subgradient descent methods to minimize
the dual by iteratively updating the values of the Lagrange multipliers [1]. The
update rule for γ at iteration k is given by
γk = max(0, γk−1 − σk∇γq(µk−1, γk−1))
where σk is the step size at iteration k and
∇γq(µk−1, γk−1) =
∑
i,u
cuS¯
i,k−1
u −BN
is the subgradient of q wrt γ evaluated at the previous point (µk−1, γk−1). Each
vector S¯i,k−1 is the value of Si in the optimal solution to subproblem i at the
previous iteration (this is obtained as part of the solution to the maximization
in problem i). The max operator projects γ back to satisfy γ ≥ 0.
For each µi, the subgradient is given by
∇µiq(µk−1, γk−1) = x¯i,k−1
where vector x¯i,k−1 is the value of xi in the optimal solution to subproblem i
at the previous iteration. Projecting µ back to the set
∑N
i=1 µ
i
u = 0 ∀u involves
finding the closest point in this set to the updated µ, which is given by
µi,ku = µ
i,k−1
u − σk(x¯iu −
∑
j x¯
j
u
N
)
Intuitively, the updates to the Lagrange multipliers encourage the primal vari-
ables to take values that satisfy the relaxed constraints. For example, if the
previous iteration’s budget exceeds the limit B ∗N , γ will decrease, thus penal-
izing each qi into finding a solution with lower cost. Similarly, if a subproblem
has a value of xiu that is above (resp. below) the average value for this variable
across subproblems, the multiplier of this variable will increase (resp.decrease)
to promote consistency across subproblems.
Step size: There are a number of recommendations for setting the step
size in subgradient method. We use the following rule which has theoretical
justifications in [1]:
σk = λ
maxk′<kf
k′ − q(µk, γk)
‖ ∇qk ‖2
where maxk′<kf
k′ is the maximum primal value seen so far and is used as an
approximation to the optimal dual value. The above rule takes larger steps when
the duality gap between the best primal and the current dual is large. The
constant multiplier λ is recommended to be in [0,2] and we set it to 0.3. ‖ ∇qk ‖2
is the squared norm of the gradient evaluated in the current iteration.
Primal solutions While the Lagrange multipliers promote consistency across
subproblems, in practice converging to complete consistency is often a slow pro-
cess. After every iteration of the subgradient method, we can use the xi values
to construct a primal solution. A simple scheme used in [11] is to use a major-
ity vote with a consensus threshold θ where for each u, if at least a fraction θ
of subproblems agree on the value of xu, this value is used in the constructed
primal. Otherwise, xu remains a free optimization variable. We then solve the
monolithic MILP of Table 1 with the fixed consensus values to obtain a full
primal solution. An iteration has no primal solution if: 1) there are too many
free variables, so we avoid solving the monolithic MILP; or 2) the fixed variables
result in an infeasible MILP if they always violate the budget constraints.
Besides improving scalability, our decomposition offers modeling flexibility
where different subproblems can use different values of α. If we know the distri-
bution over the values of α (e.g. ground surveys indicate that 30% of visitors are
very willing to pay for additional tickets), we can set a low value for α in 30%
of the subproblems and a high value for the rest.
4 Experimental Results
We now compare the performance of the monolithic and decomposed formula-
tions in terms of 1) quality of the best solution found; 2) time the best solution
was first found and 3) the duality gap (difference between the maximum pri-
mal and the minimum dual solutions). We also investigate how our formulations
perform as we change 1) the number of samples; 2) the parameter α and 3) the
tightness of the budget constraint 5.
Instead of 1 subproblem per sample, we group every 2 samples in a sub-
problem. This increases the size of each subproblem, but is more conducive to
convergence and finding good intermediate primal solutions. We solve the sub-
problems in parallel. In solving the monolithic MILP, we allow CPLEX to use
all available cores.
We use 5 randomly generated instances of a network with 24 nodes. The
instances differ in the redemption costs of nodes, the distribution P, and the
connectivity (each node is connected to half of the remaining nodes at random).
For every instance, we generate the uniformly sampled numbers ri=1..Nu for sam-
ples sizes N ∈ {10, 16, 22, 36}. We set the maximum trajectory length to 5, so
for N samples, the upper bound on the objective function is N ∗ (5 − 1), since
the start node does not count towards the objective. Note that because some
trajectories are cut short to avoid cycles, this value is not always attainable.
To vary the tightness of the budget, we calculate the average redemption
cost per trajectory over 1000 trajectories drawn from the original distribution
P . We then set the budget to either 75% or 100% of the calculated average to
experiment with tight and relaxed budget settings.
Table 2 compares the performance of the two formulations. Boldface entries
indicate the decomposed formulation doing as well as or better than the mono-
lithic formulation. Times are in seconds and the final duality gap is calculated as
min(q)−max(f)
max(f) ∗100% where q and f are the dual and primal solution values. All
runs were terminated after 3600 seconds except for experiments with 36 samples
and α = 0.3 at a budget 75% of the average (shown in the starred row in Table
2) which was run for 5000 seconds.
At α = 0 As explained above, α is a parameter controlling how much the
distribution P˜ depends on the decision variables. When α = 0, P˜ = P and
the size of the MILP is greatly reduced because trajectory sampling can be
done oﬄine, eliminating the constraints and variables implementing the inverse
transform sampling. Because it is very easy to obtain, we use the solution from
setting α = 0 as the initial solution (denoted xα=0) when solving for larger
values of α in both the monolithic and decomposed formulations. This approach
can be helpful in finding good solutions early on. However, as the value of α
increases, xα=0 becomes less valid and indeed may be infeasible. For example,
trajectories from the distribution P˜ induced by x = xα=0 and α = 0.9 have a
high redemption cost because xα=0 was obtained assuming no increase in the
probability of visiting an attraction in the pass, which is not true at α = 0.9.
“Deploying” the solution xα=0 when α = 0.9 will therefore typically violate the
5 All MILPs solved using IBM CPLEX 12.6 on a 16-core 2.6GHz machine under a
quota of 200G RAM and 24 threads.
Table 2. Comparison of monolithic and decomposed formulations.
Monolithic Decomposed Result on 3000 samples
N Best sol. 1st time Final gap Best sol. 1st time Final gap % over estimate % budget violation
α=0.3 Budget = 75% of avg.
10 34 566 0 33.4 233 13.4 30.8% 13.6%
16 48 753 25.2 50.2 1560 14 12.1% 19.4%
22 66.8 361 31.8 66.6 1588 24.1 8.44% 15.3%
36? 106 540 36.3 104 2012 30.7 8.85% 14.3%
α=0.9 Budget = 75% of avg.
10 38.4 1721 2.7 37.4 354 2.7 10.0% 12.9%
16 45.6 603 43.7 60 608 3 6.23% 25.4%
22 63.2 536 42.2 80.6 1519 5.5 4.98% 19%
36 N/A N/A N/A 129 1731 11 4.78% 6.4%
α=0.3 Budget = 100% of avg.
10 37 806 3.3 36.2 110 5.7 23.3% 12.4%
16 53.2 62.7 20.4 55.4 2115 6.1 15.4% 13.5%
22 72.2 100 22 72.6 1435 16.7 6.49% 10.8%
36 120 113 20 115.8 958 20.5 7.53% 10.2%
α=0.9 Budget = 100% of avg.
10 39.4 890 0.5 39 119 1.54 11.19% 8.44%
16 56.2 1893 15 60.6 127 2.33 5.00% 13.4%
22 78 287 12.9 83.2 336 2.6 5.05% 13.5%
36 129 603.6 12.1 136.2 556 3.6 5.98% 8%
0 200 400 600 800 1000 1200 1400 1600 1800 2000
100
110
120
130
140
150
160
170
 
 
maxf−Decomp
maxf−Mono
minq−Decomp
minq−Mono
Fig. 1. Average maximum primal and minimum dual values of decomposed and mono-
lithic formulations over time (in seconds). α = 0.9, N = 36 and relaxed budget.
budget constraint because at α = 0.9 visitors flock to pass attractions much
more than anticipated.
At larger α, we notice that the pre-processing done by CPLEX is less
effective in pruning the monolithic MILP, which makes runs with α = 0.9 the
most challenging for the monolithic formulation. Combined with a tight budget
that makes finding a feasible solution difficult, the setting α = 0.9 with N = 36
resulted in only 1 instance that could be solved using the monolithic formulation
(corresponding average reported as N/A in Table 2).
However, instances with α = 0.9 should be the least challenging, since under
this setting most solution will achieve a high objective value. In the theme park
example, this situation is like having visitors that are completely “malleable”,
in which case any day-pass will be very popular, achieving an objective value
close to the upper bound. Because each subproblem is responsible for only 2
samples, the decomposed formulation is far less affected by CPLEX’s inability
to prune the MILP during pre-processing, and can find good solutions early on
and terminate with a low duality gap. This is clearly reflected in Table 2 where
at a high α and relaxed budget, the decomposed formulation scales well with
the number of samples.
Figure 1 shows an example of how the value of the best primal solution and
the minimum dual value evolve over time in both formulations. Note that in
the monolithic formulation, CPLEX is unable to tighten the upper bound on
the objective function beyond the theoretical upper bound of N(T − 1) which
for N = 36 and maximum trajectory length of 4 is 144. The value of the dual
function in our decomposed formulation, on the other hand, falls below that
bound. The sharp increase in the best primal value of the monolithic formulation
is due to the fact that in some instances, CPLEX was unable to find any feasible
solution other than the trivially feasible solution with all xu = 0 with objective
value 0. When the first non-trivially feasible solution is found, the average primal
value rises sharply.
Effect of sample size: Intuitively, the accuracy of the SAA approximation
should improve as we use more samples, i.e., the approximate value of a solu-
tion should approach the solution’s true value. Note that this is different from
stating that the value of the optimal solution x∗N of the determinized version
of the stochastic problem will necessarily improve as N increases. Rather, the
exact value v(x) of a solution x will be better approximated by the value vˆN (x)
obtained using N samples as N increases.
In our setting, we do not have access to the exact value v(x) of a solution x; we
cannot evaluate x on the set of all trajectories. As a proxy for v(x), we evaluate
x on 3000 test trajectories sampled from P˜x, giving a (better) approximation
vˆ3000(x). We then compare vˆ3000(x) to vˆN (x) (the optimal value of the objective
function in Eq (5) using N samples) for different values of N . Naturally, vˆN (x)
will tend to be an over-estimate of vˆ3000(x). The column “% over estimate” in
Table 2 shows the average percentage of this over-estimation for different N .
As expected, approximate values obtained using smaller sample sizes tend to be
overly optimistic regarding the quality of the solution when applied to the test
data. Another notable trend is that this over-estimation is more pronounced at
the smaller value of α. The reason is that for larger α, it is not too difficult to
score well on the test data, since the modified P˜ will be such that there is a very
large probability of visiting items in the pass.
Respecting the budget constraint: In addition to performance in terms of
visit frequencies of items in the pass, we also calculate how well a solution re-
spects the budget constraint. Any feasible solution for either of our formulations
will have an average redemption cost within the specified budget B. However,
the cost of an individual sample trajectory may be more than B. The last column
in Table 2 shows the average percentage budget violation per sample when the
optimal solution is tested on 3000 sample trajectories. Increasing the number of
samples used in the SAA approximation produces solutions that result in lower
budget violations when applied to the 3000 test trajectories.
5 Conclusion
In this paper we addressed decision making in settings where movement of agents
in a network is affected by both the agents inherent preferences and the actions
of the network manager. Using such a notion of simultaneous decision making
and trajectory sampling, we addressed the theme park pass design problem in
which the objective is to include popular attractions that increase sales while
respecting the redemption cost budget. Our key contributions lie in solving the
underlying stochastic program that describes the combinatorial optimization
problem using sample average approximation. We implement the logic for inverse
transform sampling in the language of mixed integer programming, a formula-
tion which can be leveraged in other optimization settings that need to sample
from a distribution online. Our mathematical program simultaneously optimizes
the decision variable and generates samples on-the-fly from modified probability
distribution. To improve scalability, we developed a Lagrangian relaxation-based
decomposition that exploits independence among samples. Experimental results
comparing the monolithic and decomposed MILP formulations in different set-
tings show better scalability of the latter and more accurate decision evaluation
as sample size increases.
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