In this work, partial answers to Reich, Mizoguchi and Takahashi, and Amini-Harandi's conjectures are presented via a light version of Caristi's fixed point theorem. Moreover, we introduce that many of known fixed point theorem can easily derived from the Caristi's theorem. Finally, existence of bounded solutions of a functional equation is studied.
Introduction and preliminaries
In the literature, the Caristi fixed-point theorem is known as one of the very interesting and useful generalization of the Banach fixed point theorem for self-mappings on a complete metric space. In fact, Caristi fixed-point theorem is a modification of the ε-variational principle of Ekeland ( [1, 2] ) that is a crucial tool in the nonlinear analysis, in particular, optimization, variational inequalities, differential equations and control theory. Furthermore, in 1977 Western [3] proved that the conclusion of Caristi's theorem is equivalent to metric completeness. In the last decades, Caristi's fixed-point theorem has been generalized and extended in several directions (see e.g., [4, 5] and the related references therein). The Caristi's fixed point theorem asserted as follows: Theorem 1.1. [6] Let (X, d) be a complete metric space and let T : X → X be a mapping such that
is said to be the Hausdorff metric on CB(X) induced by the metric d on X. A point v in X is a fixed point of a map T if v = Tv (when T : X → X is a single-valued map) or v ∈ Tv (when T : X → CB(X)
is a multi-valued map).
Let (X, d) be a complete metric space and T : X → X a map. Suppose there exists a function
Boyd-Wong [7] showed that T has a unique fixed point.
In 1972, Reich [8] introduced the following open problem:
) be a complete metric space and let T : X → CB(X) be a multi-valued mapping such that
for all x, y ∈ X, where µ : R + → R + is continuous and increasing map such that µ(t) < t, for all t > 0.
Does T have a fixed point?
Some partial answers to Problem 1.1 given by Daffer et al.(1996) [9] and Jachymski(1998) [10] . In these works, the authors consider additional conditions on the mapping µ to find a fixed point.
• Daffer et. al assumed that µ :
-µ(t) < t for all t > 0 and,
• and Jachymski assume that µ :
, for all x, y ∈ R + and,
In 1983, Reich [11] , introduced another problem as follows:
) be a complete metric space and let T : X → CB(X) be a mapping such that
for all x, y ∈ X, where η : 
for all x, y ∈ X, where η : (0, +∞) → 
for all x, y ∈ X, where θ ∈ A. Does T have a fixed point?
The answer is yes if Tx is compact for every x (Amini-Harandi [13, Theorem 3.3] ).
In this work, we show that many of known Banach contraction's generalization can be deduce and generalize by Caristi's fixed point theorem and its consequences. Also, partial answers to mentioned open problems are given via our main results. For more details about fixed point generalization of multi-valued mappings we refer to [15] .
Main Result
In this section, we show that many of known fixed point results can be deduces from the following light version of Caristi's theorem: Corollary 2.1. Let (X, d) be a complete metric space, and let T : X → X be a mapping such that
for all x, y ∈ X, where ϕ : X × X → [0, ∞) is a lower semi continuous with respect to first variable. Then T has a unique fixed point.
and ψ is a lower semi continuous mapping. Thus, applying Theorem 1.1 conclude desired result. To see the uniqueness of fixed point suppose that u, v be two distinct fixed point for T. Then 
for all x, y ∈ X. Then T has a unique fixed point.
It means that
and so
and so by applying Corollary 2.1, one can conclude that T has a unique fixed point. 
, if x = y and otherwise ϕ(x, x) = 0. Then (10) shows that
Since
and so by applying Corollary 2.1, one can conclude that T has a unique fixed point.
The following results are the main result of this paper and play the crucial role to find the partial answers for Problem 1. 
where ϕ : X × X → [0, ∞) is a lower semi continuous with respect to first variable. Then T has a fixed point.
Proof. Let x 0 ∈ X and let x 1 ∈ Tx 0 . If x 0 = x 1 then x 0 is a fixed point and finished. Otherwise, let
Alternatively, one can choose x n ∈ Tx n−1 such that x n = x n−1 and find x n+1 ∈ Tx n such that
which means that, {ϕ(x n−1 , x n )} n is a non-increasing and bounded below sequence so it is converges to some r ≥ 0. By taking limit on both side of (15) we have lim It means that, {x n } is a Cauchy sequence and so it is converges to u ∈ X. Now we show that u is a fixed point of T.
By taking limit on both side of (17), we get d(x, Tx) = 0 and this means that x ∈ Tx.
The following theorem is a partial answer to Problem 1.1
Theorem 2.2. Let (X, d) be a complete metric space, and let T : X → CB(X) be a multi-valued function such that
H(Tx, Ty) ≤ η(d(x, y)) for all x, y ∈ X, where η : [0, ∞) → [0, ∞
) is lower semi continuous map such that η(t) < t, for all t ∈ (0, +∞) and η(t) t is non-decreasing. Then T has a fixed point.
Proof. Let x ∈ X and y ∈ Tx. If y = x then T has a fixed point and the proof is complete, so we suppose that y = x. Define θ(t) = η(t) + t 2 for all t ∈ (0, +∞).
We again suppose that
t is also a nondecreasing function and
if x = y, otherwise 0 for all x, y ∈ X. It means that,
Therefore, T satisfies in (14) of Theorem 2.1 and so conclude that T has a unique fixed point u and the proof is completed.
The following theorem is a partial answer to Problem 1. 
for all x, y ∈ X, where η : [0, +∞) → [0, 1) be a lower semi continuous and non-decreasing mapping. Then T has a fixed point. , y) ) for all x, y ∈ X, therefore by Theorem 2.2 T has a fixed point.
Proof. Let θ(t) = η(t)t . θ(t) < t for all t ∈ R + and θ(t) t = η(t) is a nondecreasing mapping. By the assumption d(Tx, Ty
Note that if η : [0, ∞) → [0, 1) be an non-decreasing map then for all s ∈ [0, +∞)
It means that, Corollary 2.4 yields from the Mizoguchi-Takahashi's results directly and here we deduce it from our results [12] .
The following theorem is a partial answer to Problem 1.3: Corollary 2.5. Let (X, d) be a complete metric space, and let T : X → CB(X) be a multi-valued function such that
for all x, y ∈ X, where θ : (0, ∞) → (0, ∞) is upper semi continuous map such that, for all t ∈ (0, +∞) and
t is non-increasing. Then T has a fixed point.
Proof. Let η(t) = t − θ(t), for each t > 0. Then, η(t) < t, for each t > 0 and
t is non-decreasing. Thus, desired result is obtained by Theorem 2.2.
Existence of bounded solutions of functional equations
Mathematical optimization is one of the fields in which the methods of fixed point theory are widely used. It is well known that the dynamic programming provides useful tools for mathematical optimization and computer programming. In this setting, the problem of dynamic programming related to multistage process reduces to solving the functional equation
where η : Z × T → Z, f : Z × T → R and ℑ : Z × T × R → R. We assume that M and N are Banach spaces, Z ⊂ M is a state space and T ⊂ N is a decision space. The studied process consists of a state space, which is the set of the initial state, actions and transition model of the process and a decision space, which is the set of possible actions that are allowed for the process.
Here, we study the existence of the bounded solution of the functional equation 20. Let B(Z )
denote the set of all bounded real-valued functions on W and, for an arbitrary h ∈ B(Z ), define ||h|| = sup x∈Z |h(x)|. Clearly, (B(W), ||.||) endowed with the metric d defined by
for all h, k ∈ B(Z ), is a Banach space. Indeed, the convergence in the space B(Z ) with respect to ||.|| is uniform. Thus, if we consider a Cauchy sequence {h n } in B(Z ), then {h n } converges uniformly to a function, say h * , that is bounded and so h ∈ B(Z ).
We also define S :
for all h ∈ B(Z ) and x ∈ Z. We will prove the following theorem. (ii) for all h, k ∈ B(Z ), if Proof. Note that (B(Z ), d) is a complete metric space, where d is the metric given by (21). Let µ be an arbitrary positive number, x ∈ Z and h 1 , h 2 ∈ B(Z ), then there exist y 1 , y 2 ∈ T such that 
for all h, k ∈ B(Z ). It is easy to see that ̺(t) < t, for all t > 0 and
̺(t)
t is a non-decreasing function. Therefore, by using (24), (27) and (28), it follows that S(h 1 )(x) − S(h 2 )(x) < ℑ (x, y 1 , h 1 (η(x, y 1 ) )) − ℑ(x, y 2 , h 2 (η(x, y 2 ))) + µ ≤ |ℑ(x, y 1 , h 1 (η(x, y 1 ))) − ℑ(x, y 2 , h 2 (η(x, y 2 )))| + µ ≤ ̺ (d(h 1 , h 2 ) ) + µ.
Then we get
Analogously, by using (25) and (26), we have
Hence, from (29) and (30) we obtain
that is,
Since the above inequality does not depend on x ∈ Z and µ > 0 is taken arbitrary, then we conclude immediately that 1 , h 2 ) ), so we deduce that the operator S is an ̺-contraction. Thus, due to the continuity of S, Theorem 2.2 applies to the operator S, which has a fixed point h * ∈ B(Z ), that is, h * is a bounded solution of the functional equation (20).
d(S(h 1 ), S(h 2 )) ≤ ̺(d(h

