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We show that the anisotropy of the effective spin model for the dimer Mott insulator phase of
κ-(BEDT-TTF)2X salts is dramatically different from that of the underlying tight-binding model.
Intra-dimer quantum interference results in a model of coupled spin chains, where frustrated in-
terchain interactions suppress long-range magnetic order. Thus, we argue, the “spin liquid” phase
observed in some of these materials is a remnant of the Tomonaga-Luttinger physics of a single
chain. This is consistent with previous experiments and resolves some outstanding puzzles. An
erratum [1] is added as an appendix.
Layered organic charge transfer salts show a wide range
of exotic physics due to strong electronic correlations and
geometrical frustration [2]. This includes unconventional
superconductivity, incoherent metallic transport, multi-
ferroicity, and antiferromagnetism. However, the puta-
tive spin liquid states in κ-(BEDT-TTF)2Cu2(CN)3 [3],
κ-(BEDT-TTF)2Ag2(CN)3 [4] (henceforth, CuCN and
AgCN respectively) and β’-EtMe3Sb[Pd(dmit)2]2 [5] are,
perhaps, the least understood of these.
CuCN is usually discussed in terms of the nearly trian-
gular Heisenberg model [2, 6]. Here we demonstrate that
the theoretical arguments that lead to this model are fal-
lacious. They fail to account for quantum interference
within the (BEDT-TTF)2 dimer. We derive the correct
low-energy model including these effects and show that
it leads to an anisotropic triangular lattice in the quasi-
one-dimensional (q1D) regime, J1 > J2, Fig. 1c. Thus,
the spin model for the Mott dimer insulating phases of
the organic charge transfer salts are remarkably similar
to that describing Cs2CuBr4 and Cs2CuCl4 [7], where
deconfined spinons have been observed [6, 8]. Our re-
sults provide natural explanations for several previously
puzzling experiments on the organics.
Electronic structure calculations demonstrate that a
single molecular orbital contributes to the low-energy
process in the κ-(BEDT-TTF)2X salts [2, 9–11], and
that the band structure is described by the tight-
binding ‘monomer model’ sketched in Fig. 1a at three
quarters filling. This model is dimerised: tb1 
tb2, tp, tq. At ambient pressure CuCN, AgCN and κ-
(BEDT-TTF)2Cu[N(CN)2]Cl (henceforth κ-Cl) display
a Mott dimer insulating phase, where excitations away
from exactly one hole per dimer are bound [2].
Electronic correlations arise from the Coulombic re-
pulsion between two holes on the same monomer, Um,
or dimer, Vm. Thus, the effective Hamiltonian for
the ith dimer is H(i)b1 = −tb1
∑
σ(cˆ
†
i1σ cˆi2σ + H.c.) +
Um
∑
µ nˆiµ↑nˆiµ↓+Vmnˆi1nˆi2, where cˆ
(†)
iµσ annihilates (cre-
ates) an electron with spin σ on the µth monomer of
FIG. 1: Models of organic charge transfer salts: (a) Hopping
integrals between monomers (bars). To an excellent approxi-
mation tq = tq′ and tp = tp′ [11]. (b) The dimer model. (c)
Heisenberg model in the dimer Mott insulator phase, the stag-
gered interlayer component of DM interaction is also indicated
– we adopt the convention that the leftmost spin appears first
in the DM interaction, Dij · Si × Sj .
the ith dimer, nˆiµσ = cˆ
†
iµσ cˆiµσ, and nˆiµ =
∑
σ nˆiµσ.
Other Coulomb matrix elements can also be included,
but do not qualitatively change our results and are ne-
glected below. The hopping between dimers is given by
H1 = −tb2
∑
〈i,j〉σ(Tˆ21+Tˆ
†
21) andH2 =
∑
[i,j]σ[−tp(Tˆ21+
Tˆ †21)− tq(Tˆ22 + Tˆ †22)], where Tˆνµ = cˆ†iνσ cˆjµσ, 〈i, j〉 implies
a pair of dimers equivalent to tetramer 1 (Fig. 1a), and
[i, j] implies a pair of dimers such as tetramer 2.
Kino and Fukuyama (KF) showed that for large
enough Um an insulating phase emerges [9]. They ar-
gued that this could be understood as a dimer Mott in-
sulator: if one integrates out the bonding combination of
molecular orbitals this leaves an effective half-filled model
containing only the antibonding combination of molecu-
lar orbitals, a†iσ =
1√
2
(c†i1σ − c†i2σ). The ‘dimer model’
is Hd = −t1
∑
〈i,j〉σ(aˆ
†
iσaˆjσ +H.c.)− t2
∑
[i,j]σ(aˆ
†
iσaˆjσ +
H.c.) + Ud
∑
i aˆ
†
i↑aˆi↑aˆ
†
i↓aˆi↓, Fig. 1b, where, for Vm = 0,
t1/tb2 = t2/(tp + tq) =
√
2(cos θ − sin θ)/4, and tan θ =
(Um/4tb1)−
√
1 + (Um/4tb1)2 [10]. KF estimated the ef-
fective interaction between two holes on the same dimer
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2FIG. 2: Superexchange from perturbation theory for the
monomer (solid lines) and dimer (dashed lines) models com-
pared with the exact singlet-triplet splitting of the tetramers
marked in Fig. 1a (dots and squares). Tight-binding param-
eters as calculated from first principles for κ-Cl and Vm = 0.
as Ud = E0(0) + E0(2) − 2E0(1) = 2tb1 + (Um/2)[1 −√
1 + (4tb1/Um)] ' 2tb1 for Um  4tb1, where E0(N) is
the ground state of the dimer with N holes. The Vm 6= 0
case is discussed in [12].
In the Mott dimer phase KF’s dimer model reduces to
a Heisenberg model, Fig. 1c:
HH = J1
∑
〈i,j〉σ
Sˆi · Sˆj + J2
∑
[i,j]σ
Sˆi · Sˆj , (1)
where Sˆi is the spin operator on the ith dimer, and in
the dimer model J1 = 4t
2
1/Ud and J2 = 4t
2
2/Ud.
Two decades of research have been based on these
ideas. Thus, it is surprising that no one appears to have
asked whether the same parameters for the Heisenberg
model, Eq. (1), are found from both the monomer and
dimer models. We do. The answer is no.
To calculate J1 we perform a canonical transformation
[13–15] taking H0 =
∑
iH(i)b1 as our unperturbed Hamil-
tonian with the perturbation given by H1. We retain
terms O(t2b2) yielding the interaction described by the
first term in Eq. (1).
The monomer model yields a larger J1 than the dimer
model, Fig. 2. This can be straightforwardly understood.
The dimer with two electrons admits several low-lying ex-
cited states that allow for additional superexchange path-
ways, these are omitted from the dimer model. The exact
energy differences between the lowest energy singlets and
triplets for tetramer 1 (Figs. 1a, 2) are in excellent agree-
ment with the perturbative treatment of the monomer
model but are very different from the J1 calculated from
the dimer model.
J2 is calculated from the analogous treatment of the
perturbation H2. Here the predictions of the monomer
model are strikingly different from the dimer model. J2
is very rapidly suppressed by Um in the monomer model,
indeed J2 becomes ferromagnetic (< 0) for only moder-
FIG. 3: Classical sketches of exchange process. (a-c) An ex-
change pathway that remains finite as (Um − Vm)/tb1 → ∞
contributing ∝ tptq/tb1 to J2. (d-f) An exchange pathway
that vanishes as Um →∞, contributing ∝ |tb2|2/Um to J1 for
Um − Vm  tb1.
ate Um at Vm = 0, Fig. 2. Again a comparison with
the exact low-energy states of tetramer 2 (Figs. 1a,
2) demonstrates excellent agreement with the monomer
model and profound differences from the dimer model.
In the monomer model, J2 remains finite and negative
whereas J1 → 0 as Um →∞.
Why is J2 so different from J1? The essential differ-
ence is that there are two hopping pathways in H2 and
only one in H1. This allows destructive interference be-
tween the different exchange pathways that contribute to
J2, which are necessarily absent in the calculation of J1.
Furthermore, processes with amplitudes ∝ tptq can take
place without incurring an energetic penalty ∝ Um, Fig.
3. Thus, such processes remain active even as Um →∞.
Processes ∝ tptq can favor ferromagnetic interactions.
To understand this, it is helpful to consider two limit-
ing cases:
(i) Molecular limit: (Um − Vm)/tb1 → ∞. A detailed
understanding can be gained from considering the matrix
elements
M1 =
∑
n
〈↑i↓j |Tˆ †21|Ψn〉〈Ψn|Tˆ21| ↓i↑j〉
2E0(1)− εn
=
1
16tb1
(〈Si| − 〈Ti|)(|Si〉+ |Ti〉) = 0, (2)
M2 =
∑
n
〈↑i↓j |Tˆ †21|Ψn〉〈Ψn|Tˆ22| ↓i↑j〉
2E0(1)− εn
= − 1
16tb1
(〈Si| − 〈Ti|)(|Si〉 − |Ti〉) = − 1
8tb1
, (3)
where |σi〉 = 1√2 cˆ
†
i1σ cˆ
†
i2σ(cˆ
†
i1σ + cˆ
†
i2σ)|0〉, |Si〉 =
1√
2
(cˆ†i1↑cˆ
†
i2↓− cˆ†i1↓cˆ†i2↑)|0〉, |Ti〉 = 1√2 (cˆ
†
i1↑cˆ
†
i2↓+ cˆ
†
i1↓cˆ
†
i2↑)|0〉
and (H(i)b1 + H(j)b1 )|Ψn〉 = εn|Ψn〉. |Si〉 and |Ti〉 be-
come degenerate as (Um − Vm)/tb1 → ∞. In the ef-
fective Heisenberg model J1 = 2t
2
b1M1 + . . . and J2 =
2tptqM2 + 2t
2
pM1 + . . . , where the ellipses include other
terms at the same order, discussed below.
M1 vanishes because the intermediate singlet and
triplet excited states interfere destructively, whereas M2
3FIG. 4: Comparison of dimer (dashed lines) and monomer
(solid lines) models for CuCN and κ-Cl (hopping integrals
from [11] and Um = 12tb1). The dimer approximation pre-
dicts lattices between the square (J2/J1 → ∞) and trian-
gular (J2/J1 = 1) limits, whereas the monomer model gives
lattices in the quasi-1D regime (|J2/J1| < 1) for reasonable
parameters (say, 1/3 . Vm/Um . 2/3).
remains finite because the interference is constructive.
All other contributions to J1 vanish due to similar in-
terference effects, thus J1 = 0. In contrast, the dimer
model predicts that J1 ∝ t2b2/tb1 in this limit. All
terms in J2 proportional to t
2
p and t
2
q also vanish by the
same arguments. Including all terms at this order yields
J2 = −tptq/2tb1.
(ii) In the Um = Vm limit the Hartree-Fock approxima-
tion becomes exact. This makes it straightforward to cal-
culate the effective Heisenberg interaction, Jgen, for the
more general perturbation Hgen = −
∑
ijµνσ(tµν Tˆµν +
H.c.). One finds that Jgen = 2(t11− t12− t21 + t22)2/Um.
Thus, J1 = 2t
2
b1/Um and J2 = 2(tp − tq)2/Um. In this
limit the interference is a single particle phenomenon aris-
ing from the different phases of the two sites in the anti-
bonding orbital. Thus, the details of the interference here
are quite different from the molecular limit. Nevertheless,
one again finds that in the monomer model interference
effects significantly suppress J2 relative to expectations
of the dimer model, where J2 ∝ (tp + tq)2.
J2 > 0 for all Um = Vm. More generally, increasing Vm
suppresses ferromagnetic exchange and eventually drives
it antiferromagnetic, Fig. 4. Large ferromagnetic J2 is
inconsistent with experiment. This suggests that Vm/Um
is reasonably large, consistent with first principles esti-
mates [12, 16].
To consider specific materials we take the hopping in-
tegrals from previous first principles calculations [11].
For reasonable parameters the monomer model yields
J2 < J1 in marked contrast to the dimer model, which
gives J2 > J1, Fig. 4. We will describe this as dynamical
dimensionality reduction (DDR). We will see below that
DDR, and the frustration inherent in the system, leads to
a natural interpretation of the spin liquid phase in terms
of coupled chains. Another important difference from the
predictions of the dimer model is that the values of the
interactions, Um and Vm, are vital for determining the
parameters of the Heisenberg model. These are not well
known at present and may differ between materials, but
the best estimates suggest that Um  tb1 and Vm . Um
[12, 16–18].
The similarities between the hopping integrals in the
BEDT-TTF and Pd(dmit)2 salts suggest that similar
physics is at play in the latter. Again the effective Heisen-
berg model is given by Eq. (1) and there are two signifi-
cant inter-dimer hopping pathways that contribute to J2,
but a single pathway dominates J1 [19].
In the 1D limit (J2 → 0) a paramagnetic Tomonaga-
Luttinger liquid (TLL) is expected at low temperatures.
Eq. (1) with J1 > J2 > 0 received extensive atten-
tion [20–33] following the observation of a strong in-
elastic continuum, consistent with deconfined spinons, in
neutron scattering experiments on Cs2CuCl4 [8], where
J2 ' 0.34J1 [7]. Cs2CuCl4 displays spiral order at low
temperatures. Nevertheless, the observed inelastic con-
tinuum is quantitatively reproduced by theories based on
disjunctive TLLs [20].
Classically, model (1) has spiral order in the chain
limit [21]. Quantum fluctuations enhance the one-
dimensionality of this state [21–28]. Indeed Starykh et
al. argued that the model is q1D for J2 < 0.7J1 [22].
Numerical studies are particularly challenging because
of the incommensurate wavevector that characterizes the
spiral phase [27, 28] and several other ground states are
found to be energetically competitive [26–32].
However, this question may be academic: theory sug-
gests that small interactions decide which competing
phase is realized [22, 34], as one expects on general
grounds in frustrated systems. Series expansions [27] find
that if the magnetization does not vanish as J2 → 0 then
it becomes small extremely rapidly, consistent with the
Ne´el temperature, TN ∼ exp [−(J1/J2)2], predicted from
treating the intrachain dynamics via TLL theory and the
interchain coupling via the random phase approximation
(TL+RPA) [33].
Therefore, our prediction that J1 > J2 naturally ex-
plains the absence of long-range magnetic order in CuCN
and AgCN. Namely, that the q1D limit survives even
for relatively large J2/J1 < 1 and thus the spin liquid
is a remnant of the TLL found in an isolated chain.
Even if the materials order eventually, the exponential
suppression of TN can easily move this orders of mag-
nitude below the lowest temperatures studied (10s of
mK). Why then is κ-Cl antiferromagnetic? Two pertur-
bations are formally relevant [22]: interlayer exchange,
Jz; and the staggered interlayer component of the in-
terchain Dzyaloshinskii-Moriya (DM) interaction, D, cf.
Fig. 1c [35–39] (an inversion center precludes DM cou-
pling within the chains).
In the TL+RPA theory [33] the dynamic suscep-
4FIG. 5: Calculated Ne´el temperature, TN/J1, for the Heisen-
berg model with interchain coupling treated at the RPA level.
For reasonable parameters, a critical temperature ∼ 20 K can
be realized (cf. Fig. 2), as observed in κ-Cl.
tibility is given by χ+−3D (ω,k) = χ
+−
1D (ω, kx)/[1 −
J˜(k)χ+−1D (ω, kx)], where χ
+−
1D (ω, kx) is the susceptibility
of a single chain perpendicular to D and the Fourier
transform [40] of the interchain interactions is J˜(k) =
−Jz cos kz ±
√
J22 +D
2[cos(ky/2) + cos(kx− ky/2)] . TN
is the highest temperature with a zero-frequency pole in
χ+−3D (ω,k). This is straightforwardly calculated as de-
scribed in [33]. The solutions, Fig. 5, clearly indicate
that for reasonable parameters it is possible to achieve
TN/J1 ∼ 0.1−0.2, consistent with observed critical tem-
perature (∼ 20 K) in κ-Cl, given our calculation of J1,
Fig. 2. Furthermore, Jz, which is unfrustrated, affects
TN far more strongly than D or J2, suggesting this could
be the essential difference between κ-Cl and CuCN. This
could be tested by applying uniaxial strain perpendicu-
lar to the layers, which one would expect to increase Jz.
This should increase TN in κ-Cl and perhaps even drive
CuCN or AgCN antiferromagnetic for sufficiently large
strains, if the Mott transition does not intervene. Two
intermonomer hopping integrals are relevant to interlayer
hopping [41], so the interference effects that suppress J2
also affect Jz. Thus, different materials may have radi-
cally different Jz.
It is important to ask how the DDR picture of the
dimer Mott insulating organics compares with experi-
ment.
Heat capacity varies linearly with temperature in a
TLL [42] as observed in CuCN [43]. Thermal conductiv-
ity of CuCN does not reveal a term that varies linearly
with temperature [44]. It has widely been assumed, on
the basis of q2D theories, that this is inconsistent with
the heat capacity measurement. However, in a weakly
disordered spin chain the magnetic contribution to the
thermal conductivity κmag ∝ T 2 [45], which is consis-
tent with the measurements of CuCN provided the mag-
netic contribution dominates the low temperature behav-
ior [44]. One also expects a dip in κmag at gµBB ∼ 4kBT
[45], which is also observed [46].
At low-frequencies one expects a power-law in the op-
tical conductivity of a TLL [42]. This is observed in both
CuCN [47] and AgCN [48].
The bulk susceptibility of CuCN shows a broad maxi-
mum around ∼ 70 K [3]. This can be fit reasonably well
by high temperature series expansions for the isotropic
triangular lattice [3, 49]. However, for 1D chains one
also expects a broad maximum at T = 0.64J [50], which
would lead to the estimate J1 ∼ 100 K in CuCN.
The nuclear magnetic resonance (NMR) relaxation
rate, 1/T1, in κ-Cl is well understood in terms of the
incipient magnetic order [51, 52]. In contrast, 1/T1 in
CuCN is a long-standing problem [53–62]. 1/T1 in CuCN
decreases as the temperature is lowered until a minimum
is reached at ∼ 6 K. A broad peak is then observed
around 1 K. In spin chains one expects a minimum in
1/T1 at T ∼ J1/10 concomitant with the crossover to
a TLL [63]. There are no calculations, to date, de-
scribing 1/T1 in the presence of interchain interaction
at temperatures above the TLL regime. Therefore, the
only available comparison is with experimental results for
Cs2CuCl4 [64]. Note that J2/J1 and the DM interaction
are similar, but not identical, in the two materials, so
the analogy is imperfect. However, one does not expect
charge fluctuations to be especially important in the or-
ganics as no dramatic changes are observed under pres-
sure until the first order metal-insulator transition. In
Cs2CuCl4 one observes a broad peak around ∼ 2.5 K, as-
sociated with the emergence of short-range order (SRO)
[64, 65], that is strongly reminiscent of the peak at ∼ 1 K
in CuCN. Microscopically, this SRO may be associated
with the binding of spinons into triplons [6, 20] driving
a dimensional crossover and cutting off the logarithmic
divergence in 1/T1 expected in a TLL.
Therefore a natural explanation of 1/T1 in CuCN is
that one sees a high temperature regime, a crossover
to a TLL regime at T ∼ 6 K and the emergence of
SRO/triplons at T ∼ 1 K. These crossovers could also
be responsible for the anomalies observed at the same
characteristic temperatures in many other experiments
[43, 44, 66–68]. A clear prediction of this interpretation
is that the emergence of SRO should lead to the broad-
ening of NMR spectra as the temperature is lowered [64].
This is indeed observed in 13C NMR in CuCN; an obser-
vation that has eluded explanation in q2D theories [69].
Antal et al. recently concluded that electron spin res-
onance (ESR) “in κ-Cl resembles the ESR in 1D Heisen-
berg chains with a Dzyaloshinskii-Moriya interaction”
[38] just as our calculations suggest. Therefore, our pre-
diction that the spin correlations in the insulating state
are q1D is consistent with many experiments.
Metallic organics display coherent in-plane electronic
transport at low temperatures. DDR applies only to
the spin correlations and so is not inconsistent with this.
However, charge transport becomes incoherent above 20-
40 K [70, 71]. This suggests that the coherent inter-
ference processes, responsible for DDR, may be washed
out when the temperature is raised. This would imply
5a strong temperature dependence in J2/J1 and lead to a
dimensional crossover at a much lower temperature scale
than one would expect from the low temperature J2/J1.
J2 favors dx2−y2 superconductivity (taking the x and y
axes to lie along the J2 bonds), whereas J1 favors s+dxy
pairing [23, 72]. Experimentally, the pairing symmetry
in the organics remains controversial, but our results ap-
pear to favor s + dxy superconductivity, perhaps with
accidental nodes.
Cs2CuCl4 displays a rich phase diagram as the strength
and orientation of the magnetic field is varied [22, 64,
65]. Therefore, a more complete mapping of the physics
of the organics in terms of field strength and direction,
particularly those with antiferromagnetic order, and a
detailed comparison with q1D theory, including the full
details of the DM interaction, would provide a powerful
test of the ideas described above. So could quantitative
understanding of magnetic Raman scattering [73–76].
We thank Anthony Jacko, Amie Khosla, and Ross
McKenzie for helpful conversations. This work was
supported by the Australian Research Council through
Grants No. FT130100161 and DP160100060. J.M. ac-
knowledges financial support from (MAT2015-66128-R)
MINECO/FEDER, UE.
APPENDIX: ERRATUM
In the above Letter we presented a general calculation
of the superexchange interactions in dimer Mott insu-
lators and compared these results to the title materi-
als. We contrasted the ‘monomer model’, with one or-
bital per molecule, to the so-called dimer approximation
where the bonding and antibonding combinations of the
two orbitals within each dimer are first constructed and
the orbitals that are filled in the non-interacting limit
are neglected. We showed that intradimer interference
effects can lead to qualitative differences between the
full monomer model and the dimer approximation. Most
dramatically, intradimer interference can cause a quasi-
one-dimensional Heisenberg model to arise as an effec-
tive low-energy model of a quasi-two-dimensional tight-
binding model. We argued that this physics is relevant
to the κ-(BEDT-TTF)2X.
However, we have subsequently discovered an impor-
tant error in our application of the general theory to the
BEDT-TTF salts. We wrote the tight-binding part of
the Hamiltonian in the form −∑ijσ tij cˆ†iσ cˆjσ, where cˆ(†)iσ
annihilates an electron with spin σ in the ith Wannier
orbital. We will continue to use this convention through-
out this erratum. However, Koretsune and Hotta [11]
write such terms in the form +
∑
ijσ tij cˆ
†
iσ cˆjσ. We failed
to account for this sign difference when using their first
principles parameters for the κ-(BEDT-TTF)2X salts.
This has important consequences for these materials. As
discussed below, the general mechanism described in our
Letter whereby a one-dimensional superexchange interac-
tion results from a two-dimensional tight-binding model
remains correct. However, it does not appear to be rele-
vant to the κ-(BEDT-TTF)2X salts.
The value of J1 is independent of the signs of the hop-
ping integrals, but J2 is not (cf. Fig. 1). As emphasized
in our Letter, interference effects can dominate the value
of J2, particularly when electron-electron interactions are
large. In our Letter we analyzed the superexchange in-
teractions analytically, in two limits. We begin this er-
ratum by clarifying how the superexchange interactions
are changed when the signs of the hopping integrals are
reversed (the numbering below corresponds to that on
pages 2 and 3).
(i) In the molecular limit, (Um − Vm)/|tb1| → ∞,
the analytic forms we reported above are correct re-
gardless of the signs of the hopping integrals. In this
limit the only non-vanishing superexchange interaction is
J2 = −tptq/2tb1. Changing the signs of all three hopping
integrals takes J2 → −J2. This is consistent with the dif-
ferences between Nagaoka ferromagnetism and Haerter-
Shastry antiferromagnetism [77–79]. However, the signs
of the hopping integrals that Koretsune and Hotta found
via density functional theory (DFT) imply that in the
molecular limit the κ-phase salts are described by a an-
tiferromagnetic Heisenberg model on a square lattice as
J1 = 0 and J2 > 0. Thus, in this frequently studied
limit our conclusion that there are important differences
between the superexchange interactions calculated from
the monomer and dimer models remains valid (the latter
yields a Heisenberg model on the anisotropic triangular
lattice in this limit [10]).
(ii) For Um = Vm changing the sign of tb1 swaps the
bonding and antibonding orbitals relative to the defini-
tions on page 1. That is, with tb1 < 0 the bonding orbital
is created by bˆ†iσ = (1/
√
2)(cˆ†i1σ− cˆ†i2σ) and the antibond-
ing orbital is created by aˆ†iσ = (1/
√
2)(cˆ†i1σ+ cˆ
†
i2σ). These
signs propagate through and change our analytical re-
sults. The general superexchange interaction in this limit
for tb1 < 0 is Jgen = 2(t11 + t12 + t21 + t22)
2/Um, which
is importantly different from the expression for tb1 > 0
given on page 3. The expression for J1 is unchanged, but
for tb1 < 0 we have J2 = 2(tp+ tq)
2/Um, which again dif-
fers by a sign from the expression for tb1 > 0, given in our
Letter. An important consequence of these corrections is
that the ratio J2/J1 from the dimer approximation is
correct when Um = Vm: observe that the monomer and
dimer lines in Fig. 7 coincide at Vm/Um = 1 for both
materials.
Our error also necessitates the correction of two fig-
ures from our Letter. In Figs. 6 and 7 we re-plot Figs. 2
and 4 with the signs of all the hopping integrals reversed
(so as to correctly represent the results of DFT calcula-
tions [11]). It can be seen from Fig. 6 that both J1 and
J2 remain antiferromagnetic (> 0) for all values of Um.
This is in contrast to the case reported above, with the
6FIG. 6: Corrected version of Fig. 2: Values of the su-
perexchange interactions for tight-binding parameters for κ-
Cl [11]. With our sign convention the hopping integrals are
tb1 = −207 meV, tb2 = −67 meV, tp = 102 meV, and
tq = 43 meV.
signs of all hopping integrals reversed, where J2 becomes
ferromagnetic (< 0) for sufficiently large Um. This be-
havior is expected for large Um as, to leading order in
1/Um, we have J2 = −tptq/tb1; changing the signs of all
three hopping integrals must change the sign of J2 in this
limit. Fig. 7 shows that the superexchange interactions
in both CuCN and κ-Cl remain quasi-two-dimensional.
Indeed, as one expects Um > Vm, these results suggest
that the dimer approximation underestimates J2/J1 and
hence that the magnetic interactions are closer to the
square lattice than one would expect from the dimer ap-
proximation. This emphasizes that accurate estimates of
the interaction parameters are important for determin-
ing the ratio J2/J1 and hence for understanding the spin
liquid state in CuCN.
Finally, to understand the role of the signs of hopping
integrals in molecular Mott insulators more generally, the
following observations may be helpful. Considering the
pattern of hopping integrals (Fig. 1) given that the sign
of tij is reversed by a pi gauge transformation on exactly
one of the sites (i or j), changing only the sign of tb1
is sufficient to change the results between those shown
here and those reported above. Secondly, as changing the
signs of all hopping integrals is equivalent to a particle-
hole transformation, if there is one electron per dimer
(rather than three) the formulae given in the original
Letter hold. This is the relevant filling for organic anion
systems such as the Ni(dmit)2 salts [80], which do appear
to show quasi-one-dimensional magnetism.
Thus we conclude the following: (i) The interference
mechanism for realizing a quasi-one-dimensional (q1d)
Heisenberg model from a quasi-two-dimensional (q2d)
tight-binding model is not relevant to the κ-phase organ-
ics, but is possible and may be realized in other materials.
FIG. 7: Corrected version of Fig. 4. Ratios of the su-
perexchange interactions with tight-binding parameters from
[11]. With our sign convention these are tb1 = −207 meV,
tb2 = −67 meV, tp = 102 meV, and tq = 43 meV for κ-Cl
and tb1 = −199 meV, tb2 = −91 meV, tp = 85 meV, and
tq = 17 meV for CuCN.
(ii) Inter-dimer interference effects are still likely to be
relevant to the κ-phase organics, but they tend to drive
the system towards the square lattice limit (J1/J2 → 0).
(iii) The dimer approximation is only accurate when the
Hartree-Fock approximation is reasonable.
We thank Stephen Winter and Roser Valent´ı for helpful
discussions.
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