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ABSTRACT
JEFFREY ALLEN HOLLOWAY: An Examination of Natural Language
Processing, Information Extraction, and Information Retrieval Systems and Their
Applications
(Under the direction of Dr. Sumali Conlon)

Natural language processing, information extraction, information retrieval,
and artificial Intelligence are all relatively new areas of study. Research as of late
has begun making greater advances In these technological areas, yet much of
the potential of these types of systems is still untapped. Though there are a few
good examples of these systems put to use in the business world, due to
technological limitations and pitfalls, these systems have yet to see widespread
use. This thesis explores the technology behind the systems and looks into
some of the current ways they are implemented. Finally, a system design
referred to as SATSAR Is proposed as a way of implementing the discussed
technology as a practical business application.
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Introduction
In recent years, artificial Intelligence (Al) has been more of a gimmick than
a useful tool. When one thinks of artificial Intelligence, one might think of
computer and video games, robots that can perform a few mundane tasks, or
science fiction movies about machines that somehow become smarter than their
creators and wreak havoc on the human race. When people think about artificial
intelligence, their mindset is that it Is not possible at this time or that it can only
be taken advantage of at some point in the future. While that mindset Is partially
true in that the full benefits of Al have yet to be realized and developed, there is
still much valuable work and research being done in the field today.
One can only Imagine a world in which humans could communicate with
computers in ways that they communicate with other humans now. Gone would
be the days of using a mouse and keyboard as input devices, of attempting to
find useful information by using Boolean search queries, and of wading through
thousands of irrelevant documents to find relevant Information. In today’s world.
there are thousands upon thousands of web pages and electronic documents
that contain enormous amounts of data that could be useful to Individuals and
businesses alike. But how are these documents to be found and accessed?
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Currently, web search engines are one of the primary ways to find these
electronic documents. But these search engines have their limitations. Most
search engines today rely on simple keyword searching to find relevant
documents. This is not a bad solution If the user is experienced enough to enter
the correct terms Into his query, but it is very Ineffective if the user is not
technically advanced enough to know the correct terms for which to search or Is
unwilling to try different search queries until he finds some relevant information.
This could leave many people without their desired knowledge, even though the
Information they seek Is still readily available.
Several areas of Al are attempting to allow users to more easily access
the information they desire: namely natural language processing (NLP),
information extraction (IE), and information retrieval (IR). Natural language
processing forms a sort of basis from which information extraction and retrieval
can build. NLP systems attempt to allow computers to understand humans’
natural language. An example of this type of system would be a natural
language translation system, such as one that could translate from English to
Spanish. These systems could be very useful if implemented correctly, because
natural language is inherently expressive and descriptive, despite the fact that it
is also sometimes rather ambiguous. While great advancements have been
made In this area in recent years, there are still many obstacles to overcome in
designing a system that can fully understand natural language the way a human
would.
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One such obstacle to NLP systems would be that computers cannot even
understand the very basics of the way things work, things that humans learn as
children. In order to understand sentences in the context of paragraphs and
pages, this so-called “commonsense knowledge” is needed. As children, people
learn that the sky Is blue, that noses are squishy on the end, that mud forms after
large rains, and that food is necessary to avoid hunger. There are thousands of
pieces of information that humans learn at a subconscious level and depend
upon everyday without even trying. Yet a computer knows none of those things
inherently, so (according to some)It must be imbued with that knowledge before
it can truly obtain natural language understanding. There are currently several
methods being used to gather and implement this commonsense knowledge
which will be discussed later in this paper.
Information retrieval systems can take advantage of NLP in order to
present documents to users that are relevant to their information needs. A prime
example of an IR system Is a web search engine. However, more advanced IR
systems that expand upon today’s search engine technology are in development.
For example, a user might desire documents or web pages dealing with all
favorable product reviews of motherboards supporting the AMD Athlon 64 CPU
939 pin architecture. Much different from a simple keyword search, this type of
system would deal with finding ideas instead of simple terms. Not only would It
have to be able to determine which motherboards supported the Athlon 64 CPU,
but it would have to determine what constituted a favorable product review. If
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and when systems such as these reach mainstream consumers, the availability
of information will truly reach new heights.
Another type of system that deals with bringing information to users is
information extraction systems. IE systems differ from IR systems in that IE
systems are primarily interested in “reading" documents and summarizing
information, usually providing output in template form. Current implementations
of IE systems typically involve scouring news feeds (usually financial or business
related) and providing a detailed summary in a standardized output.
This thesis explores these fields of research as well as proposes a system
design to take advantage of these Ideas. The system, tentatively named
SATSAR (System for Automated Technical Support And Response), would take
advantage of various techniques used by various NLP, IE, and IR systems and
would be used to provide a fast, quality response to technical support inquiries.
Most people who frequently use technology have probably had the misfortune of
dealing with a broken system. Sometimes the problem is fixable by the user, but
sometimes it requires dealing with technical support. Unfortunately for the user,
the options for doing that are simply not attractive. The options usually involve
calling a technical support representative and possibly waiting on hold for hours,
emailing a technical support representative and waiting hours or days for a
response, or performing a time consuming search through an online knowledge
base or FAQ section. SATSAR could eliminate many of those time sinks,
increasing business productivity for employees and saving money for the
company by not having to employ so many technical support representatives.
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SATSAR, if implemented correctly, could be a great help to thousands of
customers as well as a money saver for computer hardware and software
manufacturers.
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Chapter I - Artificial Intelligence
Introduction
Artificial intelligence is defined as a subdivision of computer science
devoted to creating computer software and hardware that attempt to produce
results such as those produced by people. Artificial intelligence (Al)seeks to
design systems that function as humans would function: reasoning, learning, and
making intelligent decisions. Three main functions of Al are to: make machines
smarter, understand more about intelligence, and make machines more useful.
There is much untapped potential in computers due to their current limitations.
Humans cannot interact with computers in conventional ways, and computers
cannot “think” in the same way humans can. Therefore, many more problems
could be solved by computers if the communication gap between man and
machine were bridged. Al seeks to build that bridge. (Turban, 1992)
Symbolic Processing and Heuristics
Two of the main areas of research in the field of Al are the study of human
intelligence and the study of how to represent human intelligence in computers.
It has been determined that when humans attempt to solve problems, they
choose symbols to represent concepts and use various techniques to manipulate
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these symbols. Yet with computers, algorithms are often used instead of
symbols, since computing algorithms is a fast, easy process for most systems.
In Al, however, symbolic processing tries to capture human reasoning techniques
using symbols instead of algorithms. (Turban, 1992)
Traditionally, computers have taken an algorithmic approach to processing
problems. Using this approach, computers are usually given data and a step-bystep method to process this data until a desired output is reached. This works
well for mathematical problems and other problems that have a clear cut problem
solving method. In Al, however, computers use a non-algorlthmic approach to
problem solving. Using non-algorithmic processing, computers are given
knowledge on a certain subject area and are presented with a problem. Using
some kind of Inference capability, the computers can produce a desired output
from the given knowledge. (Turban, 1992)
One non-algorithmic problem solving approach is to use heuristics.
Heuristics are general rules of thumb that can be given to the computer so that
the problem solving process Is not so hit-or-miss. For example, certain
conditions could be given weights (percentage chances of being true or false)so
that If a desired condition was not met the problem solving process would not
always result In a failure. Since this Is a major shortcoming of computers today
(in that they are unable to try different approaches to problems like humans can),
heuristics can be very valuable. Not only do they allow computers to come to
different, less defined solutions if “correct” solution is not clear, but they also
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allow computers to choose from different solutions in the case that a “correct
solution might not exist. (Turban, 1992)
Human Intelligence vs. Artificial Intelligence
Artificial intelligence has several advantages over human intelligence,
especially in employment related areas. First, Al is permanent in nature.
Humans may leave their place of employment, get fired, or forget what they
know, but Al will remain unchanged as long as the system remains unchanged.
Second, Al offers ease of duplication. When transferring knowledge between
humans, problems can easily arise. During that long process, knowledge can be
lost, neglected, or misunderstood. But when knowledge is stored on a computer
it can be transferred painlessly to computers around the world. Third, Al can be
less expensive. Sometimes human specialists can cost a company a lot of
money, and an Al system might be able to handle the job for less. Fourth, Al Is
consistent and thorough. Humans are rather inconsistent beings; they have
differing physical, mental, and emotional states which can greatly affect their
performance on any job. However, an Al system is unaffected by these things
and always performs its duty the same way. Finally, Al can be easily
documented. Decisions made by an Al system can be logged and reviewed for
any needed clarification. (Turban, 1992)
However, natural intelligence also has some advantages over Al. First,
natural intelligence is creative. Whereas artificial Intelligence must be
programmed into the computer, natural intelligence comes automatically to
humans. Second, natural intelligence benefits from using sensory organs. The
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Al system can only use what is given to it, but humans can benefit from
information gathered from seeing, hearing, touching, smelling, and tasting the
environment. Finally, natural intelligence is able to make use of a wide range of
experience, whereas Al is usually focused on a specific field. Though attempts
have been made to design broader Al systems, the most effective ones have
been those dedicated to a specific field of study. Therefore, human intelligence
has an advantage in that area because it can make use of experiences from
many different subject areas instead of just a few. (Turban, 1992)
Expert Systems
One major use of artificial intelligence is in expert systems. Expert
systems are designed to replace or assist human experts in a given field. Using
various knowledge acquisition techniques, knowledge is transferred from the
human to the computer. Knowledge acquisition is defined as “the accumulation,
transfer, and transformation of problem solving expertise from some knowledge
source to a computer program.” (Turban, 1992)
There are five stages of knowledge acquisition: identification,
conceptualization, formalization, implementation, and testing. The identification
process finds the major characteristics of the knowledge and breaks them down.
It determines what areas of knowledge in the field are appropriate for the system.
The conceptualization process determines the concepts and relationships used
for decision making, such as whether the system will be rule based,frame based,
etc. The formalization process involves acquiring the knowledge from human
users. The implementation process includes programming the newly collected
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knowledge into the computer. And finally, the testing process involves subjecting
the system to sample scenarios to make sure that the knowledge Is correctly
Implemented. (Turban, 1992)
There are several methods to do knowledge acquisition. One method Is
called the interview method, which involves direct dialog between the human
expert and the knowledge engineer. These Interviews can either be structured
(involving a systematic, goal oriented process for organized communication)or
unstructured (Informal method that lacks organization but can be followed up
later by a more organized interview). Examples of interview methods include the
walkthrough method. In which a human expert is given a simulated problem and
is asked to verbally walk the knowledge engineer through the problem solving
process. The knowledge engineer can then program the expert system to follow
a similar pattern of deduction as the human expert. (Turban, 1992)
Several other forms of knowledge acquisition Include protocol analysis,
observation, and case analysis. Protocol analysis is a common method used to
gain knowledge by asking the human expert to perform a certain task and
verbalize each of his steps aloud. This method Is similar to the interview
walkthrough method, except that protocol analysis is more of a one way
communication from the expert to the knowledge engineer that does not involve
much speaking on the part of the knowledge engineer. The observation method
simply requires that a human expert perform his work while the knowledge
engineer watches the process. The problem with this method is that it is usually
time consuming and expensive to perform. And In case analysis, the human
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expert is asked how he solved different problems in the past, and a problem
solving approach is found based on those past experiences. (Turban, 1992)
After knowledge is gained, it is processed In four steps: transcription,
phrase indexing, knowledge coding, and documentation. Transcription is simply
copying the recorded interviews to paper or other media. Phrase indexing
Involves breaking the transcript into short phrases which are easy to code.
Knowledge coding involves inputting the gained knowledge into the system. And
documentation involves keeping a step-by-step process of the knowledge
processing method for future reference. (Turban, 1992)
After the knowledge is gained and processed. It is entered Into a
knowledge base. A knowledge base is a collection of knowledge related to a
certain field that is used in an artificial intelligence system. The knowledge base
contains two main parts: facts and special heuristics. The facts are simply the
pieces of knowledge gained through knowledge acquisition and Input; the
heuristics are rules that direct the use of knowledge to solve specific problems,
such as attaching weights to certain solutions, which was discussed earlier.
(Turban, 1992)
After the knowledge Is stored in the knowledge base along with the rules
associated with it, the expert system uses an Inference engine to find requested
information from the knowledge base. The inference engine has three parts: the
interpreter, scheduler, and consistency enforcer. The interpreter applies the
rules in the knowledge base In order to find the appropriate information. The
scheduler maintains control over the process. And the consistency enforcer
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attempts to maintain a consistent representation of solutions. (Turban, 1992)
Finally, after a solution is found, an optional justification process can be
performed. Using the explanation subsystem (also known as a justifier), the
expert system can go back step-by-step to show the user how it arrived at a
particular answer. Basically it documents its actions so that It can explain itself to
the user if any questions arise as to how a solution was found. (Turban, 1992)
Artificial Intelligence Conclusion
Artificial intelligence has many uses and benefits, even in its currently
limited state. Natural language processing system, robotics systems, and expert
systems are just some of the types of artificial intelligence systems in use today.
As machines are empowered with more and more “intelligence” and learning
capabilities, it is entirely possible that many of the jobs that rely on human
knowledge and experience could one day be performed by computers. Expert
systems are already being used to supplement or even replace experts in certain
fields of knowledge, and robots are currently being evaluated as “surgeon
replacements” due to their superhuman precision.
However, replacing humans is not the Intent of artificial intelligence
designers. Instead, it is Interesting to imagine a world in which man and machine
can communicate more easily, whether through a mouse and keyboard or by
voice using some type of microphone system. If this were the case, the world of
computing would be opened up to many more people, including those who
currently lack the computer experience to use the Input devices and those with
disabilities that do not allow them to operate a mouse and keyboard.
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Furthermore, If computers were able to understand humans’ natural language as
other humans could, then it could also allow great improvements to the way we
currently search for Information. Instead of relying solely on keyword search
engines, systems could be developed to search for documents containing our
desired Ideas and present them in a summarized format that Is easily readable.
That is exactly the goal of a few types of artificial Intelligence systems, namely
information extraction. Information retrieval, and natural language processing
systems. These types of Al systems will be discussed In detail in the following
chapters.
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Chapter II - Commonsense Knowledge
Introduction
Commonsense knowledge is defined as “knowledge about the structure of
the external world that is acquired and applied without concentrated effort by any
normal human that allows him or her to meet the everyday demands of the
environment with a reasonable degree of success.” (Kulpers, 1979)
Commonsense knowledge is gained by humans as children, and to any normal
person it comes naturally and without any real thought. Children learn at an early
age that a ball is a round toy, a square block will not fit Into a circular hole, and
that food Is required to keep from becoming hungry. However, a computer
system cannot know these things until it is programmed with such knowledge.
That has been one of the main drawbacks to artificial intelligence thus far.
Though computers excel at algorithmic and arithmetic work, logic and reasoning
have not been their strong points because of the lack of knowledge with which to
reason. That Is where commonsense knowledge comes in.
Commonsense knowledge helps to avoid situations In which no action is
possible by the system. Whereas most systems are algorithmic and can come to
no conclusion except one based on the algorithm it uses, commonsense
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knowledge would allow computers to “reason” based on the information that is
available to them. By doing this, it avoids situations where the computer has no
course of action left to take, where current data or observations must be thrown
out because there is no course of action, or where a question or problem cannot
be solved at all. Basically, commonsense knowledge is useful because It usually
allows the computer to reach some kind of conclusion, even though that
conclusion might not be a definite one. (Kuipers, 1979)
Collecting Commonsense Knowledge
One basic approach for gathering commonsense knowledge has been to
have programmers simply encode the knowledge Into a system by hand. One of
the largest manual coding projects in the world Is the CYC Knowledge Server
developed by Cycorp. The goal of the project Is to create a database of
commonsense knowledge (terms, rules, and relations between those terms and
rules) that will be usable by many different knowledge-intensive products and
services. CYC, which Is written with a proprietary language called CycL,
contained approximately 200,000 terms and about a dozen hand-entered
assertions about each term as of early 2004. Potential uses for the CYC system
include: online brokerage of goods and services, smart Interfaces, Intelligent
artificial intelligence for computer and video games, enhanced virtual reality, and
machine language translation.(Cycorp, Inc, 2005)
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Figure 2.1 - Mapping Between English Language and CvcL (Barnet etal., 1990)
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Another way that is being used to accumulate commonsense knowledge
is by having regular computer users submit assertions via the Internet. Projects
such as Open Mind Common Sense(OMCS)allow users with no coding
experience to enter commonsense information online. In the OMCS project,
users can enter Information in many ways, Including telling a story, describing a
noun, responding to a picture, or making a random, logical sentence. In this way,
volunteers wishing to do so may contribute as much as they like to the project
without prior coding experience. As of August 2004, the OMCS database
contained over 712,000 terms and relations, with nearly 15,000 users
contributing information. (Open Mind Common Sense Statistics, 2004) Figure
2.2 shows a sample of the OMCS interface, and Figure 2.3 shows the data flow
for a collective knowledge base like OMCS.
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Figure 2.2 - OMCS Data Entry Template (Singh et al., 2003)
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Figure 2.3 — Data Flow for a Collective Knowledge Base (Richardson et al.,
2003)
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There have been other projects following in the footsteps of OMCS, with
one being the Open Mind Experience(OMEX)project. Looking at the data
collected from OMCS,the engineers with OMEX learned that: there are many
people willing to supply information for a commonsense knowledge database, the
most useful knowledge was supplied through templates, and the quality of
Information was high enough to allow Inferencing in most cases. So the idea of
OMEX Is to allow users to enter “story” information through templates instead of
simply gathering random sentences as input. Since none of the commonsense
17

knowledge databases at the time had any type of story knowledge, engineers
thought it would be beneficial to collect this data. (Singh et al., 2003)
According to Man/in Minsky, humans draw from several sources when
determining the underlying meaning of sentences in conversations: the content
of past conversations, the structure of previous sentences, commonsense
knowledge, shared experiences and memorable moments between the
speakers, the environment that the speakers are in, and each person’s
background. (Minsky, 1994) By gathering story information, most of these
criteria are met. Whereas individual sentences usually do not provide much in
the way of context, stories usually provide at least a little character background,
information about the environment, and it allows the system to place each
sentence within a larger context of other sentences. Therefore, story information
could potentially be more useful for the computer than random terms and
relationships that are coded by hand. (Singh et al., 2003)
Of course, gathering information, whether it is in the form of sentences,
terms, or stories, from thousands of anonymous people has several issues,
namely quality, consistency, relevance, scalability, and motivation of the
contributors. As with any project, gauging the quality of information from
thousands of unknown sources is difficult. The system needs some kind of
safeguard mechanism so that blatantly false information could not make it into
the database. And with even a single inconsistency in the data, inferencing could
be difficult to do. Also, the system needs to be able to automatically assimilate
the data and scale it without the need for human intervention, else that would
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defeat the purpose of gathering the data from volunteers. Finally, if the
volunteers are somehow motivated to contribute, then they are more likely to give
more, higher quality information than they would otherwise. So it is fairly
important for a system to offer some kind of recognition or compensation to
volunteers who offer their time to improve the system. (Richardson et al., 2003)
Arguments Against Commonsense Knowledge
Matthew Ginsberg, in his article “Do Computers Need Common Sense,”
presents his belief that computers do not really need commonsense knowledge.
He says that computers and humans simply have different ways of dealing with
different problems. Computers excel at doing massive calculations, performing
algorithms, and solving puzzles that can come to definite conclusions. Humans,
however, are better at solving problems which require commonsense knowledge,
logic, and reasoning capabilities. (Ginsberg, 1996)
Ginsberg states that computers have made improvements through
artificial intelligence in the areas of video games, scheduling, and natural
language processing due to increased processing power. For example,
computer chess games are getting better not by adding some kind of human
behavior pattern or logic, but by having the computer evaluate each possible
move that It can take. In a turn, a human might consider close to a hundred
possible moves, whereas a computer could consider over a million possible
moves. This gives the computer a competitive edge not because it is thinking
like a human but because it is doing what a computer does best. Also,job
scheduling programs (such as those designed to figure out the most efficient
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shipping routes for a product) used to be ineffective due to the large amount of
time it took to evaluate the situation, but now they are useful because of the
recent advances in computer processing power. (Ginsberg, 1996)
The author’s recommendation is to leave computers doing what they do
best and leave humans to reason out problems that computers cannot handle.
When driving to the grocery store, several factors must be considered. First the
car must be found where It was last parked, then it must have enough gas to get
to the store, then it must be driven to the grocery store, parked again, and driven
back home after the groceries are purchased. Ginsberg says that It should be
left up to the humans to find the car, put gas in it, and park it at the store.
However, it should be the computer’s job to find the most efficient route to the
store, since that is what computers do best. (Ginsberg, 1996) However one
looks at it, it is clear that giving computers commonsense knowledge has Its
advantages and disadvantages. Whether giving commonsense knowledge to
machines is worthwhile has yet to be seen.
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Chapter III - Natural Language Processing
Introduction
Natural language processing is artificial intelligence’s method of having a
system communicate In a natural human language, such as English or Spanish.
Natural language processing (NLP)could be very useful because it could allow
users to communicate with computers In their own language, without having to
learn syntax like Boolean conjunctions. This is important because it could,
combined with proper devices such as a microphone, give humans a new way to
interact with computers without having to learn to use current input devices like
the mouse and keyboard. After all, the rather steep learning curve is what deters
many older or inexperienced people away from computers and technology In
general. NLP systems. In conjunction with other technology, could really help to
bridge the gap between the technologically “elite” and the technologically
“illiterate.”
NLP systems have five major parts: the parser, lexicon, understander,
knowledge base, and generator. The parser is the part of the system that breaks
down sentences Into smaller parts called morphemes. A morpheme is the
smallest unit of language that a sentence can be broken into, and they are
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classified as either free morphemes (root words only) or bound morphemes (root
words with prefixes and suffixes still attached). To break down a sentence, the
analyzer first breaks down a sentence into individual words, scanning the input
looking for white space (spaces or new line inputs) and punctuation marks. The
words can then be broken down further by removing prefixes and suffixes in the
case of free morphemes or left as is in the case of bound morphemes. The
parser also performs part of speech tagging by classifying the words as different
types (noun, verb, etc.). The part of the system called the lexicon contains all of
the words that the system is capable of recognizing, and is usually composed of
a general component and a domain specific component. The understander uses
semantic analysis to grasp the underlying meaning of the sentence, and it works
with the lexicon and knowledge base to determine these meanings. Finally, the
generator uses the analyzed input to create relevant output by making a data
structure that represents the semantic meaning of the sentence and storing it in
memory. (Turban, 1992)
One method that natural language processing systems use to store
representations of knowledge is known as the “concept hierarchies” approach.
Though this method is limited by some of the inherent problems with NLP
(discussed later), it is still a very useful one. The concept hierarchy method
places entities into conceptual relationships. These relationships are usually
parent-child relationships in which the parent is a general concept and the child is
a more specialized concept. One example of this would be the “machine to
computer” relationship, in which machine would be the parent and computer
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would be the child. These relationship hierarchies can be configured to be as
domain specific as necessary to ensure that they do not become overly
burdening to systems searching the hierarchies. After all, one of a system’s main
challenges Is to be simple enough to allow for fast searching yet be large enough
to contain relevant facts. Using these steps, an NLP system can take a natural
language input and turn it into something that it can recognize and understand.
(Dixon, 1997)
Problems with Natural Language Processing
One problem that NLP systems face is that natural language, while very
descriptive, is also inherently ambiguous and context sensitive. Some words
have similar meanings, some words with Identical spellings have completely
different meanings, and some words just have different meanings depending on
the context. While most NLP systems can understand the literal meaning of a
sentence (the meaning that can be derived from a sentence without being given
any sort of context), many have difficulty in grasping the non-literal meaning (the
knowledge in the sentence that most people should be able to derive when given
a certain explicit or implicit context). (Iwanska et al., 2000) Several specific
sources of ambiguity are: lexical ambiguity, syntactic ambiguity, vague
semantics, and context sensitive references. (Turban, 1992)
Lexical ambiguity occurs when a word can be a different part of speech
depending on the context. For example, the sentence, “The United States
dropped a bomb on Iraq,” and the sentence, “I hope Iraq does not bomb the
United States,” both contain the word “bomb. However, in the first sentence the
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word “bomb” is referring to an actual explosive device, whereas in the second
sentence the word is referring to the act of blowing something up. The NLP
system needs to be able to determine the difference in the words based on the
context in which they are used, since it is obviously impossible to classify all
words as nouns or verbs beforehand. (Turban, 1992)
Syntactic ambiguity occurs when nouns are used vaguely in a sentence.
In the sentence, “I saw one of the Great Lakes flying home from Canada,” it is
unclear as to whether the speaker or the lake Is flying home. Obviously a person
would know that the speaker was doing the flying, but the computer would not be
certain which noun was receiving the action. This could be avoided by clearly
showing which object was doing the flying by either rearranging the sentence or
adding a key word such as “while” (“I saw one of the Great lakes while flying
home from Canada,”). (Turban, 1992)
It is also difficult for the computer to understand the meaning of a
sentence if vague semantics are used. For example, the sentence, “I got this
video in the store,” could have several meanings. A human could intuitively
guess that the speaker either bought or rented a video at the store, but it could
have other meanings. The computer could interpret the sentence to mean that
the speaker simply received the video from a person or just found It on the floor.
The word “got” is the source of ambiguity in the sentence, which could be
remedied by replacing it with a more descriptive verb such as “rented,” “bought,”
or “purchased.” (Turban, 1992)
Context sensitive references are those that are easily understood by
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humans but are not easily understood by machines. Most educated humans
would know that if used in a sentence with the word “cave,” the word “bat” would
probably refer to a flying, blood sucking animal that navigates using sonic waves.
However, if the word “bat" was used in conjunction with the words “ball,”
“stadium,” or “base,” the word would likely mean the long piece of wood or
aluminum used in the sport of baseball. Though humans intuitively understand
the meaning of certain words based on context, NLP systems have a much
harder time dealing with these situations. (Turban, 1992)
Another problem faced by NLP systems is that of underspecification.
Underspecification occurs when the sentence has a very vague meaning or that
Its full meaning is not easily implied. For example, the phrase “a long time” can
have any number of meanings, such as a second, a minute, a week, a month, or
a year. Without knowing the context of the sentence. It would be impossible to
understand the implied meaning of that phrase. Underspeclficatlon most often
occurs when there are too few identifying attributes or when defaults or
conventions are used. A sentence that states, “She has a cat,” is not very
explicit in its meaning. The name of the subject is not given, nor are any
characteristics of the cat stated, so this sentence suffers greatly from
underspecification. Defaults and conventions are other types of
underspecification. Defaults are phrases that have a commonly used meaning,
such as “to drink” which typically refers to drinking alcohol. Without some kind of
commonsense knowledge available to the system, it would not be able to Infer
what type of drink the phrase was referring to without some kind of other context.
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Finally, conventions are sentences that are used often and which have a fairly
obvious implied meaning to humans. If someone asked,“Could you pass the
salt?” the hearer would assume that the speaker was eating and desired some
salt for his food. Of course, the computer system would not be able to fully
understand this sentence without first being given some commonsense
knowledge. (Turban, 1992)
Uses of Natural Language Processing
The most common use of natural language processing is to design more
intuitive, easy to use program interfaces. Some of the first systems to implement
these types of interfaces were database management systems. An example is
the INTELLECT interface, which is one of the oldest and most used natural
language Interfaces; this interface allows the user to create a database using
natural language. Another example is the NaturalLink system, which is a menu
driven interface that can be embedded into a program. (Turban, 1992)
Intelligent agents are another way that programmers are using natural
language interfaces. An agent is a program that makes interfacing between
humans and computers an easier task. Agents usually speak to users in natural
language and can often accept queries or tasks in natural language. An example
of this is an interface to a frequently asked questions program. If the questions
were stored in a database, the user could simply type in a question In his natural
language and receive an answer without having to know a query language in
order to access the database. (Turban, 1992)
Language translation is also a key use for natural language processing.
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Early attempts at translation between natural human languages were often not
very accurate. Language translation programs simply used an algorithm to
replace words from one language with words from another language. Often
these translations were inaccurate because programs could not take into account
the context of the sentence during the translation, so the finished product just did
not make sense. However, with the use of artificial intelligence, translation
programs can now better judge the meaning of sentences by looking at the
context of the sentences being translated. This allows for much more accurate
translating. (Turban, 1992)
Natural language processing is also useful in word processing. It can be
used to check grammar and spelling and to look for commonly made mistakes in
a document. For example, a word processor equipped with natural language
processing could identify unnecessarily long phrases in a document and make
suggestions for shortening them. Also, if working with many large documents,
natural language processing could provide automatic indexing and document
retrieval. For example, instead of doing a simple keyword search, the computer
could Instead “read" and “understand” the document,then provide an overview of
the document which could be retrieved by idea searching instead of simple
keyword searching. This also gets into the areas of information extraction and
information retrieval, which will be the next topics of discussion. (Turban, 1992)

27

Chapter IV - Information Extraction and Information Retrieval
Introduction
Information extraction is defined as “the task of automatically picking up
information of interest from unstructured text and creating structured output from
it.” (Lukose et al., 2004) Basically, information extraction begins with a large,
unstructured document and produces a smaller, structured synopsis of the
document. This is done so that users do not have to read an entire document to
get the overall meaning of the text. Also, users could search more easily by
searching the summary of the documents instead of doing a keyword search on
the \A/hole document. Since many keywords listed In the document might not
even pertain to what the user wants to know, it would generally be more
beneficial to the user to search through a summary of the document instead of
the document as a whole.
Information extraction Is also useful when a person does not know exactly
for what he is looking. For example, a person looking for movies that got positive
reviews from movie critics would have to have something by which to search.
Without having the names of any movies or any movie critics, it would be unlikely
that he would find anything worthwhile in his searching. However, if an article
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was already summarized and put into a template using information extraction, he
would be more likely to find relevant information. (Wilks, 1997)
Information retrieval, on the other hand. Is a field that is concerned with
the “structure, analysis, organization, storage, searching, and retrieval of
information." (Allan et al., 2003) Whereas Information extraction deals with
finding the overall meaning of documents and reducing the amount of material to
be searched through, information retrieval deals with taking users’ queries and
bringing them the information they request. Information retrieval mainly deals
with systems such as internet search engines and other programs that search
large databases.
Information Retrieval: A General Discussion
Though information retrieval sounds a lot like simply searching through a
database, there is one major separating factor of Information retrieval.
Information retrieval deals with unstructured data whereas database retrieval
deals with structured data. Now, however, the boundary between the two is
becoming more blurred with the Introduction of semi-structured documents.
(Allan et al., 2003)
One major topic in information retrieval is that of web search engines.
Though web search engines have Improved greatly since the early days of the
internet, there is still much work to be done to make them more effective. One
reason is that web search queries do not meet everyone’s information needs.
People have diverse Information needs, and many means of finding that
information are necessary. Another reason that web search engines need to
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improve is that they are only effective for solving certain types of queries in
certain contexts. For retrieving pages containing a certain list of keywords or
phrases, search engines are effective. However,for finding information under
other circumstances, search engines are significantly less efficient (Allan et al.,
2003)
According to James Allan, information retrieval systems such as web
search engines face several challenges in the near future. One such challenge
Is that of providing global information access. Allan says that search engines
should be able to “satisfy information needs through efficient, automatic
interaction with a system that searches structured and unstructured data in any
natural language.” (Allan et al., 2003) Web pages are currently written in
hundreds of natural languages spoken around the world, with English being the
most prevalent. However, it is estimated that the number of web pages written in
Mandarin Chinese will overtake the number of those written In English at some
point in the future. So with all of these diverse languages found on the internet, a
true global information retrieval system should be able to search through pages
in multiple languages, a task that many current search engines cannot
accomplish. (Allan et al., 2003)
Search Engines
Search engines are really key examples of information retrieval, since they
are some of the most widely used IR systems. Search engines will be the next
topic of discussion. Specifically, the search engine Google and its PageRank
indexing and searching system will be examined, and other general concepts will

30

be discussed.
Google’s goal is to retrieve documents from a collection containing
information that is relevant to the user's information needs. There are two
aspects of this goal, which are the processing of the collection of documents and
processing of the user’s query. Document processing, generally known as
indexing, must be done beforehand. Query processing, on the other hand, is
done at the time of the search and involves attempting to understand the user’s
information needs. (Henzinger)
Unfortunately, there are problems associated with both of these steps. In
Google’s case, the collection of documents is pages and files found on the
internet. Therefore, this makes document searching more difficult than it would
be on a smaller document collection. There were over 1 billion web sites (mostly
personal home pages)in 1999, and that number has been growing rapidly every
year. These documents lack stability and heterogeneity: there are many types of
documents on the internet(web pages, images, databases, document scans)in
different qualities and languages (currently there are over 100 different
languages represented on the internet). There are also the problems of
duplication (such as mirrored files or web sites) and high linkage(web sites now
average eight links per page)that make indexing difficult. Large amounts of time
and resources are needed to follow all of the links from every page, and systems
have to be designed to handle all these different types of documents as well as
make sure that duplicates are not indexed so that valuable storage space is not
wasted. (Henzinger)
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There are two general types of duplicate filtering: fine grain and coarse
grain. Fine grain filtering finds and eliminates duplicate documents and usually
stores a short sketch of each. Web sites, images, and other documents are
checked against documents already indexed and are eliminated if they match.
Coarse grain filtering finds near duplicate hosts and avoids indexing them. The
process is much like fine grain filtering except that hosts are checked against
each other instead of actual documents. The problem with coarse grain filtering
is that mirroring is common. A mirror is a host that contains duplicate or near
duplicate documents from another host. One test showed that approximately
43,000 hosts out of a possible 233,000 could be considered mirrors, which is a
considerable number, so coarse grain filtering could eliminate hosts that are not
actually mirrors. (Henzinger)
Another way to eliminate possible mirrors is through pre-filtering. The goal
of pre-filtering Is to output a list of possible mirrors before the indexing process
begins, so that these sites can avoid being indexed. There are several ways to
do pre-filtering, including using URL string based algorithms and IP address
based algorithms. URL based algorithms find web sites with similar hostnames
or paths. For example, many sites have several different domain names pointing
to the same site, such as http://www.barnesandnoble.com and
http://www.bn.com. Both URLs link to the same web site, so only one would
need to be indexed. Also, many mirrors use the same directory structure but
change host names. This makes it easy to update each mirror because the
directory and file structure is the same, but once again only one of these would
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need to be indexed. IP algorithms list possible mirrors based on the first three
octets of the IP address (the first nine numbers of the unique internet protocol
address given to every computer when it logs on to the internet). Of course, not
all of these listed sites would be mirrors, since users with the same internet
service provider would have similar IP addresses. If monitored correctly,
however, this method could cut down on the number of redundant sites being
indexed. (Henzinger)
Users also make the process more difficult because they have such a
wide variety of skills, needs, and requirements. Many users make poor queries
by using short, imprecise terms and bad syntax. This makes it difficult for the
search engine to determine for what information the user is looking. Users also
have a wide variety of problems, knowledge, and bandwidth, which complicates
the process. Finally, the majority of users just do not devote enough time to the
process to find worthwhile results. Approximately 85% of users only look at the
first screen their query returns, and 78% do not modify their queries if they do not
find the information they need. This means that users are expecting search
engines to find the information that they desire and place it at the very top of the
results. (Henzinger)
Therefore, it is important for search engines such as Google to have good
precision and recall. Precision refers to the percentage of documents returned
that are relevant. For example, precision at 10 refers to the percentage of the
top 10 documents returned that are relevant. Recall is the percentage of relevant
documents that are returned by some means. By having high recall and
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precision, search engines such as Google can cater to inexperienced or
impatient users as well as those who are familiar with making and revising
queries. (Henzinger)
According to Finkelstein et al., the primary factor that a search engine
should consider to produce relevant query results is context. For example, a
search for the term “jaguar” should return car related information on a motor
vehicle web site and animal related information on a wildlife web site. By guiding
user searches based on context, much of the ambiguity found by using a
common phrase or word can be eliminated. The problem, of course, is that
context is defined differently by different individuals. In explicit context, web sites
can be ranked by strict categories to eliminate ambiguity. This categorizing is
found in many portals and search engines such as Yahoo. With implicit context,
however, the contextual information is implied by the search engine by scanning
words on the returned web pages. The problem lies In the fact that it is difficult to
determine the context of documents If they are overly long, wordy, or discuss a
wide range of topics. The key is to get the context from the words In the near
vicinity of the search word or phrase. (Finkelstein et al., 2002)
Context can also be found using a method known as personalization.
Personalization uses a user’s previous searches in order to determine the
context for the current search. A system using personalization would also keep
track of the documents a user views, so that those may also be searched to
determine a context for the search. (Finkelstein 119) The problem with this
method is that it could very easily raise privacy concerns for security conscious
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users. Many users object to having their personal habits tracked by a computer,
such as the searches they make and the documents they read. And since the
whole premise of this method is to track a person’s history, it might raise red
flags among certain privacy advocate groups.
Another way to determine context is to use local context analysis. Using
this method, the search engine analyzes the concepts found in the top ranking
documents returned for a given query. The search engine then adds the best
scoring concepts to the query and repeats the process until a desired number of
relevant documents is returned. (Finkelstein et al., 2002) This method is also
known as query expansion and will be discussed in greater detail later in this
paper.
Domain specific search engines also greatly aid In determining the
context of a search query. Because most of the ambiguity In determining context
comes from the fact that many words have different meanings in different
domains, domain specific search engines could be a great help in determining
context by narrowing the search domain. (Finkelstein et al., 2002) In the
previous example regarding the “jaguar” query, if the query was entered in a
search engine that dealt only with automobiles. It could easily be inferred that the
user was searching for Information about cars rather than animals.
Finally, link analysis can also help in determining context. Many search
engines do not Index every site that they find due to efficiency purposes.
However, they can still return unindexed pages In their feedback results by using
link analysis. This Is done by analyzing the context of the link text pointing
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toward the page, and by doing this context can usually be determined.
(Finkelstein et al., 2002) Google’s PageRank system, discussed below, is one of
the primary systems to use the link analysis method.
Google’s PageRank System
Google’s PageRank process is a system of indexing and raking pages
based on certain criteria. The system can also be thought of as a model of user
behavior in a sense. PageRank tries to imitate a person who goes to a random
page, then clicks links on that page until he gets bored. There is a certain
percentage change (referred to as the dampening factor)that he will get bored
with the pages he is reading and go to another random web page to start the
process over again. Of course, if there are many links pointing to a particular
page, then many more of these fictitious web surfers will visit that page. This is
the cycle that PageRank attempts to model. (Brin et al.)
However, many other search engine indexing systems also attempt to
model the same process, but there are several things that set Google’s
PageRank system apart from the rest. Most search engines rank web pages by
looking at the number of links pointing to them. If a page has many links pointing
to It, then it is obviously a popular web site and needs to be ranked highly.
However, Google takes the idea one step farther. Instead of treating links from
all pages equally, Google gives higher precedence to links with higher PageRank
values. Therefore, if a web page is determined to be a reliable source of
information because It has many links pointing to it, then the web pages that it
links to are also considered reliable. This helps pages that may not have a lot of
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links pointing to them, but have links pointing to them from reliabie sources. (Brin
et ai.)
Googie also uses anchor text (text of links) in its indexing process. Most
search engines only associate anchor text with the page that it appears on (the
iinking page). However, Googie’s PageRank system also associates the anchor
text with the page that the link points toward. This process has several
advantages over the normal process for several reasons. First, the link text
usually describes the web page better than the page’s given description. Many
authors like to pad their web site descriptions with extraneous and sometimes
completely unrelated keywords in order to attempt to boost their rankings in the
search engines. But by looking at the anchor text from other pages, it gives a
more accurate “opinion” of the linked page and provides a more accurate
description of content. The second advantage of using anchor text to help
assess the rank of pages is that it allows the ranking of pages that would not
normally be accessed by a web crawler. These also include documents such as
images, programs and executables, databases, and any other types of files that
are not textual in nature. This allows for services such as Google’s image
search, allowing users to search for graphic files on the internet. This system,
though, does have a disadvantage. Because web pages move, disappear, or
change frequently, it is possible for this system to return pages that no longer
exist or have changed completely. For example, a web page might contain an
outdated link to a web page or a misspelled URL address in the link. Without first
following the link, a nonexistent page might be indexed. However, because of

37

Google’s sorting algorithms and other ranking procedures,finding a page that
does not exist is a rare occurrence. (Brin et al.)
The PageRank process begins by searching through several pages with
web crawlers (or web spiders). The web crawlers gather URLs from a stored list
in Google’s URL server and search the pages one by one. The crawlers fetch
the pages that are given to them and return the pages to a storage server, where
they are compressed and stored into a repository. Every page is then given an
ID number called a “docID” so that indexing can be performed on it. (Brin et al.)
Google’s Indexer performs several functions: reading the repository,
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decompressing the documents, and parsing the documents. After a document is
parsed, it is converted Into a set of word occurrences called “hits.” This Is stored
in a file which contains the word found in the document, the position of the word
In the document(words toward the top of the document are given a higher rank),
the font size that the word was written in (words in larger font sizes are given
higher rank than those with small font sizes), and the capitalization structure of
the word (words In capital letters are given a higher rank). Each word is given a
“wordID” based on the parsed information. The indexer also parses links in the
web page and stores important Information about them, such as the URL
addresses to which they point and the anchor text to use in ranking the pages.
The URL resolver reads the anchor files and retrieves the URL information to
give them wordIDs. This Information is stored In a link database and Is used to
calculate page ranks later in the process. (Brin et al.)
The sorter then takes the stored document information and sorts the
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stored IDs to create a word index. Another program combines this word index
with a lexicon to create a special lexicon used for searching that particular page.

i

The PageRank process is then complete, and all pages are indexed and sorted.
Queries can then be run on Google, which uses the lexicon, wordIDs, and final
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page ranks to determine relevant pages. Specifically, the steps in the querying

[

ifi:

process at Google are: parsing the query, converting words into wordIDs,
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seeking through the document list for every word in the query, scanning until a
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match with all words is found, computing the rank of that document, and
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continuing the process until a sorted list of documents is found. (Brin et al.)
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Figure 4.1 - Google’s High Level Architecture (Brin et al.)
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Query Expansion Techniques
A major factor in determining the relevance of returned results from a
search engine or other query is how closely the query terms match the exact
phrases in the documents. If the user inputs a query that is like or nearly like a
sentence or phrase found in a matching document, then the search engine will
easily be able to return that document as a relevant one. However, if the
document uses a different wording than that found in the user’s query, even if the
underlying meaning is the same, then there is a good chance that the document
might be overlooked when the results are returned. The bigger the collection of
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documents, the bigger the problem grows. This is because there are many
different ways of expressing the same idea. For example, if a user was wanting
to find documents regarding large elephants, the user would probably Input that
phrase into the search engine. However, unless the search engine could
determine the underlying meaning of the phrase “large elephants”, then it would
miss other relevant phrases like “big elephants,” “huge elephants,” “enormous
elephants,” “gigantic elephants,” “large pachyderms,” and so forth. Because in a
large collection of documents a phrase relating to elephants could be stated in all
of those ways. It would be difficult for a user to determine the key words for which
to search. Furthermore, there are often related words that go overlooked which
would greatly add to the query. For example,the word “swing,” if relating to golf,
could be related to the words “shot,” "slice,” “hook,” or “drive,” yet documents
dealing with those topics would probably not be returned by simply searching for
the word “swing.” That is where query expansion techniques come into play.
(Voorhees, 1994)
Query expansion techniques attempt to provide a better, more meaningful
search phrase to a search engine by building upon the original phrase entered by
the user. The system attempts to add synonyms and other key words Into the
query that build upon and extend what it believes is the intended meaning of the
query. This is supposed to provide the effect of providing more relevant results
to a query, even if the overall theme of the results contains phrases or words not
syntactically identical to the user’s query. (Voorhees, 1994)
One method of query expansion is to have the system automatically add
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terms that are related to the query supplied by the user. The new words can
either be statistically related or chosen as synonyms from a lexicon or thesaurus.
Statistically related words are words that are often found together in a document.
For example,“IBM” and “computer” might be statistically related, because If a
document refers to the company IBM, it will probably also refer to the word
“computer" at some point. Also, as previously mentioned, it Is often helpful to
add synonyms from a thesaurus or lexicon in order to provide more relevant
query results. (Voorhees, 1994)
The benefit of using the statistical relation method Is that such relations
are easily obtainable from existing documents. A simple indexing process could
allow a query expansion system to determine what words are statistically related.
And since the collection of documents is already at hand, it Is unnecessary to
further build or add onto the system in other ways, such as making a lexicon.
Unfortunately, this method has had little success in improving document retrieval
effectiveness. (Voorhees, 1994)
Using lexicons, on the other hand, has been proven to be a successful
way to expand queries in some cases. Using synonyms to expand queries did
improve performance and results. However, expanding queries via a hierarchical
thesaurus was too inconsistent to be useful most of the time. (Voorhees, 1994)
Another method of query expansion is called the relevance feedback
method. In the relevance feedback method, a user Inputs a query, and the
system returns a small number of documents based on that query. The user
then Indicates which documents are relevant to the original query. The system
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then automatically reformulates the original query based on this relevance
Information, and the new feedback query Is used to return an improved set of
results to the user. This process can continue until the user is satisfied with the
returned documents. (Buckley et al., 1994)
One study on the relevance feedback method attempted to determine to
what degree the method could be effectively used. The experiment studied the
effects of varying two sources of information from relevant documents: the
number of known relevant documents used for feedback and the number of
terms occurring in the relevant documents that are added to the original query.
The experiment showed that adding more terms to the original query from
relevant documents improved recall and precision to a point. It also showed that
query expansion provided more relevant results than using the original query
alone. Furthermore, the improvement over the original query Is stronger If more
relevance information is available (that is, if the user looks through more
documents and provides more relevance feedback). The initial increase in
effectiveness seemed to level off after approximately 500 terms had been added
to the original query, and overall, the effectiveness of the search was increased
from 19% to 38% depending on the amount of relevance information that was
known. (Buckley et al., 1994)
Yet another method of query enhancing is called dynamic feedback
optimization. This method is similar to the relevance feedback method, only It is
done automatically. In this system, the user Inputs a query, and a collection of
relevant documents is retrieved. The system then scans those relevant
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documents. The set of terms occurring in the set of relevant documents for the
query is weighted by the number of relevant documents in which each term
occurs. Those terms occurring most are added to the original query, and all
terms are re-weighted. Then small changes are made to each weight, and the
query is run again to search for changes. If there is an improvement in the
number of relevant documents found, then the enhanced query is kept and the
process continues. If there Is no improvement or if the new query provides worse
results, then the query reverts back to the weights it had at the beginning.
(Buckley et al., 1994)
The basic process of the dynamic feedback optimization method Includes
several steps. The original feedback query is formed, and relevance information
is found. Terms occurring most frequently In the relevant documents are added
to the query. Then for each relevant search term added to the query, the system
must determine whether Including it actually improves the effectiveness of the
search results. The system then performs three passes over the query terms,
potentially increasing the weight of each term over each pass (usually in
increments of 50%,25%, and 12.5% respectively). The new query is then run on
the collection of documents and evaluated using average recall and precision.
(Buckley et al., 1994)
Several conjectures were made about the dynamic feedback optimization
method, which were attempted to be proved or disproved In the experimentation
process. First, retrieval should be improved as long as the changes to each
term’s weight are kept small. Results have verified this conjecture. Second,the
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original query should become less and less important as the quality of the
weights and number of added terms increases. In theory, relevance feedback
results should usually receive good weights; however,terms in the original query
are often given higher weights by default because sometimes relevance
feedback returns terms that are not relevant, do not have good weights, or stray
from the original topic. Results verified this conjecture, as the weights of terms
added through relevance feedback were much higher than weights given to the
terms of the original query. Third, independent evaluation of weights should be
more effective than sequential evaluation of weights. In sequential evaluation,
the order of the terms is included in verifying weights, while in Independent
evaluation the order of the terms is irrelevant. In theory, it was believed that if a
highly weighted term appeared at the beginning of a query, it might dominate the
other terms in the query. However, this was apparently not the case, as the
results of the experiments did not verify this. Finally, for optimum performance,
terms that occur in the most relevant documents should be the ones emphasized
In the process. This remains unverified, as terms appearing in few relevant
documents had a higher chance to be emphasized In optimization than terms in
the original query or some terms appearing in many relevant documents.
(Buckley et al., 1994)
It was determined that several factors could be changed for future
experiments in order to affect the outcome of the results. First, the parameters In
the feedback query could be changed, either by changing the weights of the
original query terms or by changing the amount of expansion to the original
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query. Second, the program could be changed to either use only terms that
improve search effectiveness or use all relevant terms regardless of their impact
on effectiveness. Third, the program could be changed to use a variable number
of passes and ratios to determine relevance weights. As it was, the system gave
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a general 10% to 15% optimization over standard feedback methods. (Buckley

I
et al.. 1994)
An example of a lexicon that could be used In a query expansion system
is WordNet. (Miller et al., 1990) WordNet uses a strict set of synonyms called
“synsets” and a document collection called the TREC collection (an English
document collection from sources such as newspapers, technical papers, and
the National Register)that is Imbued with these synsets for the purpose of
searching. After the synsets are added to the collection, the pages are indexed
using the SMART method. Then a query is inputted from a user, and that query
Is built upon using query expansion techniques. There are many ways to expand
the query based on the synset system. For example, under the synset system
nouns can be given lexical relations of either antonyms, is-a relationships, or
part-of relationships. To add synonyms to a query, the system would find words
having the “is-a relationship.” To add an antonym to the query including the
Boolean identifier “NOT,” the system would simply look for words with the
“antonym” relationship. Upon testing query expansion with the WordNet lexicon,
it was determined that more relevant search results were found when queries
were expanded in a limited topic search, but search results were not improved
when queries were expanded while doing a full topic search. (Voorhees, 1994)
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Information Extraction: A General Discussion
The need for information extraction has grown in recent years because of
the explosion of electronic information. The exponential growth of the internet
has greatly contributed to this trend. Also, since most of this new information is
in text format, it is easily searchable and parse-able. And since manual analysis
of all these documents is virtually impossible, some automatic means of
processing them is necessary. That is where information extraction comes in.
Currently information extraction systems are used mainly for analyzing
newspaper articles, news feeds, legal documents, and patient health records, but
the technology is expanding to include more types of data. (Lukose et al., 2004)
Figure 4.2 - An Example of an Information Extraction System (Cardie, 1997)
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There are several steps in information extraction: tokenization, lexical
analysis, part of speech tagging, natural language processing, and template
filling. In the tokenization phase the feed or article is broken down into basic
parts (generally words delimited by spaces). In lexical analysis and part of
speech tagging, the system examines a word, compares the word to what it
already contains in its lexicon, and determines what part of speech the word
belongs to (identifying noun phrases, verb phrases, prepositions, etc.). Then
natural language processing attempts to determine the underlying meaning of the
words based on the context in which they appear. Finally, template filling
produces a standardized form based on the meaning of the document that the
end user can easily read and understand. (Lukose et al., 2004)
Of course. Information extraction systems are not without their
complications. One major problem of information extraction systems is
recognizing proper names. Since people’s names such as Bob or Joe or
company names such as Wal-Mart would often not be listed in a lexicon, the
information extraction system might have difficulty Interpreting these words. IE
systems also have difficulty in understanding pronouns and the words to which
they refer. For example. If two sentences in an article read,“Ken Johnson was
recently elected CEO of Ford Motor Company. He stated in a press release that
he has big plans for the company in the following years,” an information
extraction system might not know that the word “he” In the second sentence
refers to Ken Johnson from the first sentence. It also might not know that the
phrase “the company” from the second sentence refers to Ford Motor Company.

48

Without the ability to grasp the underlying meaning of sentences, it is obviously
very difficult for the system to make an accurate article summarization.
Therefore a high quality information extraction system needs an equally high
quality natural language processing system to get accurate results. (Lukose et
al., 2004)
Yet another possible shortcoming of Information extraction systems is the
Inflexibility of the lexicon. Updating a lexicon, especially regularly, can be a very
costly and time consuming process. Yet without doing regular updates, the
lexicon could easily become outdated. For example, 15 years ago the lexical
definition for the word “television” would have been the television set or the
technology within that set. However, nowadays many people use the word
loosely to mean the medium itself instead of referring to the television box.
Likewise, there are numerous words added to the dictionary every year as
technology changes and new words become commonplace In society. Without
having a constantly evolving lexicon, an IE system would once again have a very
difficult time understanding some documents. (Wilks, 1997) This would
especially be the case with some documents found on the internet, since most of
the new words added to the dictionary recently involve relatively new technology
such as the Internet.
Furthermore, since most information extraction systems use templates to
present data to their users, template limitations are also a concern. While
templates are useful In that they provide a uniform way to display information to
the user, they have problems In that they are domain limited. For example, a
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template that works well for stories about financial business would obviously not
work well with stories about sporting events. Also,for some fields it is difficult to
design a single template that would meet the users’ needs. If there Is a diverse
amount of information in a single document, it might be impossible or infeasible
to fit ail of that summarized information Into a single, pre-designed template.
These are just a few of the challenges that information extraction systems face.
(Wilks, 1997)
SCISOR ~ An Online News Extractor
The System for Conceptual Information Summarization, Organization, and
Retrieval (SCISOR)was developed as a tool to perform textual analysis and
summarization over a limited domain. The system has been tested over the past
years using online financial news stories, such as those regarding corporate
mergers and acquisitions. SCISOR processes about six stories per minute and
performs the following processes: analysis of the Input stream, including names,
date, and numbers; tokenization of the news stories into a semi-structured form;
topic classification of each news story (whether it is about a merger, takeover,
acquisition, or other news story); natural language processing of each story; and
the storing of conceptual representations Into a knowledge base. SCISOR’s
basic data flow diagram Is shown in Figure 5.1. (Jacobs et al., 1990)
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Figure 5.1 - SCISOR’s Data Flow Diagram (Jacobs etal., 1990)
Raw
nawsfaad

Prafilter

Arttla
Stfucans

FBlor

fatoov9r
Articbs

>●

I
Pattarfw
Takaovar
Artidas

usar
quastkjna

RtV

NiOurai Language
^ Prooaaskig Programs
Grammar Concspcual
Laxicon

Htararchy

Keywords Us«r Profibw

Story
Raprosarmions

KnowtsdoaB^e
Otgaoteation

^KrtoviMpa
-t- BasQ
QuasUon
RoftrasormioM

Knowie^s Bass
Rotnaval

rospoBsss
ora^ts
»>

According to the article "SCISOR: Extracting Information from On-line

I

News.” SCISOR “combines artificial intelligence (Al) methods, especially natural
language processing, knowledge representation, and information retrieval
techniques.” (Jacobs et al., 1990) The first step in SCISOR’s information

!

extraction process is for textual data to pass through the topic analyzer. The
topic analyzer is a type of filter that determines the subject of the story (for
example, whether it is a merger or acquisition) as well as gets rid of any stories
I

that are not related to the topic at hand. Though this process is similar to regular

h

information retrieval, it Is different in several key ways. First, the topic analyzer is
modular, which means that the algorithms can be changed at any point in the
filtering process. Second, the analyzer employs some minor natural language
processing techniques (such as subject-verb relationships) Instead of relying
solely on keyword searching. And third, the analyzer focuses as much on
removing articles that are not related to the desired subject as much as finding
articles that are related to the subject. This differs from traditional information

li
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retrieval approaches that only attempt to find relevant documents. (Jacobs et al.,
1990)
The filtering is done in several complex steps. First, the article is broken
down into segments, such as the headline, dateline, and the article itself.
Keyword matching is done first on the headline, then on the article, then on the
article and headline together. The keywords look for obvious references to
specific topics, and each keyword is given a weight based on the relevant search
subject. Next, pattern matching is employed on the remaining articles. This
process is important because it can catch articles that pass the keyword
matching process(maybe by containing the word merger) but do not relate to the
relevant subject. The remaining documents that could not be categorized using
the previous methods are subjected to linguistic and conceptual analysis to
determine their subject matter. A diagram of SCISOR’s filtering process is
shown in Figure 5.2. (Jacobs et al., 1990)
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Figure 5.2 - SCISOR’s Filtering Process (Jacobs et al., 1990)
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SCISOR uses two text processing algorithms, called TRUMP and
TRUMPET. One provides bottom-up (language driven) analysis and the other
provides top down (expectation driven) analysis. Bottom up analysis begins with
a sentence that is broken down into tokens, mapping each token into a
conceptual architecture. Top down analysis starts with an idea, such as the fact
that two companies are always involved In a takeover, and it tries to satisfy the
idea with Information from the article. Bottom up analysis provides accurate
results but tends to miss relevant portions of text. Top down analysis, on the
other hand, tends to get more of the relevant text at the cost of accuracy. Finally,
after the text processing algorithms have run, the conceptual representation of
the article Is stored in long term memory as a system of links and nodes.
(Jacobs et al., 1990)
So the SCISOR system is one that not only retrieves online articles but
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performs information extraction as well to answer user inputted questions. While
it does a good job of using text processing and linguistics to determine the
content of an article, it is rather restricted in that it is domain specific, being used
currently only for online financial news stories. However, the system was
designed to be transportable, so it is possible that It could be used in many
different domains in the future. (Jacobs et al., 1990)
lEPAD - Extracting Information from Semi-Structured Data
While most information extraction research has focused on obtaining
information from completely unstructured data (such as large amounts of text In a
natural language paragraph or paper), there Is also a need for Information
gathering from semi-structured data. After all, much of the data found on the
internet is in some kind of semi-structured form. Search engine results, tables,
forms, bulleted lists, and itemized reports are all examples of semi-structured
data that can be found on the internet, and these types of data can generally be
extracted more easily since their patterns can be learned by an Information
extraction system. Semi-structured data is also more easily placed into database
systems because it comes with some inherent structure straight from its source.
(Chang et al., 2003)
The major difference between semi-structured and unstructured web
pages is that there is no universal rule for determining the format of semistructured web pages. When extracting information from vast amounts of
unstructured data using lexicons and natural language processing systems, there
are certain rules and regulations that these types of documents would be
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expected to follow in terms of natural language. Therefore, a single, high quality
information extraction system using natural language processing could extract
information from many sources of unstructured data. However,there are many
formats that unstructured data could take, and making a single hard coded
extractor for all of the different formats would be impractical, if not Impossible.
(Chang et al., 2003)
The only reasonable alternative would be for machines to be able to
recognize and adapt to the different patterns found in each unique web page.
This type of learning used to be accomplished by using various “wrapper
Induction” techniques. The wrapper induction techniques produced accurate
results, but they were limited in that they still required a manually created training
template produced from each web page. For each new web site that was
analyzed, a new training template had to be produced. These templates could
show the extractor how to partition the web pages, break them down into
substrings, and group the substrings into meaningful records. (Chang et al.,
2003)
Of course, the process of generating a training template (called “labeling”)
rather defeats the purpose of having automated information extraction, since
human interaction Is still required to gather the information. Because of this, a
system called lEPAD (Information Extraction based on PAttern Discovery) was
created. The goal of lEPAD was to provide a system that was capable of
accurately extracting information from semi-structured web page data without the
need for additional human interaction through the labeling process. The
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extraction process is accomplished with lEPAD’s three main systems: the
pattern discoverer, rule generator, and extractor. These systems are shown in
Figure 5.3. (Chang et al., 2003)

Figure 5.3 - Architecture of lEPAD (Chang et al., 2003)
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The pattern discoverer, whose process flows are seen in Figure 5.4, takes
a semi-structured web page as input and uncovers potential patterns within the
page. Within this system are four subsystems: a token encoder, PAT-tree
constructor, pattern filter, and the extraction rule composer. Initially, the web
page is tokenized into logical token strings by the token encoder. This is passed
to the PAT-tree constructor which takes the binary strings and constructs a PAT
tree (short for Patricia tree, which means Practical Algorithm To Retrieve
Information Coded In Alphanumeric). The patterns, called “maximal repeats,” are
extracted from the tree, and unwanted patterns are filtered out with the pattern
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filter. Finally, the extraction rule composer takes each pattern and turns it into a
regular expression. (Chang et al., 2003)

Figure 5.4 — lEPAD’s Pattern Discovery Process Flow Chart (Chang et al., 2003)
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Since HTML itself is somewhat structured, the HTML tags are initially
considered in the tokenization process. The tags themselves are classified in
two ways: either as block-level tags or as text-level tags. Block-level tags define
the structure of a web page, whereas the text-level tags define the characteristics
of the text in the page. Block-level tags include headings, paragraph tags, line
breaks, forms and tables. Text-level tags include bold, Italic, and font size tags.
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Different types of patterns can be found by determining whether to include
certain types of HTML tags in the extraction process. (Chang et al., 2003)

Figure 5.5 - IEPAD*s Tag Classification (Chang et al., 2003)
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When looking for patterns, lEPAD looks for text in the web pages that is
aligned “regularly and contiguously.” It does this by looking at two important
variables; variance and density. Variance Is computed by determining the
distance between two separate occurrences of similarly aligned text, and density
is the number of repeats of alignment between the first and last instance of
similarly aligned text. Therefore, a system looking for patterns in web pages
would want a potential pattern with a low variance (low distance between
similarly formatted text) and high density(many instances of similarly aligned
text). (Chang et al., 2003)
However, a few problems could arise in certain situations. For example, a
web search engine with advertisement banners randomly Inserted between the
search results would cause problems for many pattern finders because this
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would cause the page to have high variance since the search results would be
spaced farther apart. This would probably cause the potential search results
pattern to be thrown out if it went over the variance threshold. lEPAD handles
this problem by attempting to partition the text in various ways to see if any form
of clustering would produce a regular pattern. If so, then the pattern is kept as a
candidate. (Chang et al., 2003)
After the process of filtering out candidate patterns is complete, the user is
presented with an interface that allows him to do any of four actions: adjust
parameters (pattern length, variance and density thresholds), select patterns
(choose from the list of candidate patterns offered), specify new information (web
pages), or generate extraction rules. After the extraction rules are generated, the
record extraction process from the web page begins. The record extraction
process is very similar to the pattern extraction process. Basically, the tokenized
web page undergoes pattern matching against the extracted patterns, which is
virtually identical to the pattern extraction process. (Chang etal., 2003)
The recall rate of lEPAD was discovered to be quite high upon testing.
The system was presented with 100 total pages, 30 of which were training
pages, leaving 70 pages used for nothing but extracting. However, the system
did not need that number of training pages to generate accurate templates. An
initial pattern template was generated on the first web page, and another pattern
template was generated for each additional web page from which lEPAD could
not extract 100% of the records. On average lEPAD needed three training pages
to create enough accurate templates, with 10 being the most that were needed.
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After generating the first template, the recall rate was around 96% on average.
This number rose to 99.1% after the second template was generated and 100%
after five templates were generated for most sites. (Chang et al., 2003)
So even though much of the data located on the internet is in unstructured
form, there is also much to be gained by extracting information from semistructured data. Search engine results, bulleted lists, and tables are all great
examples of semi-structured formats which can contain much factual Information.
lEPAD seems to be a system that can successfully perform Information
extraction on these data formats.
Document Mining: A Combination of Information Extraction and Retrieval
Document mining Is defined as “the process of finding interesting or useful
patterns in a corpus of unstructured textual information.” (Dixon, 1997)
Document mining “combines many of the techniques of information extraction,
information retrieval, natural language processing and document summarization
with the methods of data mining.” Document mining differs from simple
Information extraction or information retrieval in that It employs a variety of these
techniques in separate phases In order to gather useful information from
unstructured data.
Document mining has four main steps: Information retrieval, information
extraction, information mining, and Interpretation. Information retrieval finds the
documents that are “relative to the task at hand.” Even if the user has a general
Idea of what documents will be useful ahead of time, information retrieval can still
be used as a filter to get rid of irrelevant documents beforehand. Information
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extraction is then performed on the relevant documents, usually by filling in user
specified templates. For example, a simple template for someone extracting
information from newspaper articles would be:

Article Name:
Author(s):
Location: (location of events mentioned in the article)
Article subject: (local news, national news, sports, editorial)
Article summary:(could be a simple paragraph synopsis of the article)

Of course more detailed and specific fields could be added for specific types of
newspaper articles. For example, sports articles could contain fields for the
teams involved, the type of sport, the final score, the outstanding players
mentioned in the article, etc. For common news articles, there could be an
additional field that further classifies the type of article beyond the basic local or
national news. Some examples of this type of classification could include
financial, governmental (Congressional hearings, Presidential announcements),
disasters (tornados, earthquakes), terrorist attacks, etc. This type of extraction
using templates could give the user a virtual “card catalog” of information from
the selected data. (Dixon, 1997)
At that point, information mining (or data mining)techniques may be
employed upon the information extracted into the template format. After all, the
collection of templates that are extracted are basically already in a database
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format. After adding a primary key and some constraints, they could be turned
into a functional database. Standard data mining techniques could then be used
on the database system. Finally, in the interpretation phase of document mining,
the patterns that are retrieved in the information mining process are interpreted,
usually in a natural language format. (Dixon, 1997)
The subset of the information extraction process used in document mining
follows the same basic steps as IE in general, referred to in “An Overview of
Document Mining Technology” as fact extraction, fact integration, and knowledge
representation. Fact extraction is the basic process of finding specific
information within the unstructured document. Fact extraction can be employed
using various techniques such as pattern matching (recognizing common
expressions and their interpretations), lexical analysis (tokenizing the data and
looking for keywords), or syntactic and semantic analysis (attempting to
determine the underlying meaning of the information based on what a human s
understanding of it would be). (Dixon, 1997)
Fact integration attempts to solve common natural language processing
problems such as underspecification and other general semantic interpretation
issues. Fact integration, though, mainly deals with the problem of co-reference,
which is the issue of looking at all the individual details in a document and putting
them together into one coherent main idea. On a lower level, fact integration
matches up pronouns with the nouns that they reference. For example, in the
sentences, “Jack threw the ball. He threw it very far,” the word “he” would
obviously refer to Jack and the word “it” would refer to the ball. On a higher level.
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fact integration deals with a process known as “event merging” in which the
meaning of multiple statements could be determined. Using the previous
example, one could determine what type of ball Jack was throwing, why he was
throwing It, or what happened after he threw it. In this way, the system could
gain a much greater semantic understanding of the story. (Dixon, 1997)
Document mining is very important, like information extraction, because of
the vast quantities of unstructured textual documents on the internet and
available in electronic form. Though not a lot of progress has been made in this
area due to the limitations of natural language processing systems, information
extraction systems, and computing power In general, this is an area which will
surely receive much attention throughout the coming years. Once document
mining reaches its peak, businesses and researchers alike could benefit from the
Information It could discover.
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Chapter V - SATSAR: A System Proposal
Introduction
An unfortunate problem when dealing with computer systems and related
products is that at some point, most of them break. Computers are such a
delicate mix of hardware and complex software that any one of a number of
things could throw a system Into disrepair. For some advanced users, this Is not
an issue since they can repair broken systems themselves. However,for those
less technically inclined, computer problems can range from mildly annoying to
utterly disastrous, from ending a video gaming session to disrupting a small
business. That is when technical support Is needed. The technical support
worker s job is to give users the information they need to fix their computer
problems In a timely manner.
However, all of these technical support workers come at a cost to
computer related companies. Though many companies have turned to
outsourcing as a means to reduce the cost of technical support workers, there is
still a large cost associated with this field. Before Microsoft implemented Its
knowledge base system, It was faced with some 35,000 technical support calls
per day, requiring many technical support representatives to be on staff. (Web
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Support Economics) And on a related note, an article byTechweb.com suggests
»

that companies face almost $4.1 million per year in lost productivity because their
workers have to spend so much time dealing with technical support
representatives. Out of those surveyed, 36% said that they spent more than half
an hour with tech support every week, while 20% spent more than one hour per
week and 5% spent more than 5 hours per week talking to technical support
workers. (Keizer, 2004)
That computer users will eventually face technical problems Is virtually
inevitable, so what can companies do to cut costs in this area? Enter SATSAR
(System for Automated Technical Support And Request). SATSAR is a system
designed to reduce technical support costs (both those incurred by employing
technical support workers and those incurred by lost productivity due to technical
problems) by responding more quickly to technical inquiries. This should

^

eliminate the need for many technical support workers, improve inquiry response
time dramatically, and increase customer satisfaction by efficiently solving their
problems without making them wait hours or days for a response.
SATSAR is designed to “read” users’ technical support emails or web
inquiries and respond to them with a reasonable solution. It could be a benefit to
computer retail companies such as Dell or computer hardware and software
manufacturers such as Western Digital, Adobe, or NVIDIA. A natural language
processing system would be ideal for this task because of the way the technical
support system works for most companies. In reality, most technical support
inquiries are answered by having a technical support representative read or hear
l!
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the problem and search through a list or database of solutions until a desired one
is found. While many technical support workers are proficient in diagnosing and
fixing the problems with which they are presented, there are also many more who
simply read the canned responses from their lists of solutions until the problem is
fixed. For this reason, a system such as SATSAR would be useful because it
could perform the exact same process by diagnosing the problem itself and
responding with a solution from the database much more quickly than a human
could do so.
One might question the usefulness of SATSAR because of the rise of selfhelp solution finders such as technical FAQs and searchable knowledge bases
such as Microsoft’s Support Knowledge Base. But while those tools are
definitely useful in the right hands, they often suffer from the same drawbacks as
traditional search engines: the user must be technically knowledgeable in order
to even know the correct terms for which to search, and if the exact keywords are
not included in the query then a solution Is unlikely to be found. A nonexperlenced user simply knows that his computer will not start up correctly; he
might not know anything about motherboard posting or error beep codes or how
to check the device boot order In the BIOS. Furthermore, even experienced
users might not have the time or patience to find a solution on their own. In a
knowledge base as large as Microsoft’s, one would probably have to look
through many, many topics in order to find something of Interest. However, by
utilizing a system such as SATSAR, a user could have the benefit of getting a
fast, high quality response without the hassles of manually searching through a
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huge knowledge base or staying on hold waiting for a technical support
II

representative to answer the telephone.
Technical Aspects of SATSAR
SATSAR would work by combining many facets of natural language
processing and Information extraction and retrieval. The system would be
composed of several basic parts much like those found In other related systems:
the tokenIzer, lexicon, interpreter, knowledge base, solution base, and feedback
systems. These system parts form the basis for SATSAR.
The tokenizer would work just like it would in any other system by
breaking the user’s email Inquiry down Into small parts and performing part of
speech tagging. These parts could be portions of a sentence or individual words.
These parts are then checked against the lexicon to determine their meaning.
The lexicon is vital to SATSAR,as it is to most other natural language
processing systems. Unlike many other NLP systems, the lexicon in SATSAR
could probably be much smaller due to the relatively small domain that the
system would cover. In the case of a manufacturer of particular products such as
Western Digital, the lexicon would, of course, contain commonly used hard drive
references such as platter, sector, IDE, and SATA. Makers of many products or
system retailers such as Dell would likely need much larger lexicons to cover the
multitude of different problems that could arise.
The interpreter then attempts to “understand” the user’s inquiry in the way
that a human would understand it if he were to read it. Working with the lexicon
and the knowledge base, the interpreter should be able to determine the
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definition of a word and examine the knowledge base to determine what the
word(s) means in the context of the sentence, paragraph, and the inquiry in
general. The ability to understand what certain words mean in the context of the
inquiry would be vital to the system’s success. For example, the word “pin could
have many different meanings based on the context of the technical inquiry. IDE
cables have pins, serial connectors have pins, CPUs have pins, etc. SATSAR
would need to know the difference between those types of pins. The system
would also need to deal with underspecification when dealing with words such as
“memory.” Inexperienced users might not differentiate (or might not know the
difference) between random access memory and hard disk space, instead simply
referring to either one as memory. So the system would need quite a bit of
commonsense knowledge to differentiate between those types of storage and to
deal with other types of semantic issues.
The knowledge base would have to be quite large and contain a variety of
commonsense knowledge as well as a large hierarchical relationship model. For
example, in the case of the term “CMOS jumper,” the hierarchy might look like
computer > motherboard > CMOS where CMOS “is-a" jumper. Of course, the
hierarchy could be as simple or as detailed as needed by the company. A very
deep, detailed hierarchy could provide the system with more understanding of
specific parts but would also take more processing power

to traverse; and a less

detailed hierarchy would be quicker to traverse, yet it might not provide the
system with the relationships necessary to comprehend the problem. It is likely
that a less detailed hierarchy would be sufficient, however, because most users
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are unlikely to use excessively technical terms when describing their problems.
Once SATSAR “understands” the technical issue, it could then organize it
Into some kind of template form. The template would, of course, vary depending
on how the system was Implemented. For example, the template for a hardware
manufacturer might look similar to the design below.

Product type:
Model number:
Serial number:
Issue description: could be a short summary of the customer’s complaint
Action request: does the customer want warranty information? An RMA?

A template for a computer retailer such as Dell would have to be more
generalized and look more like the following diagram.

System model:
Problem type: could contain pre-defined categories like boot failure, etc.
Issue description:
Action request:

The system could use the issue Information stored in the templates as a way to
easily search for a solution in the solution base. As was stated earlier, one of the
major benefits of using a system like SATSAR is that current solution bases like
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FAQs or knowledge bases could be utilized for searching. If a company already
has a large knowledge base like Microsoft does, then it would likely have
solutions to the vast majority of issues that users would encounter. If that is the
i

case, then designing a solution base would be as simple making SATSAR
interface with the current knowledge base.
Finally, the feedback system has two functions: to respond to users’
inquiries with a specified number of possible solutions and to accept the users’
feedback regarding the system. SATSAR should employ some type of machine
learning method in order to better respond to future Inquiries. This could be done
by having users provide feedback regarding their solutions. For example, the
system could be designed to administer a simple questionnaire to the user,
similar to Amazon's book review critique feature, which would simply allow the
user to choose which (if any)of the solutions were helpful. The system could
keep track of the feedback by attaching a weight to each solution depending on
the feedback from the user; therefore, solutions with higher weights would be
more likely to be returned by the system in the future in response to certain types
of inquiries. Obviously, users who responded that they were helped by a certain
solution would raise the solution’s weight, and those who said that they were not
helped by it would lower the weight. For example, many users who found that
their hard drives were failing might find the solution to plug the hard drive into a
different IDE slot helpful. If so, they could respond that the solution was helpful
in fixing their problems, and SATSAR would be more likely to Include that
response in its list of solutions for similar hard drive problems In the future.

70

h

Conversely, a solution to use a different IDE cable might not be as helpful to
users and, therefore, would decrease the likelihood that it would appear as
frequently in future responses.
An Example Inquiry and Solution
Though many different computer hardware and software manufacturers
could take advantage of SATSAR, Western Digital will be used as an example for
this scenario. As of April 2005, Western Digital has a large knowledge base with
53 pages containing 786 items. While this knowledge base contains the answers
to many questions, it suffers from the drawbacks of other large knowledge bases
and web search engines in that it can be rather unwieldy to use, even for
experienced users. While Western Digital’s knowledge base search engine gives
users a lot of search flexibility, the system uses unconventional means of doing
so. Instead of offering users the option of using generic Boolean search
modifiers such as keywords “AND,

OR,” and “NOT,” Western Digital’s search

system uses plus and minus signs to provide that functionality. Western Digital’s
search tips page says to use the “+’’ symbol between words to find documents
containing all of those words and

between words to exclude documents

containing those words. The complexity is compounded with the use of filters
such as the “Search by” filter. This filter contains such ambiguous options as
“Similar Phrases,” “Phrases,

Exact Search,” and “Complex Expression,” the

latter of which allows the user to enter expressions with asterisks as wild card
characters. While these search tools are very useful in the right hands, many
inexperienced users would be unable to take advantage of these features, and.
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therefore, they might not get the answers they seek. (Western Digital Hard
Drives, 2005)
For an example, I used a problem that I had recently with a friend’s
Western Digital hard drive. We had built his computer early In 2004, and a year
later his hard drive started failing. It began slowly, locking up his computer,
running slowly, and finally making his computer fall to boot at times. He called
me one day to inform me that his hard drive was not showing up in the list of
drives that was displayed as the computer was starting up. I searched Western
Digital’s knowledge base for an answer and decided that Answer ID 54 was the
most relevant to our dilemma. The answer topic said “EIDE drives are not
detected or recognized by the system BIOS” and mentioned several hardware
configuration settings, BIOS settings, and hardware diagnostic tools that could be
used prior to diagnosing the problem as hardware failure. (Western Digital Hard
Drives, 2005) Yet even with my knowledge of computers (being an experienced
user) and my nicely worded query, that answer topic was not returned as the first
search result on the list, though it was on the first page. Furthermore, if 1 had not
been an advanced user, the answer topic might not have seemed relevant to me,
especially if I had not known what the BIOS was.
In order to determine what kind of query a more inexperienced user might
provide, I asked my friend what he would search for in the knowledge base to
find an answer. He has had limited experience with computers, only having
gotten familiar with them since last year. He determined that a good query would
be “the hard drive won’t show up when I start my computer.” I found that
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acceptable, since that would be what the “average” user would probably search
for in order to rectify such a hard drive problem. Upon searching Western
Digital’s knowledge base using that query, I was returned a huge 41 pages
containing 611 answers. With that single query I managed to return 78% of the
answers in the knowledge base, the vast majority of which were highly irrelevant.
Furthermore, the answer topic that I determined was most relevant was in the
middle of the second page of search results. (Western Digital Hard Drives, 2005)
That Is why a system like SATSAR could be a benefit to companies like
Western Digital: to quickly get their customers the support they need. By
connecting to Western Digital’s existing knowledge base, SATSAR could
instantly have access to the answers to most of the questions users would ever
ask; the only extra development to take place would be to develop a way for
SATSAR to interface with the knowledge base. In this case, SATSAR would
become a type of smart search interface, allowing the user to describe his
problem in natural language instead of relying on a simple, often ineffective,
keyword search. For example, my friend could have given SATSAR a few
sentences, similar to how he described his problem over the telephone:
“My hard drive won’t show up in the list of drives when I start my
computer. Now it only boots up sometimes.”
First, the tokenizer could take that input and break it down into smaller
fragments, which would most likely be individual words. Next, the interpreter
would attempt to understand the paragraph by taking advantage of the lexicon
and knowledge base. In this case, a lexicon that contained a fair amount of
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commonsense knowledge as well as a vast amount of domain specific (hard
drive related) terms would need to be used. Since Western Digital primarily
deals with internal and external secondary storage devices, their domain could
be somewhat limited to cut down on the volume of the lexicon. Given the
example input above, SATSAR should be able to equate the "layman’s terms” in
the paragraph with the technical terms that are most likely to be used in the
answer topics. The "list of drives” would be a list of IDE devices such as the hard
drives and CD-ROM drives, "starting up” and “booting up” would be equivalent
(though "booting up” would probably be the phrase most likely to be used), and
“starting up" should also be associated with the BIOS, since the BIOS
initialization occurs at start up. Also, SATSAR should replace certain ideas with
more technical terms, such as replacing “won’t show up in the list” with “not
recognized,” etc. SATSAR should come up with a template that is similar to the
following:

Product type: Internal or External Hard Disk Drive
Category: Troubleshooting, BIOS Issues
Description: BIOS not recognize hard drive on boot up

By searching the knowledge base with the filters and description found in
the above template, the search results were reduced to 18 pages containing 259
answer topics. The most relevant topic with Answer ID 54 was also the first
answer topic returned in the search results. This eliminated 23 pages with 352
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irrelevant answers. SATSAR’s feedback system could then display the most
relevant answer topic in the case of a web query, or it could email the result to
the user if the inquiry was made via email. Western Digital already has a
feedback system in place which asks the user how well each Individual answer
topic helped him solve his problem, with a rating scale from 0% to 100% in 25%
increments. (Western Digital Hard Drives, 2005) This feedback system could be
integrated into SATSAR to determine how often SATSAR was returning relevant
results.
Problems and Limitations of SATSAR
A major problem that SATSAR would face would be that of
underspecification. As was mentioned earlier in the natural language processing
chapter, NLP systems have problems understanding sentences in which too little
information is given. In the case of technical support, information about the
problem being encountered is vitally important. Some seemingly minute detail to
the user could mean the difference between having a solved problem and having
an unsolved one. There is a large difference between saying, “I was using
Internet Explorer and all of a sudden something funny started happening,” and “|
was using Internet Explorer when my computer displayed a blue screen with an
error message and immediately shut down.”
The problem of underspecification is compounded by the fact that
SATSAR is supposed to cater more to inexperienced users. If a user is more
experienced, he will be more like to either be able to fix his technical problems
himself or find some “self-serve” method to do it for him; therefore, it would
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probably be inexperienced users who would find the system most useful.
However, Inexperienced users are also going to know the least amount of
technical terms and would probably be the least likely to describe (or know
enough to describe) their issues in detail. And since SATSAR would depend o n
existing knowledge bases full of technical terms and solutions (presumably, as
this could change depending upon the implementation), it would be difficult to
determine exact problems without being given enough information.
Realistically, the problem of underspecification has few solutions.
Depending upon the company’s wishes, SATSAR could perform up to three
steps when dealing with this issue: reply to the customer with a number of
general problem fixes, reply to the customer to request more information about
the problem, and/or direct the customer’s request to a live technical support
representative. Each action has its benefits and downsides depending upon th e
situation. If the suggested fixes sent by SATSAR are not helpful, the customer
●^●ght grow dissatisfied with the company and buy their products elsewhere, an d
having the system request more information or direct the problem to a live
representative would defeat the purpose of having the system to do fast

proble m

solving. It would need to be the decision of the company using the system to
determine which course of action SATSAR should take when presented wi

th e

problem of underspecification.
Another problem that SATSAR would face would be the problem
unable to find a solution. This problem Is similar to that of underspecj
that a decision would have to be made as to whether to query the

“serfor

being
in
●^ore
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information or send the problem to a live technical support representative.
Obviously the implementation would differ based on whether the system was
web based or email based. A web based system would not have the same
issues with user response time as an email system would, since the user would
presumably be waiting for a response instantly. With an email system, however,
a user might send an inquiry through email and leave the computer, not returning
for hours or possibly days. And once the user got back to check for a response,
he rnight be annoyed to find that the system had simply asked him for more
information instead of providing a response. So, once again, the company would
need to determine what it thinks would be the best course of action to take in that
situation.
Hnnclusion
SATSAR, if properly implemented, could be a great tool for businesses
that deal with many technical support inquiries. It could help alleviate the number
of telephone inquiries as well as provide users with a faster response by using
relatively untapped technologies such as natural language processing and
information extraction and retrieval. Furthermore, the system could be highly
flexible. By saving users’ requests made through SATSAR,the company could
keep a collection of all the problems users had and the products associated with
those problems. The company could then perform data or document mining and
other information retrieval techniques on these inquiries to determine if it should
continue carrying certain products, adjust the warranties on those products
find
a new manufacturing scheme for the products, etc. For example, if g
"^®rtain type
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of hard drive was found to have numerous complaints of defects and was costing
a rnanufacturer an excessive amount of money to replace to customers or to
uphold warranty guarantees, then the manufacturer might consider discontinuing
the hard drive, shortening the warranty time for all new units sold, or attempting
to find the manufacturing process that was causing the defects and rectifying that
problem. Since SATSAR would store information in template form, it would be
easy to create a database of user inquiries to do just that. Given the many
benefits that could come from using SATSAR, hopefully someone will design
such a system in the near future.
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