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Abstract
In this article we give a survey of results on the inversion of holomorphic operator functions under
certain conditions and also include a few new results. We study [semi]-Fredholm or relatively regular
operators which depend holomorphically on one or several complex variables. We construct [one-sided
or generalized] finite-meromorphic inverses of such functions and investigate the global structure of
these inverses. Moreover, under suitable assumptions we obtain meromorphic solutions to vector function
equations and operator function equations for semi-Fredholm functions which need not be relatively regular.
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1. Introduction
A main starting point for functional analysis and operator theory was the investigation of
Fredholm integral equations by Fredholm, Hilbert, Riesz and others in the early 20th century.
The integral operator turned out to be a compact linear operator S ∈ K (X) on a suitable Banach
space X of e.g. continuous or L2-functions, and the equation
(λI − S) x = y (λ ∈ C, y ∈ X), (1)
was studied. By GL(X) we denote the group of invertible bounded linear operators on X . For
finite dimensional spaces X the spectrum
σ(S) := {λ ∈ C | λI − S ∉ GL(X)}
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of S is the set of zeros of the characteristic polynomial χS(λ) = det(λI − S), and by Cramer’s
rule the solution of (1) is given by
x = (λI − S)−1 y = 1
χS(λ)
C(λ) y;
here C(λ) denotes the matrix of cofactors of λI − S. Since χS(λ) and C(λ) are polynomials, the
inverse (λI − S)−1 is a meromorphic function on C.
This well known result of Linear Algebra can be extended to the case of compact linear
operators S ∈ K (X) on Banach spaces of any dimension. Fredholm’s alternative says that for
λ ≠ 0 Eq. (1) is solvable for all y ∈ X if and only if the homogeneous equation (λI − S) x = 0
has only the trivial solution x = 0. By the Riesz–Schauder theory, the spectrum σ(S) is a discrete
subset of C \ {0} and the resolvent RS(λ) := (λI − S)−1 is finite-meromorphic on C \ {0}, i.e.
all negative Laurent coefficients are operators of finite rank.
The Riesz–Schauder theory has been improved and extended in several directions by many
authors. This article gives a survey of some of these developments. In Section 2 we first consider
holomorphic Fredholm functions T ∈ O(Ω ,Φ(X)) on a region Ω ⊆ Cn , which includes the case
T (λ) = λI − S for λ ∈ C and S ∈ K (X). We prove that T (λ)−1 is finite-meromorphic, provided
that T (λ0)−1 exists at some point λ0 ∈ Ω . For the case of one complex variable, this result is
due to Gohberg and Sigal [22]. The general case is due to Gramsch [24], who also constructed
finite-meromorphic generalized inverses for holomorphic Φℓ-functions and Φr -functions over
domains of holomorphy. We sketch a proof of this result and also discuss three concepts of finite
meromorphy which turn out to be mutually different in Example 4.10.
A meromorphic generalized inverse U of a holomorphic operator function T is called smooth,
if it is holomorphic outside the set of “jump points” of T and the projection valued functions
U T and T U have holomorphic extensions to Ω . The existence of such smooth inverses U is
studied in Section 3. A main tool is Shubin’s [67] theorem on the global existence of holomorphic
projection functions on holomorphic families of subspaces over domains of holomorphy. We give
necessary and sufficient conditions for the existence of smooth finite-meromorphic generalized
inverses. These are due to Bart et al. [6] in the case of one complex variable, the general
formulation in Theorem 3.6 seems to be new. For the case of one complex variable, we give
similar conditions for the existence of smooth (not necessarily finite-) meromorphic generalized
inverses. Theorem 3.9 is due to [4,7], Theorem 3.10 seems to be new. In the case of several
complex variables, smooth meromorphic generalized inverses need not exist, even locally and
for matrix functions. However, we describe results of [43] on their existence outside some
exceptional analytic set of codimension ≥2.
In Section 4 we study global additive decompositions U = A + S of finite-meromorphic
operator functions; here A is holomorphic and the singular part is a meromorphic function
with values in some small operator ideal. This investigation was initiated by Gramsch [25].
He showed that such a decomposition is possible in the case of one complex variable or for
left- or right finite-meromorphic functions on a domain of holomorphy for any (F)-ideal. Since
small (F)-ideals are not locally convex, we first have to discuss the concepts of holomorphy and
meromorphy for functions with values in (F)-spaces. The final result is Theorem 4.9 from [30]:
In a scale {Jp(X)}p>0 of (F)-ideals described in 4.3, a decomposition U = A + S is possible on
a domain of holomorphy in Cn iff p > n−1. Related examples also show that the three concepts
of finite meromorphy which already occurred in Section 2 are in fact mutually different.
At the end of Section 4 we briefly discuss global multiplicative decompositions T = A(I + S)
of holomorphic Fredholm functions, where A is holomorphic and invertible and S holomorphic
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with values in any (F)-ideal. Such a decomposition exists on a domain of holomorphy iff T
satisfies an obvious topological condition; this version of Oka’s principle was shown in [74,31].
In the last section we present results of Leiterer [52], Mantlik [59], Janz [39,40] and Kaballo
and Thijsse [46] on vector function equations T (λ)x(λ) = y(λ) and operator function equations
Ξ (λ)T (λ) = Υ(λ) or T (λ)Ξ (λ) = Υ(λ). Under suitable assumptions we prove that these
equations have holomorphic or meromorphic solutions on a domain of holomorphy Ω , provided
such solutions exist on some nonempty open subset of Ω . An important condition on T is
that of uniform regularity. This notion, introduced by Markus [60], is discussed in 3.2 and
roughly means that the kernels and ranges of T (λ) “do not jump”. It was shown in [69,50,31]
that in the case of one complex variable rather general operator functions have multiplicative
decompositions T = A(I + S), where A is uniformly regular and S has values in K (X) or some
(F)-ideal such that I + S(λ0) is invertible for some λ0 ∈ Ω . Using such decompositions we can
solve vector and operator function equations even for operator functions with “jump points”.
In this article we only consider holomorphic operator functions of finitely many variables
acting on Banach spaces. For results on operator functions acting on locally convex spaces we
refer to [42,63,61,62,56], for results on functions of infinitely many variables to [29,15,14].
This article was inspired by and can be viewed as an addition to the work of Leiterer and
Rodman [54] on smooth generalized inverses which does not include the meromorphic case.
2. Meromorphic generalized inverses of semi-Fredholm functions
Let X be a Banach space and T ∈ L(X) a continuous linear operator on X . The kernel of
T is denoted by N (T ), its range by R(T ). An important concept of operator theory is that of a
Fredholm operator:
T ∈ Φ(X) :⇔ dim N (T ) <∞ and codim R(T ) <∞.
Basic results on Fredholm operators were obtained by J. Dieudonne´ (1943), F.V. Atkinson
(1951), I. Gohberg (1951), B. Yood (1951) and T. Kato (1958): The range of a Fredholm
operator is automatically closed. An operator T ∈ L(X) is Fredholm iff its equivalence class
πT ∈ L(X)/K (X) in the Calkin-Algebra is invertible. The index
ind T := dim N (T )− codim R(T ) ∈ Z (2)
of a Fredholm operator is stable under small perturbations and under compact perturbations.
Especially, for compact operators S ∈ K (X), the operators λI − S are Fredholm with index 0
for all λ ∈ C \ {0}. More generally, this holds for Riesz operators, i.e. for operators S ∈ L(X)
with quasinilpotent equivalence classes π S in the Calkin algebra.
We fix some notations: For a Banach space X , we denote by F(X), P(X) and PF(X) the
sets of operators of finite rank, of projections and of projections of finite rank on X . For an open
set Ω ⊆ Cn and a set A ⊆ X we denote by O(Ω , A) and M(Ω , A) the sets of holomorphic and
meromorphic X -valued functions on Ω with values in A.
The meromorphy of (λI − S)−1 on C \ {0} for a Riesz operator S is a special case of the
following inversion theorem for holomorphic Fredholm functions. This result was obtained in
1970 by Gohberg and Sigal [22] in the case of one complex variable and by Gramsch [24] in the
general case. Special cases of the theorem had been shown before by several authors. We sketch
a proof based on arguments from [22], see also [16], section XI.8.
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Theorem 2.1. Let Ω ⊆ Cn be a region and T ∈ O(Ω ,Φ(X)) a holomorphic Fredholm function.
Suppose that T (λ0)−1 exists for some λ0 ∈ Ω . Then T (λ)−1 exists outside an analytic set
Σ ⊆ Ω , and the inverse T−1 is meromorphic on Ω .
Proof. (a) The stability of the index implies ind T (λ) = ind T (λ0) = 0 for all λ ∈ Ω , since Ω is
connected. By assumption, the set Ω0 := {λ ∈ Ω | T (λ)−1exists} is an open nonempty subset of
Ω .
(b) Let µ ∈ ∂ΩΩ0. Since ind T (µ) = 0, we can construct an operator F ∈ F(X) of finite
rank such that T (µ)+ F is invertible. There is ε > 0 such that the ball Bε(µ) is contained in Ω
and T (λ)+ F is invertible for λ ∈ Bε(µ). For these λ we have T (λ) = T (λ)+ F − F , and thus
T (λ) (T (λ)+ F)−1 = I − F (T (λ)+ F)−1 =: I + P D(λ);
here P ∈ PF(X) is a projection onto R(F) and D : Bε(µ) → L(X) holomorphic. We put
Q := I − P and get
I + P D(λ) = (I + P D(λ) Q) (I + P D(λ)P).
Because of (I + P D(λ) Q)−1 = I − P D(λ) Q the operator T (λ) is invertible iff this is the case
for I + P D(λ)P . However, this operator is block diagonal with respect to the decomposition
X = N (P)⊕ R(P),
I + P D(λ) P =

I 0
0 I + D(λ)

,
and thus invertible iff this is the case for the operator
M(λ) := P (I + D(λ)) P ∈ L(R(P))
on the finite dimensional space R(P). Since µ ∈ ∂ΩΩ0, the matrix M(λ1) is invertible for some
λ1 ∈ Bε(µ), and by Cramer’s rule M(λ)−1 is meromorphic on the ball Bε(µ). Our computations
now yield
T (λ)−1 = (T (λ)+ F)−1 (Q + P M(λ)−1 P) (I − P D(λ) Q), (3)
and hence the inverse T (λ)−1 is meromorphic on Bε(µ).
(c) Finally we show Ω = Ω0 ∪ ∂ΩΩ0. Otherwise, the set Σ := Ω \Ω0 has nonempty interior.
So there is a point µ ∈ ∂ΩΣ ◦, and we have µ ∈ ∂ΩΩ0, too. Part (b) of our proof then shows
that Σ ∩ Bε(µ) is an analytic set for some ε > 0 and thus has empty interior. This contradiction
completes the proof. 
2.2. Finite-meromorphic operator functions
(a) Formula (3) says that the meromorphic operator function T−1 has local decompositions
T (λ)−1 = A(λ)+ 1
f (λ)
B(λ) F C(λ), (4)
where A, B,C are holomorphic operator functions, f ≢ 0 is a scalar holomorphic function
and F is an operator of finite rank. Meromorphic operator functions with this property will
be called finite-meromorphic here; this notion is defined similarly for operator functions in
M(Ω , L(X, Y )) acting between two Banach spaces.
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(b) In the case n = 1 all negative Laurent-coefficients of a finite-meromorphic operator
function contain an operator of finite rank as a factor and thus have finite rank themselves.
Therefore finite dimensional projections can be factored out to the left and to the right of the
singular terms of the local decompositions (4): We have
T (λ)−1 = A1(λ)+ P1 S1(λ) and T (λ)−1 = A2(λ)+ S2(λ) P2 (5)
with holomorphic functions A j , meromorphic functions S j and finite dimensional projections
Pj .
(c) For n ≥ 1 meromorphic operator functions with local decompositions (5) are called left
finite-meromorphic and right finite-meromorphic by Gramsch [24]. Theorem 2.1 and its proof
hold for left or right finite-meromorphic Fredholm functions T , too (here we assume that the
holomorphic terms A in the local decompositions are Fredholm valued).
(d) For n > 1 the inverse T−1 constructed in Theorem 2.1 need not be left nor right
finite-meromorphic. Moreover, these notions are not equivalent. These results from [30] will
be explained in Example 4.10.
Fredholm functions with non-zero index have no inverses, but they may have one-sided or
generalized inverses. Basic results on generalized inverses are due to Atkinson [3], and there is
an extensive literature on this concept.
2.3. Generalized inverses
(a) Let X, Y be Banach spaces. A bounded linear operator T ∈ L(X, Y ) is called relatively
regular, notation: T ∈ R(X, Y ), if it has a generalized inverse U ∈ L(Y, X) satisfying
T U T = T and (6)
U T U = U. (7)
If U ∈ L(Y, X) satisfies only (6), then V := U T U satisfies (6) and (7). Now, condition (7)
implies that U T ∈ L(X) and T U ∈ L(Y ) are projections such that N (T ) ⊆ N (U T ) and
R(T U ) ⊆ R(T ). Condition (6) implies equality in these inclusions, and conversely N (T ) =
N (U T ) or R(T U ) = R(T ) implies (6).
(b) Especially, for a relatively regular operator T ∈ R(X, Y ) the kernel N (T ) and the range
R(T ) are complemented subspaces of X and Y . The converse of this statement also holds:
Let P ∈ L(X) be a projection onto N (T ) and Q ∈ L(Y ) a projection onto R(T ). ThenT : N (P) → R(T ) is bijective, and the operator U := T−1 Q is a generalized inverse of T .
Obviously, U is uniquely determined by the choice of N (P) and N (Q).
2.4. Semi-Fredholm operator functions
(a) Let X, Y be Banach spaces. The sets of left and right semi-Fredholm operators from X to
Y are defined as
Φℓ(X, Y ) := {T ∈ R(X, Y ) | dim N (T ) <∞}
Φr (X, Y ) := {T ∈ R(X, Y ) | codim R(T ) <∞}.
The index ind T ∈ Z ∪ {±∞} is defined as in (2) and stable under small perturbations and
under compact perturbations (see [47, IV Section 5]). The set of Fredholm operators from X
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to Y is given by Φ(X, Y ) = Φℓ(X, Y ) ∩ Φr (X, Y ). We have T ∈ Φℓ(X, Y )[Φr (X, Y )] iff the
equivalence class πT ∈ L(X, Y )/K (X, Y ) is left [right] invertible.
(b) Let Ω ⊆ Cn be a region and T ∈ O(Ω ,Φℓ(X, Y )) or T ∈ O(Ω ,Φr (X, Y )). We define
n(λ) := dim N (T (λ)), n0 := min{n(λ) | λ ∈ Ω},
d(λ) := codim R(T (λ)), d0 := min{d(λ) | λ ∈ Ω};
by Σ (T ) := {λ ∈ Ω | n(λ) > n0} or Σ (T ) := {λ ∈ Ω | d(λ) > d0} we denote the set
of singularities or jump points of T . For Fredholm functions both definitions coincide because
of the stability of the index. The arguments in the proof of Theorem 2.1 show that Σ (T ) is an
analytic subset of Ω (see [43]).
The following generalization of Theorem 2.1 is due to Gramsch [24,26]:
Theorem 2.5. Let X, Y be Banach spaces, Ω ⊆ Cn a domain of holomorphy and T ∈
O(Ω ,Φℓ(X, Y )) or T ∈ O(Ω ,Φr (X, Y )). Then T has a finite-meromorphic generalized inverse
U ∈M(Ω , L(Y, X)). If T (λ0) is injective [surjective] for some λ0 ∈ Ω , then U may be chosen
a finite-meromorphic left [right] inverse of U.
We sketch a proof of this theorem in the Φℓ-case, the Φr -case can be treated in the same way.
(a) The holomorphic function πT ∈ O(Ω , L(X, Y )/K (X, Y )) is left invertible for all λ ∈ Ω .
Then there is a holomorphic left inverse ℓ ∈ O(Ω , L(Y, X)/K (Y, X)) of πT . This theorem is
due to Allan [1] (see also [51,2,41,67]). Recently Leiterer and Rodman showed that Allan’s
theorem holds for a region Ω ⊆ Cn if and only if Ω is a domain of holomorphy (see
[54, Theorem 6.6]).
(b) The holomorphic function ℓ ∈ O(Ω , L(Y, X)/K (Y, X)) has a holomorphic lifting L ∈
O(Ω , L(Y, X)) satisfying πL = ℓ. This result holds over any open set Ω ⊆ Cn ; it is a special
case of Grothendieck’s [34] theory of topological tensor products and nuclear spaces. Thus we
have a regularization
L(λ) T (λ) = I + S(λ), λ ∈ Ω , (8)
of T with a holomorphic function S ∈ O(Ω , K (X)).
(c) We choose a point λ0 ∈ Ω such that n(λ0) = n0. After adding a suitable finite rank
operator to L we may assume dim N (I+S(λ0)) = n0, too. In case n0 = 0 then U := (I+S)−1L
is a finite-meromorphic left inverse of T .
(d) In the general case n0 ≥ 0 we put D(λ) := S(λ0) − S(λ) and take a generalized inverse
V0 of I + S(λ0). By Theorem 2.1, the function
V (λ) := (I − D(λ)V0)−1 V0 = V0 (I − V0 D(λ))−1
is finite-meromorphic on Ω . We compute
V (λ) (I + S(λ)) V (λ) = V (λ) for all λ ∉ Σ := Σ (I − DV0).
We put U := V L and immediately obtain U (λ)T (λ)U (λ) = U (λ) for λ ∉ Σ . Moreover,
dim N (T (λ)) ≥ n0 = dim N (U (λ)T (λ)) implies T (λ)U (λ)T (λ) = T (λ) for λ ∉ Σ , too. This
completes the proof.
3. Smooth meromorphic generalized inverses
For a finite-meromorphic left inverse U of T the function U T = I of course has a
holomorphic extension to Ω , but this may not be the case for the projection valued function
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T U . In this section we study the question whether in the situation of Theorem 2.5 a finite-
meromorphic generalized inverse U of T can be constructed such that the projection valued
functions U T and T U have holomorphic extensions to Ω and such that U is holomorphic
on Ω \ Σ (T ). A generalized inverse U of T with these properties is called smooth. We also
discuss the question whether the finiteness condition on the dimensions of the kernels or the
codimensions of the ranges can be relaxed.
We start with a brief discussion of operator functions with “smoothly behaved” kernels and
ranges.
3.1. Holomorphic families of subspaces
(a) Let Ω ⊆ Cn be a region. A family {M(λ)}λ∈Ω of closed subspaces of a Banach space
X is called holomorphic, if for each point µ ∈ Ω there is a neighborhood U ⊆ Ω of µ and a
holomorphic function G ∈ O(U,GL(X)) such that
G(µ) = I and M(λ) = G(λ)M(µ) for all λ ∈ U. (9)
This concept was investigated by Shubin [67], the analogous concept of continuous families of
subspaces already by Gohberg and Markus [21].
(b) Since we are concerned with relatively regular operators in this article, we only consider
families of complemented subspaces. In this case the following statements are equivalent:
(i) {M(λ)}λ∈Ω is a holomorphic family of subspaces of X .
(ii) For each µ ∈ Ω and each complement N of M(µ) there is a neighborhood U ⊆ Ω of µ
such that X = M(λ) ⊕ N for all λ ∈ U and the projection P(λ) of X onto M(λ) along N
depends holomorphically on λ ∈ U .
(iii) For each µ ∈ Ω there is a neighborhood U ⊆ Ω of µ and a projection valued function
P ∈ O(U,P(X)) such that R(P(λ)) = M(λ) for all λ ∈ U .
(c) The equivalence of (i)–(iii) is easy to see. To show “(i)⇒ (ii)”, let P0 be the projection of X
onto M(µ) along N . Then H(λ) := G(λ)P0+(I−P0) is invertible near µ, and we have P(λ) :=
H(λ)P0 H(λ)−1. For “(iii) ⇒ (i)” we just put G(λ) := P(λ)P(µ)+ (I − P(λ))(I − P(µ)) near
µ.
For an operator T ∈ L(X, Y ) the reduced minimum modulus is defined by
γ (T ) := inf
 ∥T x∥
dist (x, N (T ))
| x ∈ X \ N (T )

.
By the closed graph theorem, R(T ) is closed iff γ (T ) > 0.
The following concept was introduced by Markus [60] and further studied in e.g. [69,68,56],
[20], Chapter 6, and [54].
3.2. Uniformly regular operator functions
(a) Let X, Y be Banach spaces. A continuous operator function T ∈ C(Ω , L(X, Y )) is called
uniformly regular, if the function γ (T (λ)) is locally bounded away from 0 on Ω . Equivalent
statements are:
(i) The operator function T ′ ∈ C(Ω , L(Y ′, X ′)) is uniformly regular.
(ii) The function λ→ N (T (λ)) is continuous with respect to the gap metric.
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(iii) The ranges R(T (λ)) are closed, and the function λ → R(T (λ)) is continuous with respect
to the gap metric.
(b) A continuous semi-Fredholm function T is uniformly regular iff dim N (T (λ)) or
codim R(T (λ)) is locally constant on Ω . A finite dimensional continuous operator function T
is uniformly regular iff dim R(T (λ)) is locally constant on Ω .
(c) Now, let Ω be a region in Cn and T ∈ O(Ω ,R(X, Y )) be a holomorphic operator function
with relatively regular values. Then these statements are equivalent:
(i) The operator function T is uniformly regular.
(ii) The family {N (T (λ))}λ∈Ω of kernels of T is holomorphic.
(iii) The family {R(T (λ))}λ∈Ω of ranges of T is holomorphic.
(iv) The operator function T locally admits holomorphic generalized inverses.
Shubin [67] proved the existence of global holomorphic projection functions on holomorphic
families of complemented subspaces over domains of holomorphy. The proof is based on results
of Grauert [33] and Bungart [12] on fiber bundles. For the case of one complex variable, a more
elementary proof is given in [20, Chapter 6].
Theorem 3.3. Let Ω ⊆ Cn be a domain of holomorphy and {M(λ)}λ∈Ω a holomorphic family
of subspaces of a Banach space X. Then there is a projection valued holomorphic function
P ∈ O(Ω , L(X)) such that R(P(λ)) = M(λ) for all λ ∈ Ω .
Now we consider operator functions T ∈ O(Ω ,R(X, Y )) which need not be uniformly
regular and discuss some conditions for the [local] existence of smooth [finite-] meromorphic
generalized inverses of T . By [6], any two such inverses are holomorphically equivalent on Ω :
Proposition 3.4. Let Ω ⊆ Cn be a region and U1,U2 ∈M(Ω ,R(Y, X)) smooth meromorphic
generalized inverses of T ∈ O(Ω ,R(X, Y )). Then there exist holomorphic functions
E ∈ O(Ω ,GL(X)) and G ∈ O(Ω ,GL(Y )) such that
U1(λ) = E(λ)U2(λ)G−1(λ) (10)
for all λ ∈ Ω outside the pole sets of U1 and U2.
Proof. For j = 1, 2 the projection valued functions Pj := I − U j T and Q j := T U j have
holomorphic extensions to Ω . We have Pj Pk = Pk and Q j Qk = Qk on Ω , since these equations
hold outside the pole sets. The holomorphic functions E := (I − P1) + P2 ∈ O(Ω , L(X)) and
G := (I − Q1) + Q2 ∈ O(Ω , L(Y )) are invertible with inverses E−1 = (I − P2) + P1 and
G−1 = (I − Q2) + Q1. We have U1G = U1 Q2 = U1T U2 = (I − P1)U2 = EU2 and thus
(10). 
Especially the sets of (nonremovable) poles of U1 and U2 are equal. By statement 3.2(c)(iv)
above, they coincide with the setΣ (T ) of singularities or “jump points” of T , i.e. the complement
in Ω of the set of points µ ∈ Ω for which T is uniformly regular near µ. For semi-Fredholm
functions this notion of Σ (T ) coincides with the one defined in 2.4(b).
For µ ∈ Σ (T ) the kernel of T (µ) is “too large” compared to the kernels of T (λ) for λ near µ,
while the range of T (µ) is “too small”. Therefore we look for suitable “replacements” of these
spaces. For any holomorphic operator function T ∈ O(Ω , L(X, Y )) and µ ∈ Ω we define the
spaces
N [T, µ] := {x ∈ N (T (µ)) | ∃ fµ ∈ OXµ : Tµ fµ = 0 and fµ(µ) = x} (11)
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of values at µ of all germs of X -valued holomorphic functions in the sheaf kernel of T . Similarly,
we define
R[T, µ] := {y ∈ Y | ∃ gµ ∈ OYµ : gµ(µ) = y and gµ(λ) ∈ R(T (λ))
for λ near µ outside some analytic set}. (12)
Obviously, we have N [T, µ] ⊆ N (T (µ)) and R[T, µ] ⊇ R(T (µ)).
Proposition 3.5. Let Ω ⊆ Cn be a region and T ∈ O(Ω ,R(X, Y )).
(a) We have N [T, µ] = N (T (µ)) and R[T, µ] = R(T (µ)) for µ ∈ Ω \ Σ (T ).
(b) Now suppose that U ∈ M(Ω ,R(Y, X)) is a smooth meromorphic generalized inverse of
T . Then Σ (T ) is contained in an analytic subset of Ω , and the families {N [T, µ]}µ∈Ω and
{R[T, µ]}µ∈Ω are holomorphic.
Proof. We start with (b). The first assertion is clear. The projection valued functions P := I−U T
and Q := T U have holomorphic extensions to Ω . We claim that R(P(µ)) = N [T, µ] and
R(Q(µ)) = R[T, µ] for all µ ∈ Ω . In fact, for x ∈ R(P(µ)) we simply define fµ(λ) := P(λ)x
for λ near µ and get x ∈ N [T, µ]. Conversely, for x ∈ N [T, µ] we have x = f (µ) for a
holomorphic X -valued function f defined near µ satisfying f (λ) ∈ N (T (λ)) for all those λ.
Therefore we have P(λ) f (λ) = f (λ) for all λ ∉ Σ (T ) near µ, and λ → µ yields P(µ)x = x .
The second claim is shown in the same way.
(a) For µ ∈ Ω \ Σ (T ) the operator function T has a holomorphic generalized inverse U
near µ by 3.2(c)(iv). Thus from (b) we get N [T, µ] = R(P(µ)) = N (T (µ)) and R[T, µ] =
R(Q(µ)) = R(T (µ)). 
The following result was proved by Bart et al. [6] in the case of one complex variable in a
slightly different formulation.
Theorem 3.6. Let Ω ⊆ Cn be a region. An operator function T ∈ O(Ω ,R(X, Y )) locally has
smooth finite-meromorphic generalized inverses if and only if the following three conditions
hold:
(i) Σ (T ) is contained in an analytic subset of Ω .
(ii) The families {N [T, µ]}µ∈Ω and {R[T, µ]}µ∈Ω are holomorphic.
(iii) dim N (T (µ))/N [T, µ] <∞ or dimR[T, µ]/R(T (µ)) <∞ for all µ ∈ Ω .
If this is the case, we have
k(T, µ) := dim N (T (µ))/N [T, µ] = dimR[T, µ]/R(T (µ)) <∞ (13)
for all µ ∈ Ω and Σ (T ) = {µ ∈ Ω | k(T, µ) > 0}. Moreover, if Ω is a domain of holomorphy,
T has a global smooth finite-meromorphic generalized inverse on Ω .
Proof. “⇒” Conditions (i) and (ii) were already shown in Proposition 3.5. For µ ∈ Ω let
U ∈ M(ω,R(Y, X)) be a smooth finite-meromorphic generalized inverse of T on an open
neighborhood ω ⊆ Ω of µ. The holomorphic projection functions P := I −U T ∈ O(ω,P(X))
and Q := T U ∈ O(ω,P(Y )) project onto the spaces N [T ] and R[T ] over ω. We define
E(λ) := P(µ) P(λ)+ (I − P(µ)) (I − P(λ)) and (14)
G(λ) := Q(µ) Q(λ)+ (I − Q(µ)) (I − Q(λ)) for λ ∈ ω. (15)
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Then E ∈ O(V1,GL(X)) and G ∈ O(V1,GL(Y )) on a suitable open neighborhood V1 ⊆ ω of
µ. Consider the operator function
S := G T E−1 ∈ O(V1,R(X, Y )). (16)
Obviously, S(µ) = T (µ). For λ ∈ V1 \ Σ (T ), we have
N (S(λ)) = E(λ)N (T (λ)) = R(P(µ)) = N [T, µ] and
R(S(λ)) = G(λ)R(T (λ)) = R(Q(µ)) = R[T, µ],
and this implies N [S, λ] = N [T, µ] and R[S, λ] = R[T, µ] for all λ ∈ V1.
By S(λ) : N (P(µ)) → R(Q(µ)) we denote the operator S(λ) acting between these two
Banach spaces. Then we have
N (S(µ)) = R(P(µ))⊕ N (S(µ)) and R(S(µ)) = R(S(µ)). (17)
Moreover, for λ ∈ V1 \ Σ (T ) the operator S(λ) is bijective, and we haveS(λ)−1 = W (λ) := E(λ)U (λ)G(λ)−1 : R(Q(µ))→ N (P(µ)). (18)
We may assume µ = 0. Since U is finite-meromorphic, this also holds for W . So there is a
decomposition (4)
W (λ) = A(λ)+ 1
f (λ)
B(λ) F C(λ)
on some open neighborhood V2 ⊆ V1 of 0, where A, B,C are holomorphic operator functions
on V2, 0 ≠ f ∈ O(V2) and F has finite rank. By the Weierstraß preparation theorem (see
[35, II B]) we may assume that f is a Weierstraßpolynomial of order k ∈ N in suitable
coordinates λ = (λ′, z) = (λ1, . . . , λn−1, z) near 0 :
f (λ′, z) = zk +
k−1
j=0
a j (λ
′) z j , where a j (0) = 0.
Especially, we have f (0, z) = zk . We write h(z) := h(0, z) for all functions under consideration.
Now, we have
S(z) A(z)+ 1
zk
B(z) F C(z)

= S(z) W (z) = I or
S(z) (zk A(z)+ B(z) F C(z)) = zk I
near 0. Power series expansion then yields S(0) A(0) + F1 = I with a finite rank operator F1.
In the same way we also get A(0)S(0) + F2 = I with a suitable operator F2 of finite rank.
Therefore S(0) must be a Fredholm operator. Since S(λ) is invertible for λ ∉ Σ (T ), we have
indS(0) = 0. Together with (17) this implies (13) and thus (iii).
“⇐”: By (i), Σ (T ) is contained in an analytic subset of Ω . Let ω ⊆ Ω be a domain of
holomorphy. By (ii) and Shubin’s Theorem 3.3, there are holomorphic projection functions
P ∈ O(ω,P(X)) and Q ∈ O(ω,P(Y )) onto the holomorphic families {N [T, λ]}λ∈ω and
{R[T, λ]}λ∈ω. The operators T (λ) : N (P(λ)) → R(Q(λ)) are bijective for λ ∈ ω \ Σ (T ),
and U (λ) := T (λ)−1 Q(λ) is a generalized inverse of T (λ) for those λ.
We fix µ ∈ ω and define functions E,G and S as in (14)–(16); then (18) also holds. Because
of (17) and (iii),S(0) must be a semi-Fredholm operator, in fact a Fredholm operator of index 0,
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since S(λ) is invertible for λ ∉ Σ (T ). Now Theorem 2.1 implies that S−1 is finite-meromorphic
near µ, and thus this holds for U as well. Of course, U T = I − P and T U = Q, so U is smooth.
Moreover, U is holomorphic on {µ ∈ ω | k(T, µ) = 0}. This completes the proof. 
Corollary 3.7. Let Ω ⊆ Cn be a domain of holomorphy and T ∈ O(Ω ,R(X, Y )) be uniformly
regular. Then T has a holomorphic generalized inverse U ∈ O(Ω ,R(Y, X)).
This corollary was observed by several authors, implicitly in [6] or [43], explicitly in [54]. It
is a direct consequence of Shubin’s Theorem 3.3.
For the case of one complex variable, Bart et al. proved in [6] that condition (iii) in
Theorem 3.6 already implies conditions (i) and (ii) as well. For the important case of semi-
Fredholm operators, a different proof was given in [43]. In fact, in [6] a more general version of
this result for finite-meromorphic operator functions T is shown. To give a precise formulation,
we introduce some more notations:
Let X be a Banach space, µ ∈ C and MXµ denote the space of germs of meromorphic
X -valued functions at µ. By ν( f, µ) ∈ (−∞,∞] we denote the order of f ∈ MXµ in µ. For
T ∈ML(X,Y )µ and m ∈ Z we define
Hm[T, µ] := {x ∈ X | ∃ f ∈ OXµ : f (µ) = x, ν(T f, µ) ≥ m + 1},
Km[T, µ] := {y ∈ Y | ∃ f ∈MXµ : ν( f, µ) ≥ −m, T f ∈ OYµ, (T f )(µ) = y}.
The spaces Hm[T, µ] decrease with m, while the spaces Km[T, µ] increase. We haveN [T, µ] ⊆
H [T, µ] :=m Hm[T, µ] and K [T, µ] :=m Km[T, µ] ⊆ R[T, µ]. The stability number
k(T, µ) := dim H0[T, µ]/H [T, µ] = dim K [T, µ]/K0[T, µ] (19)
of T at µ was studied in [5]. Now we can state the result from [6]:
Theorem 3.8. Let Ω ⊆ C be a region and T ∈ M(Ω ,R(X, Y )) be a finite-meromorphic
operator function such that all Laurent coefficients of T of order 0 are relatively regular and
k(T, µ) <∞ for all µ ∈ Ω . Then T has a smooth finite-meromorphic generalized inverse on Ω .
Finiteness of the stability number implies finiteness of the gradient
γ (T, µ) := inf{m ∈ Z | Hm[T, µ] = H [T, µ]}
= inf{m ∈ Z | Km[T, µ] = K [T, µ]}
of T at µ. This notion generalizes that of ascent and descent already introduced by F. Riesz
1918 in his investigation of compact operators. Finiteness of the gradient is closely related
to the existence of smooth meromorphic generalized inverses which are not necessarily finite-
meromorphic. Moreover, the gradient equals the pole order of such generalized inverses. The
following local result was shown in [7]:
Theorem 3.9. A meromorphic operator function T ∈ ML(X,Y )µ has a smooth meromorphic
generalized inverse U ∈ ML(Y,X)µ with a pole of order p ∈ N0 at µ iff the spaces H [T, µ]
and K [T, µ] are complemented and p = γ (T, µ).
For the implication “⇒”, T may even have an essential singularity atµ. Theorem 3.9 is proved
by reduction to a result of Bart [4] which treats the special case that T has invertible values on
a deleted neighborhood of µ. In this case, we have H [T, µ] = {0} and K [T, µ] = Y , and U is
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a meromorphic inverse of T . Bart’s theorem can be proved by linearization techniques, i.e. by
reduction to the case T (λ) = λ A − S (see [9]) or even to the well-known case T (λ) = λ I − S
(see [17]).
In the situation of Theorem 3.9, T is uniformly regular on a deleted neighborhood of µ, and
we have N [T, µ] = H [T, µ] and K [T, µ] = R[T, µ]. We could also use the spaces N [T, µ]
and K [T, µ] for the definition of the gradient and for the formulation of the theorem.
We have this global result similar to Theorem 3.6:
Theorem 3.10. Let Ω be a region in C. A meromorphic operator function T ∈M(Ω , L(X, Y ))
has a global smooth meromorphic generalized inverse iff such inverses exist locally.
Proof. We may assume that T is holomorphic, using the Weierstraßproduct theorem. By
Proposition 3.5, Σ (T ) is a discrete subset of Ω , and the families {N [T, µ]}µ∈Ω and
{R[T, µ]}µ∈Ω are holomorphic. We construct a generalized inverse U as in part “⇐” of the
proof of Theorem 3.6. Statement (17) also holds for the Hm- and Km-spaces (see [7, Lemma
2.2]). Then Bart’s theorem from [4] implies the meromorphy of S−1 near µ. Now the theorem
follows as in the proof of Theorem 3.6. 
Theorem 3.8 can be deduced from Theorems 3.9 and 3.10 (see [7, Theorem 2.5]).
The proof of Theorem 3.9 in [7] shows that the spaces R(U (λ)) = N (P(µ)) and N (U (λ)) =
N (Q(µ)) can be chosen independent of λ in a deleted neighborhood of µ. Hoefer [36] observed
that U has this property iff U satisfies the following generalized resolvent equation
U (λ)−U (λ′) = U (λ′) (T (λ′)− T (λ))U (λ) (20)
on a deleted neighborhood ofµ. A smooth generalized inverse U ∈ML(Y,X)µ of T satisfying (20)
is called a generalized resolvent of T at µ. By Cauchy’s integral formula, (20) implies certain
relations for the Laurent coefficients of U and those of U T and T U , generalizing those for the
case T (λ) = λI − S (see [47, I. Section 5, 3. and III. Section 6, 5.]).
As in [37], we only consider linear operator functions
L(λ) := T − λ S, T, S ∈ L(X, Y ), λ near µ := 0 ∈ C,
which includes the case of a closed unbounded operator T in X = Y (and the inclusion operator
S = I : D(T )→ X ). Then (20) reduces to
U (λ)−U (λ′) = (λ− λ′)U (λ′) S U (λ), 0 < |λ|, | λ′| < δ. (21)
The relations for the Laurent coefficients An of U (λ) are
An S Am = (ηn + ηm − 1) An+m+1, n, m ∈ Z, (22)
where ηk :=

1 k ≥ 0
0 k < 0 . Especially, all coefficients An are determined by A0, P := −A−1 and
D := −A−2. From (22) we get
A−1 S A−1 = −A−1,
and therefore the operators P S ∈ L(X) and S P ∈ L(Y ) are projections. Now we can state
Hoefer’s result from [36,37]:
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Theorem 3.11. Let U ∈ML(Y,X)0 be a meromorphic generalized resolvent of L(λ) = T − λS
with pole order p ∈ Z at 0. Then the projections P S and S P reduce L and U, i.e. we have
L(λ) P S = S P L(λ), U (λ) S P = P S U (λ).
The generalized resolvent U (λ) is block-diagonal:
U (λ) =

− P
λ
−
p
n=2
(DS)n−2 D
λn
0
0
∞
n=0
λn(A0S)
n A0
 .
In the R(S P)–R(P S)-block, U (λ) is the meromorphic inverse of L(λ), while in the N (S P) −
N (P S)-block,U (λ) is a holomorphic generalized resolvent of L(λ), even at λ = 0.
The ranges and kernels of the projections P S and S P can be characterized by certain
chain conditions generalizing those of [9]. Theorem 3.11 does not hold for quadratic operator
functions; weaker results of this type for meromorphic operator functions are discussed in [36].
At the end of this section we discuss the existence of smooth meromorphic generalized
inverses for operator functions of several complex variables. In this case, Theorem 3.8 does
not hold. We present simple examples from [26,43]:
Examples 3.12. (a) Consider the holomorphic matrix function T ∈ O(C2, L(C2,C)) given
by T (λ1, λ2) : (x, y) → λ1x + λ2 y. Obviously, we have Σ (T ) = {0} and dimN [T, µ] =
dim N (T (µ)) = 1 for µ ≠ 0. However,N [T, 0] = {0}, and therefore the family {N [T, µ]}µ∈C2
cannot be holomorphic. On the other hand, we have R[T, µ] = C for all µ ∈ C2.
(b) By Proposition 3.5 the function T from (a) cannot have a smooth meromorphic generalized
inverse U near 0. This also follows from the fact that 0 would be an isolated singularity of U ,
which is impossible (see [35, I C]). For the same reason, a smooth meromorphic generalized
inverse of T ∈ O(Ω ,Φ(X, Y )) cannot exist, if the codimension of the analytic set Σ (T ) ⊆ Ω is
at least 2.
(c) Define T ∈ O(C2, L(C3)) by T (λ1, λ2) :=

λ1 0 λ2
0 λ1 λ2
0 0 0

. The analytic set Σ (T ) =
{λ ∈ C2 | λ1 = 0} is a linear subspace of C2 of codimension 1. Nevertheless, we have
dimN [T, µ] = 1 for µ ≠ 0 and N [T, 0] = {0}. The family {N [T, µ]}µ∈C2 is holomorphic
on C2 \ {0}, but not at 0.
So we can hope for holomorphy of the families of subspaces {N [T, µ]}µ∈Ω and
{R[T, µ]}µ∈Ω only outside some analytic subset of Ω of codimension ≥ 2. The following result
was proved in [43]:
Theorem 3.13. Let X, Y be Banach spaces and Ω ⊆ Cn a region.
(a) For T ∈ O(Ω ,Φℓ(X, Y )), the family {N [T, µ]}µ∈Ω is holomorphic outside some analytic
subset of Ω of codimension ≥ 2.
(b) For T ∈ O(Ω ,Φr (X, Y )), the family {R[T, µ]}µ∈Ω is holomorphic outside some analytic
subset of Ω of codimension ≥ 2.
For the proof, the problem is first reduced to the case of matrix functions by methods explained
in Section 2. Then Cartan’s Theorems A and B (see [35, VIII A]) and a result of Scheja [66] on
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the homological dimension of coherent analytic sheaves are used. From Theorem 3.6 we get the
following
Corollary 3.14. Let X, Y be Banach spaces, Ω ⊆ Cn a region and T ∈ O(Ω ,Φ(X, Y )).
Then there is an analytic set Σ ⊆ Ω of codimension ≥2 such that T locally has smooth
finite-meromorphic generalized inverses on Ω \ Σ . T has a global smooth finite-meromorphic
generalized inverse on any domain of holomorphy ω ⊆ Ω \ Σ .
It seems to be unknown whether Theorem 3.13 holds for the family {R[T, µ]}µ∈Ω in the
Φℓ-case or for the family {N [T, µ]}µ∈Ω in theΦr -case. A positive answer to this problem would
also prove Corollary 3.14 for Φℓ- or Φr -functions.
4. Global decompositions of finite-meromorphic operator functions
In this section we only consider operators acting on one Banach space X . The more general
case of operators acting between two Banach spaces requires only minor modifications.
The space K (X) of compact operators on X is a closed ideal in the Banach algebra L(X).
Therefore the finite-meromorphic operator function U constructed in Theorem 2.5 admits a
global additive decomposition
U (λ) = A(λ)+ S(λ), λ ∈ Ω , (23)
where A : Ω → L(X) is holomorphic and S : Ω → K (X) is meromorphic. In this section
we construct global additive decompositions (23) for any finite-meromorphic operator function
U with even smaller singular parts, i.e. with K (X) replaced by smaller ideals J (X). This
investigation was initiated by Gramsch [25].
In order to present the main ideas of the construction clearly, we first prove (23) for the ideal
N (X) of nuclear operators on X which was introduced by Grothendieck [34] (see also [64]).
N (X) is a Banach space under its nuclear norm which is continuously embedded into L(X).
We need the following fact, which can be derived from the Weierstraß preparation and division
theorems (see [30, Proposition 2.5]):
Proposition 4.1. Let E be a Fre´chet space which is continuously embedded into another Fre´chet
space F. Let Ω ⊆ Cn be a region and f ∈M(Ω , E). Suppose that f : Ω → F is holomorphic.
Then f : Ω → E is holomorphic as well.
Now we can prove a decomposition theorem with nuclear singular parts; this is a special case
of results of Gramsch [25].
Theorem 4.2. Let Ω ⊆ Cn be a domain of holomorphy and U ∈ M(Ω , L(X)) a finite-
meromorphic operator function. Then we have a global decomposition
U = A + S, where A ∈ O(Ω , L(X)) and S ∈M(Ω , N (X)). (24)
Proof. By assumption, U has local decompositions (4). So there is a locally finite open covering
{U j } j∈N of Ω such that
U = A j + S j on U j with A j ∈ O(U j , L(X)) and S j ∈M(U j , N (X)). (25)
In fact, by (4) we have S j (λ) = 1f (λ) B j (λ) F j C j (λ), where B j ,C j ∈ O(U j , L(X)),
0 ≠ f j ∈ O(U j ) and F j ∈ F(X) ⊆ N (X). Using local power series expansions of B j and
C j , we get B j F j C j ∈ O(U j , N (X)).
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Now we define Hi j := Ai − A j = S j − Si on Ui j := Ui ∩ U j . Proposition 4.1 implies
Hi j ∈ O(Ui j , N (X)), and we get additive Cousin data with values in the Banach space N (X).
Since Ω is a domain of holomorphy, this Cousin problem can be solved, using an extension
of H. Cartan’s Theorem B due to Bishop [11]. So there are functions H j ∈ O(U j , N (X))
such that Hi j = Hi − H j on Ui j . By S(λ) := S j (λ) + H j (λ) for λ ∈ U j we can define a
global meromorphic function S ∈ M(Ω , N (X)). For A := U − S ∈ M(Ω , L(X)) we have
A = A j − H j on U j and thus A ∈ O(Ω , L(X)). This completes the proof. 
The ideal N (X) of nuclear operators is the smallest Banach ideal in L(X). However, there
are interesting smaller operator ideals which are nonlocally convex topological vector spaces.
A complete metrizable topological vector space will be called an (F)-space, a locally convex
(F)-space a Fre´chet space.
4.3. (F)-ideals
(a) A two-sided ideal {0} ≠ J (X) ↩→ L(X) is called an (F)-ideal, if it is an (F)-space
continuously embedded into L(X). The ideal J (X) automatically contains all operators of
finite rank. By the closed graph theorem, the multiplication maps L(X) × J (X) → J (X) and
J (X)× L(X)→ J (X) are continuous.
(b) For T ∈ L(X) the approximation numbers are given by
αk(T ) := inf{∥T − F∥ | dim R(F) ≤ k}, k ∈ N0.
Let ϕ : [0,∞) → R be an Orlicz function, i.e. continuous, increasing and concave such that
ϕ(0) = 0. Then (F)-ideals of ϕ-approximable and ϕ-nuclear operators are defined by (see
[18,64,65])
Sϕ(X) :=

T ∈ L(X) |
∞
k=0
ϕ(αk(T )) <∞

and
Nϕ(X) :=

T =
∞
j=1
x ′j ⊗ x j |
∞
j=1
ϕ(∥x j∥∥x ′j∥) <∞

.
We always have Sϕ(X) ↩→ Nϕ(X) and equality for Hilbert spaces X .
(c) Important examples are the functions ψp : t → t p for 0 < p ≤ 1. We have
Nψp (X) ↩→ Sψr (X) for r > p1−p ; the intersection S(X) :=

r>0 Sψr (X) =

p>0 Nψp (X)
is the (F)-ideal of operators with rapidly decreasing approximation numbers.
(d) Here we are mainly concerned with the Orlicz functions given by
ϕq(t) :=


log
1
t
−q
0 < t ≤ e−2
2−q t ≥ e−2
for 0 < q <∞.
We have Jq(X) := Nϕq (X) = Sϕq (X) ↩→ S(X) for all 0 < q < ∞ (see [13]).
The approximation numbers of an operator T ∈ Jq(X) decrease exponentially: αk(T ) ≤
C exp (−k1/q).
In [25] Gramsch proved Theorem 4.2 for the (F)-ideal S(X); of course, this requires a concept
of holomorphy for functions with values in this space. Holomorphic functions with values in
general topological vector spaces have been investigated by many authors, see e.g. [23,32,72,
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10,25,70,71,8,73]. As in [8], we call a function analytic, if it has local power series expansions.
However, this notion leads to unexpected effects, for instance, Liouville’s theorem may fail for
such functions (see [71, 9.4]). Therefore the following concept is more useful for our purposes:
4.4. Holomorphic functions with values in (F)-spaces
(a) LetΩ ⊆ Cn be a region and E an (F)-space. A function f : Ω → E is called holomorphic,
notation: f ∈ O(Ω , E), if there is a locally convex Fre´chet space E0 ↩→ E , continuously
embedded into E , such that we have f (Ω) ⊆ E0 and f ∈ O(Ω , E0).
(b) It is important that for countably many functions { f j } j∈N in O(Ω , E) the same Fre´chet
space E0 ↩→ E can be chosen. To see this, let f j ∈ O(Ω , E j ) for Fre´chet spaces E j ↩→ E .
The spaces F j := E1 + · · · + E j ↩→ E are Fre´chet spaces under the quotient topologies of
E1 × · · · × E j . We have F ↩→ E for the inductive limit F = ind j→∞F j , formed in the
category of topological vector spaces. However, F is locally convex by a result of Iyahen [38]
and Ko¨hn [48]. By [25, Satz 8], any continuous linear map u : G → E from a locally convex
space G to E can be factored over a Fre´chet space E0 ↩→ E . Especially, there is a Fre´chet space
E0 satisfying F ↩→ E0 ↩→ E , and we have f j ∈ O(Ω , E0) for all j ∈ N.
(c) Because of (b), local and global holomorphy in the sense of (a) coincide.
(d) We note some important examples: For a fixed operator F ∈ J (X), the multiplication map
u : L(X)→ J (X), u(T ) := FT , is continuous. By [25], Satz 8, there is a Fre´chet space J0 ι↩→
J (X) and a continuous linear map u0 : L(X)→ J0 such that u = ι ◦ u0. Then for any operator
function B ∈ O(Ω , L(X)), we have u0 B ∈ O(Ω , J0) and thus F B = ι(u0 B) ∈ O(Ω , J (X)). In
the same way we also get B F ∈ O(Ω , J (X)).
Now we can state the following version of Theorem 4.2. It applies to meromorphic generalized
inverses of semi-Fredholm functions only in the case of one complex variable (see 2.2):
Proposition 4.5. Let Ω ⊆ Cn be a domain of holomorphy, U ∈ M(Ω , L(X))
a left or right finite-meromorphic operator function and J (X) be any (F)-ideal in L(X). Then
we have a global decomposition
U = A + S, where A ∈ O(Ω , L(X)) and S ∈M(Ω , J (X)).
Proof. Because of 4.4(b) and (d) above, we have S j ∈ M(U j , J0) for a Fre´chet space
J0 ↩→ J (X) and all singular terms in (25). Since Bishop’s Theorem B also holds for Fre´chet
spaces, the assertion follows as in Theorem 4.2. 
For general finite-meromorphic functions U it is not clear whether the products B j F j C j in (4)
or (25) are in O(U j , J (X)). This should not be surprising, since the definition in 4.4(a) ignores
the multiplicative structure of holomorphic functions. This multiplication problem was studied
in [8] (see also [73]), using Turpin’s notion of galbs (see [70,71]):
4.6. Exponentially galbed operators
(a) A linear operator u : E → F between topological vector spaces is called exponentially
galbed, if for each 0-neighborhood U in F there exists a 0-neighborhood V in E such that∞
k=0
k
j=0( 12 )
j u(V ) ⊆ U .
(b) For n ∈ N, an operator u is called n-exponentially galbed, if it is a composition
of n exponentially galbed operators. This is the case iff for each U there is a V such that∞
k=0
k
j=0( 12 )
j1/n u(V ) ⊆ U (see [73]). Instead of 12 any 0 < ε < 1 may be used.
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(c) A topological vector space E is called exponentially galbed, if the identity on E is
exponentially galbed. Examples of such spaces are locally bounded and locally pseudoconvex
spaces, for instance the (F)-ideal S(X) of operators with rapidly decreasing approximation
numbers.
(d) For the (F)-ideals introduced in 4.3(d), the following result was shown in [8]: For p−q > 1
the inclusion map i : Jq(X) → Jp(X) is exponentially galbed. This is not the case for
0 ≤ p − q < 1 (see Example 4.10(b)).
Turpin [70] showed that for exponentially galbed spaces analyticity and holomorphy coincide.
This is a special case of the following result from [8]:
Theorem 4.7. Let E, F,G, H be (F)-spaces, × : E × F → G a continuous bilinear map and
u : G → H an n-exponentially galbed linear map. Let Ω ⊆ Cn be a region, B : Ω → E be
analytic and C : Ω → F be holomorphic. Then u ◦ (B × C) : Ω → H is holomorphic.
From 4.4(d), 4.6(d) and Theorem 4.7 we get this
Corollary 4.8. Let Ω ⊆ Cn be a region, B,C ∈ O(Ω , L(X)) and F ∈ F(X). Then we have
B FC ∈ O(Ω , Jp(X)) for any p > n.
This statement is not true for p = n (see Example 4.10(b)). Corollary 4.8 implies that
Theorem 4.2 holds for the (F)-ideals Jp(X) for p > n. However, the following sharper result
was obtained in [30]:
Theorem 4.9. Let Ω ⊆ Cn be a domain of holomorphy and U ∈ M(Ω , L(X)) a finite-
meromorphic operator function. Then for p > n − 1 we have a global decomposition
U = A + S, where A ∈ O(Ω , L(X)) and S ∈M(Ω , Jp(X)).
Proof. Fix µ := 0 ∈ Ω . As in (4) the function U has a decomposition
U (λ) = A(λ)+ 1
f (λ)
B(λ)FC(λ) (26)
on a neighborhood V1 ⊆ Ω of 0. By the Weierstraß preparation theorem we may assume that f
is a Weierstraß polynomial of order k ∈ N in suitable coordinates λ = (λ′, z) near 0. We apply
the Weierstraß division theorem to the germs of B and C at 0:
B0 = f0 B0 + k−1
j=0
b j,0 z
j and C0 = f0 C0 + k−1
j=0
c j,0 z
j ,
where B0, C0 ∈ OL(X)0 and b j,0, c j,0 are germs of holomorphic functions of only n− 1 variables
at 0. Then Corollary 4.8 implies bi,0 Fc j,0 ∈ OJp(X)0 for p > n − 1. So from (26) we get another
decomposition U = A + S on a neighborhood V2 ⊆ V1 of 0, where S ∈ M(V2, Jp(X)) for
p > n − 1. Now the proof proceeds as that of Proposition 4.5 or Theorem 4.2. 
In [13] further improvements were obtained by considering more general Orlicz functions
involving for instance log log-terms. However, Theorem 4.9 does not hold for p = n − 1. The
following examples (a) and (b) are from [8], while (c) and (d) are from [30].
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Examples 4.10. (a) Let {eα}α∈Nn0 ∪ { fα}α∈Nn0 be an orthonormal basis of a Hilbert space H , and
let∆n(r) be the polydisc of radius r > 0 around 0 ∈ Cn . The values of the holomorphic function
P(λ) := (e0 + f (λ))⊗ e(λ), λ ∈ ∆n(1), (27)
are one-dimensional projections. As in 3.1(c) above, we put P := P(0) and define
G(λ) := P(λ)P + (I − P(λ))(I − P). (28)
Then we have G(λ) ∈ GL(H) and
P(λ) = G(λ) P G(λ)−1, λ ∈ ∆n(r) (29)
for some r > 0. However, by estimating approximation numbers we can show that the function
P : ∆r (n)→ Jn(H) is not analytic, especially not holomorphic.
(b) So Corollary 4.8 does not hold for p = n. Theorem 4.7 does not hold for (n − 1)-(or
“(n− ε)-”)exponentially galbed maps, and because of 4.4(d) there is no (F)-ideal J (X) such that
the inclusion map i : J (X)→ Jn(X) is n-exponentially galbed. Especially i : Jq(X)→ J1(X)
is not exponentially galbed for any q > 0.
(c) Let P ∈ O(∆n(1), L(H)) be the projection function from (27). We put N := n + 1,
Q := I − P and define
T (λ, z) := Q(λ)+ z P(λ), (λ, z) ∈ ∆N (1).
Obviously, the inverse of T ∈ O(∆N (1),Φ(H)) is given by
T (λ, z)−1 = Q(λ)+ 1
z
P(λ), (λ, z) ∈ ∆N (1), z ≠ 0.
It is finite-meromorphic because of (29). Now suppose that for some ε > 0 there is a local
decomposition
T (λ, z)−1 = A(λ, z)+ S(λ, z), (λ, z) ∈ ∆N (2ε),
where A ∈ O(∆N (2ε), L(H)) and S ∈M(∆N (2ε), J (H)) for some (F)-ideal J (H). We may
replace J (H) by a Fre´chet subspace J0(H). For λ ∈ ∆n(2ε) Cauchy’s integral formula yields
P(λ) = 1
2π i

|z|=ε
T (λ, z)−1 dz = 1
2π i

|z|=ε
S(λ, z) dz.
By 4.1, S is a holomorphic J0(H)-valued function near ∆n(2ε) × {z ∈ C | |z| = ε},
and thus we have P ∈ O(∆n(2ε), J (H)). Because of (a) this is not possible for the ideal
J (H) = Jn(H) = JN−1(H), and therefore Theorem 4.9 does not hold for p = n − 1.
(d) The finite-meromorphic function T−1 is neither left nor right finite-meromorphic because
of 4.4(d) or Proposition 4.5, and this is also the case for the function M(λ, z) := T (λ, z)−1 −
Q(z) = 1z P(λ) of rank 1. Moreover, with the function G from (28), the function 1z G(λ)P
is right-, but not left finite-meromorphic near 0, while 1z PG(λ)
−1 is left-, but not right finite-
meromorphic. This can be shown as in (c). 
It would be interesting to obtain examples as in (d) without using results on nonlocally convex
topological vector spaces.
Now we sketch another approach to obtain global decompositions of operator functions. The
following sharp version of the regularization theorem (8) was shown in [29]:
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Theorem 4.11. Let X be a Banach space, J (X) any (F)-ideal in L(X), Ω ⊆ Cn a domain of
holomorphy and T ∈ O(Ω ,Φℓ(X)). Then there exist a Fre´chet left ideal Jℓ(X) ↩→ J (X) and
holomorphic functions L ∈ O(Ω ,Φr (X)) and J ∈ O(Ω , Jℓ(X)) such that
L(λ) T (λ) = I + J (λ) for all λ ∈ Ω . (30)
As in the proof of Theorem 2.5 we can thus construct a finite-meromorphic generalized inverse
U of T with a decomposition (24) such that the singular part S has values in J (X). However,
the examples in 4.10 show that we cannot conclude S ∈M(Ω , J (X)). This also implies that the
Fre´chet left ideal Jℓ(X) ↩→ J (X) in L(X) in general is not a right ideal at the same time.
For holomorphic Φr -functions we have a result similar to Theorem 4.11.
For a Fredholm function T ∈ O(Ω ,Φ(X)) of index 0 we may ask whether in (30) L can be
chosen in O(Ω ,GL(X)); in that case L is called an equivalent regularizer of T in [74] or [49],
Chapter 1. Multiplying (30) with A := L−1 we get a multiplicative decomposition of T :
T = A (I + J ), A ∈ O(Ω ,GL(X)) and J ∈ O(Ω , Jℓ(X)). (31)
There is a necessary topological condition for (31): The Fredholm function T has to be
homotopic in C(Ω ,Φ(X)) to an invertible continuous function G ∈ C(Ω ,GL(X)). This
condition is satisfied for contractible regions Ω ⊆ Cn and for all regions Ω ⊆ C (see [19]
or [20]). We have the following version of Oka’s principle:
Theorem 4.12. Let X be a Banach space, J (X) any (F)-ideal in L(X) and Ω ⊆ Cn a domain
of holomorphy. Suppose that T ∈ O(Ω ,Φ(X)) is homotopic in C(Ω ,Φ(X)) to a function
G ∈ C(Ω ,GL(X)). Then there exist a Fre´chet left ideal Jℓ(X) ↩→ J (X) and holomorphic
functions A ∈ O(Ω ,GL(X)) and J ∈ O(Ω , Jℓ(X)) such that
T (λ) = A(λ) (I + J (λ)) for all λ ∈ Ω . (32)
Theorem 4.12 was shown by Zaidenberg et al. [74] for the ideal J (X) = K (X) of compact
operators; the proof uses results of Grauert [33] and Bungart [12] on fiber bundles. The sharper
version for an arbitrary (F)-ideal is from [31], the case of one complex variable was already
treated by Leiterer [53].
From (32) we also can conclude T = A+AJ with AJ ∈ O(Ω , Jℓ(X)), since Jℓ(X) ↩→ L(X)
is a left ideal. We also have a decomposition
T (λ) = (I + J (λ)) A(λ) for all λ ∈ Ω , (33)
with holomorphic functions A ∈ O(Ω ,GL(X)) and J ∈ O(Ω , Jr (X)) for a suitable Fre´chet
right ideal Jr (X) ↩→ J (X).
It seems to be unknown in general, whether similar results hold in the Φr -case with right
invertible functions G and A or in the Φℓ-case with left invertible functions G and A (cf. the
discussion in [49, Section 1.6]). However, there are multiplicative decompositions (32) in the
case of one complex variable, see [53] and Theorems 5.6 and 5.8.
Many constructions discussed in this article are also possible for functions with values in
operator algebras, for example in C∗-algebras. The more general concept of Ψ∗-algebras was
introduced and investigated by B. Gramsch (see, e.g., [27,28]); it contains many algebras of
pseudodifferential operators. In fact, Theorems 2.5, 4.9 and 4.12 hold for operator functions in
submultiplicative Ψ∗-algebras (see [30,31]).
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5. Vector and operator function equations
In this last section we briefly discuss operator functions the values of which are not assumed
to be relatively regular. The following important result is due to Leiterer [52]:
Theorem 5.1. Let X, Y be Banach spaces, Ω ⊆ Cn a domain of holomorphy and
T ∈ O(Ω , L(X, Y )) such that T (λ) is surjective for all λ ∈ Ω . Then for every holomorphic
function y ∈ O(Ω , Y ) there is a holomorphic solution x ∈ O(Ω , X) of the equation
T (λ)x(λ) = y(λ), λ ∈ Ω .
Leiterer gives two proofs for this result. First, he shows that Cousin problems with values in
the sheaf kernel of T : OX → OY can be solved. The second proof reduces the problem to two
special cases. In one case, T has right invertible values and thus a holomorphic right inverse (see
part (a) of the proof of Theorem 2.5). In the other case, T is constant, and the assertion follows
from the lifting theorem for holomorphic functions (see part (b) of the proof of Theorem 2.5).
This reduction technique can also be used to show similar results for more general function
algebras (see [44]).
Leiterer’s Theorem 5.1 plays an important role in the proof of the following result of
Mantlik [59]:
Theorem 5.2. Let Ω ⊆ Cn be a region and P(λ, D) = |α|≤m aα(λ) Dα be a differential
operator with constant coefficients aα which depend holomorphically on the parameter λ ∈ Ω .
Assume that the strength of P(λ, D) is constant with respect to λ ∈ Ω . Then there exists
a (regular) fundamental solution of P(λ, D) which depends holomorphically on λ, i.e. a
holomorphic function E : Ω → D′(Ω) such that P(λ, D)E(λ) = δ for all λ ∈ Ω .
For Banach spaces X, Y sets of semi-Fredholm operators from X to Y are defined as
Φ−(X, Y ) := {T ∈ L(X, Y ) | dim N (T ) <∞, R(T ) closed}
Φ+(X, Y ) := {T ∈ L(X, Y ) | codim R(T ) <∞}.
Here we do not assume T ∈ R(X, Y ). The index ind T ∈ Z ∪ {±∞} is defined as in (2) and
stable under small perturbations and under compact perturbations (see [47, IV Section 5]). For
operator functions T ∈ O(Ω ,Φ−(X, Y )) or T ∈ O(Ω ,Φ+(X, Y )) the set Σ (T ) of singularities
or jump points is defined as in 2.4; T is uniformly regular iff Σ (T ) = ∅. Lerch [55] proved the
analyticity of Σ (T ) for Φ±-functions. In [45] Leiterer’s reduction technique was used to give
another proof of this result and also extend Theorem 3.13 to Φ±-functions.
The following substantial extension of Theorem 5.1 is due to Janz [39,40]:
Theorem 5.3. Let X, Y be Banach spaces, Ω ⊆ Cn a domain of holomorphy and
T ∈ O(Ω , L(X, Y )) uniformly regular. Let y ∈ O(Ω , Y ) be a holomorphic function such
that y(λ) ∈ R(T (λ)) on a nonempty open subset of Ω . Then there is a holomorphic solution
x ∈ O(Ω , X) of the equation T (λ)x(λ) = y(λ), λ ∈ Ω .
The hypotheses of Theorem 5.3 imply y(λ) ∈ R(T (λ)) for all λ ∈ Ω over every region
Ω ⊆ Cn ; this was already shown by Thijsse [69].
An analogon of Theorem 5.3 for C∞-functions and Cm-functions with Ho¨lder conditions is
due to Mantlik [57,58]; of course, he has to assume y(λ) ∈ R(T (λ)) for all λ ∈ Ω .
Theorem 5.3 can be considered a generalization of Corollary 3.7. In fact, if U is a holomorphic
generalized inverse of T , a solution of T x = y is simply given by x := U y. In the same way
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a meromorphic generalized inverse U of T can be used to construct meromorphic solutions of
vector function equations T x = y.
A similar observation was made in [26] for operator function equations
Ξ (λ)T (λ) = Υ(λ), λ ∈ Ω , (34)
where Υ is a given meromorphic operator function. Using a meromorphic generalized inverse U
of T , a meromorphic solution of (34) is simply given by Ξ = ΥU . Obviously, Ξ is holomorphic
outside the pole sets of Υ and U .
For functions without generalized inverses the following result was shown in [46]:
Theorem 5.4. Let X, Y, Z be Banach spaces, Ω ⊆ Cn a domain of holomorphy and
T ∈ O(Ω , L(X, Y )) be uniformly regular such that R(T (λ)) is complemented for all λ ∈ Ω .
Let Υ ∈M(Ω , L(X, Z)) satisfy N (Υ(λ)) ⊇ N (T (λ)) on a nonempty open subset of Ω . Then
there is a meromorphic solution Ξ ∈ M(Ω , L(Y, Z)) of (34). Moreover, Ξ can be chosen
holomorphic or even uniformly regular near µ ∈ Ω , if these properties hold for Υ near µ.
For the proof, we show that the function T ∈ O(Ω , L(L(Y, Z), L(X, Z))) given byT (λ)(Ξ ) := Ξ T (λ), λ ∈ Ω , is uniformly regular, too, and that all kernels N (T (λ)) are
complemented. Then we use Theorem 5.3, which in this special case was already obtained
in [46].
Theorem 5.4 does not hold without the assumption that the ranges of the operators T (λ)
should be complemented, not even for injective Φ−-functions:
Examples 5.5. (a) Let X be a closed subspace of a Banach space E which is not complemented.
We put Y = E × X and Z = X . For µ ∈ C we define Tµ(λ) ∈ L(X, Y ) by Tµ(λ)(x) :=
(x, (λ − µ)x) for x ∈ X and λ ∈ C. Then Tµ(λ) is an injective Φ−-operator for all λ ∈ C.
Moreover, Tµ(λ) is left invertible for λ ≠ µ, but this is not the case for λ = µ. Therefore Tµ(λ)
is surjective for λ ≠ µ, but not for λ = µ. Hence the function Tµ is not uniformly regular. Any
solution of the equation Ξ (λ)Tµ(λ) = I must have a singularity at µ.
(b) Now we consider an ℓp-direct sum T = T1/n of the operator functions T1/n . Then T (λ)
is an injective Φ−-operator for all λ ∈ C and left invertible iff λ ≠ 1n for all n ∈ N. As in (a), any
solution of the equation Ξ (λ)T (λ) = I must have singularities at all points µ = 1n , and therefore
cannot be meromorphic at 0.
Vector and operator function equations can also be solved for operator functions T with
jump points (see [45,46]). Here we only consider the case of one complex variable and use
the following multiplicative decompositions due to Lay and Thijsse [69,50]:
Theorem 5.6. Let X, Y be Banach spaces, Ω a region in C and T ∈ O(Ω , L(X, Y )) such that
R(T (λ)) is closed for all λ ∈ Ω . Then there are multiplicative decompositions
T (λ) = A(λ) (I + K (λ)) = (I + K (λ)) A(λ), (35)
where A, A ∈ O(Ω , L(X, Y )) are uniformly regular functions and K ∈ O(Ω , K (X)),K ∈ O(Ω , K (Y )) are compact operator functions such that I + K and I + K are invertible at
some point in Ω .
In fact, Theorem 5.6 holds for FG-meromorphic operator functions T , i.e. finite-meromorphic
operator functions for which all Laurent coefficients of order 0 have closed ranges and all stability
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numbers k(T, µ) from (19) are finite. FG-meromorphic functions with relatively regular values
were considered in Theorem 3.8.
However, Theorem 5.6 does not hold in the case of several variables, not even for holomorphic
quadratic matrix functions. This can be seen from Example 3.12(c), since a decomposition
T = (I + K ) A as in the Theorem implies holomorphy of the family {N [T, λ]} on Ω . In the
same way, T = A(I + K ) implies holomorphy of the family {R[T, λ]} on Ω .
From Theorems 5.4 and 5.6 we conclude the following result:
Theorem 5.7. Let X, Y, Z be Banach spaces,Ω a region inC and T ∈ O(Ω , L(X, Y )) such that
R(T (λ)) is complemented for all λ ∈ Ω . Let Υ ∈M(Ω , L(X, Z)) satisfy N (Υ(λ)) ⊇ N (T (λ))
on a nonempty open subset of Ω . Then there is a meromorphic solution Ξ ∈ M(Ω , L(Y, Z))
of (34).
To see this, we write T = A(I + K ) as in (35). Then the operator functions A and
Υ (I+K )−1 satisfy the assumptions of Theorem 5.4, and we get a solution Ξ ∈M(Ω , L(Y, Z))
of Ξ A = Υ (I + K )−1. Obviously, Ξ T = Υ .
A similar result holds for the equation T (λ)Ξ (λ) = Υ(λ) and holomorphic operator
functions T with closed ranges and complemented kernels.
We can use Theorem 4.12 to sharpen Theorem 5.6: Given any (F)-ideals J (X) ↩→ L(X) and
J (Y ) ↩→ L(Y ), we can choose K ∈ O(Ω , Jℓ(X)) and K ∈ O(Ω , Jr (Y )) for suitable Fre´chet
left ideals Jℓ(X) ↩→ J (X) and Fre´chet right ideals Jr (Y ) ↩→ J (Y ). Moreover, modifying the
decompositions (35) we get the following result from [31]:
Theorem 5.8. Let X, Y be Banach spaces, Ω a region in C and J (X) ↩→ L(X) an (F)-ideal.
(a) For T ∈ O(Ω ,Φ+(X, Y )) with ind T (λ) ≥ 0 on Ω , there exists a Fre´chet left ideal
Jℓ(X) ↩→ J (X) and a multiplicative decomposition
T (λ) = A(λ) (I + J (λ)), λ ∈ Ω , (36)
where A ∈ O(Ω , L(X, Y )), J ∈ O(Ω , Jℓ(X)), and A(λ) is surjective for all λ ∈ Ω .
(b) For T ∈ O(Ω ,Φ−(X, Y )) with ind T (λ) ≤ 0 on Ω , there exists a Fre´chet right ideal
Jr (X) ↩→ J (X) and a multiplicative decomposition
T (λ) = (I + J (λ)) A(λ), λ ∈ Ω , (37)
where A ∈ O(Ω , L(X, Y )), J ∈ O(Ω , Jr (X)), and A(λ) is injective for all λ ∈ Ω .
Proof. (a) We fix µ ∈ Ω and choose F ∈ F(X, Y ) such that T (µ)+ F is surjective. The sharp
version of Theorem 5.6 implies
T (λ)+ F = A(λ) (I + S(λ)), λ ∈ Ω , (38)
where A ∈ O(Ω , L(X, Y )), S ∈ O(Ω , Jℓ(X)) and A(λ) is surjective for all λ ∈ Ω . We write
F =rj=1 x ′j ⊗ y j for suitable x ′j ∈ X ′ and y j ∈ Y and choose a projection P ∈ F(X) such that
I − P projects ontorj=1 N (x ′j ). We may assume P ∈ Jℓ(X) by enlarging Jℓ(X), if necessary
(see [31, 3.4]). By Leiterer’s Theorem 5.1, there exist holomorphic functions x j ∈ O(Ω , X)
satisfying
A(λ) x j (λ) = y j , λ ∈ Ω , j = 1, . . . , r.
Thus F = rj=1 x ′j ⊗ A(λ)x j (λ) = A(λ)B(λ)P , where B(λ) = rj=1 x ′j ⊗ x j (λ). Now (38)
implies (36) with J = S − B P ∈ O(Ω , Jℓ(X)).
The proof of assertion (b) is similar. 
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