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ABSTRACT 
Epilepsy is a neurological disorder for which the electroencephalogram (EEG) is the 
most important diagnostic tool. Detection of interictal (between-seizure) epileptiform 
activity in the EEG is, however, complicated by various artifacts and spike-like transient 
waveforms in the normal background EEG. Approaches to the automatic detection of 
epileptiform discharges (EDs) require sophisticated signal analysis methods. 
We have developed a new system for the detection of EDs spikes, sharp waves, and 
spike-and-wavecomplexes in the EEG. It is based on the continuous wavelet transform 
(CWT) and incorporates statistical pattern recognition and 3D spatial source analysis. 
Wavelet-based approaches to signal analysis include the discrete wavelet transform 
(DWT) , the CWT, and matching pursuit. Both DWT and CWT are based on a 
prototype filter, defined by a wavelet function applied at various scales, that can lead to 
accurate localization in both the time and frequency domains. Wavelet-based methods 
are more appropriate for the analysis of non-stationary signals - such as the EEG than 
the more conventional standard and short-time Fourier transforms. Both the DWT 
and CWT1 have been applied previously to the spike detection problem but the CWT 
with a complex-valued wavelet is considered superior due to translation-invariance and 
independence from the phase of the transient. 
Statistical pattern recognition covers a wide range of classification techniques includ-
ing artificial neural networks and both linear and quadratic discriminant functions. 
Linear and quadratic discriminant functions perform well on the separation of two non-
Gaussian distributed samples from multidimensional feature spaces. In many medical 
diagnostic decision problems there is a large number of healthy controls but only a 
small number of definitively diagnosed patients. The resulting unequal sample sizes 
pose a problem for classification but can be counter-balanced by a bias term in the 
discriminant functions. An alternative interpretation of the output of discriminant 
functions can be gained by using a Bayesian approach to provide an additional mea-
sure of confidence in the decision process. 
A quasi-regular geodesic sampling grid of hypothetical current sources (dipoles) in 
the source space (brain volume) leads to a new paradigm for the estimation of source 
CWT has been applied to the spike detection problem with both real- and complex-valued 
wavelets. 
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location and source orientation. The orientation estimate forms the basis of a new 
characteristic spatial feature of epileptogenic spikes. 
The wavelet-based system can be separated into two distinct stages. Stage 1 detects 
candidate epileptiform discharges (CEDs). The magnitude of wavelet coefficients of a 
single scale of the CWT are evaluated on a logarithmic scale to adaptively estimate the 
background activity. Sudden deviations from the background trigger CED detections. 
In Stage 2 features of CEDs are extracted from their multichannel multiscale context. 
Important features are derived from the multiscale edges and ridges of the CWT. A lin-
ear discriminant function with a Bayesian approach is applied to obtain the probability 
that a single-channel transient is epileptiform. The source orientation of each CED is 
estimated with the dipole model and another linear discriminant function is used to 
estimate the spike probability of the multichannel CED. A training set of 53 EEGs (13 
epileptiform and 40 normal) was used in the design and training of the system. 
The system was evaluated using a test set of 53 EEGs (14 epileptiform and 39 
normal). This indicated a mean sensitivity of 57.9%, a mean selectivity of 62.5%, and 
a mean false detection rate of 6.8 false detections per hour. Detection results compare 
favourably with those obtained with two other published systems (Hybrid I and Hybrid 
II) on the same data set. The system is sensitive to weak EDs but fails to reject artifacts 
in several recordings. It is considered that the system would benefit from the addition 
of a further stage able to make use of wide-sense temporal context of detections. 
In summary, it has been shown that the CWT can function as a very sensitive 
time-adaptive multichannel detector for CEDs. The multichannel multiscale context of 
EDs provides important features for discrimination of EDs from artifacts via a linear 
classifier. When used in conjunction with a source-orientation estimate from a dipole 
model, the resultant system shows considerable potential as an accurate spike detector 
for applications in clinical neurophysiology. 
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PREFACE 
The following thesis presents the work done in more than three years as a student in 
the Department of Electrical and Electronic Engineering. Most of the research and 
development was conducted in the Department of Medical Physics and Bioengineering 
at Christchurch Hospital in collaboration with the Department of Neurology. 
I first got involved in the analysis of digital EEG as a physics student at the 
University of Marburg in 1993. As a summer student I ported EEG averaging software 
written in the iC' programming . language from the Atari/GEM environment to the 
Vax/VMS platform in collaboration with Prof Frank RosIer. I did my final year project 
and thesis under the supervision of Prof Frank RosIer and Prof Reinhard Eckhorn 
on the development of a technique for the decomposition of averaged auditory and 
somatosensory event-related potentials (ERPs) into a set of spatial components and 
respective temporal activation signals [GOlz 1995], similar to independent component 
analysis (ICA) [Makeig et al. 1996, Ghahremani et al. 1996, Makeig et al. 1997]. I 
developed an extensive software package for ERP analysis in the object-oriented 'C++' 
programming language including a graphical user interface and a script interpreter for 
psychophysiological research as a research assistant after graduating. Because the ERP 
waveforms feature a small number of waves with various phase lags, I tried to design 
a complex wavelet filter with the smallest possible number of oscillations and studied 
the properties of the resulting CWTs [Golz et al. 1997]. 
In 1997 I enrolled for a Masters degree in Electrical and Electronic Engineering 
under the supervision of Dr Phil Bones and Dr Richard Jones and started working 
on the analysis of clinical EEG and the spike detection problem. In December 1997 
I applied for, and was awarded, a University of Canterbury Postdoctoral Scholarship 
and enrolled for the degree of Doctor of Philosophy. 
The development of automated systems for the enhancement and detection of 
epileptiform spikes in the EEG has a long history as a collaborative project between the 
Department of Medical Physics and Bioengineering at Christchurch Hospital and the 
Department of Electrical and Electronic Engineering at the University of Canterbury. 
One of the earliest spike detection systems was designed by Dr Bruce Davey [Davey 
et al. 1989] and Dr Alison Dingle [Dingle 1992], who applied mimetic feature extraction 
followed by a rule-based expert system. Dr Christopher James used an artificial neu-
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ral network (ANN) for the classification of the mimetic features [James 1997] and Dr 
Donna Ward applied beamformer techniques used in radar systems to the enhancement 
of deep epileptiform activity [Ward 1998]. 
There are four main parts in this thesis: part one (Chapters 1 & 2) gives an 
introduction to the basic anatomy and neurophysiology of the brain, and the processes 
involved in the generation of electric surface potentials by the activity of the brain 
known as EEG. An introduction to the various symptoms and seizure types related to 
epilepsy and to the problem of identifying epileptiform transients that occur between 
seizures, the spike detection problem, follow. 
Part two (Chapters 3 & 4) deals with wavelet-based methods for signal analysis. 
The two major transforms, DWT and CWT, are presented along with a variety of 
suitable wavelets. While the DWT is fast and invertible, the CWT is better suited to 
a detection problem since it is translation-invariant. Transient specific features can be 
reliably extracted from the CWT only. The wavelet-based approaclles are compared 
to two bilinear time-frequency representations: the Wigner-Ville distribution (WVD) 
and the Choi-Williams distribution (CWD). 
In part three (Chapters 5 & 6) additional methods needed to build a spike detection 
system are presented. Discriminant functions are used as a tool to classify feature 
vectors in to two classes. Most discriminant functions have a term called bias that 
balances unequal sample sizes. This is important for the spike detection problem since 
the number of artifacts is commonly much larger than the number of epileptiform 
spikes. 
Electrostatic models for the generation of the electric surface potential are pre-
sented. From a given forward solution, an inverse estimate of the source distribution 
can be obtained. While the generation of the EEG is confined to the source space, some 
artifacts may also occur in electrode space. The absence of an absolute zero poten-
tial reference makes it impossible to invert the transformation from electrode space to 
channel space. The effect of an electric current generator in the volume of the source 
space, the forward solution, is simulated. 
In part four (Chapters 7 & 8) a wavelet-based spike detection system is presented, 
evaluated and compared to two existing systems. The system is based on the CWT and 
has two stages. In the first stage, transient waveforms are detected with an adaptive 
multichannel filter based on a single scale of the CWT. In the second stage, multichannel 
multiscale features of transients are extracted and classified with a linear discriminant 
function. The results of the new system are compared to those obtained with the two 
systems developed by Dingle [1992] and James [1997]. 
During the course of the work presented in this thesis the following workshops, 
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presentations and papers have been prepared: 
Goelz, H., Jones, RD. and Bones, P.J., 'Wavelets and their Application to Analysis 
of Biomedical Signals' 3rd Annual International Conference of the Australasian College 
of Physical Scientists and Engineers in Medicine, Christchurch Hospital, November 1, 
1998. 
Goelz, H., 'Wavelet Analysis of transient biomedical signals and its application 
to detection of epileptiform activity in the EEG' pre-conference Workshop on Time-
Frequency and Time-Scale (Wavelets) for biomedical signal and image processing, IEEE 
Engineering in Medicine and Biology (EMBS) and Bio Medical Engineering Society 
(BMES) Conference, Atlanta, October 12, 1999. 
Goelz, H., Jones, RD. and Bones, P.J., 'Continuous Wavelet Transform for the 
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in Medicine and Biology (EMBS) and Bio Medical Engineering Society (BMES) Con-
ference, Atlanta, October 13-16, 1999. 
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Chapter 1 
BRAIN AND ELECTROENCEPHALOGRAM 
1.1 INTRODUCTION 
This chapter begins with a brief introduction to the anatomy and neurophysiology of 
the human brain at various scales. A concise review of the processes involved in the 
generation of the electric phenom<mon related to the brain's activity, the electroen-
cephalogram (EEG), is given followed by a presentation of the techniques used in its 
measurement. Finally, the various normal patterns of the EEG and commonly found 
artifacts are discussed. Most information in this chapter is drawn from Nolte [1981], 
Nunez [1981], Duffy et al. [1989], Laidlaw et ai. [1993] and Binnie [1993]. 
1.2 THE HUMAN BRAIN 
1.2.1 Neurons 
The basic building elements of the brain are neurons and glial cells. About 100 billion 
neurons and ten times as many glial cells make up the human central nervous system 
(eNS). Neurons come in a great variety of sizes and shapes but most have a long 
protrusion, the axon, that carries information from the cell body, the soma, to other 
cells. Special structures at the end of the axons, the synaptic terminals connect one cell 
to another. On the receiving side of the synaptic terminals there are shorter protrusions 
called dendrites that pick up the information and carry it to the receiving cell's soma. 
Most of the glial cells form a special kind of wrapping, the myelin sheaths, around the 
axons that speed up information conduction and provide electrical insulation. 
1.2.2 Principle of Operation 
Inside the neuron, information is carried by an electric potential. The neuron's mem-
brane pumps N a + out of the soma and K+ into the soma producing a resting potential of 
about -70 p, V. If the neuron 'fires', the membrane transport is rapidly inverted leading 
to a positive action potential that travels down the axon to the synaptic terminals. 
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Between the neurons, information is carried by chemical processes. A neurotrans-
mitter is released at the synaptic terminals by the firing neuron. The neurotrans-
mitter is picked up by chemical receptors of the receiving neuron's dendrites where it 
causes a post-synaptic potential. The post-synaptic potential may either be excitatory 
or inhibitory. 
1.2.3 Neuronal Input, Processing and Output 
There are three main functional classes of neurons: sensory neurons, interneurons and 
motor neurons. Sensory neurons collect information from specific nonneural receptor 
cells which are sensitive to visual, auditory, tactile, proprioceptive, olfactory, or other 
sensory stimuli. Motor neurons directly control muscles and glands. All other neurons 
are interneurons which connect neurons amongst each other and make up 99.99% ofthe 
CNS. Interneurons are strongly interconnected with their dendrites having as many as 
103 to 105 synaptic terminals. 
1.2.4 Major Structural Elements of the eNS 
The CNS is composed of two main components: the brain and the spinal cord. The 
brain can further be subdivided into the cerebrum, the cerebellum and the brainstem 
(Fig. 1.1). The brainstem is the structure through which nerve fibres relay signals in 
both directions between the spinal cord and higher brain centres. The cerebellum lies 
posterior to the brainstem and has a primary role in coordinating movements. The 
shape of the cerebrum is characterized by a variety of sulci (folds), fissures (large folds) 
and gyri (rounded protrusions between folds) that are subdivided into four main lobes: 
frontal lobe, parietal lobe, occipital lobe and temporal lobe as illustrated in Fig. 1.1. 
/central sulcus 
-...."..---
, Parietal lobe 
Occipital lobe 
Temporal lobe ...:::...:~~,- - - - - - Cerebellum 
Brainstem 
Spinal cord 
Figure 1.1 Major structures of the cerebrum. 
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1.2.5 Cerebral Cortex 
Of particular interest is the cerebral cortex, which is the surface layer of the convoluted 
structure of the cerebrum. The cerebral cortex is only 2-3 mm thick and can be distin-
guished as the gray matter from the rest of the cerebrum. It contains predominantly 
cell bodies and dendrites of the neurons whereas the white matter is mainly made up 
of long axons [Nolte 1981]. 
1.2.6 Pyramidal Cells 
The cerebral cortex can be subdivided into six layers (labelled I to VI) each containing 
characteristic neurons. The largest neurons are the pyramidal cells which can grow 
as large as 100/hm in diameter and occupy layers III and V of the cortex (Fig. 1.2). 
Pyramidal cells are characterized by a series of basal dendrites that extend horizontally 
from their base, a large vertical apical dendrite attached to the top, and a long axon. 
95% of the pyramidal cells send ou,t a major axon running into the subcortical white 
matter that provides a link to a distant cortical area while only 5% make short range 
intracortical connections [Nunez 1981]. 
Apical Dendrite 
I 
I 
Axon 
/Soma 
Dendrites 
Figure 1.2 Pyramidal cell with soma, axon, basal dendrites and large apical dendrite. 
1.2.7 Localization of Function 
There is some controversy over localization of function in the cerebral cortex: some 
researchers maintain that particular areas of cortex are the unique sites of particular 
functions while others maintain that very large areas of cortex form uniform fields in 
which functions are not localized and that activities depend on the amount of such 
cortex that is intact. Although it has been established that damage to particular areas 
correlates with specific functional deficits, this could be mean that: 
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ell the function is actually localized in a particular area, 
110 one area performs one crucial step in the function, or 
" the area faciliates the activity of one or more other structures [Nolte 1981]. 
The cortex can be divided into primary sensory areas, a primary motor area and association 
areas. The location of the primary sensory and motor areas is well known and not 
disputed (Fig. 1.3). For some areas, such as the visual cortex, many details have 
Motor cortex 
I 
_-...._~_/ / Somatosensory cortex 
Broca's area 
- - - Wernicke's area 
\ 
\ 
Auditory cortex \ \ 
\ Visual cortex 
Figure 1.3 Different types of cortex. 
been discovered regarding the internal organization and temporal coding of associated 
signals [Hubel and Wiesel 1977, Eckhorn et al. 1988, Herculano Houzel et al. 1999]. 
Only two areas representing higher cognitive functions are well established: Broca's 
area and Wernicke's area, which relate to the production and comprehension of spoken 
language. Both areas have been studied in relation to aphasia (loss of speech) induced 
by lesions. Broca's area is involved in speech production while Wernicke's area can be 
linked to the comprehension and production of language (Fig. 1.3). 
A comprehensive collection of studies covering various modalities such as x-ray com-
puted tomography (CT), positron emission tomography (PET), functional magnetic reso-
nance imaging (fMRl), electroencephalography (EEG), magnetoencephalography (MEG), 
in investigations of the localization of brain function has recently been published by 
Toga and Mazziotta [2000]. 
1.3 THE ELECTROENCEPHALOGRAM 
1.3.1 Origin 
Neurons undergo two main types of electrical change: slow postsynaptic potentials 
lasting for 5-50 ms and much briefer action potentials lasting only about 1 ms. Action 
potentials do not generate fields that are recordable far from their origin. Virtually 
only postsynaptic potentials contribute to the field as measured on the scalp as the 
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EEG. The peak amplitude of the EEG is in the range of 5p,V to 100p,V, but it is 
mostly below 50 p,V [Duffy et al. 1989]. The activity of the pyramidal cells with their 
large apical dendrites is believed to be the major contributor to the generation of the 
EEG. Only the gross spatial mean of electrical activity of the cells can be recorded on 
the scalp. Binnie [1993] suggested the following analogy: someone listening outside a 
rugby stadium may hear but cannot understand the confused shouts of the crowd for 
most of the time. However, the general applause when the home team scores a try and 
the universal gasp when one is missed are easily recognized. That is, EEG recordings 
primarily reflect only that neuronal activity which is synchronous over a large number 
of neurons. 
A complete model of the physiological basis of the EEG, linking the microscopic 
level of neurons and both their local and global interconnection properties with the 
resulting potentials at a macroscopic level was proposed by Nunez [1981]. The basic 
mechanism generating surface potentials is illustrated in 1.4 [Nunez 1995]. 
9 a .A 
AxQtlfrom-
contrll'fll',1 
cart .. 
Figure 1.4 The six cortical layers (I-IV) with two pyramidal cells in layer V. Postsynaptic potentials 
generate surface positivity if the synaptic terminals are located in layer IV. Surface negativity results 
from synaptic terminals in layer II [Nunez 1995]. 
1.3+1.1 Rhythmic Activity 
The most common rhythmic electrical brain activity is found near 10 Hz. It is known 
as the alpha rhythm and was reported by Berger [1929]. 
Andersen and Andersson [1968] found that the thalamus, a small, olive-shaped 
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cerebral structure above the brainstem, has a putative role as a pacemaker for the 
alpha rhythm. Besides its presence in the EEG, the rhythm can be recorded with 
microelectrodes in the thalamus. After removal of the thalamocortical connections the 
alpha rhythm was found in the thalamus only [Andersen and Andersson 1968]. 
Lippold [1973] suggested that alpha waves were generated by the tremor in the 
extra-ocular muscles rather than the brain. However, his suggestion was rejected by 
the majority of scientists. 
Nunez [1981] reported that the phase relationships between thalamic and cortical 
alpha waves were far less consistent than those between distant cortical areas. He 
suggested a model for the intracortical generation of the alpha rhythm which is based on 
the wave equations used in physics to describe properties of standing and moving waves. 
The interaction between thalamic and cortical alpha waves may be more complex than 
suggested by Andersen and Andersson [1968]. 
1.3.2 Recording System 
Electric potentials on the scalp are commonly picked up by 20 or so electrodes. In 
routine clinical recordings, electrodes are placed at well defined locations according to 
the international 10-20 system proposed by Jasper [1958]. Four fixed landmarks serve 
as a references: nasion, inion, and the two preauricular points (Fig. 1.5). The 10-20 
Figure 1.5 System for electrode placement proposed by [1958]. 
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system divides the perimeter of the head into sectors of 10 and 20% (e.g. perimeter 
through nasion-Fp1-F3-C3-P3-01-inion). Potentials are measured either with respect 
to a single reference electrode (referential recording) or with respect to an adjacent 
electrode (bipolar recording). 
The manner in which electrodes are mapped to channels is called the montage and 
may be changed several times within a recording session. Recordings are preferably 
made within an electrically shielded room. The EEG signals in each channel are ampli-
fied and band-pass filtered (commonly 1-70 Hz). Traditionally, recordings of 8, 16 or 21 
channels were instantly written by a bank of galvanometers on a lengthy paper chart 
but this ha..'3 largely been replaced by paperless recording systems in which EEGs are 
digitized, stored, reviewed and archived by computer-based systems. Digital EEG has 
several fundamental advantages including the ease of changing the filter and montage 
of an actual recording. Montages used in the CUl'l'ent work are listed in Fig. 6.1. 
1.3.3 Features of Brain Waves 
A variety of rhythms and transient waveforms make up the normal background or 
ongoing EEG. Features of the background EEG are mainly influenced by the age of the 
subject and the state of sleep or wakefulness. Features of normal and abnormal EEG 
patterns are described in more detail in Duffy et ai. [1989] and Fisch [1991]. 
1.3.3.1 Alpha Activity 
The most prominent normal feature from the adult human cortex are alpha waves 01' 
alpha spindles which are characterized by a regular series of waves at about 10 Hz. Alpha 
1s 
Figure 1.6 Alpha spindles. 
waves between 8.5 and 12 Hz are considered normal for adults. Alpha activity mayorig-
inate from all regions but is more characteristic of the occipital areas [Ogilvie 1949]. 
It is most obvious while subjects are resting with eyes closed and diminishes dramati-
cally when eyes are opened. It may show a waxing and waning pattern over time. An 
example of alpha waves is given in Fig. 1.6 and in A.ll on p. 166 in Appendix A. 
Kellaway [1979] found that the mean frequency of alpha waves rises from 8.0 Hz 
in newborns to 10.0 Hz at the age of 22 years. In a similar study, Sem-Jacoben [1953] 
report a drop of the mean alpha frequency from 10.3 Hz in 17 to 29-year-olds to 9.2 Hz 
in those over 60. 
8 CHAPTER 1 BRAIN AND ELECTROENCEPHALOGRAM 
1.3.3.2 Beta Activity 
The beta rhythm is of lower amplitude than alpha activity and lies within the frequency 
band 18 to 32 Hz. It is more dominant in the anterior regions of the head and may be 
present simultaneously with alpha activity. An illustration of beta activity is shown in 
Fig. 1.7 and in Fig. A.3 on p. 158 in Appendix A. 
1 s 
Figure 1. 7 Beta activity. 
1.3.3.3 Theta Activity 
Theta waves lie within the frequency band of 4-7 Hz and occur during light sleep in 
normal adults. Theta waves found in young children during wakefulness may represent 
alpha activity of low frequency which can only be distinguished by recording periods 
with eyes open and eyes closed [Kellaway 1979]. 
Figure 1.8 Theta waves. 
1.3.3.4 Delta Activity 
Delta activity comprises slow waves of 1-4 Hz and are only found in sleep stage IV of 
normal subjects. J!lx:ce!lS delta activity is also a strong indicator of structural lesions in 
the brain such as tumors or haemorrhage. 
~1 s 
Figure 1. 9 Delta waves. 
1.3 THE ELECTROENCEPHALOGRAM 9 
1.3.3.5 Gamma Activity 
Cortical oscillations between 35 and 55 Hz are known as gamma activity. These waves 
are usually of extremely small amplitude and are often not seen at all [Ogilvie 1949]. 
Coherent stimulus-evoked resonances between 35 and 75 Hz have been reported from 
the visual cortex during the presentation of a simple visual stimulus [Eckhorn et al. 1988]. 
Tallon-Baudry et al. [1996] present less coherent visually evoked gamma-band responses 
in the EEG. 
1.3.4 ilrtifacts 
There are frequently other rhythms and transient waveforms in the EEG which are of 
non-cortical origin. In some cases, considerable experience is required to tell artifacts 
from cortical activity. 
1.3.4.1 Muscle Activity 
Artifactualmuscle activity is often seen in EEG with jaw movements or contraction of 
facial muscles. It may be continuously present if the subject is unable to relax. The 
electrical potentials resulting from muscle contractions appear as fast spiky waves at a 
rate of about 30 to 60Hz [Ogilvie 1949]. 
1.3.4.2 Sweating 
When the subject perspires, the baseline of the tracing may rise and fall, at a rate of 
1 Hz or less. The movements are more prominent in the frontal leads and are thought 
to be caused by the activity of the sweat glands [Ogilvie 1949]. 
1.3.4.3 Drift Artifacts 
Perspiration and other electrochemical processes at the skin-electrode interface may 
cause a continuous quasi-linear channel-specific drift. The drift is only observed in DC-
recordings which are commonly made to explore slow event-related activation patterns. 
It can be removed by linear regression [Hennighausen et al. 1993]. 
1.3.4.4 Electrode Artifact 
Electrodes may suddenly lose contact or become high resistive, producing abrupt jagged 
patterns also called 'electrode pop'. 
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1.3.4.5 EOG Artifact 
A series of isolated waves occurring at a rate of one to two per second may be caused 
by the QRS component of the electrocardiogram (ECG). The artifact is mainly found in 
referential channels. ECG artifacts are illustrated in Fig. A.17 on p. 172 in Appendix 
A. 
1.3.4.6 Eye Blinks and Eye Movements 
A constant potential exists in the retina such that eye movements cause strong potential 
changes on the scalp around the eye called the electrooculogram (EOG). The EOG can 
be recorded with bipolar channels near the eye. Eye blinks cause large scale positive 
transient deflections in the frontal channels of the EEG. A series of eye-blinks in the 
EEG can be seen on p. 174 in Appendix A. Artifacts caused by eye-blinks are usually 
symmetric on the two sides of the head and show decreasing amplitude from the frontal 
to the rear channels. However, the spatial distribution may change with the direction 
of gaze of the subject. Horizontal and vertical eye movements may also cause small low 
frequency transients in frontal channels. Fast eye blinks are especially problematic in 
the detection of epileptiform transients, since they exhibit some similarity. 
1.3.4.7 Electric Appliance Artifact 
The ring of a telephone in the EEG laboratory may sometimes cause a series of 18-
25 Hz waves in the EEG [Ogilvie 1949]. It may be a difficult and time-consuming task 
to identify the source of any enviromental electric disturbance. 
1.3.4.8 Mains Interference 
A steady 50 or 60 Hz artifact may be induced from the mains alternating current. Many 
EEG systems are equipped with a notch :filter that strongly attenuates the respective 
frequency. Mains interference may be caused by loops in the ground wiring. 
1.4 SUMMARY 
The basic anatomic structures and physiological processes of the human brain that are 
involved in the generation of the EEG were presented. Common features of the normal 
background EEG and various artifacts were described and illustrated. 
Chapter 2 
EPILEPSY AND THE SPIKE DETECTION PROBLEM 
2.1 INTRODUCTION 
Important aspects of epilepsy and the EEG as a diagnostic tool are presented. Changes 
in the EEG during and in between seizures are described. 
Various approaches to the autOJ;natic detection of interictal epileptiform activity in 
the EEG are presented. Approaches are based on mimetic features, statistical (autore-
gressive) models or transforms such as the wavelet transform. 
2.2 EPILEPSY 
Epilepsy is a reasonably common neurological disorder. It is estimated that about 1 % 
of the world's population has epilepsy and, despite medication, about 10% of patients 
have seizures more than once a month. As epilepsy is a symptom complex and not 
a disease as such, a presentation of epilepsy requires reference to three levels: the 
aetiology (cause), the seizure type, and the epileptic syndrome [Porter 1993]. 
The various classifications of epileptic seizures and epileptic syndromes are still 
evolving, but two standards have been approved by the International League Against 
Epilepsy: the 1981 Classification of Epileptic Seizures and the 1989 Classification of 
Epileptic Syndromes [Comm. ILAE 1981 and 1989]. Epilepsy can be caused by virtu-
ally any major category of serious disease or disorder in humans. It can result from 
congenital malformations, infections, tumours, vascular diseases, degenerative diseases, 
or injury. If the cause can be identified, the epileptic syndrome is labelled 'symp-
tomatic', otherwise - or until the cause has been identified it is labelled 'cryptogenic' 
[Porter 1993]. 
2.2.1 Epileptic Seizures 
Epileptic seizures are the most important indicator for an epileptic syndrome. Therefore 
it is of major importance to make a clinical observation of a seizure in order to diagnose 
an epileptic syndrome. Long-term observation of a patient with simultaneous video and 
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EEG recording may be needed to provide documentation of seizures that occur rarely. 
If no clinical observation can be obtained the description given by eye witnesses may 
be needed, particularly for those types of seizures that involve loss of consciousness. 
Epileptic seizures are classified as partial seizures or generalized seizures. Partial 
seizures are those in which the first clinical and EEG changes indicate initial activation 
of a system of neurons in one cerebral hemisphere. If both hemispheres are involved 
in the initial neuronal activation, the seizure is labelled 'generalized'. Simple partial 
seizures do not impair consciousness, complex partial seizures do impair consciousness 
and secondarily generalized partial seizures evolve to generalized seizures. Types of partial 
and generalized seizures and associated clinical signs are listed in Table 2.1. 
Seizures may last from seconds to several minutes. Seizures lasting for more than 30 
minutes or occurring at such frequency that the patient is unable to recover to a normal 
level of functioning between seizures are called status epilepticus [Treiman 1993]. For 
the diagnosis of an epileptic syndrome, additional factors such as case history, family 
history, age, age at onset, gender, neurological examination, ictaljinterictal (see 
below), psychological evaluation, aetiology of epilepsy, angiogram, MRI scan, CT scan, 
or the examination of the cerebrospinal fluid may play an important role beside the 
type of seizure observed [Porter 1993]. 
2.2.2 Changes in the EEG 
2.2.3 Ictal Changes 
The EEG recorded during a seizure is called ictal EEG, while the EEG between seizures 
is referred to as interictal EEG. Most seizures produce clear signs in the ictal EEG that 
are valuable indicators for the diagnosis. For example, the characteristic pattern found 
in ictal EEG of patients having absence seizures are 2-4 Hz spike-and-wave complexes 
as shown in Fig. A.1 on p. 156 in Appendix A. 
2.2.4 Interictal Changes 
In the interictal characteristic patterns for epilepsy may be less obvious. Interictal 
epileptiform patterns may include spikes, spike-and-wave complexes, and sharp waves. 
Fast abnormal transients such as the epileptiform patterns are called paroxysmal activity. 
Chatrian et al. [1977] defined epileptiform transients (ETs) on behalf of the Interna-
tional Federation of Societies for Electroencephalography and Clinical Neurophysiology 
(IFSECN) as 'transient, clearly distinguished from background activity, with pointed 
peak at conventional paper speeds and a duration from 20 to under 70 msec, that is, 
1j50th to 1j13th of a second approximately'. 
Binnie [1993] defined epileptiform transients as follows: 'spiky transients which 
are of less then 80 ms duration are called spikes, those lasting from 80-120 IDS are 
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Table 2.1 Major seizure types and associated changes in the EEG. Up to six sub-categories with 
individual clinical symptoms may exist for each clinical seizure type [Commission on Classification and 
Terminology of the International League Against Epilepsy 1981]. 
Clinical seizure type EEG seizure type Interictal EEG 
Partial Seizures 
Simple partial seizures Local contralateral discharge Local contralateral discharge 
(consciousness not starting over the corresponding 
impaired) area of cortical representation 
(not always recorded on the scalp) 
Complex partial seizures Unilateral or, frequently bilateral Unilateral or bilateral generally 
(with impairment of con- discharge, diffuse or focal in tem- asynchronous focus; usually in the 
sciousnessj may some- poral or frontotemporal regions temporal or frontal regions 
times begin with simple 
symptomatology) 
Partial evolving to sec- Above discharges become secon-
ondarily genemlized darily and rapidly generalized 
seizures 
(This may be general-
ized tonic-clonic, tonic, 
or clonic) 
Generalized Seizures 
Absence or 'petit mal' Usually regular and symmetrical 3 Background activity usually nor-
seizures Hz but may be 2-4 Hz spike and mal although paroxysmal activ-
slow-wave complexes. Abnormali- ity (such as spikes or spike and 
ties are bilateral slow-wave complexes) may occur. 
This activity is usually regular 
and symmetrical 
Atypical absence EEG more heterogeneous; may Background usually abnormal; 
include irregular spike and slow- paroxysmal activity (such as 
wave complexes, fast activity or spikes or spike and slow-wave 
other paroxsymal activity. Abnor- complexes) frequently irregular 
malities are bilateral but often and asymmetrical 
irregular and asvmmetrical 
Myoclonic seizures Polyspike and wave, or sometimes Same as ictal 
Myoclonic jerks spike and wave or sharp and slow 
(single or mUltiple) waves 
Clonic seizures Fast activity (10 cis or more) and Spike and wave or polyspike-and-
slow waveSj occasional spike and wave discharges 
wave patterns 
Tonic seizures Low voltage, fast activity or More or less rhythmic discharges 
a fast rhythm of 0-10 cis or of sharp and slow waves, some-
more decreasing in frequency and times unsymmetricaL Back-
increasing in amplitude ground is often abnormal for age 
Tonic-clonic seizures Rhythm at 0-10 or more cis Polyspike and waves or spike and 
decreasing in frequency and wave, or, sometimes sharp and 
increasing in amplitude during slow wave discharges 
tonic phase, interrupted by slow 
waves during clonic phase 
Atonic seizures Polyspikes and wave or flattening Polyspike and slow wave 
or low-voltage fast activitv 
• 
14 CHAPTER 2 EPILEPSY AND THE SPIKE DETECTION PROBLEM 
sharp waves. Waves of longer duration than 120 ms and of sharp appearance may also 
represent epileptiform activity. Discrete spikes and sharp waves are usually followed 
by a slower wave and, if this is prominent, the two together are described as spike and 
wave complex. Focal spikes are often polyphasic, but the most prominent component 
is usually surface negative' (see below). 
2.2.5 Focal and Non-focal Epileptiform Discharges 
An epileptiform event causes a number of coincident transients such as spikes, sharp 
waves, or spike-and-wave complexes in several EEG channels. Events on single channels 
are deemed to be ETs while the set of all EEG multichannel transients related to a 
single event is called an epileptiform discharge (ED). 
EDs emerging from a well localized region of cerebral irritation such as that caused 
by tumours or injuries are called focal EDs. If several foci are found in a single recording, 
the recording is said to contain multifocal epileptiform activity. 
A focal ED shows several peaks in adjacent bipolar channels. The specific property 
of a surface negative focal ED is that the polarity of the peaks changes such that peaks 
on one pair of adjacent channels point at each other. This phenomenon is known as 
phase reversal. In some cases the pair of channels that show the phase reversal may 
be separated by a channel not showing any unusual activity, a null-channel. A surface 
negative focal ED without null-channel is shown in Fig. A.20 on p. 175. Several focal 
EDs from multiple foci are illustrated in Fig. A.6 on p. 161. 
Other EDs that do not emerge from a well localized area of the cerebrum are called 
generalized EDs. 
The EEG samples in Appendix A show a variety of interictal epileptiform patterns 
as described in the captions. 
2.2.6 Diagnostic limitations of the interictat EEG 
2.2.6.1 EEG Spikes in Healthy Subjects 
Binnie [1993] has listed several examples of spike-and-wave complexes found in the 
EEG of people who do not suffer from epilepsy. 
One of the examples refers to rhythmic spiky discharges at 6 and 14 Hz found in 
drowsiness and light sleep of young adults. Spikes were surface-positive as opposed to 
epileptic spikes. About 20% of cases studied showed this feature. 
Mid-temporal rhythmic discharges consist of rhythmic sharp waves at about 6 Hz over 
the temporal regions. This activity appears to be unaffected by vigilance, attention, 
hyperventilation, and is unresponsive to epileptic drugs. During the discharge no ictal 
clinical manifestations are seen and no cognitive disturbance is demonstrable. 
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A similar phenomenon, sub-clinical rhythmic discharges of adults (SREDA), occurs 
further posteriorly and is virtually confined to adults of more than 50 years of age. It 
appears to have no clinical significance either. Chadwick [1993] expressed the function 
and limits of the diagnostic value of the EEG in the following way: 
((The EEG provides valuable information that may: 
(a) add weight to the clinical diagnosis; 
(b) aid the classification of epilepsy, and 
(c) show changes that may increase the suspicion of a structural lesion. 
Routine interictal EEG recording is one of the most abused investigations 
in clinical medicine and is unquestionably responsible for great human suf-
fering. The diagnostic value of an interictal EEG is widely misunderstood. 
EEGs are often requested either to exclude or to prove a diagnosis of epilepsy 
something that can seldom, if ever, be done. Erroneous interpretation of 
the EEG is probably the commonest reason for non-epileptic events being 
diagnosed as seizures." 
2.2.6.2 Epileptic Patients without EEG Spikes 
Conversely, in a study by Binnie et al. [1986], 50% of 100 patients with known epilepsy 
showed no signed of inter ictal epileptiform activity in the initial clinical EEG recording. 
When followed by sleep EEGs, 80% showed interictal activity. In 8 of 100 epileptic 
patients no signs of interictal epileptiform activity could be found in repeated wake 
and sleep recordings [Binnie et ai. 1986]. 
2.3 AUTOMATIC DETECTION OF INTERICTAL SPIKES IN 
THE EEG 
MacGillivray [1977] notes that neurophysiologists are fairly efficient at detecting spikes 
in the EEG within their own terms of reference and that repeatability for a single 
reader is high. However, inter-rater agreement can be surprisingly low. The precise 
definition of the sequence of operations by which marking is done in all circumstances, 
as is required for computer emulation, is a very difficult task and can only be achieved 
approximately. 
Glover et al. [1986] summarize the advantages automated methods of 
may have over visual methods: 
scoring 
(a) They can ease the work-load of the EEGer by providing off-line, faster 
than real-time analysis of lengthy records 
(b) They can provide reliability and repeatability in the analysis of data 
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(c) They can offer a tool for detailed quantification of the epileptiform activ-
ity, which could be used to study the effect of drug treatment 
(d) They could eventually lead to a comprehensive definition of an epilepti-
form, and thus contribute to the standardization of epileptiform detection. 
Two primary areas of application were identified by Dingle et aI. [1993]: firstly, long-
term EEG monitoring, where automated detection of epileptiform transients acts as a 
data reduction process, and, secondly, in routine clinical recordings where the objective 
is to minimize the visual inspection required. 
2.3.1 The Spike Detection Problem 
Various approaches have been taken to automatically identify epileptiform spikes. EDs, 
background features and artifacts come in a large variety. Furthermore, background 
features can change rapidly over time. All patterns found in the EEG have individual 
durations. Thus, an. appropriate amount of temporal context is needed to identify 
them. The spatial context may provide an important clue as EDs lead to a pool of 
surface negativity. Patterns may be of short duration but recurrent such that their 
detection can only be verified by comparing distant epochs in a recording or, in other 
words, wide-sense temporal context [Dingle et al. 1993, Black et al. 2000]. 
A number of approaches to the spike detection problem are presented in the fol-
lowing subsections. The performance of some of these systems is presented in Chapter 
8. 
2.3.2 Second Derivative Techniques 
Carrie [1972b] calculated the second derivative ofEEG waves on an analogue computer. 
When the magnitude of the second derivative exceeded a threshold, a transient was 
considered to be detected. No further classification of the transient was made. The 
threshold was dynamically updated with respect to a predefined number of previous 
waves. Waves were delimited by zero crossings of the EEG signal. Only a single 
EEG channel was processed and no performance evaluation was made [Carrie 1972b, 
Carrie 1972a]. 
2.3.3 Zero Crossing Techniques 
Ehrenberg and Pemy [1976] counted the zero crossings in two mean EEG signals derived 
from the average of four channels. Running sums of amplitudes were decreased by 12.5% 
per zero crossing unless the wave duration was within 50-71 ms (14 to 20 cycles per 
seconds, respectively). If the running sums exceeded a threshold for more than 750 ms 
a generalized spike-and-wave complex was considered to have been detected. Only one 
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kind of ET was detected by the system. Multichannel context was not used and the 
performance of the system was not evaluated. 
2.3.4 Mimetic Approaches 
Mimetic approaches try to mimic the way EEG readers evaluate individual waves. 
Firstly, the single channel EEG is broken down into a series of waves and half-waves. 
Subsequently, several characteristic attributes are assigned to each wave. 
Kooi [1966] evaluated the amplitude, duration, velocity and the angle sub tended by 
the rising and falling slope of various ETs. He suggested using these features to define 
objective criteria of ETs in paper recordings before the first spike detection systems 
were built. The angle definition he used is illustrated in Fig. 2.1 (left) with an actual 
ET. The respective ED can be found in channel 16 in Fig. A.6 on p. 161. Gotman and 
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Figure 2.1 Sample ET (100 samples, 0.5 s from E8219). Left: linear regression of rising and falling 
slopes of the spike. The angle between the two lines was proposed as a feature by Kooi [1966]. Right: 
periods of rising and falling potential between local extrema. Periods were joined to longer sequences 
in subsequent processing [Gotman et al. 1976] 
Gloor [1976] split EEG signals into rising and falling segments as illustrated in Fig. 2.1 
(right). Segments were subsequently joined to larger elements they called 'sequences' 
and 'waves'. Several basic attributes were assigned to each wave: 
• relative amplitude: amplitude of waves normalized by the average of the pre-
ceding five seconds, 
" duration of half-waves: duration between minimum and maximum, 
• pseudo-duration of half-waves: duration with non-linear correction (see below), 
• relative sharpness: second derivative of the apex normalized by preceding five 
seconds, and 
.. overall duration of the wave. 
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Figure 2.2 Close up of sample ET in previous figure showing the three major half-waves of the 
spike (60 samples only). For the second and third half-waves amplitude and duration are indicated 
by vertical and horizontal lines, respectively. Circles mark the potential at half the duration. Crosses 
(x) mark pseudo-duration as suggested by Gotman et al. [1976]. Two cases are illustrated: (left) the 
pseudo-duration equals the duration, and (right) the pseudo-duration is smaller than the duration. 
The. amplitude, duration and pseudo-dur<;ttion of half-waves, as defined by Gotman and 
Gloor [1976], are illustrated in 2.2. Subsequent processing rejected muscle spikes, 
eye-blinks and alpha activity. Inter-channel relationships were analyzed with respect 
to phase reversal patterns in bipolar chains of channels to confirm surface negativity. 
Similar mimetic approaches were used by Gotman [1985], Glover et al. [1986], Glover 
et al. [1989]' and Davey et al. [1989]. Dingle et al. [1993] measured the amplitude of 
a wave with respect to a 75 ms floating mean centered around the peak. They used 
the sum of the magnitudes of the half-waves' slopes as a measure of sharpness [Dingle 
et ai. 1993]. Performance of the system was tested in a clinical study with 521 EEGs 
including 50 epileptiform EEGs [Jones et al. 1996]. For the classification of entire EEGs 
a sensitivity of 95% and a selectivity of 72% were reported. There were only 0.29 false 
detections per hour. 
2.3.5 Parametric Approaches 
Da Silva et al. [1975] applied an autoregressive model to the N oll-stationarities 
such as epileptiform spikes were identified by a large prediction error of the model. 
They assumed a chi-square distribution for the prediction error and derived detection 
thresholds for confidence levels of 0.5% and 0.1%. Birkemeier et al. [1978] used the 
second derivative of the EEG and the second derivative of the prediction error of an 
autoregressive model as transient indicators. 
2.3.6 Syntactic Approach 
Walters et al. [1989] assigned one out of five symbols to each half wave according to 
slope and duration. Thus, they derived a symbolic representation of ETs from the 
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corresponding sequence of symbols they called 'spike string'. A finite-state grammar 
was automatically inferred from a set of training strings. The finite-state grammar 
represented a class of strings larger than the training set with properties of ETs. 
2.3.7 Approaches based on Artificial Neural Networks 
Eberhart et al. [1989] trained an artificial neural network (ANN) with 240-ms windows 
(60 samples) ofETs and non-ETs from a single-channel EEG recording. They examined 
several possible neural network architectures. 
Webber et al. [1994] developed a spike detection system based on a 3-layer feed-
forward ANN. The system was trained with the error-backpropagation method. The 
sensitivity at equal specificity of the system was increased from 46% to 73% by using 
mimetic features of ETs rather than 'raw' EEG data (refer to Chapter 5 for definitions 
of sensitivity and specificity). A 3-layer feed-forward ANN was also used by Gabor and 
Seyal [1992]. 
Kalayci and Ozdamar [1995] trained an ANN with features derived from wavelet 
analysis. Their approach is detailed in section 2.3.9. 
James [1997] used mimetic feature extraction and a self-organizing feature map 
(SOFM) for single channel analysis. The spatial context was subsequently evaluated 
by a fuzzy logic stage [James 1997, James et al. 1996a, James et al. 1996b, James 
et al. 1999]. After training with 35 epileptiform EEGs, a sensitivity of 55% and a 
selectivity of 82% were achieved in a blind test with 7 epileptiform and one normal 
recordings. James et al. [1997] also applied multireference adaptive noise cancelling 
(MRANC) to the raw EEG which they proposed as a spatial pre-processing stage to 
improve the sensitivity of any spike detection system. 
Tarassenko et al. [1998] compared the performance of two sets of features, mimetic 
features and coefficients derived from an autoregressive model (prediction error and 
partial correlations), in the training of an ANN. Superior performance was reported for 
the autoregressive model coefficients. However) a combination of all features further 
improved the cla..'lsification to a mean of 93% sensitivity and 91% specificity in a blind 
cross-validation of recordings from four patients. 
Ko and Chung [2000] trained an ANN with 6 hidden layers with 'raw' ETs and 
non-ETs. They reported a sensitivity of 87% at equal specificity. 
2.3.8 Rule-based Systems 
Glover et al. [1989] and Dingle et al. [1993] combined the mimetic feature extraction 
with a rule-based expert system for classification. A rule-based expert system can ver-
ify or falsify a fact based on knowledge present in a number of rules. Specific declarative 
programming languages such as Lisp (short for 'list processor') or Prolog ('programming 
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in logic') support the representation of knowledge [Charniak and McDermott 1985]. 
Other than common procedural programming languages, Prolog can deduce new facts 
from given knowledge and automatically find strategies to verify or falsify a fact in ques~ 
tion. Ramabhadran et at. [1999] improved the original system of Glover et at. [1989] and 
achieved a sensitivity of 95.7 % and a selectivity of 88.9%1 with rule-based classification 
of mimetic features. 
2.3.9 Wavelet-Based Approaches 
In order to locate ETs in an EEG signal it is reasonable to use a filter that approximates 
a single spike like a template. If the filter is chosen such that it also features zero mean 
and good localization in the frequency domain it can be considered to be a wavelet 
filter. Wavelet-based approaches make use of either the continuous wavelet transform 
(CWT) or the discrete wavelet transform (DWT). 
Approaches presented in this section are based on wavelet methods introduced in 
the following chapter. 
The Mexican hat wavelet (Fig. 2.3(a)) was used by Schiff et al. [1994b] to analyze 
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Figure 2.3 (a) Mexican hat wavelet used by Schiff et al [1994a], (b) cubic spline approximation of 
Mexican hat wavelet used by Schiff et al [1994b] and (c) wavelet by Senhadji et al [1995J. 
Dotted line shows imaginary part. 
data from patients with implanted subdural electrodes. Several spikes and the onset of 
a seizure could be seen in a series of transforms they calculated using dyadic scales and 
translations. The same events could not be identified in Fourier spectrograms using 
various window lengths. A reasonable approximation to the Mexican hat function was 
acquired by cubic spline interpolation of three points (maximum and both minima of 
the original wavelet '!/J(t), Fig. 2.3(b)). This interpolation allowed the application of a 
faster algorithm while achieving the same results. Processing time went down from 3 
days on a Sun workstation to 3-25 s on a Macintosh. They used a 'random surrogate 
data set' which had the same power spectrum as the original signal in order to define 
lRamabhadran et ai. report a normalized false detection rate (FD)/(DT + FD) of 11.1% which 
equals 88.9% selectivity. Refer to section 5.3.1 for details on performance measures. 
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the threshold for non-random events in each scale at 1.96 standard deviations (ca. 95% 
confidence level, assuming a Gaussian distribution) above the average. 
Schiff et al. [1994a] also used a two-dimensional variation of the Mexican hat 
wavelet as a spatial filter to localize the area of seizure onset. Since subdural electrodes 
were arranged in a regular 5 by 5 grid, the 2D Mexican hat wavelet could be employed 
as a spatial centre-surround filter on that grid, a procedure similar to estimation the 
radial current source density (CSD) with the surface Laplacian [Perrin et al. 1987] (see 
Chapter 6 for more details of the spatial analysis). Both methods give a more localized 
measure of brain activity than the original potential recordings. In contrast to the 
CSD, the wavelet method allows the observation of different scales. Three scales of the 
2D Mexican hat wavelet were suggested and the smallest scale was finally applied. The 
electrodes that corresponded to the onset of a clinical seizure were readily identified 
with this method. 
Mehta et al. [1994] examined the variances of wavelet coefficients of three data sets 
corresponding to normal activity, seizure onset and ongoing seizure. During normal 
activity a scale-invariant property of the variances was observed indicating an lmder-
lying 1/ f or 1/ r"- process. This feature disappeared during seizure activity. They 
proposed monitoring variations in the variance structure of the wavelet coefficients to 
detect the onset of seizure activity. 
Kalayci and Ozdamar [1995] used the DWT of clinical EEG recordings containing 
spike and slow wave complexes to reduce the input size of an ANN within a multistage 
system for spike detection. Transient waveforms were classified by to two EEGers. 
The Daubechies-4 and Daubechies-20 wavelets were used in the DWT of a 512 sample 
(5.12 s) window centered around the transients [Daubechies 1988]. Eight wavelet coef-
ficients of single scales and combinations of scales were used for training (1200 data 
sets) and testing (2414 data sets) the ANN. They interpreted their results as a 'drastic 
decrease of the input size of the ANN, without much compromise in its performance'. 
The best (not the average) resulting sensitivities and selectivities are listed and com-
pared to the performance achieved with 20 (or 30) raw samples used for training the 
ANN. The results appear, however, to depend rather on the input size itself than on 
the application of the wavelet preprocessing proposed [Kalayci et al. 1994, Kalayci and 
()zdamar 1995]. 
Senhadji et al. [1995] applied the CWT to detect EDs in EEG recordings and 
proposed the wavelet 'lj;(t) (1 + cos(21f fot)) . ei27rkjot with It I :::; and integer 
k =1= {-1,0,1}. Fig. 2.3(c) shows this wavelet for k = 2, the smallest positive value 
and scaling factor fo 1. They compare a weighted sum of the squared coefficients 
obtained by the CWT for a predefined set of scales to a threshold Al to detect transients 
in all channels: 
n 
L CYil Da,nl2 > Al 
i=l 
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Figure 2.4 (a) Morlet's wavelet (wo 5) used by Clarencon et al. [1996] and (b) Polynomial wavelet 
used by D'Attelis et al. [1997]. 
with weight factors ai and wavelet coefficients Da,n' 862 out of982 EDs (88%) in several 
clinical EEG recordings were detected by this method together with 206 artifacts and 
46 'pathological events' (events not relevant to epilepsy). A second stage of their system 
dropped 147 (68%) of the artifacts and ~2 (2.5%) of the EDs. EDs were mapped on a 
3D model of the patient's head. A series of maps and an animated map was used to 
display the evolution of potentials [Senhadji et al. 1994, Senhadji et al. 1995]. 
Clarencon et al. [1996] presented a real-time implementation of the CWT of 8-
channel EEG using a digital signal processor (DSP). They applied Morlet's wavelet 
('ljJ(t) = eiwot . e-t2 /2 with Wo = 5, Fig. 2.4(a)) in dyadic scales and added three scales 
linearly between the dyadic ones (a total of 25 scales). Examples of spikes and seizures 
in animal EEG show broad energy distributions of a conical shape in the correspond-
ing scalograms. The presence of an epileptic spike was characterized by an energy 
concentration between 10 and 15 Hz in the scalogram. 
D' Attelis et al. [1997] applied a polynomial spline wavelet (Fig. 2.4(b)) for the 
DWT of EDs found in depth recordings of patients candidate to surgical treatment. 
For each scale they defined a detection threshold D = as + (J with the average as and the 
standard deviation a of the energy of the wavelet coefficients in an 8 s period. Spikes 
appear in the scale level j = -3 which corresponds to a frequency range of 16 - 32 Hz. 
Waves following the spikes are represented by the scale level j -5 with a frequency 
range of 4 - 8 Hz. 
Sartoretto and Ermani [1999] used only a single scale of the DWT with the Daubechies-
3 wavelet (16-32 Hz bandpass) to analyze 79 min of bipolar 8-channel EEG. The back-
ground activity was estimated from a 5 s epoch. Less than 5% of the recording time 
were marked by the system while 96% of EDs were detected. 
2.3.10 Seizure Detection and Prediction 
Gotman [1982] proposed a set of patient-specific features for seizure detection: 
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/I) the ratio of amplitude of current epoch to amplitude of the background, 
• the average frequency of the EEG in the current epoch, 
• the average frequency of the EEG in the background, 
/I) the coefficient of variation of wave duration, and 
III the ratio of amplitude of the current epoch to amplitude of next 8 s 
and proposed a system which was demonstrated to have a false seizure detection rate of 
3.3 per hour. In a subsequent study the feature classification was improved by the use 
of the Mahalanobis distance (Eq. 5.6) which reduced the false seizure detection rate to 
1.3 per hour. Only 5% of seizures were missed in a data set of 2068 h of EEG recordings 
[Qu and Gotman 1993]. In further refinements of the algorithm a false detection rate 
of 0.21 per hour without missed d~tections was achieved. However, the system was 
patient-specific and a seizure sample was required to initialize the algorithm for each 
patient [Qu and Gotman 1995, Qu and Gotman 1997]. 
Gabor et al. [1996] used the DWT to identify seizures in long-term EEG recordings. 
The DWT (Daubechies-4 wavelet) of 8-s epochs was analyzed. Each scale was assigned 
a weight factor (0 .. 1) reflecting the magnitude of contribution to a training set of 
seizures. In the evaluation process the weighted wavelet coefficients were inverted back 
into time-series. Eight of overlapping intervals of these signals were arranged 
in a frequency-time matrix and the 2D-FFT was calculated. The coefficients of the 
2D spectrograms were fed to a modified SOFM. An average of 90% of seizures were 
detected without false detections. With increased detection sensitivity 98% of seizures 
were detected with 7.55 false detections per hour. 
If seizures can be predicted, the generating mechanism may be understood and 
intervention may be possible. Iasemidis et al. [1996] showed that the Lyapunov exponent 
Lrnaxl (a measure of signal complexity in non-linear dynamical systems) of cortical grid 
recordings decreased several minutes before seizure onset. The exponent falls to a 
minimum and quickly rises to a maximum at seizure onset. 
Geva and Kerem [1998] used the DWT to examine the EEG of rats with hyperbaric 
oxygen induced seizures. They used the first derivative of the Gaussian as a wavelet 
function and estimated the DWT according to the algorithm proposed by Mallat and 
Zhong [1992J. Several statistical parameters, such as variance, skewness and kurtosis, 
were computed from the coefficients of overlapping intervals and passed to an 'unsuper-
vised optimal fuzzy clustering' algorithm. Sleep stages and seizures were represented 
by distinct cluster centres for each subject. In 16 of 24 rats studied a pre-ictal state 
could be identified 42 to 270 s before seizure onset. 
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Salant et al. [1998] investigated the coherence between two channels at the seizure 
frequency (3.5 Hz). They observed increased coherence corresponding to preictal syn-
chronisation 1-6 s before seizure onset. 
Lehnertz and Elger [1998] evaluated another measure used in non-linear dynamical 
systems, the correlation dimension D'2fi , from cortical grid recordings of patients with 
pharmacoresistant epilepsy under pre-surgical evaluation. Seizures were preceded by a 
decreased time-resolved estimate for the correlation dimension in derivations recorded 
from within the primary epileptogenic area. A preseizure state could be identified 
1-10 min prior to clinical seizure onset in 16 patients. 
2.4 SUMMARY 
Epilepsy is a neurological disorder that covers various epileptic syndromes. Most epilep-
tic syndromes can be classified by the charateristic types of seizures observed. 
In most epileptic patients, seizures produce major changes in the The inter-
itcal EEG also shows characteristic epileptiform patterns of high diagnostic relevance 
in most patients. 
Recording the interictal provides an important diagnostic tool but the reading 
and interpretation of the EEG by an electroencephalographer (EEGer) is a highly 
skilled and time-consuming process. Many signal processing techniques have been used 
to automatically detect epileptiform activity in the EEG such as mimetic, parametric, 
syntactic, ANN-based and wavelet-based approaches. None of the systems documented 
in the literature have attained a performance equivalent to that of the human EEGer. 
2.5 OBJECTIVE 
The objective of the current work was to develop a system based on wavelet analysis of 
the multichannel EEG to determine whether the multiscale time-frequency attributes of 
this approach could lead to more accurate automatic detection of interictal epileptiform 
activity2. 
The system could function in two possible ways. Firstly, it could function as a 
screening tool for the neurophysiologist which reduces the number of pages reviewed. 
For this end a large sensitivity would be preferred while a small selectivity is acceptable. 
Secondly, the system could function as a long-monitoring system for which a small false 
detection rate would be required and lower sensitivity may be acceptable. The system 
should therefore be adjustable to cater for both options. 
2Strictly speaking, a discharge can only be labelled 'epileptiform' if a clinical diagnosis of an epileptic 
syndrome has been made. In this work, electrographic epileptiform discharges will be referred to as 
definite EDs if they have been detected by at least two out of three clinical neurophysiologists in the 
EEG. The output of the system presented later in the thesis does not answer the question 'Does the 
patient suffer from epilepsy?' but rather 'Does the EEG show abnormalities of an epileptic character?' 
Chapter 3 
WAVELET-BASED SIGNAL ANALYSIS 
3.1 INTRODUCTION 
Wavelet-based signal analysis offers new ways to approach classical problems in signal 
processing by evaluating the time and the frequency domains simultaneously. This is 
desirable for non-stationary signals .or signals with time-varying spectra. 
Witkin [1983] investigated the behaviour of edges in signals through a new trans-
form he called scale space decomposition. He could identify the amount of Gaussian 
blur needed to annihilate a local extremum in the derivative of an edge. Differentiating 
the Gaussian before convolving with the signal yields an optimal scalable edge detector 
which is now known as the DOG 1 wavelet [Canny 1986]. 
Analysing a signal at several scales simultaneously amounts to an expansion of 
the signal in terms of several bandlimited frequency channels. This representation is 
somewhere between the time and frequency domains. Motivation to investigate such 
multifrequency channel decompositions came from psychophysiological research on the 
human visual system. Findings suggest that the retinal image is decomposed into 
several spatially-oriented frequency channels [Mallat 1989a]. 
Disti-nct types of wavelet transforms offer new perspectives for a wide range of sig-
nal processing applications such as compression, de-noising, time-frequency analysis, 
feature detection and feature extraction. Wavelet transforms are well suited to the 
representation of non-stationary physiological signals such as the EEG, the electromyo-
gram (EMG) and evoked potentials (EPs). Similar representations cannot be achieved 
with the Fourier transform or short-time Fourier transform (STFT) because they are 
based on analyzing intervals of a fixed length. 
There are two basic approaches to wavelet analysis: discrete wavelet transform 
(DWT) and the continuous wavelet transform (CWT). Both are presented in detail 
in the following sections. 
The DWT uses a very efficient algorithm that repeatedly splits the spectrum with 
a filter pair (high-pass and low-pass). Thus the DWT will deliver a dyadic range 
of scales, i.e., each scale represents one octave of the spectrum. The inverse DWT 
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delivers a perfect reconstruction of the original signal. Wavelets for the DWT are hard 
to construct because they must be orthogonal [Strang and Nguyen 1997]. However, a 
variety of orthogonal wavelets are available in the literature [Daubechies 1988, Cohen 
et at. 1992]. One is at liberty to choose wavelets which are near-symmetric or feature a 
predefined number of vanishing moments. One has to be careful in the interpretation of 
the coefficients delivered by the DWT since this transform is not translation-invariant. 
For the CWT, one has more freedom in the choice of the wavelet function: real-
or complex-valued wavelets may be applied. The relative modulation and the time-
frequency bandwidth product can be chosen to match the application. The range of 
scales (overall bandwidth covered) and the progression of scales (e.g. linear, dyadic, or 
harmonic) must be selected. The interpretation of the CWT's output, the scalogram, is 
less straightforward than for the spectrogram resulting from a STFT. Both the frequency 
of an oscillation and the time a transient occurs can be read in a single scalogram. It 
is important to note the frequency bias that may be introduced by the normalization 
method of the wavelet transform [Grossmann et at. 1989, Daubechies 1990]. 
3.2 RELATIONSHIP TO THE SHORT-TIME FOURIER 
TRANSFORM 
In the STFT a window function is applied to the signal to focus on a particular period in 
time. The then analyzes all harmonics within that period by means of complex 
modulation and averaging. Frequencies are selected by changing the modulation. In 
contrast, in a wavelet transform a bandpass filter is re-scaled to focus on a particular 
frequency. 
In a wavelet transform the signal is correlated with a scaled (or dilated) and shifted 
(or translated) version of a prototype pattern called the wavelet function (also analyzing 
wavelet or mother wavelet). Since no fixed window length is used, structures in a signal 
can be resolved and identified even if they are quite variable in scale. 
For the implementation of the STFT a window function and a window length must 
be chosen. More choices have to be made if a wavelet transform is to be applied. 
Firstly, the the type of transform must be chosen: DWT or CWT. Then, depending 
on the type of transform, the wavelet function must be chosen. There is no general 
method to find the wavelet function best suited for an application. Interpretation of 
the transformed data is more complex than for the Fourier transform. 
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Figure 3.1 Scaling function ¢(t) and corresponding wavelet function 7jJ(t) of the Haar wavelet. 
3.3 DISCRETE WAVELET TRANSFORM 
The most basic orthogonal multiresolution expansionl was described by the mathemati-
cian Alfred Haar as early as 1910 [Haar 1910]. He found that a function f(t) could be 
expanded into an infinite series of approximation coefficients Ck and detail coefficients 
dj,k according to 
00 00 00 
f(t) = (3.1) 
k=-ooj=O 
where k,j E Z. ¢(t) and 1j;(t) are nowadays known as the scaling function and the 
corresponding wavelet function respectively (Fig. 3.1). This expansion can be regarded 
as a transform to a new basis formed by shifted and scaled instances of ¢(t) and 1j;(t). 
3.3.1 Multiresolution Decomposition 
For digital signal processing a very short and efficient filter pair can be derived from the 
scaling and wavelet functions: ¢(t) corresponds to the low-pass filter Ho and 1j;(t) to 
the high-pass filter HI. Both filters are applied to a signal and the resulting signals are 
subsequently downsampled by a factor of two (by removing every other sample). The 
signal is effectively split up into an approximation signal and a detail signal (Fig. 3.2). 
It is important to note that the overall number of samples is maintained in the decom-
s(k) s(k) 
Figure 3.2 Two-channel filter bank. The input signal is filtered with a pair of decomposition filters 
(Ho and Hi) and subsequently downsarnpled. The result is an approximation and a detail signal. 
Upsampling and application of reconstruction filters Fo and Ft returns the input signal. 
position. The original signal can be recovered by an upsampling step (inserting zeros 
between samples) and the application of the corresponding reconstruction filter pair Fo 
and F I , which are time inverses of Ho and HI, respectively. Application of the time 
1 An orthogonal expansion breaks a function down into a number of uncorrelated components. In a 
multiresolution expansion those components vary in length. 
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inverses is important to restore the phase of the original signal. Another important 
property of the filter pairs is that both convolutions Ho * Po and * PI produce a 
delayed unit response after downsampling. 
When the decomposition step is repeated for the approximation signal several times 
a single approximation signal and a series of detail signals are acquired (Fig. 3.3). 
This procedure is known either as the DWT or multiresolution decomposition (MRD). 
Cj-2,k 
dj - 2,k 
s(k 
Figure 3.3 Multiresolution Decomposition structure. The filtering and downsampling steps are 
repeated several times for the approximation signal. 
The first approximation signal Cj,k is similar to a signal sampled at half the original 
sampling rate2 . The second approximation Cj-I,k corresponds to a quarter of the 
original sampling rate, and so on. High frequency details in the approximation signal 
are gradually lost as we progress through the levels of the decomposition. In fact, these 
details are precisely retained in the detail signals dj,k, so the original signal can be 
reconstructed from the wavelet coefficients. The inverse transform is performed in a 
series of steps consisting of upsampling, filtering with Po and PI and addition of the 
detail signals. 
In the DWT only dyadic scales a = 2j , j EN, and translations b = n2j , n, j EN, 
are computed (refer to Eq. 3.3 for definition of a and b). For orthogonal wavelet func-
tions, this subset of points in the time-scale plane forms an orthogonal basis. Thus, the 
coefficients obtained by the DWT are uncorrelated with each other and the transform 
can be inverted. 
The DWT is a highly efficient algorithm. The order of computational complexity 
is only O(N), i.e., the number of operations rises only linearly with the number of 
samples in the signal. 
3.3.2 Wavelets for the DWT 
An orthogonal wavelet must be chosen for the DWT to ensure its invertability. A wavelet 
function 'lj;(t) is orthogonal if 
r: 'lj;jk(t) 'lj;JK(t) dt = o(j J)o(k - K) (3.2) 
2Note that the sample index k does not refer to the same time instance for the input and output 
signals. 
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with 'l/Jjk(t) = 2j /2'l/J(2j t - k) and j, k E Z. Orthogonality ensures a complete par-
titioning of the frequency domain and thus a unique and complete representation of 
the signal. Orthogonality also imposes strong constraints on the wavelet function and 
the corresponding discrete filters. A complicated mathematical framework is needed to 
construct orthogonal wavelets and wavelet filters [Strang and Nguyen 1997]. 
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Figure 3.4 Level-5 reconstructions pf Daubechies wavelets filters of order n= 2, 4, and 28. 
3.3.3 Daubechies Wavelet Family 
Daubechies developed a family of wavelets that combine optimal band-separation (or 
maximal 'flatness' ofthe filter characteristics) with short filter lengths [Daubechies 1988]. 
These wavelets are commonly referred to as Daubechies-n wavelets, where n indicates 
the order of the wavelet (Fig. 3.4). The filters corresponding to the Daubechies wavelet 
of order n feature 2n non-zero coefficients. The Haar wavelet is equivalent to the 
Daubechies wavelet of order 1, or Daubechies-1 wavelet. The considerable overlap 
between the low-pass transfer function and the high-pass transfer function for the Haar 
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Figure 3.5 Frequency characteristics of the Haar wavelet filter pair and the Daubechies wavelet filter 
pair of order n= 2 (solid lines: low-pass, dashed lines: high-pass). The quality of the band separation 
increases with the order of the wavelet. 
wavelet (Fig. 3.5 left) is gradually overcome by the higher order Daubechies wavelets 
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(Fig. 3.5 right and Fig. 3.6). Note in 3.4 that the number of oscillations increases 
with the order of the wavelets. No analytic expressions exist for the wavelet functions 
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Figure 3.6 Frequency characteristics of the Daubechies wavelet filter pair of orders n 4 and n 28 
(solid lines: low-pass, dashed lines: high-pass). 
of the Daubechies family. However, the filter pairs can be determined exactly for any 
order n and the wavelet functions can be recursively approximated from the filters 
[Strang and Nguyen 1997]. 
3.3.4 Aliasing in the DWT 
Although the frequency characteristics of the decomposition filter pairs are smooth, the 
downsampling step of the MRD causes aliasing in the overall decomposition (Fig. 3.7). 
For the Daubechies-2 wavelet the aliasing corresponds to the high-frequency detail 
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Figure 3.7 Transfer function characteristics of 3-level decomposition with the Daubechies wavelet 
filter pairs of order n == 2 and n == 28 (dotted lines: approximations, solid lines: details). 
structure of the waveshape in Fig. 3.5. The aliasing is well attenuated for the higher-
order Daubechies wavelets. Strang and Nguyen [1997] point out that a binomial or 
maxflat filter is used in the construction of the Daubechies wavelet filters. Thus their 
frequency responses are maximally flat at relative frequency 0.5 or, in other words, the 
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aliasing is minimal for the Daubechies filters with respect to other filters of the same 
length. 
3.3.5 Symmetric, Biorthogonal and More Wavelets 
Except for the trivial case of the Haar wavelet, orthogonal wavelets cannot be symmetric 
[Strang and Nguyen 1997]. Near-symmetric orthogonal wavelets called coiflets were 
proposed by Daubechies [1992]. 
For orthogonal wavelets, decomposition and reconstruction filters are time-inverse 
versions of each other: Ho(z) Fo(-z) and Hl(Z) = Fl(-Z). If these filter pairs 
are modified in a way such that the result of the convolution Ho * Fo is unchanged, a 
biorthogonal filter pair is obtained. The corresponding biorthogonal wavelets are less 
constrained but nevertheless give perfect reconstruction. Biorthogonal wavelets can be 
constructed in a fully symmetric fashion [Cohen et al. 1992]. 
Recently, a general and straightforward procedure to construct all orthonormal 
filter pairs of even length was presented by Sherlock and Monro [1998]. Their procedure 
converts a set of N angles into a filter pair of length 2N. Thus, they actually cover all 
degrees of freedom for filters usable with the DWT. 
3.3.6 Response of the DWT to Non-Dyadic Signal Translations 
The DWT leads to a discontinuous subdivision of the time domain. So a translation of 
the signal by a prime number of samples D.b > 2 causes a change in all coefficients of 
the DWT. A detection procedure based on the DWT can only fully respond to some 
target pattern if that pattern occurs at some dyadic translation coinciding with the 
temporal alignment of the DWT [Thakor and Sherman 1995]. 
3.3.7 Wavelet Packets 
The MRD splits only the approximations Cj,k at each level with a filter pair. When 
both Cj,k and dj,k are split the result is a binary tree structure. In a wavelet packet 
s(k) 
Figure 3.8 Full decomposition of approximation and detail signals results in a binary tree structure. 
The tree is pruned to optimize the decomposition. 
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decomposition each node is either retained or removed according to some criterion 
(e.g. entropy). Thus, an adapted basis is formed which can be useful in compression 
and de-noising applications. 
3.4 CONTINUOUS WAVELET TRANSFORM 
The DWT can only give a crude picture of the time-frequency content of a signal, 
e.g. all twelve musical tones in an octave will be covered by a single scale. A more 
detailed picture is obtained with the CWT, where the scale parameter a can be varied 
in minute steps. This approach is much more closely related to the original concept of 
a continuous scale space introduced by Witkin [1983]. 
The CWT of a continuous input signal s(t), t E R, and a complex wavelet 1jJ(t) , 
t E R, can be defined as 
1 roo (t b) CWT(b, a) = Va j -00 s(t) 1jJ* -a- dt (3.3) 
where a denotes the scale parameter and b the time location (a, b E R, a > 0). For a 
discretely sampled (bandlimited) input signal s(k), k E Z, we can compute the CWT 
according to 
CWT(k, a) = )a L s(l) 1jJ~(l - k) 
lEZ 
(3.4) 
where 
1jJa(k) = )a J sinc(t - k)1jJ (~) dt (3.5) 
is the bandlimited instance of the wavelet 1jJ at scale a E R [Ho and Chan 1999]. 
The inverse transform of the CWT exists in theory, but its implementation is 
numerically unstable. Importantly, the CWT is translation-invariant, which makes it 
the preferred choice for applications like transient detection and time-frequency analy-
sis. However, unlike the DWT, the CWT is a redundant representation of the signal. 
Since there is no downsampling step involved in the CWT, the transform does not pro-
duce aliasing unless it is a feature of the wavelet used. The time-scale representation 
resulting from the CWT is a scalogram. It is acquired by calculating the convolution 
(Eq. 3.4) for a range of scales a. 
3.4.1 Wavelet filters for the CWT 
There are fewer constraints for the construction of a wavelet function for the CWT 
than for the DWT. Grossmann et al. [1989] list the basic requirements for functions 
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to be employed as wavelets and give examples of wavelet transforms. A wavelet is 
'admissible' for use with the CWT if it has zero mean and is localized in both time and 
frequency domains. 
Several important wavelet functions for the CWT are generated from the Gaussian 
by temporal differentiation or modulation (both real and complex). Others, including 
the binomial kernel wavelet family, introduced by the author [Goelz et at. 2000aj, 
employ other envelopes to achieve time localization. Wavelet filters are derived directly 
by sampling the explicit expressions of the wavelet functions (Eq. 3.5). 
Important features of the wavelets are their time-frequency bandwidth products 
O'r . O'J . (4'71-)2 and their relative bandwidths Q. These are defined in subsection 3.4.6 
and listed for several of the wavelet filters considered. 
3.4.2 Derivatives of the Gaussian 
The first temporal derivative of the Gaussian (DOG1) 
¢(t) = -t . e- t2 / 2 (3.6) 
is antisymmetric and leads to optimal edge detection filters [Canny 1986]. The second 
temporal derivative (DOG2) 
(3.7) 
is called the Mexican hat wavelet or Marr wavelet. It is important for transient detection 
applications (Fig. 3.9). 
0.3 
0.2 
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-5 -2.5 0 2.5 5 -5 -2.5 0 2.5 5 
Figure 3.9 DOG! (Gaussian pulse) and DOG2 (Mexican hat) wavelet filters. 
3.4.3 Modulation of the Gaussian 
The modulated Gaussian or Gabor-function 
(3.8) 
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is called Morlet wavelet. It features optimal time-frequency resolution [Grossmann 
et al. 1989, Daubechies 1990]. The modulation can be adjusted through Wo ~ 7[";2/ In 2, 
which imposes a lower limit on the relative bandwidth of the wavelet filter (Fig. 3.10). 
Note that the Gaussian does not have strictly finite support, so an arbitrary truncation 
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Figure 3.10 Left: Morlet wavelet filter generated from complex modulated Gaussian (modulation 
Wo = 1fJ2/ln 2). Right: detail of corresponding frequency response. 
has to be done in implementations. This truncation is, however, equivalent to the 
application of a rectangular window and the corresponding aliasing in the frequency 
domain. 
Another complication is to find the smallest admissible scale (or highest frequency) 
at which the wavelet is represented after sampling (Eq. 3.5). In other words, it is 
important to make sure the scaled instance of the wavelet fits into the band limited 
discrete domain. 
3.4.4 Modulation of Other Window Functions 
Window functions other than the Gaussian can be used to build wavelet filters. A 
modulated Hanning window for instance 
'Mtl = { ~1 + c08(211"t)) if It I < ~ 
otherwise 
(3.9) 
with integer k # {-1, 0, 1}, leads to a transient-like complex wavelet filter (Fig. 3.11). 
For k 2 the relative bandwidth (Tab. 3.1) is smaller than for the Morlet wavelet. 
This wavelet is defined in a limited temporal interval or, in other words, it has compact 
support in contrast to the Morlet wavelet [Senhadji et ai. 1995]. 
The smallest possible relative bandwidth of a modulated window can be realized 
with the 'pSil' wavelet devised by the author for the decomposition of event related 
potentials (ERPs) [Golz 1995, Golz et ai. 1997]. The pSik wavelet filters are generated 
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Figure 3.11 Left: wavelet filter generated from complex modulated Hanning window (modulation 
k = 2). Right: detail of corresponding frequency response [Senhadji et al. 1995]. 
0.1 
01-----... 
-0.1 
-5 -2.5 o 2.5 5 
4 
3 
2 
1 
0.05 0.1 0.15 
relative frequency 
Figure 3.12 Left: pSik wavelet filter generated from a complex modulated sine halfwave (modulation 
k 1). Right: detail of corresponding frequency response. 
from complex modulated sine halfwave 
(3.1O) 
with k 1,2 ... (Fig. 3.12). For the smallest modulation, k 1, there are 1.5 oscillation 
cycles on the compact support of the wavelet. The real part correlates well with the 
Mexican hat (r > O.99). 
For integer scales, the sine half wave and the Hanning window can be regarded as 
discrete Fourier transforms of zero-padded binomial sequences 
(3.11) 
of orders n = 1 and n = 2 respectively. Thus, we can regard the corresponding wavelets 
as members of a more general binomial kernel wavelet family [Goelz et al. 2000aj 
'1f;(t,mo,n) , if It I < ~ (3.12) 
, otherwise 
36 CHAPTER 3 WAVELET-BASED SIGNAL ANALYSIS 
with modulation mo ~ 1. This wavelet family features a small relative bandwidth for 
small n and approaches the optimal time-frequency bandwidth product for large n (see 
section 3.4.6). It is important to note that the modulation limit mo ~ 1 creates a 
0.1 
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-0.1 '--__ ~ __ ~ __ ....J 
100 200 300 
SAMPLES 
0.2 
0.1 
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-0.1 
-0.2 '---~-~--~----' 
50 100 150 
SAMPLES 
Figure 3.13 Left: correspondence of binomial kernel wavelet of order n 1 (modulation mo 1) 
and Mexican hat wavelet: r = .993. Right: correspondence of binomial kernel wavelet of order n = 5 
(modulation mo 3) and Morlet wavelet: r .993. 
DC-free bandpass filter. Furthermore, for a given order n and modulation mo there is 
a well defined lower limit for the scales available in the CWT: the length of the filter N 
must be larger than 2(mo + n). This confines the binomial kernel to the positive part 
of the spectrum. 
3.4.5 Wavelets based on B-Splines 
Repeated convolution of the box function 
(3°(t) ~ { ~ ,if (3.13) 
, otherwise 
creates a B-spline of degree n 
(3.14) 
which approximates the Gaussian for large n (Fig. 3.14). Likewise, a modulated B-
1 
0.5 0.5 0.5 0.5 
o 
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Figure 3.14 B-Splines of order n= 0, 1, 2 and 3. B-Splines have been normalized to a maximum of 
one. 
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spline 
(3.15) 
can approximate the Morlet wavelet as closely as desired. The minimum modulation 
can be achieved with w = 21f. The corresponding filters are derived directly from the 
discrete B-splines and can be computed by a fast and scale-independent algorithm for 
integer scales [Unser et al. 1993a, Unser et al. 1993b, Unser 1994]. 
B-Splines also provide an excellent means of interpolating a discretely sampled 
signal, which involves transformation of the signal to the B-Spline domain as an initial 
step. In the B-Spline domain the DOG 1 and Mexican Hat wavelets can be implemented 
as fast filters [Unser et ai. 1994b, Schiff et at. 1994a, Unser et aI. 1994a, Unser 1999]. 
3.4.6 Time-Frequency Resolution and Relative Bandwidth 
According to Heisenberg's uncertainty principle, there is a lower bound for the simul-
taneous localization of an event with duration at in the time domain and bandwidth 
a f in the frequency domain: 
2 2 1 at a > 
. f - (41f)2 (3.16) 
The equality is only achieved with Gaussian waveforms. The time-frequency bandwidth 
product (41fata f)2 represents the intrinsic blur of the scalogram: a single scaled and 
translated instance of the wavelet does not appear as a single dot in the scalogram but 
leads to a two dimensional peak: [Unser et al. 1992, Unser 1994]. The area covered by 
this peak is minimal for the Morlet wavelet; thus it features minimal blur and optimal 
time-frequency resolution [Daubechies 1990]. For a discrete wavelet filter w{k) the time 
duration can be estimated by the temporal standard deviation 
(3.17) 
with the first moment 
w = :L k 'lw(k)12 /:L IW(k)12 (3.18) 
k k 
and sampling frequency is. The bandwidth can be estimated by the standard deviation 
of the spectrum 
(3.19) 
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with W(l) being the discrete Fourier transform of w(k) with mean frequency 
W = L 1· IW(I)12/ L IW(I)12 . (3.20) 
To compare the localization properties of the wavelet filters, the relative bandwidth 
(3.21 ) 
is calculated for the wavelet filters [Frisch and Messer 1992]. Since of is fixed for a 
given window function a wavelet with a small relative bandwidth, Q can be obtained 
by using the smallest possible modulation (wo in Eq. 3.8, k in Eq. 5.10 and Eq. 3.10) 
to minimize the mean frequency W. The relative bandwidth Q relates to the effective 
number of oscillation cycles within the window function. A wavelet filter with a small Q 
is optimized for time localization of transients, while a large Q is optimal for frequency 
localization. The time-frequency bandwidth products and the relative bandwidths are 
listed in Table 3.1 and shown in Fig. 3.15. 
Table 3.1 Time-Frequency Bandwidth product (47l"0" to" f? and relative bandwidth Q of a selection 
of wavelet filters for the CWT. 
I Wavelet 
DOG 1 
DOG2/Mexican hat 
Morlet 
Binomial Kernel 
Modulated B-Spline 
I parameter 
or order 
Wo ~ 7fJ2/ln2 
n=l 
n=2 
n=3 
n=4 
n=5 
n=l 
n=2 
n=3 
n=4 
n=5 
Q 
1.361 1.185 
1.104 1.547 
1.000 ~ 3.536 
1.123 1.680 
1.056 1.749 
1.025 1.866 
1.013 1.985 
1.008 2.100 
1.209 1.741 
1.015 2.348 
1.004 2.660 
1.003 2.957 
1.002 3.222 
If a complex wavelet filter needs to be implemented for a given relative bandwidth, 
the Morlet wavelet covers the range of all relative bandwidths above 3.5 with the 
optimal time-frequency bandwidth product. In the range 2.3 ::; Q ::; 3.5 the modulated 
B-spline wavelets provide the best time-frequency bandwidth product, but for Q < 2.3 
the binomial kernel wavelets are the best choice. 
3.5 SCALE AND FREQUENCY COVERAGE 
03.5 
:r:: 
I-
o 
~ 3 
o 
z 
~ 2.5 
w 
> ~ 2 
w 
a: 1.5 
1 1.05 1 .1 1.15 1 .2 
BANDWIDTH PRODUCT O'~ 0': (4n)2 
39 
Figure 3.15 Relative bandwidth Q over time-frequency bandwidth product (47rUWf)2 of wavelet 
filters: Mexican hat [H], Morlet [MJ, modulated B-spline [B] and binomial kernel [K]. 
3.5 SCALE AND FREQUENCY COVERAGE 
Scaling schemes other than linear or dyadic are commonly used with the CWT. Unlike 
the DWT, which covers the full bandwidth exactly, the CWT focuses on a limited 
frequency range only. Grossmann et ai. [1989] suggested a harmonic (or geometric) 
progression of scales 
(3.22) 
with s scales per octave. The set of scales applied an together with the relative band-
width Q of the wavelet define the overall coverage of the spectrum. 
3.5.1 Normalization of Wavelet Coefficients 
The normalization factor 1/ fa in the CWT (Eq. 3.4) ensures that the power of the 
wavelet filter will remain constant for all scales. This way, for the DWT, the basis 
is normalized and energy is preserved under the transform. However, if frequencies 
or amplitudes need to be measured the normalization 1/ a is appropriate. Thus most 
authors define the CWT with the normalization which suits their applications. Gross-
mann et ai. [1989] use both methods and say 'it is sometimes convenient' to apply one 
or the other normalization method. It is important to realize that only 1/ a normal-
ization can result in a correct reading of amplitudes and the a peak in the scalogram 
will be shifted (biased) if the other method is used. This is illustrated in detail in the 
following chapter. 
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3.6 MATCHING PURSUIT 
The analyzing wavelet can either be chosen to have a small Q (few oscillation cycles) 
for transient detection or a large Q (many oscillation cycles) to improve the frequency 
discrimination in the CWT. If transients occur in a signal and a good frequency reso-
lution is required at the same time, it would be advantageous to vary both scale and 
modulation of the analyzing wavelet3 . 
Mallat and Zhang [1993] proposed a new method called matching pursuit which is 
not limited to a single analyzing wavelet. It uses, instead, a dictionary of waveforms, 
all of which are normalized to unit energy. The signal is filtered with all waveforms 
and the sample with the largest magnitude among all responses is chosen. An instance 
of the corresponding waveform is translated and scaled appropriately and is called a 
time-frequency atom of the signal. The atom is subtracted from the signal and added to 
a reconstruction signal. The procedure is repeated until the difference between original 
and reconstruction becomes sufficiently small. 
Matching pursuit is the best way to see both "the forest and the trees" in a signal 
but it is very computationally expensive. It is an order of magnitude slower than the 
CWT, since all filters have to be applied to the residual signal at each iteration. 
3.7 SUMMARY 
With the aid of wavelet transforms a signal can be analyzed in the time domain and 
frequency domain simultaneously. Thus, non-stationary features such as transients and 
short bursts of oscillatory activity are better represented than with more conventional 
Fourier methods. 
There are two major types of transforms: 
• The discrete wavelet transform (DWT) is fast, invertible, not translation-invariant, 
and delivers one detail signal per octave and requires an orthogonal wavelet. It 
is well suited for applications like compression and de-noising . 
• The continuous wavelet transform (CWT) is slower than the DWT, not invertible in 
practice, translation-invariant and allows for the application of complex wavelets 
which are optimal in terms of their time-frequency localization. It is well suited 
for detection and time-frequency analysis. 
For a particular application, wavelets can be chosen from a large variety of wave-
forms. Fast algorithms for the convolution within the CWT are available for the most 
important wavelets. 
is tempted to define a three-dimensional time-seale-modulation spaee here. 
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Matching pursuit decomposes a signal into a set oftime-frequency atoms, which are 
iteratively selected from a dictionary of waveforms. Thus, transients and oscillations 
are well represented in a single transform but at a high computational cost. 

Chapter 4 
APPLICATIONS OF WAVELET-BASED METHODS 
4.1 INTRODUCTION 
It is important to choose an appropriate wavelet-based signal processing method for 
a specific application and to identify an appropriate analyzing wavelet. The DWT 
. is optimal for compression applications and applications that require a fast inverse 
transform. However, for detection and feature extraction applications the redundant 
CWT is more suitable. Since our main interest lies in the detection of a transient 
biological waveform, such a waveform is simulated in this chapter so that the results of 
the DWT and CWT can be studied. 
With the CWT the frequency of short oscillations can be estimated and it is pos-
sible to draw a line between transient and oscillatory events. These issues are cru-
cial for applications to physiological signals. Wavelet analysis can be used to detect 
epileptiform spikes and sharp waves in the EEG but it also gives clues to identify and 
discriminate short alpha bursts. 
The CWT with a complex wavelet is a relatively new tool for time-frequencyanal-
ysis. How does it compare with conventional time-frequency distributions such as 
Wigner- Ville or Choi- Williams? A comparison is presented late in the chapter. 
4.2 TRANSIENT DETECTION 
Canny [1986] describes several criteria for an edge-detection operator he wished to 
optimize. An edge embedded in white Gaussian noise is best detected with a difference-
of-boxes operator, which is equivalent to the Haar wavelet. He found a tradeoff between 
the detection probability and the quality of the localization of an edge by scaling the 
operator. With larger scales, the noise is better attenuated (wider integration) while 
the width of the detection peak grows leading to poorer localization. In addition to 
good detection and good localization he proposed a third criterion: there should only 
be a single local maximum in response to a single edge. 
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Since the Haar wavelet is sensitive to high frequencies, there are numerous maxima 
in the vicinity of an actual edge caused by noise. He numerically optimized the edge 
detection operator for a given signal to noise ratio and found an optimal detector that 
is close to the first derivative of the Gaussian (DOG 1). 
The detection of epileptiform spikes in the EEG is complicated by two things. 
Firstly, there is no single prototype pattern for an epileptiform discharge that could 
be used to optimize an operator and, even if it did exist, it could never be measured 
without noise. Secondly, the spectral composition of the background can change rapidly 
over time [Gotman 1985]. An optimal operator, such as the one proposed by Canny, is 
based on a known (or at least fixed) noise spectrum [Canny 1986]. 
Frisch and Messer [1992] examined the performance of several detectors with respect 
to a 'not-perfectly-known signal' in Gaussian white noise. A downsampled variant of 
the CWT (Morlet wavelet, 4 scales per octave, an 'almost orthogonal' basis) was used 
as signal representation [Daubechies 1990]. They concluded that in cases where prior 
knowledge about the transient time-frequency bandwidth product and relative band-
width exists, the 'wavelet-represerttation-based detector' performs better than any other 
[Frisch and Messer 1992]. 
4.2.1 Construction of a Test Signal 
To study the detection and representation properties of the various transforms, a test 
signal with transient and background features was constructed. This test signal was 
subsequently analyzed via the Fourier transform, the STFT, the DWT, and the CWT. 
Four transient waveforms were added to coloured noise (Fig. 4.1). Transients A and 
B were derived from the same waveform but feature slightly different amplitudes. The 
coloured noise (RMS= 6.9 p, V) was derived from low-pass filtered white noise (low-
pass of order 25, cut-off frequency 18.2 Hz). Note the variety of small transients in 
the coloured noise. The SNRs of the individual transients were 11.2 dB for spike A, 
12.8 dB for spike B, 1.1 dB for wave C and 6.8 dB for transient D. Transients C and D 
were generated by sine-modulated Hanning windows (modulation k = 1, width a = 105 
samples and modulation k = 2, width a = 35 samples, respectively). The SNR of all 
transients (148 non-zero samples) with respect to the noise was 4.88 dB, the overall 
SNR of the signal containing the transients (900 samples) was -2.96 dB. 
4.2.2 Fourier Transform 
The discrete Fourier transform (DFT) of the test signal is shown in (Fig. 4.2. While the 
individual transients C and D (Fig. 4.2 a) show a rather tight frequency localization 
in their DFT, there is a fairly broad distribution for spikes A and B. Adding the four 
transients has a strong effect on the resulting DFT (Fig. 4.2 b): the phase distributions 
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Figure 4.1 Four transients 'N to 'D' (top row), coloured noise (middle row) and test signal (bottom 
row) composed of the sum of both. The simulated waveforms represent two monophasic spikes, one 
biphasic spike and a slow artifact. The test signal is equivalent to 4.5 s of EEG sampled at 200 Hz. 
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of all spectra interfere, so the well-defined spectral peaks of C and D appear as if they 
were distorted by noise. The spectra of spikes A and B interfere in a regular fashion 
Discrete Fourier Transforms 
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Figure 4.2 Discrete Fourier Transforms of test signal: (a) separate components A, B, C and D, (b) 
sum of components, (c) sum of components and noise. 
between frequency bins 100 and 300. After addition of the noise the spectrum of the 
transients is mainly obscured (Fig. 4.2 c). 
4.2.3 Short-Time Fourier 'fransform 
The STFT was calculated using a window width of 64 samples (320 ms), so the test 
signal was split into 27 segments (Fig. 4.3). There was a 50% overlap between segments. 
Transient D is clearly visible in the STFT, while the other transients generate weak 
responses only. Transients A and B are spread out over a wide range of frequencies 
like in the overall Fourier transform. Transient C is too wide to fit into any of the 
segments so it is spread over several consecutive segments. When the window width 
is reduced to 32 samples (55 segments, again with a 50% overlap) a stronger response 
for the short transients A and B is obtained (Fig. 4.4). Now even the fourth transient 
does not fit into a single window. Thus, it is not possible to detect all four transients 
with a single window size appropriately. 
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4.2.4 Discrete Wavelet Transform 
The DWT (Daubechies-2 wavelet) was applied to the same test signal (Fig. 4.5). Four 
levels of detail are shown with '1' representing the smallest scale, '4' representing the 
largest scale, and the dashed curve corresponding to the approximation. All transients 
are clearly visible in the detail signals. Since smaller scales correspond to shorter 
windows and larger scales to wider windows, all transients can be detected through a 
single transform. Transient C is represented by the approximation signal. Significantly, 
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1~~~~~~~~~~~~~~~~~~~~~~~~ 
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Figure 4.5 Test signal (top row) and 4-level Discrete Wavelet Transform with the Daubechies-2 
wavelet. 
transients A and B are represented differently in detail signals 2 and 3 although they 
were generated from the same waveform. This is one of the major drawbacks of the 
DWT for the EEG transient detection application: it is not translation-invariant. A 
transient in the signal causes a specific pattern in the transform but this pattern will 
change as soon as we shift the signal by a couple of samples. Thus, even if a transient 
is detected, it is not possible to extract a transient-specific feature from the DWT. 
Illustration of the lack of translation-invariance is even clearer in the DWT of a 
sine wave (Fig. 4.6). A strong interference between the wavelet and the sine wave 
becomes evident. Although the frequency of the wave is well localized, one can not 
rely on a detection in a specific scale at any time instance. The cycles of the sine wave 
are represented primarily by the level-4 details and the approximation intermittently, 
forming what is in effect an interference pattern. Note the high amplitude of the wavelet 
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coefficients when they are in phase with the wave. At anyone time one could not rely 
on a detection pattern for a cycle or half-cycle of the wave. 
4.3 CONTINUOUS WAVELET TRANSFORM 
Unfortunately, it is not possible to design a transform which is translation-invariant, 
orthogonal and invertible at the same time [Strang and Nguyen 1997]. Of these 
attributes, however, translation-invariance is essential for a sensitive detection system. 
It is shown here that the CWT has advantages over the DWT in the detection of a 
transient waveform. 
The CWT of a signal can be considered as the output of a series of band-pass filters. 
The analyzing wavelet represents a prototype filter (commonly a modulated window 
function, see previous chapter) which is re-scaled to a series of scales to cover the 
relevant spectrum. No downs amp ling occurs as does in the DWT. The DWT provides 
only one scale per octave (corresponding to each level), whereas the CWT can explore 
scales and frequencies in smaller steps. Scale is inversely proportional to frequency 
with a proportionality factor which is dependent on the wavelet filter. The output of a 
CWT is commonly referred to as a scalogram since its vertical axis relates to scale rather 
than frequency. Some authors define the scalogram as the power (squared magnitude) 
of wavelet coefficients [Quian and Chen 1996]. For a complex-valued wavelet filter 
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CWT at sample 450 shown in Fig. 4.8 (solid line). However, since the sine wave was 
generated by 
s(k) = 15 . sin(27fk 30/900) (4.1) 
and the analyzing wavelet accommodates two oscillation cycles on its compact support, 
one would expect to find the peak response at scale 60. As mentioned in the previous 
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Figure 4.8 Vertical cross section of the CWT in Fig. 4.7 at sample 450. Solid line: energy-
normalization, dashed line: true amplitude normalization. 
chapter, wavelet filters are commonly normalized to a unit power. This normalization 
method will be called 'power normalization' in this work. It was originally chosen for the 
DWT so that the overall signal power is maintained. Unfortunately, this normalization 
results in a biased estimate for the frequency and the amplitude of a signal component. 
With a different normalization factor (l/a rather than l/fo in Eq. 3.3 on p. 32) the 
peak in the CWT corresponds to the right frequency. 
In addition, a good estimate for the amplitude of an oscillating component may be 
required. This can be achieved by normalizing the wavelet filter such that its DFT has a 
maximum magnitude of 2. In this way, an unbiased estimate for scale and amplitude is 
obtained (Fig. 4.8, dashed line). This normalization is henceforth called 'true amplitude 
normalization' . 
The CWT is now applied to the test signal of the previous section. Both normaliza-
tion methods are applied: 'power' and 'true amplitude' (Fig. 4.9). All four transients 
can clearly be seen in the scalograms of the test signal. The response to transients 
A and B is now very similar, although a wave coincides with transient B leading to a 
larger peak in the scalogram compared to transient A. Even transient features of the 
background can be traced in the dendrite structure of the scalogram. 
The true amplitude normalization emphasises small scales and high frequencies. 
Thus the large scale transient C is assigned a lower relative magnitude with respect to 
the other transients. 
The CWT offers a more detailed, redundant, translation-invariant representation 
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of the data. Unfortunately, its computational complexity is orders of magnitude larger 
than that of the DWT and there is no simple method to invert the CWT like the DWT. 
A possible approach to achieve relative translation invariance is to overs ample the 
DWT [Sari-Sarraf and Brzakovic 1997]. For a review of such variants with application 
to analyzing seizure EEGs see Schiff et al. [1994bJ. Only the CWT allows for the 
application of a complex modulated window function as an analyzing wavelet, which 
results in a continuous estimate of signal power in a frequency band without phase 
interference. 
4.3.2 Multiscale Edge Extraction 
The foregoing sections have shown that oscillations are represented by horizontal struc-
tures ('ridges') while transient waveforms correspond to vertical structures in the CWT. 
In order to classify transients, the features of the vertical structures in the CWT can 
be analyzed in detaiL Transients could be peaks, pulses or single step-like features that 
will be called 'edges' here. 
Edges are well localized in time but poorly localized in frequency. Thus they 
cannot be fully represented by a single point in the scalogram as could the transients 
in the previous test signal. A strategy to extract the features of a transient is therefore 
to trace temporal maxima in the scalogram across scales. These traces have been 
termed fingerprints or multiscale edges [Witkin 1983, Mallat and Zhong 1992, Mallat 
and Hwang 1992]. A test signal similar to the one used by Mallat and Zhong [1992J 
and Mal [1999] was generated (Fig. 4.10 top). The test signal features several sharp 
transients and edges. 
4.3.2.1 Real Wavelet 
Commonly the DOG1 wavelet [Witkin 1983] or a similar wavelet is used in this context 
[Mallat and Zhong 1992, Mallat and Hwang 1992, Evertsz et al. 1995, Berkner and 
Wells 1999]. Here the imaginary part of the psh wavelet was applied (Fig. 4.10 bottom). 
The P8il wavelet was used so that a comparison between the results obtainable with 
a real-valued and complex-valued wavelet can be made. A harmonic progression of 
scales with 18 scales per octave was used. As the analyzing wavelet was real, both 
local temporal maxima (black dots) and local minima (white dots) are marked in the 
scalogram. 
For each major transient either (a) a single multiscale edge (samples 480, 750, 850) 
or (b) groups of three multiscale edges (near samples 180, 240 and 1050) are found in 
the scalogram. 
At small scales, the two steps in the signal near samples 180 and 240 are represented 
by two individual multiscale edges. Those multiscale edges merge near scale 400, so at 
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a coarser scale both steps are 'seen' as a single edge. Neighbouring multiscale edges of 
the same polarity merge at a certain scale, since the detail information to differentiate 
between them is no longer available at that scale. 
In contrast, the distance of neighbouring multiscale edges of opposite polarity grows 
with increasing scale. An example of this behaviour can be found near sample 800. 
Several features of an edge can be derived from the amplitude decay of the CWT 
along the corresponding multiscale edge. Mallat and Hwang [1992] estimated the local 
Lipschitz regularity a of edges with an iterative method. Evertsz et al. [1995] also 
determined the local Holder exponent f. Alternatively, the scale at which the largest 
amplitude is found and the scale at which the multiscale edge ends have been pro-
posed as additional features [Evertsz et al. 1995, Berkner and Wells 1997, Berkner and 
Wells 1999] . 
4.3.2.2 Complex Wavelet 
In Fig. 4.11 the full complex wavelet (psid has been applied to the previous test signal. 
The scalogram shows the modulus of the CWT coefficients with local temporal maxima 
marked by dots. Now only one multiscale edge is found for each transient. Here the 
rising and falling edges of the sharp peak near sample 800 are represented by a single 
multiscale edge. Thus, with a complex-valued wavelet, a peak in the signal is generally 
processed as a single entity like an edge. 
The CWT estimates the local energy content of a signaL Only with a complex 
wavelet can this estimate be made independent from the phase of the signaL If for 
example the phase of an edge has been distorted by some filtering process or is gen-
erally unknown, the complex wavelet is able to pick up the full amount of energy 
associated with the transient. The phase of wavelet coefficients along the multiscale 
edges is available as additional information about the transient. If noise is present in 
the signal (as in samples 1100 to 1800) it becomes difficult to trace multiscale edges. 
Even multiscale edges derived from a complex-valued CWT merge at some scale when 
moving from small scale to large scales. However, the rules for merging are different. 
Even multiscale edges of a rising and a following falling edge may merge to cover a 
peak. This phenomenon can be observed, for example, near samples 220 and 500. In 
Fig. 4.10 there are two separate multiscale edges of opposite polarity at scale 450 (near 
samples 220 and 300). However, in Fig. 4.11 the same multiscale edges merge near scale 
450 (sample 350), representing a large scale positive peak in the signaL Thus, with a 
complex wavelet the concept of multiscale edges can be generalized to cover peaks and 
transients. 
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4.3.4 Distance Subtraction Method 
The smooth nature of features in the scalogram can be considered a consequence of 
the lower limit of the time-frequency bandwidth product (Eq. 3.16). This means that 
no single time-scale point in the scalogram could have a non-zero magnitude without 
influencing its neighbourhood. A method is proposed here which attempts to improve 
the resolution of the scalogram. 
The CWT for discretely sampled signals (Eq. 3.4) can be re-written as 
1 
CWT(k, a) = G L s(l + k) 1fJ~(l) 
va IEZ 
(4.2) 
where a denotes the scale parameter and b the time location (a, bE R, a > 0). It can 
be thought of as a projection of a discrete signal onto the wavelet filter. For a wavelet 
constructed as a complex modulated window, the mean of the portion of the signal 
that is selected by the translated window can be expressed as 
p,(k, a) 1 Ls(l + k) l1fJa(l)1 
a
lEZ 
(4.3) 
while the overall variance of the windowed portion is 
(4.4) 
The local variance of the signal expressed by the translated and scaled wavelet is 
a~(k, a) = ~ .ICWT(k, a)12 (4.5) 
so the Euclidian distance between the windowed signal and the wavelet can be deter-
mined as 
d(k,a) = va;(k,a) - a~(k,a) . (4.6) 
The distance is small if the windowed signal matches the frequency of the scaled wavelet 
and grows larger if other frequencies are predominant the windowed segment. By 
subtracting this distance from the CWT 
CWTd(k,a) = ICWT(k,a)1 d(k,a). (4.7) 
a distance subtracted CWT can be defined. An example with the original CWT and 
the distance corrected CWT of a chirp signal is shown in Fig. 4.13. The important 
property of this representation is a stronger focus on actual components with a more 
rapid decay around them. The amplitude is not preserved by this method since the term 
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Matching pursuit is the best way to see both 'the forest and the trees' in a signal 
but it is a computationally very expensive algorithm. In this example, the signal had 
to be filtered 1420 times to extract 20 time-frequency atoms and, hence, is an order 
of magnitude slower than the CWT. For the application of matching pursuit to sleep 
waves see Durka and Blinowska [1996] or Zygierewicz et al. [1999]. 
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Figure 4.16 An example of matching pursuit: Original signal (top row) followed by reconstruction 
signal after 5, 10, 15, and 20 iterations. The original signal is superimposed as thin line in the bottom 
row. 
Alternatively, the waveform dictionary can be derived from actual data, or be 
combined with actual data such as ETs or artifacts. Thus, given a sufficiently large 
amount of computational power, a signal could be decomposed into atoms representing 
ET and/or artifacts. 
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4.5 COMPARISON TO TIME-FREQUENCY ANALYSIS 
The short-time Fourier transform, DWT and CWT can be regarded as linear joint 
time-frequency distributions. As counterparts to these, there is a range of bilinear joint 
time-frequency distributions such as the Wigner- Ville distribution or the Choi-Williams 
distribution. 
They are described in the following subsections and compared to the CWT. 
The WVD was originally developed for the area of quantum mechanics by Wigner 
in 1932 and later introduced to signal analysis by Ville. Most bilinear time-frequency 
distributions are based on the WVD [Quian and Chen 1996]. 
4.5.1 Wigner-Ville Distribution 
The WVD of a signal s(t) can be defined as 
(4.8) 
where s* denotes the complex conjugate of s. Since two time instances of the signal 
are multiplied in the convolution, the VWD is a bilinear distribution as opposed to 
the Fourier Transform, CWT or DWT. There are several attractive properties of this 
distribution such as translation and modulation covariance 
s'(t) s(t + to) -t WVDs' (t, j) = WVDs(t - to, j) (4.9) 
(4.10) 
time and frequency marginal properties i: WVD(t,j)dj = s(t) (4.11) 
i: WVD(t, j)dt = S(f) (4.12) 
with S(f) being the FT of s(t) and energy conservation i: i: WVD(t, j)dtdj = I: s(t)2dt . (4.13) 
The WVD of a linear chirp in white Gaussian white noise (SNR= -5 dB) shows a narrow 
ridge representing the chirp which is commonly referred to as auto-term (Fig. 4.17). 
Auto-terms relate to actual components in the signal. The auto-term is surrounded 
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contents of signal components can be estimated regardless of their phase. Edges and 
transients in the signal are represented by multiscale edges (vertical structures) in the 
CWT. In contrast, oscillations are represented by ridges (horizontal structures) that 
allow for instantaneous frequency estimation if the appropriate normalization method 
is applied. 
Matching pursuit attempts to break down a signal into multiple components (or 
time-frequency atoms) from a dictionary. It tries to match transients and oscillations 
to corresponding members of the dictionary but suffers from a huge computational 
burden. 
Bilinear time-frequency distributions give an unbiased image of signal contents but 
do not focus the energy of transients very well unless the affine class of distributions 
is used, to which the CWT belongs. Bilinear time-frequency distributions provide a 
valuable tool to study the properties of transients and analyzing wavelets. 
Chapter 5 
STATISTICAL PATTERN RECOGNITION 
5.1 INTRODUCTION 
Most decisions are based on previous experience, with some of the most crucial of these 
being made in medical diagnosis. Medical practitioners can only diagnose a particular 
condition following extensive training which includes examining many cases for which 
the presence of the condition is known. Their decision is based on a multitude of features 
which are more or less indicative for the condition in question. If the features derived 
from various examinations do not allow for a definitive diagnosis, a probabilistic term 
such as "suspected", "possible" or "probable" will be part of the doctor's diagnosic 
report. 
A pattern recognition system makes the decision to classify a given set of data 
(a "case") according to an associated pattern that consists of a number of features. 
The pattern can be considered to be a point in a multidimensional feature space or a 
feature vector. The classification rules define boundaries that divide the feature space 
into several disjoint regions, the classes. 
In statistical pattern recognition, a decision rule is derived from statistical analysis 
of a training data set. The training data set is meant to represent all available expert 
knowledge for the decision, so all patterns in the training data set must be labelled 
according to their class membership. Raudys and Jain [1991] listed the development 
stages of pattern recognition systems as follows: 
III data collection, 
" formation of the pattern classes, 
• feature selection, 
III specification of the classification algorithm and 
III estimation of the classification error. 
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Since the training data set must necessarily be finite, the distribution of features for 
each class or the class conditional density functions can only be estimated with a limited 
degree of accuracy. 
In the work presented here a statistical classifier is used to evaluate transients 
detected in clinical EEG recordings. Features of each transient are derived from wavelet 
analysis or analysis of its spatial distribution. 
In the following section three statistieal classifiers are introduced. To compare the 
classifiers several measures of performance for the classifiers are presented in section 
5.3. A series of simulations follow that illustrate the way the classifiers work. Further 
simulations with separate training and test sets are used to test the robustness of 
the classifiers (section 5.4). In section 5.5 a Bayesian approach is proposed for the 
interpretation of the classifiers' output such that a class membership is expressed by a 
probability. 
5.2 STATISTICAL CLASSIFIERS 
Statistical classifiers include such relatively new inventions as fuzzy logic [Zadeh 1965, 
Zadeh 1987, Zadeh 1992] and neural network classifiers like the self-organizing feature 
map [Kohonen 1989, Kohonen 1995]. However, although they date back much further 
[Fisher 1936, Fisher 1938] they recently received increasing amount of attention as 
a classical approach to pattern recognition in the field of artificial intelligence. They 
provide a means of implementing supervised learning, that is learning to classify patterns 
from a labelled training set. In this context, the labelled training set represents the 
expert knowledge built into the classifier. 
In the following, a set of cases is assumed to need to be classified. Each case 
is characterized by a p-dimensional feature vector X = [Xl,'" ,xp]T. Consider two 
classes of features WI and W2 with sample means XCI) and X (2 ) and prior probabilities 
ql and Q2, respectively. 
Most classifiers presented in the following subsections assume Gaussian distribu-
tions for all features but they have been shown to perform well if distributions are 
non-Gaussian [Raudys and Jain 1991, Vapnik 1995]. 
5.2.1 Euclidean Distance Classifier 
The Euclidean distance classifiers discriminant function 
(5.1) 
projects the offset corrected input feature vector X onto the direction connecting the 
means of the two classes. The classification of X is based on the sign of the discriminant 
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function gE (X): 
(5.2) 
(5.3) 
The Euclidean distance classifier can be applied if the pattern classes are well separated 
or a simple classification rule is needed [Raudys and Jain 1991]. 
5.2.2 Fisher's Linear Discriminant 
Fisher's linear discriminant assumes a common covariance matrix 8 for both classes. The 
discriminant function is given by 
The term In(ql!q2) is called the bias and it accounts for unequal prior probabilities. 
As for the Euclidean distance classifier, each input feature vector X is projected onto 
a fixed direction. However, for Fisher's linear discriminant this direction is parallel to 
8-1 (X(I) _X(2)) which can be shown to maximize the ratio of between-class to within-
class variances [Webb 1999]. Fisher's linear discriminant is the most commonly used 
discriminant function since it has been found to be robust to non-normality of patterns 
[Raudys and Jain 1991]. However, linearly separable classesl can be constructed such 
that Fisher's linear discriminant results in an error probability close to one [Devroye 
et al. 1996]. 
5.2.3 Quadratic Discriminant 
The quadratic discriminant function is based on separate covariance matrices 81 and 82 
for classes WI and W2, respectively 
For the quadratic discriminant function no global direction of discrimination can be 
given. The input feature vector X is evaluated in terms of its squared Mahalanobis 
distances to the respective class means. The Mahalanobis distance r between two feature 
ITwo classes are linearly separable if the feature space can be subdivided by a line or hyperplane 
such that one class falls completely in one subdivision and the other class falls completely in the other 
subdivision. 
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vectors X and Y of a set of feature vectors with covariance matrix S is given by 
(5.6) 
Points of equal Mahalanobis distance to some point Y lie on an elliptic curve, whereas 
points of equal Euclidean distance lie on a circle [Devroye et al. 1996]. Thus, the 
Mahalanobis distance can be understood to emphasize individual features with small 
variances and de-emphasize features with strong variances. 
5.2.4 Multinominal Classifier 
A multinomial classifier can be used for recognition even if variables take values from 
a discrete set only. No assumptions are needed for the class conditional distributions. 
Assume that the jth variable of a feature vector takes mj distinct values. Thus, there 
are m = ml m2 ... mp possible patterns or states. Based on the probability Pik of a 
state k = 1, 2, ... ,m occuring in class i = 1 or 2, the discriminant function is 
(5.7) 
where XS is the index of the state of X. One problem is that the number of states m 
rises quickly with the dimensionality of the feature vectors even if each variable takes 
only two distinct values. Therefore it may be difficult to estimate the Pik in practice. 
5.2.5 Histogram Classifier 
The multinomial classifier can be applied to continuous-valued variables after discretiz-
ing them into a set of mj bins, leading to the histogram classifier. The performance of 
the histogram classifier is dependent on the number of bins and the thresholds sepa-
rating the bins. Unfortunately, there is no general procedure to obtain the optimal bin 
thresholds for a given sample [Raudys and Jain 1991]. 
5.2.6 Bayesian Approach 
For each bin of the histogram classifier the Bayes probability for a certain class mem-
bership of a feature vector X can be estimated by 
(5.8) 
where X b is the index of the bin corresponding to X. This can be used to obtain a 
measure of confidence for a decision. 
In this work the continuous-valued output of the Euclidian, Fisher or quadratic 
discriminant functions are discretized to obtain a histogram. Subsequently, the Bayes 
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probability for each histogram bin is obtained to determine the confidence of class 
membership for one or the other class. This approach is illustrated with the results of 
simulation B (see below) in section 5.5. 
5.3 SIMULATION 
The behaviour of the Euclidian, Fisher and quadratic classifiers was studied in two 
dimensions in simulations A to C, presented below. Their performance and robustness 
was also be evaluated in a five dimensional feature space in simulations D to F. 
Simulations A to C should provide some insight into workings of the classifiers. 
The same set of data is used to train the classifiers and to evaluate their performance. 
However, in simulations D to F separate training and test sets are used. 
Two Gaussian distributed samples WI and W2 of 2D feature vectors were generated. 
Samples WI and W2 were centered around (-1, -1), and (0.5, 0.5), respectively. The 
three classifiers mentioned in the previous paragraph were applied to three variants of 
the samples to study the effects of ' 
" equal sample sizes and equal variances of features within each class 
(simulation A), 
• unequal sample sizes and equal variances of features within each class 
(simUlation B), and 
• equal sample sizes and unequal variances of features within each class 
(simulation C). 
For equal sample sizes the bias of the Fisher classifier is zero. However, in practice sam-
ple sizes may not be equal. By changing the sample sizes but retaining the distribution 
properties the effect of the bias can be studied. 
If variances of features within one class are unequal, that distribution is elliptical. 
By changing the sample of one class from circular to elliptical, the resulting behaviour 
of the decision boundaries of the classifiers can be studied. 
5.3.1 Performance Indicators 
For the study, sample WI was considered to be a widely distributed class of non-targets, 
while W2 was considered to comprise targets to be detected. Performance was measured 
in terms of the numbers of false detections (FD), rejected non-targets (RN), detected 
targets (DT) and missed targets (MT). These measures can be sumarized in a confusion 
matrix: 
[
RN FD] 
MT DT 
(5.9) 
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where the rows represent non-targets and targets, and the columns represent non-
detections and detections, respectively [Tarassenko et al. 1998]. Based on these num-
bers, 
and 
as well as 
Sensitivity Detected Targets 
Targets 
S I 
.. Detected Targets 
e ectlvlty = D . 
etectlOns 
DT 
DT+MT 
DT 
DT+FD 
Performance = ~ (Sensitivity + Selectivity) 
of a classifier can be assessed. Another measure, 
S 'fi' False Detections FD peci CIty = --~---Non-Targets RN + FD 
(5.10) 
(5.11) 
(5.12) 
(5.13) 
could be used instead of selectivity. However, since the number of non-targets is much 
larger than the number of targets in the detection problem considered in this work a 
high specificity may conceal a poor selectivity. Although some authors use specificity in 
the evaluation of the same detection problem [Kalayci and Ozdamar 1995, Tarassenko 
et al. 1998] it is considered too unreliable by the author and therefore not used in this 
work. 
The probability of misc!assification (PMC) was estimated by the fraction of wrongly 
classified feature vectors. An additional indicator for the quality of the discriminants 
is the ratio of variance between samples and within samples or F-ratio derived from an 
analysis of variance (ANOVA) [Damon and Harvey 1987]. In the following, the F-ratio 
was determined for individual features and for the outputs of the discriminants gE (X), 
gF(X) and gQ(X). 
Although the F-ratio is not influenced by linear transforms of the input variable, 
a non-linear transform can have a strong effect on its magnitude. Therefore, in order 
to make a fair comparison between discriminants the following modified form of the 
quadratic discriminant was also evaluated. In the modified form, the squared Maha-
lanobis distances are replaced by the Mahalanobis distances: 
Thus gQ(X) relates to the same dimension or 'unit' as gE{X) and gF(X). Apart from 
the bias, gQ(X) and gQ(X) generate the same decision boundary. Since the bias is an 
additive term it does not affect the resulting F-ratios. 
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5.3.2 Simulation A: Equal Sample Sizes and Variances of Features 
For simulation A samples WI and W2 were generated with equal sizes NI = N2 500 and 
standard deviation La and 0.5, respectively. For both samples, variances were equal 
between features. In addition to the discriminants, classification based on proximity to 
the sample means of features 1 and 2 was evaluated. This is equivalent to the applying 
one-dimensional feature subspaces to the Euclidian classifier. Classification results are 
listed in Table 5.1-and shown in Fig. 5.L Although samples WI and W2 are not linearly 
separable, over 93% sensitivity along with about 80% selectivity can be achieved with 
only one of the features alone. Euclidian and Fisher classifiers are almost equivalent 
3 
2 
1 
-2 
-3 
o 
'. . 
eO i Co' ··0 
o 0 ..... 0 ,. • 
• • ...,p .. 
..: ... \Oe! •• :8 
., .... ", •• 08L.'. 
• "0. •• eo 0'" ". ct) 
•••• • I. .0 ~. ·0 • 
• : 't.."y""'!o· .~.,,·~ •• :,po 
. • . ..••. ,-: .~,. .• .,.~4' J: .~. 0 
• •• it' .-•• ,... ,:... 
••• cit ~ • • ~';:!IIl. .'. eo • °0 • 1* 
. . .." ......... . 
.0 .. if :0...... ... . 
•• • .... • •• 1/1 • ". • • 
•• eo •• ... • 
., : • e. 
o .~ • •• _ •• , •• ,. .0 
: #. • 
. . 
. 
. 
" "'-
"-
'b 0 
/' 
/' 
\ 
\ 
I 
I 
/ 
_4~--~--~L---~--~L---~--~----~--~ 
-5 -4 -3 -2 -1 
feature 1 
o 1 2 3 
Figure 5.1 Simulation A: Gaussian distributed samples WI (non-targets, black dots) and W2 (targets, 
small circles). Sample sizes were equal NI = N2 = 500. Circles (0) show sample means. Lines show 
decision boundaries given by Euclidean distance classifier (gE (X) = 0, solid line), Fisher's linear 
discriminant (gF(X) 0, dotted line) and the quadratic discriminant function (gQ(X) = 0, dashed 
line). 
in their decision boundaries and classification performance. Both achieve the highest 
sensitivity (98%). The quadratic classifier is more balanced between sensitivity and 
selectivity and achieves the highest selectivity (91%) and performance (93%). The 
F-ratios reflect the performance of the discriminants (for the quadratic classifier the 
modified version gQ(X) needs to be considered). 
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Table 5.1 Classification results for simulation A: equal sample sizes and equal variances of features: 
F-ratio derived from ANOVA, numbers of false detections (FD), rejected non-targets (RN), detected 
targets (DT) and missed targets (MT); probability of misclassification (PMC), sensitivity (Sen), selec-
tivity (Sel) and mean of sensitivity and selectivity (Per). F-ratios for both gQ(X) and gQ(X) are 
listed. 
Discriminant F FD RN DT MT PMC Sen Sel Per 
feature 1 913.4 118 382 469 31 14.9 93.8 79.9 86.8 
feature 2 970.4 116 384 469 31 14.7 93.8 80.2 87.0 
Euclidian 1839.5 72 428 490 10 8.2 98.0 87.2 92.6 
Fisher 1842.1 71 429 490 10 8.1 98.0 87.3 92.7 
quadratic 1136.4/2560.5 48 452 477 23 7.1 95.4 90.9 93.1 
5.3.3 Simulation B: Unequal Sample Sizes and Equal Variances of 
Features 
The sample size of W2 was reduced to N2 = 250 while all other parameters of the samples 
were maintained. Classification results are listed in Table 5.2 and shown in Fig. 5.2. 
The decision boundary of the EuClidian classifier is not affected by the change in sample 
Table 5.2 Classification results for simulation B: unequal sample sizes and equal variances of fea-
tures: F-ratio derived from ANOVA, numbers of false detections (FD), rejected non-targets (RN), 
detected targets (DT) and missed targets (MT); probability of misclassification (PMC), sensitivity 
(Sen), selectivity (Sel) and mean of sensitivity and selectivity (Per). 
Discriminant F FD RN DT MT PMC Sen Sel Per 
feature 1 490.7 119 381 234 16 18.0 93.6 66.3 79.9 
feature 2 543.9 115 385 233 17 17.6 93.2 67.0 80.1 
Euclidian 998.5 71 429 245 5 10.1 98.0 77.5 87.8 
Fisher 999.2 26 474 205 45 9.5 82.0 88.7 85.4 
quadratic 595.8/1419.3 44 456 237 13 7.6 94.8 84.3 89.6 
size but its sensitivity has dropped by about 10%. For the Fisher classifier, the decision 
boundary has moved towards the smaller sample. This is due to the the imbalance of 
sample sizes being compensated by the bias term in Eq. 5.4. As a result, the selectivity 
is maintained but the sensitivity has been considerably reduced (98% down to 82%). 
Here it becomes obvious how the tradeoff between sensitivity and selectivity can be 
controlled by changing the bias. Again, the quadratic classifier achieves the highest 
performance (90%). 
5.3.4 Simulation C: Equal Sample Sizes and Unequal Variances of 
Features 
To illustrate the adaptability of the discriminants to another situation, samples with 
equal sizes NI = N2 = 500 but unequal variances in their features were generated. 
For sample WI features 1 and 2 were generated with standard deviations of 1 and 0.5, 
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Figure 5.2 Simulation B: Gaussian distributed samples WI (black dots) and W2 (small circles). Sample 
sizes were NI 500 and N2 250. Lines show decision boundaries given by Euclidean distance 
classifier (solid line), Fisher's linear discriminant (dotted line) and the quadratic discriminant function 
(dashed line). 
respectively. For sample W2 both features had standard deviations of 0.5. Classification 
results are listed in Table 5.3 and shown in Fig. 5.3. The Fisher classifier features a 
decision boundary which is tilted with respect the Euclidian classifier. This gives the 
Fisher classifier increased sensitivity and selectivity and a performance which is close 
to the quadratic classifier. 
Table 5.3 Classification results for simulation C: equal sample sizes, but unequal variance of features 
for sample WI: F-ratio derived from ANOVA, numbers of false detections (FD), rejected non-targets 
(RN), detected (DT) and missed targets (MT); probability of misc1assification (PM C), sensi-
tivity (Sen), selectivity (Sel) and mean of sensitivity and selectivity (Per). 
inant F FD RN DT MT PMC Sen Sel Per 
feature 1 913.4 118 382 469 31 14.9 93.8 79.9 86.8 
feature 2 2413.1 30 470 468 32 6.2 93.6 94.0 93.8 
Euclidian 2571.1 53 447 489 11 6.4 97.8 90.2 94.0 
Fisher 3277.4 23 477 484 16 3.9 96.8 95.5 96.1 
quadratic 2153.7/4469.0 19 481 484 16 3.5 96.8 96.2 96.5 
5.4 MORE DIMENSIONS AND VARYING STATISTICS 
The detection problem in medical diagnosis often involves a large sample of healthy or 
'normal' cases but only a small sample with unequivocal abnormalities. To evaluate 
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Figure 5.3 Simulation C: Gaussian distributed samples WI (black dots) and W2 (small circles). Sample 
sizes were equal NI = N2 = 500. Standard deviation of feature 2 of of sample WI was reduced to 
0.5, Lines show decision boundaries given by Euclidean distance classifier (solid line), Fisher's linear 
discriminant (dotted line) and the quadratic discriminant function (dashed line). 
the mean performance and robustness of the classifiers in this situation, WI and W2 were 
given sample sizes NI = 2000 and N2 = 200 respectively. 
Three sets of simulations were performed (D, E and F). Simulations were repeated 
5000 times in each set and all performance properties were averaged. Sample WI was 
centered around the origin. In each of the 5000 runs several properties of the samples 
were varied: 
III the means of the features of sample W2 were translated to a random offset between 
0.1 and 1.0 
It standard deviations of all features were chosen at random between 0.1 and 1.0 
• sample WI was rotated at random to simulate correlated and uncorrelated fea-
tures. 
In simulation set D, two-dimensional Gaussian-distributed features were simulated. 
In simulation set E, five-dimensional Gaussian-distributed features were simulated. 
Finally, in simulation set F, five-dimensional non-Gaussian features were simulated. 
In each run, two sets of samples with equal statistical properties were generated. 
One set was used for the training of the classifiers while the other one functioned 
as a test set. Both Fisher and quadratic classifiers were evaluated with and without 
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bias terms to study the effect of bias correction on the overall performance. For the 
quadratic classifier, F-ratios were determined for both gQ(X) and gQ(X). 
5.4.1 Simulation Set D: Two-dimensional Gaussian Samples 
The 2D case is comparable with the illustrated simulations in the previous section. 
It should be noted that the average Euclidian distance of sample means was only 
d IX(l} - X(2) I = ~/2 * 0.552 = .78. Classification results (Table 5.4) show that the 
Table 5.4 Mean classification results for simulation set D: 2D Gaussian samples of grossly unequal 
sample size: F-ratio derived from ANOVA, numbers offalse detections (FD), rejected non-targets (RN), 
detected targets (DT) and missed targets (MT); probability of misclassification (PMC), sensitivity 
(Sen), selectivity (Sel) and mean of sensitivity and selectivity (Per). 
• Discriminant Ii' FD RN DT MT PMC Sen Sel Per 
Euclidian 662.0 441 1559 155 45 22.1 77.5 32.6 55.1 
Fisher unbiased 838.5 389 1611 153 47 19.8 76.7 37.3 57.0 
Fisher 838.5 5 1995 49 151 7.1 24.7 69.1 46.9 
quadratic unbsd 793.8/1282.5 416 1584 158 42 20.8 78.9 36.3 57.6 
quadratic 793.8/1282.5 94 1906 128 72 7.6 64.0 59.3 61.7 
unbiased classifiers outperform the biased variants. The overall mean performance is 
relatively poor, no classifier achieves more than 50% performance. Apparently, two fea-
tures of the proposed simulation model do not provide enough information to perform 
classification with reasonable reliability in the situation simulated. 
5.4.2 Simulation Set E: Five-dimensional Gaussian Samples 
In the case of 5 dimensions, more information is available for classification of each case. 
In a set of five features there is a better chance of finding one feature that gives good 
discrimination. Furthermore, the average Euclidian distance of sample means was d = 
V5 * .552 = 1.23. Because of the higher dimensionality samples are further apart than 
Table 5.5 Mean classification results for simulation set E: 5D Gaussian samples of unequal sample 
size: F-ratio derived from ANOVA, numbers of false detections (FD), rejected non-targets (RN) , 
detected targets (DT) and missed targets (MT); probability of misclassification (PMC) , sensitivity 
(Sen), selectivity (Sel) and mean of sensitivity and selectivity (Per). 
Discriminant F FD RN Sen Sel Per 
Euclidian 1218.9 255 1745 86.8 46.4 66.6 
Fisher unbiased 2076.9 154 1846 168 32 84.0 62.3 73.1 
• Fisher 2076.9 4 1996 99 101 49.6 92.7 71.1 
quadratic unbsd 1249.1/2343.9 157 1843 183 17 7.9 91.5 65.4 78.4 
quadratic 1249.1/2343.9 42 1958 179 21 2.9 89.5 82.1 85.8 
in simulation set D. This needs to be considered when comparing the two-dimensional 
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simulations with the five-dimensional simulations. The classification results (Table 5.5) 
show superior performance for the biased classifiers. Again, the best performance is 
achieved by the quadratic classifier with an average of only 42 missed cases and 21 false 
detections. 
5.4.3 Simulation Set F: Five-dimensional non-Gaussian Samples 
It is important to study the effect non-normal distributions have on the performance of 
the classifiers. In many applications, variables do not follow the normal distributions. 
In the following simulations, variables were generated following either a 
lID x2-distribution with 2 degrees of freedom 
• an exponential distribution (p, = 1) 
ED or a uniform distribution in the interval [-.5 .5]. 
Table 5.6 Mean classification results for simulation set F: 5D non-Gaussian samples of grossly 
unequal sample size: F-ratio derived from ANOVA, numbers of false detections (FD), rejected non-
targets (RN), detected targets (DT) and missed targets (MT)j probability of misclassification (PMC), 
sensitivity (Sen), selectivity (Sel) and mean of sensitivity and selectivity (Per). 
Discriminant F FD RN DT MT PMC Sen Sel Per 
Euclidian 952.1 237 1763 153 47 12.9 76.7 46.8 61.8 
Fisher unbiased 1236.5 152 1848 150 50 9.2 74.8 60.4 67.6 
Fisher 1236.5 6 1994 95 105 5.0 47.6 93.2 70.4 
quadratic unbsd 2108.9/3816.8 1179 821 198 2 53.7 99.2 15.4 57.3 
quadratic 2108.9/3816.8 67 1933 176 24 4.1 88.1 73.3 80.7 
The classification results (Table 5.6) are only slightly degraded compared to the Gaus-
sian samples. The quadratic classifier performs exceptinally poor without the appli-
cation of the bias. Again, the best performance is achieved by the biased quadratic 
classifier with an average of only 67 missed cases and 24 false detections. 
5.4.4 Receiver Operating Characteristics 
A comprehensive picture of the performance of the classifiers can be gathered from their 
receiver operating characteristic (ROC). The ROC is a function which summarizes the 
possible performances of an observer faced with the task of detecting a signal in noise 
[Egan 1975]. To obtain an ROC curve for two given samples and a given classifier, the 
threshold of the corresponding detection function is varied such that all false detection 
probabilities are covered. For each false detection probability the respective sensitivity 
is obtained. The area under an ROC curve equals one for a perfect detector and 0.5 
for a random detector. 
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Mean ROC curves were obtained for simulations E and F. For a given false detection 
probability, detection probabilities were averaged over 5000 repetitions. Mean ROC 
curves were calculated for the Euclidian classifier (one feature and all features), Fisher 
classifier and quadratic classifier (both variants gQ(X) and gQ(X)). Fig. 5,4 shows the 
resulting ROC curves for five-dimensional Gaussian and non-Gaussian distributions. 
The ROC curves show the performance of the classifiers in a straightforward manner. 
z 
o 
0.8 
;:: 0.6 
() 
w 
I-w 0.4 
Q 
Gaussian Samples 
~-;;;-:;::'"'"' - -' -. 
! ,. 
I 
I 
I 
/ 
",,' 
./ 
0:: I 
0.2 i 
o~--------~------~ 
o 0.5 1 
p(FALSE DETECTION) 
Non-Gaussian Samples 
O~------~~------~ 
o 0.5 1 
p(FALSE DETECTION) 
Figure 5.4 Mean ROC curves for simulations E and F: Euclidian classifier (dash dotted line: one 
feature, solid line: all features), Fisher classifier (dashed line) and quadratic classifier (gQ(X): dotted 
line, gQ(X): thin line). 
The tradeoff between sensitivity and selectivity is displayed in an obvious way that 
allows for comparison of classifiers without the need to choose a bias. Any point on an 
ROC curve can be chosen for a design by adjusting the bias. 
5.5 BAYESIAN PROBABILITIES 
Statistical classifiers naturally provide a binary decision in an automatic fashion. A 
given sample X is either classified as a member or a non-member of some class. How-
ever, if classes overlap significantly a decision may not be definite. The uncertainty 
of the decision cannot be reflected by the binary output. In the following, a Bayesian 
approach based on the class distributions after application of the discriminant function 
is presented. 
Histograms were generated for the output of the quadratic classifier (gQ (X)) for 
the two 2D Gaussian samples with unequal sample sizes (simulation B) as shown in 
Fig. 5.2. The Bayesian probability of class membership p(w2IX) was computed accord-
ing to Eq. 5.8 for all non-zero histogram bins (Fig. 5.5). Thresholds for probabilistic 
terms such as questionable, possible, probable, or definite, could be derived from the 
membership probabilities. For example, for the simulations shown, these thresholds 
provide an estimate for the confidence in a decision made by the classifier. However, 
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Figure 5.5 Normalized histograms of the output of the quadratic classifier (!f(X)) for Gaussian 
samples WI and W2 with unequal sample sizes (NI = 500, N2 = 250). The Bayesian probability of class 
membership p(w2IX) is indicated by the thin line and dots for relevant bins. 
the histogram bins have to be found empirically since no general method is available 
for their automatic computation. 
5.6 SUMMARY 
Linear and quadratic statistical classifiers were presented and their ability to discrimi-
nate between samples from two classes was tested. To simulate a variety of situations 
test samples included 
• Gaussian and non-Gaussian distributions, 
• equal and unequal samples sizes, 
• equal and unequal variances in individual variables, and 
• correlated and uncorrelated variables. 
Several performance indicators were presented and applied to the classifiers in repeated 
tests. mean of all performance indicators over 5000 repetitions shows the robust-
ness and weaknesses of the individual classifiers in various situations. Both Fisher linear 
and quadratic classifiers show robust performance even for non-Gaussian distributed 
samples. 
A Bayesian approach to obtain the confidence of a classification with respect to 
a given threshold was presented. This approach can be llsed to validate the decision 
made by a statistical classifier. 
Chapter 6 
SPATIAL ANALYSIS OF THE 
ELECTROENCEPHALOGRAM 
6.1 INTRODUCTION 
The spatial distribution of electrical activity seen in the channels of the EEG provides 
important clues for the clas!'!ification.of artifacts and pathological events. Several rules 
can be applied to an electrode chain in a bipolar recording to identify focal patterns 
and provide a coarse indication of focus localization. A more sophisticated approach is 
to model the electric field caused by a focal source within the brain, which is commonly 
modelled as a dipole. The six degrees of freedom (location, orientation and strength) of 
a dipole can be optimized to match some observed spatial distribution given a model of 
the head and its conductivity distributions. However, it is important to note that events 
can arise from several distinct and/or distributed sources making accurate localization 
impossible. 
Importantly, the aim of this work is to extract a feature from the measured poten-
tial distribution that helps distinguish epileptiform activity from normal background. 
The clinical literature suggests that the polarity of the surface potential is the most 
indicative feature of EDs [Duffy et al. 1989, Binnie 1993]. Thus, an attempt is made 
to estimate both location and orientation of the source. 
In the following sections the three important spaces relevant for the spatial analysis 
of the EEG are introduced. Forward models are presented and applied to illustrate the 
relationships between the three spaces: the surface potential resulting from a localized 
source, the vector field in the source volume that relates to a single channel of the EEG, 
and the 3D sensitivity distribution for a given montage. Eventually, an approach to 
source localization and orientation estimation is presented and tested in simulations. 
6.2 RELEVANT SOURCE AND SIGNAL SPACES 
Several spaces that play an important role in the generation and analysis of the EEG 
are outlined in the following subsections. Understanding their interrelationships is 
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important for the interpretation of events in the EEG. 
6.2.1 Electrode Space and Absolute Reference 
Electrode space can be defined as a multidimensional signal space with one dimension 
for each electrode. Electrodes sample the surface potential of the head. Ideally, the 
potential would be measured with respect to some absolute zero reference potentiaL 
However I no such absolute zero potential exists and only potential differences between 
pairs of electrodes can be recorded. In some cases one electrode, such as on an ear-
lobe (AI or A2) or vertex (Cz), may be used as a common reference for several other 
electrodes. Movements or changes in the conductivity properties of a single electrode 
cause electrode artifacts that are localized in electrode space but will usually affect sev-
eral channels. Artifacts on a reference electrode may contaminate the entire recording. 
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Figure 6.1 Bipolar montages used in 16-channel clinical recordings. The symbol EfJ indicates the 
positive electrode of each channel while the other electrode serves as reference. 
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6.2.2 Channel Space and Montages 
The mapping of electrode pairs to channels is defined by the montage of a recording. 
A referential montage requires an assumed absolute reference such as the ipsilateral 
earlobe potential. The average of all channels is also sometimes used as a common 
reference. In contrast, bipolar montages do not have a common reference. The bipolar 
montages used in the clinical recordings analyzed in this thesis are shown in Fig. 6.1. 
Bipolar montages can give a more detailed picture of more superficial focal events 
whereas referential montages can give a more sensitive representation of deeper sources 
[Katznelson 1981.]. Sensitivity patterns will be illustrated in detail in the following 
sections. Each channel has a specific pattern of sensitivity to a certain region of the 
source space called lead field. Thus, a focal source may be picked up in one channel but 
may be obscured in another. The term 'lead field' was coined in electrocardiography 
(ECG), where a 'lead' is the voltage measured by a particular combination of electrodes 
[Goldman 1973]. 
The channel space can be defiried as a multidimensional signal space with one 
dimension for each channel. It is a subspace of the electrode space. A montage corre-
sponds to a non-invertible transfer matrix from electrode space to channel space. 
6.2.3 Source Space and Electrostatic Models 
The source space can be defined as a multidimensional current density distribution 
inside the physical volume of the head. At any particular location the current density 
is specified by the three-dimensional vector that represents the strength and the ori-
entation of a local current source. It is generally assumed that the volume conduction 
is instantaneous within the relevant time resolution and that resistivity is constant 
with respect to the frequencies found in the EEG, such that an electrostatic model is 
sufficient as opposed to an electrodynamic model [Nunez 1981.]. Since current fields 
and potentials of several sources do not interact during volume conduction, they can 
be added linearly. 
A local current source is modelled by a dipole or equivalent current dipole (ECD). 
A dipole represents the average of some locally-distributed synchronous activity which 
can be resolved within the temporal and spatial resolution limits of the EEG. 
Several forward models have been suggested that allow for the calculation of the 
surface potential for a given dipole. Some models assume one or more concentric spher-
ical shells of homogenous conductivity, representing the brain, cerebrospinal fluid (CSF), 
skull or scalp. More advanced models use finite element techniques to closely render 
these compartments according the anatomy of individual patients. Several forward 
models will be discussed in the following section. 
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6.3 FORWARD SOLUTION FOR FOUR-SHELL SPHERICAL 
MODEL 
The electrostatic properties of the head can be modelled as a set of four concentric 
shells of homogenous and isotropic conductivities that represent scalp, skull, subarach-
noid space (containing CSF), and the brain. There are analytic expressions for the 
Table 6.1 Spherical head model parameters. The model proposed by Rush and Driscoll consists of 
three shells only. 
Model Conductivities (ljDm) Boundary radii 
Scalp Skull CSF Brain Skull CSF Brain 
0"4 0"3 0"2 0"1 d C b 
Rush and Driscoll 0.33 0.0041 0.33 0.9200 0.8700 
Cuffin and Cohen 0.33 0.0042 1.0 0.33 0.9659 0.9295 0.8977 
Stok 0.33 0.0042 1.0 0.33 0.9467 0.8667 0.8400 
surface potential generated by a single source inside these volume conductor models. 
For spherical head models, a number of conductivities and shell radii are assumed. Sev-
eral three- and four-shell head models with various conductivities and radii have been 
proposed, some of which are listed in Table 6.1 [Rush and Driscoll 1968, Cuffin and 
Cohen 1979, Stok 1986, Stok 1987]. The large difference in conductivity of the skull 
with respect to the other compartments (O"brainjO"skull :::::: 80) causes most of the blur in 
the surface potential fields [Berg and Scherg 1994]. The model proposed by Stok [1986] 
is shown in Fig. 6.2. With the conductivities and eccentricities from Table 6.1 one can 
0"4 .33 (skalp) 
0"3 .0042 (skull) 
0"2 = 1.0 (CSF) 
0"1 .33 (brain) 
bR eR dR R 
--_ . .,-:-.. , ............................................... . 
Figure 6.2 Spherical head model with shell radii b = .84 (brain/CSF), c = .8667 (CSF /skull) and 
d = .9467 (skull/scalp). Shell radii are not drawn at their original scale. 
calculate the potential vat some surface location s = (sx, Sy, sz) for a dipole at location 
r = (Tx, Ty, Tz ) with current dipole moment m = (mx, my, m z ) according to 
v (6.1) 
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with head radius R = lsi, dipole eccentricity j = Irll R, radial unit vector ro, tangential 
unit vector to, angle B between rand s (cosB = r· s), Legendre polynomials Pn(cos()) 
and associated Legendre polynomials P~ (cos B) of degree n. The weights are 
with 
(2n + 1)4(cd)2n+1 
r(n) (6.2) 
r( n) = ~n+1 [b2n+1n (:~ 1) (:: 1) (n + 1) + c2n+1 (:~ n + n + 1) (:: n + n + 1) ] 
. [( :: n + n + 1) + (n + 1) (:: - 1) d2n+1] 
+( n + 1 )c2n+1 [b2n+1 (:~ - 1) (:: n + :: + n ) + c2n+1 (:~ n + n + 1) (:: - 1) ] 
1)' + (:: n + :: + n ) ~n+1] (6.3) 
[Salu et al. 1990, Sun 1997]. To find the surface potential of a single dipole at one 
location the extensive calculations have to be repeated for 60-100 terms to approximate 
the infinite sum in Eq. 6.1. 
To speed up calculations, Nunez [1981.] suggested estimating the magnitude of 
the surface potential with a simple homogenous-conductor model and subsequently 
mUltiplying the result by a correction for inhomogeneity. Several fast algorithms for 
the forward calculations have been proposed. Berg and Scherg [1994] approximated the 
four-shell model by three separate dipoles of equal orientation in a sphere of homogenous 
conductivity. They determined the weights and relative eccentricities of the approxi-
mation dipoles numerically. Their approximation is 33 times faster than the standard 
method (empirical residual variance < 1 . 10-4). Sun [1997] calculated the first three 
elements (n = 1,2,3) of the term rscalP(n)jn-l in Eq. 6.1 explicitly and approximated 
the rest (n > 3) with a polynomial. He presents error bounds in analytical form and 
his approximation is 50-100% faster than the one proposed by Berg and Scherg [1994J. 
6.3.1 Forward Solution for Radial Dipoles 
The four-shell model proposed by Stok [1986J was used with the algorithm given by 
Sun [1997] to estimate the surface potentials of a radial dipole at various eccentricities. 
Surface potentials are plotted radially with respect to the outer surface (darkest solid 
line) in a cross section (Fig. 6.3) presented in a manner similar to that of Jungh5fer 
et al. [1997J. The shallow source produces the sharpest peak in the surface potential 
while the deep source leads to a more even distribution. The peak absolute surface 
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Figure 6.3 Relative potentials of radial dipoles at eccentricities 0.8, 0.5 and 0.2, respectively. Positive 
potentials are shown outside the scalp surface. 
potential of the intermediate source is about half that of the shallow source. 
6.3.2 Forward Solution for Tangential Dipoles 
The cross section of surface potentials generated by tangential sources are shown in 
Fig. 6.4. Tangential sources generally produce lower amplitude surface potentials than 
radial sources, but shallow tangential sources generate significant gradients. Most of 
Figure 6.4 Relative potentials of tangential dipoles at eccentricities 0.8, 0.5 and 0.2, respectively. 
Positive potentials are shown outside the scalp surface. The same scale as in the previous figure is 
used. 
the depth-related difference in the potential distribution is found in the 90 degree sector 
above the sources. 
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6.3.3 Implications of Forward Solutions 
For both radial and tangential sources, the depth influences the scale of the potential 
pattern at the surface. In other words, the surface potential pattern of deep sources 
has lower amplitude than that of shallow sources. Conversely, the estimation of source 
eccentricity could be compared to the estimation of the scale of a spatial low-pass (blur) 
filter. 
In bipolar montages, channels measure the gradient of the potential distribution. 
For a tangential source the gradient is maximal above the source. In the case of a radial 
source it is maximal along a closed curve circumscribing the source. 
For the average reference montage, the average of all channels is used as a reference 
but electrodes cover the upper half of the head only. Since dipole potentials for both 
radial and tangential sources extend over the entire surface of the head the average 
reference can be biased. 
6.3.4 Boundary Element Models 
More detailed models of the homogenous regions with respect to their conductivity can 
be derived from a Tl-weighted magnetic resonance image (MRI) of the head. The reCOIl-
structed surfaces between homogenous regions are used in boundary element method 
(BEM) models that lead to more accurate solutions. Inner and outer surfaces of the 
BEM models are constructed with triangular elements. The triangular elements sam-
ple a 2D surface in 3D space. Ferguson and Stroink [1997] show how the density 
of the surface tessellation of a spherical surface influences the accuracy of the BEM 
model. They compared several approaches to approximate the surface integral of the 
BEM model with the discrete surface elements. Fuchs et al. [1998] proposed a way to 
refine the mesh of triangular surface elements for general surfaces that leads to a 
markedly more accurate forward solution. Both the three-shell spherical model and a 
three-compartment BEM model based on their new approach were used to fit dipoles 
to nine time samples of an from a focal ED recorded with 28 electrodes. The BEM 
model resulted in less spatial spread of the nine resulting dipoles. They concluded 
that the variance between measured and fitted field is only weakly correlated to the 
dipole mislocalizatioIl. Thus a good fit in the EEG potentials could be achieved with 
an oversimplified model though the dipole location could be several centimetres away 
from the true position of the source [Fuchs et al. 1998]. 
In this work a spherical model is used since a general spatial model is required 
and data sets representing the patient's individual anatomy (CT or MRI scans) were 
available in a few cases only. 
90 CHAPTER 6 SPATIAL ANALYSIS OF THE ELECTROENCEPHALOGRAM 
6.4 LEAD FIELDS 
The lead field is the electric current field that would result from injecting a unit current 
into a volume conductor with a pair of surface electrodes. According to the reciprocity 
theorem of Helmholtz, the distribution of this current field is proportional to the sen-
sitivity of the lead. The lead field defines the sensitivity of any pair of electrodes and 
any bipolar channel. Malmivuo et aI. [1997] calculated the half-sensitivity volume for 
several electrode separations to compare EEG and MEG sensitivity patterns. For a 
pair of electrodes 20° apart, the half-sensitivity volume ends about 8 mm under the 
cortical surface and the sensitivity drops to about 7% at the centre of the head relative 
to the maximum sensitivity. For electrodes located 60° and 180° apart, they report a 
relative sensitivity of 20% and 35%, respectively, at the centre of the head. 
6.4.1 Direction 
Electrodes in the bipolar montages used in this work are placed about 36° apart. The 
direction of the lead field current flow for a bipolar channel is illustrated in Fig. 6.5. 
Additionally, the case of the widest possible electrode separation (180°) is shown. The 
Figure 6.5 Directions of lead field current flow for electrode pairs placed 36 degrees (left) and 180 
degrees (right) apart. Electrode locations are indicated by black dots. 
current flow is perpendicular to the surface underneath the electrodes where the current 
enters or leaves the volume conductor. According to the reciprocity theorem a channel 
is insensitive to a current source perpendicular to the flow field. Conversely, a channel 
is most sensitive to sources aligned with the flow field. The illustrations indicate that 
bipolar channels are most sensitive to radial sources underneath the electrodes and 
tangential sources half way between electrodes. 
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6.4.2 Channel-Specific Sensitivities 
The isosensitivity surfaces on which a current source of 10 nAm would generate poten-
tial differences of a range of small voltages in the electrode pairs is shown in Fig. 6.6. 
The larger the electrode separation, the larger is the sensitive volume covered by the 
Figure 6.6 Isosensitivity surfaces of lead fields for electrode pairs as shown in the previous figure. 
The thick dashed line indicates the surface where a current source of 10 nAm aligned in parallel to the 
lead field would generate a potential difference of 1 ttV in the electrode pair. Thin dashed lines closer 
to the electrodes show the surfaces for 0.9,0.8 ... 0.1 ttV, respectively. Thin dashed lines further apart 
from the electrodes show the surfaces for 1.1,1.2 ... 1.8ttV, respectively. 
channeL Since sensitivity is highest underneath the electrodes where the current flow 
is radial, the EEG is generally more sensitive to radially-oriented sources. 
From these diagrams one can deduce that a channel derived from widely spaced 
electrodes is more sensitive to deep sources than a channel from closely spaced elec-
trodes. Channels with large inter-electrode distances are found in referential montages 
only. 
6.5 INVERSE PROBLEM 
The attempt to localize current sources that generate a specific measurement in channel 
space is an inverse problem. As for virtually all inverse problems, there is no unique 
solution and a straightforward estimate is severely impaired by measurement noise. 
However, there are meaningful solutions if it can be assumed that only a single dipolar 
current source is involved. At least three distinct ways to approach this problem have 
been proposed: 
III optimize the location and orientation parameters of a single dipole or a small 
number of dipoles, 
.. estimate the current source density at the cortical surface or at the scalp, or 
III estimate the current source density within the 3D brain volume. 
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The case of a single source is described in the following subsection and an approach to 
estimate the contribution of a finite set current sources distributed in the 3D volume 
is proposed later in this section. 
6.5.1 Dipole Fitting 
For a given dipole location r the forward solutions for the three orthogonal orientations 
result in three scalar N-vectors in channel space vr(r), vs(r) and vt(r), for the radial 
and both tangential orientations, respectively (N represents the number of channels; it 
is assumed that N > 3). The vector Vr represents a radially oriented dipole while Vs 
and Vt represent tangentially oriented dipoles. The two tangential dipoles are chosen to 
be orthogonal to each other and with respect to the radial dipole. The three orientation-
specific vectors can be combined to the N x 3 matrix 
K(r) = [vr(r), vs(r), vt(r)] . (6.4) 
The matrix K(r) represents the entire relationship of source location r to the channel 
space or, alternatively, it defines the lead fields at location r. Thus, the forward solution 
for a given source location r and current density (or dipole moment) j is 
Vdipale = K(r)j (6.5) 
where 
(6.6) 
Since orthogonality cannot be assumed for V r , Vs and Vt in the N-dimensional channel 
space, an estimate of the inverse is obtained with 
~ - + J - K(r) Vahs (6.7) 
where 
(6.8) 
is the Moore-Penrose pseudoinverse of matrix K and KT is the transpose of K. 
In order to fit a dipole to a set of observed potentials, location r is varied to 
optimize the goodness-of-fit with the dipole potentials. This is commonly done with an 
optimization method such as the simplex method [Hara et al. 1999]. The goodness-of-fit 
can be improved by adding further dipoles to the model. However, prior assumptions 
have to be made about the appropriate number of dipoles for a given measurement 
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[Berg and Scherg 1994]. 
The goodness-of-fit between observed potentials Vabs and potentials generated by 
the dipole'v dipole can be measured by the dipolarity 
(6.9) 
as suggested by Rara et al. [1999] or, similarly, by the percent root-mean-square difference 
(PRD) 
r (6.10) 
Obviously, the PRD is minimal if the dipolarity is maximal. In this work the PRD is 
used since it provides a larger contrast for small differences. 
6.5.1.1 Spatial Resolution 
Mosher et al. [1993] investigated the localization error for a single dipole (strength: 
Ij I = 10 nAm, noise: a OAI-L V EMS) with referential montages including 21, 37 and 
127 electrodes in simulations. They reported a localization error of 2 to 3.5 cm for the 
standard 10-20 electrode configuration. Even shallow sources which generate a stronger 
surface potential cannot be localized at higher accuracy since they are picked up by a 
single electrode only. 
6.5.2 Estimation of Distributed Activity 
Some approaches do not assume a single or a finite number of dipoles but model the 
sources as a continuous distribution on a 2D surface such as the cortex or the scalp or 
in the 3D cortical volume. 
The surface Laplacian of the scalp potential or current source density (CSD) repre-
sents the sources and sinks of the generating currents. The CSD has been suggested as 
a means to improve the spatial resolution of the EEG. Implementations such as simple 
centre-surround filters and more advanced ones based on the expansion of the surface 
potential with spherical splines have been proposed. The CSD is very sensitive to noise 
and a dense electrode array is required to obtain a meaningful approximation [Perrin 
et al. 1987, Perrin et al. 1989]. 
Jungh5fer et al. [1997] point out that the term rscalp in the forward model (Eq. 6.1) 
of a radial dipole can be considered as a generalization of the spherical spline expansion 
given by Perrin et al. [1989]. Jungh6fer et al. [1997] suggest modelling the continuous 
surface potential by a set of radial dipoles of fixed eccentricity under each electrode. 
Their approach allows for the estimation of both the scalp CSD and the cortical sur-
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face CSD while the eccentricity enables one to control the smoothness of the solution. 
The spherical spline expansion was also used by Edlinger et al. [1998] to estimate the 
"analytically deblurred" potential at the cortical surface. 
Sidman et al. [1992] simulated a finite number of radial dipoles (N = 160) on a 
hemispherical surface of a given radius (rT) within a spherical volume conductor of 
homogenous conductivity. Given a set of potential measurements at the outer surface, 
they estimated the potentials on a second hemispherical surface (radius r[ > rT) using 
a singular value decomposition (SVD) truncated minimum norm solution of the inverse 
problem in a procedure they called cortical imaging technique (CIT). They illustrate 
how the estimated potential maps of several epileptiform discharges gain more detail 
as more eigenvalues are included in the SVD decomposition. The truncation index 
was chosen according to the estimated SNR of the recordings. Wang and He [1998] 
amended the CIT approach by applying the three-shell spherical head model proposed 
by Rush and Driscoll [1969]. 
Pascual Marqui et al. [1994] introduced a method called low resolution electromag-
netic tomography (LORETA). A regular cubic grid of dipoles (arbitrary orientations) 
is used to estimate the current source distribution for a given EEG or MEG measure-
ment in the 3D volume of the cortex. They minimize the 3D discrete Laplacian of the 
resulting current densities to maximize the smoothness of their solution. A comparison 
to similar methods can be found in Pascual Marqui [1999]. 
6.6 GEODESIC DIPOLE MODEL 
In the following, a new approach to source modelling is presented. It is based on a 
regular grid of dipoles which are treated independent from each other. Only the local 
inverse solution that estimates the orientation and the goodness-of-fit of each dipole is 
used. 
Referential montages that cover the head are commonly used in EEG recordings 
when source localization is the goal. If the data set to be analyzed is present in bipolar 
montages, techniques such as LORETA (see above) cannot be applied because they rely 
heavily on referential montages with regular electrode distributions [Pascual Marqui 
et al. 1994]. 
In the approach presented in the following subsections a fixed set of dipoles was 
generated to evenly cover the source space and render the lead fields. The spacing 
between dipoles was approximately 1.4 cm which corresponds to about half the reso-
lution limit found by Mosher et al. [1993] for the 21 electrodes of the 10-20 system. 
6.6 GEODESIC DIPOLE \ lUDEL 
6.6.1 Geodesic Sampling Grid 
Variulls approadl(~s tu saltlpling it heillisplwrical volume are possihl(~. A cuoic grirl wa.'i 
used ill t1w LOIlETA approach [Pascual Marqui et al. 19!)4], but. this does not salllpk a 
spherica.\ smfacc ev(~nly. The i(k'll regular samplillg in t.he sense of dividing the volum(~ 
regularly UIlt.O cqual-sih(~d block::> would oe a tetrahedral grid. Unfortunately, tetrahedra 
GUillOt. be refilled tu silllilar smaller tdrahcdra [Ruprecht awl Miiller 1998]. HOWCVl'L 
the t.rian1!;ular surface clement.s on an icosahcoroll call be refined t.o ncar similar smaller 
surface clements t.hat. approxiTlIat.( ~ t.he spherical smfacc in what is kllOWll as geodesic 
dome or n-frequency icosahedron (nlJ icosa) [KcllIwr 1 !)7Gj. The geodesic geometry was 
sllggest(~d for t.h(·~ placcllwnt. of a high-dellsity cb:trod(~ nd. by T\lcker [199:3j . To fill 
the spherical VOlllIlW, scv(~ral n-ft'(~qlwllCY ic()sa.heora. call he placed cOllcent.rically to 
obtain a grid t.hat. is !l(~ar rcgldar wit.hill ea.ch surface. This is t.he approach propos(~d 
oy the aut.hor. 
The radius 1· of each n-fn~quency icosahedroll is chus(~11 t.O Ot! equal to t.he rCfillelll(~Ilt. 
f[( ~quency r = 11. . Tht! grid resul ting from t.he nooes of the icosaheora was tnlllcat<~d 
Figure 6.7 T he gcodc~ i c grirl ddille~ 370 dipole locations on five lwmispherical surfaces. Each surfac(~ 
corresponds to all n-fr(~C)lt('n cy icosahedron. The size of the t.riau)!; les is rctain(~rI betwepn surfaces, the 
distan('(' between sllrf(IC(!~ ap prox imates tlJ(' length of the sides of t he triangles. Outer surfaces aJ"(~ 
shown illc()l\lplet( ~ to expus(' t he inner ones. 
such t.ha.t ollly loca.t. iulls wit.hill the upper lWlllispft(!t'() wt~rc retained. Thus, M ~ 370 
nodes of the grid w( ~ rc ohtailled as illust.rat.co in Fig. 0.7 (wit.h triangulations of the 
ill<livioual spheres). Each icosahcoroll call be projed. l~o uut.u a plallc by all azimuthal 
projection , givillg tJw fill] pict me of all Hude::; alld triallgles illvolved (Fig. 6.8). 
6.6.2 lVIontage~ Specific Sensitivities 
Forward ami illv()rs() sulut.ions K i and K t for each lIooe in t,he geudesic grid i = 1 ... !vI 
were calculated. The root-mean square (TUv1S) of volt.ages ()hs(~rvco at. all channeb Ivo!>sl 
ill response to a ullit SOHrC( ~ at sOllie locat ion and orient.ation in tlw head 1Il0dei can be 
CHAPTER G SPATIAL r\:\ALYSIS OF THE ELECTn()E:\CErHr\LOGnA~I 
Figure 6.8 Azimuthal project.iou of t h.., fi\'(' n-freq1lcucy ieosall(~dl'a. The cl'utre of (,<leh disk (:orl"('-
sp(lIlds to thc location of t.h(! Cz d(!ctwck , the top to nasion aud t h(' bottolJl to Ill(! illioll, H'spc,ctively. 
usco as all inoicator of t he sellsi t.ivi ty achievable wi th ;t, giv(~n mOllt.age , To illustra.t.c 
t.he sensitivit.y pat.terns for bipolar and average refercnce 1l1011t.ilg(~S, each of t.he 370 
dipoles un t.he geodesic grid was evaillateo for each mont.age, 
6.6.2.1 Minimum Response Orientation 
The strength of ea.ch dipole was fixed t.o it llHJllWnt of 10 nAm. Dip()l(~ orient.atiolls 
were chosen to callS(~ t.he :imali<~st. Jlossi hie IVobS I. This corrcspunos to orieutatioJls 
'most p!!rpenciic lIlar' to the l(~ao fields of all channels. T he result.iug IVol,,1 values were 
mapped for all dipole lucatiulls awl a ll montages ill Fig. G,9. The sensitivity pattcl'lls 
renoer the surfau! area. covcred by the electrodc chains. The cirCllJllfel'(!lltial montage 
is less scnsitive in the prefrontal alld occipit.al areas since cb:trooes F'z a,no pz are nut. 
tlsed. Mean sCllsit.iviti(~s wit.hin thc fiv(~ sh(~lls arc list.ed in Table G.2 for alllllont.agcs. 
Tlw avera.g<~ refe[(~nce lJlontag( ~ shows tile bigh(~st. sCllsit.i vi ty for all cc:centrici t.ics. For 
Table 6.2 \lean IVohs l ill /.LV for the fiw ,;1l!'11,; oC tll( ~ !-,;po(\(>sic !-,; l'iJ, Dipole ol'i('lltatiotis weJ'(' (' hOSC H 
to millilllihc IV"I" I. Listed are thc~ 1ll('; Ul I'C'SPOIlSCS for (!<lch shell. 
Montage Ec( :cllt.ric:i t.y 
7.0 cm G,G em 4.2 cm 2.8 Clli 1.4cm 
Longitudinal O.SlGG 0.G9S:3 0.6474 0.5744 O.G553 
Transversal O.!J088 0.7737 O.70:JG O.G949 0.5610 
Long. /Trans. 1.l1487 O.!J313 (J.84 1S 0.7300 0.0923 
Circlllnferent.ial 
I 
0.6 1OS O.4GGO 0.37% 0.20 12 0.2G()0 
Average Rdercw:e 1.3G61 1.1812 l.(197G 0.976G (),93S7 
deep dipoles (eccentricity 1.4 cm) t.h(~ longit.tlrlillal/t.rallsv( ~ rs; t.l is t.h(~ b( ~st. performing 
bipolar mOllt.age. III this lIluntage til!! carl()bc rdcn ~ \l( :c el(~ctrodcs arc llsed (Fig, G.1, 
page 84). 
6.6.2.2 Radial Orientation 
T he ilcld generated by radial dipoles aloue is ( ~valtlat. ed 1Il Fig. G.1O. The s(msitivity 
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Longitudinal montage 1.6 
•• 1.4 
Transversal montage 
•• 
1.2 
Long/Trans. montage 
• 
0.8 
Circumferential montage 
•• 0.6 
Average Reference 
0.4 
0.2 
Figure 6.9 Sensitivity patterns of montages. IVobsl in J.1.V in response to the electric fields caused 
by each of the 370 dipoles in the model. Dipole strengths were set to 10 nAm and dipole orientations 
were chosen to minimize IVobsl. 
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Longitudinal montage 
• 
Transversal montage 
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e· 
Long.rrrans. montage 2 
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Figure 6.10 Sensitivity patterns IVobsl in j.LV in response to the electric fields generated by radial 
dipoles of 10 nAm. 
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patterns for the longitudinal, transversal and longitudinal/transversal montages partly 
complement each other. The circumferential montage covers an area similar to the 
longitudinal one but shows higher sensitivity at the shell rims and a more pronounced 
gap in the centre. Mean sensitivities within the five shells are listed in Table 6.3. 
Table 6.3 Mean IVobsl in p,V for radial sources on the five shells of the geodesic grid. Listed are the 
mean responses for each shell. 
Montage Eccentricity 
7.0 cm 5.6 cm 4.2 cm 2.8 cm 1.4 cm 
Longitudinal 1.4937 1.1819 1.0122 0.8658 0.8019 
Transversal 1.4989 1.1465 0.9841 0.8324 0.7791 
Long./Trans. 1.5054 1.1648 0.9959 0.8418 0.7829 
Circumferential 1.6000 1.2803 1.1123 0.9483 0.8748 
A verage Reference 1.8593 1.6545 1.5398 1.4183 1.3629 
Among the bipolar montages, the circumferential one is most sensitive to deep radial 
dipoles. However, for other dipole orientations it appears to be the least sensitive 
montage (Table 6.2). 
6.7 LOCATION AND ORIENTATION ESTIMATES 
In many source localization approaches the emphasis is put on confining the most 
probable area of activity. However, epileptiform discharges may occur at any location 
unless a focal type of epilepsy has already been diagnosed. One of the most distinctive 
spatial features of epileptiform discharges is their association with a pool of surface 
negativity. Since a pool of surface negativity is caused by radially oriented sources as 
shown in Fig. 6.3, this feature is related to the estimated source orientation. Therefore, 
in this work the estimation of source orientation is of equal importance to identifying 
the actual location. Spherical coordinates are used because a source pointing to the 
surface is easily identified. In contrast, Cartesian coordinates do not represent this 
feature explicitly. 
In the following subsections, two approaches for source localization and orientation 
estimation based on the geodesic dipole model are presented. The first approach makes 
use of the best matching node only, while the second approach attempts to weight 
contributions from several nodes. 
6.7.1 Closest Node 
The geodesic dipole model presented in the previous section was used to estimate source 
locations and orientations. For each dipole i = 1 ... M in the model the forward and 
inverse matrices Ki and Kt were calculated. For a given measurement IVohsl, the dipole 
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with the smallest regenerated PRD ri was chosen from the set of 370, thus 
(6.11) 
which, by virtue of the properties of the pseudoinverse, can be shown to be minimized 
for each node i by the dipole moment ji = KtvObS' Having determined n, the location 
was given by the corresponding grid node r = rn. 
6.7.2 Weighted Nodes 
A source may be too distributed to match the dipole model and is usually contaminated 
by background activity and measurement noise. Therefore, a single dipole from the grid 
may only lead to a moderate match and useful information from other (mostly adjacent) 
dipoles is ignored. In order to incorporate this information, nodes can be assigned a 
weight Wi to estimate location 
and mean orientation 
M 
r = LWi ri 
i=l 
M 
J = L wdi/ Ijil 
i=l 
(6.12) 
(6.13) 
with the following choice of weights based on the PRD of each dipole in the model 
(6.14) 
and normalization factor Wo such that z=f!1 Wi = 1. The parameter a controls the 
contribution of all nodes to weights: for small a only very few of the smallest ri will 
be assigned a significant weight while for larger a a larger population of nodes will 
contribute to the estimate. 
6.7.2.1 Optimal Choice of Parameter Alpha 
The parameter a can be optimized for the SNR of a measurement. To determine 
the optimal a, the approach was tested in a simulation with 3000 dipoles of random 
orientation and random location within the upper hemisphere (max eccentricity 7.8 cm) 
with values for a ranging from 0.06 to 0.40. For each choice of a, 3000 random dipoles 
were generated and evaluated. For each dipole the forward solution was obtained, 
channel noise (SNR= 00 dB or SNR= 0 dB, respectively) was added and the weighted 
nodes approach was used to estimate the dipole's location and orientation. The cosine 
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of the angle between true and estimated dipole orientation was used as a measure of 
accuracy. The longitudinal montage was applied because it is predominantly used in 
the recordings of the data base. The result is shown in Fig. 6.1 L According to the 
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Figure 6.11 Mean localization error (left) and orientation errors (right) for the noiseless case (top 
row) and white Gaussian noise (bottom row, SNR= 0 dB). 
simulation a = 0.09 is optimal for localization in the noiseless case and a = 0.11 leads 
to optimal orientation estimates. In the presence of noise (SNR= 0 dB) a choice of 
a = 0.27 is optimal for localization and orientation estimates. 
6,7,3 Performance 
The performance of both approaches was tested for all montages with 1000 dipoles of 
random orientation and random location distributed as in the previous simulation. The 
errors of location and orientation estimates are shown in Fig. 6.12. The localization 
error peaks at about half the grid interval and shows a tail to the right which relates 
to locations that are not well covered by a specific montage. To simulate the effect of 
measurement noise, Gaussian white noise (SNR= 0 dB) was added to the channel vec-
tors. The mean localization and orientation errors are listed in Table 6.4. On average, 
the referential montage features the smallest localization error and the best orientation 
estimate. The differences between montages range up to 54% for the localization error 
and 82% for orientation error. The results underline the advantages of a referential 
montage for source localization. 
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Table 6.4 Mean localization and orientation errors. Localization errors are given in mm, orientation 
errors in degrees, respectively. For the weighted nodes approach a = 0.09 was used in the noiseless 
case and a = 0.27 in the noisy case. 
Montage Ir fl 
approach closest weighted closest 
SNR (dB) 00 0 00 0 00 0 
Longitudinal 8.9 37.7 4.9 29.5 10.4 47.4 5.7 
Thansversal 8.4 37.2 4.5 31.3 9.4 46.0 5.1 
Long./Thans. 8.1 35.3 4.4 29.1 9.3 43.3 5.2 40.0 
Circumferential 9.3 37.4 5.4 29.1 12.4 52.8 7.1 46.2 
Average Reference 7.7 32.2 3.5 29.6 8.4 34.3 3.9 32.3 
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400 300 
200 £1 d I 
100 
0 
2 4 0 20 40 60 80 
600 600 
I 
400 400 ! 
I 
I 
, 
200 200 
~ 
0 0 
0 2 4 0 20 40 60 80 
em degrees 
Figure 6.12 Distribution of location and orientation errors for five montages (in cm and degrees, 
respectively): longitudinal (solid line), transversal (dashed line), long./trans. (dotted line), circumfer-
ential (dash-dotted line) and average reference (thin line). Upper row shows results obtained for the 
closest node approach, lower row shows results obtained for the weighted nodes approach. 
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6.8 APPLICATION IN SPIKE DETECTION SYSTEM 
The new approach to spatial analysis of the EEG is not meant to provide the best 
source location estimate for the noiseless case. Subsequent iterative optimization with, 
for example, the simplex method [Hara et ai. 1999] would improve the performance of 
the procedure. However, for application in a spike detection system, it is important to 
obtain a fast and robust estimate for noisy measurements applicable to routine real-time 
screening of possible EDs. 
It should be noted that a can be adjusted to optimize features other than source 
localization or orientation. Specifically, it can be adjusted to optimize the discrimina-
tion (ANOVA F-ratio) of epileptiform discharges from background activity. However, 
this application-specific choice for a requires the framework of the spike detection sys-
tem and the training data set and therefore is presented in the following chapter. 
6.9 SUMMARY 
Essential concepts in the spatial analysis of the EEG were introduced. Standard meth-
ods to solve the electrostatic forward problem were presented. 
One method was applied to illustrate the relationship between source space and 
channel space in several ways. The surface potentials generated by a radial and tan-
gential current sources were illustrated. The concept of the lead field was introduced 
and related to the sensitivity of a single channel of the EEG. Subsequently, the spatial 
sensitivity of multichannel EEG was analyzed for several montages. 
A number of current approaches to the inverse problem were discussed. A new 
application-specific method for the estimation of source localization and orientation 
based on a geodesic grid of dipoles was presented and evaluated in both noiseless and 
noisy environments. 

Chapter 7 
A WAVELET-BASED SPIKE DETECTION SYSTEM 
7.1 INTRODUCTION 
A wavelet-based two-stage detection system (henceforth referred to as "the system") 
for epileptogenic spikes is proposed. Initially, a statistical model for the background 
distribution of the wavelet coefficients is presented. From this statistical model the 
detection threshold is derived. Stage 1 of the system detects transients with a single-
scale CWT using the detection threshold in a time-adaptive fashion. 
In Stage 2, transients are analyzed by a blackboard approach: in a 300 ms window 
around the detection a more comprehensive 11-scale CWT of all channels is calculated. 
Discriminative single-channel features are extracted from the ridges and multiscale 
edges of the CWTs. Several multichannel features are derived from the spatial distri-
bution of the single-channel features. Fisher's linear discriminant with the Bayesian 
approach, as outlined in section 5.5, is applied to the single-channel features to obtain 
the probability that each waveform resembles a spike. Additional multichannel fea-
tures are derived from these probabilities. Another linear discriminant function is 
subsequently applied to the multichannel features to obtain a final classification. 
The training data set used in the design of the system is presented with the test 
data set and the final results in the next chapter. 
7.2 WAVELET FILTERS 
The spike detection system makes use of the CWT with eleven even integer scales as 
listed in Table 7.1. The pSil wavelet is used as described in section 3.4.4. The series 
Table 7.1 Scales and corresponding centre frequencies fk used in the CWT. Scales are listed as filter 
lengths in samples. Centre frequencies are given for the psi] wavelet used. Scale 18 is used for the 
initial detection in the first stage. 
index k 1 2 3 4 5 6 7 8 9 10 11 
scale ak 6 8 12 18 24 36 48 72 96 144 192 
fk (Hz) 50.0 37.5 25.0 16.7 12.5 8.3 6.25 4.167 3.1250 2.0833 1.5625 
/ 
/ 
106 CHAPTER 7 A WAVELET-BASED SPIKE DETECTION SYSTEM 
of scales approximates a harmonic progression with two scales per octave, rounded to 
even integers. True amplitude normalization was used as define in sections 3.5.1 and 
4.3.1. The bandwidth covered by each scale is illustrated in Fig. 7.1. All relevant parts 
1 
0.8 
0.6 
0.4 
0.2 
10 20 30 40 50 
Hz 
60 70 80 90 100 
Figure 7.1 Spectral coverage of the G\VT with scales used with the psil wavelet. True amplitude 
normalization is used. 
of the spectrum are covered with some redundancy. Scale 24 features the same centre 
frequency as the alpha band (12.5 Hz) but covers a wider bandwidth. Scale 18 is used 
for the initial detection in Stage 1 whereas the complete set of scales is analyzed in 
Stage 2 of the system. 
Scale 18 has been chosen for the initial detection in Stage 1 because a minimal 
number of false detections was achieved while all EDs were detected (the selection 
criterion was based on the confusion matrix, Eq. 5.9). However, the choice of scale is 
not critical, as similar results were obtained for scale 12 and 24 in Stage 1. A criterion 
based on the F-ratio could also be employed in the optimization of Stage 1. 
The range of scales for the Stage 2 analysis was chosen to cover the entire frequency 
range of the EEG of clinical significance and to provide sufficient frequency resolution 
to track ridges in the CWT. With only one scale per octave the frequency resolution of 
the CWT would be too coarse to represent the chirp features (see below), while more 
than two scales per octave would represent unnecessary redundancy for the GWT. 
7.2.1 Background Distribution 
A single scale of the CWT relates to a limited band within the EEG signal. Within the 
context of the limited bandwidth, the statistical behaviour of the background EEG can 
be approximated with a given distribution. For example, the distribution of wavelet 
coefficients of a 214-s epoch of background activity from an occipital bipolar channel 
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Figure 7.2 Amplitude distribution of wavelet coefficients resulting from a single channel of back-
ground EEG and the Psi-1 wavelet. Distribution of modulus (left) and log modulus (right) with fitted 
Chi-Square distribution (df=3.5). 42808 samples (2148) were evaluated. 
is shown in Fig. 7.2 (left). A chi-square distribution can be fitted to the magnitude 
distribution of the wavelet coefficients. The degrees of freedom N of the chi-square 
distributed variable x can estimated by 
N 
2E[x]2 (7.1) 
giving values in the range of N = 2.0 ... 6.8 [Senhadji et al. 1994]. 
Taking the log magnitude of wavelet coefficients leads to a distribution which is less 
skewed (Fig. 7.2 right). In this representation, N can be adjusted to match the mean, 
standard deviation and skewness to the log distribution. The best match is found for 
N = 3.5. The quality of this approximation can be observed to be remarkable. The 
distribution of wavelet coefficients of artifact-free background activity is remarkably 
consistent across scales (Fig. 7.3). This consistency has also been shown to hold across 
channels and individuals. Thus, the log wavelet coefficient of a sharp transient can 
be related to the mean of the log background distribution and, hence, can be used to 
estimate the probability that a given wavelet coefficient occurs by chance. 
The mean of the log distribution relates to the mean amplitude in each frequency 
band. In contrast, the standard deviation and skewness of the log distribution are 
independent from the amplification factor and relate to the nonlinear dynamics of the 
EEG. The CWT is applied in several ways in the system: 
• it represents a filter for transient detection which adapts to the changing back-
ground EEG (5-s mean of log magnitude), 
.. it acts as a multiscale edge representation to establish the sharpness of transients, 
and 
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Figure 7.3 Distributions of log magnitude wavelet coefficients for 6 scales (1.6 Hz to 50 Hz). The 
mean, standard deviation and skewness of each distribution is given. 16615 samples corresponding to 
83 s of artifact free background EEG were evaluated. 
It it is used as a time-frequency representation in the estimation of the instantaneous 
frequency of oscillations. 
7.3 SYSTEM SCHEMATIC 
The system consists of two stages as shown in Fig. 7.4. Stage 1 is designed to detect 
multichannel transients while rejecting EMG and EOG artifacts. The single-channel 
analysis is detailed in Fig. 7.5, while the Stage 1 multichannel detector is illustrated 
in Fig. 7.6. In Stage 2 the multichannel-multiscale context of transients or candidate 
epileptiform discharges (OEDs) is analyzed in detail and classified as ED or artifact 
with discriminant functions. Details of the Stage 2 single-channel feature extraction 
are illustrated in Fig. 7.8, while the complete Stage 2 multichannel analysis is detailed 
in Fig. 7.9. 
7.4 STAGE 1: TRANSIENT DETECTION 
A multichannel transient or OED is detected as a variation in the magnitude of the 
wavelet coefficients of a specific scale. If two or more channels show a significant 
variation and no muscle or eye activity is present, a OED is deemed to have been 
detected. 
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Figure 7.4 The system consists of two stages: Stage 1 detects multichannel transients and rejects 
EMG and EOG activity. The multichannel-multiscale context of detections is scrutinized in Stage 2 
where the final classification as epileptiform spike or artifact is made. 
1.4.1 Single-Channel Processing 
In the following, the EEG is represented by a set of sampled potentials Vij on channel 
i and sample index j. Initially, each channel is filtered with a complex wavelet filter 
(psil wavelet, scale 18, centre frequency 16.7 Hz) as illustrated in the left branch of 
Fig. 7.5. The magnitude of wavelet coefficients is used since the phase of the transients 
is unknown. In the next step, the log of the magnitude coefficients is taken to reduce 
the skewness of the distribution as described in section 7.2.1. Since the log coefficients' 
distribution is closer to a Gaussian than that of the raw coefficients, they provide a 
more stable estimate of the mean background activity [Golz et al. 1999]. The mean of 
the log coefficients of the 5 s (1000 samples) preceding the current sample is subtracted 
to adapt to changes in the background activity. Such a 5-s interval was suggested by 
Gotman [1985] to define the context for automatic spike detection. 
In parallel to the wavelet filter, a high-pass filter is used to detect artifacts caused 
by the EMG within a single channel (right branch in Fig. 7.5). The high-pass filter is 
of four-tap FIR form specified by 
(7.2) 
EMG activity is measured by the 100-ms average (floating mean of 20 samples centered 
around the current sample) of the magnitude of filtered samples. If a threshold of 
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Figure 7.5 Single-channel analysis: wavelet filter with adaptive background processing (left branch) 
EMG artifact detection (centre branch) and EOG artifact detection (right branch). 
7.4 STAGE 1: TRANSIENT DETECTION 111 
14.5 pV is exceeded, the current sample is marked as an EMG artifact (aij = 0). A 
value of aij = 1 indicates that channel i is, at least, relatively free from EMG at 
sample j. The threshold is chosen to allow for small amplitude EMG activity to be 
accepted. However, strong EMG activity that could trigger the detection of a OED is 
rejected. Once the EMG detection threshold is exceeded, it has to drop below 80% of 
the threshold for the output to return to the non-EMG state (hysteresis characteristic). 
Artifacts caused by the EOG are detected if the potential drops below a threshold 
of -80 p V with respect to the 75-ms average in several eye channels [Dingle 1992]. A 
value of eij = 1 indicates that channel i is relatively free from EOG activity at sample 
j. 
7.4.2 Multichannel Transient Detection 
Following the single-channel processing and possible rejection of samples due to arti-
facts, the wavelet coefficients of all accepted channels are considered in the transient 
detector (Fig. 7.6). Since a OED can only be confirmed to be a ED if it is observed 
in two or more channels, the largest and the second largest wavelet coefficient of the 
accepted channels are determined for each sample j 
and 
Xj = m~ Wij aij 
z 
(7.3) 
(7.4) 
Note that the EMG indicators aij force EMG contaminated channels to zero. Thus, 
the two channels with the strongest signal amplitude within the wavelet's pass-band 
are accumulated in Xj and Yj. While the distributions of Wij of a specific channel i 
show a negative skewness, as seen in Fig. 7.3, the Xj and Yj feature a positive skewness 
(Fig. 7.7) since they accumulate the transient features of all channels. To accommodate 
changes in the background activity, the mean of the preceding 5 s is subtracted from 
the Xj and Yj. Subsequently, separate detection thresholds are applied to Xj and Yj. 
While EMG artifacts can be identified in each individual channel, EOG artifacts 
need confirmation from several frontal channels. The number of channels contaminated 
by EOG is derived from the sum of the inverted EOG indicators 
(7.5) 
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Figure 7.6 Multichannel transient detector. 
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Figure 7.7 Left: distribution of Xj (solid line) and Yj (dotted line). Right: subtraction of the 5-s 
floating mean shifts both peaks to the centre. 
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where 
ei = {1 if channel i is a frontal channel 
o otherwise. 
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(7.6) 
An EOG artifact (eye-blink or eye movement) is detected if three or more frontal 
channels contain EOG activity (Zj ~ 3). 
If detection thresholds are exceeded for Xj and Yj at sample j, but are not exceeded 
for the previous sample j - 1, a CED is deemed to have been detected. Once aCED 
detection has occurred, no further detections are made within a 50 ms (10 sample) 
refractory period. 
7.5 STAGE 2: TRANSIENT ANALYSIS AND CLASSIFICATION 
Each CED detected by Stage 1 is scrutinized more fully in Stage 2. All available 
information relating to the CED is gathered on a 'blackboard' that covers time, scale 
and space. 
1 Synopsis 
The full eleven-scale CWT is obtained for all channels (refer to Table 7.1) and stored 
in a 3D array of wavelet coefficients called a blackboard. The fiducial point of the 
multichannel transient is derived from the wavelet coefficients within the blackboard. 
Several features are extracted from the blackboard which help discriminate epileptiform 
transients from alpha spindles and beta bursts. The processing steps of the single-
channel feature analysis of Stage 2 is illustrated in Fig. 7.S. The Euclidian distance 
between adjacent channels is evaluated to detect electrode artifacts. Single-channel 
features are extracted and fed into a linear discriminant function. The output of the 
discriminant function is evaluated with a Bayesian approach, resulting in a set of single-
channel spike probabilities. 
Four multichannel features are derived from the spatial potential distribution of 
the CED and the single-channel spike probabilities (Fig. 7.9). The spatial potential 
distribution is analyzed with respect to a dipole model and with a spatial filter which is 
sensitive to the adjacency patterns of focal EDs. Multichannel features are eventually 
fed into a second linear discriminant function, the output of which is again interpreted 
with a Bayesian approach. The final CED classification is based on the multichannel 
spike probability. 
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Figure 7.8 Extraction and evaluation of single-channel features of a transient from the wavelet 
coefficients of all channels and scales ('blackboard'). An additional electrode artifact indicator is 
derived directly from the EEG signals. 
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Figure 7.9 Extraction and classification of multichannel features of a OED. 
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7.5.2 Single-Channel Features 
7.5.2.1 The Multichannel Multiscale Blackboard 
For a 300-ms period (60 samples, 20 samples before to 40 samples after the Stage 1 
detection point), the complete CWT covering eleven scales is calculated for all channels. 
Thus, the entire multichannel transient is put under the 'mathematical microscope'. 
For channel i, sample j and scale index k the complex wavelet coefficients Wijk are 
j 
- ------------------- ~ 
---================------- ------
scale index k = 1 ... 11 sample j = 1 ... 60 channel i = 1 ... 16 
Figure 7.10 Blackboard: 3D array of complex wavelet coefficients Wijk for channel i, sample j and 
scale index k. The Stage 1 detection is aligned to sample j = 20. 
obtained from a discrete convolution with the amplitude-normalized psil wavelet filter 
of length ak (Table 7.1, Eq. 3.10). This 3D array of wavelet coefficients is the basis 
for the subsequent analysis and is referred to as the blackboard. It should be noted 
that, because of the width of the wavelet at the maximum scale, the wavelet coefficients 
within the blackboard relate to EEG samples that occur up to 96 samples earlier or 
later than the blackboard. The blackboard covers 16 channels, 60 samples and 11 
scales, amounting to 10560 complex wavelet coefficients. The Stage 1 detection point 
corresponds to sample j 20 of the blackboard. All features that are used to identify a 
spike are derived from the blackboard. Additional features are used to reject electrode 
artifacts on adjacent channels. Please note that in the previous section (description of 
the Stage 1 detector), Wij represented the log wavelet coefficients - in this section they 
represent the complex wavelet coefficients. 
7.5.2.2 Identification of Primary Channels and Fiducial Point 
Two primary channels 9 and h for the candidate epileptiform transient (CET) are iden-
tified. Only the primary channels are subsequently used to locate the fiducial point u 
of the CET. 
To find the primary channels, the mean square amplitude of 22 consecutive scale 
wavelet coefficients Wij(3) ofthe spike is determined for each channel in a window around 
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the Stage 1 detection point 
1 35 
Pi 22 I: IWij(3) 12 . 
j=14 
The two primary channels 9 and h of the spike are determined as 
9 argmaxi Pi 
and 
h argmaxi¥:9 Pi . 
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(7.7) 
(7.8) 
(7.9) 
The sample index, u, of the fiducial point of the CET is derived from the scale-12 
wavelet coefficients of channels 9 and h using 
(7.10) 
7.5.2.3 Indicators derived from Multiscale Ridges 
Dominant frequencies in the can be tracked by identifying ridges in the wavelet 
transform. In the following, wavelet coefficients Wijk are considered part of a ridge if 
the ridge indicator 
rijk = {1 if IWijkl > IWij(k-l)! and IWijkl > IWij(k+1) I and IWijkl > Wo 
o otherwise. 
(7.11) 
is non-zero or, in other words, there is a local maximum with respect to scale. The 
constant Wo = 8.0 iJ, V defines the threshold for significant EEG activity. Coefficients 
Wijk of scales outside the defined range of k = 1 ... 11 are assumed to equal zero. 
The occurrence of non-zero ridges indicators for examples of epileptiform spikes, eye 
blinks and oscillatory activity is illustrated in Fig. 7.11. A characteristic feature of 
epileptiform spikes and spike-and-wave complexes is a series of about 12-20 non-zero 
ridge indicators in scales 12 to 24 near the fiducial point followed by adjacent non-zero 
ridge indicators in larger scales. In most cases of eye-blinks the rij(l1) (scale-192 ridge 
indicators) are triggered. Alpha spindles can occupy the same area as spikes but show 
a more symmetric pattern. The frequency of the alpha rhythm is not constant and can 
be described as a waxing and waning pattern. The corresponding ridge may alternate 
between scales 24 and 36 with 8.3 and 12.5 Hz centre frequencies respectively. A beta 
burst rarely triggers a Stage 1 detection and is usually confined to scales 12 and 18. 
Muscle activity can spread from scale 6 down to scale 18 and features very incoherent 
oscillations. 
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Figure 7.11 Behaviour of ridge indicators in various situations: epileptiform spike (top left), spike 
and wave complex (top centre), eye-blink with sharp onset (top right), alpha spindle (bottom left), beta 
burst (bottom centre) and muscle activity (bottom right). 60 samples of the signal are plotted above 
the wavelet coefficients. Contour lines (8/-!V spacing) show IWijkl, non-zero ridge indicators Tijk are 
marked with dots. Note that all wavelet coefficients above scale 48 are influenced by samples outside 
the plotted interval. 
Table 7.2 Ridge counts Bik used in the system and corresponding frequency ranges. Also listed are 
oscillations and transients that cause substantial ridge counts. 
indicator EEG band transients scale frequency range 
si(l) gamma EMG 6-8 31.3 Hz and above 
Si(3) beta spike 12-18 14.6-31.3 Hz 
Si(5) alpha spike/wave 24-36 7.3-14.6 Hz 
Si(7) theta wave 48-72 3.7-7.3 Hz 
Si(9) delta EOG 96-144 1.8-3.7 Hz 
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For each channel i and pair of adjacent scales k and k + 1, the samples positioned 
on ridges are counted to form the ridge count 
Sik rijk' (7.12) 
j=1 k'=k 
where Ns 60 is the number of samples covered by the blackboard. Since the ridge 
indicator rijk can only be non-zero on either scale k or scale k + 1, 0 ::; Sik ::; 60. For 
example, si(5) can be considered an indicator for alpha activity. Even moderate alpha 
activity exceeds the threshold Wo and leads to a significant count of ridge samples. All 
ridge counts Sik used in the system and the corresponding EEG frequency bands are 
listed in table 7.2. 
7.5.2.4 Multiscale Edges 
Ridge indicators capture the centre frequency of oscillatory and transient activity in 
the scalogram only. However, other parts of the time-scale distribution of a CED near 
the fiducial point also feature significant amplitudes. Features not captured by ridges 
are captured by multiscale edges. 
The multiscale edge indicator tijk defines temporal local maxima of the wavelet 
coefficients, thus 
tijk = {01 if !Wijkl > !Wi(j-l)kl and IWijk! > IWi(j+1)kl 
otherwise. 
(7.13) 
The multiscale edge is traced from the fiducial point on scale 12 to scale 6. The sample 
j3 of the multiscale edge at scale 12 corresponds to the largest temporal local maximum 
near the fiducial point u, thus 
(7.14) 
The multiscale edge was traced recursively from scale 12 to scale 6 by 
(7.15) 
The behaviour of multiscale edge indicators and the traced multiscale edge is illus-
trated in Fig. 7.12. The features of the scalogram highlighted by the multiscale edge 
complement those features covered by the ridge indicators. While ridge indicators are 
closely related to the instantaneous frequency of a transient, multiscale edges are more 
closely related to time-domain features such as slope. The multiscale edge can be used 
to mark the sharpest slope of the transient. In practice, only the amplitude of the 
scale-6 wavelet coefficient of the multiscale edge is used in the system as an indicator 
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Figure 7.12 Behaviour of multiscale edge indicators in the same situations as in Fig, 7,11. Contour 
lines (8/LV spacing) show IWijlel, whereas non-zero multiscale edge indicators tijl.: are marked with dots, 
The multiscale edge closest to the fiducial point has been traced from scale 12 to scale 6 (marked by 
circles). 
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of sharpness of the transient, thus 
f [Sharp] _ I I i - Wi(h)(l) . (7.16) 
7.5.2.5 Multiscale Amplitude Features 
For each channel i and pair of adjacent scales k and k + 1, the mean amplitude around 
the fiducial point is determined by 
1 k+1 u+10 
mik = 2 N L L IWijk,1 
(J s . k'=kJ=u-lO 
(7.17) 
with the RMS amplitude of artifact free EEG given by 
(7.18) 
The mean amplitudes mi(l), mi(3) and mi(5) covering three non-overlapping rectangular 
areas of the scalogram (scales 6 to 36) are used as features in the system. 
7.5.2.6 EOG Indicator 
The amplitude ofthe scale-192 wavelet coefficient 20 samples after the primary detec-
tion point captures slow variations of the potential such as EOG activity. It is therefore 
used as the EOG indicator 
[EOG] I I Ii = wi(40)(1l) . (7.19) 
7.5.2.7 Chirp Features 
The CWT of epileptiform spikes and spike-and-wave complexes shows high frequency 
components followed by lower frequency components. Generally, interictal epileptiform 
activity shows time-scale features similar to a chirp signal with a small number of 
oscillations. Since the energy of such a chirp is concentrated on a diagonal or curved 
line in the scalogram, two 2D filters are proposed to capture this specific feature. Both 
filters integrate wavelet coefficients on a path at various translations. The scale indices 
Cj, j = 1 ... 19, of the path in the time-scale plane follow the sequence 
C = {2,3,3,3,3,3,3,3,3,3,4,4,4,4,4,4,5,5,5,5,5} (7.20) 
as illustrated in Fig. 7.13. The first chirp filter can be defined as 
fzfchirPl] = b1 max" Iw I d ~ ij(cCi-d))' (7.21) 
J 
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with normalization factor 
60 5 
b1 = 1/ L IWijkl . (7.22) 
j=lk=2 
The second chirp filter takes only wavelet coefficients on ridges into account: 
f jch.rpz] = b2 max" r Iw I • ~ ijk ij(C(j_d») d . (7.23) 
J 
with normalization factor 
60 5 
b2 = 1/ L L rijklwijkl . (7.24) 
j=l k=2 
Both filters sweep the scalogram from left to right. At each translation, amplitudes 
6, '/~" 12-~\ 
24 \.~_ l, 48 .. 
96 
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Figure 7.13 Dotted lines indicate the path of the chirp filters as defined by Eq. 7.20. The path 
is shown for leftmost and rightmost translation. The filter output corresponds to the maximum line 
integral along the path for all translations. 
of wavelet coefficients are integrated along the path defined by the Cj. The maximum 
cumulative amplitude is chosen as the filter response. For the second feature, only 
wavelet coefficients with non-zero ridge indicators are integrated. This procedure allows 
for variations of the transient to be classified in both time and scale. The sequence C 
was chosen to maximize the F-ratio of f}chirPl] and f}chirpz] with respect to the training 
data set discussed in Chapter 8. 
If a diagonal or 'chirp-like' time-scale distribution of a transient is found in the 
scalogram, large values for f}ChirPl] and f}chirp2] are obtained with the procedure presented 
in this subsection. In contrast to a time-domain (FIR) filter the phase of the transient 
does not need to be defined for the chirp filters. 
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1.5.2.8 Electrode Artifact Indicators 
Electrode artifacts may cause strong, prolonged symmetric waveforms on adjacent chan-
nels. Therefore, the squared Euclidean distance between a channel and the inverted 
adjacent channel 
N. 
f Jdist1 ( ) 2 " Vij + V(i+l)j (7.25) 
j=l 
is used as an indicator for electrode artifacts. Focal spikes may lead to similar symmetric 
waveforms. However, spikes would only last for about 70 ms. 
7.5.3 Evaluation of the single-channel features 
1.5.3.1 Development Cycle 
To establish the single-channel features described the previous subsections a study 
was performed on a representative training data set of ETs and artifacts. The design 
involved the repeated evaluation of all 53 EEG recordings in the training set as detailed 
in section 8.3.1. Features were added to the system 
• to identify and verify ETs, 
• to optimize the discrimination of ETs from common artifacts, and 
• to reject specific artifacts (e.g., electrode or blink artifacts). 
After each evaluation of the training set (2-4 h of processing time on a Pentium II, 
500 MHz), missed detections and false detections were reviewed. Features were then 
added, removed or adjusted according to the corresponding F-ratios derived from an 
ANOVA. Thus, the sequence of the chirps filters (Eq. 7.20) was optimized. 
7.5.3.2 Bayesian Evaluation of the Discriminant Function 
A feature vector is constructed with the single-channel features described in the previ-
ous subsections 
and used in a linear discriminant function. In a set of 100 EDs marked as definite by 
two or three readers (see section 8.3.1), 360 ETs were identified on individual channels. 
A set of feature vectors was compiled for the 360 definite ETs. A second set of 24168 
feat ure vectors was compiled for false detections as found by the Stage 1 detector. 
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The two sets were considered samples of normal and abnormal classes of EEG 
activity. Fisher's linear discriminant function g(X) was generated for the two samples. 
Normalized histograms for the g(X) of both classes are shown in Fig. 7.14. The Bayes 
1 (G-
0.8 I 
X CD 
w 0.6 I 
~ CD a:: 
CI) 0.4 I 
........ 
0- CD 
0.2 JU'" I " ' .. 
0 
rq. . . ...... 
-10 -5 0 5 10 15 20 25 
g(X) 
Figure 7.14 Distribution of the single-channel discriminant function g(X) for non-spikes (solid line) 
and spikes (dotted line). The Bayes probability for having detected a spike given g(X) is indicated by 
dashed line. Circles mark p 0.05, 0.3,0.5,0.7 and 0.95, respectively. 
probability for having detected a spike given g(X) is also indicated. Five samples 
of the Bayes probability were derived from the histogram, indicating the g(X) for 
detection probabilities p = 0.05, 0.3, 0.5, 0.7 and 0.95 (indicated by circles). The 
detection probability for each ET was computed by linear interpolation between these 
five samples. 
7.5.4 Multichannel Features 
If one or more OETs of an OED are assigned a probability p > 0.7, multichannel 
features are extracted from the blackboard and analyzed. The potential distribution 
of the OED at the fiducial point (represented by the vector Vab.) is approximated by 
the real part of the scale-12 wavelet coefficients 
(7.26) 
to suppress the influence of coincidental offsets and EMG artifacts. 
7.5.4.1 Source-Orientation Estimate 
The weighted nodes approach (described in the previous chapter) was used to estimate 
the source-orientation of Vobs' The resulting source-orientation estimate has one radial 
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and two tangential components 
(7.27) 
The radial component J r was used as a multichannel feature 
j [rad] . J r . (7.28) 
Since 131 = 1, J r is equal to the cosine of the angle of the estimated source-orientation 
with respect to the radial direction. For the weighted nodes approach, the parameter 
a needs to be chosen as outlined in section 6.7.2. Here, a was optimized to maximize 
the F-ratio of both classes of transients in the training data set, yielding a = 0.57. The 
distribution of j[rad] is shown in Fig. 7.15 for non-spikes and spikes. For most spikes the 
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Figure 7.15 Distribution of radial component of orientation estimate f[rad] for non-spikes and spikes. 
source-orientation indicator is positive which corresponds to surface negativity. Spikes 
with negative orientation indicators correspond to the complex EDs of generalized 
epilepsy. These EDs show polyphasic ETs that lack a unique fiducial point. 
7.5.4.2 Combined Probabilities 
The single-channel ET probabilities Pi are combined to form a multichannel feature. 
The RMS of probabilities is used 
(7.29) 
The feature j[prms] corresponds to generalized discharges on multiple channels. That 
is, it is not sensitive to focal events that only involve few channels. The second largest 
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single-channel probability 
Pi (7.30) 
is also used as a multichannel feature. 
7.5.4.3 Adjacency Filter 
The potential distribution of focal events shows patterns of phase reversal on adjacent 
channels which are possibly separated by a null channel. A spatial filter was constructed 
to capture this spatial feature. The 16 channels were broken down into 2-4 electrode 
chains depending on the montage used. The adjacency indicator sequences are defined 
as 
Pi = { 2
00
- Pi - P(i+I) if Vobs(i) < 0 and Vobs(i+I) > 0 and Ci(i+I) > 0 
otherwise 
with chain indicator 
{ 
1 if i) j are on the same chain 
o otherwise, 
(7.31) 
(7.32) 
for potentials vobs(i) and Stage 1 probabilities Pi. If a polarity inversion occurs in an 
electrode chain and the respective channels feature a high single-channel spike prob-
ability, the indicator Pi will be small. To cover the possibility of an intervening null 
channel, a second indicator is defined: 
P{i+2) if Vobs(i) < 0 and Vobs(i+2) > 0 and Ci(i+2) > 0 
otherwise. 
The adjacency feature is the overall minimum of all adjacency indicators 
j[adi) = min{ minp' minv'}' j J' j J 
7.5.5 Final Classification 
For each CED, the multichannel feature vector 
(7.33) 
(7.34) 
is constructed. The set of 100 definite EDs (same as used in section 7.5.3.2) and the set 
of all 24168 non-spike CEDs detected by Stage 1 were used to obtain the multichannel 
linear discriminant function g'(X'). The distributions for spikes and non-spikes are 
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Figure 7.16 Distributions of the multichannel discriminant gl(X') for non-spikes (solid line) and 
spikes (dotted line). The Bayes probability for a spike detection given 9' (X') is indicated by dashed 
line. Dots mark p = 0.05, 0.3, 0.5, 0.7 and 0.95, respectively. 
shown in Fig. 7.16. The separation between the two classes is substantially larger than 
for the single-channel discriminant. A CED is classified as an if 
g'(X') > 0.7 (7.35) 
but focal CEDs can be upgraded to a focal ED for smaller values of g'(X') if the 
condition 
g'(X') > 0.3 
and max{Pi,p(HI-£)} > 0.8 and min{pi,p(HI-£)} > 0.6 (7.36) 
and Vobs(i) < 0 and Vobs(H/-t) > 0 
and Ci(HI-£) > 0 
is met for any channel i and fJ, = 1,2. In other words, if two adjacent channels or 
two channels separated by only one channel exhibit high spike probabilities and phase 
reversal, a focal ED is deemed to have been detected. Detection thresholds in equations 
7.35 and 7.36 were derived from the analysis of the training set. The criterion used was 
that at least two definite EDs should be detected in each recording known to contain 
definite EDs. Classification results for the training set and the test set are provided in 
detail and discussed in the next chapter. 
7.6 SUMMARY 
A two-stage wavelet-based spike detection system has been proposed. The Stage 1 
transient detector includes rejection mechanisms for EMG and EOG activity. The 
multichannel multiscale context of a CED is computed and analyzed in Stage 2. Thir-
teen single-channel features are extracted. A linear discriminant function is obtained 
from the analysis of a training data set. The output of a linear discriminant function 
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is interpreted with a Bayesian approach, yielding a CET probability for each channel. 
Four multichannel features are derived from the spatial distribution of the potential 
and the single-channel probabilities. A second linear discriminant function is employed 
to obtain the final spike probability for each multichannel transient. An additional rule 
based on adjacency patterns is used to upgrade focal events with lower spike probabil-
ities. 
Chapter 8 
SYSTEM EVALUATION 
8.1 INTRODUCTION 
To assess the performance of the wavelet-based spike detection system presented in 
the previous chapter, the system was tested extensively. The data set from which the 
training and test data sets for the system were derived is presented. Since events in 
the data set were marked as either 'questionable' or 'definite', a brief discussion of the 
problem of incorporating such perception values in the sensitivity formula is presented. 
For each recording in both the training and test sets the number of missed definite 
EDs and the number of false detections were determined. Based on these numbers, 
sensitivities, selectivities and false detection rates are given for each recording and as 
an average for the training and test sets. 
The results are compared with those obtained with two hybrid spike detection 
systems on the same data set: the system developed by Dingle et al. [1993], based on 
a mimetic stage and a rule-based expert system, and the system developed by James 
et al. [1999] based on mimetic, ANN and fuzzy logic stages. 
In the evaluation of the spike detection systems several characteristic missed defi-
nite EDs and false detections are listed and discussed. Figures of the respective events 
are found in Appendix A. 
Performance of the three systems is also compared at the 'global EEG level' in 
which classification is in terms of whether the entire recordings contain epileptiform 
activity or not. Several performance studies reported in the literature are presented as 
a reference. 
8.2 PERFORMANCE MEASURES 
8.2.1 Traditional Measures 
Traditional performance measure such as sensitivity, selectivity and the false detection 
rate were introduced in section 5.3.1. They relate to classifications on a dichotomous 
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scale, that is events are either EDs or artifacts, but no intermediate states or class 
memberships are possible. 
In this study, both clinical experts and spike detection systems assigned perception 
values such as 'questionable', 'possible', 'probable' or 'definite' to an ED. 
Unfortunately, there is no 'gold standard' for the performance evaluation of a spike 
detection system, since EEGers disagree on a considerable number of events. Therefore, 
events not marked as definite by at least two of the three readers were arbitrarily 
excluded from the evaluation. Such events were neither counted as false detections if 
picked up by the system nor counted as missed detections if missed by the system. 
Sensitivity was measured by the ratio of definite EDs found by the system to the 
total number of definite EDs (Eq. 5.10). Selectivity was measured by the ratio of definite 
EDs found by the system to the total number of EDs found by the system (Eq. 5.11). 
False detections were counted if none of the readers had marked the respective event l . 
8.2.2 Continuous-Valued Sensitivities and Selectivities 
Conventional performance measures such as sensitivity and selectivity are based on 
counts of detections. Thus, to apply these measures each CED needs to be evaluated 
as either being detected or not detected in what is a dichotomous scale. Wilson 
et al. [1996] tried to utilize the additional information given by gradual or continuous 
perception values other than 'definite' or 'none' in a new formula for the sensitivity and 
selectivity. They suggested the following formula for the continuous-valued sensitivity 
of reader A with respect to reader B 
(8.1) 
where NAUB is the number of events reported by one or both readers and XAi is the 
perception value given by reader A to event i. Each perception value x Ai can be 
interpreted as a subjective probability assigned by a reader to an event. If a reader 
Table 8.1 Perception values XXi given to event i by reader X [Black and Jones 1998]. 
Readers I 
A B C 
Event 1 1.000 1.000 0.750 • 
Event 2 0.000 0.250 0.500 
Event 3 0.250 0.000 0.000 • 
Event 4 0.500 0.250 0.000 
did not report an event the respective perception value is assumed to be zero. Black 
lInterestingly, some of these 'false detections' were reviewed by one of the original 3 EEGers at a 
later and subsequently noted as 'questionable' or 'definite'. 
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and Jones [1998] pointed out that a sensitivity reading larger than 1.0 can result from 
Eq. 8.1 making it inappropriate to interpret the result of Eq. 8.1 from the viewpoint of 
traditional understandings of sensitivity or selectivity [Black et at. 1997]. 
An improvement to Wilson's continuous-valued sensitivity can be achieved by an 
alternative definition 
(8.2) 
In an example given by Black and Jones [1998] four events are rated by three readers as 
listed in Table 8.1. When inter-reader sensitivities are evaluated according to Eq. 8.1 
Table 8.2 Inter-reader sensitivities and selectivities according to Eq. 8.1 [Black and Jones 1998]. The 
sensitivity of reader C with respect to reader B is found in the second line of the third column. 
Reader A B C A verage selectivity 
A 1.000 0.857 0.571 0.714 
B 1.000 1.000 0.778 0.889 
C 0.923 1.077 1.000 1.000 
A verage sensitivity 0.962 0.967 0.675 0.868 
Table 8.3 Inter-reader sensitivities and selectivities according to Eq. 8.2. 
Reader A B C A verage selectivity 
A 1.000 0.598 0.245 0.614 
B 0.814 1.000 0.661 0.825 
C 0.480 0.952 1.000 0.811 
Average sensitivity 0.765 0.850 0.635 0.750 
(Table 8.2), reader A is assigned a sensitivity of 100% with respect to reader B event 
though reader A missed event 2. The evaluation according to Eq. 8.2 is listed in Table 
8.3. In this, a sensitivity of 81.4% is estimated for reader A with respect to reader B 
giving a more appropriate reflection of the situation. However, this continuous-valued 
formula is also not confined to a range of 0.0 to 1.0, and, hence, the traditional method 
based on a dichotomous scale will be used in the following evaluations. 
8.3 EEG DATA SET 
Routine EEG recordings were obtained from 521 consecutive patients referred to the 
Neurology Department at Christchurch Hospital. The patients' ages ranged from 2 
weeks to 86 years. Seven bipolar and referential montages were used in the recordings. 
Recordings were made while the patient was awake but resting. Periods of eyes open, 
eyes closed, hyperventilation and photic stimulation were included. Scalp potentials 
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were recorded in 16 bipolar channels derived from 21 electrodes placed according to 
the International 10-20 system (Fig. 1.5) [Jasper 1958]. Channels were amplified and 
recorded with a Siemens Minograph Universal EEG machine after bandpass-filtering 
between 0.5 to 70Hz (5-pole Butterworth filter). Simultaneously, the EEG was sampled 
at 200Hz, digitized with 12-bit resolution and stored for off-line processing. 
Recordings were re-referenced off-line to four montages including longitudinal, 
transversal, longitudinal/transverse and circumferential as illustrated in Fig. 6.1. Thus, 
bipolar montages were obtained throughout the entire recording. 
Once the clinical neurophysiologist in charge had identified 50 definitely epilepti-
form recordings the data collection was stopped. The set of 521 recordings has been 
evaluated in a previous study by Black et al. [2000]. 
8.3.1 Data Subsets for Training and Testing 
Of the 521 recordings, 106 were evaluated by three independent readers, the 
remaining 415 were seen by two.EEGers. The former subset was used in this study. 
Of the 106, 17 recordings contained epileptiform activity according to at least two 
of the three EEG readers with one reader only reporting epileptiform activity in a 
further 10 recordings. 13 recordings contained epileptiform activity according to all 
three EEGers2. The remaining 79 recordings were considered to contain no epilepti-
form activity. In the subset, the patients' age ranged from 2 weeks to 84 years (mean 
35.0 years), the length of the recordings ranged from 12 min 28 s to 28 min 23 s (mean 
23 min 44 s). The readers categorized the EA as being generalized in 28 EEGs, focal 
in 13 EEGs, multifocal in 10 EEGs, and lateralized in 2 EEGs as listed in the third 
column of tables 8.5 and 8.6. 
The subset of 106 was split up into a training set (13 epileptiform, 40 normal, dura-
tion: 21 h 20min) and a test set (14 epileptiform, 39 normal, duration: 20h 37min). 
The training set was used in the design of the system, specifically for the training of the 
linear discriminant functions. Of the 13 epileptiform recordings in the training set, 6 
contained definite EDs used for actual training of the system. The consensus between 
EEGers was considered insufficient for the events in the remaining 7 recordings. 
8.3.2 Recording Protocols 
In order to capture possible interictal and/or ictal EEG activity, clinical recordings 
were carried out according to one of 3 standard protocols, selected according to the 
subject's age: 'BABY' protocol for subjects under 12 months, 'UNDER5' protocol for 
subjects between the age of 1 and 5, and 'OVER5' protocol for subjects aged 5 or older 
2This emphasizes the level of disagreement between EEGers, even at the global EEG level, and 
highlights the difficulty in using EEGeTs as the gold standard which the performance of the 
spike detection system is measured. 
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Table 8.4 Protocols used in clinical recordings. Some runs were re-referenced in the digital EEG to 
obtain bipolar recordings throughout. 
Run Montage Montage Stimuli! Duration 
on paper in file Action 
Protocol BABY 
1 Longitudinal Longitudinal none 500 s 
2 Longitudinal Longitudinal Photic stimulation rising 60 s 
from 5 to 30 Hz 
Protocol UNDER5 
1 Longitudinal Longitudinal none 200 s 
2 Transverse Transverse none 100s 
3 Longitudinal-transverse Longitudinal-transverse none 100s 
4 Circumferential Circumferential none 100s 
5 Average reference Longitudinal none 100 s 
6 Vertex reference Longitudinal none 100 s 
7 Longitudinal Longitudinal Photic stimulation rising 60s 
from 5 to 30 Hz 
Protocol OVER5 
1 Longitudinal Longitudinal none 200 s 
2 Ipsilateral ears reference Longitudinal none 100 s 
.3 Transverse Transverse none 100s 
4 Longitudinal-transverse Longitudinal-transverse none 100s 
5 Circumferential Circumferential none 100 s 
6 reference Longitudinal none 100 s 
7 Ipsilateral ears reference Longitudinal none 100 s 
8 Vertex reference Longitudinal none 100 s 
9 Longitudinal Longitudinal Hyperventilation 300 s 
10 Longitudinal Longitudinal Photic stimulation rising 100s 
from 5 to 30 Hz 
(Table 8.4). Hyperventilation and photic stimulation with a stroboscopic flash were 
used to increase likelihood of epileptic seizures during the recording. The montages 
used in the digital recordings are presented in detail in Chapter 6 (p. 84). 
8.4 TRAINING OF THE WAVELET-BASED SPIKE DETECTION 
SYSTEM 
8.4.1 Refinement of the Training Data Set 
To utilize the evaluations of the three independent EEGers (one clinical neurophys-
iologist and two neurologists) for training and testing of the wavelet-based system, 
only EDs marked as definite by two or three readers were regarded as definite EDs 
and used for training. 200 definite EDs in the training set were picked up by stage 1 
of the wavelet-based system. Of these, 100 EDs which showed clear artifact-free ETs 
on several channels were chosen. Finally, from this subset 360 ETs were selected on 
individual channels that clearly showed an epileptiform discharge. 
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8.4.2 Training of the Linear Discriminant Functions 
A large number of 24168 artifacts (events not marked as questionable or definite by 
any EEGer) were detected as CEDs by stage 1. Only the channel showing the largest 
amplitude was selected in each case to represent an artifactual single-channel transient. 
Thus, 24168 artifactual single-channel transients and 360 ETs were used to train the 
single-channel linear discriminant function3• 
The system was run twice on the training data set to complete the training. In 
the first training run, all 13 single-channel features were obtained for both classes of 
single-channel transients, yielding a 360x13 matrix for the ETs and a 24168x13 matrix 
for the artifacts. Fisher's linear discriminant function was obtained for both statistical 
samples. 
Two histograms were generated to estimate the Bayesian probability for having 
detected a spike given the output of the LDF. Five samples were taken of the Bayesian 
probability for having detected a spike (Fig. 7.14). 
In the second training run, the single-channel LDF was used to obtain the mul-
tichannel features of each ED and each artifact. Again, the Bayesian probability was 
estimated from histograms (Fig. 7.16). Altogether, 24168 artifacts and 100 EDs were 
used to train the multichannel LDF. 
8.5 PERFORMANCE OF THE WAVELET BASED SPIKE 
DETECTION SYSTEM 
The trained system has been run on both the training and the test sets. Only 
definite EDs were counted in the evaluation of the system performance. Sensitivities, 
selectivities and false detection rates of the training set and test set are listed in Tables 
8.5 and 8.6, respectively. 
8.5.1 Training Data Set 
The mean performance on the training set was 64.7% sensitivity, 67.8% selectivity, and 
an average 8.0 false detections per hour. On average there were 17.5 false detections 
per hour in the 13 epileptiform EEGs and 4.9 false detections per hour in the 40 
normal controls. For the three EEGs showing generalized epileptiform activity the 
mean performance was 97% sensitivity and 84% selectivity. In contrast, for the three 
focal and multifocal EEGs, the mean performance dropped to 32% sensitivity and 67% 
selectivity. 
3The massive imbalance between the number of EDs and the number of artifacts was compensated 
by the use of normalized histograms for the estimation of Bayesian probabilities in section 5.5. 
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8.5.2 Test Data Set 
For the test set (Table 8.6), the mean performance was lower with 51.0% sensitivity, 
46.8% selectivity but only 5.6 false detections per hour on average. 58 of the 105 false 
detections were in the 40 controls; the mean false detection rate was 5.9 for the 14 
epileptiform EEGs and 4.1 in the 39 controls. No false detections were made in 21 of 
the 40 controls. There were more than 2 false detections in only 6 of the normal EEGs. 
8.5.3 Missed Detections 
Many of the EDs in EEG 6 (E8434) were characterized by pairs of focal EDs 300 ms 
apart. In many of the pairs, the second ED was detected since it had a larger amplitude 
than the first one. An EEGer can establish a focus following the detection of the more 
prominent EDs throughout the recording. Subsequently, possible EDs with smaller 
amplitudes but the same spatial distribution as the definite EDs could be upgraded 
to definite EDs. Thus, the wide-sense temporal context is evaluated. In EEG 6, this 
evaluation is facilitated by the close temporal proximity of several EDs. The resulting 
sensitivity of the system was 28% (Fig. A.16 on p. 171). 
Only 19% of the focal EDs in EEG 12 (E8219) were picked up by the wavelet-based 
system (Fig. A.6 on p. 161). Many of the definite EDs had moderately high single-
channel probabilities (p = 0.5 ... 0.75) but were not upgraded due to not meeting focal 
upgrade criteria (Eq. 7.36). 
All four definite focal EDs in EEG 10 (E2289B) occurred in runs which were 
presented in referential montage to the readers but were processed in longitudinal 
montage by the system. Although the EDs are prominent on paper (Le.) referential 
montage), they effectively substantially attenuated in the re-referencing process. This 
notwithstanding, the detection system successfully detected all 5 definite EDs (p. 157). 
Only 5 (9%) of the 56 definite EDs in EEG 9 (E8557) were detected. All of these 
spikes had an uncharacteristic increasing slope prior to the spike which resulted in low 
single-channel probabilities (Fig. A.20 on p. 175). This could be due to the young 
age of the patient (2 weeks, youngest in the data set). It should be noted that the 
inter-reader sensitivities and selectivities for this recording ranged from 9.9 to 64%. 
All 15 definite EDs in EEG 11 (E8159B) were missed by the system because they 
featured sharp waves without spikes. This variant did not occur in the training set 
(Fig. A.4 on p. 159). 
8.5.4 False Detections 
In 22 (E8559) a combination of electrode and movement artifacts triggered 29 
false detections which were umelated to the EDs marked by one reader in the same 
recording (Fig. A.21 on p. 176). 
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Table 8.5 Performance of the wavelet-based spike detection system on the training data set. 
The type of epileptiform activity as diagnosed by the three readers is indicated by G (generalized), F 
(focal), M (multifocal), L (lateralized) or N (none). Also listed are the number of definite EDs (Def), 
the number of missed definite EDs (Mis), the number of false detections (Fal) , the sensitivity (Sen), 
the selectivity (Sel) and the number of false detections per hour (FD /hr). 
Recording Stage 1 Stage 2 
EEG Age Type Def Mis Fal Sen Sel Mis Fal Sen Sel FD/hr 
2 E3394B 12 years GGG 22 0 522 100% 4% 2 1 91% 95% 2.3 
4 E2104C 16 years GGG 3 0 507 100% 1% 0 0 100% 100% 0.0 
6 E8434 8 years MFM 189 53 271 72% 33% 136 17 28% 76% 38.2 
8 E2289B 84 years MNF 4 0 172 100% 2% 2 5 50% 29% 11.2 
10 E8312 5 years GGG 5 0 582 100% 1% 0 12 100% 29% 26.3 
12 E8219 4 years MMM 36 6 246 83% 11% 29 2 19% 78% 8.0 
14 E8438 37 years NFF - - 372 - - - 3 - - 7.3 
16 E8263 25 years GGN - - 517 - - - 0 - - 0.0 
18 E8349 49 years NFN - - 415 - - - 6 - - 13.5 
20 E2289C 84 years NFN - - 224 - - - 1 - - 2.5 
22 E8559 3 years NFN - - 638 - - - 29 - - 111.5 
24 E1421B 29 years FNN - - 463 - - - 0 - - 0.0 
26 E8288 20 years NGN - - 462 - - - 3 - - 6.6 
28 E8344 57 years NNN - - 581 - - - 2 - - 4.8 
30 E8216 42 years NNN - - 494 - - - 0 - - 0.0 
32 E8291 6 months NNN - - 730 - - - 2 - - 8.8 
34 E3501D 29 years NNN - - 230 - - - 1 - - 2.4 
36 E8443 25 years NNN - - 1391 - - - 6 - - 16.5 
38 EI009B 35 years NNN - - 293 - - - 1 - - 2.7 
40 E8380 7 months NNN - - 584 - - - 15 - - 50.6 
42 E8419 43 years NNN - - 529 - - - 12 - - 27.4 
44 E8585 14 years NNN - - 468 - - - 0 - - 0.0 
46 E8600 14 years NNN - - 395 - - - 3 - - 7.3 
48 E8260 65 years NNN - - 304 - - - 2 - - 4.2 
50 E8545 25 years NNN - - 575 - - - 0 - - 0.0 
52 E8331 32 years NNN - - 530 - - - 2 - - 4.4 
54 E8625 62 years NNN - - 572 - - - 1 - - 2.1 
56 E8512 32 years NNN - - 386 - - - 0 - - 0.0 
58E8580 65 years NNN - - 307 - - - 1 - - 2.4 
60 E8595 26 years NNN - - 668 - - - 0 - - 0.0 
62 E8311 14 years NNN - - 352 - - - 0 - - 0.0 
64 E8424 73 years NNN - - 180 - - - 1 - - 2.3 
66 E8458 13 years NNN - - 427 - - - 0 - - 0.0 
68 E8611 8 weeks NNN - - 106 - - - 0 - - 0.0 
70 E8615 30 years NNN - - 332 - - - 13 - - 31.0 
72 E8622 62 years NNN - - 634 - - - 0 - - 0.0 
74 E8324 77 years NNN - - 127 - - - 0 - - 0.0 
76 E8315 43 years NNN - - 319 - - - 0 - - 0.0 
78 E8231 62 years NNN - - 537 - - - 1 - - 2.4 
80 E8401 48 years NNN - - 710 - - - 1 - - 2.4 
82 E8252 73 years NNN - - 135 - - - 0 - - 0.0 
84 E8453 48 years NNN - - 1135 - - - 0 - - 0.0 
86 E4181B 8 years NNN - - 274 - - - 0 - - 0.0 
88 E8365 40 years NNN - - 395 - - - 1 - - 2.3 
90 E8304 20 years NNN - - 455 - - - 1 - - 2.3 
92 E8200 60 years NNN - - 455 - - - 0 - - 0.0 
94 E8232 12 years NNN - - 198 - - - 3 - - 6.9 
96 E8446 67 years NNN - - 544 - - - 3 - - 9.3 
98 E8528 21 years NNN - - 953 - - - 0 - - 0.0 
100 E8381 35 years NNN - - 296 - - - 1 - - 2.4 
102 E8563 16 years NNN - - 500 - - - 0 - - 0.0 
104 E8556 27 years NNN - - 461 - - - 1 - - 2.3 
106 E8462 65 years NNN - - 215 - - - 0 - - 0.0 
mean(sum) 35.0 years (259) (59) (24168) 92.5% 8.7% (169) (153) 64.7% 67.8% 8.0 
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Table 8.6 Performance of the wavelet-based spike detection system on the test data set. 
Recording Stage 1 Stage 2 
EEG Age Type Def Mis Fa! Sen Sel Mis Fal Sen Sel FD/hr 
1 Ell09D 46 years GGG 50 1 649 98% 46% 18 0 64% 100% 0.0 
3 E776C 17 years GGG 2 0 365 100% 8% 0 2 100% 90% 4.7 
5 E8223 50 years GGN 1 0 476 100% 30% 0 10 100% 62% 28.3 
7 E8247 56 years GGN 3 0 282 100% 3% 2 1 33% 67% 2.5 
9 E8557 2 weeks MMM 56 3 1043 95% 17% 51 2 9% 78% 7.5 
11 E8159B 65 years GGL 15 0 334 100% 25% 15 2 0% 0% 5.1 
13 E8188B 7 months GLF - - 531 - - 4 - - 17.0 
15 E8314 33 years NGG 374 - - 2 - - 4.7 
17 E8361 25 years MFN - - 567 - - 1 - - 2.3 
19 E8293 2 years NFN - - 441 - - - 2 - - 7.9 
21 E8242 2 years NGN 
-
232 -
- -
2 - - 6.5 
23 E8214 62 years GNN 
-
407 - - 10 - - 24.5 
25 E8618 68 years FNN 347 
- -
0 - - 0.0 
27 E8396 70 years NNF - - 550 - - 9 - - 21.9 
29 E8523 30 years NNN 
- -
418 - - 2 - - 4.9 
31 E8399 48 years NNN - 376 - - - 5 - - 16,4 
33 E8268 10 years NNN - 595 - - - 2 - - 4.9 
35 E4774B 54 years NNN - 398 - - - 0 - - 0.0 
37 E8507 61 years NNN 
-
348 - - - 0 - - 0.0 
39 E8416 26 years NNN - 1087 - - - 4 - - 9.2 
41 E8514 6 years NNN - 263 - - - 7 - - 18.0 
43 E8383 26 years NNN - 587 - - - 1 - - 2,4 
45 E8490 63 years NNN 
- -
892 - - - 0 - - 0.0 
47 E8392 14 months NNN 515 - - - 1 - - 3.9 
49 E8518 13 years NNN 558 - - - 7 - - 19.6 
51 E8449 7 years NNN 
-
362 - - - 1 - - 2.4 
53 E8627 61 years NNN 
- -
349 - - - 0 - - 0.0 
55 E8485 13 years NNN 480 - - - 1 - 2.3 
57 E8308 79 years NNN 222 - - - 2 - - 4.6 
59 E8579B 71 years NNN 256 - - - 1 - - 3.1 
61 E81S68 16 years NNN 
- -
612 - - - 0 - 0.0 
63 E8336 58 years NNN 173 -
-
- 0 
-
0.0 
65 E8510 80 years NNN - 149 - - - 0 0.0 
67 E8536 74 years NNN 246 -
-
- 0 - 0.0 
69 E8466 16 years NNN - 390 - - - 0 - 0.0 
71 E8503 8 years NNN - - 547 - - 0 - - 0.0 
73 E8285 13 years NNN - - 364 - - 0 - - 0.0 
75 E8473 55 years NNN - - 1012 - - 0 0.0 
77 E8272 28 years NNN - - 308 - - - 0 - - 0.0 
79 E8233 28 years NNN - - 589 
-
- 2 - 4.8 
81 E8412 5 years NNN - - 357 - - 2 - 4.6 
83 E8112B 39 years NNN - - 487 - - 0 0.0 
85 E8429 78 years NNN - - 587 - - - 0 - - 0.0 
87 E8260B 65 years NNN - - 141 - - - 2 4.8 
89 E8280 54 years NNN - - 284 - - 0 - 0.0 
91 E7743B 5 years NNN - - 426 - - 3 - 6.7 
93 E8575 6 weeks NNN - - 383 - - 0 - 0.0 
95 E4984B 23 years NNN - - 365 - - 0 - 0.0 
97 E8478 12 months NNN - - 456 - - - 13 - - 48.1 
99 E8541 66 years NNN - - 259 - - - 0 - - 0.0 
101 E8356 3 weeks NNN - - 212 - - - 0 - - 0.0 
103 E8549 15 years NNN - - 353 - - 0 0.0 
105 E8605 64 ears NNN - - 373 - - - 2 - - 4.8 
mean(sum) years (127) (4) (23419) 98.8% 21.5% (86) (105) 51.0% 46.8% 5.6 
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A high false detection rate (15 events, 50.6/h) was found in EEG 40 (E8380). The 
EEG shows sharp focal activity that was not marked as epileptiform by any of the 
readers (Fig. A.13 on p. 168). 
Sharp alpha activity caused 12 false detections in EEG 42 (E8419, Fig. A.15 on 
p. 170) and 13 false detections in EEG 70 (E8615, Fig. A.22 on p. 177). 
Sharp focal activity caused 10 false detections in EEG 23, which could be partly 
due to reformatting (E8214, Fig. A.5 on p. 160). Complex electrode artifacts caused 
13 false detections in EEG 97 (E8478, Fig. A.18 on p. 173). 
8.6 COMPARISON WITH TWO OTHER SYSTEMS 
The entire data set of 106 EEGs was evaluated by two other spike detection systems, 
Hybrid I and Hybrid II, previously developed at Christchurch Hospital. 
8.6.1 Hybrid I System 
The Hybrid I system features two stages: mimetic feature extraction and rule-based 
evaluation [Dingle 1992, Dingle et al. 1993, Jones et al. 1994, Jones et al. 1996, Black 
et al. 2000]. Both stages were evaluated separately. A large number of single-channel 
events are put forward by the mimetic feature extraction stage. To measure the detec-
tion properties of stage one, single-channel events were grouped into clusters if they 
occurred less than 125 ms apart. These clusters were counted as stage one detections. 
Stage two detections were rated as possible, probable or definite by the rule-based 
system. To obtain maximum sensitivity all detections were considered here. A more 
detailed evaluation ofthe three perception values is presented in section 8.7. The results 
for each recording in the test and training data sets are listed in Tables 8.7 and 8.8, 
respectively. 
The system failed to find any of the definite events in 5 recordings (5, 7, 8, 10, 
and 12). However, the system detected other events in four of the recordings. Only 
in recording 8 (E2289B) were all four re-referenced definite events missed (Fig. A.2 on 
p. 157). The only definite event in recording 5 (E8223) was missed but a questionable 
event was reported {Fig. A.7 on p. 162}. In recording 7 (E8247) three definite events 
were missed but one event was picked up and reported as possible (Fig. A.8 on p. 163). 
In recording 10 (E8372) all five definite events were missed but two artifacts were 
detected {Fig. A.12 on p. 167}. In recording 12 {E8219} 36 definite events were missed 
(p. 161), and a questionable ED and an artifact were detected and ranked 'probable'. 
In five of the normal controls (29, 30, 31, 32, and 33) single definite events were 
incorrectly reported. In recording 29 (E8523) a short eye-blink with sharp biphasic 
onset is classified as definite nonfocal ED (Fig. A.19 on p. 174). Similar eye-blinks 
triggered definite nonfocal detections in recordings 30 (E8276) and 31 (E8268). 
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In recording 31 (E8399, Fig. A.14 on p. 169) the system reported a definite non-
focal ED which was confirmed as questionable by a neurophysiologist (GC) on second 
consultation. An event reported as definite focal ED by the Hybrid I system and the 
wavelet-based system in recording 32 (E8297, Fig. A.10 on p. 165) was also labelled as 
questionable on second consultation. 
The Hybrid I system is the only system tested in this work which makes use of the 
wide-sense temporal context of CEDs. It evaluates focal and non-focal CEDs and tries 
to establish the focus (or foci) of focal events. The importance of this was recently 
emphasized by Ramabhadran et al. [1999]. An advantage of the rule-based evaluation 
or reasoning is that the cause for any misclassification can be traced back through the 
system. Just one additional rule may be put in place to cater for a new variety of spikes 
or artifacts. A potential advantage over statistical classifiers is that the knowledge 
accumulated by the system is explicitly readable as a set of rules. In contrast, the 
'knowledge' of statistical classifiers is represented by a set of weight vectors. 
8.6.2 Hybrid II System 
The second system, Hybrid II, was also based on mimetic feature extraction followed by 
a single-channel neural network classifier (SOFM) and multi-channel fuzzy rule-based 
spatial combiner [James et al. 1996a, James 1997, James et al. 1999]. Version 2.00 of 
the system was available for evaluation. Seven of the 106 EEGs had been used in the 
training of the SOFM (EEGs 1, 2, 3, 4, 6, 8, and 13). Three of those are part of the 
current test set. The following options were chosen for the Hybrid II system 
• a 20 x 20-node SOFM which was fine-tuned with learning vector quantization 
method LVQ2 (file: IvqL2. som), 
III a set of 127 fuzzy rules for the spatial combiner (file: rules_04.fuz), and 
., data driven calculation of the gain value (menu option: 'Calculate Gain Term'). 
Stage one detections were not available for evaluation. Since the mimetic feature extrac-
tion was designed in the same way as in the Hybrid I system, stage one detections can 
be assumed to be similar to those of the Hybrid I system. Detections were also rated as 
possible, probable or definite by the system. In contrast to Hybrid I there was a high 
number of possible detections (> 500) for many of the normal EEGs. Therefore, only 
probable and definite detections were counted in this evaluation. The system failed to 
process EEGs 15, 16, 20, 36, and 61 (system crashed). Results for training and test 
data sets are listed in Tables 8.9 and 8.10, respectively. None of the definite EDs were 
picked up in EEGs 5, 6, 8, 9, and 12. No false detections were reported in 36 of the 
79 normal controls. Large false detection rates (> 50/h) were found in 16 EEGs (7 
epileptiform,9 normal controls). Overall, the Hybrid II system had a mean sensitivity 
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Table 8.7 Performance of the Hybrid I spike detection system (mimetic and rule based) on the 
training data set. 
Recording Stage 1 (Mimetic) Stage 2 (Mimetic+Rules) 
EEG Age Type Def Mis Fal Sen Sel Mis Fal Sen Sel FD/hr 
2 12 years GGG 22 1 550 95% 4% 11 a 50% 100% 0.0 
4 16 years GGG 3 0 667 100% 0% 2 a 33% 100% 0.0 
6 8 years MFM 189 47 625 75% 19% 149 2 21% 95% 4.5 
8 84 years MNF 4 2 1312 50% 0% 4 a 0% 0% 0.0 
10 5 years GGG 5 1 1295 80% 0% 5 2 0% 0% 4.4 
12 4 years MMM 36 4 260 89% 11% 36 a 0% 0% 0.0 
14 37 years NFF - - 967 - a - - 0.0 
16 25 years GGN 
- -
911 a - - 0.0 
18 49 years NFN 676 - - a - - 0.0 
20 84 years NFN - 2073 - a - - 0.0 
22 3 years NFN - - 738 - 1 - 3.8 
24 29 years FNN - - 812 - - a - 0.0 
26 20 years NGN - 1038 - - 2 - 4.4 
28 57 years NNN - 921 - - 2 - 4.8 
30 42 years NNN - 688 - - 1 - 2.3 
32 6 months NNN - - 288 - 1 - 4.4 
34 29 years NNN - - 631 - - 1 - 2.4 
36 25 years NNN - - 531 - - - 1 - - 2.8 
38 35 years NNN - - 310 - - 3 - - 8.2 
40 7 months NNN - - 847 - 2 - - 6.7 
42 43 years NNN - - 599 - - 1 - 2.3 
44 14 years NNN - - 837 - - 1 - 2.3 
46 14 years NNN - - 780 - - - 1 - 2.4 
48 65 years NNN - - 1232 - - 1 - - 2.1 
50 25 years NNN - - 899 - - - 1 - 2.4 
52 32 years NNN - - 1297 - - 1 - 2.2 
54 62 years NNN - - 1958 - - a - 0.0 
56 32 years NNN - - 1159 - - - a - 0.0 
58 65 years NNN - - 1511 - - - a - 0.0 
60 26 years NNN - - 852 - - - 0 0.0 
62 14 years NNN - - 598 - - 0 0.0 
64 73 years NNN - - 1330 - - 0 0.0 
66 13 years NNN - - 826 - - - 0 - - 0.0 
68 8 weeks NNN - - 54 - - - 0 - - 0.0 
70 30 years NNN - - 666 - - 0 - - 0.0 
72 62 years NNN - - 785 - - - a - - 0.0 
74 77 years NNN - - 1818 - - 0 - - 0.0 
76 43 years NNN - - 1013 - - - a - - 0.0 
78 62 years NNN - - 399 - - - a - - 0.0 
80 48 years NNN - - 1784 - - - 0 - 0.0 
82 73 years NNN - - 1109 - - - a - 0.0 
84 48 years NNN 
- -
1005 - - - a - 0.0 
86 8 years NNN -
-
913 - - - a - - 0.0 
88 40 years NNN - - 1008 - - - 0 - - 0.0 
90 20 years NNN - - 566 - - - 0 - 0.0 
92 60 years NNN - - 504 - - - 0 - 0.0 
94 12 years NNN - - 399 - - - 0 - 0.0 
96 67 years NNN - - 667 - - - a - 0.0 
98 21 years NNN - - 1335 - - - a - 0.0 
100 35 years NNN -
- 676 - - - 0 - - 0.0 
102 16 years NNN - - 843 - - - 0 - - 0.0 
104 27 years NNN - - 1003 - - - a - 0.0 
106 65 years NNN - - 1097 - - - a - - 0.0 
35.0 years (55) (-17662) 81.6% 5.7% (207) (24)~=m 
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Table 8.8 Performance of the Hybrid I spike detection system (mimetic and rule based) on the 
test data set. 
. Recording Stage 1 (Mimetic) Stage 2 (Mimetic+Rules) 
EEG Age Type Def Mis Fal Sen Sel Mis Fal Sen Sel FD/hr 
1 46 years GGG 50 7 723 86% 6% 20 0 60% 100% 0.0 
3 17 years GGG 2 0 623 100% 0% 1 0 50% 100% 0.0 
5 50 years GGN 1 0 1101 100% 0% 1 0 0% 0% 0.0 
7 56 years GGN 3 0 922 100% 0% 3 1 0% 0% 2.5 
9 2 weeks MMM 56 41 226 27% 6% 54 6 4% 25% 22.4 
11 65 years GGL 15 2 744 87% 2% 14 0 7% 100% 0.0 
13 7 months GLF 
- -
778 - - - 0 - - 0.0 
15 33 years NGG 
- -
327 - - - 0 - 0.0 
17 25 years MFN - 368 - - - 1 - 2.3 
19 2 years NFN 
-
238 -
-
- 0 - - 0.0 
21 2 years NGN 
-
23 - - - 0 - - 0.0 
23 62 years GNN 1248 - - - 1 - - 2.4 
25 68 years FNN - 1606 - - 3 - - 6.8 
27 70 years NNF 1075 - - - 1 - - 2.4 
29 30 years NNN 1479 - - - 1 - - 2.5 
31 48 years NNN 898 - - 1 - - 3.3 
33 10 years NNN 
-
1351 -
-
- 1 
-
- 2.5 
35 54 years NNN 
-
769 - - - 1 - - 2.1 
37 61 years NNN 
-
282 - - - 1 - - 2.4 
39 26 years NNN 
-
1106 - - - 1 - - 2.3 
41 6 years NNN 1593 - - - 1 - - 2.6 
43 26 years NNN - 371 - - 1 - - 2.4 
45 63 years NNN - 546 - - 1 - - 2.4 
47 14 months NNN - 655 - - - 1 - 3.9 
49 13 years NNN - 1006 -
- -
2 - 5.6 
51 7 years NNN 
- -
1067 - - 3 - - 7.1 
53 61 years NNN 
- -
400 - - 0 - - 0.0 
55 13 years NNN 
- -
694 - - - 0 - 0.0 
57 79 years NNN 954 - 0 - - 0.0 
59 71 years NNN 378 - 0 - - 0.0 
61 16 years NNN 
- -
485 -
-
0 - 0.0 
63 58 years NNN 
- -
790 - - - 0 - - 0.0 
65 80 years NNN 
- -
957 - - 0 - 0.0 
67 74 years NNN - - 850 - - 0 - - 0.0 
69 16 years NNN 
-
- 563 - - 0 - - 0.0 
71 8 years NNN - - 798 - - - 0 - - 0.0 
73 13 years NNN 
- -
427 
- - -
0 - - 0.0 
75 55 years NNN 1151 
-
-
-
0 - - 0.0 
77 28 years NNN 
- -
1579 - - 0 - - 0.0 
79 28 years NNN - - 1019 - - - 0 - - 0.0 
81 5 years NNN 
- -
682 - - 0 - - 0.0 
83 39 years NNN 
- - 1078 - 0 - - 0.0 
85 78 years NNN 
- -
837 - - - 0 - - 0.0 
87 65 years NNN - 692 - - 0 - - 0.0 
89 54 years NNN 
- -
1069 
-
0 - - 0.0 
91 5 years NNN - 450 - - - 0 - - 0.0 
93 6 weeks NNN - - 83 - - 0 - - 0.0 
95 23 years NNN - - 908 - - 0 - - 0.0 
97 12 months NNN - - 672 
- -
0 - - 0.0 
99 66 years NNN - - 1106 0 - - 0.0 
101 3 weeks NNN - - 995 - - 0 - - 0.0 
103 15 years NNN - - 732 - - 0 - - 0.0 
105 64 years NNN - - 1343 
- -
0 - - 0.0 
35.0 years (50) (42817) 83.2% 2.4% (93) (28) 20.0% 54.2% 1.5 
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Table 8.9 Performance of the Hybrid II spike detection system (mimetic and SOFM based) on the 
training data set. 
Recording Stage 3 (Mimetic+SOFM+Fuzzy) 
EEG Age Type Def Mis Fal Sen Sel FD/hr 
2 12 years GGG 22 12 0 45% 100% 0.0 
4 16 years GGG 3 2 0 33% 100% 0.0 
6 8 years MFM 189 189 0 0% 0% 0.0 
8 84 years MNF 4 4 0 0% 0% 0.0 
10 5 years GGG 5 1 1 80% 80% 2.2 
12 4 years MMM 36 36 0 0% 0% 0.0 
14 37 years NFF - - 4 - - 9.8 
16 25 years GGN - - - - - -
18 49 years NFN - - 23 - - 51.7 
20 84 years NFN - - - - - -
22 3 years NFN - - 8 - - 30.8 
24 29 years FNN - - 1 - - 2.6 
26 20 years NGN - - 26 - - 57.2 
28 57 years NNN - - 43 - - 102.4 
30 42 years NNN - - 64 - - 149.8 
32 6 months NNN - - 0 - - 0.0 
34 29 years NNN - - 6 - - 14.5 
36 25 years NNN - - - - - -
38 35 years NNN - - 65 - - 177.8 
40 7 months NNN - - 1 - - 3.4 
42 43 years NNN - - 0 - - 0.0 
44 14 years NNN - - 0 - - 0.0 
46 14 years NNN - - 0 - - 0.0 
48 65 years NNN - - 65 - - 137.4 
50 25 years NNN - - 27 - - 64.0 
52 32 years NNN - - 20 - - 43.8 
54 62 years NNN - - 0 - - 0.0 
56 32 years NNN - - 1 - - 2.3 
58 65 years NNN - - 4 - - 9.6 
60 26 years NNN - - 16 - - 38.4 
62 14 years NNN - - 0 - - 0.0 
64 73 years NNN - - 0 - - 0.0 
66 13 years NNN - - 0 - - 0.0 
68 8 weeks NNN - - 1 - - 4.4 
70 30 years NNN - - 45 - - 107.3 
72 62 years NNN - - 0 - - 0.0 
74 77 years NNN - - 0 - - 0.0 
76 43 years NNN - - 1 - - 2.4 
78 62 years NNN - - 0 - - 0.0 
80 48 years NNN - - 0 - - 0.0 
82 73 years NNN - - 0 - - 0.0 
84 48 years NNN - - 14 - - 33.7 
86 8 years NNN - - 0 - - 0.0 
88 40 years NNN - - 2 - - 4.6 
90 20 years NNN - - 12 - - 28.1 
92 60 years NNN - - 2 - - 4.8 
94 12 years NNN - - 1 - - 2.3 
96 67 years NNN - - 0 - - 0.0 
98 21 years NNN - - 0 - - 0.0 
100 35 years NNN - - 27 - - 64.0 
102 16 years NNN - - 3 - - 7.1 
104 27 years NNN - - 1 - - 2.3 
106 65 years NNN - - 0 - - 0.0 
35.0 years (244) (484) 26.5% 46.7% 23.2 
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Table 8.10 Performance of the Hybrid II spike detection system (mimetic and SOFM based) on 
the test data set. 
Recording Stage 3 (Mimetic+SOFM+Fuzzy) 
EEG Age Type Def Mis Fal Sen Sel FD/hr 
1 46 years GGG 50 22 0 56% 100% 0.0 
3 17 years GGG 2 0 50 100% 4% 116.8 
5 50 years GGN 1 1 0 0% 0% 0.0 
7 56 years GGN 3 3 21 0% 0% 52.6 
9 2 weeks MMM 56 56 0 0% 0% 0.0 
11 65 years GGL 15 14 6 7% 14% 15.4 
13 7 months GLF 
-
0 - - 0.0 
15 33 years NGG - - -
17 25 years MF::.J 
- -
24 - - 55.4 
19 2 years ::.JFN - - 0 - - 0.0 
21 2 years ::.JGN - - 0 - - 0.0 
23 62 years G::.JN 
- -
53 
-
- 129.6 
25 68 years FN::.J 
- -
50 - - 113.9 
27 70 years ::.JNF 
- -
11 
- -
26.8 
29 30 years NNN 
- -
0 
-
- 0.0 
31 48 years NNN 
- -
1 -
-
3.3 
33 10 years N::.JN - - 1 - - 2.5 
35 54 years N::.JN - - 21 - - 44.9 
37 61 years NNN - - 1 - - 2.4 
39 26 years NNN - - 1 - - 2.3 
41 6 years NNN 
- -
5 
- -
12.9 
43 26 years NNN - - 5 - - 12.0 
45 63 years NNN - 1 - 2.4 
47 14 months NNN - - 0 - 0.0 
49 13 years NNN - - 0 - 0.0 
51 7 years NNN - - 1 - 2.4 
53 61 years NNN - - 0 - 0.0 
55 13 years NNN - - 70 - - 163.1 
57 79 years NNN - - 0 - - 0.0 
59 71 years NNN - - 0 - - 0.0 
61 16 years NNN -
- - - - -
63 58 years NNN - - 1 - 2.3 
65 80 years NNN - - 0 - - 0.0 
67 74 years NNN - - 0 - 0.0 
69 16 years NNN - - 0 - 0.0 
71 8 years NNN - - 0 - 0.0 
73 13 years NNN - - 3 7.1 
75 55 years NNN - - 0 0.0 
77 28 years NNN - - 4 - 9.6 
79 28 years NNN - - 1 - - 2.4 
81 5 years NNN - - 0 - - 0.0 
83 39 years NNN - - 0 - - 0.0 
85 78 years NNN - - 14 - 32.3 
87 65 years NNN - - 114 - - 276.4 
89 54 years NNN - - 4 - 9.3 
91 5 years NNN - 0 - 0.0 
93 6 weeks NNN - - 0 - - 0.0 
95 23 years NNN -
-
2 - - 4.7 
97 12 months NNN - - 3 - - 11.1 
99 66 years NNN - - 0 - - 0.0 
101 3 weeks NNN - - 0 - - 0.0 
103 15 years NNN - - 0 - - 0.0 
• 
105 • 64 years NN::.J - - 0 - 0.0 
35.0 years (96) (468) 27.1% 19.7% 21.8 
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of 27.1%, a mean selectivity of 19.7%, and a false detection rate of 21.8 per hour on 
the current test set (Table 8.10). 
The Hybrid II system had previously been evaluated with 8 recordings (7 epilepti-
form, 1 normal) in a blind study yielding a mean sensitivity of 55.3%, a mean selectivity 
of 82.0%, and a false detection rate of 7.2 per hour [James et al. 1999]. The recordings 
used had been evaluated by 2 to 3 readers. It is unclear why there is such a striking 
difference in performance of Hybrid II between the previous test data set (8 EEGs) 
and the current test data set (53 EEGs) but, at least in part, this may be attributed to 
the use of a different version of the Hybrid II system, differently trained SOFMs, and 
substantially different test sets. 
The results emphasize the importance of a large set of normal controls as the 
variety of normal EEG patterns which may potentially be misclassified by the system 
is quite large. It appears that only if the patterns are part of the training set can they 
be rejected by the system successfully. 
8.7 PERFORMANCE AT THE LEVEL OF ENTIRE 
RECORDINGS 
Performances of the three spike detection systems at both individual-spike and global-
EEG levels with respect to the entire data set of 106 EEGs with 27 epileptiform EEGs 
and 79 normal controls are summarized in Table 8.11. Mean sensitivities and select iv-
ities4 are listed with respect to the 12 EEGs containing definite EDs (those marked as 
definite by at least two of the readers). An EEG was considered definitely epileptiform 
if it was marked as such by two or three readers (17 out of 106). If only one reader 
reported epileptiform activity, the EEG was neither considered epileptiform nor nor-
mal (10 out of 106). EEGs labelled non-epileptiform by all 3 EEGers were considered 
normal (79 out of 106). 
For the Hybrid I and II systems three separate evaluations were made in which 
'possible', 'probable' and 'definite' events were counted as detections. Stage one detec-
tions are included for the Hybrid I system and the wavelet-based system. Only 101 
EEGs were successfully evaluated with the Hybrid II system. Definitely epileptiform 
EEGs without detection were counted as global missed detections ('Mis EEG' in Table 
8.11). Normal EEGs with one or more repeated detections were counted as global false 
detections ('Fal EEG' in Table 8.11). 
The Hybrid I system features a very low false detection rates (0.2 to 1.3 FD/h). 
In the most sensitive mode (counting possible EDs) it misses four of the epileptiform 
4Since sensitivities and selectivities of individual EEGs were averaged, a seemingly paradoxical 
situation of decreasing sensitivity and selectivity arises for the possible and probable stage-2 detections 
of the Hybrid I system in Table 8.11. 
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Table 8.11 Mean performance ofthree spike detection systems: Hybrid I, Hybrid II and the wavelet-
based system. Listed are the sort of detection (Det), the number of definite EDs correctly detected 
(Cor), the number of definite EDs missed (Mis), the number of false detections (Fal), the mean sensi-
tivity (Sen), the mean selectivity (Sel) , the mean hourly false detection rate (FD/hr), the number of 
EEGs processed (EEGs), the number of definitely epileptiform EEGs without detections (Mis EEGs), 
and the number of definitely normal EEGs with detections (Fal EEGs). The sort of detection used for 
the compilation of the previous tables is marked by (*). 
System Det Individual Events Entire EEGs 
Cor Mis Fal Sen Sel FD EEGs Mis Fal 
/hr EEGs EEGs 
Hybrid I Stage 1 281 105 90479 82.4% 4.0% 2155.4 106 -
Stage 2 Poss (*) 86 300 52 18.7% 88.6% 1.3 106 4 
Stage 2 Prob 74 312 20 15.8% 87.3% 0.5 106 8 
Stage 2 Def 32 354 8 13.6% 100% 0.2 106 9 
Hybrid II Stage 3 Poss 101 285 39128 45.5% 29.4% 919.1 101 1 
Stage 3 Prob (*) 46 340 952 26.8% 66.4% 22.5 101 5 
Stage 3 Def 8 378 0 5.8% 100% 0.0 101 12 
Wavelet Stage 1 323 63 I 47587 95.7% 15.1% 1178.4 106 -
based Stage 2 Def (*) 131 255 258 57.9% 62.5% 6.8 106 1 
EEGs (8, 14, 15, and 16). In the most selective mode (counting definite EDs only) 
there are five false detections (EEGs 29, 30, 31, 32, and 33). 
The Hybrid II system misses one recording (EEG 9, p. 175) in the most sensitive 
mode but falsely marks 71 out of 79 normal EEGs. In the most selective mode it 
operates without false detections but misses 12 out of 17 definitely epileptiform EEGs. 
The wavelet-based system features the highest mean sensitivity of 57.9% and does 
so with a reasonably high selectivity of 62.5%. It missed 1 of the epileptiform EEGs 
(EEG 16, Fig. A.9 on p. 164) and reported more than half of the normal EEGs as 
epileptiform. 
All three systems took only 5-10% of the recording time for the evaluation on a 
Pentium II running at 500 MHz. Thus all systems could potentially operate in real-
time mode. A real-time implementation of the Hybrid I system has been developed 
[Green 1995, Jones et al. 1996]. 
For the wavelet-based system thresholds for primary detection (0.66 in Fig. 7.6), 
final classification (Eq. 7.35) and focal upgrade (Eq. 7.36) were chosen to balance 
sensitivity and selectivity. These thresholds can be adjusted to optimize either the 
sensitivity or the selectivity of the the system. Thus, the system can be adapted to 
work as a screening tool or a long-term monitoring system as outlined in section 2.5. 
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Pietila et al. [1994] compared two systems developed by Varri et al. [1988] and Gotman 
and Gloor [1976J with 12 recordings from 6 epileptic patients. For each patient one 
recording was made while they were awake and one sleep recordings was used. They 
-
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report a sensitivity of 31% and a specificity of 17% for the Tampere (Finland) based 
system [Varri et al. 1988]. On the same dataset the system developed by Gotman [1985] 
achieved a sensitivity of 33% and a specificity of 49%. 
Tong et al. [1996] tested their wavelet-based spike detection system on 61 min 
of EEG (recording length: 4 min) taken from 17 patients. They reported successful 
detection of 177 of 187 EDs (sensitivity: 95%) while only 22 false detections were 
reported (selectivity: 89%, false detection rate: 22 per hour). 
Sartoretto and Ermani [1999] used 79 min of EEG with 48 EDs from 8 patients to 
evaluate their wavelet-based system. They reported a sensitivity of 96%, a selectivity 
of 37% and a false detection rate of 93 per hour. Their system is based on the DWT 
which makes it considerably faster than the one presented in this work; for example, 
analysis of a 310 s 8-channel-recording took only 1.0 s. 
A two-stage wavelet-based system developed by Senhadji et al. [1995] had a sensi-
tivity of 86% and selectivity of 93% over 982 EDs [Senhadji et al. 1994]. 
Dumpelmann and Elger [1999] analyzed 136 min of intracranial EEG from seven 
patients under presurgical evaluation. EEGs were rated by two readers and three 
spike detection systems: a system developed by Gotman and Gloor [1976], a two-stage 
system based on an autoregressive model fda Silva et al. 1975] and a wavelet-based 
system similar to the one proposed by Kalayci and Ozdamar [1995J. They reported 
sensitivities of 23.0-25.1% for the Gotman system, 31.5-33.5% for the autoregressive 
system and 24.8-27.8% for the wavelet-based system. 
Ramabhadran et al. [1999] tested a multistage spike detection system with mimetic 
feature extraction and rule-based classification with 13 epileptiform recordings and 5 
normal controls that included all stages of sleep and wakefulness. They reported a 
sensitivity of 95.7 % and a selectivity of 88.9%. All false detections were eliminated by 
rule-based evaluation of the wide-sense temporal context of CED foci. Thus, no false 
detections occurred within 3 hours of normal control recordings. 
The number of patients has not been reported for all systems in the literature. 
However, the importance of using a large set of normal controls with a variety of arti-
facts to identify potential 'leaks' in the discrimination process has been demonstrated 
in the evaluation of three systems. All age groups were represented in the data set 
used here. Specifically, EEGs of young children may contain movement and electrode 
artifacts that are difficult to discriminate from EDs. It is questionable whether other 
systems reported in the literature would achieve similar performances on the data set 
used in this work. 
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8.9 POSSIBLE IMPROVEMENTS 
The wavelet-based spike detection system presented in this work would benefit from 
further refinement before being commissioned for clinical applications. The system 
was defined in a straightforward manner as a nonlinear multichannel filter. Features 
were selected and adjusted in the design and training process to optimize the ANOVA 
F-ratios of the discriminant functions with respect to the training data set. The feature-
specific F-ratios were optimized by adjusting 
II the parameter a for the spatial analysis, and 
\III the sequence of the chirp filter. 
After each change, an evaluation of the entire training set was required. Depending on 
the resulting F-ratio, the change was subsequently implemented or rejected. 
The discriminative quality of features can be illustrated by their F-ratios. The 
F-ratio of the linear discriminant rises if further features are added. However, whether 
or not a specific new feature makes a novel contribution to the discriminant function is 
measured by its F-remove value - the reduction of the F-ratio of the discriminant 
function caused by the removal of the feature. F-ratios and F-remove values are 
listed in tables 8.12 and 8.13 for single-channel features and multichannel features, 
respectively. The chirp features are the best discriminating single-channel features. 
Table 8.12 F-ratios of single-channel features and F-remove values with respect to the linear dis-
criminant function g(X). 
Single-Channel Features F==3996 
Feature Symbol F-ratio F-remove 
ridge count scales 6,8 8i(1) 43.1 19.8 
ridge count scales 12,16 8i(3) 455.8 200.4 
ridge count scales 24,32 8i(5) 437.9 58.8 
ridge count scales 48,64 8i(7) 532.5 303.3 
ridge count scales 96,128 8i(9) 271.0 127.4 
mean amplitude scales 24,32 mi(5) 227.6 89.8 
mean amplitude scales 48,64 mi(7) 460.2 957.2 
mean amplitude scales 96,128 ffii(9) 156.3 973.1 
EOG fJEOG] 63.8 42.5 
chirp fichirPl] 1595.2 506.0 
chirp ridge fichirp2j 850.4 173.7 
adjacent dist fldistj 107.2 123.7 
sharp isharp] 73.8 386.7 
However, in conjunction with the other features, the mean amplitude of scales 96 and 
128 makes the largest contribution (closely followed by the mean amplitude of scales 
48 and 64). The system would suffer the smallest loss if the ridge count of scales 6 
and 8 was removed. The RMS probabilities is the best discriminating multichannel 
feature. It may be possible to find a feature that identifies the artifacts that cause 
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Table 8.13 F-ratios of multichannel features and F-remove values with respect to the linear discrim-
inant function g'(X'). 
Multichannel Features F=4958 
Feature Symbol F-ratio F-remove 
RMS probabilities tlprmsJ 4031.0 2508.5 
2nd largest probability t[p21 1148.8 237.0 
source orientation estimate t[rad1 234.1 240.9 
adjacency filter jladj1 1970.1 297.2 
large numbers of false detections, e.g., in recordings 22, 40 , 42 and 70. If the new 
feature was added to the system, one of the present features may become redundant 
and could be removed. 
For clinical use in a long-term monitoring system, the training set would have to be 
augmented by representative samples of sleep recordings, and additional features may 
be needed for their discrimination from EDs. A state-dependent classification approach 
might prove beneficial [Gotman and Wang 1991, Gotman and Wang 1992]. 
Importantly, an additional stage evaluating the wide-sense temporal context should 
be added. The global wide-sense temporal context could help considerably in the 
evaluation of focal events. Epileptic foci can only be verified by a statistical evaluation 
of the spatial distribution of detected EDs. Each detection would be associated with 
the most probable location of a tentative focus. The location could be referenced by 
either a channel, an electrode, or a node of the geodesic grid. A linear classification 
function could be used to declare a focus, based on the properties of focal and non-focal 
EDs in the training set. Once a focus is declared in a recording, the Stage 1 detections 
(or, possibly, the entire recording) would be re-assessed and upgraded if compatible 
with the spatial characteristics of the focus. 
The data set contained several epileptiform bursts and seizures (e.g. Fig. A.1 on 
page 156) all of which featured spikes and thus were detected by the system. On 
average, a number of 3-5 spikes were detected at the onset of a seizure. The detection 
threshold in the single-channel analysis (Fig. 7.5) is derived from the floating mean of 
the preceeding 5 s. If seizures last for several seconds, this threshold rises lowering the 
system's sensitivity. Thus spikes in the later part of a seizure may not be detected by 
Stage 1. 
It would be advantageous to add the subjects' age group (e.g., newborn, under 5, 
and 5 and above) to the prior knowledge of the system since it has a large influence 
on the characteristics of normal EEG patterns. Separate classifiers could be trained 
and applied within each age group for the wavelet-based system. However, for each age 
group a substantial data set would be required. 
Chapter 9 
CONCLUSIONS AND FUTURE RESEARCH 
9.1 CONCL USIONS 
In wavelet-based signal analysis there are two different basic approaches: DWT and 
CWT. The DWT is implemented with a fast algorithm that repeatedly splits the spec-
trum into an approximation signal and a detail signal. The approximation signal is 
downsampled at each level. The transform can be inverted and perfectly reconstructs 
the original signal. However, the DWT is not translation-invariant which is disadvanta-
geous for some detection applications since the way a transient is represented depends 
on its temporal alignment with respect to the DWT. 
The CWT is a redundant transform that can be continuous in both time and scale. 
It operates similar to a series of bandpass filters and is translation-invariant since no 
downsampling occurs. A fixed prototype filter, the analyzing wavelet or wavelet filter, 
is re-scaled to cover a predefined bandwidth. The wavelet filter must be chosen for 
a specific application and can be real-valued or complex-valued. A crucial feature of 
a wavelet filter is good time-frequency localization. Thus, most common choices are 
derivatives of the Gaussian and modulated Gaussians, including both real- and com-
plex modulation. Modulated window functions other than the Gaussian can provide a 
smaller relative bandwidth, which is crucial for the analysis of transient signals. A very 
small relative bandwidth can be achieved with a complex modulated sine halfwave and 
a complex modulated Hanning window. The complex-valued wavelet makes the CWT 
independent of the phase and thus allows for the analysis of the time-frequency con-
tent of a signal. However, the traditional bilinear time-frequency distributions provide 
superior time-frequency resolution. 
Features of transients can be extracted from the temporal local maxima of the 
CWT or multiscale edges. The amplitude characteristic of a multiscale edge can provide 
information about the frequency content of a very short transient such as a single half-
wave or an edge. In contrast, the local maxima of the CWT with respect to scale, 
or multiscale ridges, provide useful indicators of the instantaneous frequency of brief 
oscillations. 
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The field of statistical pattern recognition includes a multitude of classification 
methods such as fuzzy logic and artificial neural networks. Classic linear and non-
linear discriminant functions perform supervised learning from a labelled training set. 
The output of discriminant functions can be improved with a Bayesian approach to 
obtain a measure of certainty for the class membership of a feature vector, similar to 
the defuzzification step in fuzzy logic. 
In the spatial analysis of the EEG, three basic spaces need to be considered: source 
space, electrode space and channel space. Dipolar current sources in an electrostatic 
model of the head provide a model for the generation of the electric surface potential 
of the EEG. The potential field, as sampled by a number of electrodes, is mapped 
into channel space by one of several montages. This transformation from electrode 
space to channel space cannot be inverted due to the lack of an absolute zero reference. 
Depending on the choice of montage, the EEG becomes sensitive to specific regions of 
the source volume. The hemispheric source volume can be sampled with a geodesic 
grid derived from a set of concentric n-frequency icosahedra. The more accurately a 
putative source at any grid location Can account for the surface potential, the more 
likely it represents a current generator. Location and orientation of an unknown source 
can be estimated from the goodness-of-fit obtained for all grid nodes. The estimated 
source orientation with respect to spherical coordinates is a valuable feature for the 
discrimination of EDs from artifacts. 
For the background EEG, a chi-square distribution can be fitted to the magnitude 
of the corresponding wavelet coefficients on a logarithmic scale. Thansients such as 
interictal EDs can be detected as deviations of the log wavelet coefficients from the 
mean of the preceding 5 s at a scale centered around 17 Hz. For each detection, a set of 
features extracted from the raw signals and the CWTs of all channels provides a means 
of discriminating EDs from artifacts. Features extracted from ridges of the CWT help 
discriminate ETs from oscillatory activity such as alpha waves. Two features relating 
to a diagonal or chirp-like amplitude distribution of ETs in the time-scale plane (scale 
increasing with time) of the CWT are characteristic for ETs with respect to other 
spike-like transients. The sharpness of a transient, defined by the amplitude of the 
corresponding multiscale edge at the smallest scale, helps reject sharp artifacts such 
as muscle spikes and electrode-'pops'. Low frequency components of slow eye-blinks 
or eye-movements are captured by the wavelet coefficient of the scale centered around 
1.6 Hz. For the final discrimination of an EDs from artifacts it is advantageous to 
evaluate the RMS spike probability of all channels, the source orientation estimate 
obtained with the spatial model and the adjacency pattern of observed polarities and 
single channel spike probabilities. The ANOVA F -ratio of a linear discriminant function 
with respect to a training data set is an important indicator for optimal feature selection 
and adjustment. 
The performance of the wavelet-based spike detection system compares favourably 
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with the Hybrid I and Hybrid II systems in terms of detection of definite EDs. However, 
in the evaluation of entire recordings (the global EEG level) the Hybrid I systems makes 
use of the wide-sense temporal context leading to a small number of normal EEGs being 
erroneously classified as epileptiform. None of the systems succeeds in finding all of 
the 17 definitely epileptiform recordings in the data set. 
9.2 SUGGESTIONS AND FUTURE RESEARCH 
9.2.1 Wavelet Analysis in the Detection of Epileptiform Spikes 
Wavelet-based methods in general, and the CWT in particular, have a very close rela-
tionship to both human physiology and quantum physics. For example, Mallat [1989b] 
showed that wavelets can approximate the early stages of the human visual and audi-
tory systems. At the same time, the CWT is part of the affine class of time-frequency 
distributions which originated in quantum physics [Quian and Chen 1996]. This wide-
ranging background makes the CWT an attractive tool in detection and classification 
problems such as the detection of epileptiform spikes. Frisch and Messer [1992] also 
found that the CWT can provide an optimal detector for a largely unknown transient. 
The DWT provides a different approach that involves downsampling of the filtered 
signals. The DWT has been applied to the spike detection problem by a number of 
authors [Kalayci et al. 1994, Kalayci and Ozdamar 1995, D' Attelis et al. 1997, Kim 
et at. 1998, Sartoretto and Ermani 1999]. It was not used in the work reported here 
because of its lack of translation invariance which can have dramatic effects on the 
output of the transform as shown in Fig. 4.6. Overs amp ling methods for the DWT 
as proposed by Sari-Sarraf and Brzakovic [1997] have not been applied to the spike 
detection problem yet. The Daubechies wavelets may be useful because they show 
a chirp feature as indicated by the rising frequency in Fig. 3.4 (n = 28). Since the 
time-inverse of the rising frequency feature (increasing scale) has been found to be 
a characteristic feature of most ETs in this study. Thus, a matched filter could be 
constructed with the Daubechies-wavelet and an oversampled DWT. 
The CWT has been applied to the spike detection problem by several authors [Schiff 
et al. 1994b, Senhadji et at. 1994, Senhadji et al. 1995, Clarencon et al. 1996, Tong 
et al. 1996, Popescu 1998, Goelz et ai. 2000b]. Schiff et ai. [1994b] used a real-valued 
wavelet to study spikes and seizures whereas all others have applied a complex-valued 
wavelet with the CWT. Only Senhadji et al. [1995] used a complex-valued wavelet 
with a small relative bandwidth matched to ETs to detect spikes. Complex-valued 
wavelets have been shown to optimally detect transients of unknown phase [Frisch and 
Messer 1992]. 
In the work reported here, the statistical distribution of the EEG's wavelet coeffi-
cients is modelled on a log scale. Among the statistical moments of the log distribu-
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tion, only the mean relates to the amplitude of the EEG signal. All other statistical 
moments (such as variance, skewness, kurtosis, etc) provide information about the non-
linear behaviour of the EEG. These features could potentially be used in the detection 
of seizures and may also provide clues for their prediction. Other non-linear features 
like the Lyapunov exponent and the correlation dimension have been applied to seizure 
prediction in cortical EEG recordings successfully [Iasemidis et al. 1996, Lehnertz and 
Elger 1998]. 
To measure the sharpness of transients the magnitude of the smallest scale wavelet 
coefficient of the corresponding multiscale edge was used in this work (Eq. 7.16). In 
order to obtain a measure for the sharpness of a transient that is independent from its 
amplitude a (linear or low-order polynomial) regression of the wavelet coefficients of 
the the multiscale edge could be used. 
If a sufficiently large amount of computational power was available, matching pur-
suit (see subsection 4.4) could be applied to the spike detection problem. The waveform 
dictionary could be split into two parts representing EDs and artifacts. The overall 
variance covered by those atoms that correspond to EDs could be a valuable indicator 
for EDs. 
9.2.2 Chirps 
The chirp filters (see section on Chirp features in Chapter 7) based on the CWT ridges 
correspond to a characteristic feature of most ETs which could be called chirp feature. 
In spike detection systems, wavelet transforms are used at the lowest level before 
feature extraction takes place. As the results for the Stage 1 detections in Table 8.11 
(p. 145) indicate, the wavelet-based approach presented in this work can provide a 
very sensitive and selective filter for EDs compared to the mimetic approach which was 
designed to mimic the reader's perception. Furthermore, a feature like the chirp feature 
of ETs can only be observed using a time-frequency or time-scale representation such 
as the CWT. 
Time-frequency signatures of seizures recorded with depth electrodes were pre-
sented by Senhadji et al. [1998], where several of the signatures showed decreasing fre-
quency. Similarly, spectrograms of ictal cortical grid recordings by both Franaszczuk 
et ai. [1998] and Schiff et al. [2000] show time-frequency components with decreasing 
frequency. Schiff et al. [2000] called these components 'brain chirps'. 
While the frequencies of seizures decrease over periods of several seconds, the chirp 
feature of ETs relates to transients with only a few half waves. The CWT ridges of 
spike-wave complexes (Fig. 7.11, top centre) show a large overlap with ridges of alpha 
spindles (Fig. 7.11, bottom left). Thus, if a 'cortical resonant circuit' as proposed by 
Nunez [1981] exists, a spike-wave complex could be interpreted as the impulse response 
of such an intracortical network that would normally oscillate at the frequency of alpha 
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waves. It would be interesting to investigate whether series of spike-wave complexes as 
found in epileptic seizures represent pathological oscillations of these putative networks. 
path of the chirp in the time-scale plane was modelled by the sequence defined 
in Eq. 7.20. The chirp features were found to provide the best discrimination between 
spikes and artifacts (Table 8.12). In order to further improve the performance of the 
chirp filters, a two-dimensional distribution based on a small number of parameters 
could be used to model the chirps. The parameters of the distribution could be adjusted 
to optimize the differentiation of from artifacts. 
9.2.3 Discriminant Functions 
The quadratic discriminant function provides better classification results than the linear 
discriminant function as shown in the simulations in Chapter 5. However, it was not 
implemented in the system proposed in this work. To train a quadratic discriminant 
function, the covariance matrix for features needs to be estimated. Thus, for the 
13-dimensional feature space of the'single-channel discriminant function, 91 unique 
coefficients in the covariance matrix are sought. Since there were only 360 ETs in 
the training sample, the estimation could not be made reliably. If, however, a larger 
training set was available, the quadratic discriminant function could be implemented. 
The training of a discriminant function is a straightforward calculation. In contrast, 
the training of an ANN is a lengthy iterative procedure. The training vectors have to 
be presented repeatedly to the ANN and adjustments have to be made during each 
iteration. However, an ANN can adapt to highly non-linear features such as varying 
scale in different regions of a training data set. 
The Bayesian approach to labelling the output of the discriminant functions in the 
system presented leads to continuous-valued outputs which are compared to thresholds 
that trigger Stage 1 and Stage 2 detections (0.66 in Fig. 7.6 for Stage 1 detections, 0.7 
in Eq. 7.35 for the final classification and 0.6 and 0.8 in Eq. 7.36 for a focal upgrade). 
These thresholds can be adjusted to optimize the system as a screening tool or a long-
term monitoring system (see section 2.5). Two sets of thresholds could be build into 
the system such that the user could switch between both applications by turning a 
single 'knob', 
9.2.4 Knowledge 
In the system presented in this work, the linear discriminant functions provide a means 
of classification of CEDs with additional confidence levels derived from a Bayesian 
approach. The detection threshold was chosen to make the system very sensitive but 
this was achieved at a price of a high false detection rate if certain artifacts coincided 
in a recording. 
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The wavelets can be considered to sense single~channel transients and the linear 
discriminant functions provides some form of inherent 'knowledge' about ETs relative 
to non~epileptiform transients. 
In contrast, a rule-based expert system, as in Stage 2 of the Hybrid I system, is 
capable of analyzing the wide-sense temporal context of detected EDs. This context 
can be evaluated to eliminate false detections or verify epileptic foci [Davey et al. 1989, 
Glover et al. 1989, Dingle et al. 1993, Ramabhadran et al. 1999]. 
As mentioned in the previous chapter, any misclassification can be traced back in a 
rule-based system. The knowledge present in a rule-based system is explicitly readable 
while the 'knowledge' of statistical classifiers is represented implicitly by a set of weight 
vectors. 
A rule-based expert system could be added to the wavelet-based system. The 
output of the single-channel or multichannel statistical classifiers would not provide 
sufficient information for meaningful rule-based evaluation. Thus, the part of the rule-
base relating to single-channel analysis would have to be redeveloped to match the 
features extracted from the scalogram (Chapter 7). These rules could be considered 
low-level knowledge. Rules used in the analysis of the wide-sense temporal context 
could be added to the wavlet-based system as an additional stage (Stage 3). 
Research in the field of expert systems is being conducted to find ways of extracting 
explicit knowledge from ANNs [Fu 1994]. It may be possible to develop a similar 
technique to extract rules (or even fuzzy rules) from a statistical classifier. 
The rule-base of the Hybrid I system relating to the wide-sense temporal context 
could be adaptable to the wavelet-based system since these rules represent high-level 
knowledge. 
Appendix A 
RELEVANT EEG EPISODES 
Charts of EEG episodes relevant to the evaluation of the spike detection systems in 
Chapter 8 are catalogued in a series of Figures on the following pages. The horizontal 
scale is fixed to 3cm/s with 5 s (half a page in the original paper recordings) shown in 
each figure. The vertical scale is either 100 or 200J.L V I cm, depending on the gain setting 
used in the recording. Each chart fe?>tures a complete reference to the EEG number, 
the patient's age, the run and page number of the paper recording, the sample number 
of the digital recording and the current montage. Charts are sorted by increasing EEG 
numbers. 
Detections of the wavelet-based spike detection system are superimposed in each 
chart if present. A dot at the baseline of each channel denotes the fiducal point and a 
number indicates the spike probability for each single-channel event. The multichan-
nel probabilities of all multichannel events in a chart is listed in the top left corner 
(e.g. p=O.87). 
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Figure A.2 A definite ED in EEG 8 (E2289B) was attenuated through the re-referencing but marked 
as definite by the wavelet-based system. Single channel probabilities on channels 9 and 11 were above 
80% and, thus, the event qualified for upgrading as a focal event (p. 138). 
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E3394B, Age: 12 years, Run 1, Page 901.79, Sample 9000, Montage: longitudinal 
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Figure A.3 Burst of beta activity (p. 8). 
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E8159B, Age: 65 
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Figure A.4 This epileptiform sharp wave in EEG 11 (E8159B) was marked as questionable by the 
Hybrid I None of the 15 definite EDs in this recording were picked up by the wavelet-based 
system. Amplitude and scale of the sharp waves are similar to those found in fast eye-blinks (p. 174). 
Similar epileptiform activity did not occur in the training set (p. 135). 
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EB214, Age: 62 years, Run 7, Page 417.57, Sample 145352, Montage: earref to longitudinal 
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Figure A.5 False detection in EEG 23 (E8214). Only one reader found generalized epileptiform 
activity elsewhere in this recording (p. 138). 
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E8219, Age: 4 years, Run 3, Page 69.39, Sample 76982, Montage: longtran 
p=LOO 
1 s 
Figure A.6 Three events in EEG 12 (E8219): the first and last were labelled definite, the middle 
event was labelled questionable. The first event had high single-channel probabilites but just failed 
to qualify as a focal event. For the second event, channel eight received a definite probability but 
channel nine was assigned zero probability. Only the last definite ED was marked as a detection by 
the wavelet-based system, no definite ED was found by the Hybrid I system (p. 135). 
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Figure A." This event in EEG 5 (E8223) was marked as definite, none and qnestionable by the three 
EEGers. It was detected by the Hybrid I system and the wavelet-based (p. 138). 
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E8247, Age: 56 years, Run 8, Page 1060.90, Sample 165849, Montage: vertex to longitudinal 
1 s 
Figure A.8 Sharp focal activity in EEG 7 (E8247): this re-referenced spike was detected by the 
Hybrid I system but not marked by any of the readers. Of the three definite EDs in the recording, all 
were missed by Hybrid I and two were missed by the wavelet-based system. (p. 138). 
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E8263, Age: 25 years, Run 1, Page 430.90, Sample 17000, Montage: longitudinal 
1 s 
Figure A.9 The only event in EEG 16 (E8263) which was marked definite by one reader. All other 
events received questionable perception values. Both wavelet-based system and Hybrid I did not detect 
any ED in this recording (p. 145). 
E8297, Age: 6 months, Run 1, Page 811.04, Sample 109792, Montage: longitudinal 
p=0.55, focal upgrade 
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Figure A.10 False detection by Hybrid I and the wavelet-based system in EEG 32 (E8297). The 
event was reasessed as questionable by one neurophysiologist in second consultation (p. 139). 
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Figure A.ll Strong alpha spindles with characteristic occipital distribution (p. 7). 
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Figure A.12 Series of electrode artifacts in EEG 10 (E8372): both Hybrid I and the wavelet-based 
system detected one of the electrode artifacts. All five definite events elswhere in the recording were 
detected by the wavelet-based system and missed by Hybrid I. (p. 138). 
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E8380, Age: 7 months, Run 1, Page 279.66, Sample 151852, Montage: longitudinal 
p=O.89 
Figure A.13 False detection of the wavelet-based system in EEG 40 (E8380). The sharp focal 
activity was not marked as epileptiform (p. 138). 
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E8399, Age: 48 years, Run 10, Page 565.15, Sample 205516, Montage: longitudinal 
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Figure A.14 False detection by Hybrid I in EEG 31 (E8399) which was labeled as questionable by 
one neurophysiologist in second consultation (p. 139). 
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E8419, Age: 43 years, Run 9, Page 187.41, Sample 244758, Montage: longitudinal 
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Figure A.15 False detection in EEG 42 (E8419) due to sharp alpha waves (p. 138). 
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Figure A.16 Two definit!EDs in EEG 6 (E8434). The first event was missed by both stages of the 
wavelet-based system. Both events were missed by Hybrid 1. (p. 135). 
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E8443, Age: 25 years, Run 3, Page 251.99, Sample 67500, Montage: transver 
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Figure A.IT ECG activity picked up by the ear reference electrodes can be seen in channels 5 and 
10 (p. 10). 
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E8523, Age: 30 years, Run 10, Page 260.31, Sample 273739, Montage: longitudinal 
p=0.94 1 0 
~. 
0.16 
vv ~~ 
~1'1'J,k~~~j~ 
Figure A.19 An eye blink with sharp onset in EEG 29 (E8523) caused this false detection by the 
wavelet-based system and Hybrid I (p. 138). 
E8557, Age: 2 weeks, Run 1, Page 663.41, Sample 57645, Montage: longitudinal 
p=0.68, focal upgrade 
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Figure A.20 Definite event in EEG 9 (E8557). This was one of five definite EDs detected by the 
wavelet-based system. No events were detected in this recording by Hybrid II in the most sensitive 
mode. (p. 135). 
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E8559, Age: 3 years, Run 4, Page 244.29, Sample 94000, Montage: circumfe 
0.10 0.25 
Figure A.21 Three false detections of the wavelet-based system in EEG 22 (E8559) caused by 
electrode and movement artifacts (p. 135). 
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Figure A.22 False detection in EEG 70 (E8615) due to sharp alpha waves (p. 138). 
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