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Abstract
In this article we first establish a complete characterization of Hardy’s inequalities in Rn in-
volving distances to different codimension subspaces. In particular the corresponding potentials
have strong interior singularities. We then provide necessary and sufficient conditions for the
validity of Hardy-Sobolev-Maz’ya inequalities with optimal Sobolev terms.
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1 Introduction
For n ≥ 3 we write Rn = Rk × Rn−k, with 1 ≤ k ≤ n. We also introduce the codimension k affine
subspace
Sk := {x = (x1, . . . xk, . . . xn) ∈ R
n : x1 = . . . = xk = 0}.
The Euclidean distance of a point x ∈ Rn from Sk is then given by
d(x) = d(x, Sk) = |Xk|, where Xk := (x1, . . . , xk, 0, . . . , 0).
1
The classical Hardy inequality in Rn when distance is taken from Sk, reads∫
Rn
|∇u|2dx ≥
(
k − 2
2
)2 ∫
Rn
u2
|Xk|2
dx, u ∈ C∞0 (R
n \ Sk), (1.1)
where the constant (k−2)
2
4 is the optimal one. This result has been improved and generalized in
many different ways, see for example [1, 2, 5, 8, 10, 11, 13, 14, 15, 18, 20, 27, 28] and references
therein.
On the other hand the standard Sobolev inequality with critical exponent states that
∫
Rn
|∇u|2dx ≥ Sn
(∫
Rn
|u|
2n
n−2 dx
)n−2
n
, u ∈ C∞0 (R
n),
where Sn = pin(n − 2)
(
Γ(n
2
)
Γ(n)
)2/n
is the best Sobolev constant, see [6, 25]. For versions of Sobolev
inequalities involving subcritical exponents and weights see e.g. [4, 7, 12].
Maz’ya, in his book, combined both inequalities when 1 ≤ k ≤ n− 1, establishing that for any
u ∈ C∞0 (R
n \ Sk)
∫
Rn
|∇u|2dx ≥
(
k − 2
2
)2 ∫
Rn
u2
|Xk|2
dx+ ck,Q
(∫
Rn
|Xk|
Q−2
2
n−Q |u|Qdx
) 2
Q
, (1.2)
for 2 < Q ≤ 2∗ = 2nn−2 ; cf. [22], Section 2.1.6/3. Concerning the best constant ck,Q, it was shown
in [26] that ck,2∗ < Sn for 3 ≤ k ≤ n − 1, n ≥ 4 or k = 1 and n ≥ 4. Surprisingly, in the case
k = 1 and n = 3 Benguria Frank and Loss [9] (see also Mancini and Sandeep [21]) established that
c1,6 = S3 = 3(pi/2)
4/3! Maz’ya and Shaposhnikova [23] have recently computed the best constant
in the case k = 1 and Q = 2(n+1)n−1 . These are the only cases where the best constant ck,Q is known.
For other type of Hardy–Sobolev inequalities see [16, 17, 24].
In case k = n, that is, when distance is taken from the origin, inequality (1.2) fails. Brezis
and Vazquez [11] considered a bounded domain containing the origin and improved the Hardy
inequality by adding a subcritical Sobolev term. It turns out that in a bounded domain one can
have the critical Sobolev exponent at the expense however of adding a logarithmic weight. More
specifically let
X(t) = (1− ln t)−1, 0 < t < 1.
Then the analogue of (1.2) in the case of a bounded domain Ω containing the origin, for the critical
exponent reads:
∫
Ω
|∇u|2dx−
(
n− 2
2
)2 ∫
Ω
u2
|x|2
dx ≥ Cn(Ω)
(∫
Ω
X
2(n−1)
n−2
(
|x|
D
)
|u|
2n
n−2 dx
)n−2
n
, u ∈ C∞0 (Ω),
(1.3)
where D = supx∈Ω |x|; cf [18]. The best constant in (1.3) was recently computed in [3] and is given
by
Cn(Ω) = (n− 2)
−
2(n−1)
n Sn.
It is worth noticing that in the case n = 3 once again one has C3(Ω) = S3 = 3(pi/2)
4/3 !
In a recent work [19] we studied Hardy–Sobolev–Maz’ya inequalities that involve distances
taken from different codimension subspaces of the boundary. In particular, working in the upper
2
half space Rn+ = {x ∈ R
n : x1 > 0} and taking distances from Sk ⊂ ∂R
n
+ ≡ S1, k = 1, 2, . . . , n, we
have established that the following inequality holds true for any u ∈ C∞0 (R
n
+)∫
R
n
+
|∇u|2dx ≥
∫
R
n
+
(
β1
x21
+
β2
|X2|2
+ . . .+
βn
|Xn|2
)
u2dx, (1.4)
if and only if there exist nonpositive constants α1, . . . , αn, such that
β1 = −α
2
1 +
1
4
, βm = −α
2
m +
(
αm−1 −
1
2
)2
, m = 2, 3, . . . , n. (1.5)
Moreover if αn < 0 one can add in the right hand side the critical Sobolev term, thus obtaining
the Hardy–Sobolev–Maz’ya inequality valid for any u ∈ C∞0 (R
n
+)
∫
R
n
+
|∇u|2dx ≥
∫
R
n
+
(
β1
x21
+
β2
|X2|2
+ . . .+
βn
|Xn|2
)
u2dx+ C
(∫
R
n
+
|u|
2n
n−2 dx
)n−2
n
; (1.6)
we refer to [19] for the detailed statements.
In the present work we consider the case where distances are again taken from different codi-
mension subspaces Sk ⊂ R
n, which however are now placed in the interior of the domain Rn. We
consider the cases k = 3, . . . , n since there is no positive Hardy constant in case k = 2 (cf (1.1))
and the case k = 1 corresponds to the case studied in [19].
More precisely our first result reads
Theorem A (Improved Hardy inequality)
Suppose n ≥ 3.
i)Let α3, α4, . . . , αn be arbitrary real numbers and
β3 = −α
2
3 +
1
4
, βm = −α
2
m +
(
αm−1 −
1
2
)2
, m = 4, . . . , n.
Then for any u ∈ C∞0 (R
n) there holds∫
Rn
|∇u|2dx ≥
∫
Rn
(
β3
|X3|2
+ . . .+
βn
|Xn|2
)
u2dx.
ii)Suppose that for some real numbers β3, β4 . . . , βn the following inequality holds∫
Rn
|∇u|2dx ≥
∫
Rn
(
β3
|X3|2
+ . . . +
βn
|Xn|2
)
u2dx,
for any u ∈ C∞0 (R
n). Then, there exists nonpositive constants α3, . . . , αn, such that
β3 = −α
2
3 +
1
4
, βm = −α
2
m +
(
αm−1 −
1
2
)2
, m = 4, . . . , n.
We note that the recursive formula for the β’s in the above Theorem, is the same as in (1.5).
However, since the coefficients in the above Theorem start from β3 – and not from β1– the best
constants in the case of interior singularities are different from the best constants when singularities
3
of the same codimension are placed on the boundary. See for instance Corollary 2.3 and compare
with Corollary 2.4 of [19].
To state our next results we define
β3 = −α
2
3 +
1
4
, βm = −α
2
m +
(
αm−1 −
1
2
)2
, m = 4, . . . , n. (1.7)
Our next theorem gives a complete answer as to when we can add a Sobolev term.
Theorem B (Improved Hardy–Sobolev–Maz’ya inequality)
Let α3, α4, . . . , αn, n ≥ 3, be arbitrary nonpositive real numbers and β3, . . . , βn are given by (1.7).
Then, if αn < 0 there exists a positive constant C such that for any u ∈ C
∞
0 (R
n) there holds
∫
Rn
|∇u|2dx ≥
∫
Rn
(
β3
|X3|2
+ . . . +
βn
|Xn|2
)
u2dx+ C
(∫
Rn
|X2|
Q−2
2
n−Q|u|Qdx
) 2
Q
, (1.8)
for any 2 < Q ≤ 2nn−2 .
If αn = 0 then there is no positive constant C such that (1.8) holds.
The above result extends considerably the original inequality by Maz’ya (1.2). First by having at
the same time, all possible combinations of Hardy potentials involving the distances |X3|, . . . , |Xn|.
In addition the weight in the Sobolev term is stronger than the weight used in (1.2).
We note that a similar result can be produced in the setting of [19] where singularities are placed
on the boundary ∂Rn+. More precisely the following inequality holds true for any u ∈ C
∞
0 (R
n
+)
∫
R
n
+
|∇u|2dx ≥
∫
R
n
+
(
β1
x21
+
β2
|X2|2
. . .+
βn
|Xn|2
)
u2dx+ C
(∫
R
n
+
x
Q−2
2
n−Q
1 |u|
Qdx
) 2
Q
, (1.9)
provided that αn < 0, where the constants βi are given by (1.5) and 2 < Q ≤
2n
n−2 . In this case
the weight in the right hand side is even stronger than the one in (1.8). In the light of (1.9) one
may ask whether one can replace the weight |X2| in (1.8) by |x1|. It turns out that this is possible
provided we properly restrict the exponent Q. More precisely we have:
Theorem C (Improved Hardy–Sobolev–Maz’ya inequality)
Let α3, α4, . . . , αn, n ≥ 3, be arbitrary nonpositive real numbers and β3, . . . , βn are given by (1.7).
Then, if αn < 0 there exists a positive constant C such that for any u ∈ C
∞
0 (R
n) there holds
∫
Rn
|∇u|2dx ≥
∫
Rn
(
β3
|X3|2
+ . . .+
βn
|Xn|2
)
u2dx+ C
(∫
Rn
|x1|
Q−2
2
n−Q|u|Qdx
) 2
Q
, (1.10)
for any 2(n−1)n−2 < Q ≤
2n
n−2 .
If αn = 0 then there is no positive constant C such that (1.10) holds.
It is easily seen that the range of the exponent Q in Theorem C is optimal since otherwise the
weight is not locally integrable. In the special case β3 = . . . βn = 0, the corresponding weighted
Sobolev inequality in (1.10) was proved by Maz’ya, cf [22] section 2.1.6/2.
An important role in our analysis is played by two weighted Sobolev inequalities, which are of
independent interest; see Theorems 3.1 and 3.2.
4
The paper is organized as follows. In section 2 we give the proof of Theorem A. In section 3 we
give the proofs of Theorems B and C. The main ideas are similar to the ones used in [19] to which
we refer on various occasions. On the other hand ideas or technical estimates that are different
from [19] are presented in detail.
Acknowledgments JT is thanking the Departments of Mathematics and Applied Mathematics
of University of Crete for the invitation as well as the warm hospitality.
2 Improved Hardy inequalities with multiple singularities
The following simple lemma may be found in [19].
Lemma 2.1. (i) Let F ∈ C1(Ω), then∫
Ω
|∇u|2dx =
∫
Ω
(
divF− |F|2
)
|u|2dx+
∫
Ω
|∇u+ Fu|2dx, ∀u ∈ C∞0 (Ω). (2.1)
(ii) Let φ > 0, φ ∈ C2(Ω) and u = φv, then we have∫
Ω
|∇u|2dx = −
∫
Ω
∆φ
φ
u2dx+
∫
Ω
φ2|∇v|2dx, ∀u ∈ C∞0 (Ω). (2.2)
Proof. By expanding the square we have∫
Ω
|∇u+ Fu|2dx =
∫
Ω
|∇u|2dx+
∫
Ω
|F|2u2dx+
∫
Ω
F · ∇u2dx.
Identity (2.1) now follows by integrating by parts the last term.
To prove (2.2) we apply (2.1) to F = −∇φφ . Elementary calculations now yield the result.
Let us recall our notation
Xk := (x1, . . . , xk, 0, . . . , 0) so that |Xk|
2 = x21 + . . .+ x
2
k;
in particular |Xn| = |x|. We now give the proof of the first part of Theorem A:
Proof of Theorem A part (i): Let γ3, γ4, . . ., γn be arbitrary real numbers and put
φ := |X3|
−γ3 |X4|
−γ2 · . . . · |Xn|
−γn ,
and
F := −
∇φ
φ
.
An easy calculation shows that
F =
n∑
m=3
γm
Xm
|Xm|2
.
With this choice of F, we get
divF =
n∑
m=3
γm
(m− 2)
|Xm|2
,
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and
|F|2 =
n∑
m=3
γ2m
|Xm|2
+ 2
n∑
m=3
m−1∑
j=1
γmγj
Xm
|Xm|2
Xj
|Xj|2
=
n∑
m=3
γ2m
|Xm|2
+ 2
n∑
m=3
m−1∑
j=1
γmγj
|Xj|2
.
We then get that
−
∆φ
φ
= divF− |F|2 =
n∑
m=3
βm
|Xm|2
, (2.3)
where
β3 = −γ3(γ3 − 1),
βm = −γm(2−m+ γm + 2
m−1∑
j=3
γj), m = 4, 5, . . . , n.
We next set
γ3 = α3 +
1
2
,
γm = αm − αm−1 +
1
2
, m = 4, 5, . . . , n.
With this choice of γ’s the β’s are given as in the statement of the Theorem.
We will use Lemma 2.1 with Ω = Rn \K3, where K3 := {x ∈ R
n : x1 = x2 = x3 = 0}. We have∫
Rn
|∇u|2dx ≥
∫
Rn
(
divF− |F|2
)
u2dx, u ∈ C∞0 (R
n \K3). (2.4)
By a standard density argument (2.4) is true even for u ∈ C∞0 (R
n). The result then follows from
(2.3) and (2.4).
✷
Some interesting cases are presented in the following corollary.
Corollary 2.2. Let k=3,. . . ,n, n ≥ 3, and u ∈ C∞0 (R
n). Then
∫
Rn
|∇u|2dx ≥
∫
Rn
((
k − 2
2
)2 1
|Xk|2
+
1
4
1
|Xk+1|2
. . . +
1
4
1
|Xn|2
)
u2dx. (2.5)
Also,
∫
Rn
|∇u|2dx ≥
(
k − 2
2
)2 ∫
Rn
u2
|Xk|2
dx+
(
n− k
2
)2 ∫
Rn
u2
|x|2
dx. (2.6)
Proof. We first prove (2.5). In the case k = 3 we choose α3 = α4 = . . . = αn = 0. In this case all
βk’s are equal to 1/4. In the general case k > 3 we choose αm = −(m−2)/2, when m = 3, . . . , k−1
and αm = 0, when m = k, . . . , n.
To prove (2.5) we choose αm = −(m − 2)/2 when m = 3, . . . , k − 1, ak = 0, ak+l = −
l
2 ,
l = 1, ..., n − k − 1, an = 0.
We next give the proof of the second part of Theorem A:
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Proof of Theorem A, part (ii): We will first prove that β3 ≤
1
4 , therefore β3 = −α
2
3+
1
4 , for suitable
α3 ≤ 0. Then, for this β3, we will prove that β4 ≤ (α3 −
1
2)
2, and therefore β4 = −α
2
4 + (α3 −
1
2)
2
for suitable α4 ≤ 0 and so on.
Step 1. Let us first prove the estimate for β3. To this end we set
Q3[u] :=
∫
Rn
|∇u|2dx−
∑n
i=4 βi
∫
Rn
u2
(x21+x
2
2+...+x
2
i )
dx∫
Rn
u2
x21+x
2
2+x
2
3
dx
. (2.7)
We clearly have that β3 ≤ infu∈C∞0 (Rn)Q3[u]. In the sequel we will show that
inf
u∈C∞0 (R
n)
Q3[u] ≤
1
4
, (2.8)
whence, β3 ≤
1
4 .
At this point we introduce a family of cutoff functions for later use. For j = 3, . . . , n and kj > 0
we set
φj(t) =


0, t < 1
k2j
1 +
lnkjt
lnkj
, 1
k2j
≤ t < 1kj
1, t ≥ 1kj ,
and
hkj (x) := φj(rj) where rj := |Xj| = (x
2
1 + . . .+ x
2
j)
1
2 .
Note that
|∇hkj (x)|
2 =
{
1
ln2 kj
1
r2j
1
k2j
≤ rj ≤
1
kj
0 otherwise
.
We also denote by φ(x) a radially symmetric C∞0 (R
n) function such that φ = 1 for |x| < 1/2 and
φ = 0 for |x| > 1.
To prove (2.8) we consider the family of functions
uk3(x) = |X3|
− 1
2hk3(x)φ(x). (2.9)
We will show that as k3 →∞∫
Rn
|∇uk3 |
2dx−
∑n
i=4 βi
∫
Rn
u2k1
(x21+x
2
2+...+x
2
i )
dx∫
Rn
u2k3
x21+x
2
2+x
2
3
dx
=
∫
Rn
|∇uk3 |
2dx∫
Rn
u2k3
x21+x
2
2+x
2
3
dx
+ o(1). (2.10)
To see this, let us first examine the behavior of the denominator. For k3 large we easily compute∫
Rn
|X3|
−3h2k3φ
2dx ≥ C
∫
1
k3
<x21+x
2
2+x
2
3<
1
2
(x21 + x
2
2 + x
2
3)
− 3
2dx1dx2dx3 (2.11)
≥ C
∫ pi
0
∫ 1
2
1
k3
r−1 sin θdrdθ
≥ C ln k3.
On the other hand by Lebesgue dominated theorem the terms
∑n
i=4 βi
∫
R
n
+
u2k3
(x21+x
2
2+...+x
2
i )
dx are
easily seen to be bounded as k3 →∞. From this we conclude (2.10).
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We now estimate the gradient term in (2.10).∫
Rn
|∇uk3 |
2dx =
1
4
∫
Rn
|X3|
−3h2k3φ
2dx+
∫
Rn
|X3|
−1|∇hk3 |
2φ2+
∫
Rn
|X3|
−1h2k3 |∇φ|
2+mixed terms.
(2.12)
The first integral of the right hand side behaves exactly as the denominator, that is, it goes to
infinity like O(ln k3). The last integral is easily seen to be bounded as k3 → ∞. For the middle
integral we have∫
Rn
|X3|
−1|∇hk3 |
2φ2 ≤
C
ln2 k3
∫
1
k23
≤(x21+x
2
2+x
2
3)
1/2≤ 1
k3
|X3|
−3dx1dx2dx3 ≤
C
ln k3
.
As a consequence of these estimates, we easily get that the mixed terms in (2.12) are of the order
o(ln k3) as k3 →∞. Hence, we have that as k1 →∞,∫
Rn
|∇uk3 |
2dx =
1
4
∫
Rn
|X3|
−3h2k3φ
2dx+ o(ln k3). (2.13)
From (2.10)-(2.13) we conclude that as k3 →∞
Q3[uk3 ] =
1
4
+ o(1),
hence infu∈C∞0 (Rn)Q3[u] ≤
1
4 and consequently β3 ≤
1
4 . Therefore for a suitable nonnegative
constant α3 we have that β3 = −α
2
3 +
1
4 . We also set
γ3 := α3 +
1
2
. (2.14)
Step 2. We will next show that β4 ≤ (α3 −
1
2)
2. To this end, setting
Q4[u] :=
∫
Rn
|∇u|2dx− (14 − α
2
3)
∫
Rn
u2
x21+x
2
2+x
2
3
dx−
∑n
i=5 βi
∫
Rn
u2
|Xi|2
dx∫
Rn
u2
|X4|2
dx
, (2.15)
will prove that
inf
u∈C∞0 (R
n)
Q4[u] ≤ (α3 −
1
2
)2.
We now consider the family of functions
uk3,k4(x) := |X3|
−γ3 |X4|
α3−
1
2hk3(x)hk4(x)φ(x)
=: |X3|
−γ3vk1,k2(x). (2.16)
An a easy calculation shows that
Q4[uk3,k4 ] =
∫
Rn
|X3|
−2γ3 |∇vk3,k4 |
2dx−
∑n
i=5 βi
∫
R
n
+
|X3|
−2γ3 |Xi|
−2v2k3,k4dx∫
Rn
|X3|−2γ3 |X4|−2v
2
k3,k4
dx
. (2.17)
We next use the precise form of vk1,k2(x). Concerning the denominator of Q4[uk3,k4 ] we have that∫
Rn
|X3|
−2γ3 |X4|
−2v2k3,k4dx =
∫
Rn
(x21 + x
2
2 + x
2
3)
−1/2−α3(x21 + x
2
2 + x
2
3 + x
2
4)
α1−
3
2h2k3h
2
k4φ
2dx.
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Sending k3 to infinity, using the structure of the cutoff functions and then introducing polar coor-
dinates we get∫
Rn
|X3|
−2γ3 |X4|
−2v2∞,k4dx =
∫
Rn
(x21 + x
2
2 + x
2
3)
−1/2−α3(x21 + x
2
2 + x
2
3 + x
2
4)
α3−
3
2h2k4φ
2dx,
≥ C
∫
1
k4
<x21+x
2
2+x
2
3+x
2
4<
1
2
(x21 + x
2
2 + x
2
3)
−1/2−α3(x21 + x
2
2 + x
2
3 + x
2
4)
α3−
3
2dx1dx2dx3dx4
≥ C
∫ 1
2
1
k4
r−1 dr
≥ C ln k4.
The terms in the numerator that are multiplied by the βi’s stay bounded as k3 or k4 go to
infinity.
∫
Rn
|X3|
−2γ3 |∇vk3,k4 |
2dx =
(
α3 −
1
2
)2 ∫
Rn
|X3|
−2γ3 |X4|
2α3−3h2k3h
2
k4φ
2dx
+
∫
Rn
|X3|
−2γ3 |X4|
2α3−1|∇(hk3hk4)|
2φ2 (2.18)
+
∫
Rn
|X3|
−2γ3 |X4|
2α3−1h2k3h
2
k4 |∇φ|
2
+mixed terms.
The first integral in the right hand side above, is the same as the denominator of Q4, and therefore
is finite as k3 →∞ and increases like ln k4 as k4 →∞, cf (2.11). The last integral is bounded, no
matter how big the k3 and k4 are. Concerning the middle term we have
M [vk3,k4 ] :=
∫
Rn
|X3|
−2γ3 |X4|
2α3−1|∇(hk3hk4)|
2φ2dx
=
∫
Rn
|X3|
−2γ3 |X4|
2α3−1|∇hk3 |
2h2k4φ
2dx+
∫
Rn
|X3|
−2γ3 |X4|
2α3−1h2k3 |∇hk4 |
2φ2dx
+ mixed term
=: I1 + I2 +mixed term. (2.19)
Since
|X4|
2α3−1h2k4 = r
2α3−1
4 φ4(r4) ≤ Ck4 , 0 < r4 < 1,
we easily get
I1 ≤
C
(ln k3)2
∫
1
k23
<(x21+x
2
2+x
2
3)
1/2< 1
k3
(x21 + x
2
2 + x
2
3)
−α3−
3
2dx1dx2dx3,
and therefore, since α3 ≤ 0,
I1 ≤
C
ln k3
, k3 →∞. (2.20)
Also, since
|X3|
−2γ3h2k3 = r
2α3−1
3 φ3(r3) ≤ Ck3 , 0 < r3 < 1,
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we similarly get (for any k3)
I2 ≤
C
(ln k4)2
∫
1
k24
<(x21+x
2
2+x
2
3+x
2
4)
1/2< 1
k4
(x21 + x
2
2 + x
2
3 + x
2
4)
− 1
2 dx1dx2dx3dx4 (2.21)
≤
C
ln k4
, k4 →∞. (2.22)
From (2.19)– (2.21) we have that as k4 →∞,
M [v∞,k4 ] = o(1).
Returning to (2.18) we have that as k4 →∞,∫
Rn
|X3|
−2γ3 |∇v∞,k4 |
2dx =
(
α3 −
1
2
)2 ∫
Rn
|X3|
−2γ3 |X4|
−2v2∞,k4dx+ o(ln k4). (2.23)
We then have that as k4 →∞,
Q4[u∞,k4 ] =
(
α3 −
1
2
)2
+ o(1), (2.24)
consequently, β4 ≤
(
α3 −
1
2
)2
, and therefore β4 = −α
2
4 + (α3 −
1
2 )
2 for suitable α4 ≤ 0. We also set
γ4 = α4 − α3 +
1
2
.
Step 3. The general case. At the (q − 1)th step, 3 ≤ q ≤ n, we have already established that
β3 = −α
2
3 +
1
4
,
βm = −α
2
m +
(
αm−1 −
1
2
)2
, m = 4, 5, . . . , q − 1,
for suitable nonpositive constants ai. Also, we have defined
γ3 = α3 +
1
2
,
γm = αm − αm−1 +
1
2
, m = 4, 5, . . . , q − 1.
Our goal for the rest of the proof is to show that βq ≤
(
αq−1 −
1
2
)2
. To this end we consider the
quotient
Qq[u] :=
∫
Rn
|∇u|2dx−
∑n
q 6=i=3 βi
∫
Rn
u2
|Xi|2
dx∫
Rn
u2
|Xq|2
dx
. (2.25)
The test function is now given by
uk3,kq(x) := |X3|
−γ3 |X4|
−γ4 . . . |Xq−1|
−γq−1 |Xq|
αq−1−
1
2hk4(x)hkq (x)φ(x)
=: |X3|
−γ3 |X4|
−γ4 . . . |Xq−1|
−γq−1vkq(x). (2.26)
The proof is analogous to the case q = 4 and goes along the lines of [19]. ✷
The following corollary is a direct consequence of the above theorem and shows that the constants
obtained in Corollary 2.2 are sharp.
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Corollary 2.3. For 3 ≤ k ≤ n,
inf
u∈C∞0 (R
n)
∫
Rn
|∇u|2dx∫
Rn
|u|2
|Xk|2
=
(
k − 2
2
)2
, (2.27)
inf
u∈C∞0 (R
n)
∫
Rn
|∇u|2dx−
(
k−2
2
)2 ∫
Rn
|u|2
|Xk|2
dx− 14
∫
Rn
|u|2
|Xk+1|2
dx− . . .− 14
∫
Rn
|u|2
|Xm|2
dx∫
Rn
|u|2
|Xm+1|2
dx
=
1
4
(2.28)
for k ≤ m < n. And
inf
u∈C∞0 (R
n)
∫
Rn
|∇u|2dx−
(
k−2
2
)2 ∫
Rn
|u|2
|Xk|2
dx∫
Rn
|u|2
|x|2
dx
=
(
n− k
2
)2
. (2.29)
Proof. All are consequences of Theorem A. For (2.27) we take αl = −
l−2
2 , l = 1, . . . , k − 1.
For (2.28) and (2.29) we take the a’s of Corollary 2.2.
3 Hardy-Sobolev-Maz’ya inequalities
We first establish the following result that will be used for Theorem B.
Theorem 3.1. (weighted Sobolev inequality) Let σ2, σ3, . . . , σn be real numbers, with n ≥ 2.
We set cl := σ2 + . . .+ σl + l − 1, for 2 ≤ l ≤ n. We assume that
cl > 0 whenever σl 6= 0,
for l = 2, . . . , n. Then, there exists a positive constant C such that for any w ∈ C∞0 (R
n) there holds
∫
Rn
|X2|
σ2 . . . |Xn|
σn |∇w|dx ≥ C
(∫
Rn
(
|X2|
b|X3|
σ3 . . . |Xn|
σn |w|
)q
dx
) 1
q
, (3.1)
where
b = σ2 − 1 +
q − 1
q
n and 1 < q ≤
n
n− 1
.
Proof: For
1 < q ≤ n/(n− 1) and b = σ2 − 1 +
q − 1
q
n,
we easily obtain the following L1 interpolation inequality
|||X2|
bv||q ≤ c1|||X2|
σ2v|| n
n−1
+ c2|||X2|
σ2−1v||1.
Using the inequality ∣∣∣∣
∫
Rn
divF|v|dx
∣∣∣∣ ≤
∫
Rn
|F||∇v|dx, (3.2)
with the vector field F = |X2|
σ2−1X2 one obtains
|σ2 + 1|
∫
Rn
|X2|
σ2−1|v|dx ≤
∫
Rn
|X2|
σ2 |∇v|dx.
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Here we have to restrict ourselves to σ2 + 1 > 0 to ensure that |X2|
σ2−1 ∈ L1Loc(R
n). Also, by
combining this inequality with the standard L1 Sobolev inequality we get
|||X2|
σ2v|| n
n−1
≤ |||X2|
σ2 |∇v|||1.
Hence we arrive at (∫
Rn
(|X2|
b|v|)qdx
)1/q
≤ c
∫
Rn
|X2|
σ2 |∇v|dx.
Now let v = |X3|
σ3w in the above inequality. This gives
|||X2|
b|X3|
σ3 |w|||q ≤ c
∫
Rn
|X2|
σ2 |X3|
σ3 |∇w|dx+ |σ3|c
∫
Rn
|X2|
σ2 |X3|
σ3−1|w|dx.
Letting F = |X2|
σ2 |X3|
σ3−1X3 in (3.2), we get
|σ2 + σ3 + 2|
∫
Rn
|X2|
σ2 |X3|
σ3−1|w|dx ≤
∫
Rn
|X2|
σ2 |X3|
σ3 |∇w|dx. (3.3)
Here we have to assume σ2 + σ3 + 2 > 0 to guarantee that |X2|
σ2 |X3|
σ3−1 ∈ L1Loc(R
n). The two
previous estimates give us
|||X2|
b|X3|
σ3 |w|||q ≤ c
∫
Rn
|X2|
σ2 |X3|
σ3 |∇w|dx.
If we would have σ3 = 0, we have our result immediately and we do not have to check whether the
constant σ2+σ3+2 is positive or not. We may repeat this procedure iteratively. In the l-th step
we use the vector field
F = |X2|
σ2 |X3|
σ3 . . . |Xl|
σl−1Xl,
in (3.2) to get :
|cl| |||X2|
σ2 |X3|
σ3 . . . |Xl|
σl−1w||1 ≤
∫
Rn
|X2|
σ2 |X3|
σ3 . . . |Xl|
σl |∇w|dx.
As before, we note that we do not need this inequality in the case σl = 0 and if σl 6= 0 we have to
assume cl = σ2 + . . . + σl + l − 1 > 0 to ensure the integrability of the integrand on the left hand
side. From this it then analogously follows that
c|||X2|
b|X3|
σ3 . . . |Xl|
σlw||q ≤
∫
Rn
|X2|
σ2 |X3|
σ3 . . . |Xl|
σl |∇w|dx,
which is (3.1).
✷
For the proof of Theorem C we will use the following variant of Theorem 3.1.
Theorem 3.2. (Weighted Sobolev inequality) Let σ1, σ2, . . . , σn be real numbers, with n ≥ 2.
We set cl := σ1 + . . .+ σl + l − 1, for 1 ≤ l ≤ n. We assume that
cl > 0 whenever σl 6= 0,
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for l = 1, 2, . . . , n. Then, there exists a positive constant C such that for any w ∈ C∞0 (R
n) there
holds
∫
Rn
|x1|
σ1 |X2|
σ2 . . . |Xn|
σn |∇w|dx ≥ C
(∫
Rn
(
|x1|
b|X2|
σ2 . . . |Xn|
σn |w|
)q
dx
) 1
q
, (3.4)
where
b = σ1 − 1 +
q − 1
q
n and 1 < q ≤
n
n− 1
.
Proof: Let
1 < q ≤ n/(n− 1) and b = σ1 − 1 +
q − 1
q
n.
We first consider the case σ1 > 0. We will use the following L
1 interpolation inequality
|||x1|
bv||q ≤ c1|||x1|
σ2v|| n
n−1
+ c2|||x1|
σ2−1v||1.
Working similarly as in the proof of Theorem D we end up with
(∫
Rn
(|x1|
b|v|)qdx
)1/q
≤ c
∫
Rn
|x1|
σ1 |∇v|dx. (3.5)
In case σ1 = 0, inequality (3.5) is still valid, see [22], Section 2.1.6/1.
The rest of the proof goes as in Theorem D. That is, we apply (3.5) to v = |X2|
σ3w to get
|||x1|
b|X2|
σ2 |w|||q ≤ c
∫
Rn
|x1|
σ1 |X2|
σ2 |∇w|dx+ |σ2|c
∫
Rn
|x1|
σ1 |X2|
σ2−1|w|dx.
Letting F = |x1|
σ1 |X2|
σ2−1X2 in (3.2), we get
|σ1 + σ2 + 1|
∫
Rn
|x1|
σ1 |X2|
σ2−1|w|dx ≤
∫
Rn
|x1|
σ1 |X2|
σ2 |∇w|dx. (3.6)
The condition c2 = σ1 + σ2 + 1 > 0 guarantees that |x1|
σ1 |X2|
σ2−1 ∈ L1loc(R
n) and leads to
|||x1|
b|X2|
σ2 |w|||q ≤ c
∫
Rn
|x1|
σ1 |X2|
σ2 |∇w|dx.
We omit further details.
✷
We are now ready to give the proof of Theorem B:
Proof of Theorem B: As a first step we will establish that for any v ∈ C∞0 (R
n):
∫
Rn
|X2|
2σ2−
2QB
Q+2 |X3|
4σ3
Q+2 . . . |Xn|
4σn
Q+2 |∇v|2dx ≥ C
(∫
Rn
|X2|
2QB
Q+2 |X3|
2Qσ3
Q+2 . . . |Xn|
2Qσn
Q+2 |v|Qdx
) 2
Q
,
(3.7)
provided that cl := σ2 + . . .+ σl + (l − 1) > 0, if σl 6= 0, 2 ≤ l ≤ n where
B = σ2 − 1 +
Q− 2
2Q
n and 2 < Q ≤
2n
n− 2
.
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To show (3.7) we apply Theorem 3.1 to the function w = |v|s, with s = Q+22 , sq = Q and b = B.
Trivial estimates give
C
(∫
Rn
|X2|
bq|X3|
σ3q . . . |Xn|
σnq|v|sqdx
)1/q
≤ s
∫
Rn
|X2|
σ3 |X3|
σ3 · . . . · |Xn|
σn |v|s−1|∇v|dx.
We apply Cauchy-Schwartz to the right hand side and the result follows.
We will use (3.7) with σ2 =
1
4((Q − 2)n − 2Q), so that 2σ2 −
2QB
Q+2 = 0. We notice that the
requirement
c2 = σ2 + 1 =
1
4
(Q− 2)(n − 2) > 0,
is equivalent to Q > 2 and therefore is satisfied.
To continue we will use Lemma 2.1. We recall that for φ > 0 and u = φv with v ∈ C∞0 (R
n \S2),
we have that ∫
Rn
|∇u|2dx+
∫
Rn
∆φ
φ
|u|2dx =
∫
Rn
φ2|∇v|2dx. (3.8)
We will choose for φ,
φ(x) = |X3|
2σ3
Q+2 |X4|
2σ4
Q+2 . . . |Xn|
2σn
Q+2
= |X3|
−γ3 |X4|
−γ4 · . . . · |Xn|
−γn , (3.9)
where,
γ3 = α3 +
1
2
,
γm = αm − αm−1 +
1
2
, m = 3, . . . , n.
Therefore
σm = −
Q+ 2
2
γm, m = 3, . . . , n.
We now apply (3.7) to obtain that
∫
Rn
φ2|∇v|2dx ≥ C
(∫
Rn
|X2|
Q−2
2
n−Q|φv|Qdx
) 2
Q
, (3.10)
provided that for 3 ≤ l ≤ n,
cl := σ2 + . . .+ σl + l − 1 > 0, whenever σl 6= 0. (3.11)
Combining (3.10) with (3.8) we get
∫
Rn
|∇u|2dx+
∫
Rn
∆φ
φ
|u|2dx ≥ C
(∫
Rn
|X2|
Q−2
2
n−Q|u|Qdx
) 2
Q
.
On the other hand, by Theorem A(i),
−
∆φ
φ
=
β3
|X3|2
+ . . . +
βn
|Xn|2
,
and the desired inequality follows.
14
It remains to check condition (3.11). For l = 2 we have already checked it. For 3 ≤ l ≤ n, after
some calculations we find that
cl = σ2 + . . . + σl + l − 1
=
1
4
(Q− 2)(n− 2)−
Q+ 2
2
(γ3 + . . .+ γl) + l − 1
=
Q+ 2
2
(
−αl +
(Q− 2)(n− l)
2(Q+ 2)
)
.
Recalling that αl ≤ 0, we conclude that if l ≤ n − 1 then cl > 0, whereas if l = n, then cn > 0 if
and only if αn < 0. This proves (1.8) for u ∈ C
∞
0 (R
n \ S2) and by a density argument the result
holds for any u ∈ C∞0 (R
n)
In the rest of the proof we will show that (1.8) fails in case αn = 0. To this end we will establish
that
inf
u∈C∞0 (R
n)
∫
Rn
|∇u|2dx− β3
∫
Rn
|u|2
|X3|2
dx− . . .− βn
∫
Rn
|u|2
|Xn|2
dx(∫
Rn
|X2|
Q−2
2
n−Q|u|Qdx
) 2
Q
= 0, (3.12)
where βn =
(
αn−1 −
1
2
)2
. Let
u(x) = |X3|
−γ3 . . . |Xn−1|
−γn−1v(x).
A straightforward calculation, quite similar to the one leading to (2.17), shows that the infimum
in (3.12) is the same as the following infimum
inf
v∈C∞0 (R
n)
∫
Rn
∏n−1
j=3 |Xj|
−2γj |∇v|2dx− βn
∫
Rn
∏n−1
j=3 |Xj|
−2γj |Xn|
−2v2dx(∫
Rn
(
|X2|
Q−2
2Q
n−1∏n−1
j=3 |Xj|
−γj
)Q
|v|Qdx
) 2
Q
. (3.13)
We now choose the following test functions
vk3,ε = |Xn|
−γn+εhk3(x)φ(x), ε > 0, (3.14)
where hk3(x) and φ(x) are the same test functions as in the first step of the proof of Theorem A(ii).
For this choice, after straightforward calculations, quite similar to the ones used in the proof of
Theorem A(ii), we obtain the following estimate for the numerator N in (3.13).
N [v∞,ε] =
((
αn−1 −
1
2
+ ε
)2
−
(
αn−1 −
1
2
)2)∫
Rn
n−1∏
j=3
|Xj|
−2γj |Xn|
−2γn+2+εφ2(x)dx+Oε(1),
= Cε
∫
Rn
r−1+2ε sin θ2
n−1∏
j=3
(sin θj)
1−2αjφ2(r)dθ1 . . . dθn−1dr +Oε(1)
= Cε
∫ 1
0
r−1+εdr +Oε(1).
In the above calculations we have taken the limit k3 → ∞ and we have used polar coordinates in
(x1, . . . , xn)→ (θ1, . . . , θn−1, r). We then conclude that
N [v∞,ε] < C, as ε→ 0. (3.15)
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Similar calculations for the denominator D in (3.13) reveal that
D[v∞,ε] = C

∫
Rn
r−1+εQ
n−1∏
j=2
(sin θj)
j−n−1+Q(n−j
2
−αj)φQdθ1 . . . dθn−1dr


2
Q
≥ C
(∫ 1
2
0
r−1+εQdr
) 2
Q
= Cε
− 2
Q .
We then have that
N [v∞,ε]
D[v∞,ε]
→ 0 as ε→ 0,
and therefore the infimum in (3.13) or (3.12) is equal to zero. This completes the proof of the
Theorem.
✷
Here is a consequence of Theorem B.
Corollary 3.3. Let 3 ≤ k < n and 2 < Q ≤ 2nn−2 . Then, for any βn <
1
4 , there exists a positive
constant C such that for all u ∈ C∞0 (R
n) there holds
∫
Rn
|∇u|2dx ≥
∫
Rn
((
k − 2
2
)2 1
|Xk|2
+
1
4
1
|Xk−1|2
+ . . . +
1
4
1
|Xn−1|2
+
βn
|Xn|2
)
|u|2dx
+ C
(∫
Rn
|X2|
Q−2
2
n−Q|u|Qdx
) 2
Q
.
If βn =
1
4 the previous inequality fails.
In case k = n we have that for any βn <
(n−2)2
4 , there exists a positive constant C such that for
all u ∈ C∞0 (R
n) there holds
∫
Rn
|∇u|2dx ≥ βn
∫
Rn
u2
|x|2
dx+ C
(∫
Rn
|X2|
Q−2
2
n−Q|u|Qdx
) 2
Q
.
The above inequality fails for βn =
(n−2)2
4 .
Proof. In Theorem B we make the following choices: In the case k = 3 we choose α3 = α4 = . . . =
αn−1 = 0. In this case βk = 1/4, k = 1, . . . , n− 1. The condition αn < 0 is equivalent to βn <
1
4 .
In the case 3 < k ≤ n− 1 we choose αm = −m/2, when m = 1, 2, . . . , k − 1 and αm = 0, when
m = k, . . . , n− 1. Finally, in case k = n, we choose αm = −(m− 2)/2, for m = 3, 4, . . . , n− 1.
We finally give the proof of Theorem C:
Proof of Theorem C: We first prove that the following inequality holds for any v ∈ C∞0 (R
n):
∫
Rn
|x1|
2σ1−
2QB
Q+2 |X2|
4σ2
Q+2 . . . |Xn|
4σn
Q+2 |∇v|2dx ≥ C
(∫
Rn
|x1|
2QB
Q+2 |X2|
2Qσ2
Q+2 . . . |Xn|
2Qσn
Q+2 |v|Qdx
) 2
Q
,
(3.16)
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provided that cl := σ1 + . . .+ σl + (l − 1) > 0, if σl 6= 0, 1 ≤ l ≤ n where
B = σ1 − 1 +
Q− 2
2Q
n and
2(n − 1)
n− 2
< Q ≤
2n
n− 2
.
To show (3.16) we apply Theorem 3.2 to the function w = |v|s, with s = Q+22 , sq = Q and
b = B, and then use Cauchy-Schwartz inequality.
We will use (3.16) with σ1 =
1
4((Q − 2)n − 2Q) and σ2 = 0. In this case 2σ1 −
2QB
Q+2 = 0. The
choice of φ stays the same as in the proof of Theorem B. Eventually, we arrive at
∫
Rn
|∇u|2dx−
∫
Rn
(
β3
|X3|2
+ . . .+
βn
|Xn|2
)
|u|2dx ≥ C
(∫
Rn
|x1|
Q−2
2
n−Q|u|Qdx
) 2
Q
,
provided that the cl’s satisfy our assumptions of Theorem 3.2. However it turns out that
cl =
Q+ 2
2
(
−αl +
(Q− 2)(n − l)
2(Q+ 2)
)
, 1 ≤ l ≤ n,
and our assumptions are satisfied in case αn < 0.
In remains to prove that (1.10) fails in case αn = 0. To this end we will establish that
inf
u∈C∞0 (R
n)
∫
Rn
|∇u|2dx− β3
∫
Rn
|u|2
|X3|2
dx− . . .− βn
∫
Rn
|u|2
|Xn|2
dx(∫
Rn
|x1|
Q−2
2
n−Q|u|Qdx
) 2
Q
= 0, (3.17)
where βn =
(
αn−1 −
1
2
)2
. The test functions used in the proof of Theorem B can also be used here
since they belong in the proper function space. The result follows by observing that the weight
here is stronger than in Theorem B.
✷
An easy consequence of the above Theorem is the following:
Corollary 3.4. Let 3 ≤ k < n and 2(n−1)n−2 < Q ≤
2n
n−2 . Then, for any βn <
1
4 , there exists a
positive constant C such that for all u ∈ C∞0 (R
n) there holds
∫
Rn
|∇u|2dx ≥
∫
Rn
((
k − 2
2
)2 1
|Xk|2
+
1
4
1
|Xk−1|2
+ . . . +
1
4
1
|Xn−1|2
+
βn
|Xn|2
)
|u|2dx
+ C
(∫
Rn
|x1|
Q−2
2
n−Q|u|Qdx
) 2
Q
.
If βn =
1
4 the previous inequality fails.
In case k = n we have that for any βn <
(n−2)2
4 , there exists a positive constant C such that for
all u ∈ C∞0 (R
n) there holds
∫
Rn
|∇u|2dx ≥ βn
∫
Rn
u2
|x|2
dx+ C
(∫
Rn
|x1|
Q−2
2
n−Q|u|Qdx
) 2
Q
.
The above inequality fails for βn =
(n−2)2
4 .
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