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Abstract: The state-space modeling of partially observed dynamic systems generally
requires estimates of unknown parameters. From a practical point of view, it is relevant in
such filtering contexts to simultaneously estimate the unknown states and parameters.
Efficient simulation-based methods using convolution particle filters are proposed. The
regularization properties of these filters is well suited, given the context of parameter esti-
mation. Firstly the usual non Bayesian statistical estimates are considered: the conditional
least squares estimate (CLSE) and the maximum likelihood estimate (MLE). Secondly, in
a Bayesian context, a Monte Carlo type method is presented. Finally these methods are
compared in several simulated case studies.
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Filtres particulaires à convolution pour l’estimation de
paramètres dans des modèles à espace d’état généraux
Résumé : La modélisation par espace d’état de systèmes dynamiques partiellement ob-
servés requière le plus souvent l’estimation de paramètres inconnus. En pratique, il est
pertinent dans un tel cadre de simultanément estimer l’état non observé et les paramètres
inconnus.
On propose des méthodes de simulation faisant appel à des filtres particulaires à con-
volution. Les propriétés de régularisation de ces filtres sont particulièrement adaptées à ce
contexte d’estimation paramétrique. Dans un premier temps, on considère les estimées des
moindres carrés conditionnelles et du maximum de vraisemblance. Puis, dans un contexte
bayésien, on propose une méthode de type Monte Carlo. Ces méthodes sont enfin comparées
sur plusieurs exemples simulés.
Mots-clé : modèles de Markov cachés, estimation paramétrique, filtre particulaire, noyaux
de convolution, estimation des moindres carrés conditionnel, estimation du maximum de
vraisemblance
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1 Introduction
Consider a general state-space dynamical system described by an unobserved state process
xt and an observation process yt taking values in Rd and Rq respectively. This system
depends on an unknown parameter θ ∈ Rp. Suppose that the state process is Markovian,
and that the observations yt are independent conditionally to the state process. Suppose
also that the distribution law of yt depends only on xt. Hence this system is completely
described by the state process transition density and the emission density, namely
xt|xt−1 ∼ ft(xt|xt−1, θ) ,
yt|xt ∼ ht(yt|xt, θ) ,
(1)
and by the initial density law π0 of x0.
The goal is to estimate simultaneously the parameter θ and the state process xt based
on the observations y1:t = {y1, . . . , yt}.
In the nonlinear hidden processes framework, the parameter estimation procedure is of-
ten based on an approximation of the optimal filter. The extended Kalman filter and its
various alternatives can give good results in practice but suffer from an absence of theo-
retical backing. The particle filters propose a good alternative: in many practical cases
they give better results, moreover their theoretical properties are becoming increasingly well
understood [1] [2] [3].
It is thus particularly appealing to use particle filtering in order to estimate parameters
in partially observed systems. For a review of the question, one can consult Doucet [4] or
Liu & West [5]. There are two main approaches:
• The non Bayesian approach which consists of minimizing a given cost function like
the conditional least squares criterion or by maximizing the likelihood function. These
methods are usually performed in batch processes but can also be extended to recursive
procedures.
• The Bayesian approach where an augmented state variable which includes the para-
meter is processed by a filtering procedure. These methods suppose that a prior law
is given for the parameter and are performed on-line.
In practice, the first approach could be used as an initialization for the second one.
Due to the partially observed system framework, the objective function introduced in
the first approach should be approximated for various values of the parameter θ. This is
done via the particle approximation of the conditional law p(yt|y1:t−1, θ). The Monte Carlo
nature of this particle approximation will make the optimization problematic. However,
recent analyses propose significant improvements of these aspects [6] [4].
The second approach takes place in a classical Bayesian framework, a prior probability
law ρ(θ) is thus introduced on the parameter θ. A new state variable (xt, θt), joining all the
unknown quantities, is considered and the posterior law p(xt, θt|y1:t) is then approximated
using particle filters.
RR n˚5939
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In this paper we propose and compare different estimates corresponding to these two
approaches and based on convolution particle filter introduced in [7].
The paper is organized as follows, we first recall the principle of the convolution filter for
the dynamical systems without unknown parameters. The application and the convergence
analysis of this filter require weaker assumptions than the usual particle filters. This is due
to the use of convolution kernels to weight the particle.
Then the conditional least squares estimate and the maximum likelihood estimate are
presented. Their adaptation to the state-space model context is possible thanks to the
convolution filters. The computation of these two estimates calls upon an optimization
procedure, which is problematic for particle filters because of their random nature.
Next, the Bayesian estimation approach is presented, it also relies on the convolution
particle filter. In this context, the standard particle approach highlights various drawbacks
that are avoided by the convolution thanks to their smooth nature.
Finally, these various estimates are compared in a range of simulated cases.
2 The convolution filters
To present the convolution filter, suppose that the parameter θ is known and consider:
xt|xt−1 ∼ ft(xt|xt−1) ,
yt|xt ∼ ht(yt|xt) .
(2)
The objective is to estimate recursively the optimal filter
p(xt|y1:t) =
p(xt, y1:t)
p(y1:t)
=
p(xt, y1:t)
∫
p(xt, y1:t) dxt
(3)
where p(xt, y1:t) is the (xt, y1:t) joint density.
Assumption: Suppose that we know how to sample from the laws ft(·|xt−1), ht(·|xt) and
also from the initial law π0.
Note that the explicit description of the conditional densities ft and ht is useless whereas
for the standard particle filtering approaches ht should be stated explicitly. For example, in
case of observation equations like yt = H(xt, vt) or H(xt, yt, vt) = 0, where vt is a noise, the
conditional density ht is in general not available.
2.1 The simple convolution filter (CF)
Let {xi0}i=1···n be a sample of size n of π0. For all i = 1 · · ·n, starting from x
i
0, t successive
simulations from the system (2) lead to a sample {xit, y
i
1:t}i=1···n from p(xt, y1:t). We get the
following empirical estimate of the joint density:
p(xt, y1:t) '
1
n
n
∑
i=1
δ(xit,yi1:t)(xt, y1:t) (4)
INRIA
Convolution particle filters 7
for t = 0
initial sampling: x10 · · · x
n
0 ∼ π0
weight initialization: wi0 ← 1 for i = 1 : n
for t ≥ 1
for i = 1 : N
state sampling: xit ∼ ft(·|x
i
t−1)
observation sampling: yit ∼ ht(·|x
i
t)
weight updating: wit ← w
i
t−1 K
y
hn
(yt − y
i
t)
filter updating:
p
n
t (xt|y1:t) =
Pn
i=1 w
i
t K
x
hn
(xt − x
i
t)
Pn
i=1 w
i
t
Table 1: The simple convolution filter (CF).
where δx is the Dirac measure in x.
The Kernel estimate pnt (xt, y1:t) of p(xt, y1:t) is then obtained by convolution of the
empirical measure (4) with an appropriate kernel (cf. Appendix A):
pnt (xt, y1:t)
def
=
1
n
n
∑
i=1
Kxhn(xt − x
i
t) K
ȳ
hn
(y1:t − y
i
1:t)
where
K ȳhn(y1:t − y
i
1:t)
def
=
t
∏
s=1
Kyhn(ys − y
i
s) .
in which Kxhn , K
y
hn
are Parzen-Rosenblatt kernels of appropriate dimensions. Note that in
Kxhn(xt − x
i
t) (resp. K
y
hn
(yt − yit)) hn could implicitly depend on n, d and x
1:n
t (resp. n, q
and y1:nt ) (see Section 2.3).
From (3), an estimate of the optimal filter is then:
pnt (xt|y1:t)
def
=
∑n
i=1 K
x
hn
(xt − xit) K
ȳ
hn
(y1:t − yi1:t)
∑n
i=1 K
ȳ
hn
(y1:t − yi1:t)
(5)
The basic convolution filter (CF) is defined by the density estimate (5). A simple recursive
algorithm for its practical computation is presented in Table 1.
Convergence properties of pnt (xt|y1:t) to the optimal filter are ensured [7] when hn → 0
and nhtq+dn → ∞. Just like the Monte Carlo filters without resampling, it implies that n
must grow with t to maintain a good estimation. A better approach with a resampling step
is proposed in the next section.
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for t = 0
filter initialization: pn0 ← π0
for t ≥ 1
resampling: x̄1t−1 · · · x̄
n
t−1 ∼ p
n
t−1
state sampling: xit ∼ ft(·|x̄
i
t−1) for i = 1 : n
observation sampling: yit ∼ ht(·|x
i
t) for i = 1 : n
filter updating:
p
n
t (xt|y1:t) =
Pn
i=1 K
y
hn
(yt − y
i
t) K
x
hn
(xt − x
i
t)
Pn
i=1 K
y
hn
(yt − yit)
Table 2: The resampled convolution filter (R-CF).
2.2 The resampled convolution filter (R-CF)
A resampling step can take place very easily at the beginning of each time step of the basic
CF algorithm, the resulting procedure is presented in Table 2
Convergence properties to the optimal filter are also established in [7]. It is necessary
that h2qn = O(n
−α), with α ∈ (0, 1) and nhq+dn / logn → ∞ to ensure the L1-convergence of
the R-CF to the optimal filter (here the bandwidth parameters are the same for the state
and the observation spaces).
2.3 Comments
The practical use of the CF and R-CF filters requires the choice of the kernel functions Kx,
Ky and of the bandwidth parameters hxn, h
y
n. The nature of the kernel does not appreciably
affect the quality of the results.
The choice hxn = Cx×n
−1/(4+d), hyn = Cy×n
−1/(4+q) is optimal for the mean square error
criterion. The choice of the C’s is a critical issue for density estimation and sophisticated
techniques have been proposed (see, e.g., [8]). In the on-line context of nonlinear filtering
these techniques are not usable. Moreover, particle filtering is aimed to “track” the state
and not really to sharply estimate the conditional density.
The generic form Cx = cx × [Cov(x1t , . . . , x
n
t )]
1/2, Cy = cy × [Cov(y1t , . . . , y
n
t )]
1/2 with
cx, cy ' 1 gives good results. For the simulations of the last section, we take a Gaussian
kernel and we will see that the c’s are easily adjusted.
3 Conditional least squares estimate
The standard least squares estimate is not obtainable here since only the yt’s are available
and, moreover, they are dependent. Thus let us consider a conditional least squares estimate,
introduced to treat the time series (see Tong [9]).
INRIA
Convolution particle filters 9
3.1 The theoretical estimate
Let {yt}t≥1 the stochastic process defined on a probability space (Ω,F , Pθ), whose distrib-
ution depends on the parameter θ ∈ Rp.
Let θ∗ the true value of the parameter. The conditional least squares estimate of θ is the
value θ̂T which minimizes
QT (θ)
def
=
T
∑
t=1
|yt − ŷt(θ)|
2 (6)
where
ŷt(θ)
def
= Eθ[yt|y1:t−1]
with Eθ[y1|y1:0] = Eθ[y1]. The demonstration of the convergence of θ̂T to θ∗ under Pθ∗ , as
T → ∞ is detailed in [9] and [10]. In general, and especially in our context, the quantity
Eθ[yt|y1:t−1] is unreachable. It can be estimated using a particle filter. Such an estimate
based on the CF is built in the following section.
3.2 The practical estimate
The conditional density of yt given y1:t−1 is
p(yt|y1:t−1, θ) =
p(y1:t|θ)
p(y1:t−1|θ)
=
p(y1:t|θ)
∫
p(y1:t|θ) dyt
so that
ŷt(θ) =
∫
yt p(y1:t|θ) dyt
∫
p(y1:t|θ) dyt
(7)
For θ and t ≥ 1 given, it is possible to generate n trajectories (xi0:t, y
i
1:t), for i = 1 · · ·n,
according to (1). Finally 1n
∑n
i=1 y
i
t K
ȳ
hn
(y1:t−1 − yi1:t−1) and
1
n
∑n
i=1 K
ȳ
hn
(y1:t−1 − yi1:t−1)
are respectively the convolution kernel estimates of the numerator and denominator in (7).
Hence the estimate of ŷt(θ) built from these n trajectories is
ŷnt (θ)
def
=
∑n
i=1 y
i
t+1 K
ȳ
hn
(y1:t−1 − yi1:t−1)
∑n
i=1 K
ȳ
hn
(y1:t−1 − yi1:t−1)
.
We take
Q̂nT (θ)
def
=
T
∑
t=1
|yt − ŷ
n
t (θ)|
2 (8)
to estimate the function QT . The associated least squares estimate is then θ̂nT = argminθ Q̂
n
T (θ).
RR n˚5939
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To obtain results of convergence, it is necessary to introduce an assumption like the
uniform convergence of Q̂nT to QT , because we need the convergence of the “argmin”. Such
an assumption is difficult to check in practice since it depends primarily on the dynamic
system considered and of the role held by the parameter. A thorough study of the theoretical
properties of the estimate is done in [11].
4 Maximum likelihood estimate
The likelihood function is by definition:
LT (θ)
def
= p(y1:T |θ) = p(y1|θ)
T
∏
t=2
p(yt|y1:t−1, θ) . (9)
Of course this function is not generally computable, it is then necessary to have recourse to
estimation, see Kitagawa [12] [13].
The practical likelihood estimate depends on the type of convolution filter used, this is
detailed in the following sections.
4.1 Maximum likelihood estimation with the CF
In the CF case an immediate estimate is:
L̂nT (θ)
def
= pn(y1:T |θ) =
1
n
n
∑
i=1
K ȳhn(y1:T − y
i
1:T )
Thus θ̂nT = arg max
θ
L̂nT (θ) approximates the maximum likelihood estimate.
4.2 Maximum likelihood estimation with the R-CF
For the R-CF formalization is not immediate. However all the quantities necessary to
compute an estimate are made available with the R-CF algorithm. Indeed, the variables
{yit+1}i=1···n generated in the observation sampling step of the R-CF algorithm are realiza-
tions of pn(yt+1|y1:t, θ). Thus by applying a convolution kernel to {yit+1}i=1···n, we obtain
the following estimate of the likelihood function:
L̂n,rT (θ) =
T
∏
t=1
1
n
n
∑
i=1
Kyhn(yt − y
i
t) (10)
and θ̂n,rT = argmax
θ
L̂n,rT (θ) approximates the maximum likelihood estimate.
As for the conditional least squares estimate, it is necessary to introduce an assumption
of uniform convergence in θ to ensure the convergence of θ̂nT and θ̂
n,r
T . For more details see
[11].
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5 Optimization difficulties
For each fixed value of θ, approximations (8) and (10) of the least squares function (6) and
of the likelihood function (9) are computed through kernel particle filters with sampling
procedures based on laws depending on θ. These approximations will not be as smooth as
their original counterparts and standard optimization procedures will severely fail in such a
context. Therefore, it is necessary to use specific optimization techniques.
This issue can be addressed by stochastic approximation and optimization methods.
Recently Doucet [4] proposed a Robbins-Monroe procedure in this HMM framework. The
principal defect of these approaches is the slowness of their convergence, in spite of the
efforts to improve this aspect, the computing times remain high in practice.
When the random quantities in the dynamic system, generally the noises, are independent
of the other quantities, it is possible to freeze their values to one of their realizations so that
the functions to optimize in θ is not stochastic any more. This technique can only be applied
to CF filter, indeed for the R-CF it is impossible to freeze the resampling steps. Hence,
because of the particle impoverishment of the CF filter described above, this algorithm is
only valid for short length time series.
This approach is connected with techniques of optimization on MCMC estimates. The
principle is as follows: for every time t, the simulated random quantities are frozen to their
realizations, it is then possible to use the traditional minimization algorithms like Gauss-
Newton. The parameter estimation is thus obtained for a given random realization. The
study of this method for static optimization is carried out in Geyer [14].
An adaption to the sequential context of nonlinear filtering, for the maximization of the
likelihood, is proposed by Hürzeler & Künsch [15]. Several problems arise in practice, for
example, for some values of the parameters, all the particle weights can be low providing
a poor quality estimate. This approach remains extremely attractive as it then becomes
possible to carry out optimizations using only one sample and consequently is valid for
small variations of the parameter value. Thus Cérou et al [6] proposed an estimate of the
derived filter based on this principle.
Of course, it is also possible to use a stochastic version of EM algorithm for this type of
problem of optimization. Some references for this alternative are proposed in [15], but the
difficulty of implementation makes it unfeasible.
6 R-CF with unknown parameters approach
Suppose that the parameter θ is a random variable with a given prior law ρ(θ) and consider
the augmented state variable (xt, θt) with the following dynamic:
θt = θt−1 , θ0 ∼ ρ , (11a)
xt|xt−1 ∼ ft(xt|xt−1, θt) , x0 ∼ p0 , (11b)
yt|xt ∼ ht(yt|xt, θt) . (11c)
RR n˚5939
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The posterior law of θt is then given by the nonlinear filter.
The constant dynamic (11a) may lead to the divergence of the standard particle filters.
This is due to the fact that the parameter space is only explored at the initialization step of
the particle filter which causes the impoverishment of the variety of the relevant particles.
Among the approaches proposed to avoid this trouble, Storvik [16] marginalizes parameters
out of the posterior distribution then assume that the concerned parameters depend on
sufficient statistics which allows their simulations and avoids the impoverishment. However
it is not practically useful for general systems. Kitagawa [12] and Higuchi [17] set an artificial
dynamic on the parameter, like θt = θt−1+ζt or more complex, thus risking mismatching the
system dynamic. Gilks & Berzuini [18], Lee & Chia [19] add a Markov chain Monte Carlo
procedure to increase the particle diversity, but this is cumbersome. To avoid these additions
West [20], Liu & West [5] propose to smooth the empirical measure of the parameter posterior
law with a Gaussian distribution.
More generally, regularization techniques are used to avoid the degeneration of the par-
ticle filters. Most of the time the regularization only concerns the state variables, see [21]
and [22]. However this approach still suffers from some of the restrictions of the traditional
methods: it requires the non nullity of the noise variances and the analytical availability of
the likelihood function. These restrictions were dropped in [23] by the regularization of the
observation model. However, as the state model is not regularized, the approach remains
sensitive to the problem of degeneration of the particle filters.
In order to circumvent these two problems simultaneously, Rossi & Vila [7] jointly reg-
ularized the state model and the observation model. Their approach can be interpreted as
a generalization of the preceding models, thanks to an extension of the concept of particle
which includes the state and the observation. However, the construction and the theoreti-
cal study of the corresponding filters are different as they are based on the nonparametric
estimate of the conditional densities by convolution kernels. The filter used in this section
to estimate simultaneously the state and the parameters in (11), extends the results of [7].
It is not necessary for the kernel to be Gaussian as in West [20], any kernel satisfying the
conditions of the Appendix A will be valid.
The regularization with convolution kernels can also be viewed as artificial noise. Thus
our approach is connected to the methods[12], [17] presented previously. However contrary
to these methods, it respects dynamics (11a) and allows convergence results. In terms of
artificial noise on dynamics, this means that we have identified a whole family of acceptable
noises and that we have also characterized the way in which their variance must decrease to
zero.
6.1 Algorithm
The R-CF filter (Table 2) applied to the system (11) leads to the algorithm presented in
Table 3. It provides consistent estimates of p(xt, θt|y1:t), p(xt|y1:t) and p(θt|y1:t). The first
probability law is the key element of the algorithm. It is used as a sample generator and it
is updated at every time iteration. The two last laws are used to estimate the state xt and
the parameter θt respectively.
INRIA
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Generate x̄i0 ∼ p(x0) and θ̄
i
0 ∼ ρ(θ) for i = 1 · · ·n
For t = 1
generation of the trajectories: for i = 1 · · ·n
xi1 ∼ f1(·|x̄
i
0, θ̄
i
0)
yi1 ∼ h1(·|x
i
1, θ̄
i
0)
θi1 = θ̄
i
0
estimate of the densities:
pn1 (x1, θ1|y1) =
Pn
i=1 K
y
hn
(y1−y
i
1) K
θ
hn
(θ1−θ
i
1) K
x
hn
(x1−x
i
1)
P
n
i=1
K
y
hn
(y1−y
i
1
)
pn1 (θ1|y1) =
Pn
i=1 K
y
hn
(y1−y
i
1) K
θ
hn
(θ1−θ
i
1)
P
n
i=1
K
y
hn
(y1−y
i
1
)
pn1 (x1|y1) =
Pn
i=1 K
y
hn
(y1−y
i
1) K
x
hn
(x1−x
i
1)
P
n
i=1
K
y
hn
(y1−y
i
1
)
For t ≥ 2
generation of the trajectories: for i = 1 · · ·n
(x̄it−1, θ̄
i
t−1) ∼ p
n
t−1(xt−1, θt−1|y1:t−1)
xit ∼ ft(·|x̄
i
t−1, θ̄
i
t−1)
yit ∼ ht(·|x
i
t, θ̄
i
t−1)
θit = θ̄
i
t−1
estimate of the densities:
pnt (xt, θt|y1:t) =
Pn
i=1 K
y
hn
(yt−y
i
t) K
θ
hn
(θt−θ
i
t) K
x
hn
(xt−x
i
t)
P
n
i=1
K
y
hn
(yt−y
i
t
)
pnt (θt|y1:t) =
Pn
i=1 K
y
hn
(yt−y
i
t) K
θ
hn
(θt−θ
i
t)
P
n
i=1
K
y
hn
(yt−y
i
t)
pnt (xt|y1:t) =
Pn
i=1 K
y
hn
(yt−y
i
t) K
x
hn
(xt−x
i
t)
P
n
i=1
K
y
hn
(yt−y
i
t)
Table 3: The resampled convolution filter for Bayesian estimation.
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In practice, the parameter prior law ρ(θ), the number of particles n, the kernels K and
the associated bandwidth parameters hn must by chosen by the user.
6.2 Theoretical study
The L1-convergence of the R-CF filter to the optimal filter for a general state-space, at t
fixed and as the number of particle n tends to infinity is proved in [7]. This result applied to
the particular state-space model (11) proves that the particle filter presented in the previous
section converges to the optimal filter:
Theorem 1 Suppose that K is a positive Parzen-Rosenblatt kernel, and that
• yt 7→ p(yt|y1:t−1) is continuous and strictly positive (at least in the neighborhood of the
actual observation), for all t ≥ 0,
• yt 7→ p(yt|xt, θ) ≤ Mt for some Mt < ∞ and for all t ≥ 0,
• lim
n→∞
nhq+d+pn
log n = ∞ and h
2q
n = O(n
−α) with α ∈ (0, 1).
Then, for any t fixed
lim
n→∞
∫∫
|pnt (xt, θt|y1:t) − p(xt, θt|y1:t)| dxt dθt = 0 a.s.
The previous algorithm leads to the following estimate of the parameter
θ̂nt
def
=
1
n
n
∑
i=1
θ̄it with θ̄
i
t ∼ p
n
t (θt|y1:t) . (12)
The convergence of this estimator is proved in Appendix B:
Theorem 2 In addition to the assumptions of Theorem 1, suppose that the support of
p(θt|y1:t) is included in a known compact set C then
lim
n→∞
θ̂nt = E[θt|y1:t] a.s.
The previous theorems ensure that our estimates converge to the posterior law of the
parameters or to E[θ|y1:t]. These quantities are consistent Bayesian estimates of θ as t → ∞.
See Schervish [24] for complete a study of consistency in the Bayesian approach.
Theorem 2 is transposable to the state xt. More precisely, let x̄it generated from p
n
t (x, θ|y1:t)
a consistent estimate of E[xt|y1:t] is then x̂nt =
1
n
∑n
i=1 x̄
i
t. This estimate is used in the com-
parisons of part VII-B.
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7 Simulated case studies
In a first example, with a short length time series, we compare the off-line techniques pre-
sented in Sections 3 and 4 with the on–line technique proposed in Section 6. In a second
example we compare the convolution filter (R-CF) with the standard particle filter (PF) and
with the extended Kalman filter (EKF).
7.1 Comparison of the approaches
Consider the following system proposed by Lo [25] with an unknown state variance:
xt+1 = 1.1 e
−2x2t − 1 + θ wt , x0 ∼ N (−0.5, 0.1
2) ,
yt = x
3
t + 0.1 vt
where wt, vt are independent standard white Gaussian noises. The true value of the para-
meter is θ∗ = 0.5.
7.1.1 Least squares estimate
The objective is to minimize the approximate least mean squares criterion (8) given by the
CF with n particles. Since Q̂nT is a random function, to avoid stochastic minimization we
work on a fixed realization of random quantities as explained in section 5. More precisely,
in this particular case, the random variables wt and vt are assumed to be independent of
everything and of course of θ. The values of the noises generated to build the filter with
a given value of θ, are thus valid for any other value of θ. Hence by always preserving the
same values for the noises, the function Q̂nT is not random any more, it is then possible to
minimize it with the traditional algorithms. This is done with a Matlab native function
initialized with 0 and 2 as lower and upper bound respectively.
In order to characterize their impact, we varied the numbers n of particles employed
and T of observations. The results are presented in Tab. 4. It gathered the maximum, the
standard deviation and the average of the absolute errors of the estimates of the parameter
on 500 different trajectories.
It arises from the results presented that the quality of the estimates improves when the
number T of observations increases. However, it is not clearly the case when the number
of particles n increases, whereas theoretically this should be the case. Several reasons could
explain this phenomenon: the choice of the hn is not optimal and could be badly adapted
for large n, the CF can be too degraded for T large.
Nevertheless, the quality of the estimates remains correct throughout the various case
studies and by comparison, the stochastic minimization techniques are inordinately more
time consuming.
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Nb n of T = 20 T = 50
particles Max S-Dev Mean Max S-Dev Mean
n = 20 1.08 0.17 0.18 0.56 0.09 0.11
n = 50 0.74 0.15 0.16 0.47 0.08 0.10
n = 100 0.82 0.16 0.17 0.52 0.08 0.09
n = 200 0.83 0.16 0.17 0.68 0.08 0.09
n = 500 0.86 0.17 0.18 0.74 0.10 0.10
n = 1000 0.88 0.18 0.19 0.73 0.11 0.10
n = 5000 0.79 0.18 0.18 0.94 0.12 0.12
Table 4: Absolute errors on 500 trajectories with T=20, 50 (LS)
7.1.2 Maximum likelihood estimate
The objective is to maximize the approximate likelihood function (10) provided by the CF
filter. This function is random, according to the same considerations as for the conditional
least squares estimate, we use the technique of minimization with random quantities fixed,
exposed in Section 5. The context of simulation is the same as for the conditional least
squares. The algorithm of minimization, a Matlab native function is initialized with 0 and
2 as lower and upper bound for θ. Table 5 shows the maximum, the standard deviation and
the mean of the absolute errors, of the estimates on 500 different trajectories, for T = 20
and T = 50 respectively.
Nb n of T = 20 T = 50
particles Max Std-Dev Mean Max Std-Dev Mean
n = 20 1.50 0.18 0.21 1.02 0.16 0.23
n = 50 0.86 0.14 0.17 0.76 0.13 0.20
n = 100 0.69 0.14 0.17 0.70 0.14 0.21
n = 200 0.81 0.13 0.17 0.71 0.14 0.23
n = 500 0.78 0.15 0.18 0.75 0.15 0.27
n = 1000 0.90 0.15 0.19 0.76 0.16 0.31
n = 5000 0.84 0.18 0.22 1.03 0.19 0.40
Table 5: Absolute errors on 500 trajectories with T=20 and T=50 (MLE)
The performances are significantly lower than those of conditional least squares. More
surprisingly, the performances are lower with the larger value of T , contrary to the theoretical
predictions.
This probably comes from the fact that the likelihood estimate is less accurate than the
estimate of E[yt|y1:t−1]. Indeed, for a fixed number of observations, there is more variability
in a function estimate than in an expectation estimate.
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The least squares minimization technique thus seems preferable to the maximization
likelihood approach.
7.1.3 R-CF based parameter estimate
To keep conditions comparable with the preceding cases, we suppose here a uniform prior
law on the interval [0, 2] for the parameter, i.e. ρ(θ) = U [0, 2]. Here cx = cy = cθ = 1.
This approach is different from the two other based on optimization, since the parameter
is estimated throughout filtering. The filter is run along T = 120 time steps and the value
retained for the estimate of θ is θ̂n120 given by (12).
Table 6, shows: the maximum, the standard deviation and the mean of the absolute
errors on the estimates of 500 trajectories at time T = 120 for various number of particles.
Nb particles Max Std-Dev Mean
n = 20 1.62 0.22 0.24
n = 50 1.18 0.16 0.18
n = 100 1.01 0.11 0.13
n = 200 0.92 0.11 0.12
n = 500 0.53 0.08 0.09
n = 1000 0.39 0.07 0.08
n = 5000 0.45 0.05 0.06
Table 6: Absolute errors on 500 estimations (R-CF Unknown Param.)
The Bayesian approach features better performances than all the approaches previously
studied. Moreover, in accordance with the theoretical results, the error significantly drops
down as n increases. Note that this Bayesian technique is performed on line contrary to
previous methods. It is thus possible to get an online estimate of the filter without having
to wait for an estimate of the parameter. Moreover this method is even faster than the two
other approaches.
7.2 Bearings–only tracking
We compare the convolution filter (R-CF) with the standard bootstrap particle filter (BPF)
and with the extended Kalman filter (EKF) applied to the classical problem of bearings-only
tracking in the plane (see, e.g., [26]).
Consider a mobile (the target) with a rectilinear uniform motion (i.e., with constant
bearing and speed) in the plane. This mobile is tracked by an observer with a given trajec-
tory. The state vector xt = (p1t , p
2
t , v
1
t , v
2
t )
∗ represents the relative positions and velocities
vector of the Cartesian coordinates for the difference between the tracked object and the
observer:
xt = x
tg
t − x
obs
t .
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Figure 1: Simulation scenario. Total observation time 1 hour, sampling interval 4s. Initial
relative distance 20025m, target speed 7m/s, observer speed 10m/s. Trajectories: target
(plain line), maneuvering observer (dashed line), initial positions (black squares).
This state vector is solution of a linear noise–free system:
xt+1 = At xt + Bt (13)
where At and Bt are given.
The observations are a sequence of bearings corrupted by noise:
yt = tan−1
(p1t
p2t
)
+ σ vt
where vt is a white Gaussian noise N (0, 1) and σ = 0.5 degree. The simulation scenario is de-
scribed in Fig. 1. The initial state law is (p10, p
2
0, v
1
t , v
2
t )
∗ ∼ N
(
(23000,−3000,−10, 0)∗, diag(50002, 50002, 102, 102)
)
while the true value is (20000,−1000,−12,−2)∗.
We perform 15 independent Monte Carlo runs of this scenario. In Figs. 2 to 6 we
present the corresponding empirical position (the empirical estimated trajectory) and the
corresponding empirical uncertainty ellipses (every 10 minutes). For R-CF and BPF we use
10000 particles. Calculation times and memory requirements are equivalent for R-CF and
BPF.
This example is known to be unfavorable for EKF (see Fig. 2) but it does clearly show
the advantage of our approach. Moreover, the standard particle filter requires the addition
of an artificial noise in the state equation (13). The adjustment of the intensity of this
noise is complicated, so it is a delicate process implementing the standard particle filter, see
Figs. 3 and 4. Filter R-FC appears simpler and more robust in all the cases.
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Figure 2: Extended Kalman filter. Plain line: true trajectory. Dashed line: empirical
estimated trajectory after 15 Monte Carlo independent runs and the corresponding empirical
uncertainty ellipses (every 10 minutes).
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Figure 3: Bootstrap particle filter (BPF) with artificial Gaussian noise on (13): 0.025m/s
standard deviation on the velocity components and 25m on the position components.
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Figure 4: Bootstrap particle filter (BPF) with artificial Gaussian noise on (13): 0.05m/s
standard deviation on the velocity components and 50m on the position components.
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Figure 5: Resampled convolution filter (RCF): cx = 0.8 and cy = 1.
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Figure 6: Resampled convolution filter (RCF): cx = 0.6 and cy = 1.
8 Conclusion and discussion
The different estimation approaches proposed show the large potential of the convolution
filters.
The first approach, based on the maximization of the likelihood estimate and the min-
imization of the conditional least squares estimate, presents several drawbacks. From the
practical point of view they require a high computation time and the choice of the number
of observation T . From the theoretical point of view, their convergence is ensured under
uniform convergence assumptions, which is difficult to verify for a given dynamic system.
However, the convolution filters approach is a good alternative to the stochastic optimiza-
tion, and can be used to perform the initialization of a Bayesian procedure.
The R-CF with unknown parameters approach introduced in the last section is perfectly
suited for online estimation and their theoretical properties are clearly established without
need of additional strong assumptions. Thus this last approach is interesting especially if
the primary objective is the filtering in spite of uncertainties with the model.
A Kernel estimation
Definition 1 A kernel K : Rd 7→ R is a bounded, positive, symmetric application such that
∫
K(x) dx = 1.
We denote
Khn(x)
def
= 1hdn
K
(
x
hn
)
.
hn > 0 is the bandwidth parameter. The Gaussian kernel is K(x) = ( 1√2π )
d
e−|x|
2/2.
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Definition 2 A Parzen-Rosenblatt kernel is a kernel such that ‖x‖dK(x) → 0 as ‖x‖ → ∞.
Definition 3 Let X1 · · ·Xn be i.i.d. random variables with common density f . The kernel
estimator of f , fn, associated with the kernel K is given by
fn(x) =
1
n hdn
∑n
i=1 K
(
x−Xi
hn
)
= (Khn ∗ µn)(x)
for x ∈ Rd; µn =
1
n
∑n
i=1 δXi is the empirical measure associated with X1 · · ·Xn.
B Proof of theorem 2
Let
∆n
def
= 12
∫
|pnt (θt|y1:t) − p(θt|y1:t)| dθt ∈ [0, 1] .
For notational convenience let
pnt = p
n
t (θt|y1:t) , pt = p(θt|y1:t) .
Consider a n-sample from the density pnt :
Snt
def
= {θ̄1t , . . . , θ̄
n
t } with θ̄
i
t ∼ p
n
t .
We show that there exists a subsample {θ̄i1t , . . . , θ̄
iMn
t } ⊂ S
n
t , and a new sample {θ̇
i1
t , . . . , θ̇
iNn
t },
which together can be considered as sampled from pt. Such a device was used by [27] to
study the robustness of kernel estimates.
Define
fn
def
=
min(pnt ,pt)
1−∆n , gn
def
=
pnt −min(pnt ,pt)
∆n
, hn
def
=
pt−min(pnt ,pt)
∆n
they are density functions and
pnt = ∆n gn + (1 − ∆n) fn ,
pt = ∆n hn + (1 − ∆n) fn .
This shows that each θ̄it sampled according to p
n
t is, with probability ∆n, sampled from gn.
Let
Zi
def
=
{
1 if θ̄it ∼ gn ,
0 if θ̄it ∼ fn .
and
Nn
def
=
∑n
i=1 Zi , Mn
def
= n − Nn .
The Zi’s are Bernoulli variables with parameter ∆n, so Nn ∼ B(n, ∆n) is binomial. Mn is
the number of θ̄it’s sampled from fn. Let {θ̄
i1
t , . . . , θ̄
iMn
t } be this subsample, 1 ≤ i1 < · · · <
iMn ≤ n. Let IM = {i1, . . . , iMn} and IN = {1, . . . , n} \ IMn .
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Consider now the new following random sample:
θ̃it =
{
θ̄it if i ∈ IM
θ̇it with θ̇
i
t ∼ hn, if i ∈ IN
(14)
for i = 1 · · ·n. {θ̃1t , . . . , θ̃
n
t } can be considered as a virtual random sample from the unknown
pt which holds Mn common elements with Snt drawn from p
n
t . Let ϑ̃
n
t
def
= 1n
∑n
i=1 θ̃
i
t the
associated virtual estimate of θt. Note that
|θ̂nt − E[θt|y1:t]| ≤ |θ̂
n
t − ϑ̃
n
t | + |ϑ̃
n
t − E[θt|y1:t]| (15)
As {θ̃1t , . . . , θ̃
n
t } are sampled from pt, the strong law of large numbers ensures that limn→∞ |ϑ̃
n
t −
E[θt|y1:t]| = 0 a.s. It remains to study the first term of the r.h.s. of (15). As {θ̃1t , . . . , θ̃
n
t }
and {θ̄1t , . . . , θ̄
n
t } have Mn common elements, we have
|θ̂nt − ϑ̃
n
t | =
1
n |
∑Nn
j=1 θ̄
ij
t −
∑Nn
j=1 θ̃
ij
t | ≤
2Nn
n maxC |θ| .
However Nnn is the empirical estimate of ∆n, by Hoeffding’s Inequality [28], for any ∆n,
P
(
∣
∣
Nn
n
− ∆n
∣
∣ ≥ ε
)
≤ 2 exp{−2nε2}. (16)
By Theorem 1 we have ∆n → 0 a.s., then (16) implies that Nnn → 0 a.s. The proof is then
completed.
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