Abstract. We consider the inviscid generalized surface quasi-geostrophic equation (gSQG) in a patch setting, where the parameter α ∈ (1, 2). The cases α = 0 and α = 1 correspond to 2d Euler and SQG respectively, and our choice of the parameter α results in a velocity more singular than in the SQG case.
where α ∈ (0, 2). The case α = 1 corresponds to the surface quasi-geostrophic (SQG) equation and the limiting case α = 0 refers to the 2D incompressible Euler equation. The case α = 2 produces stationary solutions.
These are so-called active scalar equations, which have been originally introduced and studied in the setting of sufficiently smooth solutions θ. The equations (1.1) have also been analyzed extensively in the natural setting of the so-called α-patches, which are solutions for which θ is a step function
Here Ω(0) ⊂ R 2 is a regular set given by the initial distribution of θ, θ 1 and θ 2 are constants, and Ω(t) is the evolution of Ω(0) under the induced velocity field.
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In this case, the evolution of a patch can be determined by looking just at the evolution of its boundary, thus reducing the problem to a nonlocal one-dimensional equation for the boundary of Ω(t). More precisely, the evolution equation for the interface of an α-patch, which we parametrize as z : I → R 2 , z(x) = (z 1 (x), z 2 (x)), can be written as ∂ t z(x, t) = −(θ 2 − θ 1 )C(α) I ∂ x z(x, t) − ∂ x z(x − y, t)
|z(x, t) − z(x − y, t)| α dy + c(x, t)z x (x, t).
(1.3)
Here I ⊆ R is an interval (usually I = [0, 2π] in the case of bounded patches or I = R for unbounded patches), the presence of the function c has to do with the flexibility in parametrizing the curve, and the normalizing constant C(α) is given by
Γ(α/2) 2 1−α Γ((2 − α)/2)) .
1.1.1. Local regularity. The local regularity theory for the equations (1.1) and (1.3) is generally well understood, starting with the work of Constantin-Majda-Tabak [12] and HeldPierrehumbert-Garner-Swanson [30] . As expected, data with sufficient smoothness lead to local in time unique solutions that propagate the regularity of the initial data (see for example Rodrigo [43] , Gancedo [23] , and Chae-Constantin-Cordoba-Gancedo-Wu [9] for some regularity results of this type). Weak solutions have also been constructed, starting with the work of Resnick [42] on global weak solutions in L 2 in the SQG case α = 1. See also [40] , [9] , and [41] for more general classes of weak solutions. Very recently, Buckmaster-Shkoller-Vicol [4] proved lack of uniqueness of weak solutions for the SQG equation in certain spaces less regular than L 2 .
1.1.2. Dynamical formation of singularities. The problem of whether the SQG evolution can lead to finite time singularities is a challenging open problem both in the smooth case (1.1) and in the patch case (1.3) .
In the smooth case (1.1), the early numerical simulations in [12] indicated a possible singularity in the form of a hyperbolic saddle closing in finite time. However, Córdoba [13] showed that such a scenario cannot actually lead to singularities, and bounded the growth by a quadruple exponential (see also [14] and [18] ). The same scenario was recently revisited with bigger computational power and improved algorithms by Constantin-Lai-Sharma-Tseng-Wu [11] , yielding no evidence of blowup and the depletion of the hyperbolic saddle past the previously computed times. More recently, Scott [45] , starting from elliptical configurations, proposed a candidate that appears to develop filamentation and, after a few cascades, blowup of ∇θ.
In the patch case (1.3), numerical simulations looking for singularities of the interface have been performed by different authors. There are at least two scenarios that suggest a possible formation of singularities. The first one (computed by Córdoba-Fontelos-Mancho-Rodrigo [15] ), involves the evolution of two patches, and the simulation suggests an asymptotically self-similar singular scenario in which the distance between the two patches goes to zero in finite time while simultaneously the curvature of the boundaries blows up. Scott-Dritschel [46] started from an elliptical patch with a large ratio between its axes and found numerically that it may develop a self-similar singularity with a blowup of the curvature in the case α = 1. This is consistent with the rule out of splash singularities by Gancedo-Strain [24] .
These recent simulations appear to suggest (convincingly) the possibility of dynamical formation of singularities. However, we emphasize that no rigorous results are known. The best result so far regarding fast growth is due to Kiselev-Nazarov [35] , who constructed solutions 1.2. The main theorem. Our goal in this paper is to initiate the study of stable global solutions of the equations (1.1) and (1.3). Such stable solutions cannot be periodic in time and their construction requires a different mechanism.
A natural way to look for families of global stable solutions is to perturb around certain explicit stationary solutions of the equation. This approach has been successful to produce nontrivial global solutions for many difficult quasilinear evolutions, such as the Einstein-vacuum equations, plasma models, or water-wave models. In the case of time reversible equations the main mechanism that sometimes leads to global solutions is the mechanism of dispersion.
In our case of the gSQG equations, one could start by perturbing around the trivial solution θ ≡ 0 of the equation (1.1). However, there is no source of dispersion in this case and it is not clear to us how to control the solution beyond the natural time of existence T ε ≈ ε −1 corresponding to data of size ε.
One could also start from the observation that all radial functions are stationary solutions of the gSQG equations, and look for global solutions that start as small perturbations of radial functions. A natural such problem would be to consider the gSQG-patch equation (1.3) , and start with data that is a small perturbation of the characteristic function of a disk. Numerical simulations in this case seem to suggest the existence of long-term (perhaps global) smooth solutions for the gSQG-patch equation (1.3), starting from certain small perturbations of a characteristic function of a ball of radius 1. So far, however, we have not been able to analyze this scenario rigorously.
In this paper we consider a simpler scenario, namely we perturb around the half-plane stationary solution corresponding to the straight interface
For simplicity, we will assume that C(α)(θ 1 − θ 2 ) = 1, c(x, t) = 0 and z 1 (x, t) = x. This choice yields the following equation for z 2 (x, t) ≡ h(x, t):
We will consider solutions that decay at ±∞, so the integral in (1.4) is well defined for α ∈ (1, 2). At the linear level, the dynamics of solutions of (1.4) are determined by the equation
where h(ξ, t) is the Fourier transform of h(x, t) and γ ∈ (0, ∞) is a constant. We notice that this linearized equation has dispersive character, due to the dispersion relation Λ, which is related to the stationary solution we perturb around. Thus one can hope to prove global regularity and decay. This is precisely our main theorem:
, and let N 0 := 20 and N 1 := 4. Then there is a constant ε = ε(α) such that for all initial-data h 0 : R → R satisfying the smallness conditions
there is a unique global solution h ∈ C([0, ∞) : H N 0 α (R)) of the evolution equation (1.4) with h(0) = h 0 . Moreover, the solution h satisfies the slow growth energy bounds
where S := αt∂ t + x∂ x is the scaling vector-field associated to the linear equation (1.5) and p 0 := 10 −7 (2 − α), and the sharp pointwise decay bounds 8) where P k denote the standard Littlewood-Paley projections and N 2 := 8.
Our proof provides more information about the global solution h as part of the bootstrap argument. In fact, the solution satisfies the main bounds (2.40) in Proposition 2.6. At a qualitative level, the solution h remains uniformly bounded in a suitable Z-norm and undergoes nonlinear (modified) scattering as t → ∞. See the discussion in subsection 1.3 below. The classical mechanism to prove global regularity in such a situation has two main steps: (1) Prove energy estimates to propagate control of high order Sobolev and weighted norms; (2) Prove dispersion and decay of the solution over time.
The interplay of these two aspects has been present since the seminal work of Klainerman [37, 38] on nonlinear wave equations and vector-fields, Shatah [47] and Simon [48] on 3d KleinGordon equations and normal forms, Christodoulou-Klainerman [10] on the stability of the Minkowski space-time, and Delort [17] on 1d Klein-Gordon equations.
In the last few years new methods have emerged in the study of global solutions of quasilinear evolutions, inspired by the advances in semilinear theory. The basic idea is to combine the classical energy and vector-fields methods with refined analysis of the Duhamel formula, using the Fourier transform and carefully constructed "designer" norms. This is the main idea of the "method of space-time resonances" of Germain-Masmoudi-Shatah [25, 26] and GustafsonNakanishi-Tsai [28] , and of the work on plasma models and water wave models of the last author and his collaborators, in [31, 27, 19, 33, 34, 32, 20] .
We describe now in some detail these two main aspects of our proof.
1.3.1. Energy estimates. We would like to control the growth in time of two energy-type quantities: the high order Sobolev norms of our solutions and their weighted norms. More precisely, we would like to prove that the solution h satisfies energy bounds with slow growth of the form 9) where S := αt∂ t + x∂ x is the scaling vector-field associated to the linearized equation, and p 0 ≪ 1. For this we use a paradifferential reduction, similar to the idea used recently in the study of water-wave models in [1, 2, 3, 32, 20] . 1 We examine the equation (1.4) and start by rewriting it using paradifferential calculus in the form
(1.10)
Here Λ(ξ) = γ|ξ| α−1 ξ is as in (1.5), Σ is an explicit symbol of order α, which depends quadratically on h, T is the paradifferential operator in Weyl quantization (see subsection 2.3 for definitions and simple properties), and E is a suitable error term that satisfies cubic bounds in h and does not lose derivatives (relative to h). The formula (1.10) gives a good idea about the structure of the nonlinearity, but is not completely adequate to prove energy estimates. This is because the symbol Σ in not realvalued, thus the operator T Σ is not self-adjoint. In fact, Σ can be written in the form
where Σ α and Σ 1 are real-valued symbols of order α and 1, and Σ α−1 is a purely imaginary symbol of order α − 1. To prove energy estimates we need one more step. Precisely, we define the renormalized variable h * (the so-called "good variable") by h * := T b h, for a suitable symbol b of order 0. This symbol is constructed in such a way that the good variable h * satisfies a better evolution equation of the form
The resulting error term E ′ still satisfies good cubic bounds with no derivative loss. The equation (1.11 ) is now suitable to prove energy bounds, first for the good variable h * , and then for the original variable h. The only additional ingredient that is needed to prove the bounds (1.9) is sharp pointwise decay of the solution, i.e an estimate of the form
This follows from the main bootstrap assumption and linear estimates.
1 Alternatively, one could try to use a change of variables as in [23] . This works well to control the Sobolev norms, but seems to lead to problems in the analysis of the weighted norms involving the vector-field S. Because of this we prefer to use here the more robust paradifferential approach.
Dispersion and decay.
To close the bootstrap argument we need to prove dispersion, in a sufficiently precise way so as to be able to recover the sharp pointwise decay bounds (1.12) . Since all the energy estimates have a small (1+t) p 0 loss, this requires an independent argument, which does not rely directly on these energy estimates.
We use the Z-norm method. More precisely, we define a suitable norm, called the Z-norm, in such a way that h(t) Z is uniformly bounded as t → ∞,
(1.
13)
The precise choice of the Z-norm is important, since control of the Z-norm has to complement suitably the energy control proved in the first step. Here we use a type of norms introduced recently in 2D water-wave models by Ionescu-Pusateri [33, 34, 32] ,
(1.14)
To prove (1.13) we start by defining the linear profile of the solution v(t) = e −itΛ h(t). Then we write the Duhamel formula in terms of the profile v. The main contribution comes from the cubic nonlinear term
This term is not integrable in time, due to the contribution of the space-time resonances. To eliminate these contributions we need to add a nonlinear correction to the profile v. More precisely, we define the (modified) nonlinear profile v * by the formulas
where c is a suitable function (see (4.6 ) for the precise formulas). Then we show that the nonlinear profile v * (t) converges in the Z-norm as t → ∞, at a suitable rate, and prove the uniform bounds (1.13).
1.4.
Organization. The rest of the paper is concerned with the proof of Theorem 1.1. In section 2 we introduce the main notation, define the Z-norm, prove some important lemmas, and state the main bootstrap Proposition 2.6. In the remaining two sections we prove Proposition 2.6, along the lines described above. In section 3 we prove the energy estimates, using paradifferential calculus, while in section 4 we prove the dispersive estimates, using the Duhamel formula and Fourier analysis. 
for any k ∈ Z. Let P k , P ≤k , and P ≥k the operators defined by the Fourier multipliers ϕ k , ϕ ≤k , and ϕ ≥k respectively. For any interval I ⊆ R let
2.1.1. Multipliers and associated operators. We will often work with multipliers m : R 2 → C or m : R 3 → C, and operators defined by such multipliers. We define the class of symbols
We summarize below some properties of multipliers and associated operators (see [33, Lemma 5.2] for the proof).
where
Moreover, if f 1 , . . . , f d are suitable functions defined on R × I and S = αt∂ t + x∂ x is the scaling vector-field then
2. An interpolation lemma. We will use the following simple lemma, see [34, Lemma 4.3] for the proof.
Lemma 2.2. For any k ∈ Z, and f ∈ L 2 (R) we have
The following lemma is our main linear dispersive estimate:
Lemma 2.3. Assume that Λ(ξ) = γξ|ξ| α−1 as before. Then, for any t ∈ R \ {0}, k ∈ Z, and f ∈ L 2 (R) we have
Proof. This is similar to the proof of Lemma 4.2 in [34] . For (2.10) it suffices to prove that
for any t ∈ R \ {0} and x ∈ R. The left-hand side of (2.12) is clearly bounded by C2 k f L ∞ . Therefore in proving (2.12) we may assume |t| ≥ 2 20 2 −αk . Let Ψ(ξ) := tΛ(ξ) + xξ and notice that
If |Ψ ′ (ξ)| |t|2 (α−1)k in the support of the integral in the left-hand side of (2.12) then integrate by parts in ξ to estimate this integral by
which suffices to prove (2.12), in view of the assumption |t| ≥ 2 −αk . It remains to prove the bound (2.12) when |tγα|ξ| α−1 + x| ≪ |t|2 (α−1)k for some ξ with |ξ| ∈ [2 k−4 , 2 k+4 ]. This is possible only if x/t < 0. Let ξ ± 0 ∈ R denote the solutions of the equation Ψ ′ (ξ) = 0, i.e.
, and notice that |ξ
where, for any l ≥ l 0 ,
On the other hand, since
] then we can integrate by parts to estimate
This suffices to control the sum of |J
The full bound (2.12) follows using also (2.14) and (2.15).
To prove the dispersive bound (2.11) we notice that e itΛ P k f = f * G k where
The dispersive bound (2.11) follows by considering the two cases 2 −αk ≤ |t| and 2 −αk ≥ |t|.
Linearization and expansion of the nonlinearity. Recall the main equation (1.4).
To linearize it we write 17) and
We examine first the linear part, and notice that
An easy calculation shows that Λh(ξ) = Λ(ξ) h(ξ) where
Using the formal expansion formula 20) where |ρ| < 1, we write 21) where
we can symmetrize and rewrite N n in the Fourier space in the form
where η = (η 1 , . . . , η 2n ) and
We will show later, in Lemma 3.3, that the multipliers m n , n ≥ 1, are real-valued, odd, and homogeneous of degree 2n + α. They also satisfy suitable symbol-type bounds in S ∞ which allow us to estimate the associated multilinear operators.
2.3. Weyl paradifferential calculus. We will use paradifferential calculus in section 3 to prove high order energy estimates. In this subsection we summarize the results we need, which are all standard. We refer the reader to [20, Appendix A] for the (elementary) proofs. We recall first the definition of paradifferential operators (Weyl quantization): given a symbol a = a(x, ζ) : R × R → C, we define the operator T a by
where a denotes the partial Fourier transform of a in the first coordinate and χ = ϕ ≤−20 . We define the Poisson bracket between two symbols a and b by the formula
For q ∈ [1, ∞] and l ∈ R we define L q l as the space of symbols defined by the norm
The index l is called the order of the symbol, and it measures the contribution of the symbol in terms of derivatives on f . Notice that we have the simple product rule
An important property of paradifferential operators is that they behave well with respect to products. More precisely: 
The point of these bounds is the gain of one derivative in (2.30) and the gain of 2 derivatives in the more precise formula (2.31).
With S = αt∂ t + x∂ x (the scaling vector-field), notice that we have the identities
We record below some simple properties of paradifferential operators.
These properties follow easily from definitions; for (2.34) one uses also the identities (2.32) and integration by parts in η.
2.4.
The Z-norm and the main bootstrap proposition. For any function f ∈ L 2 (R) let Recall that S = αt∂ t + x∂ x . Assume that, for any t ∈ [0, T ],
38)
where t = 1 + t. Assume also that the initial data h 0 = h(0) satisfy the stronger bounds
Then the solution satisfies the improved bounds, for any t ∈ [0, T ],
We notice that the assumption (2.39) implies the desired bounds (2.40) at time t = 0, using also Lemma 2.2. The rest of the paper is concerned with proving the bounds (2.39) at all times t ∈ [0, T ]. This is done in two steps, in Propositions 3.1 and 4.1.
Energy estimates
In this section we prove the following proposition.
Proposition 3.1. With the assumptions in Proposition 2.6, we have, for any t ∈ [0, T ],
The rest of the section is concerned with the proof of this proposition. We start with two lemmas, concerning pointwise decay of the solution and bounds on the multipliers m n . The main step is to rewrite the nonlinearity in paradifferential form, in Lemma 3.4. Then we construct a suitable renormalization of the variable h and prove the desired energy bounds.
3.1. Two lemmas. We start by proving sharp pointwise decay bounds on h(t).
Proof. We may assume t ≥ 1 and let
and
It follows from (2.38) that
Since 1 − α/2 = 5β, see (2.36) , this is enough to show that sup
Combining (3.4), with Lemma 2.2, and (3.5) we see that
It follows that
The desired bounds (3.2) follow from (3.6) and (3.7).
We record now some properties of several multipliers that are important in the analysis. 
(ii) For any k 1 , . . . , k 2n+1 ∈ Z and n ≥ 1 let
for some constant C = C α ≥ 1. Moreover, if n = 1 and j ∈ {1, 2, 3} then
The multipliers p n are real-valued and homogeneous of degree α − 1, and satisfy the bounds
Proof. (i) This is a consequence of the definitions (alternatively, one can use the formula (3.32) derived below).
(ii) We write, using the formula (2.24), 14) where A n ≤ C n is a constant, ψ 0 is the inverse Fourier transform of ϕ 0 , and ψ ′ 0 is its derivative. We notice that if |y| ≈ 2 p and ψ ∈ {ψ 0 , ψ ′ 0 } then
Therefore, using also that α ∈ (1, 2),
where X n Y (here and in the rest of the paper) means that there is a constant C α ≥ 1 such that X ≤ C n α Y . This gives the desired bounds (3.10). To prove (3.11) we notice that µ j differentiation corresponds to multiplication by x j . Then we notice that if |y| ≈ 2 p then
Therefore, estimating as before,
(iii) We start from the formula
which follows from (2.19). Therefore
where s = (s 1 , . . . , s 2n ). Using (3.15) it follows that
as desired.
Paradifferential formulation.
The main issue when proving energy estimates is to avoid the potential loss of derivative. We do this here using a paradifferential reduction. Our next lemma is the main step in the proof of Proposition 3.1.
Lemma 3.4. We have
(ii) The symbol Σ = Σ(h) decomposes as 19) where Σ α , Σ 1 , and Σ α−1 are symbols of order α, 1, and α − 1 given by
where η := (η 1 , . . . , η 2n−1 ), p n are defined as in (3.12), and
The symbols Σ α and Σ 1 are real-valued and, see also definitions (2.27) and (2.34),
Proof. We use the formulas (2.23). The idea is to extract "error" terms that can be estimated like in (3.18) , and identify the main contributions to the symbols in Σ. Most of the bounds we prove rely on the symbol bounds (3.10) and (3.13), Lemma 2.1, and the bounds on h,
These bounds follow from the bootstrap assumptions (2.38) and Lemma 3.2.
Step 1. We bound first the contribution when the two highest frequencies are proportional. For n ≥ 1 we define the multilinear operators L n by
28) where k sec is the second larger of the numbers k 1 , . . . , k 2n+1 . We will show that k∈Xn N n;k (t)
We use (2.6), (3.10), and (3.25). Assuming, for example, that k 2n+1 = k max , we estimate
To estimate SN n;k we use also the identities (2.7)-(2.8). In our case, since m n is homogeneous, see (3.8), we have
Estimating as before, with the term containing the vector-field in L 2 and the others in L ∞ , and noticing that N 1 ≤ N 2 − 4 we have
for any k ∈ X n . The desired conclusion (3.29) follows. It remains to control the contribution of k / ∈ X n . Notice that, by symmetry,
Step 2. To deal with the contribution of (3.31) we derive first more favorable formulas for the multipliers m n . Using the mean value theorem
We recall the following identity for 0 < g < 1,
We use these identities with g = α − 1 and w = − 2k+1 i=1 s i λ i , together with (2.24). Thus
where s = (s 1 , . . . , s 2n+1 ). Assume that λ 2n+1 ≥ 2 2n+10 λ j for any j ∈ {1, . . . , 2n}. (3.33)
. The formula (3.32) gives
where, with γ as in (2.19),
Integrating in s 2n+1 we obtain
(3.34)
We write
and decompose the multipliers m n accordingly. Thus let (3.19) . The multipliers m 0 n will only add contributions in the error term E.
Step 3. As in (3.26), for κ ∈ {α, 1, α − 1, 0} we define the multilinear operators L κ n by
We examine the formula (3.31) and define, for k ≥ 4n + 41,
Clearly,
We have already seen, as a consequence of (3.29) , that the contribution of the terms N n;k can be incorporated into the error term E. The contribution of L 0 n;k can also be incorporated into this error term because
Indeed, these bounds follow as in the proof of (3.29). We only need to notice that the symbols m 0 n are homogeneous of order 2n + α and do not lose derivatives, i.e.
see (3.38) , where k sec = max(k 1 , . . . , k 2n ) and k sec + 2n + 20 ≤ k 2n+1 .
Step 4. We consider now the leading contributions, corresponding to the functions L α n;k . We define the symbols Σ α n and B α−1 n,1 , by
where, with µ = (µ 1 , . . . , µ 2n−1 ) and g n defined as in (3.23),
See also subsection 2.3 for the notation related to paradifferential calculus. We notice that the symbols Σ α n are real-valued (thus the operators T Σ α n are self-adjoint), but the symbols B α−1 n,1
are not real-valued. Notice also that n≥1 Σ α n = Σ α , compare with (3.20). We define E
and we will prove that k E 1 n,k are acceptable errors, i.e.
Indeed, we start from the formula
where f (η) := η h(η)ϕ ≤k−4n−41 (η). This follows from the definitions (3.35), (3.39)-(3.40), and a change of variables. With ζ := ξ −ρ/2 we notice that we may replace the factor |ξ −ρ| α−1 (ξ −ρ) in (3.47) with |ζ| α−1 ζ[1 − αρ/(2ζ)] at the expense of an error O(ρ 2 /ξ 2 ), which leads to error terms satisfying (3.46). Thus we may replace L α n,k with iT A n,k P k h, where
Finally, we compare the symbols A n,k and Σ α n + B α−1 n,1 . Notice that if k ≥ 4n + 41 then
It is easy to see that
see definitions (2.27), using the fact that H n,k (ρ) − H n (ρ, ζ) is nontrivial only when at least one the factors of h has frequency ≥ k − 4n − 50. The bounds (2.29) and the identities (2.34) show that
This completes the proof of (3.46).
Step 5. We consider now the contributions corresponding to the functions L 1 n;k . We define the symbols Σ 1 n by
where g n are p n are defined as in (3.23) and (3.12). The multipliers p n satisfy the properties summarized in Lemma 3.3 (iii). As in Step 4 it is not hard to see that the error terms E 2 n,k := L 1 n;k − iT Σ 1 n P k h satisfy bounds similar to (3.46) . In other words, one can replace k≥4n+41 L 1 n;k with iT Σ 1 n P ≥4n+41 h at the expense of acceptable errors.
Step 6. We consider the remaining contributions corresponding to the functions L α−1 n;k . Let
where H n is as in (3.44) . As in Step 4 the error terms E 3 n,k := L α−1 n;k −iT B α−1 n,2 P k h satisfy bounds similar to (3.46) , so one can replace k≥4n+41 L 1 n;k with iT B α−1 n,2 P ≥4n+41 h at the expense of acceptable errors.
Finally, we notice that the symbols B α−1 n,1 (defined in (3.43)) and B α−1 n,2 combine to produce the symbols Σ α−1 defined in (3.22) . The bounds (3.24) follow directly from the definitions (2.27), the pointwise bounds (3.2), and the bootstrap assumptions (2.38) . This completes the proof of the lemma.
3.3.
The normalized variable h * . We would like to use Lemma 3.4 to prove energy estimates. To do this directly we would need the operator T Σ to be self-adjoint, which is equivalent to the symbol Σ being real-valued. This is true for the symbols Σ α and Σ 1 , but not for the symbol Σ α−1 . We correct this by introducing the so-called "good variable" h * .
We define the symbol Q by the formula
where the symbols g n are as in (3.23) . Notice that
Then we have 
Proof. We apply T b to the equation (3.17), so
Notice that Q, b − 1, and ∂ t b are symbols of order 0,
where b ′ ∈ {Q, b−1, ∂ t b}. This shows that [∂ t , T b ]h and T b E are acceptable error terms satisfying (3.55). Moreover, the bounds (3.54) hold, using also (3.25).
To prove the desired identity (3.53) it suffices to show that the term
is an error type term satisfying (3.55). In view of Lemma 2.4, we may replace the expression above by
at the expense of acceptable errors. Finally, we notice that the choice of the symbol b in (3.52) is such that Σ α−1 b + i{b, Λ + Σ} is a symbol of order 0, satisfying bounds similar to (3.57), so the expression in (3.58) is again a suitable error term. The conclusion of the lemma follows.
3.4. The improved energy bounds. We can now prove the bounds in Proposition 3.1.
Lemma 3.6. With the assumptions in Proposition 2.6, we have, for any t ∈ [0, T ],
Proof. We divide the proof in several steps. Let B := Λ + Σ α + Σ 1 .
Step 1. We prove first suitable bounds for h * , i.e.
For this we start from the identities (3.53), written in the form ∂ t h * = iT B h * + E ′ , recall that the operators T m B are self-adjoint, and apply energy estimates,
as a consequence of Lemma 2.4 (i), the bootstrap assumptions (2.38), and the symbol bounds. Thus the right-hand side of (3.61) is dominated by Cε 3 1 t −1+2p 0 . We integrate in time and use the initial-time bound T m B T b h(0) L 2 ε 0 to prove the first inequality in (3.60). The proof of the weighted bound in (3.60) is similar. Since [S, ∂ t − iΛ] = (−α)(∂ t − iΛ), it follows from (3.53) that
As before, we apply the operators T m B , m ∈ [0, N 1 ], and derive the identities
It follows from Lemma 2.4 (i) and the bootstrap assumptions (2.38) that
Thus the right-hand side of (3.62) is dominated by Cε 3 1 t −1+2p 0 , and the second bound in (3.60) follows by integration in time.
Step 2. We can prove now the bounds (3.59), using just elliptic estimates. The bounds (3.60), together with the simple identities
and the symbol bounds (3.24) , show that
The desired conclusions (3.59) follow once we recall that h = h * − T b−1 h and use (3.57).
Lemma 3.7. With the assumptions in Proposition 2.6, we have, for any t ∈ [0, T ],
using (2.16) and the definition v(t) = e −itΛ h(t). Notice also that
which is a simple consequence of the identity h(t) = e itΛ v(t). Since we have already proved that Sh L 2 ε 0 t p 0 , for (3.63) it suffices to show that
This follows from (3.64) and Lemma 3.4.
Modified scattering and pointwise decay
In this section we prove the following:
Proposition 4.1. With the assumptions in Proposition 2.6, we have, for any t ∈ [0, T ],
The rest of the section is concerned with the proof of this proposition. The analysis is more subtle here, and we need to differentiate between the cubic nonlinearity N 1 , which contributes to modified scattering, and the remaining quintic and higher order terms.
Modified scattering.
We rewrite e −itΛ N 1 (t) in terms of the profile v,
using (2.23) and the formula h(t) = e itΛ v(t). The formula (3.64) becomes
where iI(ξ, t) := F(e −itΛ N 1 )(ξ, t) and
In analyzing the formula (4.3), the main contribution comes from the stationary points of the phase function (t, η 1 , η 2 ) → tΦ(ξ, η 1 , η 2 ), where
More precisely, one needs to understand the contribution of the spacetime resonances, i.e., the points where
In our case, it is easy to see that the only spacetime resonances correspond to (ξ, η 1 , η 2 ) ∈ {(ξ, ξ, ξ), (ξ, ξ, −ξ), (ξ, −ξ, ξ)}. Moreover, the contribution from these points is not absolutely integrable in time, and we have to identify and eliminate its leading order term using a suitable logarithmic phase correction. More precisely, we define
The formula (4.3) then becomes
Notice that the phase L is real-valued. Therefore, to complete the proof of Proposition 4.1, it suffices to prove the following main lemma:
Lemma 4.2. For any m ∈ {1, 2, . . .} and any
Proof of Lemma 4.2.
In this subsection we provide the proof of the more technical Lemma 4.2. We first notice that the desired conclusion follows easily for large and small enough frequencies. Indeed, for any t ∈ [2 m − 2, 2 m+1 ] ∩ [0, T ] and |ξ| ≈ 2 k with k ∈ Z and
we can use the interpolation inequality (2.9), the bounds (3.1), and the assumption N 0 /2 ≥ N 2 + 1 to obtain
It remains to prove (4.8) in the intermediate range |ξ|
(4.9)
Using (2.38) and Lemma 3.2 we know that for any t ∈ [0, T ], t ′ ∈ [t/2, 2t], and l ≤ 0
whereas, for l ≥ 0,
Since h is real-valued, we have v(ξ, t) = v(−ξ, t). In view of (4.7), to complete the proof of Lemma 4.2 it suffices to prove the following:
(4.12)
4.2.1. Proof of (4.12). We start with the cubic bound and consider several cases.
Lemma 4.4. The bound (4.12) holds provided that
Proof. For s ≈ 2 m we estimate, using Lemma 2.1 (iii) and (3.10), 15) for any choice of p 1 , p 2 , p 3 ∈ {2, ∞} satisfying 1/p 1 + 1/p 2 + 1/p 3 = 1. Assume, without loss of generality, that k 1 ≤ k 2 ≤ k 3 . We set p 3 = ∞, p 1 = p 2 = 2. Using (4.10)-(4.11) and noticing that we may assume k 3 ≥ k − 10, the right-hand side of (4.15) is dominated by
Assuming that (4.14) holds, it follows that
The contribution of the other terms, which contain the symbol m 1 , can be estimated easily using the last bounds in (4.10)- (4.11) . This suffices to prove the desired conclusion (4.12) in this case.
Lemma 4.5. The bound (4.12) holds provided that
Proof. In this case we will show the stronger bound
Without loss of generality (using changes of variables) we may assume that
in the support of the integral. Therefore we can integrate by parts in η 2 in the integral expression (4.9) for I k 1 ,k 2 ,k 3 . This gives
where 19) and
Using (3.10) and (4.18) it is easy to see that
We can estimate K 1 and K 2 as in (4.15), using (4.10)-(4.11) and the bound 2 − max(
A similar estimate shows that |K 2 (ξ)| ε 3 1 2 −1.01m . Moreover, using also (3.11),
and |K 3 (ξ)| can be bounded similarly. This completes the proof of (4.17) and the lemma.
It remains to consider the case
Without loss of generality, in proving (4.12) we may assume that ξ > 0, ξ ∈ [2 k , 2 k+1 ]. We decompose the integrals I k 1 ,k 2 ,k 3 as
(ξ) = 0. We estimate the remaining contributions in the next two lemmas. Lemma 4.6. With the hypothesis of Lemma 4.3, and assuming that (4.22) holds, we have
Proof. We will only prove the bound for the integral I
, since the other bounds are similar. We integrate by parts in s. The main observation is that
in the support of the integral defining I −,−,+ k 1 ,k 2 ,k 3 (ξ, s). Due to this lower bound we can integrate by parts in s to obtain 26) where
In view of (4.25) we may insert a factor of ϕ [−C,C] (2 −αk 3 Φ(ξ, η 1 , η 2 )) in the integrals above, for some constant C = C α . Let ψ denote the inverse Fourier transform of ϕ [−C,C] (x)/x, so 27) It follows that
in the support of the integral defining J +,+,− l,l (ξ, s). Moreover, using (3.11),
For this we make the change of variables
Recalling that Λ(µ) = γµ|µ| α−1 we notice that
in the support of the integral. After changes of variables, and recalling that K α = 2π γα(α−1) , see (4.6), for (4.34) it suffices to prove that 35) where N := 2 l sγα(α − 1)/ξ 2−α . To prove (4.35) we start from the general identity
Then we estimate, for B ≫ 1,
], using integration by parts either in y or in x, we have
and the desired conclusion (4.35) follows. This completes the proof of (4.31).
Proof of (4.32). Without loss of generality we may assume that l 1 ≥ max(l 2 , l + 1). We make the change of variables η 1 = ξ + x 1 , η 2 = ξ + x 2 , thus J +,+,− l 1 ,l 2 (ξ) := R×R m 1 (ξ + x 1 ,ξ + x 2 , −ξ − x 1 − x 2 )e isΦ(ξ,ξ+x 1 ,ξ+x 2 ) ϕ
(4.36)
We would like to integrate by parts in x 2 . For this we notice that 
and n 2 (ξ, x 1 , x 2 ) := m 1 (ξ + x 1 , ξ + x 2 , −ξ − x 1 − x 2 ) s(Λ ′ (ξ + x 2 ) − Λ ′ (ξ + x 1 + x 2 )) ϕ Proof. It suffices to prove that, for any n ≥ 2,
for some constant C ≥ 1. We use the formula (2.22). We notice that if |y| ≈ 2 p then
for any function H : R → C and q ∈ {2, ∞}. The bootstrap assumptions (2.38) and the pointwise bounds (3.2) show that
for any t ∈ [0, T ] (the last bound follows from the estimates P k h L ∞ ε 1 t −1/2 2 βk−k/2 and P k h L ∞ ε 1 2 k/2 t p 0 ). The bounds (4.42) follow from (4.43)-(4.44) and the definitions. Indeed, let N (p) n denote the contribution of |y| ≈ 2 p in (2.22). For p ≤ 0 we use the estimate (4.43) with H ′ L q , and estimate one of the factors in L 2 and the others in L ∞ (for the vectorfield bound we estimate the factor that carries the vector-field in L 2 ). It follows that
which gives gives the desired bound for the contribution of p ≤ 0. The contribution over p ≥ 0 can be bounded in a similar way: we estimate one of the factors using the 2 −p H L q bound in (4.43), and the remaining 2n factors using the H ′ L q bound. The bound (4.42) follows.
We turn now to the proof of (4. Using (4.41) again we have
Moreover, using integration by parts in s and the bound ∂ s e iL(ξ 0 ,s) 2 −9m/10 , see the definition (4.6), we can also estimate F 3 L 2 ε 0 . The desired bound (4.47) follows.
