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1. Introduction
By Pardoux and Peng [1], we know that there exists a unique square-integrable and adapted solution to a backward
stochastic differential equation (BSDE for short in the remainder of the paper) of the type
ys = ξ +
∫ T
s
g(u, yu, zu)ds−
∫ T
s
zu · dBu (1)
provided that g is Lipschitz in both variables y and z and that ξ and the process (g(t, 0, 0))t∈[0,T ] are square integrable. g is
called the generator of the BSDE (1), ξ the terminal datum and the triple (ξ , T , g) the parameters of the BSDE (1). We denote
the unique solution by (yξ,T ,gs , z
ξ,T ,g
s )s∈[0,T ], and often denote y
ξ,T ,g
t by E
g
t,T [ξ ] for each t ∈ [0, T ].
One of the achievements of BSDE theory is the comparison theorem. Recently, many papers have been devoted to
studying the converse comparison theorem. For studying the converse comparison theorem, Briand et al. [2] established
the following representation theorem of generators of BSDEs in the space of random variables (see Proposition 2.3 in [2]):
For each (t, y, z) ∈ [0, T [×R1+d,
lim
n→∞ n{E
g
t,t+1/n[y+ z · (Bt+1/n − Bt)] − y} = g(t, y, z) (2)
holds true in the space of random variables L2 for g satisfying two additional assumptions: that E
[
sup0≤t≤T |g(t, 0, 0)|2
]
<
∞ and that (g(t, y, z))t∈[0,T ] is continuous in t for each (y, z). Since then, many papers have been devoted to weakening
and eliminating the two assumptions mentioned above. For instance, after weakening these two assumptions step by step
in [3–5], Jiang [6,7] finally proved, under themost elementary conditions—that g is Lipschitz in both variables y and z and that
I Supported by the National Natural Science Foundation of China (N0. 10971220), the FANEDD (No. 200919), the National Basic Research Program of
China (No. 2007CB814901) and the Qing Lan Project.∗ Corresponding author.
E-mail addresses: f_s_j@126.com (S. Fan), jianglong365@hotmail.com (L. Jiang).
0377-0427/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2010.06.022
S. Fan, L. Jiang / Journal of Computational and Applied Mathematics 235 (2010) 686–695 687
ξ and the process (g(t, 0, 0))t∈[0,T ] are square integrable—that (2) holds true in the space of randomvariables Lp (1 ≤ p < 2)
for almost every t ∈ [0, T ). Furthermore, under an additional continuity condition in t on stochastic differential equations
(SDEs for short), Jiang generalized this result to the case where the terminal data of BSDEs are the solutions of the SDEs (see
Theorem 1.3.1 in [8]).
On the other hand, from the point of viewof Fan andHu [9], it seems to bemore appropriate for this kind of representation
theorem to be investigated in the space of processes rather than in the space of random variables, that is to say, without
fixing t , we are to investigate whether (2) holds in some kinds of spaces of processes. Accordingly, Fan [10,11] and Fan
and Hu [9] investigated this kind of representation theorem in the space of processes and eliminated the above additional
continuity condition in t on SDEs used in [8].
It is especially worth mentioning that this kind of representation theorem has been playing an important role in
investigating properties of generators of BSDEs using solutions of BSDEs. In fact, a lot of problems in BSDE theory and
nonlinear mathematical expectation theory are related to the above kind of representation theorem. For example, it was
just with the help of this kind of representation theorem that many important results have been obtained in [2–14].
At the same time, since Pardoux and Peng [1] first established the existence and uniqueness result of a solution of the
nonlinear BSDE (1) under the Lipschitz assumption of the generator g , many efforts have been made to relax the Lipschitz
hypothesis on g , for instance [15–22] etc. In particular, in the case where (g(ω, t, 0, 0))t∈[0,T ] is a bounded process and g
is continuous and of linear growth in (y, z), Lepeltier and San Martin [23] proved that there exists at least one solution to
the BSDE (1). Furthermore, Jia [20] established a representation theorem in the space of random variables for generators of
BSDEs whose generators satisfy the conditions in [23] (see Theorem 2.3.5 in [20] or Proposition 2 in Section 2 of this paper).
Recently, Fan and Jiang [22] further extended the existence result given in [23] by eliminating the assumption that
(g(ω, t, 0, 0))t∈[0,T ] is a bounded process. Under the same assumptions regarding the generator g as in [22] (i.e., g is
continuous and of linear growth in (y, z)), this paper establishes a representation theorem, in the space of processes,
for generators of BSDEs whose terminal data are solutions of SDEs (see Theorem 1 in Section 2), which generalizes the
corresponding results in [10,11,9] (see Remark 5 in Section 2 for details). Theorem 1 may be regarded as a result in the
space of processes corresponding to Theorem 2.3.5 in [20]. However, the conditions of Theorem 1 are weaker than those of
Theorem 2.3.5 in [20], and they have a very different conclusion (see Remarks 3 and 4 in Section 2 for details).
The remainder of this paper is organized as follows: In Section 2, after introducing somenotation and assumptions,weput
forward ourmain result—Theorem1.Under only themost elementary conditions on SDEs andBSDEswith continuous linear-
growth generators, in the space of processes, Theorem1 obtains a representation theorem for generators to BSDEswith their
terminal data being solutions of SDEs. Section 3 is devoted to the proof of themain result. Finally, some applications are given
in Section 4.
2. Notation, assumptions and the main result
Let (Ω,F , P) be a probability space carrying a standard d-dimensional Brownian motion (Bt)t≥0, and let (Ft)t≥0 be the
σ -algebra generated by (Bt)t≥0. We always assume that (Ft)t≥0 is right continuous and complete. Let T > 0 be a given real
number. In this paper, we always work in the space (Ω,FT , P), and only consider processes indexed by t ∈ [0, T ]. For any
positive integer n, let |z| denote the Euclidean norm of z ∈ Rn. Rm×d is identified with the space of real matrices with m
rows and d columns, and if z ∈ Rm×d, we have |z|2 = trace(zz∗). For each p ∈ [1, 2], we define the following usual space of
processes:
Hnp =
{
φ ∈ Rn is progressively measurable; (‖φ(t)‖p)p = E
[∫ T
0
|φ(t)|pdt
]
< +∞
}
.
It is well known thatHnp is a Banach space endowed with the norm ‖ · ‖p.
Let b(·, ·, ·) : Ω×[0, T ]×Rm → Rm, σ(·, ·, ·) : Ω×[0, T ]×Rm → Rm×d be two functions such that for any x ∈ Rm, b(·, x)
and σ(·, x) are both progressively measurable. Let b and σ also satisfy the following hypotheses (H1) and (H2):
(H1). There exists a constant K1 ≥ 0 such that dP × dt-a.s.,
∀x, y ∈ Rm, |b(t, x)− b(t, y)| + |σ(t, x)− σ(t, y)| ≤ K1|x− y|.
(H2). There exists a constant K2 ≥ 0 such that dP × dt-a.s.,
∀x ∈ Rm, |b(t, x)| + |σ(t, x)| ≤ K2(1+ |x|).
Given (t, x) ∈ [0, T ] × Rm, by classical SDE theory, the following SDE (3):
Xs = x+
∫ s
t
b(u, Xu)du+
∫ s
t
σ(u, Xu)dBu, s ∈ [t, T ]; Xs = x, s ∈ [0, t] (3)
has a unique s-continuous solution, denoted by (X t,xs )s∈[0,T ], with the properties that (X t,xs )s∈[0,T ] is (Fs)-adapted and
E
[
sup
0≤s≤T
|X t,xs |2
]
< C0, and s→ E|X t,xs − x|2, s ∈ [0, T ], is continuous,
where C0 is a constant only depending on x, K1, K2, T .
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In this paper, the generator g of a BSDE is a function g(ω, t, y, z) : Ω × [0, T ] × R × Rd → R such that the process
(g(t, y, z))t∈[0,T ] is (Ft)-progressively measurable for each (y, z) in R× Rd and g also satisfies the following assumptions:
(A1) There exists a constant C ≥ 0 and a non-negative stochastic process (ft)t∈[0,T ] which belongs to H12 such that
dP × dt-a.s.,
∀y, z, |g(ω, t, y, z)| ≤ C(ft(ω)+ |y| + |z|).
(A2) dP × dt-a.s., (y, z) 7−→ g(ω, t, y, z) is continuous.
The following Proposition 1 is just the Theorem 1 in [22].
Proposition 1. Assume that the generator g satisfies (A1) and (A2). Then, for each ξ ∈ L2(Ω,FT , P), the BSDE with parameters
(ξ , T , g) has at least one solution (yu, zu)u∈[0,T ] inH12 ×Hd2 .
Remark 1. Under the conditions of Proposition 1, the solution of the BSDE with parameters (ξ , T , g)may not be unique.
In the remainder of this paper, for each t ∈ [0, T ] and n ∈ N, for notational simplicity, we denote (t + 1/n) ∧ T by tn,
and (t + 1/nk) ∧ T by tnk .
Let g satisfy (A1) and (A2). Given (x, y, q) ∈ Rm+1+m. For each t ∈ [0, T ] and n ∈ N, since E [|X t,xtn |2] < +∞, it follows
from Proposition 1 that the following BSDE (4):
Ys = y+ q · (X t,xtn − x)+
∫ tn
s
g(u, Yu, Zu)du−
∫ tn
s
Zu · dBu, s ∈ [0, tn] (4)
has at least one solution in H12 × Hd2 ; we choose any one of these solutions, and denote it by (Y
y+q·(X t,xtn −x),tn,g
s ,
Z
y+q·(X t,xtn −x),tn,g
s )s∈[0,tn]. For convenience, we will denote Y
y+q·(X t,xtn −x),tn,g
t by E
g
t,tn [y+ q · (X t,xtn − x)] for each t ∈ [0, T ].
Remark 2. In view of the definition of tn, we know that for each n ∈ N, the random variable X t,xtn with t ∈ [0, T ] and the
process {E gt,tn [y+ q · (X t,xtn − x)]}t∈[0,T ] are both well defined. This is exactly why we let tn = (t + 1/n) ∧ T .
With respect to the above sequence of processes, we have the following conclusionwhich is themain result of this paper.
Theorem 1 (Representation Theorem I). Let (A1) and (A2) hold for the generator g; let (H1) and (H2) hold for b and σ . Then,
for each (x, y, q) ∈ Rm+1+m and each p ∈ [1, 2), the following equality:
lim
n→∞ n{E
g
t,tn [y+ q · (X t,xtn − x)] − y} = g(t, y, σ ∗(t, x)q)+ q · b(t, x) (5)
holds true in the space of processesH1p . And there exists a subsequence {nk}∞k=1 such that dP × dt-a.s.,
lim
k→∞ nk{E
g
t,tnk
[y+ q · (X t,xtnk − x)] − y} = g(t, y, σ ∗(t, x)q)+ q · b(t, x). (6)
Moreover, if the process (ft)t∈[0,T ] defined in (A1) also satisfies
E
[
sup
0≤t≤T
|ft(ω)|2
]
< +∞, (7)
then (5) holds true in the space of processesH12 and (6) also holds true.
Theorem 1 may be regarded as a result, in the space of processes, corresponding to the following proposition which
comes from Theorem 2.3.5 in [20].
Proposition 2. Let (A1) and (A2) hold for the generator g; let the following assumptions (H1′), (H2′) and (H3′) hold for b and
σ :
(H1′). There exists a constant K1 ≥ 0 such that dP-a.s.,
∀x, y ∈ Rm, t ∈ [0, T ], |b(t, x)− b(t, y)| + |σ(t, x)− σ(t, y)| ≤ K1|x− y|.
(H2′). There exists a constant K2 ≥ 0 such that dP-a.s.,
∀x ∈ Rm, t ∈ [0, T ], |b(t, x)| + |σ(t, x)| ≤ K2(1+ |x|).
(H3′). dP-a.s.,∀x ∈ Rm, t 7→ b(t, x), t 7→ σ(t, x) are both right continuous with respect to t ∈ [0, T ).
Furthermore, we assume that (ft)t∈[0,T ] is a bounded process. Then, for each (x, y, q) ∈ Rm+1+m and each p ∈ [1, 2), the
equality (5) holds true in the space of random variables Lp for almost every t ∈ [0, T ).
S. Fan, L. Jiang / Journal of Computational and Applied Mathematics 235 (2010) 686–695 689
Remark 3. The conditions of Theorem 1 are weaker than those of Proposition 2. In fact, it is clear that (H1′) and (H2′) can
imply (H1) and (H2) respectively; on the other hand, Proposition 2 needs the conditions that (ft)t∈[0,T ] is a bounded process,
and that both b and σ are right continuous with respect to t , but Theorem 1 does not need them.
Remark 4. Theorem 1 has a very different conclusion from Proposition 2. Indeed, Theorem 1 says that (5) holds in the space
of processesH1p , but Proposition 2 say that it holds in the space of random variables L
p for almost every t ∈ [0, T ).
By letting b ≡ 0, σ ≡ 1 and q = z in Theorem 1, the following Theorem 2 follows immediately.
Theorem 2 (Representation Theorem II). Let (A1) and (A2) hold for the generator g. Then for each (y, z) ∈ R1+d and each
p ∈ [1, 2), the following equality:
lim
n→∞ n{E
g
t,tn [y+ z · (Btn − Bt)] − y} = g(t, y, z) (8)
holds true in the space of processesH1p . And there exists a subsequence {nk}∞k=1 such that dP × dt-a.s.,
lim
k→∞ nk{E
g
t,tnk
[y+ z · (Btn − Bt)] − y} = g(t, y, z). (9)
Moreover, if (7) is also satisfied, then (8) holds true in the space of processesH12 and (9) also holds true.
Remark 5. Obviously, if the conditions (A1) and (A2) in Theorems 1 and 2 are replaced by the Lipschitz assumptions of g
in [1] or Mao’s non-Lipschitz assumptions of g in [15], all conclusions in Theorems 1 and 2 still hold true. Hence, Theorems 1
and 2 generalize the corresponding results in [10,11,9].
3. The proof of the main result
This section aims at giving a proof of our main result— Theorem 1. Let us first introduce some lemmas which will play
important roles in the proof of Theorem 1. The following Lemma 1 comes from Lemma 3.1 in [11] and Lebesgue’s lemma
in [24].
Lemma 1. Let α : [0, T ] → R be a Lebesgue integrable function on the interval [0, T ]. Then we have
lim
n→∞ n
∫ T−1/n
0
(∫ t+1/n
t
α(s)ds
)
dt =
∫ T
0
α(t)dt; (10)
lim
n→∞ n
∫ t+ 1n
t
|α(u)− α(t)|du = 0, dt-a.s. in [0, T ]. (11)
From Fubini’s theorem, we can easily obtain the following Lemma 2 which is also useful in the proof of Theorem 1.
Lemma 2. Let {φ(t)}t∈[0,T ] be a process inΩ × [0, T ]. Then
φ(ω, t) = 0, dP × dt-a.s. inΩ × [0, T ]
if and only if φ(ω, t) = 0, dt-a.s. in [0, T ] holds for almost every ω ∈ Ω , or φ(ω, t) = 0, dP-a.s. inΩ holds for almost every
t ∈ [0, T ].
Lemma 3 (See [24]). Let {φn(t)}t∈[0,T ] ∈ H12 for each n ∈ N and let p ∈ [1, 2). Then the following two statements hold true:
(i) If limn→∞ φn(ω, t) = 0 holds inH12 , then so doesH1p .
(ii) If supn ‖φn(ω, t)‖22 < +∞ and limn→∞ φn(ω, t) = 0, dP × dt-a.s. inΩ×[0, T ], then limn→∞ φn(ω, t) = 0 holds inH1p .
The following Lemma 4 may be seen as a direct corollary of Proposition 3.2 in [18].
Lemma 4. Let ξ ∈ L2(Ω,FT , P), and let the assumptions (A1) and (A2) hold for the generator g. If the process (ys, zs)s∈[0,T ] is
the solution of the BSDE with parameters (ξ , T , g) inH12 ×Hd2 , then for each t ∈ [0, T ], we have
E
[
sup
t≤s≤T
|ys|2 +
∫ T
t
|zs|2ds
]
≤ K E
[
|ξ |2 +
(∫ T
t
fsds
)2]
,
where K is a constant depending only on C in (A1) and T .
With the help of Lemmas 1–3, we can prove the following Lemma 5.
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Lemma 5. Assume that {φ(t)}t∈[0,T ] ∈ H12 . Then we have
lim
n→∞ E
[∫ T
T−1/n
(
n
∫ T
t
|φ(ω, s)|2ds
)
dt
]
= 0. (12)
And, for each p ∈ [1, 2), we have
lim
n→∞ E
[∫ T−1/n
0
∣∣∣∣n ∫ t+1/n
t
(φ(ω, s)− φ(ω, t)) ds
∣∣∣∣p dt
]
= 0. (13)
Moreover, if E
[
sup0≤t≤T |φ(ω, t)|2
]
< +∞, then
lim
n→∞ E
[∫ T−1/n
0
∣∣∣∣n ∫ t+1/n
t
(φ(ω, s)− φ(ω, t)) ds
∣∣∣∣2 dt
]
= 0. (14)
Proof. Considering that {φ(t)}t∈[0,T ] ∈ H12 , it follows from Fubini’s theorem and l’Hospital’s rule that
lim
n→∞ E
[∫ T
T−1/n
(
n
∫ T
t
|φ(ω, s)|2ds
)]
dt = lim
ε→0
∫ T
T−ε
(
E
[∫ T
t |φ(ω, s)|2ds
])
dt
ε
= lim
ε→0 E
[∫ T
T−ε
|φ(ω, s)|2ds
]
= 0.
Thus, one has (12). Now, let α(t) = E|φ(ω, t)|2; then α(t) is a Lebesgue integrable function on the interval [0, T ], and in
view of Fubini’s theorem and (10) we have
lim
n→∞ nE
[∫ T−1/n
0
(∫ t+1/n
t
|φ(ω, s)|2ds
)
dt
]
= E
[∫ T
0
|φ(ω, t)|2dt
]
. (15)
Furthermore, for each n > 1/T , let us set
hn(ω, t) =

∣∣∣∣n ∫ t+1/n
t
(φ(ω, s)− φ(ω, t)) ds
∣∣∣∣ , (ω, t) ∈ Ω × [0, T − 1/n];
0, (ω, t) ∈ Ω × [T − 1/n, T ].
Since
∫ T
0 |φ(ω, s)|ds < +∞ for almost every ω ∈ Ω , it follows from (11) that for almost every ω ∈ Ω, limn→∞ hn(ω, t) =
0, dt-a.s. in [0, T ]; then Lemma 2 yields that, inΩ × [0, T ],
lim
n→∞ hn(ω, t) = 0, dP × dt-a.s. (16)
On the other hand, it follows from Hölder’s inequality that
E
[∫ T
0
|hn(ω, t)|2dt
]
= E
[∫ T−1/n
0
∣∣∣∣n ∫ t+1/n
t
(φ(ω, s)− φ(ω, t)) ds
∣∣∣∣2 dt
]
≤ E
[∫ T−1/n
0
(
n
∫ t+1/n
t
|φ(ω, s)− φ(ω, t)|2ds
)
dt
]
≤ 2nE
[∫ T−1/n
0
(∫ t+1/n
t
|φ(ω, s)|2ds
)
dt
]
+ 2E
[∫ T
0
|φ(ω, t)|2dt
]
.
Then thanks to (15), we deduce that there must exist a positive realM such that
sup
n>1/T
E
[∫ T
0
|hn(ω, t)|2dt
]
< M. (17)
Combining (16) and (17), from (ii) of Lemma 3 one knows that for each p ∈ [1, 2),
lim
n→∞ E
[∫ T
0
|hn(ω, t)|pdt
]
= 0,
which is just (13).
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Moreover, we assume that E
[
sup0≤t≤T |φ(ω, t)|2
]
< +∞. It follows from Hölder’s inequality that
|hn(ω, t)|2 ≤ n
∫ (t+1/n)∧T
t
|φ(ω, s)− φ(ω, t)|2ds ≤ 2 sup
0≤t≤T
|φ(ω, t)|2.
Thus, combining the above inequality and (16), Lebesgue’s dominated convergence theorem yields that
lim
n→∞ E
[∫ T
0
|hn(ω, t)|2dt
]
= 0,
which is just (14). The proof is complete. 
Enlightened by Jia [20] and Bahlali et al. [25], we can establish the following Proposition 3, which will play a key role in
the proof of Theorem 1.
Proposition 3. Let the process g satisfy (A1) and (A2), and let (y, z) ∈ R1+d. Then, there exists a non-negative process sequence
{(ψn(t))t∈[0,T ]}∞n=1 in H12 depending on (y, z) such that limn→∞ ‖ψn(t)‖2 = 0 and dP × dt-a.s., for each n ∈ N and
(y¯, z¯) ∈ R1+d,
|g(t, y¯, z¯)− g(t, y, z)| ≤ 2(n+ C)(|y¯− y| + |z¯ − z|)+ ψn(t),
where C is the constant defined in (A1).
Proof. From the proof of Theorem2.3 in [25], we know that if g satisfies (A1) and (A2), then the following processesψn1 (ω, t)
and ψn2 (ω, t) are well defined for each n ∈ N:
ψn1 (ω, t) = sup
(u,v)∈R1+d
{g(ω, t, u, v)− (n+ C)(|y− u| + |z − v|)};
ψn2 (ω, t) = inf
(u,v)∈R1+d
{g(ω, t, u, v)+ (n+ C)(|y− u| + |z − v|)}.
Moreover, we also know that
|ψn1 (ω, t)| ≤ C(ft(ω)+ |y| + |z|) ∈ H12 ;
|ψn2 (ω, t)| ≤ C(ft(ω)+ |y| + |z|) ∈ H12 ,
and dP × dt-a.s.,
lim
n→∞ψ
n
1 (ω, t) = limn→∞ψ
n
2 (ω, t) = g(ω, t, y, z).
At the same time, it is obvious that for each n ∈ N and (y¯, z¯) ∈ R1+d,
g(ω, t, y¯, z¯)− g(ω, t, y, z) ≤ (n+ C)(|y¯− y| + |z¯ − z|)+ ψn1 (ω, t)− g(ω, t, y, z);
g(ω, t, y¯, z¯)− g(ω, t, y, z) ≥ −(n+ C)(|y¯− y| + |z¯ − z|)+ ψn2 (ω, t)− g(ω, t, y, z).
Thus, in view of (A1) and Lebesgue’s dominated convergence theorem, we can choose
ψn(ω, t) = |ψn1 (ω, t)− g(ω, t, y, z)| + |ψn2 (ω, t)− g(ω, t, y, z)|.
The proof is complete. 
Corollary 1. Let the generator g satisfy (A1) and (A2), let σ satisfy (H1) and (H2), and let (x, y, q) ∈ Rm+1+m. Then, there
exists a non-negative process sequence {(ψn(t))t∈[0,T ]}∞n=1 in H12 depending on (x, y, q) such that limn→∞ ‖ψn(t)‖2 = 0 and
dP × dt-a.s., for each n ∈ N and (y¯, z¯, x¯) ∈ R1+d,
|g(t, y¯, z¯ + σ ∗(t, x¯)q)− g(t, y, σ ∗(t, x))q| ≤ 2(n+ C¯)(|y¯− y| + |z¯| + |x¯− x|)+ ψn(t),
where C¯ = C(1+ |q|K2) is a constant.
Proof. We set g˜(t, y˜, z˜, x˜) := g (t, y˜, z˜ + σ ∗(t, x˜)q). It is easy to see from (A2) and (H1) that g˜ satisfies (A2) with respect
to the variables (y˜, z˜, x˜). It is also not difficult to verify that g˜ satisfies (A1) with respect to the variables (y˜, z˜, x˜) but with a
different constant C¯ = C(1+ |q|K2) and a different process f¯t = 1+ ft inH12 . Indeed, by (A1) and (H2) we have
|g˜(t, y˜, z˜, x˜)| ≤ C(ft + |y˜| + |z˜| + |q|K2(1+ |x˜|))
≤ C(1+ |q|K2)(1+ ft + |y˜| + |z˜| + |x˜|).
Thus, the same arguments as for Proposition 3 yield that there exists a non-negative process sequence {(ψn(t))t∈[0,T ]}∞n=1 in
H12 depending on (y, 0, x) such that limn→∞ ‖ψn(t)‖2 = 0 and dP × dt-a.s., for each n ∈ N and (y¯, x¯, z¯) ∈ R1+d,
|g˜(t, y¯, z¯, x¯)− g˜(t, y, 0, x)| ≤ 2(n+ C¯)(|y¯− y| + |z¯| + |x¯− x|)+ ψn(t),
which is the desired result. 
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Now we are in a position to prove our main result— Theorem 1.
The Proof of Theorem 1. Given (x, y, q) ∈ Rm+1+m and p ∈ [1, 2), for notational simplicity, we denote the unique solution
of SDE (3) by (X ts )s∈[0,T ] for each t ∈ [0, T ], and denote a solution of BSDE (4) by (Y t,ns , Z t,ns )s∈[0,tn] for each n ∈ N. For each
s ∈ [t, tn], set
Y˜ t,ns := Y t,ns − (y+ q · (X ts − x)), Z˜ t,ns := Z t,ns − σ ∗(s, X ts )q,
then, applying Itô’s formula to Y˜ t,nu , we have
Y˜ t,ns =
∫ tn
s
g
(
u, Y˜ t,nu + y+ q · (X tu − x), Z˜ t,nu + σ ∗(u, X tu)q
)
du
+
∫ tn
s
q · b(u, X tu)du−
∫ tn
s
Z˜ t,nu · dBu, s ∈ [t, tn]. (18)
Let
Mnt := nE
[∫ tn
t
g
(
u, Y˜ t,nu + y+ q · (X tu − x), Z˜ t,nu + σ ∗(u, X tu)q
)
du|Ft
]
,
Nnt := nE
[∫ tn
t
g
(
u, y, σ ∗(u, x)q
)
du|Ft
]
.
By letting s = t in (18) and then taking the conditional expectation with respect to Ft , it follows that
n{E gt,tn [y+ q · (X ttn − x)] − y} = n(Y t,nt − y) = nY˜ t,nt
= Mnt + nE
[∫ tn
t
q · b(u, X tu)du
∣∣∣∣Ft] .
Furthermore, thanks to Lemma 2, we have, dP × dt-a.s. inΩ × [0, T ],
n{E gt,tn [y+ q · (X ttn − x)] − y} −
[
g(t, y, σ ∗(t, x)q)+ q · b(t, x)]
= Mnt − Nnt + Nnt − g(t, y, σ ∗(t, x)q)+ nE
[∫ tn
t
q · b(u, X tu)du|Ft
]
− q · b(t, x). (19)
Thus, in view of the relation between the moment convergence and almost sure convergence, for completing the proof of
Theorem 1, it is enough to prove that the right hand side of equality (19) tends to 0 in the space of processHp as n→ ∞,
and that if (7) also holds true, then the right hand side of equality (19) tends to 0 inH2 as n→∞.
Firstly, it should be noted that the following statement has been proved in [9] (see (3.11) in [9]):
lim
n→∞ E
[∫ T
0
∣∣∣∣nE [∫ tn
t
q · b(u, X tu)du
∣∣∣∣Ft]− q · b(t, x) |2 dt] = 0. (20)
Secondly, it follows from (3.16) and (3.19) in [9] that
E
[∫ T
0
∣∣Nnt − g(t, y, σ ∗(t, x)q)∣∣p dt] ≤ E
[∫ T−1/n
0
∣∣∣∣n ∫ t+1/n
t
[
g(u, y, σ ∗(u, x)q)− g(t, y, σ ∗(t, x)q)] du∣∣∣∣p dt
]
+ E
[∫ T
T−1/n
∣∣∣∣nE [∫ T
t
g(u, y, σ ∗(u, x)q)du|Ft
]
− g(t, y, σ ∗(t, x)q)
∣∣∣∣p dt
]
(21)
and
E
[∫ T
T−1/n
∣∣∣∣nE [∫ T
t
g(u, y, σ ∗(u, x)q)du|Ft
]
− g(t, y, σ ∗(t, x)q)
∣∣∣∣2 dt
]
≤ 2E
[∫ T
T−1/n
(
n
∫ T
t
∣∣g(u, y, σ ∗(u, x)q)∣∣2 du) dt]+ 2E [∫ T
T−1/n
∣∣g(t, y, σ ∗(t, x)q)∣∣2 dt] . (22)
Since g satisfies (A1) and σ satisfies (H2), it is not difficult to verify that the process (g (t, y, σ ∗(t, x)q))t∈[0,T ] belongs toH12 .
Then, it follows from the absolute continuity of integral that the second term of the right hand side of (22) tends to zero as
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n→∞, and applying (12) with φ(t) = g (t, y, σ ∗(t, x)q) yields that the first term of the right hand side of (22) also tends
to zero as n→∞. Thus, one has
lim
n→∞ E
[∫ T
T−1/n
∣∣∣∣nE [∫ T
t
g(u, y, σ ∗(u, x)q)du|Ft
]
− g(t, y, σ ∗(t, x)q)
∣∣∣∣2 dt
]
= 0, (23)
and then, it follows from (i) of Lemma 3 that the second term of the right hand side of (21) tends to zero as n → ∞.
Furthermore, applying (13) with φ(t) = g (t, y, σ ∗(t, x)q) yields that the first term of the right hand side of (21) also tends
to zero as n→∞. Consequently, we can conclude that
lim
n→∞ E
[∫ T
0
∣∣Nnt − g(t, y, σ ∗(t, x)q)∣∣p dt] = 0. (24)
Thirdly, let us prove that
lim
n→∞ E
[∫ T
0
|Mnt − Nnt |2dt
]
= 0. (25)
It follows from Corollary 1 that there exists a non-negative process sequence {(ψk(t))t∈[0,T ]}∞k=1 inH12 depending on (x, y, q)
such that limk→∞ ‖ψk(t)‖2 = 0 and for each k ∈ N, dP × dt-a.s.,
P t,nu :=
∣∣g (u, Y˜ t,nu + y+ q · (X tu − x), Z˜ t,nu + σ ∗(u, X tu)q)− g (u, y, σ ∗(u, x)q)∣∣
≤ 2(k+ C¯) [|˜Y t,nu | + |˜Z t,nu | + (|q| + 1)|X tu − x|]+ ψk(u), (26)
where C¯ = C(1+ |q|K2) is a constant. By Fubini’s theorem, Jensen’s inequality and Hölder’s inequality, we can deduce
E
[∫ T
0
|Mnt − Nnt |2dt
]
=
∫ T
0
E|Mnt − Nnt |2dt ≤
∫ T
0
[
E
(
n
∫ tn
t
|P t,nu |2du
)]
dt,
and then, in view of (26),
E
[∫ T
0
|Mnt − Nnt |2dt
]
≤ 32(k+ C¯)2
∫ T
0
[
E
(
n
∫ tn
t
(|˜Y t,nu |2 + |˜Z t,nu |2) du)] dt
+ 2
∫ T
0
[
E
(
n
∫ tn
t
|ψk(u)|2du
)]
dt + 16(k+ C¯)2(|q| + 1)2
∫ T
0
[
E
(
n
∫ tn
t
|X tu − x|2du
)]
dt. (27)
Furthermore, it follows from (18) that
Y˜ t,ns =
∫ tn
s
g˜(u, Y˜ t,nu , Z˜
t,n
u )du−
∫ tn
s
Z˜ t,nu · dBu, s ∈ [t, tn] (28)
where for each (ω, u, y˜, z˜) ∈ Ω × [0, T ] × R× Rd,
g˜(u, y˜, z˜) := g(u, y˜+ y+ q · (X tu − x), z˜ + σ ∗(u, X tu)q)+ q · b(u, X tu).
It is easy to see from (A2) that g˜ satisfies (A2). It is also not difficult to verify that g˜ satisfies (A1). In fact, for each (y˜, z˜), by
(A1) and (H2) we have, dP × dt-a.s.,
|g˜(u, y˜, z˜)| ≤ C(fu + |y˜+ y+ q · (X tu − x)| + |z˜ + σ ∗(u, X tu)q|)+ |q · b(u, X tu)|
≤ (1+ C)(f˜u + |y˜| + |z˜|)
with f˜u = fu+|y|+ |q|(|X tu|+ |x|)+2K2|q|(1+|X tu|). Since (ft)t∈[0,T ] belongs toH12 and E
[
sup0≤u≤T |X tu|2
]
< C0, the process
(f˜t)t∈[0,T ] belongs to the spaceH12 . Hence, g˜ also satisfies (A1). Thus, using Lemma 4 for the BSDE (28) and then usingHölder’s
inequality yields that there exists a constant K¯ > 0 such that for each t ∈ [0, T ],
nE
[∫ tn
t
(|˜Y t,nu |2 + |˜Z t,nu |2) du] ≤ nK¯E
[(∫ tn
t
f˜udu
)2]
≤ K¯E
[∫ tn
t
|f˜u|2du
]
. (29)
Thus, combining (27) and (29) implies that for each n ∈ N and k ∈ N,
E
[∫ T
0
|Mnt − Nnt |2dt
]
≤ 32(k+ C¯)2K¯
∫ T
0
E
[∫ tn
t
|f˜u|2du
]
dt
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+ 16(k+ C¯)2(|q| + 1)2
∫ T
0
[
E
(
n
∫ tn
t
|X tu − x|2du
)]
dt
+ 2E
[∫ T−1/n
0
(
n
∫ t+1/n
t
|ψk(u)|2du
)
dt
]
+ 2E
[∫ T
T−1/n
(
n
∫ T
t
|ψk(u)|2du
)
dt
]
. (30)
It follows from the absolute continuity of the integral and Lebesgue’s dominated convergence theorem that the first term of
the right hand side in (30) tends to zero as n→∞. Fan and Hu [9] has proved that the second term of the right hand side
in (30) tends to zero as n→∞ (see (3.5) in [9]). And, applying (15) and (12) with φ(t) = ψk(t), one knows that the third
term and the last term of the right hand side in (30) tend respectively to 2‖ψk(t)‖22 and zero as n → ∞. Hence, for each
k ∈ N, we have
lim sup
n→∞
E
[∫ T
0
|Mnt − Nnt |2dt
]
≤ 2E
[∫ T
0
|ψk(t)|2dt
]
= 2‖ψk(t)‖22,
fromwhich, on letting k→∞, (25) follows immediately. Thus, combining (20), (24) and (25) yields that the right hand side
of equality (19) tends to 0 in the space of processHp as n→∞.
Finally, we assume that (7) holds true. It is easy to see from (A1), (H2) and (7) that E
[
sup0≤t≤T |g (t, y, σ ∗(t, x)q) |2
]
<
+∞. Then, applying (14) with φ(t) = g (t, y, σ ∗(t, x)q) yields that
lim
n→∞ E
[∫ T−1/n
0
∣∣∣∣n ∫ t+1/n
t
(
g
(
u, y, σ ∗(u, x)q
)− g (t, y, σ ∗(t, x)q)) du∣∣∣∣2 dt
]
= 0.
Note that (21) also holds true in the case of p = 2. One can derive from the above equality and (23) that
lim
n→∞ E
[∫ T
0
∣∣Nnt − g(t, y, σ ∗(t, x)q)∣∣2 dt] = 0. (31)
Thus, combining (20), (31) and (25) yields that the right hand side of equality (19) tends to 0 in the space of processH2 as
n→∞. The proof of Theorem 1 is then completed. 
4. Some applications
In this section, we will give some applications relating to Theorems 1 and 2. The following Theorem 3 gives a converse
comparison theorem for generators of BSDEs with continuous linear-growth generators.
Theorem 3 (Converse Comparison Theorem). Let the generators gi (i = 1, 2) satisfy (A1) and (A2). If for each 0 ≤ s ≤ t ≤ T
and each ξ ∈ L2(Ω,Ft , P), there exist solutions (yξ,t,giu , zξ,t,giu )u∈[0,t] (i = 1, 2) of BSDEs with parameters (ξ , t, gi) such that
yξ,t,g1s ≥ yξ,t,g2s , dP-a.s., (32)
then for each (y, z) ∈ R1+d, we have
g1(t, y, z) ≥ g2(t, y, z), dP × dt-a.s.. (33)
Proof. For each given (y, z) ∈ R1+d, it follows from the condition (32) that for each n ∈ N and t ∈ [0, T ], we can choose
solutions (yξ,tn,giu , z
ξ,tn,gi
u )u∈[0,tn] (i = 1, 2) of BSDEs with parameters (ξ := y+ z · (Btn − Bt), tn, gi) such that
E
g1
t,tn [y+ z · (Btn − Bt)] ≥ E g2t,tn [y+ z · (Btn − Bt)], dP-a.s..
Then, dP × dt-a.s.,
E
g1
t,tn [y+ z · (Btn − Bt)] − y ≥ E g2t,tn [y+ z · (Btn − Bt)] − y. (34)
It follows from Theorem 2 that there exists a subsequence {nk}∞k=1 such that dP × dt-a.s.,
lim
k→∞ nk{E
g1
t,tnk
[y+ z · (Btnk − Bt)] − y} = g1(t, y, z) (35)
lim
k→∞ nk{E
g2
t,tnk
[y+ z · (Btnk − Bt)] − y} = g2(t, y, z). (36)
Thus, coming back to (34), by (35) and (36) we can easily get (33). 
Like the representation theorem for generators of BSDEs with Lipschitz generators, Theorem 2 can be used to investigate
properties of generators of BSDEs with continuous linear-growth generators by virtue of their solutions. The following
Theorems 4 and 5 are two specific examples which are both direct corollaries of Theorem 2; some further results can be
obtained like in Section 2.3.2 in [20].
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Theorem 4 (Self-financing Condition). Let the generator g satisfy (A1) and (A2). If there exists a solution (y0,T ,gt , z
0,T ,g
t )t∈[0,T ] of
the BSDE with parameters (0, T , g) such that for each t ∈ [0, T ],
y0,T ,gt = 0, dP-a.s.,
then dP × dt-a.s., g(t, 0, 0) = 0.
Theorem 5 (Zero-interest Condition). Let the generator g satisfy (A1) and (A2). For each constant c, if there exists a solution
(yc,T ,gt , z
c,T ,g
t )t∈[0,T ] of the BSDE with parameters (c, T , g) such that for each t ∈ [0, T ],
yc,T ,gt = c, dP-a.s.,
then dP × dt-a.s., for each y, g(t, y, 0) = 0.
Remark 6. Compared with the corresponding results in [20], Theorems 3–5 do not need the condition that (ft)t∈[0,T ] is a
bounded process.
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