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Abstract 
 
This thesis reports a medium energy ion scattering investigation (MEIS) of platinum, 
palladium, and rhodium deposited upon the copper (110) surface using 100 keV 
hydrogen ions. The Daresbury National MEIS facility was used to take blocking curve 
and energy profiles of the structure formed by e-beam deposition of various thicknesses 
of platinum, palladium, and rhodium upon an atomically clean and ordered copper 
(110) crystal face. Quantitative analysis was conducted using an in-house version of the 
IGOR macro widely used within the MEIS community, adapted to analyse these 
systems. 
Sub-monolayer deposits of palladium and platinum were found to preferentially occupy 
subsurface sites, predominantly in the second layer below a copper first layer. This 
process occurred at room temperature.  
The interlayer separation between the deposited species and first layer copper were 
found in all three cases, being 1.21±0.04 Å for platinum, 1.17±0.06 Å for palladium and 
1.16±0.06 Å for rhodium. These are contractions when compared to bulk interlayer 
spacing for copper which in 1.278 Å but are comparable to the first interlayer spacing 
from literature for relaxed copper which is 1.18 Å. A c(2x2) LEED pattern was 
observed in the case of the 0.3 ML platinum deposit which is an interesting comparison 
to the (1x2) reconstruction observed for sub-monolayer palladium in some literature 
sources. 
Upon annealing, the deposited species were observed to occupy third and fourth layer 
sites despite the temperature not being sufficient for diffusion deeper into the copper 
substrate. A process of burying through substrate adatom diffusion upward onto step 
edges is suggested as an energetically favoured process. 
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1. Introduction  
 
Modern trends in technology have increased the importance of surface science, leading 
to an increase in interest in this subject. Surface science itself is a multidisciplinary 
subject primarily drawing upon physics and chemistry with additional involvement of 
engineering, as does all experimental science.  
Catalytic treatment of automobile exhaust and industrial catalytic processes are of 
enormous importance to industry and society in general. Future developments in fields 
such as fuel cell technology and a possible hydrogen economy will only serve to 
increase reliance upon catalytic chemistry and the surfaces at which this occurs. Many 
of these catalytic processes utilize expensive platinum group metals. Finding ways to 
achieve a given reaction using less of these expensive resources is clearly of interest to 
the industries involved. Knowledge of the kind of structure that can be formed in 
relation to atomic dimensions and surface energies provides a knowledge-base for 
future workers to tune surfaces to achieve desired structural and hence electronic or 
catalytic properties.  
The primary topic of this thesis is the surface structures formed by ultra-thin deposits of 
platinum, palladium and rhodium upon the (110) face of copper. Film thicknesses 
ranging from sub-monolayer to thicker but still ultrathin films of several monolayers are 
examined primarily using medium energy ion scattering but with low energy electron 
diffraction (LEED) and Auger electron spectroscopy (AES) also being used as 
secondary techniques. Medium energy ion scattering is a real space ion scattering 
technique occupying an energy range in between low energy ion scattering (LEIS) and 
Rutherford backscattering spectroscopy (RBS) or high energy ion scattering (HEIS). 
Typically helium or hydrogen ions are used; descriptions of the energy range described 
as “medium” vary between sources the outer bounds being 50 keV to 500 keV. MEIS as 
a technique is more surface specific than RBS but less so than LEIS.  
MEIS itself is part of large family of ion scattering techniques and is a development, 
roughly speaking of RBS. The MEIS apparatus used for this thesis, the Daresbury 
National MEIS Facility is of the variety that utilizes a toroidal electrostatic analyzer 
(TEA). This distinguishing feature categorizes the equipment possibly more than the 
energy range of ions used. Discussed in more detail later, the TEA allows the energy 
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and angle of scattered ions to be measured simultaneously. This, combined with the 
energy range used and the nature of ion scattering, allows two forms of data to be 
created easily and conveniently, these being blocking curves and energy profiles. The 
real space scattering of ions from an appropriately aligned crystalline sample creates 
variations in scattered ion intensity which contain information about the structure of the 
sample. Typically featuring reductions in intensity along crystallographic directions, 
these variations form blocking curves that can then be compared to curves generated by 
computer simulations. An energy profile is simply the scattered ion intensity as a 
function of energy at a certain scattering angle. The mobile ion loses energy while 
within the sample and its detected energy is a function of the kinematics of the 
scattering event and the distance travelled so that, provided the energy lost with 
distance is known, the depth of the scattering atom in the sample can be found. The 
combined use of blocking curves and depth profiles means that MEIS can be used to 
examine the structural properties of the near surface region that other techniques cannot 
reach. 
In this thesis the sub-monolayer films of platinum, palladium and rhodium are primarily 
examined quantitatively using R-factor comparisons of the experimental and simulated 
blocking curves although the raw data is also discussed qualitatively. These 
comparisons are used to optimize the parameters of the simulations to provide first 
interlayer spacings between first layer copper and the second layer deposited species. 
The concentration of deposit present on the first four layers is also optimized. In the 
case of platinum the thermal vibrations are also optimized as a parameter of the 
simulation but in the case of rhodium and palladium values are generated from the 
appropriate Debye temperatures including a surface enhancement. The variation of 
composition of the four outer layers is measured after annealing revealing in all cases 
some mechanism of mobility to deeper layers.  
In the case of palladium and rhodium thicker film deposits of several monolayers are 
also examined, these being a two and six monolayer deposit of palladium and a two 
monolayer deposit of rhodium. As will become clear later, although it is possible to use 
quantitative optimization for these deposits it is more illuminating to examine them 
qualitatively.  
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2. Experimental techniques 
2.1 Introduction to MEIS 
 
As mentioned previously MEIS occupies an energy niche between low energy ion 
scattering and Rutherford backscatter spectroscopy. Typically either helium or 
hydrogen ions are accelerated to an energy between 50 keV and 500 keV although  
100 keV is most commonly used. These energetic ions are formed into a beam and 
directed at the surface of the sample. Within the MEIS energy range the de Broglie 
wavelength is of the order of 0.03 Å, consequently there are no wave-like effects and 
the scattering can be modelled as purely classical coulomb interactions between the ion 
and the shielded potential of the target nucleus.  
The result of the interaction of an ion beam and a nucleus massive enough to resist 
recoil from glancing interactions is the creation of a shadow cone down-beam from the 
nucleus. The width of the shadow cone scales with the strength of the electric 
interaction between ion and nucleus and inversely with the ion energy. For LEIS this 
shadow cone is very wide and provides a large degree of surface specificity since it is 
likely to be larger than the <RMS> thermal vibrations of the sample. The shadow cones 
of RBS on the other hand are very slender and will be much smaller than the <RMS> 
vibrations of the sample unless elaborate cooling measures are used. Some degree of 
surface specificity can be achieved using RBS but it is not as surface sensitive as MEIS 
or LEIS. The width of the shadow cone in the case of MEIS is the proverbial bowl of 
porridge: the shadow cone is of the same order of size as the <RMS> thermal vibrations 
of a normal sample at room temperature. This makes MEIS highly surface sensitive 
with a degree of surface specificity while still allowing beam penetration sufficient to 
take non-aligned depth profiles of the order of tens of nm.  
 
2.1.1 Rutherford scattering 
The probability of an incident ion scattering at a given angle can be found using the 
centre of mass Rutherford differential cross section shown in equation 2.1 [1,2]. Z1 and Z2 are the atomic numbers of the impinging ion and the scattering ion, Eo is the energy 
of the ion and ϕ is the scattering angle of the ion.  
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 dωdΩ =  116�Z1Z2e24πε0Eo�2 1(sinϕ 2⁄ )4 
 
  
 
2.1 
 
With reference to Figure 2.1 an ion entering the solid angle from the left, dω will leave 
through the solid angle on the right, dΩ.  
 
 
Figure 2.1 diagramatically demonstrating equation 2.1. An ion entering the cross section dω on the left 
leaves through the cross section dΩ on the right after scattering through angle ϕ. The impact parameter P 
is the separation between the ion’s incident vector and the position of the scattering atom.  
 
 
Equation 2.1 is valid for RBS and MEIS energies but needs corrections at low energies, 
for instance for ISS and is also invalid for very high relativistic energies. The choice of 
a centre of mass reference frame is acceptable as it is adequate in the MEIS energy 
range provided the ion mass is significantly smaller than the mass of the scattering 
atom. Equation 2.1 uses a naked coulomb potential which is not entirely accurate in the 
MEIS energy range, a shielded Moliere potential is more appropriate for glancing angle 
interactions. Equation 2.1 is however adequate for large angle scattering events within 
the MEIS energy range, the so-called Rutherford factor. Equation 2.2 [2] is widely used 
to remove the variation of scattering probability with scattering angle from 
experimental data as it is easier to see a dip in a flat surface than a steeply inclined line. 
𝑅𝑓 =  1(sin𝜙/2)4 
 
  
 
 2.2 
 
dω 
dΩ 
ϕ 
P 
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The resulting energy of the scattered ion can be calculated using equation 2.3 [2] where     
𝐸1/ 𝐸0 is referred to as the kinematic factor. The incident ion energy has initial energy 
𝐸0 and energy  𝐸1 after scattering. The incident ion has mass 𝑀1, the target atom has 
mass 𝑀2. The centre of mass frame is used. 
𝐾 = 𝐸1
𝐸0
 =  �cosϕ + ((𝑀2 𝑀1⁄ )2 − sin2 ϕ)1 2�1 + (𝑀2 𝑀1⁄ ) �2 
 
  
 
2.3 
 
The kinematic factor leads to the mass separation which a key feature of MEIS.  
 
2.1.2 The shadow cone and its consequences  
The concept of the shadow cone is a key aspect of MEIS, its form is simple being the 
shape created by small angle scattering around a target atom, as shown in Figure 2.2.  
 
Figure 2.2 A diagram of the shadow cone forming around a target atom 
The shadow cone is a consequence of the inverse relationship between impact 
parameter and scattering angle as shown in Figure 2.1. The region within the cone is 
swept clear of ions in a down-beam direction from the atom. At the edge of the shadow 
cone there is an increase in ion intensity, since this region has the normal influx of ions 
from the beam in addition to those ions that have experienced glancing small angle 
scattering with the target atom. The onset of shadowing in a crystalline sample is shown 
in Figure 2.3. 
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Figure 2.3 Showing a number of shadow cones demonstrating the onset of channelling where the ions are 
channelled by the regular lattice of atoms. This particular geometry is the [121] type incident beam 
direction upon an fcc (110) surface.  
 
The shadow cones illustrated in Figure 2.3 show how beam and sample alignments can 
be used to limit illumination by the ion beam to a discrete number of layers. The 
subsequent positioning of the ion detector in another alignment forms what is known as 
a double-alignment geometry. In this case, this is a [121] type beam alignment with an 
fcc(110) surface. Only the top three layers of the sample are exposed to the full ion 
beam intensity. In practice, thermal vibrations mean that the deeper atoms do get 
illuminated by the beam but at an attenuated intensity. 
 
 
Figure 2.4 Showing the a shadow cone formed by scattered ions being shadowed by atoms positioned 
higher in the crystal, referred to as blocking so as to distinguish this effect from shadowing. 
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Figure 2.4 shows an example of shadowing of scattered ions, referred to as blocking to 
distinguish this effect from shadowing. In this case, ions scattered from the second and 
third layer atoms are blocked by the first layer atoms and second layer atoms 
respectively. This blocking leads to the variation in detected ion intensity with angle 
normally called a blocking curve. In the case of Figure 2.4 this blocking dip will appear 
at a scattering angle of 90° and is shown Figure 2.5.  
 
Figure 2.5 Showing a sample blocking curve to demonstrate the action of blocking shown in Figure 2.4 
producing a blocking dip with FWHM of about 6°. 
The width of the blocking dip inversely scales with the separation between the 
scattering and blocking atom, in this case producing a blocking dip with a FWHM of 
about 6°. The variation in angular path in the region of the blocking atom is responsible 
for the curve-like shape, in the case of a blocking atom further away these ion 
trajectories will have less divergence and the blocking curve will be narrower. As 
demonstrated in the alternative blocking directions shown in Figure 2.6, the second 
layer atom produces a blocking dip in the 71° scattering direction and the third layer 
atom in the 76.1° scattering direction. The blocking curve produced is shown in Figure 
2.7 and it is clearly apparent that the increased separation produces a narrower blocking 
curve as the FWHM for these two dips is about 2°. 
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Figure 2.6 Showing blocking at shallower scattering angles of 76.1°  and 71°. 
 
 
Figure 2.7 The blocking curve produced by blocking at scattering angles of 71° and 76.1° with the 
incident beam being shadowed as described by Figure 2.3. In this case the FWHM of these two dips is 
approximately 2° demonstrating the inverse scaling relationship between blocking dip width and 
separation between scattering and blocking atoms. 
 
2.1.3 Stopping powers 
As the ions pass through the solid matter of the sample they lose energy. The rate of 
energy loss is a function of the ion’s energy, the atoms present in the material it is 
passing through and density of the material. The rate of energy loss is normally referred 
to as the stopping power. There are a number of methods used to generate stopping 
powers and all of these are conveniently incorporated into the software package SRIM 
[3]. Stopping powers for materials comprising more than one element can be calculated 
using Bragg’s rule. This is simply that the stopping power is the average of the 
constituent element’s stopping powers weighted with the amount of each element 
present. Bragg’s rule is relatively successful in predicting stopping powers, with 
deviation typically less that 20%. An investigation of Bragg’s rule by Feng and et al. 
[4] found that Bragg’s rule correctly predicts the stopping powers for bimetallic alloys 
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detecting a maximum deviation of 2%. By extension they suggested that Bragg’s rule 
applied to all metallic compounds. Further investigation by Ziegler the author of the 
SRIM software package found that Bragg’s rule is accurate for light ions within heavy 
element targets [3,5].  
The stopping power does vary with the ion energy. The range of ion energies of interest 
here is less 5 keV. The energies of interest range from 95 to 100 keV and variation in 
stopping power over this energy range is of the order of 1%. As such, the stopping 
power value at 100 keV shall be sufficient for energy profiles considered in the thesis.  
Assuming a homogenous sample composition the detected ion energy for an atom at 
depth d can be calculated using equation 2.4 [2]. The incident ion trajectory is at angle 
𝜃 relative to the surface normal, the scattered ion is detected at angle ϕ again relative to 
the surface normal direction. 
𝐸 = 𝐾  �𝐸0 −  𝑑cos𝜃 �𝑑𝐸𝑑𝑥�𝐸0� − 𝑑cos𝜙 �𝑑𝐸𝑑𝑥�𝐸0  
 
  
2.4 
 
In the case of an inhomogeneous sample the path of the incident and scattered ion must 
be broken into sections and the energy lost through each section calculated 
independently.  
The passage of an ion through matter also leads to a broadening in energy due to the 
stochastic nature of the stopping power. For MEIS using hydrogen ions this stopping is 
comprises glancing collisions between the ion and the target nuclei and also low 
deflection interactions with electrons. This energy broadening is referred to as 
straggling. 
 
2.1.4 MEIS Experimental geometry  
The experimental geometry of a MEIS experiment is relatively straight forward; a beam 
of ions is directed onto the surface of a sample. The ions that scatter from the surface 
and near surface region may have trajectories out of and away from the sample and 
some of these scattered ions then enter the detector apparatus. The MEIS method 
employed for this thesis used a TEA to separate the ions by energy while retaining the 
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ion's angular path. Consider a horizontal scattering plane that the equipment is built 
around: the section of the sample being analysed is on this plane as is the aperture of the 
TEA and the ion beam used for the experiment. Scattered ions are not constrained to 
this plane but only the ions scattered parallel to this plane are analysed. 
 
 
 
Figure 2.8 Geometry of the horizontal scattering plane and the TEA viewed from above. 
 
Ions scattered from the surface and near surface region of the sample that enter the TEA 
have a curved path due to the electric field within the electrostatic analyser. In order to 
retain the angular trajectory of the ions upon entry into the analyser the electric field is 
generated by a pair of plates the surfaces of which are sections of tori. More energetic 
ions have a reduced curvature in the vertical plane compared to less energetic ions as 
shown in Figure 2.9. This figure is a vertical plane section drawn along the dotted 
vertical line in Figure 2.8. 
 
 
 
 
Incident ion beam 
Scattered ions  
Sample  
TEA and 
detector 
apparatus  
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Figure 2.9  illustrating the scattering geometry through the vertical plane defined by the dotted line in 
Figure 2.8 showing a vertical slice of the Toroidal Electrostatic Analyser. The two curved surfaces 
represent the outer positively charged surface and inner negatively charged surface. 
 
The detector itself comprises a chevron array of micro-channel plates and a 
backgammon type positional detector. The impact of the ion with the first micro-
channel plate liberates a number of electrons which are then multiplied by the micro-
channel plates in a similar fashion to a photomultiplier tube. The resulting electron 
cloud exits the micro-channel array and impinges upon a positional detector. The final 
location of the electron cloud represents the location that the ion struck the first micro-
channel plate and hence the angular path and energy of the ion.  
 
Figure 2.10  A diagram of the sample holder illustrating the three axes of rotation. 
The sample holder’s axis of rotation is shown in Figure 2.10. These directions are 
named the same as they are in the MEIS control software. Figure 2.10 is drawn such 
that the sample face is viewed in the same direction as the ion beam trajectory. The 
rotation setting effectively controls the angle between the surface normal and the 
incident ion beam direction, the spin setting corresponds to what is later referred to as 
More energetic ions have 
path with less curvature 
Detector assembly 
+ 
+ 
+ 
+ 
- 
- 
- 
- 
Scattered ions  
Less energetic ions have 
path with more curvature 
Charged toroidal 
section plates 
Tilt 
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the surface scattering direction. The tilt setting effectively ensures that the experimental 
plane intersects the entrance slit of the TEA and detector assembly. The tilt setting only 
has a limited range of movement of some 4°, the spin range is about 150° and the 
rotation is only limited by the possibility of fouling cables within the scattering 
chamber. In an experiment though, the useful range of motion for the rotation setting is 
90°. 
 
2.1.5 Daresbury MEIS facility 
All the experiments reported in this thesis were conducted at the Daresbury National 
MEIS facility. This facility is equipped with the apparatus necessary for MEIS 
experimentation. The MEIS apparatus itself comprises a Duoplasmatron positive ion 
source that is installed in a charged enclosure know as “the bun”. The extraction voltage 
of the ion source itself is some 20 kV, the remaining potential to reach 100 kV is 
achieved by raising the entire bun to a voltage of 80 kV. An acceleration tube connects 
the ion source to a differentially pumped beam line which carries the ion beam to the 
scattering chamber. The differential pumping is able to maintain an operating pressure 
in the scattering chamber of the order of 5x10-10 mbar while the pressure in the ion 
source itself is several order of magnitudes higher. The beam line contains a number of 
electrostatic lenses, an energy defining bending magnet and a series of slits that are 
used to focus and shape the ion beam. The sample itself rests within a mobile sample 
holder that is mobile in all degrees of freedom. The horizontal translation mobility is 
controlled by hand using vernier controls while the three axis of sample rotation and the 
sample height are controlled by an integrated control system using an array of stepper 
motors. The TEA energy analyser and detector apparatus is also mobile and this is also 
driven by a stepper motor. Figure 2.11 is a photograph of the scattering chamber 
showing the mobile sample holder, TEA and detector assembly, and the ion beam line.  
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Figure 2.11 Photograph of the scattering chamber. The sample goniometer is positioned for sample 
transfer. The TEA and detector apparatus, sample holder/goniometer and ion beam line are labelled. 
 
In addition to the scattering chamber there is a sample preparation chamber, a storage 
chamber and a quick-cycling load-lock. Samples are moved through these various 
chambers separated by manually controlled viton gate-valves using magnetically 
coupled transfer arms. The preparation chamber is equipped with an ion gun, sample 
heater stage, LEED and AES apparatus. There are also free ports available for the 
visiting group’s deposition sources or for those provided by the MEIS facility. The 
pressures of the storage and preparation chambers is typically in the 5x10-9 to 5x10-10 
mbar range. Turbo pumps are used throughout the MEIS system, these are protected by 
a pneumatic interlock system of viton gate-valves to preserve the turbo pumps in case 
of vacuum accidents. The gate-valves for the transfer arms are manually controlled for 
the simple reason that if a vacuum accident occurred with one of the arms extended 
then it would likely damage both the gate-valve and the transfer arm.  
The load-lock is optimised for rapid sample insertion; in the case of the experiments 
reported in this thesis this was typically used only at the start and end of an 
experimental cycle as the single crystal samples were kept in UHV conditions 
throughout.  
 
TEA and 
detector 
apparatus 
Ion beam line 
Sample 
goniometer 
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2.2 Secondary techniques 
 
2.2.1 LEED 
Low energy electron diffraction is an important technique within the field of surface 
science[6]. In operation, LEED is relatively simple: an electron gun is used to direct a 
focused beam of electrons upon the surface of a sample and the resulting diffracted 
electrons pass through a number of fine wire grids before being viewed using a simple 
phosphor screen. The function of the grids is the suppression of secondary electrons and 
the acceleration of the desired electrons to an energy sufficient for excitation of the 
phosphor screen. Beam energies between 10 and a 1000 eV can be used, but the LEED 
patterns photographed for this thesis were all taken using beam energies of the order of 
100 eV. 
In early implementations of LEED the electron diffraction pattern was viewed from the 
sample side of the phosphor screen however modern LEED apparatus features a 
transparent phosphor screen and the diffraction pattern is viewed from the gun side of 
the screen. The application of LEED ranges from a diagnostic technique for instance to 
test for the successful restoration of surface order, to highly quantitative studies using 
video recordings of LEED pattern evolution with changes in beam energy. 
Within this thesis LEED is used as a qualitative tool for the examination of regular 
reconstructions of the sample surface and as a diagnostic technique to test for surface 
order prior to deposition and MEIS. 
 
Figure 2.12 A schematic of the LEED apparatus as used at the Daresbury National MEIS facility.  
Electron gun  
Incident electrons  
Diffracted 
electrons  
Phosphor coated 
viewing screen  
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2.2.2 AES 
Auger electron spectroscopy in a similar way to LEED is a corner stone of surface 
science. The Auger effect is a process by which an atom's electrons undergo relaxation 
to fill a core hole. The energy made available by this relaxation process may either be 
emitted as a photon or an electron from a shallower energy level. The initial core 
electron hole can be formed through interaction with a high energy photon or electron. 
At the electron energy levels utilised in AES experiments the emission is predominantly 
of the electronic variety. The energy of the emitted AES electron can be calculated 
using equation 2.5[6], where 𝐸𝐴, 𝐸𝐵, and 𝐸𝐶  are the three energy levels of interest. These 
three terms are sufficient to describe the Auger process while the U term effectively 
includes the parts left out such as a non-zero vacuum energy value and hole-hole 
interactions among others. This process is also shown as an energy level diagram in 
Figure 2.13 [6]. 
 
𝐾𝐸 =  𝐸𝐴 −  𝐸𝐵 −  𝐸𝐶 −  𝑈 
 
 2.5 
 
 
 
Figure 2.13 An energy level representation of Auger electron spectroscopy. The left hand side shows the 
creation of a core hole and the right hand side the resulting electronic relaxation and emission of an 
Auger electron.  
 
AES experimental apparatus consists of a device to generate and direct electrons of the 
desired energy, usually in the range 1.5-5 keV, and a device to measure the energy of 
the emitted Auger electrons. There are a large amount of secondary electrons generated 
by the high energy electron beam. For this reason it is common to differentiate the 
detected electron count with respect to energy to suppress the large secondary electron 
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counts. A variety of analysers may be used to measure the energy of the AES electrons 
but the equipment at Daresbury utilizes a CHA or concentric hemispherical analyser. 
For the MEIS experiments in this thesis, AES was primarily used as a diagnostic tool to 
test for the presence of carbon and oxygen. As AES is sensitive to the presence of as 
little as 1% of a monolayer it is ideal to test for contamination.  
 
2.3 Experimental procedures, data reduction and initial 
processes 
 
2.3.1 Crystal alignment 
The crystal alignment procedure effectively comprises measuring the ion count from 
the entire angular range of the detector using a detector pass energy such that ions 
detected are scattered from the near surface bulk region, this ensures that the alignment 
is relative to the crystal itself and not the surface which may be reconstructed or have 
some form of relaxation. The detected ion count is heavily affected by the amount of 
shadowing within the near surface region. At orientations where either atoms or atomic 
planes line up with the ion beam the increased shadowing reduces the amount of 
detected ions. Achieving a certain alignment is then a case of varying the sample 
orientation while monitoring the detected ion count. 
The first alignment of a newly inserted cleaned crystal begins with locating the normal 
direction for that crystal. This must be done afresh every time a crystal is mounted as 
the orientation of the crystal relative to the sample holder is never certain.  
Once the normal direction is found the sample is rotated to change the incident beam 
direction relative to the normal direction of the crystal. The crystal is now rotated 
through the full range available to find the orientation of the planes within the crystal. 
The plots produced through this rotation are compared to stereographic projections so 
that the crystal orientation is known. In the case of the copper (110) alignments in this 
thesis this adjustment was usually 60°, as this would place the large single layer (110) 
type blocking dips upon this survey scan, as can be seen in Figure 2.14, which is the 
stereographic projection of an fcc(110) surface.  
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This procedure is relatively straightforward in the case of copper (110) as these planes 
are equivalent and symmetrical. The fact the dips they produce are separated by either 
75.5° or 104.5° means that the orientation of the crystal can be easily found. Finding the 
specific alignments desired for experimentation is then a matter of calculating a 
transform to bring the desired incident beam direction blocking dip into the path of the 
ion beam. The desired alignment is then fine tuned through the use the repeated use of 
alignment scans and small adjustments until alignment is achieved.    
 
Figure 2.14 A stereographic projection of the fcc(110) surface used for MEIS alignment. The size of the 
various spots indicate the size of the blocking dip in that direction. The four large (101) type single layer 
dips situation at a radial 60° angle from the centre make finding the orientation of copper(110) straight-
forward. [7] 
 
Re-aligning to a previously found alignment is then a matter of restoring the previous 
values of sample holder orientation and repeating the fine tuning procedure. 
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2.3.2 Tiling and projecting raw data to produce blocking curves 
After alignment, a MEIS experiment consists of taking a number scans at varying 
energies and then assembling these into a single two-dimensional experimental plot. 
The total beam exposure of each individual scan is measured using a beam monitor 
which comprises a grid of fine vertical wires that intercepts 28.6% of the beam and 
provides a real time reading of the beam intensity and hence ion exposure of the 
sample[7]. Once a given scan has reached a certain beam charge count the TEA pass 
energy is automatically reduced and a further scan is initiated. This process continues 
until manual interruption.  
Control of the various automated aspects of the experimental setup including the data 
acquisition system is achieved with the Multi Instance Data Acquisition System or 
MIDAS. MIDAS also provides the basic tools for working with the MEIS data 
collected. An example of a single scan is demonstrated in Figure 2.15; it takes the form 
of a two dimensional array of bins. There are 101 bins in the energy direction and 183 
bins in the angular direction. The scans from a given alignment are then “tiled” together 
to produce a single two dimensional array that contains all the data as shown in Figure 
2.16 which is the result of tiling five single scans the topmost of which is Figure 2.15. 
 
 
Figure 2.15 An example of a single scan comprising the top section of Figure 2.16.  
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Figure 2.16 An example of tiled data. The axis scales on the right and at the top show the bin numbers, 
the axis on the left and bottom show the energy and angular values of the individual bins that comprise 
the two dimensional colour plot.  
In this case Figure 2.16 shows the result of platinum deposition upon Cu(110)  using a 
(121) type three layer incident ion beam direction. The features of interest are: the 
pronounced blocking dip situated at 90°; the copper substrate scattering peak; the 
platinum overlayer scattering peak and the region below the copper scattering peak with 
low ion counts due to channelling. The gradually rising ion count toward the bottom of 
the tiled results is the bulk signal produced by ions de-channelling deeper within the 
crystal. 
Platinum deposit 
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Copper substrate 
scattering peak 
Blocking dips 
Bulk Blocking 
dip 
Near surface 
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Kinematic correction (or K2 correction) is a function offered by MIDAS that alters the 
energy bin distribution such that the scattering energy of a given atom within the 
sample occupies the same vertical position across the tiled data. Figure 2.17 shows the 
same data as Figure 2.16 but K2 corrected for the copper scattering peak. In order to 
extract blocking curves and energy profiles from this data MIDAS offers the projection 
function. This function projects the data into a one dimensional array in either the 
angular direction in the case of a blocking curve or the energy direction for a depth 
profile. User defined bounds are used to select the bounds for this data projection.  
 
Figure 2.17 an example of K2 corrected data for the copper scattering peak. Boxes (a) and (b) show 
examples of projection bounds for the extraction of copper and platinum blocking curves.  
Projection bounds for 
K2 corrected platinum 
over layer scattering 
peak 
Projection bounds for 
K2 corrected copper 
scattering peak 
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A more sophisticated method for projecting the data to create blocking curves in the 
polygon method. In this case rather than using a simple letter box a polygon shape is 
generated using an IGOR macro. This is formed such that the curve that comprises the 
low energy bounds of projection follows the contour of the scattering peak formed by a 
species within the sample.  In theory, the polygon MACRO creates the perfect shape 
given the appropriate parameters. But in practice it requires lengthy tinkering to achieve 
the correct shape making polygon creating a largely qualitative exercise. Polygons are 
useful for projecting data in situations where the elements comprising the sample create 
overlapping scattering peaks. It is sometimes necessary to use a combination of 
polygons, for instance using a single polygon to extract all the overlayer and substrate 
scattered ions and then another polygon to extract only the overlayer and subtracting 
one from the other to create two separate blocking curves.  
 
2.3.3 Angular correction  
The extracted blocking curves require angular calibration due to variations in the TEA 
angular position, which can be as large as ± 2.5°. The primary cause of these variations 
is free play between the large gears necessary to move the TEA within a UHV 
environment. Within a certain set of experiments these variations can be localised to a 
smaller distribution by taking alignments in the same order for each experiment. In this 
fashion the TEA will always approach a certain position in the same direction and will 
reduce the variation within the experimental set. If this procedure is maintained there 
will still be a systematic variation but the variation of individual alignments will be 
more localised around the systematic one.  
There are a number of differing methods used to achieve angular alignment. The 
method used here is as follows. A bulk alignment blocking curve is extracted from the 
de-channelling bulk region of the full two dimensional tiled plot using an appropriate 
polygon. The data points for the main dips within this blocking curve are separated 
from the rest of the blocking curve, a twenty term polynomial equation is then fitted to 
the data points that describe a certain dip. In the case that this fitted dip is largely 
symmetrical the minima of the fitted curve is used for calibration. In the case that the 
fitted curve is not symmetrical then half height full width values are used to estimate 
the center of the fitted dip. In the majority of cases the prior method was used to find 
22 
 
the calibration point. This calibration point was then compared to its ideal position and 
the angular scale of the blocking curve was then adjusted accordingly.  
Compared to other methods of angular calibration this method is certainly on the simple 
side. However, it was found to compare favourably with calibrations using R-factor 
comparison to a Vegas simulated bulk section. It was not found to be necessary to 
include linear or more complex variations in the angular pitch of the angle scale. The 
default pitch from MIDAS was sufficiently accurate. 
 
2.3.4 Magnitude calibration value 
The number of ions detected per ML can be calculated as follows using equation 2.6 
[7], where N is the detected ion count, Z is the target atomic number, 𝑅𝑓 is the 
Rutherford factor, 𝐸0 the beam energy, 𝑁𝐴 the atomic plane density in ML, 𝐴𝑏𝑒𝑎𝑚 the 
cross sectional area of the beam, 𝑁𝑏𝑒𝑎𝑚 the total incident ion count and 𝐷𝑠𝑜𝑙𝑖𝑑 𝑎𝑛𝑔𝑙𝑒 the 
solid angle of the detector.   
𝑁 =  𝑅𝑓  𝑍216𝐸0  𝑁𝐴 𝐴𝑏𝑒𝑎𝑚cos𝜙  𝑁𝑏𝑒𝑎𝑚 𝐷𝑠𝑜𝑙𝑖𝑑 𝑎𝑛𝑔𝑙𝑒  
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In practice this is simplified to equation 2.7 [7] with the 𝐴𝑏𝑒𝑎𝑚, 𝐷𝑠𝑜𝑙𝑖𝑑 𝑎𝑛𝑔𝑙𝑒 and the 
constant from the denominator of the differential cross section being lumped together 
into the detector constant. 
𝑁 =  𝑅𝑓  𝑍2𝐸0  𝑁𝐴  1cos𝜙  𝑁𝑏𝑒𝑎𝑚 𝐶𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟  
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It is often the practice with MEIS to use some calibration standard, known methods 
include using a clean single crystal of the type being used in the MEIS experiment, a 
light non-crystalline substrate with a known quantity of a heavier element implanted in 
the near surface region or a poly crystalline sample of the elements being used in an 
experiment.  
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2.3.5 Vegas simulations 
Vegas is an ion scattering simulation program that is used throughout the MEIS 
community as it provides the ability to fully simulate ion scattering experiments. The 
results of these simulations are in visible monolayers. 
The core of Vegas is a highly optimised Fortran algorithm that simulates a given 
number of incident ion paths through a crystal taking into account glancing angle 
scattering. For each atom the ion passes, a hitting probability is calculated based upon 
the probability of the atom being close enough for a backscatter event. This process 
continues until the ion path is terminated by either leaving the simulated crystal or by a 
sufficiently close path to backscatter the ion. The summing of possible hitting 
probabilities with each atom the ion passes solves the inherent problem of simulating 
ion scattering, this being the low scattering cross section. As this algorithm simulates 
the ion path it is equally valid when used to generate a detection probability due to time 
reversal symmetry. Detection probabilities for each atom within the simulated crystal 
are generated over the angle range required for the simulation. This detection 
probability distribution multiplied by the hitting probability is effectively the blocking 
curve for that individual atom. These can then be summed as required to form blocking 
curves for discrete layers, elements within the sample or however is required. 
As these results comprise probabilities, the simulations can then multiplied by the 
Rutherford factor and the magnitude calibrated for comparison to experimental data, or 
the converse route can be taken and the data can be “Rutherford corrected” and 
magnitude calibrated to compare to the simulation. The precise details of Vegas’s 
operation is considerably more involved than this qualitative description. A more 
thorough description is available in the form of PowerPoint presentations from the 2003 
Vegas workshop held at Daresbury[8].  
 
2.3.6 R-factor analysis 
Although existing software did exist for R-factor analysis of vegas blocking curve data 
the decision was made to make an in-house version as the greater familiarity with the 
code would make maintenance and adaptation easier. Optimisable parameters included 
two Vegas multicalc parameters; the composition of the surface comprising up to four 
24 
 
surface domains; a clean copper domain to “fill in” for parts of the crystal with no 
deposit and also included a corrective skew and magnitude calibration adjustment. 
Using several simulations and summing them to create a composite blocking curve has 
been utilised previously to describe surfaces where a number of models are used to find 
the composition of the surface [8][9]. In this case, however, it is used to allow the 
concentration of the deposited atomic species to vary as an optimisation parameter. A 
number of different methods have been used to “help” the fit of experimental and 
simulated blocking curves. Typically these have included magnitude variations [10], 
linear skews and occasionally spline functions.  As spline functions can create spurious 
dips [8] this approach was not pursued. The combination of skew corrections and 
calibration adjustments were selected as they represented the simplest approach and 
were the least likely to degrade the data. Also as some literature sources indicated 
magnitude calibration is often used as a free parameter [10]. 
Variations in detector sensitivity and alignment are often ascribed as the reason that 
skew corrections must be included. As a variation in detector sensitivity is being used 
the value of a singular magnitude calibration is reduced. Another effect observed is a 
variation in detected magnitude with angle [11]. The nominal charge fraction of a beam 
of 100 keV hydrogen ions in matter is 0.8 [12]. The charge fraction of the raw beam 
before it interacts with the solid sample is effectively one. Although not thoroughly 
investigated in the context of MEIS there will be a change in charge fraction from 1 to 
0.8 as the beam penetrates the sample. It is highly likely that this change will take the 
form of an exponential decay as the charge fraction of the ion beam passing through a 
solid will represent some equilibrium value. As such there may be “extra” ions to detect 
when scattering from the outer layers is considered. As this skew is produced by the 
experiment itself it is effectively a variation in the magnitude calibration.   
The R-factor used throughout the MEIS community is used. This is shown in equation 
2.8 [10]. 𝐸𝑥𝑝𝑖 is an experimental data point; 𝑆𝑖𝑚𝑖 is a simulated data point; 𝑆𝑘𝑒𝑤𝑖 is a 
linear skew function and Y is the magnitude calibration factor.  
𝑅𝑓 =  1𝑁  ��(𝐸𝑥𝑝𝑖 −  𝑌 𝑆𝑘𝑒𝑤𝑖  𝑆𝑖𝑚𝑖)2𝐸𝑥𝑝𝑖 �𝑁
𝑖=1
 
 
  
2.8 
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R-factor values are calculated using the experimental data in its raw projected state. An 
inverse Rutherford correction is applied to the simulation data. As the experimental and 
simulated data had differing angular pitch increments linear interpolation was used to 
select appropriate values from smoothed vegas simulation data. A simple boxcar 
smoothing method was used across seven angular increments. The simulated angle 
range was oversized slightly to provide the extra values needed for the smoothing. 
Comparisons of smoothed to unsmoothed vegas simulations were assessed to ensure 
that the smoothing process was not interfering with the blocking dip locations. For 
multicalc simulations the simulated blocking (sum of detection probability ion paths) 
was typically of the order of 10,000 with the shadowing flux usually being twice as 
large. This blocking ion flux was found to produce blocking curves that were mostly 
smooth with the smoothing function eliminating the limited number of spikes present in 
some regions of the blocking curve. 
For a given two dimensional Vegas multicalc simulation there were two parameters 
representing some physical property of the simulated crystal, these could be variation in 
position or thermal vibration values in any of the three axes used to represent the 
crystal. As variable surface domains were used to effect variation of layer-wise 
composition there were up to six parameters to optimise. A minimum was found using a 
simple stepping algorithm. From a given starting point the algorithm would check the 
R-factors of neighbouring points and move the locus of the search to the lowest point.  
Where skew and magnitude variations were used these were optimised for each point 
during a search. Allowances were made for these adjustments to be applied in a variety 
of methods. The skew correction was either on or off, the magnitude adjustment could 
be applied in one of two ways, one being independent adjustment for the two elements 
present, the other being linked adjustment. Constraints for the values these adjustments 
took were also available but not always used as the magnitude values in particular could 
be used to qualitatively assess the relative merits of a given fit in addition to the R-
factor. This process was generally relatively swift usually reaching a conclusion within 
minutes which allowed multiple searches to be rapidly completed with differing starting 
positions, constraints, skew and magnitude adjustment modes. This is important as 
running the simulations took considerable time so confidence in either the position or 
direction to a minimum was important.  
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Once a minimum in parameter space had been found the values that define this point 
are then used to create R-factor curves; R-factor two dimensional contour plots and 
error values for the minimum defining parameters. As the R-factor obeys poisson 
statistics the variation of 𝑅𝑓 about a minimum within parameter space can be used to 
generate an approximation of the precision by using equation 2.9 [10] where 𝑥𝑝 is the 
minimum location along some parameter 𝑥. 
𝜎 =  � 2
𝛿2𝑅𝑓 𝛿2𝑥𝑝⁄
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As the actual R-factor value scales with total ion count the value taken has no absolute 
meaning, i.e. it is not possible to define the quality of a fit based on some arbitrarily 
small R-factor. In fact from one simulation to the next there is little meaning in the R-
factor itself as the Vegas simulation being a Monte Carlo simulation has a standard 
deviation. Modern computers make this less of an issue by reducing the time required 
for using higher ion flux values (brute force).  
 
2.4 Categorisation of surface growth 
 
Surface growth modes are often categorised into one of three classes based on overall 
behaviour. Continuous two dimensional layer upon layer growth is categorised as 
Frank-van der Merwe type growth, three dimensional growth of islands as Volmer-
Weber. A third classification which begins as layer upon layer and then transitions to 
three dimensional islands is called Stranski-Krastanov [6]. This is illustrated in Figure 
2.18. 
 
 
 
Figure 2.18 A simple diagram showing growth mode generalisations, (a) Frank-van der Merwe, (b) 
Stranski-Krastanov and (c) Volmer-Weber 
(b) (c) (a) 
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The interplay between the surface energy of the substrate, the deposit and the interface 
of the two leads to these modes of growth through the assumption of a minimal energy 
configuration. In practice the behaviour of surface growth is more complex but these 
three classes are useful in all cases as a method of quickly communicating the observed 
growth mode.  
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3. Literature Review 
A summary of literature regarding the deposition of platinum, palladium and rhodum 
upon copper(110) and similar systems. 
3.1 Copper(110) 
 
Copper is a frequently used substrate for ultrathin films, both as a polycrystalline and as 
a single crystal surface. As ion scattering is the subject of this thesis it is appropriate to 
focus on the known relevant surface properties.  
Copper has a face centred cubic structure with a lattice parameter of 3.615 Å [13]. 
Figure 3.1 shows the orientation of the (110) plane, as used for this thesis within the 
bulk crystal while Figure 3.2 shows labels of convenience used for the Cu(110) surface 
to indicate the along and across row directions.  
 
Figure 3.1 a diagram of showing the directions relevant to the (110) surface and the copper lattice. The 
dashed line shows the orientation of the surface mesh shown in Figure 3.2 
 
Figure 3.2 Showing along channel (110) type direction and across channel (100) type direction. The 
dashed line shows the orientation of this surface within the unit cell Figure 3.1. The dark coloured spots 
denote surface or first layer atoms while the lighter coloured spots denote second layer atoms. 
(100) type across channel 
direction 
(110) type along channel 
direction 
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The properties that most strongly affect surface visibility are primarily surface 
relaxation and the Debye temperature which has been characterised previously using 
LEED, MEIS and HEIS the results of which are listed in Table 3.1. LEED 
investigations of the surface relaxations of Cu(110) were conducted by two research 
groups; Adams et al. at the Institute of Physics, University of Aarhus and Davis et al. at 
the Solid State Division of Oak Ridge National Laboratory. Davis et al. reported a 
number of incrementally improving results through a series of three papers as the 
understanding of LEED improved during this period [14-16]. All the results were in 
general agreement regarding the first interlayer spacing relative to the bulk spacing. 
With results of -10±2.5%  [14], -8±3% [15], -10%, -7.9% and -9.5% [16]: the last three 
values being reported in the same paper as there was more than one minimum in the 
data’s parameter space. The first two publications [14,15] did not report any observed 
expansion of the second interlayer spacing. While the last publication [16] reported 
1.9%, 2.4% and 2.6% respectively. Adams et al. reported -8.5±0.6% and 2.3±0.8% for 
the first and second interlayer spacings [17]. The excellent agreement between the 
recent work of Davis et al. and the independent work of Adams et al. lends credence to 
these values. 
Initially work using ion scattering was only in general agreement with the LEED 
results. HEIS analysis by Stensgaard et al. produced slightly different values;  
-5.3±1.6% first interlayer spacing contraction and a 3.3±1.6% second interlayer spacing 
expansion[18]. Early MEIS work by Copel and co-workers likewise agreed poorly with 
the LEED results having a 4% first interlayer contraction [19]. Both of these ion 
scattering studies used a surface Debye temperature of 250 K which corresponds to the 
surface thermal vibrations being 1.25 times larger than the bulk thermal vibrations. 
Later work by Copel et al. used a surface Debye temperature of 205 K corresponding to 
a surface thermal vibration of 1.5 times the bulk value [20]. The first and second 
interlayer spacings are determined to be -7.5±1.5% and +2.5±1.5% respectively, these 
values are in good agreement with the values from previous LEED investigations. It is 
noteworthy that LEED is sensitive to the shape of the hypothetical muffin tin potential 
while MEIS and HEIS are sensitive to the actually nucleus itself. The evolution of 
reported results for both these methods reflects the advancements made within the 
respective techniques these are summarised in Table 3.1.  
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Δd12(%) Δd23(%) Surface Debye 
Temp K 
    
Bulk Debye 
Temp K 
Technique Reference 
 -10±2.5% 0±2.5% N/A N/A LEED [14] 
-8±3% N/A N/A N/A LEED [15] 
-10% +1.9% N/A N/A LEED [16] 
-7.9% +2.4% N/A N/A LEED [16] 
-9.5% +2.6% 340 K N/A LEED [16] 
-8.5±0.6% +2.3±0.8% 335±14K N/A LEED [17] 
-5.3±1.6% +3.3±1.6% 320 K 250 K HEIS [18] 
-4% N/A 315 K 250 K MEIS [19] 
-7.5±1.5% +2.5±1.5% 320 K 205 K MEIS [20] 
Table 3.1 Surface interlayer spacings and surface Debye temperature determined for Cu(110) by several 
research groups. 
 
3.2 Deposition of platinum upon copper 
 
3.2.1 Deposition of platinum on Cu(110) 
Although ultrathin transition metal epitaxy is well investigated, publications regarding 
platinum on copper (110) comprise only one report to this author’s knowledge[21]. 
Hugenschmidt et al. used TEAS to study the deposition of 0.01 ML of platinum and its 
behaviour as a function of temperature. A beam of thermal energy helium atoms with a 
de Broglie wavelength of 0.57 Å was directed at the surface along the (110) direction. 
Changes in specular scattering were used to determine surface roughness. A reduction 
in surface roughness at 330 K was concluded to be due to platinum inclusion in the 
surface. At 650 K the surface roughness returned to that measured from the clean 
copper surface which was judged to be due to platinum diffusion into the bulk. The 
estimated upper bound for the activation energy was 0.8 eV. Investigations of platinum 
deposition on copper (110) are limited, there is however plentiful literature available for 
platinum deposition on the (100) copper face [22-28] and the (111) face of copper [29-
35].  
3.2.2 Deposition of platinum on Cu(100) 
Graham and co-workers investigated platinum epitaxy upon the (100) face of copper 
using AES, LEED, UPS and ISS as part of a larger study regarding platinum, rhodium 
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and palladium[22]. The formation of a c(2x2) LEED pattern was observed after 
annealing 0.8 ML of deposited platinum. A c(2x2) LEED pattern was also produced by 
an annealed 0.4 ML platinum film. The platinum concentration in the first layer as 
measured by ISS was found to decrease to close to zero with the formation of the c(2x2) 
LEED pattern. They also reported a very faint c(2x2) LEED pattern at a narrow range 
of beam energies in the vicinity of 130 eV. It was also reported that the concentration of 
copper in the first layer was larger than would have been expected given the AES 
results. Belkhou et al. used LEED and PES to study platinum deposition up to  
6 ML [23]. They found that a mostly disordered surface alloy forms upon deposition at 
300 K. As with the previous study they reported diffuse c(2x2) spots at beam energy of 
130 eV from 0.5 ML to 1.8 ML. The p(1x1) LEED pattern disappeared at 3 ML of 
deposition, while annealing led to the formation of sharp c(2x2) peaks. The PES data 
strongly indicated alloy formation as detected energy peaks corresponded with those 
measured from Cu3Pt bulk alloys. The detection of a peak corresponding to bulk Pt 
once the deposit reached a thickness of 2.1 ML indicated the onset of layer upon layer 
growth. Annealing the thicker deposits led to the formation of a Cu50Pt50 surface with 
under layers having a composition of Cu75Pt25, although it is stressed that this is 
assuming a uniform under layer depth profile. A publication by Shen et al. investigated 
this system as part of a search for clock reconstructions [24]. As is becoming typical 
they observed a c(2x2) LEED pattern after a 370-420 K anneal of 1 ML of deposited Pt, 
an almost pure copper layer was reported after annealing to 670K. They found a clock 
reconstruction for the similar Pd/Cu(100) system but not for Pt. Although they could 
induce a clock reconstruction in a Cu(100) + 0.5 ML Pt + 0.5 ML Pd.  
Reilly et al. found that room temperature deposition of 0.5 ML platinum on Cu(100) 
formed a poorly ordered c(2x2) surface alloy [25]. Thermal activation using a 500 K 
anneal led to the formation a sharp c(2x2) LEED pattern. They reported that combined 
AES and CO TPD analysis strongly suggested the formation of an ordered second layer 
alloy phase. The work of Al Shamaileh et al. and Graham et al. also supports this 
conclusion; tensor LEED was used to investigate the structure formed by annealing a 1 
ML deposit of platinum at 550 K [26]. The data analysis supported the conclusion of a 
Cu50Pt50 c(2x2) second layer with a first layer containing 10±10% platinum, the third 
20±20% and the fourth 30±30%.    
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M. Walker et al. investigated Cu(100) with deposition of 0.55 ML, 1 ML, 2.35ML and 
2.75ML of platinum [27]. LEED, CAICISS and XPS data was taken upon deposition 
and after annealing to 470 K and 570 K. c(2x2) LEED patterns were produced by all 
coverages with the exception of the 2.75 ML where the c(2x2) pattern appeared after 
annealing to 570 K. Quantitative analysis of polar scanned time of flight CAICISS 
scattering data favoured a surface alloy model over layer-by-layer and platinum 
clusters. The depth profiles showed that for the 0.55 ML and 1 ML coverages the 
majority of the platinum remained in the first layer. The first layer of the 0.55 ML 
deposit contained 45% platinum and the second and third each contained 5%. The 1 ML 
deposit was similar with 80% on the first layer and 10% on the second and third layer. 
The trend for a platinum rich surface continued for the thicker deposits with the  
2.35 ML deposit having approximately 87% in the first layer, 85% in the second, 50% 
in the third and 0.12 ML pure platinum capping layer. The 2.75 ML deposit was similar 
with a pure platinum first layer, a 0.12 ML capping layer, 90% in the second layer, 55% 
in the third, 5% in the fourth and 15% in the fifth. The composition of the surface 
remained unchanged by the 470 K anneal. Annealing to 570 K caused a reduction in the 
capping layer to 0.05 ML, the first layer to 50%, the second to 33%, the third, fourth 
and fifth became 25%. Wataru Takeuchi analysed the same data using a different 
method known as ACOCT [28] as opposed to the FAN method used by Walker et al.. 
The operation of either method is beyond the scope of this thesis. Takeuchi’s analysis is 
in excellent agreement with those of Walker et al. with the only real difference being 
the platinum capping layer having 0.24 ML and 0.25ML for the 2.35 ML and 2.75 ML 
deposits. The difference is attributed to using different simulation methods. These two 
studies did not report the ordered second layer phase as observed by Reilly, Graham 
and AlShamaileh, however as Walker et al. did not report any results for annealed 
deposits in the 1 ML to sub-mono layer range the second layer ordered phase may have 
been untested as opposed to unobserved.     
 
3.2.3 Deposition of platinum on Cu(111) 
The growth mode of platinum on Cu(111) is agreed by all researchers to be pseudo 
epitaxial exhibiting the layer on layer Frank-van der Merwe growth mode[29-35]  . The 
coalescence from adatoms and small clusters to a more homogenous layer at 0.5 ML 
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was observed using PES by Belkhough and co workers [29] who found pattern 
repeating for each new extra monolayer. Analysis of LEIS data by Shen et al. indicates 
that the deposit retains the fcc substrate structure with no twinning, HCP stacking or 
change in film orientation [30]. The Pt-Pt separation in a single deposited mono-layer 
was measured with LEED by Belkhough et al. and found to be 2.61 Å [29]. This is 
close to the bulk copper nearest neighbour distance of 2.55 Å, which is in agreement 
with measurements performed by Fusy et al. [31] and Shen et al. [32] using RHEED 
and LEIS respectively. They both found the Pt nearest neighbour distance to be 
indistinguishable from the bulk copper value. The nearest neighbour Pt distance 
increases with deposit thickness reaching an average value of 2.7 Å at 3 ML as deduced 
from LEED patterns by Belkhough et al. [29] and becoming almost bulk like at 5ML. 
This relaxation of the N-N distance from the bulk copper value to a near platinum bulk 
value is presumed to be due to the inclusion of defects as the film grows. The LEED 
pattern evolves from a sharp p(1x1) at 1.1 ML to a streaky diffuse pattern at 3.1 ML 
and again becomes sharp at 5 ML [28-32]. As the value of the nearest neighbour 
separation for the platinum in the 3 ML film was an average deduced from LEED the 
surface is likely a mixture of compressed platinum still largely in registry with the 
substrate and relaxed bulk like structures with some disorder. The detection of a bulk 
like peak in the Pt f7/2 PES spectrum for deposits thicker than 1.6 ML suggests the 
presence of small surface domains possessing Pt bulk like nearest neighbour distances 
[29].  
Shen et al. described the interface as being sharp with no intermixing, while the MEIS 
work of Dastor and co-workers differed with the detection of slight intermixing. They 
found 0.03 ML of platinum on the second layer after a 0.5 ML deposition at 200 K with 
an anneal at 300 K [33]. 
The formation of Pt/Cu(111) surface alloys though the thermal activation of a deposited 
platinum film has been well characterised with a number of publications by several 
groups [31-34]. A common theme amongst these reports is the formation of a Cu3Pt 
surface alloy by annealing a deposit of at least a monolayer of platinum. Shen et al. [32] 
and Belkough et al. [34] both report an anneal temperature of between 570 K and 620 K 
being required to form the surface alloy. A publication by Shen et al. reported that a 1 
ML platinum film formed a Cu3Pt surface alloy at 523 K and remains stable to a 
temperature of 623 K but for a 3 ML film higher temperatures were required for 
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formation and dissolution, these being 553 K and 653 K respectively. Temperatures 
above 630 K are reported as forming a more dilute surface alloy [24,32]. Belkhough 
reports the formation of a Cu7Pt phase at an anneal temperature greater than 620 K [34]. 
Jin-Hyo Boo and co workers estimated the magnitude of the diffusion barrier at 0.85 eV 
for a 1 ML film and 0.9 eV for a 1.7 ML film which is in agreement with the reported 
lower temperature range for formation and dissolution for a 1 ML film versus a 3 ML 
film by Shen et al.. The absence of new LEED spots reported by all researchers 
combined with the sharp p(1x1) of the thermally activated films suggests that the 
distribution of platinum is random while retaining an ordered structure [29-32,34,35]. 
The evolution of the LEED pattern from a deposited 3.2 ML film through a number of 
annealing stages including estimates of lattice parameter where included in the later 
work by Belkhough et al. [34]. The as-deposited pattern is a quite diffuse and streaky 
p(1x1) and remains unchanged by a 423 K anneal. A 523 K anneal produced a sharp 
p(1x1) pattern which then remains relatively unchanged until a temperature of 723 K is 
reached. At this point the pattern is the same as the clean copper pattern except that the 
pattern of spot brightness was reversed. The evolution of the lattice parameter begins 
with the as-deposited film having a parameter of 3.83Å corresponding with a N-N 
distance of 2.7 Å this became 3.69 Å and 2.61 Å at 423 K, 3.66 Å and 2.58 Å at 623 K 
and returned to the bulk copper value at 723 K.  
 
3.3 Deposition of palladium upon copper 
 
3.3.1 Deposition of palladium on Cu(110) 
Comparatively, palladium deposition upon copper has garnered far more interest than 
platinum upon copper. This is especially true of the Pd upon Cu(110) system. Methods 
used to study this system include scanning tunnelling microscopy in combination with 
AES, LEED, X-ray photoelectron spectroscopy and reflection anisotropy [36-39]. Much 
of this research has been motivated by interest in the chemical and catalytic properties 
of the copper/palladium surface. Initial work on the growth mode of palladium upon 
Cu(110) was published by Murray et al. [36]; STM and surface energy calculations 
were used to characterise the growth mode of palladium for sub-monolayer deposition 
upon the (110) face of copper. They concluded that the deposited palladium forms 
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copper palladium chains along the close packed direction. Initially these chains are 
exposed in the surface. But as the coverage increases these chains are covered by 
displaced copper atoms and also copper atoms from steps and ledges. This leads to the 
formation of a collection of islands and pits. The islands being a pure copper capping 
layer over a Cu(110) c(1x2) Pd structure, and the pits which seem to be area of a raised 
terrace where the extra atoms had been scavenged from.  
Later works by other groups were in total agreement regarding room temperature sub-
monolayer palladium deposition [36-39]. Reilly and co-workers investigated palladium 
deposits up to a thickness of 8 ML. The deposits were formed at room temperature and 
the effect of temperature upon the film was tested up to a temperature of 720 K. For 
deposition of thicker films they suggested that the process put forward by Murray et al. 
[36] continues with the pure copper capping layer forming a further layer of (1x2) 
copper palladium with a smaller cap of copper on top. At somewhere between one and 
two monolayers of deposition the palladium begins to form pure palladium clusters as 
the available copper at the surface has been depleted and the underlying copper 
palladium surface alloy phase effectively forms a diffusion barrier. At a deposit 
thickness of 2.5 ML the palladium clusters form “platelets” with a variety of shapes 
with thicknesses between 1 and 2 ML covering the majority of the surface. By contrast 
a 4.5 ML deposit formed regular closely packed flat topped palladium clusters that were 
rectangular in shape with the sides aligned down the (100) and (110) type surface 
directions. This block structure was found to continue up to 10 ML. Annealing a 4 ML 
deposit of this block like structure to 500 K led to the formation of islands with a 
diameter of some 30 Å. Portions of the islands and other areas of the surface formed a 
granular structure that appeared as non-Ostwald ripened nucleated Pd clusters. 
Annealing to the higher temperature of 600 K resulted in a surface composed of 
irregularly shaped atomically flat islands with monatomic steps and scattered pits 
similarly irregularly shaped and flat. Reilly and Price also tested the chemical properties 
of various palladium deposits through TPD of formic acid. For formic acid 
decomposition and desorption the formate is stable on Cu(110) to a temperature of 445 
K and on Pd(110) to a temperature of 237 K. It was found that for thicknesses between 
1 and 2.5 ML the temperature of desorption underwent a minimal change from 445 K to 
430 K. For the thicker 4 ML film desorption occurred at 363 K and 358 K for an 8 ML 
film.  These results are similar to the desorption temperature of 346 K for a 
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CuPd[50:50](110) alloy surface. This intermediate activity would seem to be the result 
of a bimetallic surface.  
The catalytic nature of the Cu(110) + Pd surface was also investigated and reported in a 
publication by Constant et al. [37] with a further paper by members of the same group 
headed by Abel[38] featuring more detail of the structure. Delichere and Bertolini [39] 
published a further paper which included the catalysis data this time alongside a LEIS 
analysis of the surface. This system’s catalysis of the 1,3-butadiene hydrogenation 
reaction was measured at deposit thicknesses ranging from a 0.35 ML to 4.5 ML. It was 
found that 2.9 ML had a catalytic activity some eighteen times the value for Pd(110) by 
comparison a pure Cu(110) surface has a catalytic activity of 0.07 relative to Pd(110) 
for this reaction [37,38]. Thicker deposits of Pd decreased the catalytic activity and 
presumable with increasing thickness the value would tend to the value for a pure 
Pd(110) surface. Between 0 and 1 ML the catalytic activity is effectively zero this is 
likely to be due to the pure copper capping layer upon the Cu(110) (1x2)Pd islands. 
From 1 to 2.9 ML the catalytic activity increases almost linearly. This behaviour is a 
contrast to that of the Cu(110)+Pd system during TPD of formic acid where the 
behaviour was intermediate between Cu(110) and Pd(110). This impressively increased 
catalytic activity over Pd(110) which is already regarded as efficient is expected to be 
due to structure of the surface and the strain present in the palladium cluster structure 
[37,39].   
Regarding the structural understanding the Cu(110) + Pd system these three papers  
[37-39] largely agree with the observations of Reilly et al. and Murray et al.. The LEIS 
analysis by Delichere and Bertolini [39] measured the amount of palladium present in 
the outer most layer of the structure. Surprisingly they found the palladium portion of 
the outer layer to be smaller than expected, only reaching 90% at coverages as large as 
6 ML; at coverage of 3 ML the outer surface is only 40% palladium. This is in 
disagreement with Reilly and Price’s suggestion of palladium 3D cluster formation as 
being due to the depletion of available surface copper. Constant et al. [37] observed 
deep 4-5 ML holes in the copper substrate a potential source of this extra copper. The 
STM work of Abel et al. revealed that the rectangular palladium clusters are aligned 
along the (110) direction and have a thickness in the (100) direction of approximately 9 
nm [38]. The average spacing in the (100) direction between these clusters was found to 
have decreased regularly from 15 nm at 1.5 ML to 10 nm at 3 ML and finally to 7.5 nm 
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at 6 ML. There is also an undulation that was observed along the (110) direction of 
these clusters having a periodicity of some 5 nm as observed by both Abel and 
Constant. Abel and Constant both report that the cluster formation and undulation are 
both relaxation effects causes by the strain inherent in the 8% lattice mismatch between 
copper and palladium. The increase in catalytic activity is hypothesised by Constant to 
be due to this undulation as it is most pronounced at a coverage of 3 ML.  
 
3.3.2 Deposition of palladium on Cu(100) 
Palladium deposition upon the Cu(100) surface is a surprisingly rich system and is also 
highly relevant as a comparison to Cu(110) as it is not a close packed surface. Initial 
research by Fujinaga on the (100) face of a Cu3Pd alloy revealed a c(2x2) surface 
structure as observed using LEED [40]. Graham conducted an ultraviolet photoelectron 
spectroscopy study on a Cu(100)-c(2x2)Pd surface; he made some reference to the 
actual structure not being characterised and discussed the possibility of it not being 
composed of a single layer [41]. Pope et al. published a paper in 1991 where they 
attempted to define a coverage of palladium that would achieve the sharpest c(2x2) 
LEED pattern [42]. They reported that 0.55 ML corresponded with a clear maximum in 
the LEED pattern intensity. In other works by Graham and co-workers the coverage 
needed to maximise the observed c(2x2) LEED pattern was 0.8 ML [22,41]. 
Murray and co-workers studied this system utilising an experimental set including both 
STM and RBS. They observed the structures formed by deposits ranging from 0.2 ML 
to 1.1 ML. Using RBS for measurements of coverage and STM to observe the surface 
structure. The initial work was published in 1995 [43]  with a later publication in 1996 
[44]. They observed that the palladium incorporated into the first layer of the Cu(100) 
surface through an exchange mechanism, the ejected surface atoms then migrated to 
step and ledge edges. This in itself is an interesting contrast compared to the platinum 
and palladium on Cu(110) systems as in these the ejected atoms bury the first layer 
structure and surface atoms from edges and so forth actually migrate and make the extra 
atoms needed to form a full capping layer on the now second layer structure (1x2) for 
Palladium and c(2x2) for platinum. Murray and co-workers observed the formation of 
short palladium chains along the (100) surface directions. At larger coverages they 
found that these chains give rise to the c(2x2) surface reconstruction. The observation 
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of separate nucleation points at low coverage and the absence of domain boundaries at 
larger coverages suggests that there is some mobility mechanism for the palladium. At 
1.1 ML of palladium deposition STM observation also revealed raised islands 
containing both copper and palladium. The copper concentrations of these raised islands 
were found to be larger at the edges. Ejected copper from the initial surface 
reconstruction is taken to adsorb to island edges which for larger coverages could form 
above the c(2x2) surface. These islands also form a c(2x2) reconstruction. The kinetics 
of these processes were investigated by Pope et al. with a publication in 1994[45]. By 
depositing palladium at 100 K they then observed the evolution of the LEED pattern 
with time at varying anneal temperatures. They found the initial exchange mechanism 
of palladium into the copper surface to be very rapid. Through qualitative observations 
of the c(2x2) order while varying the rate of heating they deduced that surface diffusion 
of palladium had a slightly lower activation energy than for the exchange mechanism 
which they estimate to be 0.34 eV. The later stage at temperatures between 248-276 K 
had c(2x2) domains growing as an equilibrium between copper and palladium diffusion 
between palladium rich surface islands, clean copper substrate and c(2x2) surface 
domains. The growth of the c(2x2) domains was found to have an activation energy of 
about 0.4 eV. 
Murray’s 1996 paper [44], Pope’s 1995 paper [46], Shen’s 1996 paper [24] and a later 
publication by Pussi et al. [47] all address the observation of a clock reconstruction in 
the Cu(100) + Pd system with palladium deposits around 1ML. A number of models are 
suggested. Murray et al. [44] suggests a model for a (2x2)p4g structure where a p(2x2) 
Cu and Pd layer totalling half a monolayer sits atop a clock reconstructed c(2x2) Cu and 
Pd layer. In the 1995 publication based upon LEED, MEIS and TDS data along with 
EAM simulations Pope et al. suggests a model where the p4g reconstruction is due to 
mixture of p4g c(2x2)PdCu and p4g Pd atop a non-clock-reconstructed c(2x2)PdCu 
layer. This structure would require 1.5 ML local coverage to form, as only a single 
monolayer of palladium was deposited. The existence of exposed copper regions was 
confirmed with MEIS and TDS. Shen et al. [24] suggestes a model consisting of pure 
palladium clock reconstructed islands above an ordered c(2x2) substrate consisting of a 
mixture of c(2x2) copper and c(2x2) CuPd regions. Pussi and co-workers 2002 [47] 
publication of work drawing upon MEIS, LEIS, LEED, SATLEED (symmetrised 
automated tensor low energy electron diffraction) and STM. The model favoured by 
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Pussi et al. is most similar to that proposed by Murray and co-workers being a p(2x2) 
clock rotated PdCu ordered surface layer with a p2gg symmetry upon a c(2x2) PdCu 
ordered under layer.  
 
3.3.3 Deposition of palladium on Cu(111) 
Palladium deposition upon the Cu(111) surface is the subject of several publications 
[47-52] Observations using STM by Hasegawa and co-workers [48] on room 
temperature deposition of sub-monolayer palladium showed the formation of dendritic 
islands on raised terraces and palladium brims on step edges. Misfit dislocations in the 
surface were also observed but not elaborated upon as the publication is primarily about 
the work function of the palladium deposits. The structural observations of Hasegawa et 
al. agree entirely with other observations in a publication by Bach Aaen et al. [49]. This 
work is firmly aimed at the structural behaviour of sub monolayer palladium at a variety 
of temperatures. For deposition at room temperature they found brims and dendritic 
islands as did Hasegawa et al.. They also observed misfit dislocations and suggested 
that these were due to fcc-hcp stacking faults. Annealing these deposits to 433 K led to 
the formation of a mainly copper capping layer atop the palladium brims and dendritic 
islands. Further annealing to 493-573 K again altered the surface morphology, this time 
leading to the formation of a substitutional first layer phase. This phase had no long 
range order but pair correlation plots revealed that there was no nearest neighbour 
occupancy. Analysis of surface energy showed that, provided nearest neighbour 
occupancy of the first layer by palladium was excluded, further ordering was not 
energetically favourable. This short range ordered surface phase was found on raised 
terraces near to downward steps, similar to the distribution of the brims and dendritic 
islands. Comparison of palladium atomic density on the STM plots to palladium surface 
content by RBS showed that there was subsurface palladium.  
A de Siervo et al. [50] found evidence for a random alloy of copper and palladium after 
an 873 K anneal for 1 minute. Using R-factor matching of XPD data they found that a 
model comprising a random alloy of palladium and copper having a palladium 
concentration of 20%, 70%, and 20% for the first, second, and third layers respectively 
which is in agreement with the short range ordered phase observed by Bach Aaen et al. 
[49]. They assumed that the alloy was entirely substitutional with the only spatial 
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change being a proposed relaxation of the first and second interlayer displacements. 
These being a first interlayer spacing expansion of 5% d12 =2.2±0.1 Å and the second 
d23=2.05±0.3 Å a 2% contraction. Incidentally the proposed model returned an R-factor 
of 0.16, while a bulk terminated copper model returned a value of 0.17. A pure 
palladium overlayer model had an R-factor of 1.01. 
R Paniago et al. [51] analysed this system with RHEED primarily focusing upon 
changes in surface mesh dimensions. As with the other researchers the complex growth 
was acknowledged. The observation that the RHEED signal did not degrade 
significantly for depositions of up to ten mono-layers indicated that the surface 
remained relatively smooth during this process. The RHEED intensity as a function of 
time assuming constant deposition rate suggests the surface is at its most rough at 1 ML 
of deposition and assumed a somewhat constant state of roughness at a coverage of 
about 4 ML. R Paniago et al. found that the initial growth mode was not 
pseudomorphous with even sub-monolayer depositions. They reported that the surface 
mesh dimensions increased from the values for copper with no deposition and reached 
the value of palladium at 3 ML deposition. At the initial phase between 0.3 ML and 1 
ML the change in the mesh dimension was almost exponential, during this phase though 
the FWHM of the RHEED pattern was at its largest which could be an indication that 
the RHEED is detecting a mixture of surface mesh spacings and therefore the 
measurement of surface mesh size is likely to be an average rather than a single value. 
Interestingly the mesh size becomes stable at 3 ML and the surface roughness at about 4 
ML. R Paniago’s results are in general agreement regarding the conclusion that a 
random substitutional alloy is formed although the change in mesh size was not 
observed by Bach Aaen et al. [49]. Bach Aaen et al. and Hasegawa et al. [48] both 
observed dislocation misfits which R Paniago comments could be produced by this 
change in mesh size.  
Canzian et al. [52] applied BFS theory to the results of Siervo et al. [50]. They found 
that a pseudomorphic substitutional random alloy model was favoured. They found that 
palladium substitutions tended to occur at the end of terrace steps forming the short 
range order excluding nearest neighbour occupancy.  
A MEIS work by Howe and co-workers [53] found that sub-monolayer (0.2 ML) 
palladium deposition formed a random substitutional alloy retaining the spacing of the 
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underlying copper substrate. Qualitative observations and adjustment of simulation 
parameters led to an optimised model with a layer by layer concentration of palladium 
of 9%, 9% and 2% for the first, second and third layers respectively. With first 
interlayer spacing of d12 =2.08±0.04 Å which is effectively the same as the bulk value 
of 2.087 Å and a second interlayer spacing of d23=2.11±0.04Å which is about a 1% 
expansion. This model also included twinning for 15% of the surface. These results 
disagree in part with the results of A de Siervo et al. [50]. Although the deposition is 
thinner at 0.2 ML, and also un-annealed, the interlayer spacing are in rough agreement 
as the error bars do meet. R Paniago et al.’s [51] observation of changes in surface 
mesh size began at a thickness of 0.3 ML and are therefore neither in agreement nor 
disagreement as they did not get reliable measurements of mesh size due to line width 
saturation. Bach Aaen et al. [49] reported the formation of copper capping layers after 
annealing and as such are in general agreement with Howe et al. for a sub-monolayer 
room temperature palladium deposit. Thicker deposits appeared heavily twinned and 
somewhat incommensurate. No evidence was found for second layer enhancement but 
it is noted however that the history of the substrate, in particular the density of steps and 
ledges, may effect the results obtained with a certain crystal.   
 
3.4 Deposition of rhodium upon copper 
 
Rhodium is interesting for its catalytic capabilities and is also a potential candidate for 
the formation of a magnetic monolayer. The author could not find any publications 
regarding rhodium deposition on an fcc(110) face. Rhodium films have been grown 
using MgO or NaCl cleaved substrates by a number of workers. Miller and Koshy [54] 
grew single crystal rhodium films using a range of deposition temperatures 299-873 K 
and deposition thicknesses 10-600 Å. They achieved single crystal films using an 
NaCl(100) substrate with a deposition temperature of 753 K, this was reduced to 673 K 
when depositing upon a previous epitaxial silver deposition. For lower deposition 
temperatures continuous polycrystalline films were reported. Lukenge et al. [55] 
likewise found continuous polycrystalline films with room temperature deposition of 
rhodium upon cleaved NaCl, whilst depositon onto a Cu(100) epitaxial film in the 
temperature range 473-673 K led to the formation of a continuous homogenous film. 
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Before film coalescence Rh(100) crystallites were observed with two main orientations 
the first matching the substrate orientation and the second at 45° to the first. Some 
nuclei were observed to have a (111) orientation but the (100) was found to be 
dominant. Similar results were found for rhodium films grown on Au(100) and Ag(100) 
epitaxial epitaxial deposits.  
Delplancke et al. [56] found MgO to be a superior substrate for the formation of 
Rh(100) films upon an epitaxial Cu(100) barrier layer. The films produced contained 
less contamination and the use of a copper barrier reduced the temperature requirements 
for good epitaxy from 973 K to 573 K. A later work by Reniers et al. [57] investigated 
the epitaxial growth of a number of metals and bimetallic alloys including a number of 
Rh/Cu alloys of varying concentrations. The results of which are in agreement with the 
previous works. MgO was found to be a superior substrate for epitaxy producing 
cleaner films. They also found that the temperature required for good epitaxy is related 
to the melting point or surface energy of the metals involved. 
Measurements of the lattice parameter of various copper rhodium alloys formed 
through rapidly quenching a liquid melt by Luo et al. [58] showed a positive deviation 
from Vegard's law. This deviation was largest for a rhodium concentration of 60%; 
these alloys were metastable. Two samples having copper concentrations of 50% and 
75% were annealed at 873 K and 1073 K for an extended period of seven to ten days. 
These alloys decomposed into two stable solutions the composition of which was 
deduced from their lattice spacing. The compositions being 9.2% copper and 81.5% 
copper. This suggests that rhodium and copper are miscible but that there are only two 
stable alloy compositions.  
The surface of copper rhodium alloys in the form of massive single crystals and 
epitaxial films was investigated by Delplancke and co-workers [59]. Massive single 
crystals of 1.5%, 8.75%, 15% and film alloy samples of between 8% and 80-90% of 
rhodium where analysed using AES; testing for surface compositional changes after 
annealing at variable temperatures and times. An increase of copper concentration at the 
surface was measured in all cases. It is also indicated that diffusion in the rhodium 
copper system is so slow that equilibrium was only reached for the sample that 
contained 1.5% Rh and at high temperatures.  
43 
 
Rhodium films upon the single crystal surface of Cu(100) as opposed to growth upon an 
epitaxial film of Cu(100) has been investigated by Graham et al.[22] and Hayden et al. 
[60]. Graham used AES and LEIS to measure the effect of annealing on the surface 
composition. Hayden et al. used AES and momentum resolved inverse photoemission 
to analyse the electronic structure of thin rhodium films to search for any signs of 
magnetic ordering. Graham et al.[22] found deposition of rhodium led to a surface with 
a much higher copper concentration than expected, annealing led to an even greater 
surface copper concentration. Rhodium was found to grow in a disordered layer on 
layer fashion leading to the formation of a kinetically limited metastable structure. A 
LEED pattern was observed for the 0.75 ML of rhodium after a 525 K anneal. This 
pattern being a faint diffuse c(2x2) pattern with streaks along the (110) surface 
directions. Apart from this there is little evidence for an ordered surface phase of 
rhodium upon the (100) face of copper. The inverse photoemission work of Hayden et 
al. [60] found that as-deposited films had poor long range order, the c(2x2) LEED 
pattern observed by Graham et al. [22] was not reproduced. The annealed films were 
found to be much more ordered, the form this order took, as in as an ordered overlayer 
or substitutional alloy, was not elaborated on.  
 
3.5 Surface diffusion  
 
Surface mobility through diffusion is an important aspect of surface behaviour as any 
surface reconstruction must form though some allowed kinematic path. Field ion 
microscopy has been used to directly study the diffusion of adatoms on single crystal 
surfaces since the 1960’s [61].  
It was initially assumed that diffusion on the fcc surface would be dominated by 
mobility in the (110) type surface direction along the close packed rows as opposed to 
the (100) type direction across the close packed rows. These directions are illustrated in 
Figure 3.3. Early measurements of the diffusion energy barrier in these two directions 
had the surprising result that the diffusion energy barrier was of a similar magnitude in 
both directions.   
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  (a) 
 
  (b) 
Figure 3.3 showing surface diffusion through bridge hopping mechanisms for the fcc(110) surface. 
Figure 3.3 (a) shows diffusion in the (110) type close packed direction through a long bridge hop; (b) 
shows diffusion in the (100) type direction across the close packed rows, this diffusion would be through 
a short bridge hop.   
 
It was ultimately proven, through the use of FIM, that there was an exchange 
mechanism at work [61]. The adatom would exchange places with a first layer atom 
which could then ejected into an adjacent row. This mechanism is illustrated in Figure 
3.4. 
 
Figure 3.4 illustrating the action of mobility through exchange, in the initial state the arrow shows the 
direction of exchange for the adatom represented by the white circle. The final states show the three most 
likely final states with the adatom absorbed into the first layer and the previous first layer atom now in an 
adatom state. 
 
Most FIM work regarding adatom mobility has utilised refractory metals as they are 
suited for this technique. Although methods have been developed for other metals such 
Initial state Possible final states 
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as aluminium and copper utilising lighter imaging gases experimental measurements of 
adatom mobility on copper (110) is scarce.  
There are a number of theoretical papers using a variety of DFT derived techniques the 
results of which are summarised in Table 3.2.   
Short bridge 
hopping 
Long bridge 
hopping 
Exchange Method Reference 
N/A 0.23/0.28 eV 0.30/0.31 eV AFW/VC [62] 
1.15 eV 0.24 eV 0.30 eV AFW [63] 
1.32 eV 0.23 eV 0.63 eV MAEAM [64] 
1.049 eV 0.322 eV 0.351 eV DFT [65] 
Table 3.2 Summarising results of theoretical investigations of self diffusion upon the copper (110) 
crystal. AFW refers to the method of Adams, Foiles and Wolfer while VC to Voter and Chen. MAEAM 
refers to the Modified Analytical Embedded Atom Method and DFT to density functional theory. 
 
There is close agreement between the values calculated by Liu et al. [62], Karimi et al. 
[63] and Sathiyanarayanan et al. [65]. Wen et al. had similar values for the short and 
long bridge hopping but a value twice as large for the exchange mechanism [64]. 
Karimi and co-workers also calculated values for a variety of other surface diffusion 
processes including diffusion along the edge of a step edge, up and down step edges, 
and for a copper atom leaving a ledge at a step edge. 
The empirical relationship equation 3.1 is often used to describe diffusion on a surface. 
𝐷0 is an exponential pre-factor that effectively lumps the jump length and attempt 
frequency of the mechanism. 𝐸𝑑 is the activation energy for a given mechanism and 𝑇 
is the absolute temperature. 
𝐷 =  𝐷0 𝑒𝑥𝑝 �−𝐸𝑑𝑘𝐵𝑇� 
 
  
3.1 
 
Although the activation energies for mobility through long bridge jumping along the 
channels and exchange mechanism across the channels are similar, the mass transport is 
higher in the previous case as there is a higher exponential prefactor for mechanisms of 
this type. This effectively corresponds to higher mobility in this direction due to an 
increased hop attempt frequency and/or a greater distance travelled once the adatom 
becomes mobile.  
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Although not specifically concerning diffusion there is an experimental investigation of 
platinum absorption into a stepped Cu(111) surface by Dastoor et al. [33]. The edge of 
the step is often described as fcc(111) facets, but if the adjacent atomic row below the 
step is also taken into account it can resemble a fcc(110) facet. It was found that the 
steps have a significant effect on platinum adsorption into layers deeper than the first. 
Dastoor suggested two mechanisms for platinum absorption upon the stepped Cu(111) 
surface [33]. These being exchange with the base of a step edge and inclusion in the top 
of a step edge and subsequent burial by mobile copper surface atoms. The first 
proposed method would have similarities with diagonal exchange on a Cu(110) surface. 
However, as both feature burial by mobile step edges they both have similarities to 
proposed mechanisms in the case of palladium upon copper (110).  
 
3.6 Surface energy considerations 
 
The act of dividing a body of material into a number of smaller bodies will require 
some input of energy to break the bonds in order to form the new surface. For a single 
crystal surface of a given material the surface energy scales inversely with the planar 
density of the exposed surface, which for fcc materials leads to the following surface 
energy relationship fcc(110) > fcc(100) > fcc(111). This pattern is observed for all fcc 
materials. The interaction of area and surface energy mean a higher energy surface may 
“facet” into a structure where the area increases but the lower surface energy of the new 
surface leads to a lower total energy for instance the missing row reconstruction 
observed for some fcc(110) surfaces. Reduction of surface energy can also be a driving 
force for segregation of a lower surface energy atomic species to the surface.  
For a solid, measuring the surface energy is no easy task and as such most values for the 
surface energy are generated using calculations, typically using some form of density 
functional theory. Due to the nature of the approximations used for these calculations 
the values generated have a large amount of variation between differing techniques. For 
this reason it is best to compare values generated by a certain method as these values 
have no relevance when compared to those generated using another method. It could 
also be argued that the values generated by a given method would only be valid for the 
surfaces of a certain substance. However the trends between various values for a certain 
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method are often accepted as being representative of the trends for the real values. So in 
effect the trends of values are more valid than the magnitude of the values. This can be 
easily seen in the calculated results shown in Table 3.3. In this case the value of surface 
energy for Cu(111) from Yan-Ni Wen et al.’s paper [66] is some half of the value 
reported by Baoqin Fu et al. [67].  
 
Surface Surface energy  
eVnm-2 [66] 
Surface energy  
eV per atom [66] 
Surface energy  
eVnm-2 [67] 
Surface energy  
eV per atom [67] 
Cu(111) 5.86 0.33 10.4 0.59 
Cu(100) 6.28 0.41 11.95 0.78 
Cu(110) 6.9 1.28 12.70 2.35 
Pd(111) 5.78 0.38 11.8 0.77 
Pd(100) 6.35 0.48 13.55 1.03 
Pd(110) 6.98 1.5 14.4 3.08 
Pt(111) 5.63 0.38 9.5 0.63 
Pt(100) 6.74 0.52 10.9 0.84 
Pt(110) 7.41 1.61 11.6 2.53 
Rh(111) 11.45 0.72 N/A N/A 
Rh(100) 13.34 0.96 N/A N/A 
Rh(110) 14.18 2.90 N/A N/A 
Table 3.3 Showing some calculated surface energy values The figures shown in here are only a selection 
of those that are available. 
 
In effect this produces some confusion where values are compared from different 
techniques. The values calculated for palladum and platinum are close to those 
calculated for copper and in some cases are higher. This would suggest that if platinum 
or palladium were deposited upon copper it would be energetically favourable for the 
deposit to remain upon the copper substrate surface. However these values are for the 
surface of a pure sample in units of eV per nm2. If the values are re-calibrated into units 
of eV per first layer surface atom rather than per nm2 then a surface palladium, platinum 
or rhodium atom has a higher energy than a copper surface atom in all cases. This re-
calibration is however very much a gross simplification as can be seen from the 
extremely high values for the fcc(110) face as each surface mesh only contains a single 
atom rather than two as is the case for fcc(111) and fcc(100).  
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A layer of pure palladium, platinum or rhodium upon copper would have an increased 
surface energy value with respect to area due to the decreased surface mesh dimension 
as compared to a pure sample leading to an increase in the surface atomic density. 
There would be a further contribution to the energy of the surface since the over-layer 
would effectively be compressed as compared to the surface of a pure sample, in effect 
the mechanical strain energy would contribute to the total surface energy.  
To investigate the surface energetics of a copper surface with the addition of palladium, 
platinum or rhodium would require DFT calculations for each case using a single 
method. As such comparisons of calculated values is limited in viability unless a 
dedicated DFT study were conducted with this system as a specific subject. 
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4. Results for sub-monolayer depositions 
 
4.1 Beam geometries 
 
As the literature suggested that anything interesting was going to be happening in the 
top three layers, MEIS alignments were selected for one, two and three layers of full 
illumination. The alignments used by Woodruff et al. [68] , Baddaley et al. [69] and 
Copel et al. [20] provided the three layers of selective sensitivity, enhanced by the 
addition of an extra alignment along the (1¯10) surface azimuthal direction.  
The selection of scattering geometries is a balancing act between the requirements for 
kinematic mass separation, sufficient ion counts for good Poisson statistics and the 
desired double alignment geometries. The kinematic mass separation and probability of 
scattering are both a function of scattering angle, however, each scales in the opposite 
direction. For instance a low scattering angle is desired for high ion counts due to the 
Rutherford differential cross section while a high scattering angle is also desired to 
provide good mass separation. And of course the required layer depths of double 
alignment geometries are also a factor. 
The energy separation of scattered 100 keV hydrogen ions (including an assumed 800 
eV scattering peak width) from copper, palladium, platinum and rhodium is shown in 
Figure 4.1. It is clear that there is good energy separation for a thin layer of platinum 
upon copper for scattering angles above approximately 55°, this is important as the first 
layer geometry has a scattering angle of 60°. Rhodium and palladium have good mass 
separation from copper above a scattering angle of about 70°. So for these elements the 
deposit and substrate scattered ions cannot be easily separated. 
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Figure 4.1 showing the energy separation of ions scattered from copper, palladium, platinum and 
rhodium including the width of the scattered energy distribution. The two lines represent the limits. 
The orientation of the (110) plane within the copper unit cell is illustrated in Figure 4.2, 
this is the same as Figure 3.1 but reproduced here for convenient reference. The ion 
beam incident alignments that were used were the one layer [101¯], two layer [1¯00] and 
three layer [21¯1¯]. The two scattering planes used are parallel to the normal direction and 
the surface direction of scattering. The surface directions of the scattering planes are 
illustrated in Figure 4.3. The [112¯] surface direction plane was used for the one-layer 
and three-layer alignment geometries whilst the [1¯10] surface direction plane was used 
for the 2 layer (1¯00) geometry.  
 
Figure 4.2 a diagram showing the directions relevant to the (110) surface illustrated in this diagram by the 
dashed lines and the copper lattice. 
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Figure 4.3 Showing the (110) surface mesh and the surface directions of importance. The dimensions of 
the surface mesh are as follows; a = 3.615 Å, b = 2.556 Å and c = 4.427 Å. Black spots denote first layer 
(surface) copper atoms, the lighter grey spots denote second layer atoms. 
 
The single-layer double-alignment geometry is illustrated in Figure 4.4. An incident ion 
beam direction of [1�01�] is used which leads to all atoms below the first layer being 
shadowed. This geometry is dominated by un-shadowed and un-blocked scattering from 
the first layer and the blocking dip in the [132�] direction. This blocking dip tends to be 
wide as the (shadowed) scattering atom and the blocking atom are in close proximity 
but also relatively shallow as the second layer atom which produces the observed 
blocking dip is itself shadowed.  
 
Figure 4.4 Scatter diagram for first layer [1�01�] incident ion geometry, note that the shading scheme used 
in Figure 4.2 and Figure 4.3 to describe first and second layer atoms is not used here. As all the atoms in 
this diagram are within the same plane they have the same shade. 
 
The two-layer double-alignment geometry is shown as Figure 4.5. In this case the 
incident ion beam is directed along the [1�00] direction. In this case there are actually 
two parallel scattering planes, one contains all the atoms located on even numbered 
layers and the other the odd layers. The first two layers are un-shadowed and deeper 
atoms can only be shadowed or blocked by atoms in the same scattering plane. There is 
some interaction between the planes due to small angle scattering but the blocking 
curves are dominated by scattering within these planes. The TEA is positioned along 
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the [010] blocking direction. This alignment is dominated by the un-shadowed 
blocking from the first two layers and like the single-layer geometry has a single 
relatively shallow but wide dip in the [010] direction as the scattering atoms that 
produce blocking dips are also shadowed. 
 
Figure 4.5  Showing the two layer double alignment geometry using a [1�00] incident ion beam direction 
and the TEA positioned in the [010] blocking direction. The two shades are used to indicate the two 
parallel scattering planes present for this alignment.  
 
The three layer double alignment geometry is shown in Figure 4.6, for this geometry the 
ion beam is directed along the [2�1�1�] direction. For this incident ion beam geometry the 
first three layers are not shadowed. The three layers below these ie the fourth, fifth and 
sixth layer are shadowed by the first, second and third layers respectively. The blocking 
curves produced can therefore be expected to be dominated by ions scattered from the 
first three layers but will consist of some scattering from the fourth, fifth and sixth 
layers. There are a large number of possible blocking directions of interest within this 
alignment. These are illustrated in Figure 4.6, as there are a large number of blocking 
dips available a number of different TEA positions were used for this incident ion beam 
direction.   The incident ion beam directions used and blocking directions of interest are 
listed in Table 4.1 for the [1�12�] scattering plane direction and Table 4.2 for the [1�10]  
scattering plane direction. 
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Figure 4.6 Illustrating the three layer double alignment geometry using a [2�1�1�] incident ion beam 
direction. For alignment, a number of different TEA position were utilised; the blocking directions of 
interest are indicated. 
 
Miller 
indices  
Angle relative to 
surface normal 
Layer separation between 
blocking and blocked atom. [110] 
 
0° 2 [121�] 
 
30° 3 [132�] 
 
40.89° 4 [011�] 
 
60° 1 
�1�45�� 
 
70.89° 3 [1�34�] 
 
73.9° 2 [1�23�] 
 
79.11° 1 [2�1�1�] 
 
-30° 3 [1�01�] 
 
-60° 1 
Table 4.1   A list of incident ion beam and blocking directions for the [1�12�] scattering plane direction. 
 
Miller 
indices 
Angle relative to 
surface normal 
Layer separation between 
blocking and blocked atom [010] 45° 2 [1�00] -45° 2 
Table 4.2  A list of incident ion beam and blocking directions for the [1�10] scattering plane direction 
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4.2 Platinum 
 
4.2.1 Introduction 
The copper crystal was sourced from Surface Preparation Labs, Zaandam. It was 
supplied electro-polished with the surface being within 0.1 degree of the surface 
crystallographic direction. In vacuo cleaning was conducted using argon ion sputtering 
at between 1-1.5 keV for varying lengths of time depending on the amount of surface 
contamination. 500°C flash anneals were used to restore surface order after sputtering 
cycles. A freshly cleaned surface was examined using AES (100-1000 eV) and LEED 
(70 eV) to ensure a clean ordered surface before proceeding with platinum deposition. 
Platinum was deposited using a commercially available e-beam source, the ebe-1. After 
deposition the sample was examined, AES was used to test for carbon and oxygen 
contamination and MEIS was used to measure the amount of Pt deposited and to check 
for sulphur contamination. LEED was used to check for ordered surface 
reconstructions. After gathering MEIS data using 100 keV hydrogen ions the sample 
was then returned to the sample preparation chamber either for a subsequent anneal and 
re-examination of the surface or for cleaning.  
The platinum deposition source was mounted in an upward pointing configuration at a 
port originally designed for k-cell use. In the case of platinum e-beam evaporation this 
created a problem due to platinum being in a liquid state at the temperature required for 
a vapour pressure sufficient for deposition. So in this case deposition had to be from an 
e-beam heated droplet of liquid platinum on the end of a rod that was pointing up. It 
was found that evaporation was possible but that the deposition rate was unpredictable. 
The platinum was deposited at a substrate temperature of 330 ± 20 K.  
AES was used primarily to check for carbon and oxygen contamination. The other main 
possible contaminant for platinum deposition onto copper is sulphur. Sulphur happens 
to posses similar mid-range AES peaks to platinum, for this reason detailed energy-
depth-composition profiles were taken using aligned geometries such that any 
appreciable sulphur contamination could be detected. This was not possible using a 
pseudo-random alignment as the sulphur would blend into the bulk noise of the copper. 
This was particularly important for this experiment as sub-monolayer sulphur deposits 
on Cu(110) are known to produce a c(2x2) reconstructed LEED pattern. 
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Four alignment geometries where used, a single layer double alignment geometry, a two 
layer geometry and two three layer geometries providing a selection of blocking dips to 
assess with accuracy the composition of the first four layers. These geometries were the [1�01�] single-layer incident ion beam with the TEA position in the [011�] direction, the  [1�00] two-layer incident geometry with the TEA positioned at [010] and the [2�1�1�] 
three-layer incident geometry with two TEA positions. The first TEA position was 
selected to measure dips in the [121�] and [132�] blocking directions and the second for 
the [011�], �1�45�� and [1�34�] blocking directions. 
 
4.2.2 Qualitative analysis of experimental data 
Upon examining the MEIS data from the 0.3 ML platinum deposit upon the copper 
(110) face it is clear that the blocking curves produced by the fresh deposit and both 
flash anneals are very similar. The copper blocking curves from three layer [2�1�1�] 
incident ion beam geometry are shown in Figure 4.7(a) and the platinum curves in 
Figure 4.7(b). The blocking curves from the single layer alignment using the [1�01�] 
beam geometry are shown in Figure 4.8(a) for copper and Figure 4.8(b) for platinum. 
The two layer [1�00] blocking curves are shown in Figure 4.9(a) for copper and Figure 
4.9(b) for platinum. It is immediately apparent that there is a substitutional structure in 
all three cases as the platinum blocking dips all appear in directions that are 
characteristic for an fcc(110) crystal face. Indicating that the platinum is substituting 
into copper sites through some mechanism. The detected ion count is very similar for 
the as-deposited and 460 K anneal indicating that any changes in layer-wise occupation 
would be minimal. There is a decrease in ion count for the 560 K anneal data 
suggesting that there is a change in layer-wise occupation after this anneal.  
The large dips present in the [011�] direction at 60° to the surface normal in both the [2�1�1�] three-layer and [1�01�] single-layer blocking curves indicate the presence of 
platinum below the first layer in the as-deposited and annealed cases. This is in 
agreement with the results of Hugenshmidt as the platinum was deposited at 330 K 
[21]. 
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Figure 4.7  Showing the raw, Rutherford corrected scattering data for the three layer geometry using the [2�1�1�] incident ion beam; (a) shows copper and (b) shows platinum. Red spots are for as-deposited 330 K 
data, black for 460 K annealed data and blue for 560 K annealed data.  
 
 
 
 
 
 
 
        (a)                             [121�]                [132�]                                 [011�]              �1�45�� [1�34�]  
 
 
 
  
  
 
 
 
    (b)                              [121�]               [132�]                                  [011�]             �1�45�� [1�34�]  
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Figure 4.8  Showing single layer alignment using the [1�01�] incident beam geometry; (a) shows copper 
and (b) shows platinum. Red spots are for as-deposited 330 K data, black for 460 K annealed data and 
blue for 560 K annealed data.  
 
 
Figure 4.9 Showing the two layer alignment using the [1�00] incident beam geometry; (a) shows copper 
and (b) shows platinum. Red spots are for as-deposited 330 K data, black for 460 K annealed data and 
blue for 560 K annealed data. 
The small obscured dip at [1�34�] in the as-deposited and 460 K annealed [2�1�1�] three-
layer platinum blocking curve suggests that there is platinum present below the second 
layer. As there are no dips in directions indicative of fourth layer occupation, ie the [121�] and �1�45�� directions, this would be appear to suggest a small amount of platinum 
on the third layer. This is somewhat surprising in the as-deposited case as this 
temperature is too low for diffusion through layers.  
[011�] 
 
[010] [010] 
[011�] 
 
          (a)                                                           (b) 
 
          (a)                                                           (b) 
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The increased depth of the blocking dip in the [1�34�] direction in the [2�1�1�] incident 
geometry and the appearance of dips indicative of fourth layer occupation for the 560 K 
data shows that there is a change in layer-wise occupation after this anneal. The dips 
indicating fourth layer occupation are the [121�] dip in the [2�1�1�] three-layer geometry 
and the [010] dip in the [1�00] two layer geometry. 
The positive shift in angle relative to the surface normal for the [011�] dip in the [2�1�1�] 
three-layer geometry and [1�01�] single-layer geometry platinum blocking curves 
indicates a smaller first layer copper to second layer platinum displacement than that for 
copper in a bulk environment. This is interesting as there is no observable contraction 
type relaxation in the equivalent copper blocking curves. This relaxation is well 
documented in literature [13-19]. 
The copper blocking curves are very consistent across all the alignments throughout the 
deposition and annealing process. The changes in skew and magnitude in the [2�1�1�] 
three-layer alignment with the 50°-75° TEA position can be ascribed to minor 
misalignments. This portion of the [2�1�1�] three layer geometry is the most sensitive to 
variations in alignment as will be discussed in more detail in the chapter 5. There is 
good mass separation for all data with the exception of the [1�01�] single layer 
alignment. The blocking curves were extracted using the letterbox method after using 
the K2 correction to allow the letterbox to intersect the scattering peaks. As such there is 
some mixing between the two.  
The LEED photographs taken after deposition of 0.3 ML of platinum are shown in 
Figure 4.10 (a) as a photograph and a false colour negative. The pattern was a sharp 
p(1x1) pattern with some elongation of the spots in the (110) type-surface direction. A 
flash annealing method was used whereby the sample was heated to the desired 
temperature using radiative heating, taking about five minutes. Once the desired 
temperature had been achieved the heating current was reduced to zero and the sample 
allowed to cool as a supply of cooling air was directed through pipe work within the 
sample holder. The cooling process was complete within two hours.  
Upon LEED observation after a flash anneal to 460±20 K a c(2x2) LEED pattern was 
observed as shown in Figure 4.10(b). The original spots were slightly more diffuse than 
in the as-deposited case and the new c(2x2) spots are faint and diffuse compared to the 
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p(1x1) spots. This pattern persisted after a further flash anneal to 560±20 K as shown in 
Figure 4.10(c), although in this latter case it was only visible by altering the brightness 
and contrast of the photograph and is extremely faint. The p(1x1) spots after this final 
anneal were sharper than for the 460 K anneal 
 
   
   
   
Figure 4.10  showing LEED patterns taken at an energy of 70 eV, (a) shows the LEED pattern produced 
by deposition of 0.3 ML of Pt upon Cu(110) while (b) shows the same pattern in a negative colour format 
for clarity. The faint c(2x2) reconstruction produced by a 460 K anneal is shown in (c) and (d). After a 
560 K anneal the c(2x2) reconstruction is exceedingly faint as shown in (e) and (f). The bright blobs in 
the bottom portion of (f) are reflections from light sources outside of the vacuum system. 
 
        (a)                                                     (b) 
 
   (c)                                                        (d) 
 
       (e)                                                       (f) 
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There are a number of literature reports regarding c(2x2) reconstructions driven by 
deposition of a number of elements upon fcc(110) metallic surfaces. Of particular 
relevance is the paper published by Atrei et al. regarding the c(2x2) reconstruction of 
sulphur upon copper (110) [70]. As sulphur is a possible contaminant of copper it is 
important to be able asses the platinum deposited copper surface for the presence of 
sulphur. As sulphur possess similar mid-energy range AES peaks to platinum AES 
cannot be used to test for the presence of sulphur contamination in the same fashion as 
it is used to test for carbon or oxygen contamination. As MEIS is sensitive to the mass 
of the constituent elements forming a sample energy profiles were used to check for 
sulphur contamination.   
Figure 4.11 (a), (b) and (c) shows these depth profiles. Figure 4.11(a) is the depth 
profile for the as deposited platinum at 330 K, Figure 4.11(b) after the 460 K flash 
anneal and Figure 4.11 (c) after the 560 K flash anneal. All these depth profiles are five 
angle bins wide and are taken at an angle of 74° from the surface normal with the ion 
beam aligned in the[2�1�1�] direction. The low background and well defined channelling 
region below the copper scattering peak indicates that the surface structure is well 
ordered and that the ion beam is well aligned. The red vertical line in these depth 
profiles marks the energy location of the copper surface peak, the higher energy peak is 
the platinum. The black vertical marker indicates where sulphur would appear. As is 
apparent there is no detectable sulphur. As the scattering probability along a given angle 
is a function of atomic number squared, MEIS is some three times more sensitive to 
copper than sulphur. These depth profiles are taken at an angle of 74° relative to the 
surface normal as such the copper scattering peak corresponds to some three 
monolayers. The variation of the scattered ion intensity at the sulphur energy location 
suggest that the if there is any sulphur contamination it is minimal and of an insufficient 
quantity to form a c(2x2) LEED pattern. Furthermore the observation of two peaks for 
the depth profiles taken after anneal at 460 K (b) and 560 K(c) indicates that there is a 
change in the total stopping power encountered by some of the copper scattered ions of 
approximately 200 eV. A possible explanation for the appearance of dual peaks or 
rather the absence of dual peaks for the as-deposited structure is that in the as-deposited 
case the platinum atoms are locally located on the second layer but that this structure 
has some disorder in terms of surface roughness. At the 74° degree angle at which these 
depth profiles are taken the path of an ion scattered from a copper atom located in the 
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second or deeper layers will pass through several surface mesh spacings as it travels out 
of the crystal. If the surface is rough the energy lost to stopping for these ions will be 
somewhat stochastic, and hence form a continuum of copper scattered ion energies. If 
after annealing this surface becomes smooth, then the ions scattered by second layer 
copper will lose this stochastic stopping contribution, and hence form separate peaks.  
The stopping power per layer for this geometry is approximately 120 eV per layer as 
the stopping power for platinum for 100 keV hydrogen ions is 20 eVÅ-1 and 19 eVÅ-1 
for copper [3]. The dual peaks have a separation of approximately 220 eV which is 
consistent with this explanation. As the blocking curves for the as-deposited and 460 K 
flash annealed samples are effectively identical the overall layer-wise occupation must 
be similar, MEIS however is insensitive to changes in surface topography that do not 
effect overall layer spacings.       
The small divergence of the value of the copper peak is due to the variation in the 
overall beam energy. The high voltage power supply which provides the 80 keV 
potential is controlled with an analogue dial. As such whenever the bun is brought to 
earth potential this dial must be manually dialled back to zero volts and then turned 
back up to 80 keV once the ion source has been serviced.  
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Figure 4.11  Depth profiles of a 0.3 ML deposit of platinum; (a) is the depth profile of the as-deposited 
330 K film, (b) the same film after a 458 K flash anneal and (c) after a 558 K flash anneal.  The red line is 
the energy value of centre of the copper scattering peak and the black line is the expected energy value of 
sulphur demonstrating that there is no contamination by sulphur. The black arrow in (b) and (c) indicate 
where the copper scattering peak may be formed from two separate peaks due to the formation of a 
smoother surface with the proposed c(2x2) Pt second layer reconstruction.  
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4.2.3 Quantitative analysis of MEIS data 
R-factor optimisation was used to extract quantitative information from the copper and 
platinum blocking curves through comparison to Vegas mulicalc simulations. Variable 
surface domains were used to allow the optimisation to treat the platinum concentration 
of the first four layers as a parameter within the optimisation procedure. Use of variable 
concentrations through variable domains allowed two dimensional R-factor plots to be 
generated using the concentration of platinum as a parameter. The calibrated data with 
matching simulations is shown in Figure 4.13-4.18. 
As the observed LEED pattern for the 460 K annealed data showed a c(2x2) 
reconstruction the model crystal used for all optimisation was assembled with a c(2x2) 
pattern of platinum on the second layer. The justification for this is that the similar 
(1x2) formation of palladium is known to be present and observable by STM before the 
LEED reconstruction is visible [36]. Also as MEIS is largely insensitive to surface 
order if the platinum were in a different configuration the MEIS results would still be 
valid regarding interlayer spacings.  
 
 
Figure 4.12  Showing the proposed c(2x2) platinum second layer structure. 
 
The parameters optimised for matching to the as deposited blocking curves were the 
interlayer spacing between first layer copper and second layer platinum, second layer 
platinum and third layer copper, the thermal vibration <RMS> of the first layer copper 
and second layer platinum and the platinum fraction of the first four layers.  
As variable surface domains were used for the optimisation of the platinum fraction in 
the first four layers it was necessary to use a clean copper model crystal to generate the 
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correct copper contribution from surface domains of pure copper. This clean copper 
simulation was generated using the crystal parameters reported by Copel [20].  
As the effect of the flash anneal to 460 K was a minimal change in platinum visibility 
the as deposited structural model was used for optimisation to the 460 K blocking 
curves. So in this case the optimising parameters were only the layer-wise platinum 
fraction for the first four layers. This was also the case for the 560 K anneal as the main 
blocking dips, the [011�] dip in the [2�1�1�] three layer and [1�01�] single layer alignments 
remained at the same angle for this anneal. As such the anneal essentially induced a 
change in layer-wise composition as shown by the increase in the [1�34�] dip from the [2�1�1�] alignment and the appearance of dips in the [010] and [121�] directions in the [1�00] and [2�1�1�] alignments respectively. 
The optimisation was conducted with separate skew and magnitude values for each 
individual blocking curve. Overall the skews and magnitude variation was small but 
allowing the optimisation this freedom helped the [1�01�] single layer and [2�1�1�] 50°-75°  
three-layer geometries. The [1�01�] single layer geometry had a degree of mixing 
between the platinum and the copper as such there was some variation in magnitude. 
The [2�1�1�] geometry that used the 50°-75° TEA angle was very sensitive to small 
variations in alignment and as such this alignment in particular benefited from variable 
magnitude values for the copper and platinum blocking curves. The variation in 
magnitude across all three runs for the [2�1�1�] three-layer alignment with the 20°-45° 
TEA position and the [1�00] two-layer alignment was less than 10% and the skew 
values were very small. However, for the [1�01�] single-layer and [2�1�1�] three-layer with 
the 50°-75° TEA position the variation was within 15% across all three experimental 
runs. The skew used was of a higher importance especially for the [2�1�1�] three-layer 
50°-75° as there was a considerable skew induced by variations in alignment. 
Interestingly the [2�1�1�] three-layer 20°-45° geometry used an identical crystal position 
in all three cases the only difference between the two being a rotation of the TEA 
position. As this alignment was the most robust it was used as the basis for measuring 
the amount of platinum present. This was achieved by disallowing optimisation of 
second-layer platinum but leaving the first, third and fourth-layer platinum fraction free 
to optimise. The second-layer value was then adjusted and the system allowed to 
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optimise until the magnitude variation between copper and platinum for the [2�1�1�] 
three-layer 20°-45° geometry after optimisation was under 1%.  
 
 
(a) 
(b) 
Figure 4.13 Showing the calibrated data (dots) and optimised model (continuous line) for the as-
deposited 330 K [2�1�1�] three-layer geometry blocking curves. The blue dots denote the 20°-45° TEA 
position and the red the 50°-75° TEA position. (a) shows the copper blocking curves and (b) the platinum 
blocking curves.  
 
 
 
 
 
 
 
     (a)                                [121�]                  [132�]                                         [011�]                  �1�45��[1�34�]  
 
 
 
  
  
 
 
 
           (b)                                     [121�]                  [132�]                                         [011�]                  �1�45��[1�34�]  
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Figure 4.14  Showing the calibrated data (dots) and optimised model (continuous line) for as-deposited 
330 K blocking curves. (a) is the [1�01�] single-layer copper and (b) the platinum blocking curve. (c) is the [1�00] two-layer copper and (d) the platinum blocking curve. 
 
 
 
 
 
 
 
[011�] 
 
[010] [010] 
[011�] 
 
        (a)                                                     (b) 
 
        (c)                                                     (d) 
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Figure 4.15 Showing the calibrated data (dots) and optimised model (continuous line) for the 460 K 
anneal [2�1�1�] three-layer geometry blocking curves. The blue dots denote the 20°-45° TEA position and 
the red the 50°-75° TEA position Figure 4.15 (a) shows the copper blocking curves and (b) the platinum 
blocking curves. 
 
 
 
 
 
 
 
  (b)                                  [121�]                  [132�]                                         [011�]                  �1�45��[1�34�]  
 
 
 
  
  
 
 
 
     (a)                                      [121�]                  [132�]                                         [011�]                  �1�45��[1�34�]  
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Figure 4.16 Showing the calibrated data (dots) and optimised model (continuous line) for 460 K anneal 
blocking curves. (a) is the [1�01�] single-layer copper and (b) the platinum blocking curve. (c) is the [1�00] 
two-layer copper and (d) the platinum blocking curve. 
 
 
 
 
 
 
 
 
 
[011�] 
 
[011�] 
 
[010] [010] 
        (a)                                                     (b) 
 
        (c)                                                            (d) 
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Figure 4.17  Showing the calibrated data (dots) and optimised model (continuous line) for the 560 K 
anneal [2�1�1�] three-layer geometry blocking curves. The blue dots denote the 20°-45° TEA position and 
the red the 50°-75° TEA position, (a) shows the copper blocking curves and (b) the platinum blocking 
curves.  
 
 
 
 
 
 
 
 
 
 
(b)                                 [121�]                    [132�]                                      [011�]                   �1�45��[1�34�]  
 
 
 
  
  
 
 
 
      (a)                         [121�]                  [132�]                                        [011�]                   �1�45��[1�34�]  
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Figure 4.18  Showing the calibrated data (dots) and optimised model (continuous line) for 560 K anneal 
blocking curves. (a) is the [1�01�] single-layer copper and (b) the platinum blocking curve. (c) is the [1�00]  
two-layer copper and (d) the platinum blocking curve. 
 
The simulated blocking curves produced by the optimised model reflect the 
experimental data points as shown in Figure 4.13-4.18. The simulated and experimental 
blocking curves for the as-deposited and 460 K anneal data are very similar as shown 
by the near identical calibrated data and simulated blocking curves in Figure 4.13 and 
Figure 4.15 for the [2�1�1�] three-layer alignment, Figure 4.14 and Figure 4.16 (a) and (b) 
for the [1�01�] single-layer alignment and (c) and (d) for the [1�00] two-layer alignment. 
The overwhelming majority of the platinum is within the second-layer as evidenced by 
the large [011�] dip in the [1�01�] single-layer and [2�1�1�] three-layer platinum blocking 
curves and the change in overall platinum visibility across the three alignments. The 
reduction in platinum visibility in the [1�01�] single-layer alignment (0.2 ML) as 
compared to the [2�1�1�] three-layer alignment and [1�00] two-layer alignment (0.3 ML) 
is due to the second-layer being shadowed in the single-layer alignment. There are also 
signs of some third-layer occupation as shown by the small [1�34�] dip in the [2�1�1�] 
alignment.  
[010] [010] 
[011�] [011�] 
        (c)                                                            (d) 
 
        (a)                                                            (b) 
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The increase in platinum occupation of sub-second-layer sites after the 560 K anneal is 
indicated by a number of features of the data and simulation. These being a reduction in 
visible platinum across all four alignments and the appearance or enlargement of dips 
indicating third or fourth layer Pt. The new dips in the platinum blocking curves are the [121�] in the [2�1�1�] three-layer alignment and the [010] in the [1�00] two-layer 
alignment as shown in Figure 4.17(b) and Figure 4.18(d).  
In some cases the modelled blocking curve does not fully reflect the data, for instance 
the [011�] dip in the [1�01�] single-layer geometry copper blocking curve in the case of 
the as-deposited and 560 K anneal. In this particular case it is likely to be due to a 
combination of the variable mixing of the copper and platinum blocking curve and 
minor misalignments. Also as this was optimised using eight separate blocking curves 
parameters will be optimised for the majority. There are also small variations in the 
depth of the [010] dip in the [1�00] two layer geometry for the copper blocking curves. 
In these case the variations between the simulation and experimental blocking curve is 
the depth of the dip not the angle, as such the structural parameters are valid.  
The resulting optimised structure for the as-deposited blocking curves had a first 
interlayer separation between first layer copper and second layer platinum of  
1.23±0.04 Å and the separation between second layer platinum and third layer copper 
optimised to 1.42±0.040.1  Å. These distances are illustrated in Figure 4.19 for clarity. 
Attempts were made to optimise the position of second layer copper but the errors 
produced were such that the position could not be accurately defined.  For this reason 
𝑑𝐶𝑢3
𝐶𝑢2 remained at the bulk value of 1.278 Å.  
 
 
 
Figure 4.19  An illustration of the optimised interlayer separations.  
 
                        𝑑𝐶𝑢3
𝐶𝑢2        𝑑𝐶𝑢3𝑃𝑡2  = 1.42±𝐶0.040.1  Å           𝑑𝑃𝑡2𝐶𝑢1 = 1.23±0.04 Å   
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The asymmetrical error bound for 𝑑𝐶𝑢3𝑃𝑡2  is used to reflect the asymmetrical character of 
the R-factor minima for this parameter this is illustrated in the two dimensional R-factor 
plot for these two parameters in Figure 4.1(a). The platinum on the third and fourth 
layers was assumed to be a direct substitution retaining the position of the copper, 
optimisation of platinum position on the third and fourth layers was found to be 
unworkable. The thermal <RMS> vibrations optimised to values very close to those 
produced by calculations using Debye temperatures and a layer-wise exponentially 
(with a half length of one layer) decaying 50% surface enhancement. The copper first 
layer thermal <RMS> optimised to 0.11±0.01 Å and the second layer platinum to 
0.08±0.01 Å. The values calculated using the mentioned scheme are 0.114 Å for first 
layer copper and 0.0775 Å for second layer platinum. Optimisation was attempted for 
deeper layers but the errors became increasingly large and as the values remained close 
to those calculated theoretical values were used. Two dimensional R-factor plots 
showing the relationship between thermal vibration <RMS> and 𝑑𝑃𝑡2𝐶𝑢1 is shown in 
Figure 4.20(b) for first layer copper and (c) for second layer platinum. The variation of 
R-factor with either parameter for both these plots is sufficiently symmetrical to use the 
conventional method of describing errors. There is a curved interaction between 𝑑𝑃𝑡2𝐶𝑢1 
and the thermal vibration <RMS> for both first layer copper and second layer platinum. 
As these R-factor plots are dominated by the blocking/shadowing of second layer 
platinum by first layer copper this is due to the linear movement of the shadow cone 
and its interaction with the Gaussian distribution of possible position due to thermal 
vibrations.   
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Figure 4.20  Structural R-factor contour plots for the as-deposited 330 K optimised model. (a) shows the 
relationship between  𝑑𝑃𝑡2𝐶𝑢1 and 𝑑𝐶𝑢3𝑃𝑡2 ; note the pronounced asymmetry in the vertical 𝑑𝐶𝑢3𝑃𝑡2  direction. (b) 
and (c), show the relationship between 𝑑𝑃𝑡2𝐶𝑢1 and the copper first layer thermal <RMS> and platinum 
second layer thermal <RMS>  respectively.  
 
 
 
 
 
 
 
          (a)                                                   (b) 
 
          (c)                                         
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The optimisation successfully extracted quantitative information regarding the layer-
wise platinum fraction of the first four layers. These optimised parameters are listed in 
Table 4.3. 
 
As–deposited 330 K Annealed to 460K Annealed to 560K 
1st layer 0±0.02 0±0.02 0±0.02 
2nd layer 0.29±0.02 0.28±0.02 0.21±0.02 
3rd layer 0.03±0.03 0.03±0.02 0.03±0.02 
4th layer 0±0.05 0±0.06 0.06±0.05 
Table 4.3  Platinum fraction for the first four layers 
The variation of R-factor with a parameter is used to calculate these errors by using 
equation 2.9. As such these errors do not take into account interactions between these 
parameters. To gain a better insight into the real error as a surface in parameter space an 
array of R-factor plots is used. The plots for the as-deposited platinum data are shown 
in Figure 4.21(a-d). The interactions between all compositional parameters are linear. 
This interaction is indicated by the dashed line, which is drawn such that it describes the 
direction of minimal R-factor curvature. This effectively describes a line of constant 
average visibility of platinum across all four platinum blocking dips and can be seen in 
the R-factor plot for first and second layer platinum fraction Figure 4.21(a). The line of 
minimal R-factor curvature is such that 0.04 ML of first layer platinum is required to 
minimise the R-factor if the second layer fraction is reduced from 0.29 to 0.24 ML. As 
the first layer has no blocking dips less is required to maintain a constant average 
visibility of platinum. This interaction is present in all the compositional contour plots 
with variations in the gradient of the minimal R-factor direction. There are several 
methods that could potentially be used to define the errors. As this can in itself become 
a somewhat involved process the method used here will be to list the simple linear 
errors in a table and to display the contour plots that describe the error in visual format. 
In any case the bounds of the contour plot errors are larger than the linear errors as they 
are measured over more than one parameter.  
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Figure 4.21 Compositional R-factor plots for the as-deposited 330 K platinum data, (a) shows the 
interaction between the first and second, (b) second and third, (c) second and fourth and (d) third and 
fourth. The dashed red line shows the R-factor contour that represents the limits of error; the dashed 
black line indicates the direction of minimal R-factor curvature which is also the direction of constant 
average visibility. 
 
 
 
 
 
 
 
          (a)                                                (b) 
 
          (c)                                                 (d) 
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Figure 4.22  Compositional R-factor plots for the 460 K annealed platinum data, (a) shows the interaction 
between the first and second, (b) second and third, (c) second and fourth and (d) third and fourth. The 
dashed red line shows the R-factor contour that represents the limits of error; the dashed black line 
indicates the direction of minimal R-factor curvature which is also the direction of constant average 
visibility. 
 
 
 
 
 
 
 
          (a)                                                 (b) 
 
          (c)                                                     (d)                                                                         
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Figure 4.23  Compositional R-factor plots for the 560 K annealed platinum data, (a) shows the interaction 
between the first and second, (b) second and third, (c) second and fourth and (d) third and fourth. The 
dashed red line shows the R-factor contour that represents the limits of error; the dashed black line 
indicates the direction of minimal R-factor curvature which is also the direction of constant average 
visibility. 
 
The contour plots for the 460 K anneal Figure 4.22 are very similar to those in the as-
deposited case Figure 4.21. As would be expected as the blocking curves are also very 
similar. The dashed red contours that describe the error bounds and the lines of minimal 
R-factor curvature are all very similar the only difference being a possible increase in 
third and fourth layer platinum fraction as the bottom edge of the error contour for the 
platinum third and fourth fraction in the case of the 460 K Figure 4.22(d) clears the zero 
point which is not the case for the as-deposited contour Figure 4.21 (d). The contour 
plots produced by the data after the 560 K anneal Figure 4.23 are generally similar to 
the as-deposited and 460 K contour plots. They show an increase in fourth layer 
fraction (d) and a decrease in second layer fraction (a,b). As the same alignments are 
          (a)                                                 (b) 
 
          (c)                                                 (d) 
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used the directions of constant average visibility are the same. In all three cases the 
third and fourth layer contour plots show the difficult in distinguishing between third 
and fourth layer platinum occupation. The error contour effectively forms a linear band 
showing that in effect the third and fourth layers are indistinguishable.  
 
4.2.4 Discussion 
To summarise, upon deposition of sub-monolayer platinum onto copper (110) the 
majority of the platinum becomes incorporated into the second layer with evidence of a 
small fraction within the third and fourth layers. Annealing to 460±20 K has little effect 
upon the layer-wise composition but leads to the appearance of a c(2x2) LEED pattern. 
A further anneal to 560±20 leads to a change in the layer-wise fractions of platinum, 
this being a reduction of second layer platinum, an increase in third and fourth 
combined occupation, interestingly the optimised first layer occupation remains largely 
unchanged. The c(2x2) LEED pattern after the 560 K anneal becomes extremely faint 
only being visible with heavy brightness and contrast adjustment. The platinum second 
to copper third layer spacing of 1.42±0.040.1 Å is comparable to that of bulk platinum 
while the first layer spacing between first layer copper and second layer platinum 
1.23±0.04 Å represents a contraction compared to the bulk copper value of 1.278 Å but 
is larger than the value for relaxed clean copper which is 1.18 Å according to 
Copel[20]. The first to third interlayer spacing of 2.65±0.060.11Å including the 
asymmetrical error compares favourably with the sum of the atomic radii of platinum 
and copper of 2.7 Å.   
The result that platinum is incorporated into the second layer at 330 K is in agreement 
with the TEAS results of Hugenshmidt et al. [21] which showed a reduction of diffuse 
scattering (and hence roughness) at 330 K indicating inclusion of platinum into the 
surface. The TEAS results did not show any change at 560 K, however the TEAS study 
used a small 0.013 ML platinum deposition and was therefore a measurement of the 
behaviour of isolated platinum atoms. The change in composition at 560 K observed 
using MEIS may be due to small island growth upon a copper/platinum surface alloy. 
The evolution of dual copper peaks upon annealing to 460 K may be due to a change in 
the surface topography affecting the total stopping energy for copper scattered ions 
from below the first layer. The as-deposited LEED pattern has a spot elongation in the 
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(110) direction, this may also be an indication of surface roughness. These observations 
are for deposits much thicker than those studies by Hugenschmidt et al. and as such are 
not necessarily inconsistent. 
The results are generally consistent with those for (111) and (100) faces. Platinum has 
also been shown to incorporate into the copper (111) face forming a Cu3Pt surface alloy 
with an almost pure copper surface upon thermal activation at 580 K (Shen [24]). A 
further paper by Shen et al. studying the surface composition of Cu3Pt surface alloys 
found that under thermal equilibrium conditions the surface had a composition of some 
80% copper for the first layer and 69% for the second layer. Platinum inclusion into the 
surface below the first layer is reported at a lower activation temperature by Dastoor et 
al. for a stepped copper (111) face [33]. Platinum c(2x2) second layer formations on the 
copper (100) face have also been reported by Graham[22], Shen [71], Reilly[25] and 
AlShamaieh [26]. This surface alloy is formed by thermal activation of 0.5 ML films at 
a temperature range of 525-530 K, the c(2x2) surface alloy becomes more ordered and a 
pure copper capping layer forms. Walker et al. reported some mixing of platinum films 
(0.5-2.75 ML) with a copper substrate for deposition at room temperature [27].  
The driving force for this behaviour is the complex interaction of surface strains and 
energies driven by the increased size of platinum and its higher surface energy per 
surface atom. By assuming a c(2x2) pattern the platinum atoms avoid nearest neighbour 
contact with other platinum atoms possible assuming a minimum strain energy 
configuration. The positioning of this structure in the second as opposed to the first 
layer could be due to the increased surface energy of a platinum atom as compared to a 
copper atom as shown in Table 3.3. Theoretical studies of surface energies, and 
bimetallic segregation indicate that the platinum and copper system has a lower energy 
when a copper capping layer is present [72-74]. 
The c(2x2) LEED pattern produced by annealing 0.3 ML of platinum to 460 K has led 
to the proposed second layer c(2x2) structure. Although possible, the depth profiles 
suggest that this reconstruction is not due to contamination. It is also unlikely to be a 
clock reconstruction as MEIS is sensitive to lateral disruptions of the surface. There are 
several reports regarding second layer copper/platinum surface alloys on the (100) 
copper face [25,26,71]. As well as a number of reports of first layer c(2x2) 
reconstructions upon fcc(110) metallic faces such as sodium upon aluminium [75], 
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antimony on silver [76,77], bismuth on copper [78], tin on nickel [79] and lead on 
copper [80]. A common theme with these formations is an outward rumpling of the 
larger species that is also observed in the proposed c(2x2) second layer platinum 
formation suggesting that the only unusual aspect of the proposed c(2x2) second layer 
model is that this c(2x2) formation is on the second layer.  
There are a number of diffusion processes involved in the behaviour of the copper (110) 
surface with sub-monolayer deposition of platinum. The initial absorption process of a 
platinum adatom into the first layer of the copper surface through a cross row exchange 
mechanism is a strong candidate for the process that leads to platinum second layer 
occupation especially as this is well documented for the similar system of palladium on 
copper (110) [36,38,81]. Two other possible processes are the upward diffusion of 
copper and/or platinum adatoms onto platinum second layer formations leading to the 
detection of some platinum on the third or fourth layers. The other would form part of 
the proposed second layer c(2x2) copper/platinum surface alloy model, if this is the 
case then there must be some process whereby platinum becomes mobile across the 
surface in order to form c(2x2) regions of sufficient size to be observable with LEED 
and create dual peaks in the energy profiles. This mobility could be largely local such 
that disordered second layer platinum deposits form ordered c(2x2) regions or long 
range in that existing c(2x2) structures grow larger and become visibly with LEED.  
The other possible diffusion process is either platinum diffusion directly from a second 
layer site to a third or fourth layer site, which is highly unlikely. The more probable 
process is that copper or platinum adatoms diffuse upward and form islands above the 
existing platinum/copper structure resulting in platinum appearing on layers deeper than 
the second layer.  
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4.3 Palladium 
 
4.3.1 Introduction 
MEIS experiments and analysis were conducted on the copper (110) surface with 
depositon of sub-monolayer palladium. Previous investigations of palladium 
depositions upon copper (110) have revealed a range of interesting features 
demonstrating that this is rich system, of great interest for its catalytic and structural 
properties. Growth of palladium upon copper (110) appears to form a number of 
different structures depending largely upon the quantity deposited and the 
deposition/anneal temperature. With some surface copper remaining throughout[39].  
Deposited palladium becomes rapidly incorporated into the exposed surface of copper 
(110) through an exchange process which for thin sub-monolayer coverages produces a 
roughened surface of displaced copper atoms. Continued deposition leads to the 
formation of semi-mobile chains fully covered by copper presumably scavenged from 
step edges comprising either alternating copper and palladium chains in the along-
channel (110) type direction. A small increase of temperature seems to lead to increased 
mobility forming an ordered (1x2) surface reconstruction. The chains line up such that 
in the across channel (100) type direction all (local) second layer atoms are the same 
species alternating in the (110) type along channel direction. This structure appear to be 
stable for two “layers” each layer comprising an alternating chain layer and a pure 
copper layer so producing four layers in total[36].  
The copper (110) crystal used in these experiments was sourced from Surface 
Preparation Laboratory Zaandam. The crystal was supplied in a good condition 
producing a clean AES scan and sharp LEED pattern after only two sputter/anneal 
cycles. The palladium was deposited using a rod fed e-beam source, this particular 
source was built in house at Loughborough, the deposition enclosure is formed from a 
tantalum skinned deposition “can” that is not water-cooled. Consequently the device is 
normally allowed to warm up and de-gas with the sample facing away from the source. 
The deposition rate varied due to unstable leakage currents presumably caused by sharp 
corners within the device. The substrate temperature was 330 ± 20 K during depositon. 
Post deposition AES and LEED was usually used to test for successful deposition; an 
estimation of the amount deposited and for surface reconstructions. MEIS (100 keV 
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hydrogen ions) was also used to gain some insight into the deposition thickness before 
proceeding with data acquisition.         
Sample cleaning was conducted using the standard sputter/anneal procedure using 1.5 
keV argon ions. The sample was rotated during sputtering to help clean the sides of the 
crystal and also to reduced contamination near the crystal on the sample holder. Post 
sputter AES was used to test for surface contamination before proceeding with a flash 
anneal to 550 K to restore surface order which was then assessed using LEED. 
A number of scattering geometries were used for these experiments and 100 keV 
hydrogen ions were used throughout. All MEIS data was taken within the diagonal 
scattering plane defined by the [1�12�] surface direction. Three [2�1�1�] type alignments 
were used covering take off angles from 80° to 20°. For the sub-monolayer deposit a 
single layer [1�01�] type incident beam was also used with a 0° TEA take off angle to 
heighten the sensitivity to the first and second layer occupation by palladium. This was 
used as an alternative to the [1�00] type two-layer alignment to save time during the 
MEIS data acquisition since it shares the same plane as the [2�1�1�] type-three layer 
alignment.  
 
4.3.2 Qualitative analysis of experimental data 
The copper crystal was exposed to the palladium vapour for two minutes producing a 
deposit which upon AES analysis was judged to be sufficient. The differentiated AES 
spectrum for the sub-monolayer palladium deposit and the clean substrate is shown in 
Figure 4.24. The reduction in visible copper demonstrated that palladium had been 
deposited. LEED showed a sharp p(1x1) pattern with no visible (1x2) spots. The 
resulting photograph was further analysed by increasing the brightness and contrast 
setting there were no detectable (1x2) LEED spots.    
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Figure 4.24 Differentiated AES peaks taken before and after deposition of palladium upon the 
copper(110) crystal surface.  
 
The Rutherford corrected MEIS data shown in the Figure 4.25 suggests that this is a 
substitutional structure since the sole palladium blocking dip the [011�] dip appearing 
near 60° indicates that palladium has substituted into the second layer. The as-deposited 
palladium scattering data below this dip in terms of the normal scattering angle could 
potentially “hide” further blocking dips data from deeper in the structure due to the 
greater noise for this section of the scattering. The lack of extra dips in the �1�45�� and [1�34�] directions indicates that most of the palladium is in the second layer. There are 
possible signs of dips in the 500±20 K flash anneal data in the [1�34�] and [121�]  
directions indicating palladium occupation of third and fourth layers. There is also a 
significant reduction of detected palladium scattered ion suggesting a reduction of 
palladium occupation of the first and second layers.   
The significant deflection of the palladium [011�]  dip from 60° to about 62° is evidence 
that the spacing between first layer copper and second layer palladium is significantly 
less than the bulk copper value of 1.278 Å. LEED observations after the flash anneal to 
500 K showed no detectable surface reconstructions retaining a sharp p(1x1) pattern.  
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Figure 4.25 Showing the raw, Rutherford corrected scattering data. (a) Shows the copper scattered ions 
and (b) shows the palladium scattered ion. Crosses are used to denote the as-deposited 330 K scattering 
data while the dots are used for the raw ion scattering data taken after a 500 K flash anneal. The green 
dots are the data from the [1�01�] single layer incident ion beam with the normal TEA position. The red, 
blue and black dots are for the three TEA positions taken using the [2�1�1�] three-layer incident geometry. 
 
4.3.3 Quantitative analysis of experimental data 
R-factor optimisation was used to find values for the first interlayer spacing and the 
layer-wise occupation by palladium. Fixed thermal vibration values were used, which 
were calculated from literature Debye temperatures. The vibrational enhancement 
method used by Copel et al. [20] was used whereby a 50% enhancement was used for 
the first layer. This enhancement was reduced by a factor of two for each layer into the 
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crystal. So the second vibration was enhanced by 25%; the third by 12.5% and so forth 
creating an exponentially decaying surface vibration enhancement. Optimisation of the 
composition followed the same method as applied to the platinum data with the 
exception that during the optimisation process a single calibration value was used for 
copper and palladium within a single alignment.   
Layer Copper Palladium 
1 0.114 Å 0.11 Å 
2 0.095 Å 0.093 Å 
3 0.081 Å 0.083 Å 
4 0.078 Å 0.079 Å 
Bulk 0.076 Å 0.074 Å 
Table 4.4 list showing the layer wise thermal <RMS> vibration values use.  
 
The first interlayer spacing between first layer copper and second layer palladium was 
optimised using only the data points from the dip in the palladium blocking curve in the [011�] direction. This spacing optimised to 1.17±0.06 Å, slightly less than the spacing 
for relaxed copper of 1.18Å. The composition of the simulated structure was allowed to 
optimise and it became clear that palladium was mainly present on the second layer. A 
comparison of the simulation and the now calibrated results for the as-deposited 
blocking curve is shown in Figure 4.26 and the 500 K flash anneal data in Figure 4.28. 
The simulation is a good match to the as-deposited data fitting the experimental copper 
and palladium blocking curves. In the case of the copper curve the simulation 
successfully reflects all features of the experiment. The fit to the [011�] dip in the 
palladium blocking curve is also good but the fit for the lower normal angle data is less 
clear due to the noise within the data for the lower TEA angular positions. The 
optimised values for layer-wise occupation are listing in Table 4.5 and compositional 
R-factor contour plots for these parameters are shown in Figure 4.28. 
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Figure 4.26 Showing the calibrated data (dots) and optimised model (continuous line) for the copper (a) 
and palladium (b) blocking curves taken from the as-deposited 330 K sample. The green dots are the data 
from the [1�01�] single-layer incident ion beam with the normal TEA position. The red, blue and black 
dots are for the three TEA positions taken using the [2�1�1�] three layer incident geometry. 
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Figure 4.27 Showing the calibrated data (dots) and optimised model (continuous line) for the copper (a) 
and palladium (b) blocking curves taken after a 500 K flash anneal. The green dots are the data from the [1�01�] single layer incident ion beam with the normal TEA position. The red, blue and black dots are for 
the three TEA positions taken using the [2�1�1�] three layer incident geometry. 
 
R-factor optimisation of the annealed data used the same thermal vibration <RMS> 
values and first interlayer spacing as that used for the as-deposited data. As such, only 
the palladium layer-wise fractions were optimised. The resulting simulated blocking 
curves and calibrated experimental data is shown in Figure 4.27.  In the case of the 
copper curve (a) the simulation successfully reflects all features of the experiment. The 
simulation follows the experimental palladium blocking curves well, reproducing the [1�1�0] dip and reveals some features that may indicate the presence of palladium below 
the second layer.  
Qualitatively, the slant within the palladium scattering data in Figure 4.27 (b) at an 
angle between 70°-75° above the [1�1�0] blocking dip could possibly indicate occupation 
of the third and fourth layers. The two dip directions in this region the �1�45�� and [1�34�] 
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dips are produced by fourth and third layer blocking respectively. Consequently a small 
fraction of palladium equally distributed between the third and fourth layers would 
generally produce a larger dip in the [1�34�] direction, where both will be blocked rather 
than in the �1�45�� direction where only one would be blocked. There may be other dips 
obscured by noise in the [121�] and [1�1�0] directions. The optimised palladium fractions 
are shown in Table 4.5 and the compositional R-factor plots in Figure 4.29. The overall 
palladium deposit has been accurately measured as 0.2±0.03 ML. So this may explain 
the lack of an observable (1x2) LEED pattern which from literature is known to appear 
at coverages of near 0.5 ML [22]. 
 
Layer As-deposited 330 K 500±20 K flash anneal 
1 0.04±0.03 ML 0±0.02 ML 
2 0.17±0.03 ML 0.10±0.03 ML 
3 0±0.03 ML 0.025±0.03 ML 
4 0±0.05 ML 0.025±0.04 ML 
Table 4.5 Listing the palladium fraction of the first four layers. 
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Figure 4.28 Compositional R-factor plots for the as-deposited (330 K) palladium data, (a) shows the 
interaction between the first and second, (b) second and third, (c) second and fourth and (d) third and 
fourth Pd layer fraction. The dashed red line shows the R-factor contour that represents the limits of 
error; the dashed black line indicates the direction of minimal R-factor curvature which is also the 
direction of constant average visibility. 
 
 
 
 
 
 
 
               (c)                                                                (d) 
 
                (a)                                                               (b) 
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Figure 4.29 Compositional R-factor plots for the 500 K flash annealed palladium data, (a) shows the 
interaction between the first and second, (b) second and third, (c) second and fourth and (d) third and 
fourth Pt layer fraction. The dashed red line shows the R-factor contour that represents the limits of error; 
the dashed black line indicates the direction of minimal R-factor curvature which is also the direction of 
constant average visibility. 
 
The compositional R-factor plots shown in Figure 4.28 for the as-deposited and Figure 
4.29 for the annealed palladium data appear similar to those produced by platinum. The 
main difference being the larger error bounds as shown by the dashed red line.  
There is a strong interaction between the second-third and second-fourth palladium 
fractions for both the as-deposited and annealed data, this can seen in Figure 4.28(b,c) 
for the as-deposited data and Figure 4.29(b,c) for the annealed data. This effectively 
indicates that palladium within the second, third and fourth layers is to some degree 
interchangeable with a minimum of 0.5 ML on the second layer. The contour plots for 
first and second layer palladium fractions Figure 4.28(a) and Figure 4.29(a) for as-
          (a)                                                   (b) 
 
          (c)                                                  (d) 
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deposited and annealed samples respectively show that the interaction between first and 
second layer fractions is present, but not as strong as for as that for second-third or 
second-fourth. This is due to the effect of the depth change of the [011�] blocking dip 
from exchanging second layer palladium for first layer palladium. This in effect shows 
that in the as-deposited case over half the palladium is sub first layer and that two thirds 
is sub first layer in the annealed case.  
The contour plots for first and second layer palladium fractions Figure 4.28(d) and 
Figure 4.29(d) for as-deposited and annealed samples show that these are effectively 
indistinguishable. In addition to this the annealed plot shows that it is very likely that 
palladium is present below the second layer.  
As with the platinum data the errors quoted in Table 4.5 are those derived from single 
directions in parameter space and as such do not include interactions between 
parameters.  
 
4.3.4 Discussion 
To summarise, upon deposition of 0.21±0.03 ML of palladium onto the copper (110) 
face at 330 K the majority of the palladium occupies sub-first-layer sites. The fraction 
of palladium remaining in the first layer is 0.04±0.04 (error from R-factor plot). The 
distribution of palladium among the second, third and fourth layers is not clear but it 
appears the majority of the palladium is within the second layer. After a flash anneal to 
500 K the palladium present on the first layer is much reduced, the central point of the 
error contour is centred at a first layer fraction of zero and extends up to a maximum of 
0.06 ML. The second layer fraction is reduced from 0.17±0.03 to 0.1±0.03 if 
interactions are ignored. Third and fourth layer palladium is indistinguishable in both 
cases. The sum of third and fourth layer fraction before anneal is below 0.03 ML, and 
after is estimated at 0.05±0.04 using the R-factor plot for third and fourth palladium 
fraction ignoring interaction with the second layer. Presumably the driving force for this 
copper rich first layer is the higher surface energy per atom of palladium as indicated by 
theoretical studies of surface energies, and segregation in bimetallic systems [72-74]. 
Measurement of the first interlayer spacing between first layer copper and second layer 
palladium by optimization using only the data points describing the [011�] palladium 
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blocking dip led to a value of 1.17±0.06 Å. This is comparable to the value for relaxed 
copper 1.18 Å[20]. The second spacing from second layer palladium to third layer 
copper would be expected to be larger than that for bulk copper as this was measured 
for platinum. However attempts to measure this distance had prohibitively large errors. 
The lack of an observed (1x2) LEED pattern is simply due to the small amount of 
palladium deposited as this pattern is reported as being visible with deposits around 
0.75 ML thickness[81,82]. 
The process of palladium absorption into the surface is presumed to be the exchange 
process proposed by Murray et al.[36]. The MEIS results are largely in agreement with 
those of Murray et al. in that the platinum is incorporated into the surface. A slight 
inconsistency is that Murray observed no palladium upon the surface at a coverage of 
0.17 ML and all the palladium was incorporated into many small islands, while the 
MEIS results show the presence of surface palladium for room temperature deposition 
near 0.2 ML. A possible explanation is that MEIS is seeing extra surface palladium 
atoms at the sides of the numerous small islands observed by Murray et al..  
The reduction of total visible palladium from 0.21 ML to 0.15 ML is somewhat 
unexpected. The results for platinum show that the platinum present in the first four 
layers remains relatively constant up to an anneal of 560 K. The disappearing palladium 
could be accounted for by a number of effects. The reduction in visibility may be due to 
a different charge fraction for hydrogen scattering from palladium in deeper layers. This 
in itself would not explain the missing palladium as the charge fraction for hydrogen 
ions in matter with an energy ~100 keV is 0.8 at most this would account for 0.01 ML 
of the missing palladium by increasing the third and fourth layer fraction from 0.025 
ML to 0.03 ML. It is unlikely to be an artefact of the experimental apparatus as the 
visible copper is comparable before and after annealing and the reduction in observable 
palladium is present across all alignments. A further possible explanation is the 
formation of some form of island structure burying some palladium deeper than the 
fourth layer reducing its visibility while the high noise in the palladium data may mask 
deeper blocking curves. However it is also possible that this missing palladium is 
entirely normal and that platinum and palladium merely behave differently. This 
observation is worthy of further investigation. 
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4.4 Rhodium 
 
4.4.1 Introduction 
MEIS experiments and analysis were conducted on the copper (110) with sub-
monolayer (0.3 ML) rhodium deposition. As with Pd and Pt it was expected that there 
would be a tendency for the some of the copper to remain visible at the surface [36].  
The experimental work was conducted at the UK national MEIS facility. The system’s 
load lock was used to insert the copper (110) crystal into the vacuum system. Typically 
the crystal would then remain within the vacuum system for the duration of the 
experiments. In this case it was necessary to remove the crystal as there were a number 
of issues with the sample holder. The rhodium was deposited using an in house 
(Loughborough) built e-beam rod fed deposition device that deposited approximately 
0.3 ML of rhodium in forty seconds. The substrate temperature was 330 ± 20 K during 
deposition. 
The deposit was assessed for purity using first AES and then MEIS and LEED was used 
to test for visible surface reconstructions. Once MEIS data had been taken from a 
number of alignments the film was subjected to a 623 K flash anneal followed by 
further MEIS data collection. 
Three scattering geometries were used, these being the [2�1�1�] type three-layer ion 
illumination, with the TEA positioned at 69°, 46° and 33° relative to the surface normal 
angles to collect data for this geometry. There are several dips in this angular range. 
The easily observable dips range from one to four layers in depth.  
 
4.4.2 Qualitative analysis of experimental data 
Rhodium was deposited using the previously mentioned e-beam source. As the source 
was not water cooled the e-beam was allowed to run for a period of several minutes to 
allow the head of the device to warm up and de-gas helping ensure a clean deposit. The 
Cu(110) crystal had been previously cleaned using 1.5 keV argon ion sputtering and the 
surface structure restored using a 560 K flash anneal. To initiate deposition the crystal 
was rotated to expose the crystal face to the rhodium vapour. Once forty seconds had 
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elapsed the crystal face was again rotated away from the source which was then 
powered down. AES was then used to test whether the deposition had been successful 
and to check for the presence of oxygen and carbon contamination. Figure 4.30 shows 
the AES results in differentiated form for deposition of 0.3 ML of rhodium upon 
Cu(110) with a scan of clean Cu(110) for comparison. Small AES peaks are visible at 
the characteristic energies for rhodium along with a slight reduction in the copper 
peaks. There is no observable carbon or oxygen contamination. LEED photographs 
were taken before and after deposition, these are shown in figures before and after and 
maintain a (1x1) pattern. There is little change in the observed LEED pattern with spots 
having similar size and brightness, the main difference being a slight increase in the 
diffuse background glow possibly an indication of increased surface roughness.  
 
Figure 4.30 AES data in differentiated form for copper(110) before (red) and after (black) rhodium 
deposition.  
The blocking curves of copper and rhodium scattered ions were extracted using simple 
letter boxes. The [2�1�1�]  three layer alignment had a degree of energy overlap between 
the copper and rhodium scattered ions for the data taken at a TEA angle of 70° relative 
to the surface normal (80° scattering angle).  
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Figure 4.31 Showing the raw Rutherford corrected scattering data. (a) Shows the copper scattered ions 
and (b) shows the rhodium scattered ion. Crosses are used to denote the as-deposited 330 K scattering 
data while the dots are used to for the raw ion scattering data taken after a 620 K flash anneal. The red, 
blue and black dots are for the three TEA positions taken using the [2�1�1�] three layer incident geometry. 
 
The raw, un-calibrated Rutherford corrected blocking curves are shown in Figure 4.31. 
A number of features of the data suggest that this is either a substitutional surface 
structure or possible the formation Volmer-Weber bi-layer islands. The dips present in 
the rhodium blocking curves for both the annealed and as-deposited data can be 
reproduced by substituting rhodium into a Cu(110) surface. The [011�] dip near 60° in 
the as deposited data can be produced by a second layer substitution of rhodium into 
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Cu(110). The displacement of the [011�] blocking dip to a higher angle relative to the 
surface normal is also observed with deposition of sub-monolayer palladium and 
platinum and is due to a first interlayer spacing contraction relative to the nominal bulk 
interlayer spacings. In the case of the annealed sample there is an overall reduction in 
visible rhodium, the [011�] second layer dip is easily identifiable. There are also new 
dips at in the [121¯] and [1¯34¯] directions which correspond to rhodium substitution into 
the fourth and third layers respectively. The [011�] dip near 60° is at a lower angle 
relative to the surface normal than in the as-deposited case. The observed blocking 
curve is the sum of the rhodium visible across all illuminated layers. Rhodium present 
in deeper layers will produce a [011�] dip closer (or at) 60° relative to the surface 
normal. As such the sum of these dips will produce a blocking dip closer to that 
produced by scattering from the bulk. The appearance of the [121¯] and [1¯34¯] blocking 
dips, the angular displacement of [011�] dip and the overall reduction of rhodium 
visibility show that rhodium is incorporated into deeper sites through some process.  
 
4.4.3 Quantitative analysis  
Two models were compared to the experimental blocking curves from the as-deposited 
sample. As these models which were destined for R-factor optimisation layer spacings 
were initially set to bulk copper values. The first model had rhodium substitution into 
the first two layers forming a rhodium bi-layer while the second model had a rhodium 
second layer with a pure copper capping layer. Both these models also included extra 
domains to test for rhodium occupation of the third and fourth layers as well as the first 
layer in the case of the rhodium model. The segregated second layer model was chosen 
as rhodium is expected to behave in a similar manner to palladium or platinum which 
both tend to segregated second layer structures during room temperature deposition. 
Some theoretical results suggest that there is a substantial surface energy difference 
between rhodium and copper [66]. The bi-layer model was selected as rhodium and 
copper are almost immiscible as bulk alloys [58]. 
The LEED pattern did not develop any new spots and as such presented no evidence of 
any ordered structure parallel to the surface plane. There were also no reports within the 
reviewed literature regarding surface reconstructions of copper due to rhodium 
deposition. As such the rhodium was layed down as complete layers within simulations. 
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The bi-layer model has two complete rhodium layers and the segregated model has an 
entire rhodium second layer.  
R-factor optimisation using the three available blocking curves to find optimised values 
for layer spacings and thermal vibrations was found to not be workable in this case. 
Possibly due to the use of a single alignment incident ion beam direction. Values for the 
thermal vibrations were taken from literature, in the case of copper, Copel’s [20] values 
were used with an exponentially decaying surface vibrational enhancement of 50% for 
the first layer with a half distance of one layer. As rhodium has a Debye temperature of 
350 K [83] the rhodium bulk thermal vibration amplitude is 0.069Å. The thermal 
<RMS> values used are shown in Table 4.6. 
 
Layer Copper Rhodium 
1 0.114 Å 0.104 Å 
2 0.095 Å 0.086 Å 
3 0.081 Å 0.078 Å 
4 0.078 Å 0.073 Å 
Bulk 0.076 Å 0.069 Å 
Table 4.6 Table thermal vibrations showing thermal vibrations for rhodium and copper over the first four 
layers 
As the process of R-factor optimisation proved to be problematic the [011�] dip from the 
rhodium blocking curve, and the same angular portion of the copper blocking curve 
were isolated. These were then used to optimise for the first interlayer spacing. 
Optimisation of the first interlayer spacing produced a value of 1.16±0.06 Å for both 
models. The composition of the as-deposited data and 620 K flash annealed data was 
optimised using all available data. During the data optimisation procedure the 
magnitude was not allowed to vary between the copper and rhodium blocking curves. 
Once optimisation was complete these values were allowed to optimise separately, the 
resulting variation was less than 10%. The bi-layer and segregated second layer models 
both produced effectively identical values for the third and fourth layer fraction only 
differing in the composition of the upper two layers. The bi-layer model was found to 
be a bad fit to the annealed sample and so in this case the segregated model was used 
with attendant domains modelling occupation of the third and fourth layers. The 
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optimised blocking curves and calibrated experimental data are shown in Figure 4.32  
Showing the as-deposited 330 K calibrated data (dots) and optimised segregated second 
layer model (continuous black line) for the copper (a) and rhodium (b) blocking curves. 
The red, blue and black dots are for the three TEA positions taken using the [2�1�1�] three 
layer incident geometry. Figure 4.32  and Figure 4.33 for the as-deposited and annealed 
data respectively. The optimised composition parameters are listed in Table 4.7 and also 
as contour plots Figure 4.34 and Figure 4.35 for the as-deposited and annealed data 
respectively.  
 
 
 
Figure 4.32  Showing the as-deposited 330 K calibrated data (dots) and optimised segregated second 
layer model (continuous black line) for the copper (a) and rhodium (b) blocking curves. The red, blue and 
black dots are for the three TEA positions taken using the [2�1�1�] three layer incident geometry. The 
continuous red line shows the blocking curve produced by the rhodium bi-layer model. 
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Figure 4.33 Showing the 620 K  flash annealed calibrated data (dots) and optimised model (continuous 
line) for the copper (a) and rhodium (b) blocking curves. The red, blue and black dots are for the three 
TEA positions taken using the [2�1�1�] three-layer incident geometry. 
 
The simulated blocking curves successfully reproduce the features of the experimental 
data for both the as-deposited data Figure 4.32(a,b) and the annealed data Figure 
4.33(a,b). The fit to the copper in both cases is very good, the fit to the rhodium data is 
also good although less clear for some of the data due to increased noise. For the as-
deposited data both the segregated second layer and rhodium bi-layer models reproduce 
the position of the [011�] first layer dip due to a first layer contraction to 1.16 Å. The 
segregated second layer model closely follows the depth of the dip; however the bi-
layer model produces a dip shallower than that observed in the data. The overall effect 
of this on the R-factor is extremely limited as demonstrated by the contour plot Figure 
4.34(e) showing the resulting R-factor produced as a function of rhodium present in 
either structure. As the error bound forms a continuous band either model is possible.  
In the case of the annealed data the copper fit is similarly as good as for the as-
deposited data. The optimised model is a good overall fit to the rhodium data 
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reproducing the [011�] dip at a lower normal scattering angle than the as-deposited case 
due to extra rhodium atoms present on the third and fourth layers. The simulation 
follows the data points through the [121�] direction reproducing the small partially 
obscured fourth layer dip. The pronounced third layer [1�34�] dip in the model is within 
the spread of experimental data points and reproduces the “slant” in the data at this 
point. The reduction of rhodium visibility is accompanied by an increase in third and 
fourth layer occupation by rhodium. It would be impossible to accurately determine the 
composition of the third and fourth layers but the experimental data and simulation does 
suggest that there is rhodium present deeper than the second layer. The compositional 
parameters produced by the optimisation with single parameter based errors are listed in 
Table 4.7. The compositional contour plots that more fully describe the errors are in 
Figure 4.34 and Figure 4.35 for the as-deposited and annealed data respectively. 
 
Layer As-deposited second 
layer model 
As-deposited 
bi-layer model 
500±20 K flash anneal  
1 0±0.01 ML 0.31±0.03 ML 0±0.02 ML 
2 0.31±0.03 ML 0.09±0.02 ML 
3 0.01±0.03 ML 0.01±0.03 ML 0.05±0.03 ML 
4 0.01±0.08 ML 0.01±0.08 ML 0.06±0.05 ML 
Table 4.7 Layer fractions of rhodium for the as-deposited and 620 K anneal data. The errors are 
calculated across only single parameters.  
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Figure 4.34 Compositional R-factor plots for the as-deposited 330 K Rhodium data, (a) shows the 
interaction between the second and first. (b) Second and third, (c) second and fourth and (d) third and 
fourth layer rhodium fraction. The dashed red line shows the R-factor contour that represents the limits of 
error; the dashed black line indicates the direction of minimal R-factor curvature which is also the 
direction of constant average visibility. (e) Is an R-factor plot showing that a rhodium bi-layer is 
indistinguishable from the segregation of rhodium to the second layer. 
          (a)                                                 (b) 
 
          (c)                                                    (d) 
 
          (e)                                                            
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Figure 4.35 Compositional R-factor plots for the 620 K annealed rhodium data, (a) shows the interaction 
between the second and first, (b) second and third, (c) second and fourth and (d) third and fourth layer 
fractions. The dashed red line shows the R-factor contour that represents the limits of error; the dashed 
black line indicated the direction of minimal R-factor curvature which is also the direction of constant 
average visibility 
 
With the exception of the R-factor plot describing the interaction between a segregated 
second layer and rhodium bi-layer the plots are overall similar to those produced in the 
cases of palladium and platinum. There are interactions present in all plots, the 
interactions being aligned with a notional direction of constant average visibility across 
all data. In the case of the segregated second layer model for the as-deposited data there 
is a strong interaction between the first, third and fourth layers. Figure 4.34(a) shows 
the interaction between the second layer fraction and the first layer fraction and shows 
that there is at least 0.1 ML of rhodium present below the first layer. While Figure 
4.34(b) and Figure 4.34(c) collectively show that to some degree second layer rhodium 
is interchangeable with third or fourth layer rhodium but that the majority will be 
             (a)                                                    (b) 
 
           (c)                                                      (d) 
 
103 
 
present on the second layer. Figure 4.34(d) follows the trend for platinum and 
palladium showing that third and fourth layer rhodium is effectively indistinguishable. 
Figure 4.34(e) demonstrates that based on the experimental data there is also little to 
distinguish second layer palladium from a rhodium bi-layer structure.  
In the case of the plots for the annealed data the maximum extent of surface rhodium is 
0.04 ML Figure 4.35(a) suggesting that there is no exposed rhodium bi-layer structure 
present. The interactions between second and third (Figure 4.35(b)) and second and 
fourth (Figure 4.35(c)) rhodium fractions are similar to those in the as-deposited case 
but this time suggest that the rhodium is split at close to 50/50 between the second and 
third/fourth layers. Again the interaction between third and fourth layer rhodium 
fractions in Figure 4.35(d) shows that these are indistinguishable.   
 
4.4.4 Discussion 
As the experimental MEIS blocking curves can be reproduced well by several structures 
it is not possible to conclusively describe the structure. It is possible, however, to find 
structures that upon simulation reflect the experimental blocking curves. In this case the 
models that successfully mimic the experimental blocking curves are the segregated 
second layer model and the rhodium bi-layer model. The surface relaxation of the first 
interlayer spacing to a value some 10% less than the bulk value for the copper (110) 
face seems plausible for the two second layer models. The pure copper (110) face has a 
similar relaxation and similar values are observed in the case of palladium and 
platinum. Values from literature for other pure fcc(110) faces suggest that this is 
plausible. As rhodium is some 7% larger than copper a contractive relaxation of this 
magnitude seems less plausible when it occurs between a rhodium first layer and a 
rhodium second layer. There are reports of surface relaxations of up to a 21% 
contractive relaxation in the case of a rhodium (110) missing row structure [84]. With a 
deposition 0.3 ML a bi-layer missing row structure would cover some 20% of the 
surface and as such not be visible by LEED. In all there are a number of possible 
explanations for the data. The rhodium could form a segregated second layer driven by 
the high surface energy of rhodium [66], or form bi-layer SK islands due to the 
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immiscibility of rhodium and copper [58], or perhaps some kind of missing row 
formation as the interlayer spacing would appear to be too small for VM islands.   
The observation that rhodium does in some form grow epitaxially on copper is 
consistent with reports from literature [22,56]. The observation of a copper rich surface 
upon annealing is consistent with the similar copper (100) system reported by Graham 
et al.[22] and also with theoretical work by Wen et al. [56] who reported a large 
positive surface energy difference from copper to rhodium  
The reduction of observable rhodium from some 0.3 ML to 0.2 ML is as with palladium 
unexpected. As with palladium this could be due to a change in the charge fraction 
inherent in deeper scattering, migration of rhodium into the bulk or the formation of 
some form of island structure. The expectation that palladium, platinum and rhodium 
would behave in a similar fashion is only an assumption of what is expected. Given that 
both palladium and rhodium exhibit similar behaviour it may be the case that platinum 
is exhibiting the anomalous behaviour. With experimental results within this thesis and 
those available in literature it is not possible to answer this question definitively.   
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5. Final discussion and concluding remarks 
 
5.1 Alignments and misalignments  
 
For MEIS as a crystallographic technique the alignment of the crystal is crucial to the 
validity of the resulting data. As data analysis “fudge factors” have been used namely 
skew corrections and magnitude variations it is necessary to attempt to quantify the 
effect of misalignment upon MEIS blocking curves. To this end a number of Vegas 
simulations are displayed in Figure 5.1 as part of an attempt to quantify the effect of 
misalignments. 
These trial misalignments are only along single “directions” rotation, spin and tilt as 
defined in the introductory chapter. In reality a misalignment would not be constrained 
to a single axis of rotation.  
The alignment procedure uses changes in detected bulk (several kV below the surface 
scattering peak) scattering intensity which is more heavily affected by a given 
misalignment than the surface scattering intensity. Typically during alignment an 
angular range of about 5° is used. The resulting dip formed by the evolution of the bulk 
scattering intensity over either the azimuth or incident angle can be several degrees 
wide. The centre of this dip indicates the correct alignment direction and in the later 
stages of alignment, once the three alignment axis has been optimised several times in 
sequence the misalignment can be expected to be significantly less than 0.5° depending 
on the width of the shadowing feature being used for alignment.  
However, the tilt adjustment has a far more limited degree of rotation in total about 4°, 
ans so alignment scans of the tilt setting are narrower typically 1-2°. Additionally the 
range of tilt motion is not centred on the horizontal plane, so a tilt alignment scan is 
often unlikely to contain the whole dip used for alignment.  
The crystal surface is unlikely to be perfectly aligned in the sample holder, there have 
been occasions where it has not been possible to align due to the crystal face plane lying 
outside of the tilt motion range. In addition the incomplete nature of the tilt scan can 
lead to situations where the experimenter is unaware of this misalignment. Comparison 
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of the trial misalignments with the 60°-75° section of the [211�] experimental data 
suggest that small tilt misalignments are relatively commonplace.  
 
 
 
 
Figure 5.1  Showing the effect of misalignments upon blocking curves for an unrelaxed copper crystal 
with thermal <RMS> values set to those used for clean copper. (a) shows the effect of  spin 
misalignment, effectively a  change in surface scattering direction. (b) Shows the effect of a misalignment 
in the rotation angle, effectively a change in the angle of the ion beam relative to the surface normal. (c) 
Shows the effect of a tilt misalignment, this is a misalignment where the scattering plane is rotated away 
from parallel with the surface normal where the axis of rotation is the surface scattering direction.  
 
(a)                                                                               
 
(b)                                                                               
 
(c)                                                                               
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However the [2�1�1�] three-layer alignment which forms the bulk of the results in this 
thesis is actually relatively tolerant of misalignments as can be seen from Figure 5.1. 
The effect upon the  [1�00] two-layer alignment can be expected to be similar although 
the [1�01�] single-layer alignment will be more heavily affected. This trend is present in 
the platinum data set as this contains all three alignments. As Figure 5.1 shows the 
overall effect of a misalignment up to a degree in magnitude is a change in observed 
magnitude with some skewing of the data, showing that allowing some variation in 
magnitude and skew is an acceptable practise for analysing data.  
An extremely simple method that could be used to substantially increase the accuracy 
of alignment would be to increase the beam energy. A higher beam energy would create 
narrower shadow cones that would provide narrower alignment curves leading to a 
better aligned sample. Furthermore an accurate alignment of a clean sample at the 
beginning of an experimental through an increase in beam energy could be recorded 
through the simple means of reflecting a weak laser beam from the surface of the 
sample. Recording the position of the reflected laser spot would provide a reference 
based on the face of the crystal itself and not the stepper motor positions. Making later 
re-alignment extremely rapid and making misalignments of rotation and tilt very 
obvious. In effect only the spin parameter would need optimising. Also the later re-
alignments would not require the increased energy that was used for the initial 
alignment.   
 
5.2 Conclusions 
 
MEIS experiments have been conducted on sub-monolayer depositions of rhodium 
palladium and platinum upon the copper(110) single crystal face. The layer-wise 
fraction of the deposited atomic species have been analysed quantitatively using a 
developed IGOR program. This allowed detailed analysis of the errors as a surface 
within the parameter space described by the occupation of the outer four layers of the 
copper crystal. The IGOR software accepted VEGAS multiple parameter simulation 
results allowing both composition and structure to be explored simultaneously and, 
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although not utilised here, also allowed the interaction between structural and 
compositional parameters to be analysed.   
The interlayer spacings between the deposited species and first layer copper were found 
in all three cases these being, 1.21±0.04 Å for platinum, 1.17±0.06 Å  palladium and 
1.16±0.06 Å  for rhodium. In the case of platinum thermal <RMS> vibrational values 
for were found for first layer copper and second layer platinum. These value were found 
to compare very favourably with schemes used to calculate appropriate values in the 
literature. 
Platinum has been shown through the use of the IGOR software to preferentially 
occupy substitutional sites below the first layer, a result consistent with literature. The 
effect of annealing on the fractional occupation of these elements in the copper (110) 
surface has been analysed revealing a pattern of increased occupation of deeper sites 
after exposure to temperatures in excess of 500 K. The appearance of a c(2x2) LEED 
pattern and dual peaks within the energy profiles after annealing to 460 K could 
potentially indicate  new surface alloy phase. This would suggest that there is some 
diffusion mechanism that allows second layer platinum to become mobile. Overall the 
results for platinum are consistent with those from literature[21]. Similarly palladium 
was also found to preferentially occupy second layer sites with some first layer 
occupation largely in agreement with the results from literature [36]. With an increase 
in sub-second layer occupation induced by a 500 K flash anneal.  
The layer-wise occupation by rhodium has been analysed and although not conclusive 
has revealed two possible phases. Upon deposition the rhodium is shown to occupy 
substitutional sites within the first two layers. The interlayer contraction to a value 
similar to that for relaxed clean copper (110) would suggest either the formation of 
islands incorporating missing row structures or the occupation of second layer sites. As 
Rhodium is reported to have a very high surface energy [66], but also to be almost 
immiscible in copper [58] the possibility of novel surfaces phases exist for this 
combination of elements that may prove to be a rich system.  
The process of developing the software in many ways mimicked the step-by-step search 
algorithm within the final iterations of the R-factor software in that it was an iterative 
process. Ultimately the achievement of the many steps involved was the philosophical 
understanding that a program is a tool and a tool must be applied intelligently. 
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However, the programming skills earned learning this lesson were invaluable as these 
skills led to the R-factor program with the additional compositional analysis.  
Regarding the analysis of data, the many false paths, local minima and unphysical 
conclusions that were found by following white rabbits was necessary to develop a feel 
for optimising in parameter space which for MEIS can be a somewhat dark art and 
ultimately become better at providing the thinking part of the optimisation cycle. 
 
5.3 MEIS 
 
MEIS as a technique is a powerful tool for assessing certain structural aspects of a 
surface structure. The combination of blocking curves and near surface energy profiles 
allows detailed qualitative examination of both composition and structure. Other 
information can be gleaned by careful quantitative analysis through R-factor 
optimisation of trial structures. Properties of the surface perpendicular to the surface 
plane can be most easily measured such as layer-wise composition and interlayer 
spacings. However MEIS cannot easily measure ordered reconstructions or relaxations 
parallel to the surface plane but can be used to detect the presence of such through 
changes in the visibility of sub surface layers. As a surface science technique the results 
from MEIS are most useful when complemented with those from a technique with 
contrasting capabilities such as LEED or some form of electron microscopy. Although 
not used here MEIS can also be used to measure features such as correlated and 
anisotropic vibrations.   
It is the author's opinion that MEIS as a technique has massive untapped potential. The 
transition from a single detector, to a one dimensional and then two dimensional 
detectors have increased the capabilities of ion scattering in the medium energy range 
over those offered by simple RBS. If in the future three dimensional detectors such as 
those developed by Shimoda et al.[85] are adopted by the MEIS community at large 
then it is this author’s opinion that the capabilities of MEIS will be significantly 
expanded. As technology is becoming more reliant on the behaviour of very small 
components in fields as diverse as catalysis, nanotechnology and electronics the body of 
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knowledge produced by surface science will aid future workers who desire to tune 
surfaces properties. 
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