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Abstract
In this work we obtain a chain rule for the approximate subdifferential considering a vector-valued
proper convex function and its post-composition with a proper convex function of several variables
nondecreasing in the sense of the Pareto order. We derive an interesting formula for the conjugate of a
composition in the same framework and we prove the chain rule using this formula. To get the results,
we require qualification conditions since, in the composition, the initial function is extended vector-
valued. This chain rule extends analogous well-known calculus rules obtained when the functions
involved are finite and it gives a complementary simple expression for other chain rules proved
without assuming any qualification condition. As application we deduce the well-known calculus
rule for the addition and we extend the formula for the maximum of functions. Finally, we use
them and a scalarization process to obtain Kuhn–Tucker type necessary and sufficient conditions for
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optimization problems.
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1. Introduction
Calculus rules with subdifferentials have a wide tradition in optimization theory because
they allow to apply theoretical results to practical problems. In particular, a set of formulas
have been developed for the approximate subdifferential of a convex function. In 1979
Kutateladze [12] announced several calculus rules for the ε-subdifferential of vector-valued
convex functions. Since then different authors have contributed to build a calculus ε-sub-
differential. For a complete survey we refer the reader to [6,7,9,10]. The first reference
deals with extended real-valued functions of several variables and the other with extended
real-valued functions defined on general vector spaces.
There are two fundamental notions for work with ε-subdifferentials: its support func-
tion, called ε-directional derivative, and the Legendre–Fenchel conjugate function. New
formulas for the Legendre–Fenchel transform are presented in [8]. In this paper, we de-
duce a chain rule for the ε-subdifferential using a rule for the conjugate of a composition.
Several authors have obtained formulae for the conjugate function of the composition of
a nondecreasing convex map with a convex function taking values in an ordered topological
vector space (see, for example, [1] and references therein). Here, in order to get a self-
contained paper, we give an alternative proof of a general formula proved by Combari et al.
in [1, Proposition 4.11(ii)]. Specifically, we consider the particular case of maps taking
values in Rp ordered by the usual component-wise partial order and we use an approach
based on the well known calculus rule for the conjugate map of a finite sum of functions.
A similar technique has been developed by Combari et al. in [2] to prove a formula for
subdifferentials of convex composite functions [1, Proposition 4.11(i)] from the calculus
rule for the subdifferential of sums of convex functions.
As application, we characterize the approximate solutions of convex Pareto optimization
problems via a concept of approximate efficient solution introduced in [3]. In this line, but
considering other notions of approximate efficiency, Liu [13–15], Yokoyama [24], Liu and
Yokoyama [16] and Gutiérrez, Jiménez and Novo [4,5] have obtained Kuhn–Tucker type
conditions for ε-Pareto solutions.
Section 2 contains definitions and some results used subsequently. In Section 3 we de-
velop a new proof for the conjugate of an extended multi-valued proper convex function
post-composed with an extended real-valued nondecreasing proper convex function. Sec-
tion 4 presents a chain rule for the ε-subdifferential in the same framework that Section 3
for the conjugate of a post-composition. We finish this section proving other calculus rules
for the ε-subdifferential. In Section 5 we look into convex Pareto optimization problems.
We describe a general method to transform a convex Pareto program into a scalar optimiza-
tion problem in such a way that ε-Pareto solutions for the first problem are approximate
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imate Pareto solutions.
2. Notation and preliminaries
In this paper we work in the setting of two locally convex (real) topological vector
spaces X and X∗ paired in duality by 〈x∗, x〉. We write int(M) and co(M) for the interior
and the convex hull of M ⊂ X, respectively. Let us denote by IC and σC the indicator
and support functions of the nonempty convex set C ⊂ X, respectively. For any function
g : X → R ∪ {∞} we denote by dom(g) and epi(g) the domain and the epigraph of g,
respectively:
dom(g) = {x ∈ X: g(x) < ∞}, epi(g) = {(x, r) ∈ X ×R: g(x) r}.
We say that g is proper if dom(g) 	= ∅. Finally, we note the usual scalar product in Rp
by 〈 , 〉.
The principal notion in this work is the concept of ε-subdifferential.
Definition 2.1 [6]. Let g : X → R ∪ {∞} be a proper convex function. Let x0 ∈ dom(g)
and ε  0. The ε-subdifferential of g at x0 is the set ∂εg(x0) defined by
∂εg(x0) =
{
x∗ ∈ X∗: 〈x∗, x − x0〉 g(x) − g(x0) + ε, ∀x ∈ X
}
.
The following proposition describes the ε-subdifferential of an indicator function and
motivates the notion of ε-normal set. For more details, we refer the reader to [6].
Proposition 2.2. Let C be a nonempty convex subset of X and let x0 ∈ C. Then, ∂εIC(x0) =
{x∗ ∈ X∗: 〈x∗, x − x0〉 ε, ∀x ∈ C}.
Definition 2.3. Let C be a nonempty convex subset of X and let x0 ∈ C. The set Nε(C,x0)
of ε-normals to C at x0 is defined by Nε(C,x0) = ∂εIC(x0).
Definition 2.4. Let g : X → R ∪ {∞} be a proper convex function. The conjugate of g is
the function g∗ : X∗ →R∪ {∞} defined for each x∗ ∈ X∗ by
g∗(x∗) = sup{〈x∗, x〉 − g(x): x ∈ X}.
If g is the indicator function of a nonempty convex set C ⊂ X, then g∗ is the support
function of C in the sense of Convex Analysis.
The next proposition characterizes the ε-subdifferential by means of the conjugate func-
tion. This equivalence allows to demonstrate calculus rules on the ε-subdifferential.
Proposition 2.5 [6]. Let g : X → R ∪ {∞} be a proper convex function, x0 ∈ dom(g) and
ε  0. Then
∗ ∗ ∗ ∗x ∈ ∂εg(x0) ⇐⇒ g(x0) + g (x ) − 〈x , x0〉 ε.
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Proposition 2.6 [19]. Let g(x) = f1(x)+f2(x)+· · ·+fp(x), where fi is a proper convex
function on X, i = 1,2, . . . , p. Suppose that f1, f2, . . . , fp satisfy the following qualifi-
cation condition (denoted by (QC1)): there exists an x ∈ dom(f1) in a neighborhood of
which the functions f2, f3, . . . , fp are all bounded above (the role of f1 could be played
by any one of the functions). Then, ∀x∗ ∈ X∗,
g∗(x∗) = Min{f ∗1 (x∗1 )+ f ∗2 (x∗2 )+ · · · + f ∗p (x∗p): x∗1 + x∗2 + · · · + x∗p = x∗}. (1)
Finally, in the following two definitions, an usual generalization of the convexity and
monotonicity notions from scalar maps to multi-valued functions is presented.
Definition 2.7. A function f = (f1, f2, . . . , fp) : X →Rp ∪ {∞} is said to be proper Rp+-
convex if dom(f ) :=⋂pi=1 dom(fi) 	= ∅ and ∀x1, x2 ∈ dom(f ), ∀λ ∈ (0,1),
λf (x1) + (1 − λ)f (x2) − f
(
λx1 + (1 − λ)x2
) ∈Rp+.
Let us denote by Conv(X,Rp) the set of all proper Rp+-convex functions. In order to
apply Proposition 2.6, we are interested with functions f ∈ Conv(X,Rp) that satisfy the
following qualification condition (denoted by (QC2)): there exists an open set in which the
components f1, f2, . . . , fp are all bounded above.
Definition 2.8. A function h : Rp → R ∪ {∞} is said to be nondecreasing in relation to
Pareto order if
∀y1, y2 ∈Rp, y1 − y2 ∈ −Rp+ ⇒ h(y1) h(y2).
When h is a proper convex nondecreasing function it follows that dom(h∗) ⊂ Rp+. In
fact, taking r ∈ dom(h) and r∗ ∈ dom(h∗), it follows that
h∗(r∗) + h(r) h∗(r∗) + h(r − d) 〈r∗, r − d〉, ∀d ∈Rp+.
So, 〈r∗, d〉  0, ∀d ∈ Rp+ (otherwise we obtain a contradiction), and consequently,
r∗ ∈Rp+.
We denote by H the set of all nondecreasing functions in relation to Pareto order.
3. Conjugate of the post-composition with a nondecreasing convex function
Let f ∈ Conv(X,Rp), h ∈ H and x∗ ∈ X. In [1, Proposition 4.11(ii)], Combari et al.
obtain the following calculus rule for (h ◦ f )∗(x∗):
(h ◦ f )(x∗) = Min{h∗(r∗) + (r∗ ◦ f )∗(x∗): r∗ ∈Rp+}. (2)
They prove this formula assuming that there exists an x ∈ dom(f ) such that h is bounded
above in a neighborhood of f (x), i.e., under a Moreau–Rockafellar type constraint quali-
fication (see [18] for more detail) that we denote by (QC3) in the sequel.
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h∗ and f ∗i , i = 1,2, . . . , p, and the following equality is obtained:
(r∗ ◦ f )∗(x∗) =
p∑
i=1
(
r∗i · fi
)∗(
p∗i
)
,
where p∗1 + p∗2 + · · · + p∗p = x∗ and r∗i is the ith component of r∗. However, from
formula (2), due to its compact form, it cannot be deduced directly that r∗i · fi are the
following maps:
(
r∗i · fi
)
(y∗) =
{
r∗i · fi(y∗) if r∗i > 0,
Idom(fi )(y∗) if r∗i = 0.
To understand this fact, which can be considered as a slight improvement of the orig-
inal formula (2) for multi-valued maps, and to achieve a self-contained work we develop
an alternative and original proof for (2) based on Proposition 2.6. As consequence, it is
showed that formulae for the conjugate map of convex composite functions can be derived
from the calculus rules for the conjugate of sums of functions. This approach has been
used by Combari et al. in [2] to prove a chain rule for subdifferentials of convex composite
functions from formulae for subdifferentials of sums of convex functions.
In the remainder of this section we consider functions f ∈ Conv(X,Rp) that fulfill
(QC2) and, fixed f ∈ Conv(X,Rp), we will be concerned with convex proper functions
h ∈ H that satisfy (QC3).
We begin describing the conjugate of ϕi : X ×Rp →R∪ {∞} defined by
ϕi(x, r) = c · ri + Iepi(f )(x, ri),
where c ∈R, ri is the ith component of r and f : X →R∪{∞} is a proper convex function.
For this purpose, we consider X ×Rp and X∗ ×Rp paired in duality by the bilinear form
preserving the structure of X ×Rp as a product space:〈
(x∗, r∗)(x, r)
〉= 〈x∗, x〉 + 〈r∗, r〉.
Lemma 3.1. If (x∗, r∗) ∈ dom(ϕ∗i ), then r∗j = 0, ∀j 	= i. Moreover, if r∗i = 0, then c 0
and
ϕ∗i (x∗, r∗) =
{
(c · f )∗(x∗) if c > 0,
σdom(f )(x∗) if c = 0. (3)
Proof. Let (x∗, r∗) ∈ dom(ϕ∗i ). As f is proper, it follows from Definition 2.4 that
ϕ∗i (x∗, r∗) = sup
{〈
(x∗, r∗), (x, r)
〉− c · ri : (x, ri) ∈ epi(f ), rj ∈R, ∀j 	= i}. (4)
Using that (x∗, r∗) ∈ dom(ϕ∗i ), we see that r∗j = 0, ∀j 	= i and r∗i − c  0. Therefore, if
r∗i = 0 we have that c 0 and by (4) we deduce that
ϕ∗i (x∗, r∗) = sup
{〈
(x∗, x)
〉− c · ri : x ∈ dom(f ), ri  f (x)}.
From here Eq. (3) follows immediately. 
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epi(f ) = {(x, r) ∈ X ×Rp: f (x) − r ∈ −Rp+}.
When p = 1, this concept is the usual notion of epigraph. Thus, there is not confusion with
the notation chosen.
Now, we describe σepi(f ) using f ∗i , i = 1,2, . . . , p. For r∗ ∈ Rp let us denote by J(r∗)
the set {i ∈ {1,2, . . . , p}: r∗i = 0}.
Lemma 3.2. Let f ∈ Conv(X,Rp) verifying (QC2). Let (x∗,−r∗) ∈ dom(σepi(f )). Then
r∗ ∈Rp+ and there exist p∗i ∈ X∗, i = 1,2, . . . , p, such that
p∑
i=1
p∗i = x∗, (5a)
σepi(f )(x
∗,−r∗) =
∑
i /∈J(r∗)
(
r∗i · fi
)∗(
p∗i
)+ ∑
i∈J(r∗)
σdom(fi )
(
p∗i
)
. (5b)
Proof. Let (x∗,−r∗) ∈ dom(σepi(f )) be fixed. An easy calculation gives
σepi(f )(x
∗,−r∗)
= sup
{〈
(x∗,0), (x, r)
〉− p∑
i=1
[
r∗i · ri + Iepi(fi )(x, ri)
]
: x ∈ X, r ∈Rp
}
. (6)
Let ϕi : X×Rp →R∪{∞} be defined by ϕi(x, r) = r∗i · ri + Iepi(fi )(x, ri), i = 1,2, . . . , p.
Then (6) now becomes
σepi(f )(x
∗,−r∗) =
(
p∑
i=1
ϕi
)∗
(x∗,0). (7)
An easy verification shows that functions ϕ1, ϕ2, . . . , ϕp satisfy qualification condition
(QC1) since f1, f2, . . . , fp are all bounded above in an open set. Thus we can write (7)
in terms of ϕ∗i using Eq. (1):
σepi(f )(x
∗,−r∗) = Min
{
p∑
i=1
ϕ∗i
(
p∗i , q∗i
)
:
p∑
i=1
(
p∗i , q∗i
)= (x∗,0)
}
.
Consequently there exist (p∗i , q∗i ) ∈ X∗ ×Rp , i = 1,2, . . . , p, such that
p∑
i=1
(
p∗i , q∗i
)= (x∗,0) (8)
and
σepi(f )(x
∗,−r∗) =
p∑
ϕ∗
(
p∗, q∗
)
. (9)i=1
i i i
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from (9) and (3) we conclude that
σepi(f )(x
∗,−r∗) =
∑
i /∈J(r∗)
(
r∗i · fi
)∗(
p∗i
)+ ∑
i∈J(r∗)
σdom(fi )
(
p∗i
)
. 
Next, we prove formula (2) under the same constraint qualification as [1, Proposi-
tion 4.11(ii)].
Theorem 3.3. Let f ∈ Conv(X,Rp) verifying (QC2). Let h ∈ H be a proper convex func-
tion. Assume that h fulfills (QC3). Then:
(i) h ◦ f : X → R ∪ {∞} is a proper convex function (we set (h ◦ f )(x) = ∞ if x /∈
dom(f )).
(ii) Let x∗ ∈ dom[(h ◦ f )∗] be fixed. There exist r∗ ∈ Rp+ and p∗i ∈ X∗, i = 1,2, . . . , p,
such that
p∑
i=1
p∗i = x∗, (10)
(h ◦ f )∗(x∗) = h∗(r∗) +
∑
i /∈J(r∗)
(
r∗i · fi
)∗(
p∗i
)+ ∑
i∈J(r∗)
σdom(fi )
(
p∗i
)
. (11)
(iii) Consider ψ : Rp × (X∗)p → R ∪ {∞} defined for each r∗ ∈ Rp and (p∗1,p∗2, . . . ,
p∗p) ∈ (X∗)p by
ψ
(
r∗,p∗1,p∗2, . . . , p∗p
)= h∗(r∗) + ∑
i /∈J(r∗)
(
r∗i · fi
)∗(
p∗i
)+ ∑
i∈J(r∗)
σdom(fi )
(
p∗i
)
when r∗ ∈Rp+ and ψ(r∗,p∗1,p∗2, . . . , p∗p) = ∞ if r∗ /∈Rp+. Then ∀x∗ ∈ X∗,
(h ◦ f )∗(x∗) = Min
{
ψ
(
r∗,p∗1,p∗2, . . . , p∗p
)
: r∗ ∈Rp+,
p∑
i=1
p∗i = x∗
}
.
Proof. Part (i) follows immediately since h is a nondecreasing convex function and f is
R
p
+-convex. To prove part (ii) we first observe that
(x, r) ∈ epi(f ) ⇒ h(f (x)) h(r)
since f (x) − r ∈ −Rp+ if (x, r) ∈ epi(f ) and h is nondecreasing. Therefore
(h ◦ f )∗(x∗) = sup{〈x∗, x〉 − h(f (x)): x ∈ X}
= sup{〈x∗, x〉 − h(r): (x, r) ∈ epi(f )}.
Using Iepi(f ) and the function h¯ : X ×Rp →R defined by h¯(x, r) = h(r), we have
(h ◦ f )∗(x∗) = sup{〈(x∗,0), (x, r)〉− (h¯(x, r) + Iepi(f )(x, r)): (x, r) ∈ X ×Rp}= (h¯ + Iepi(f ))∗(x∗,0).
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dom(f ) such that h is bounded above in a neighborhood of f (x). Thus we can obtain
(h ◦ f )∗(x∗) using Eq. (1):
(h ◦ f )∗(x∗) = Min{h¯∗(s∗1 , q∗1 )+ σepi(f )(s∗2 , q∗2 ): (s∗1 , q∗1 )+ (s∗2 , q∗2 )= (x∗,0)}.
Consequently, there exist (s∗1 , q∗1 ), (s∗2 , q∗2 ) ∈ X∗ ×Rp such that(
s∗1 , q∗1
)+ (s∗2 , q∗2 )= (x∗,0) (12)
and
(h ◦ f )∗(x∗) = h¯∗(s∗1 , q∗1 )+ σepi(f )(s∗2 , q∗2 ), (13)
with (s∗1 , q∗1 ) ∈ dom(h¯∗) and (s∗2 , q∗2 ) ∈ dom(σepi(f )). It follows immediately that
h¯∗(s∗1 , q∗1 ) = I{0}(s∗1 ) + h∗(q∗1 ). Thus s∗1 = 0 and by (12) we have s∗2 = x∗. From (12) we
see that q∗1 = −q∗2 and (13) shows that
(h ◦ f )∗(x∗) = I{0}
(
s∗1
)+ h∗(q∗1 )+ σepi(f )(s∗2 , q∗2 )= h∗(q∗1 )+ σepi(f )(x∗,−q∗1 ).
Now, applying Lemma 3.2 with r∗ = q∗1 , we obtain r∗ ∈ Rp+ and we conclude that there
exist p∗i ∈ X∗, i = 1,2, . . . , p, such that
p∑
i=1
p∗i = x∗,
(h ◦ f )∗(x∗) = h∗(r∗) +
∑
i /∈J(r∗)
(
r∗i · fi
)∗(
p∗i
)+ ∑
i∈J(r∗)
σdom(fi )
(
p∗i
)
,
which proves part (ii).
Finally, part (iii) follows from part (ii) since ∀(r∗,p∗1,p∗2, . . . , p∗p) ∈Rp × (X∗)p such
that p∗1 + p∗2 + · · · + p∗p = x∗ we have
ψ
(
r∗,p∗1,p∗2, . . . , p∗p
)
 sup
x∈dom(f )
{〈
r∗, f (x)
〉− h(f (x))+ ∑
i /∈J(r∗)
(〈
p∗i , x
〉− r∗i · fi(x))+ ∑
i∈J(r∗)
〈
p∗i , x
〉}
= sup
x∈dom(f )
{〈x∗, x〉 − h(f (x))}= (h ◦ f )∗(x∗). 
Now we use Theorem 3.3 to deduce the conjugate of a max-function. This result is well
known in some particular situations (see, for example, [7, Theorem X.2.4.7, p. 68] and [22,
Theorem 3(4), p. 46]). We extend [7, Theorem X.2.4.7] to nonfinite functions and nonfinite
dimensional spaces and we demonstrate [22, Theorem 3(4)] under weaker assumptions.
We denote by ∆p the unit simplex of Rp:
∆p =
{
(λ1, λ2, . . . , λp) ∈Rp: λi  0,
p∑
i=1
λi = 1
}
.
Let f ∈ Conv(X,Rp) and g : X →R∪ {∞} defined by{ }
g(x) = Max fi(x): i = 1,2, . . . , p .
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defined above. Then, ∀x∗ ∈ X∗,
g∗(x∗) = Min
{ ∑
i /∈J(r∗)
(
r∗i · fi
)∗(
p∗i
)+ ∑
i∈J(r∗)
σdom(fi )
(
p∗i
)
: r∗ ∈ ∆p,
p∑
i=1
p∗i = x∗
}
.
Proof. Let h :Rp →R be the finite convex function
h(y1, y2, . . . , yp) = Max{y1, y2, . . . , yp}.
It is easy to prove that h ∈ H and h∗ = I∆p . Moreover, g = h ◦ f and h satisfies (QC3) for
each f ∈ Conv(X,Rp). Then the result follows immediately from Theorem 3.3. 
The reader can observe from Eq. (11) that the support functions σdom(fi ) have an effect
on (h ◦ f )∗. The following example shows this fact.
Example 3.5. Consider f1, f2 :R→R∪ {∞} defined by
f1(x) =
{−2√x if x  0,
+∞ if x < 0,
(
dom(f1) = [0,∞)
)
and f2(x) = x, ∀x ∈ R (dom(f2) = R). Let g(x) = Max{f1(x), f2(x)}. It is clear that
g(x) = I[0,∞)(x) + x, ∀x ∈R and g∗ = I(−∞,1]. Thus 1 ∈ dom(g∗) and g∗(1) = 0.
Moreover,
f ∗1 (x) =
{−1/x if x < 0,
+∞ if x  0,
and f ∗2 = I{1}. If we apply Corollary 3.4 to deduce g∗(1) (note that [7, Theorem X.2.4.7]
is not applicable for this example since f1 is nonfinite), we should evaluate the following
expressions with p∗1 + p∗2 = 1 and 0 < λ < 1:
(λf1)
∗(p∗1)+ [(1 − λ)f2]∗(p∗2)= λf ∗1 (p∗1/λ)+ (1 − λ)f ∗2 (p∗2/(1 − λ)), (14)
f ∗1
(
p∗1
)+ σdom(f2)(p∗2), (15)
f ∗2
(
p∗2
)+ σdom(f1)(p∗1). (16)
In (14), p∗2 = 1 − λ since 1 ∈ dom(g∗). Then p∗1 = λ and we obtain
(λf1)
∗(p∗1)+ [(1 − λ)f2]∗(p∗2)= λf ∗1 (1) = ∞.
In (15), p∗2 = 0 because g∗(1) < ∞. Therefore p∗1 = 1 and we have
f ∗1
(
p∗1
)+ σdom(f2)(p∗2)= f ∗1 (1) = ∞.
Finally, in (16), p∗2 = 1, p∗1 = 0 and f ∗2 (p∗2) + σdom(f1)(p∗1) = 0. Then we obtain
g∗(1) = f ∗2 (1) + σdom(f1)(0) = 0.
∗ ∗ ∗ ∗ ∗Really, one has g (x ) = f2 (1) + σdom(f1)(x − 1), ∀x ∈R.
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Proposition 2.5 and Theorem 3.3 allow to obtain a chain rule for ∂ε(h ◦ f ) in terms of
approximate subgradients of h and fi , i = 1,2, . . . , p.
Theorem 4.1. Let f ∈ Conv(X,Rp) verifying (QC2) and let h ∈ H be a proper convex
function satisfying (QC3). Then, for all ε  0 and x0 ∈ dom(h ◦ f ) it follows that x∗ ∈
∂ε(h ◦ f )(x0) if and only if there exist r∗ ∈Rp+, p∗i ∈ X∗, εi  0, i = 1,2, . . . , p and δ  0
such that
p∑
i=1
p∗i = x∗, (17a)
p∗i ∈ ∂εi
(
r∗i · fi
)
(x0), ∀i /∈ J(r∗), (17b)
p∗i ∈ Nεi
(
dom(fi), x0
)
, ∀i ∈ J(r∗), (17c)
r∗ ∈ ∂δh
(
f (x0)
)
, (17d)
p∑
i=1
εi + δ  ε. (17e)
Proof. [⇒] Let x∗ ∈ ∂ε(h◦f )(x0). Proposition 2.5 shows that x∗ ∈ dom(h◦f )∗. By The-
orem 3.3, it follows that there exist r∗ ∈ Rp+ and p∗i ∈ X∗, i = 1,2, . . . , p, such that (10),
(11) hold. According to this, we obtain (17a). From Proposition 2.5 and Eq. (11) we have
h
(
f (x0)
)+ h∗(r∗) + ∑
i /∈J(r∗)
(
r∗i · fi
)∗(
p∗i
)+ ∑
i∈J(r∗)
σdom(fi )
(
p∗i
)− 〈x∗, x0〉 ε. (18)
Adding and subtracting
〈
r∗, f (x0)
〉= p∑
i=1
r∗i · fi(x0)
from (18) and using (10), we obtain[
h
(
f (x0)
)+ h∗(r∗) − 〈r∗, f (x0)〉]+ ∑
i /∈J(r∗)
[(
r∗i · fi
)∗(
p∗i
)+ r∗i · fi(x0) − 〈p∗i , x0〉]
+
∑
i∈J(r∗)
[
σdom(fi )
(
p∗i
)− 〈p∗i , x0〉] ε. (19)
We define δ = h(f (x0)) + h∗(r∗) − 〈r∗, f (x0)〉, εi = (r∗i · fi)∗(p∗i ) + (r∗i · fi)(x0) −〈p∗i , x0〉 if i /∈ J(r∗) and εi = σdom(fi )(p∗i ) − 〈p∗i , x0〉 = sup{〈p∗i , x − x0〉: x ∈ dom(fi)}
if i ∈ J(r∗). Definition 2.4 shows that δ, εi  0, ∀i /∈ J(r∗) and (17b), (17d) follow from
Proposition 2.5. As x0 ∈ dom(fi), we have εi  0, ∀i ∈ J(r∗), and Proposition 2.2 and De-
finition 2.3 show that p∗i ∈ Nεi (dom(fi), x0), ∀i ∈ J(r∗). Thus (17c) is complete. Finally,
(19) implies (17e).
[⇐] Suppose (17a)–(17e) hold. By definition we have ∀x ∈ X, ∀i /∈ J(r∗),( ) ( ) 〈 〉
r∗i · fi (x) r∗i · fi (x0) + p∗i , x − x0 − εi, (20)
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h(r) h
(
f (x0)
)+ 〈r∗, r − f (x0)〉− δ. (21)
Proposition 2.2 implies that ∀x ∈ dom(fi), ∀i ∈ J(r∗),〈
p∗i , x − x0
〉
 εi . (22)
Taking x ∈ dom(f ) and r = f (x), we can rewrite (21) as
h
(
f (x)
)
 h
(
f (x0)
)+ p∑
i=1
[
r∗i
(
fi(x) − fi(x0)
)]− δ. (23)
Substituting (20) into (23) and adding (22), we obtain ∀x ∈ X,
h
(
f (x)
)
 h
(
f (x0)
)+ p∑
i=1
(〈
p∗i , x − x0
〉− εi)− δ.
We conclude from (17a) and (17e) that ∀x ∈ X,
h
(
f (x)
)
 h
(
f (x0)
)+ 〈x∗, x − x0〉 − ε,
hence that x∗ ∈ ∂ε(h ◦ f )(x0). 
In the following corollary we rewrite Theorem 4.1 in compact form and we show the
well-known particular case ε = 0 (see, for example, [1, Proposition 4.11(i)]). This corollary
extends [7, Theorem XI.3.6.1] and gives an exact formula for the composition of convex
operators in [12, p. 1] and [9, Theorem 8.1] when the nondecreasing function is in the sense
of the Pareto order.
Corollary 4.2. Under the same hypotheses of Theorem 4.1 we have
∂ε(h ◦ f )(x0)
=
⋃
δ,εi0∑p
i=1εi+δε
[ ⋃
r∗∈∂δh(f (x0))
( ∑
i /∈J(r∗)
∂εi
(
r∗i fi
)
(x0) +
∑
i∈J(r∗)
Nεi
(
dom(fi), x0
))]
,
∂(h ◦ f )(x0) =
⋃
r∗∈∂h(f (x0))
( ∑
i /∈J(r∗)
∂
(
r∗i fi
)
(x0) +
∑
i∈J(r∗)
N
(
dom(fi), x0
))
.
Next we give a simple example to show that it is fundamental to consider the set of
ε-normals to dom(fi) if r∗i = 0.
Example 4.3. Let {Ci}pi=1 be a family of nonempty convex sets in X such that
int(
⋂p
i=1 Ci) 	= ∅. Consider f : X → Rp ∪ {∞}, h : Rp → R defined by fi = ICi ,i = 1,2, . . . , p, and h = 0. It is clear that h ◦ f = I⋂p
i=1 Ci
. We can apply Corollary 4.2
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⋂p
i=1 Ci, x0) = ∂ε(h ◦ f )(x0), ∀x0 ∈
⋂p
i=1 Ci , ∀ε  0, because (QC2)
and (QC3) are satisfied since int(⋂pi=1 Ci) 	= ∅. Then we have
Nε
(
p⋂
i=1
Ci, x0
)
=
⋃
εi0∑p
i=1 εiε
p∑
i=1
Nεi (Ci, x0),
since ∂δh(f (x0)) = {0}, ∀δ  0.
We can use Corollary 4.2 to obtain other calculus rules for the ε-subdifferential. Follow-
ing this line, we deduce calculus rules for the addition (Corollary 4.4) and the maximum of
functions (Corollary 4.5). The first one is a well-known result (see [12] or [6, Theorem 2.1])
and it has a simple proof by Corollary 4.2. The second one extends [6, Theorem 4.1] to
nonfinite proper convex functions and gives an expression for [9, Theorem 2.2] that has no
topological closure operation and is applicable to points x0 such that the nonactive index-
set is nonempty.
Corollary 4.4. Let f ∈ Conv(X,Rp) verifying (QC2). Let g : X →R∪ {∞} be defined by
g(x) =
{∑p
i=1 fi(x) if x ∈ dom(f ),
∞ if x /∈ dom(f ).
Then, for all ε  0 and x0 ∈ dom(g) it follows that
∂εg(x0) =
⋃
εi0∑p
i=1 εiε
p∑
i=1
∂εi fi(x0).
Proof. Let us consider the finite linear function h :Rp →R defined by
h(y1, y2, . . . , yp) = y1 + y2 + · · · + yp.
It is easy to check that h ∈ H. Moreover, h fulfils (QC3). As h is linear, we have ∂δh(y) =
∂h(y) = {(1,1, . . . ,1)}, ∀y ∈Rp , ∀δ  0. Then we conclude using Corollary 4.2. 
Corollary 4.5. Let f ∈ Conv(X,Rp) verifying (QC2). Consider g : X →R∪ {∞} defined
by g(x) = Max{f1(x), f2(x), . . . , fp(x)}. Then, for all ε  0 and x0 ∈ dom(f ) it follows
that
∂εg(x0)
=
⋃
εi0, λ∈∆p
g(x0)+∑pi=1 εi−∑pi=1 λifi (x0)ε
( ∑
i /∈J(λ)
∂εi (λifi)(x0) +
∑
i∈J(λ)
Nεi
(
dom(fi), x0
))
.(24)
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∂g(x0) =
⋃
λ∈∆p(x0)
( ∑
i /∈J(λ)
λi∂fi(x0) +
∑
i∈J(λ)
N
(
dom(fi), x0
))
, (25)
where ∆p(x0) = {λ ∈ ∆p: λi = 0 if i /∈ I(x0)} and I(x0) is the set of active functions at x0:
I(x0) = {i ∈ {1,2, . . . , p}: fi(x0) = g(x0)}.
Proof. Let h :Rp →R be the finite convex function
h(y1, y2, . . . , yp) = Max{y1, y2, . . . , yp}.
It is clear that h ∈ H and satisfies (QC3). Moreover, from [7, Example XI.3.5.3] we have,
∀y ∈Rp ,
∂δh(y) =
{
λ ∈ ∆p: h(y) −
p∑
i=1
λiyi  δ
}
.
Then (24) follows from Corollary 4.2. We eliminate the threshold δ taking
δ = g(x0) −
p∑
i=1
λifi(x0).
Now, for each λ ∈ ∆p we have
g(x0) −
p∑
i=1
λifi(x0) 0
and the condition
g(x0) +
p∑
i=1
εi −
p∑
i=1
λifi(x0) 0
implies εi = 0, i = 1,2, . . . , p, and λi = 0 when fi(x0) < g(x0). Therefore, if ε = 0
then (24) becomes (25). 
The second part of Corollary 4.5 has been proved in [1, Theorem 5.12(ii)].
Next, we use Corollary 4.5 to obtain the subdifferential of a max-function in a particular
problem. Once again we observe that the normal cones to dom(fi), i = 1,2, . . . , p, are
fundamental, even for the nonactive functions.
Example 4.6. Consider the function g defined in Example 3.5 where we replace f2 (for
abbreviation we use f2 again) by f2(x) = 1, ∀x ∈ R. It is clear that g(x) = 1 + I[0,∞)(x)
and f1 is not active at x = 0. From Corollary 4.5 we have
∂g(0) =
( ⋃
λ∈(0,1)
(
λ∂f1(0) + (1 − λ)∂f2(0)
))
( ( )) ( ( ))∪ ∂f1(0) + N dom(f2),0 ∪ ∂f2(0) + N dom(f1),0 .
322 C. Gutiérrez et al. / J. Math. Anal. Appl. 310 (2005) 309–327Now, easy calculations give ∂f1(0) = ∅ and ∂f2(0) = {0}. Then
∂g(0) = ∂f2(0) + N
(
dom(f1),0
)= {0} + N([0,∞),0)= (−∞,0].
5. Approximate solutions in convex Pareto optimization problems
In this section we analyze a multiobjective optimization problem
Min
{
f (x): x ∈ K}, (26)
with f : X →Rp and K ⊂ X, K 	= ∅. We consider Pareto solutions for (26).
Definition 5.1. A point x0 ∈ K is said to be an efficient Pareto solution (or Pareto solution)
for (26), denoted x0 ∈ Min(f,K), if there is no x ∈ K such that f (x)−f (x0) ∈ −Rp+\{0}.
In the literature on this topic there exist different concepts that extend the notion of ap-
proximate solution from scalar optimization problems to multiobjective programs (see, for
instance, [3,12,17]). Definition 5.2 describes one of them due to Dentcheva and Helbig [3]
in a Pareto context.
Let Hs be the set of strictly nondecreasing real-valued functions on Rp when Rp is
ordered through the Pareto order:
Hs = {h :Rp →R: y1 − y2 ∈ −Rp+\{0} ⇒ h(y1) < h(y2)}.
Definition 5.2. Let d ∈Rp+, ε  0 and h ∈ Hs . A point x0 ∈ K is said to be an (ε, d,h)-ef-
ficient Pareto solution (or (ε, d,h)-Pareto solution) for (26), denoted x0 ∈ Minε,d,h(f,K),
if
x ∈ K, f (x) − f (x0) ∈ −Rp+ ⇒ h
(
f (x0)
)
 h
(
f (x) + εd).
Definition 5.2 becomes Definition 5.3 when p = 1, d = 1 and h(x) = x. This is the
classical notion of approximate solution in scalar optimization.
Definition 5.3. Let (26) be a scalar problem (p = 1) and let ε  0. A point x0 ∈ K is said to
be an ε-solution for (26), or an approximate solution up to ε for (26), if f (x0)− ε  f (x),
∀x ∈ K .
In the sequel we assume that the feasible set in (26) is a nonempty convex set
K = S ∩ Q ∩ M defined by means of inequality constraints S = {x ∈ X: gj (x)  0,
j = 1,2, . . . ,m}, equality constraints Q = {x ∈ X: Ax = b}, A : X → Rr , b = (b1, b2,
. . . , br ) ∈Rr and an abstract constraint established through a nonempty convex set M ⊂ X.
We suppose that f = (f1, f2, . . . , fp) and g = (g1, g2, . . . , gm) are finite continuous
convex functions on X and A is a finite continuous linear function with linearly inde-
pendent components {a1, a2, . . . , ar} ⊂ X∗. Let d ∈Rp+, ε  0 and x0 ∈ K be fixed. We
consider a continuous convex function h ∈ Hs . Here and subsequently we write δ0 =
h(f (x0) + εd) − h(f (x0)). It is clear that δ0  0 because h is a nondecreasing function.First, we recall a fundamental result for convex functions (see [11]).
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function with linearly independent components {a1, a2, . . . , ar}. Let C ⊂ X be a nonempty
convex set, and b ∈Rr . Suppose that {x ∈ X: Ax = b} ∩ int(C) 	= ∅. If{
f (x) ∈ int(−Rp+),
Ax = b
has no solution x ∈ C, then there exists (λ,µ) ∈Rp+ ×Rr , λ 	= 0, such that for all x ∈ C,〈
λ,f (x)
〉+ 〈µ,Ax − b〉 0.
If we replace λ 	= 0 by (λ,µ) 	= 0, then Theorem 5.4 still holds when {x ∈ X:
Ax = b} ∩ int(C) = ∅ or {a1, a2, . . . , ar} are not linearly independent.
Now we develop a characterization for approximate solutions in Minε,d,h(f,K) via
scalarization.
Lemma 5.5.
(i) Let (26) satisfy Q∩ int(M) 	= ∅ and x0 ∈ Minε,d,h(f,K). Then there exist λ = (λ1, λ2,
. . . , λp) ∈ Rp+, µ = (µ1,µ2, . . . ,µm) ∈ Rm+, γ  0, (λ,µ,γ ) 	= 0, and u = (u1, u2,
. . . , ur ) ∈Rr such that
ε0 =
m∑
j=1
µjgj (x0) + γ δ0  0
and x0 is an ε0-solution for the scalar problem
Min
{

(λ,µ,γ,u, x): x ∈ M}, (27)
where

(λ,µ,γ,u, x) =
p∑
i=1
λi
(
fi(x) − fi(x0)
)+ m∑
j=1
µjgj (x)
+ γ (h(f (x) + εd)− h(f (x0)))+ r∑
l=1
ul
(
al(x) − bl
)
.
(ii) Let x0 ∈ K and (λ,µ,γ,u) ∈Rp+ ×Rm+ ×R+ ×Rr . If
inf
{

(λ,µ,γ,u, x): x ∈ M}> 0, (28)
then x0 ∈ Minε,d,h(f,K).
Proof. Part (i). First we show that

fi(x) − fi(x0) < 0, i = 1,2, . . . , p,
gj (x) < 0, j = 1,2, . . . ,m,
h(f (x) + εd) − h(f (x0)) < 0,
(29)
Ax = b
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is a feasible solution for (26) since x ∈ S ∩ Q ∩ M . Moreover, f (x) − f (x0) ∈ −Rp+\{0}.
As x0 ∈ Minε,d,h(f,K), we have h(f (x0))  h(f (x) + εd), which contradicts the third
row in (29).
Now, using Theorem 5.4, we deduce that there exists (λ,µ,γ,u) ∈ Rp+ × Rm+ ×
R+ × Rr , (λ,µ,γ ) 	= 0, such that for all x ∈ M , 
(λ,µ,γ,u, x)  0. In particular,

(λ,µ,γ,u, x0) = ε0  0 and x0 is an ε0-solution for (27).
Part (ii). To obtain a contradiction, suppose that x0 /∈ Minε,d,h(f,K). Then there
exists x ∈ K such that f (x) − f (x0) ∈ −Rp+ and h(f (x0)) > h(f (x) + εd). As
(λ,µ,γ ) ∈Rp+ ×Rm+ ×R+ and x ∈ S ∩Q∩M , we have 
(λ,µ,γ,u, x) 0, contrary to
inf{
(λ,µ,γ,u, x): x ∈ M} > 0. 
Lemma 5.5, Corollaries 4.2 and 4.4 allow to deduce Kuhn–Tucker type conditions for
(ε, d,h)-Pareto solutions in general convex Pareto optimization problems.
Theorem 5.6. Consider the optimization problem (26) and assume that Q ∩ int(M) 	= ∅.
If x0 ∈ Minε,d,h(f,K), then there exist (η, ν, ζ,α) ∈ Rp × Rm × R × R and multipliers
(λ,µ,γ,u, r∗) ∈Rp ×Rm ×R×Rr ×Rp such that
(η, ν, ζ,α,λ,µ,γ, r∗) 0, (30a)
r∗ ∈ ∂ζ (γ h)
(
f (x0) + εd
)
, (30b)
0 ∈
p∑
i=1
∂ηi
[(
λi + r∗i
)
fi
]
(x0) +
m∑
j=1
∂νj (µjgj )(x0) +
r∑
l=1
ulal + Nα(M,x0), (30c)
p∑
i=1
ηi +
m∑
j=1
νj + ζ + α  ε0. (30d)
Proof. Let x0 ∈ Minε,d,h(f,K). By Lemma 5.5(i), it follows that there exists (λ,µ,γ,u) ∈
R
p
+ × Rm+ × R+ × Rr such that x0 is an ε0-solution for (27). Then, an easy verification
shows that 0 ∈ ∂ε0(
(λ,µ,γ,u, x0) + IM(x0)).
By linearity, ∂εal(x) = ∂al(x) = {al}, ∀l = 1,2, . . . , r , ∀x ∈ X, ∀ε  0. Applying
Corollaries 4.2 and 4.4, we deduce that there exist β = (β1, β2, . . . , βp) ∈ Rp+, v =
(ν1, ν2, . . . , νm) ∈ Rm+, ξ = (ξ1, ξ2, . . . , ξp) ∈ Rp+, ζ  0, α  0 and r∗ ∈ Rp+ such that
r∗ ∈ ∂ζ (γ h)(f (x0) + εd),
0 ∈
p∑
i=1
∂βi (λifi)(x0) +
m∑
j=1
∂νj (µjgj )(x0)
+
p∑
i=1
∂ξi
(
r∗i fi
)
(x0) +
r∑
l=1
ulal + Nα(M,x0), (31)
p∑
βi +
m∑
νj +
p∑
ξi + ζ + α  ε0. (32)i=1 j=1 i=1
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from (31) and (32),
0 ∈
p∑
i=1
∂ηi
[(
λi + r∗i
)
fi
]
(x0) +
m∑
j=1
∂νj (µjgj )(x0) +
r∑
l=1
ulal + Nα(M,x0),
p∑
i=1
ηi +
m∑
j=1
νj + ζ + α  ε0. 
Theorem 5.7. If x0 ∈ K and there exists (η, ν, ζ,α,λ,µ,γ,u, r∗) ∈Rp ×Rm ×R×R×
R
p ×Rm ×R×Rr ×Rp satisfying conditions (30a)–(30d) with strict inequality in (30d),
then x0 ∈ Minε,d,h(f,K).
Proof. From (30c) it follows that there exist x∗i ∈ ∂ηi [(λi + r∗i )fi](x0), i = 1,2, . . . , p,
z∗j ∈ ∂νj (µjgj )(x0), j = 1,2, . . . ,m and w∗ ∈ Nα(M,x0) such that
p∑
i=1
x∗i +
m∑
j=1
z∗j +
r∑
l=1
ulal + w∗ = 0. (33)
By the definition of ε-subdifferential and ε-normal, we obtain(
λi + r∗i
)
fi(x)
(
λi + r∗i
)
fi(x0) − ηi +
〈
x∗i , x − x0
〉
,
i = 1,2, . . . , p, ∀x ∈ X, (34)
γ h(y) γ h
(
f (x0) + εd
)− ζ + 〈r∗, y − f (x0) − εd〉, ∀y ∈Rp, (35)
µjgj (x) µjgj (x0) − νj +
〈
z∗j , x − x0
〉
, j = 1,2, . . . ,m, ∀x ∈ X, (36)
α  〈w∗, x − x0〉, ∀x ∈ M. (37)
Taking y = f (x) + εd in (35), we have
γ h
(
f (x) + εd) γ h(f (x0) + εd)− ζ + 〈r∗, f (x) − f (x0)〉, ∀x ∈ X. (38)
Adding the inequalities in (34), we obtain, ∀x ∈ X,
〈
r∗, f (x) − f (x0)
〉

p∑
i=1
λifi(x0) −
p∑
i=1
λifi(x) −
p∑
i=1
ηi +
〈
p∑
i=1
x∗i , x − x0
〉
. (39)
Substituting (39) in (38) gives, ∀x ∈ X,
γ h
(
f (x) + εd)+ p∑
i=1
λifi(x)
 γ h
(
f (x0) + εd
)+ p∑
i=1
λifi(x0) − ζ −
p∑
i=1
ηi +
〈
p∑
i=1
x∗i , x − x0
〉
. (40)Adding inequalities in (36), (37) and (40) and applying (33), we obtain, ∀x ∈ M ,
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(
f (x) + εd)+ p∑
i=1
λifi(x) +
m∑
j=1
µjgj (x) +
r∑
l=1
ulal(x)
 γ h
(
f (x0) + εd
)+ p∑
i=1
λifi(x0) +
m∑
j=1
µjgj (x0) +
r∑
l=1
ulal(x0)
−
p∑
i=1
ηi −
m∑
j=1
νj − ζ − α. (41)
Applying (30d) into (41) and using that x0 ∈ Q, we deduce that there exists t > 0 such that
∀x ∈ M ,
γ h
(
f (x) + εd)+ p∑
i=1
λifi(x) +
m∑
j=1
µjgj (x) +
r∑
l=1
ul
(
al(x) − bl
)
> γh
(
f (x0) + εd
)+ p∑
i=1
λifi(x0) +
m∑
j=1
µjgj (x0) − ε0 + t.
By the nonnegativity of ε0, γ and δ0, we obtain ∀x ∈ M ,
p∑
i=1
λi
(
fi(x) − fi(x0)
)+ m∑
j=1
µjgj (x)
+ γ (h(f (x) + εd)− h(f (x0)))+ r∑
l=1
ul
(
al(x) − bl
)
> t > 0.
Then inf{
(λ,µ,γ,u, x): x ∈ M} t > 0 and from Lemma 5.5(ii) we conclude that x0 ∈
Minε,d,h(f,K). 
Theorems 5.6 and 5.7 extend [21, Theorem 2.4] to convex Pareto problems because
Definition 5.2 becomes Definition 5.3 when p = 1, d = 1 and h(x) = x. Moreover, they
generalize [5, Theorem 3.2] to nonlinear functions h ∈ Hs .
Definition 5.2 uses an utility function h previously fixed. An important option to select
h is to apply the Thomas Saaty’s Analytic Hierarchy Process (for more detail see [20,23]).
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