The maximum clique problem (MCP) is a classical NP-hard problem in combinatorial optimization, which has important applications in many fields. In this paper, a heuristic algorithm MEAMCP based on Membrane Evolutionary Algorithm (MEA) is proposed to solve MCP. First, we introduce the general structure of MEA, which includes four kinds of membrane operators: selection, division, fusion and cytolysis. MEA evolves the feasible solution population through the membrane operator. Second, MEAMCP is proposed and we discuss how to initialize the population and implement the four kinds of membrane operators. Finally, MEAMCP is tested on DIMACS benchmark datasets and compared with other MCP algorithms. The experiment results demonstrate that MEAMCP has better stability.
I. INTRODUCTION
Ever since membrane computing was proposed in 2000, there have been many computing systems (called P system) based on the membrane computing model [1] , such as cell-like P system, tissue-like P system, and nerve-like P system. These P systems have been successfully applied to problems such as image processing [2] , multi-objective optimization, numerical computation [3] .
The maximum clique problem (MCP) refers to seeking one of the cliques (complete subgraph) with maximum number of vertices in a given graph. It has a wide range of applications in many fields including computational biology [4] , computer vision [5] , coding theory [6] , financial networks [7] , examination planning [8] , social network analysis [9] .
There are two categories of methods to solve the MCP: exact algorithms and heuristic algorithms. The exact methods, include backtracking algorithms and branch-and-bound algorithms. The heuristic algorithms, include local search algorithms, tabu search algorithms, ant algorithms, genetic
The associate editor coordinating the review of this manuscript and approving it for publication was Zehong Cao. algorithms and greedy algorithms. Although exact methods can guarantee the optimal result, it is difficult to solve large graphs within an acceptable duration of time. Therefore, it is common to use heuristic algorithms to solve large graphs. It is worth noting that heuristic algorithms can not always find the optimal solution in polynomial time, and sometimes only finds the approximate solution.
There are numerous local search algorithms for the MCP [10] - [12] . Among these algorithms, Dynamic Local Search (DLS) [11] is a milestone algorithm that integrates dynamic vertex penalties and perturbation mechanism to solve the MCP. Swap-Based Tabu Search(SBTS) [13] is a general swap-based multiple neighborhood tabu search, which use a dynamic alternation between intensification and diversification steps to explore the search space. Fast Genetic Algorithm (FGA) [14] is a genetic algorithm that employs a chromosome repair method based on the degree, random elite selection, uniform crossover, and inversion mutation to solve the MCP. Iterative Generation and Filtering Test Tube (IGFTT) [15] is a heuristic algorithm to find the maximum clique of graphs based on k-clique algorithm for encoding and parallel filtering.
The study of membrane algorithms stems from the use of evolutionary algorithms as subalgorithms in the P system that are restricted to be performed in the membrane region, thereby forming membrane-inspired evolutionary algorithms (MIES) [16] . In [17] , a tabu search algorithm is used as the subalgorithm within the membranes. In [18] , Brownian algorithm and genetic algorithm are used in the membrane as the subalgorithm. Simulated annealing and genetic algorithm are used in the membrane in [19] as the subalgorithm. In [20] , the genetic algorithm is used as an intramembrane algorithm to solve DNA sequence design problems. In [21] , the genetic algorithm and local search are used as subalgorithms in the membrane to solve the minimum storage problem. The genetic algorithm is used as an intramembrane algorithm in [22] , [23] . In [24] , a sequential quadratic programming (SQP) algorithm is used as an intramembrane algorithm to solve complex constrained problems and the gasoline blending scheduling problem. Another kind of membrane algorithm is to change the membrane structure in P system by using the splitting and merging rules. In [25] , the initial membrane structure in the system is split to create the new membrane structure for solving the multi-objective optimization problem. In [26] , division and merging rules are performed on elementary membranes for solving radar emitter signal analysis problems. Reference [27] uses selection, rewriting, and mutation rules in the elementary membranes to evolve populations for multi-objective optimization problems. In [28] , the separation and merging rules are used to solve the satisfiability problems.
In this paper, we introduce a new membrane evolutionary algorithm (MEA) [29] that differs from the membrane algorithms described above. MEA used four kinds of membrane evolution operators (selection, division, fusion and cytolysis) to evolve the membrane structure and the populations in the membrane. Based on the MEA, we propose a heuristic algorithm MEAMCP for the MCP. MEAMCP uses the membrane operators to evolve the matter within the membrane and uses two repair operators (repair and extension) to repair the feasible solution of MCP.
The rest of the paper is organized as follows. In Section 2, we introduce some of the basics of this paper, including the definition of the MCP, the relevant algorithms currently used to solve the MCP, the cell-like P system, and the Membrane Evolutionary Algorithm Framework (MEAF). In Section 3, we apply MEA to solve the MCP and discuss the design of MEAMCP in detail. We give the experimental results and analysis of the MEAMCP on DIMACS [30] benchmark instances in Section 4. In Section 5, we summarize the main contributions of this work and outline future research.
II. RELEVANT RESEARCH
This section introduces first the concept of the MCP and the advanced algorithms proposed in recent years, followed by the concept of cell-like P system, and finally we propose the framework of membrane evolutionary algorithm, which gives the general form of the membrane evolutionary algorithm.
The application of the MEA to the MCP will be discussed in Section 3.
A. MAXIMUM CLIQUE PROBLEM
A graph G = (V , E), where V = v 1 , v 2 , . . . , v n is the set of vertices, E ⊆ V × V is the edge set of G. The degree of a vertex v ∈ V is the number of edges associated with v,
The maximum clique problem is to find a clique with the largest number of vertices in a given graph G. If C is the maximum clique of the G, ∀v ∈ V − C, then C ∪ {v} is not a clique of the G.
In recent years, researchers have proposed many advanced methods to solve the MCP, for example, BBMCX + NEW_SOR, SBTS, FGA and IGFTT, and so on.
NEW_SORT [31] is a sorting method that selects the best order from two sorting methods (based on degree and color based). A way to improve the color bound is to look for triplets of color sets, called Branching and Bounding on Maximum Color(BBMCX) [32] . The BBMCX + NEW_SOR method [31] , first calculates the effective upper bound of sorting according to different methods including degree-based and color-based vertex sorting. It then, selects the two vertex sequences by using the greedy strategy. Finally, it deals with the initialized graph using BBMCX to solve the maximum clique of the graph. SBTS [13] was proposed in 2015. First, it initializes independent set S and a tabu list. It finds the first feasible independent set S by a fast, randomized construction procedure, and these vertices are adjacent in the independent set S. Then, SBTS uses iterative intensification and diversification based on the general (k, 1)-swap operator to obtain improved solutions. Finally, it updates the tabu list and finds the eligible solution according to the tabu list.
FGA [14] is an improved genetic algorithm for solving the MCP. First, the initial population is generated randomly, and the restoration strategy based on degree is used to repair the initial population. Second, pairs of individuals are selected from a randomly matched population. Third, two offspring are generated through uniform crossover with P c probability, and the two offspring are reversed and mutated by P m probability. Finally, the population is repaired with the repair method based on degree, and the best individuals are selected to enter the next generation.
IGFTT [15] is a heuristic algorithm based on k clique encoding and parallel filtering. The heuristic scheme has two phases: an approximate phase and an extended phase. First, a set C 0 with initial cliques of size k 0 is generated in the approximation phase. Then, the process generates a better solution for the previous set in the expansion phase. Finally, the test tube is generated to generate a partial search space.
B. CELL-LIKE P SYSTEM
The membrane evolutionary algorithm proposed in this paper is based on the cell-like P system. Eq. (1) gives the formal VOLUME 7, 2019 definition of the cell-like P system [16] .
where, (1) O is the limited alphabet. Each symbol represents one kind of objects in the systems .
(2) µ is the membrane structure with n membrane, labeled by 1, 2,. . . , n; (3) ω i (1 ≤ i ≤ n) is multisets of objects present in the membrane i.
is the finite set of evolution rules in the membrane i.
(5) i 0 is the label of the output membrane and it reserves the final result. Fig. 1 is an example of a membrane structure consisting of three membranes: membrane 1, membrane 2, and membrane 3. We present the membrane evolutionary algorithm in this paper to solve the problem through the evolution of the membrane structure and the evolution of objects in the membrane. Evolutionary rules in the membrane are expressed as evolutionary operators, see Algorithm 1.
C. MEMBRANE EVOLUTIONARY ALGORITHM
The idea of evolutionary algorithms usually comes from the evolutionary or behavioral characteristics of organisms. For instance, genetic algorithms have been inspired by the genetic evolution of organisms to form an algorithmic framework containing crossover, mutation, and selection operators. Inspired by the path selection behavior in the process of ant foraging, the ant colony algorithm framework is formed. We propose the membrane evolutionary algorithm (MEA), inspired by the main behavioral characteristics of living cells in their life cycle, including selection, division, fusion and cytolysis. It is proved that the algorithm has good performance in solving the minimum vertex covering problem (MVC) [29] . The pseudocode of MEA is shown in Algorithm 1.
In MEA, the membrane structure is shown in Fig. 2 . Each membrane labeled 2 is an individual, and all individuals constitute an evolutionary population. All of the membranes and their objects in membrane 1 constitute an evolutionary environment. For the convenience of description, the membranes referred to are membranes labeled 2 in the rest of this paper unless otherwise indicated.
During initialization, multiple sets of objects in each membrane are generated while the membrane structure Generating the membrane structure and the initial population; 3 repeat 4 2 Evolution : 5 (1) Division: choose a membrane to be divided into two membranes, and put its object into two membranes selectively; /*The division process is based on the fitness of the membrane or the random selection of membranes for division. The object can be split into two membranes depending on the correlation of the objects in the membrane or randomly selected objects.*/
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(2) Fusion: select two membranes and merge them into one; /*The merged membranes can be selected according to their correlation, or selected at random.*/ 7 (3) Cytolysis: select a membrane to be dissolved along with its objects; /*The membrane is selected and dissolved according to adaptability or randomness.*/ 8 (4) Selection: selected membrane enter into the next round of evolution; /* Select the membrane with high fitness to enter the next evolution and dissolve the membrane with low fitness. */ 9 3 Repairing: 10 (1) Only one membrane with multiple sets of the same object is retained and other membranes are dissolved by a solution operator;
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(2) Several membranes and multiple sets of intra-membrane objects are generated randomly to keep the population size constant; 12 until the ending condition of evolution is satisfied; is generated. The multiple sets of objects in the membrane constitute a feasible solution or an approximate feasible solution to the problem. After each round of evolution, population diversity and population size are maintained by the ''repair population'' operator.
The design of evolutionary operator is related to the specific problem. In particular:
(1) The heuristic information is fused to the correlation calculation of the membrane of the Fusion operator in order to select the appropriate membrane for merging.
(2) The method of calculating the fitness of intramembrane objects (object set) relative to the membrane is designed so that the Division operator performs the membrane splitting operation.
(3) The method of calculating the fitness of the membrane for the evolutionary environment is designed to facilitate the selection of the membrane to be dissolved by the Cytolysis operator, and to facilitate the Selection operator to select the membrane (individual) that can enter the next evolution.
The goal of the repairing population is to ensure the diversity and scale of the population in each round of evolution.We recommend retaining the most adaptive membranes as ''elite'' after each round of evolution, called the ''elite strategy''.
III. MEA FOR MCP
This section discusses the application of MEA to solve the MCP in detail, including MEAMCP algorithm and the design of membrane evolutionary operators.
A. DEFINITIONS AND NOTATION
We first give some definitions and introduce symbols. The N stands for the size of the population, DEVELOP_NUM for the times of iterations. The LOCAL_IMPROVEMENT indicates the number of local optimizations. EP ∈ [0, 1] called the extension probability is used to control membrane extension process, and DP ∈ [0, 1] called the dissolution probability is used to control the membrane dissolution process. In Fig. 3 , we define the membrane structure used in the MEAMCP and a membrane labeled gBest used to store the historical optimal solution. M i (i = 1, 2, . . . , N ) is any individual membrane in the population and M i consists of some of adjacent vertices. In other words, M i represents a maximal clique. M is a population and N is the size of the popula-
We define that canSet(M i ) represents a candidate subset of M i , which is a collection of vertices that are connected to vertices intracellular membrane. The candidate subset of M i in evolution is shown in Eq. (2) .
The degree of a vertex in the candidate subset is the degree of that vertex in the graph.
We define a fitness function shown in Eq. (3).
is the number of objects in the membrane.
B. MEAMCP ALGORITHM
In this section, we propose an algorithm for solving the MCP, called MEAMCP, which interleaves clique extension and membrane evolution. The purpose of the clique expansion is to expand the clique into the maximum clique. Membrane evolution is the process of the survival of the fittest in the cell membrane population. First, we give an example to explain the process of the MEAMCP. Second, we describe the framework of the MEAMCP algorithm. Finally, we introduce the important components of the algorithm. We use a simple example, G = (V , E) show as Fig. 4 , to illustrate how MEAMCP works. 
Fig . 6 shows the result of M after selection. First, the first two individuals (M 3 and M 4 ) are selected to enter the next generation according to the the fitness value. Then, a local optimization operation is performed on the selected two membranes. We remove the two vertices (v 1 and v 2 ) randomly from M 3 , expand the clique operation of M 3 to enter the next generation, and do the same for M 4 . Finally, two membranes are randomly generated to ensure the stability of the population size. Fig. 7 shows the divided population There are two ways to pick a removal vertex from the M i , either randomly or by picking one with the lowest fitness value. For example, we pick a random vertex here, remove v 2 from M 1 and put it into a new membrane M 5 , and remove v 5 from M 2 and put it into a new membrane M 6 . Fig. 8 shows the membranes produced by the candidate subset corresponding to the membranes in Fig. 7 . The M formed by combining M and M is the object of the fusion operation. Fig. 9 shows the result of fusion. The process of fusion is to take points from canSet(M i ) and put them into membrane M i , so that the points in M i form a maximal clique. This means fusing M i and canSet(M i ) to form a new maximal clique M i . For example, we want to fuse M 5 with canSet(M 5 ). First, we select points from canSet(M 5 ). The method of selecting points from a candidate set is based on the degree or random selection. Second, we remove v 1 and the vertices (v 3 and v 4 ) that are not connected with v 1 from canSet(M 5 ). Repeat the two steps until canSet(M 5 ) is empty. Finally, we extend M 5 to form a maximal clique. Fig. 10 shows the results of dissolution. The main purpose of dissolution is to ensure that evolution tends to the optimal solution. At the end of each generation of evolution, we calcute the fitness for all membranes and remove those membranes with low fitness by the dissolution operator. On the other hand, the dissolution operator must ensure that the size of the population is constant (the number of membranes in M is N ). Membranes with the same fitness is randomly selected to be dissolved. For example, the caculated fitness of the membrane in Fig. 9 is as follows, The pseudo code of MEAMCP is shown in Algorithm 2. The algorithm works as follows. We initialize the population, making sure that each membrane contains a clique. The individuals (membranes) with the highest fitness value in the current population are then stored in gBest. After initialization, we perform evolution until a limit of evolution generations is reached, including selection, division, fusion and cytolysis. After each the evolution step, if a better clique is obtained, we update gBest and make sure it is optimal.
C. INIT POPULATION
Algorithm 3 describes the population initialization procedure. First, we generate a random integer ranging from 1 to the vertex size of the graph. Then, a clique with the number of vertices of rand is generated and extended a maximal clique. Finally, we add the maximal clique into the population and execute the loop until the N is reached.
Algorithm 3 Generaterandompopulation
Input: 
The main process of selecting the added vertex is as follows. First, we randomly generate a value rand ranging from 0 to 1. Then, we compare the size of rand and EP. If rand is not greater than EP, we randomly select a vertex from the candidate set and add it to the clique. Otherwise, the vertex with the largest degree in the candidate subset is selected and added to the clique. Finally, we remove vertices in the candidate subset that are not connected to the selected point until the candidate subset is empty.
E. SELECTION
Algorithm 5 implements the selection operator. It plays an important role in the membrane evolutionary algorithm. It can not only ensure that excellent individuals enter the next generation, but also the diversity of the population. First, we select the first n membranes with the highest fitness value in the population to perform local improvement. We then randomly generate N − n membranes, where the population number is equal to N . In other words, we replace the N − n membranes with the smallest fintness in M with randomly generated membranes. Finally, we add the N membranes to the population and enter the next generation.
Algorithm 5 Selection
Input: M Output: M 1 select the n membranes in the population; 2 localImprovement (the n membranes); 3 add the n membranes into the next generation of population; 4 Randomly generate N − n clique from the graph and add them to the next generation of population; 5 return M ;
Algorithm 6 Localimprovement
Input: M i , LOCAL_IMPROVEMENT Output: M i 1 while number of executions < LOCAL_IMPROVEMENT do 2 Randomly select v 1 and v 2 from the M i and remove them;
The operation object of Localimprovement is a membrane shown in Algorithm 6. We select two vertices randomly from the membrane and remove them, and then extend the clique until the local improvement times are reached.
F. DIVISION
The division operator is described in Algorithm 7, and a vertex is divided to a new M j according to Eq. (5).
First, we randomly generate a number rand between 0 and 1. Second, we compare the size of rand and DP. If rand > DP, we select randomly a vertex v from M i . If not, we select a vertex v with minimal degree from M i . Third, we remove v from M i and add it to the newly generated membrane M j . Finally, we add M j into the population.
Algorithm 7 Division
Input:
Itialize an empty membrane M j ;
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Generate random number t; // t < the size of M i 4 while t > 0 do 5 rand=Randomly generate a probability value between 0 and 1; 
Here, E(G) represents the edge 
H. CYTOLYSIS
Finally, the cytolysis of the membrane is introduced in Algorithm 9. As the division progresses, the size of population has doubled. In order to keep the population constant, half the membrane of the current population is dissolved during the cytolysis process. The individuals with the lowest fitness values are selected for cytolysis so that the evolution of the population moved towards the optimal population direction.
Algorithm 9 Cytolysis
Input: M Output: M 1 Sort the M according to the size of the fitness value in descending order; 
IV. EXPERIMENTAL RESULTS

A. BENCHMARK DATASETS AND EXPERIMENTAL ENVIRONMENT
The experimental data set used in this paper is DIMACS [30] . It is composed of 80 graphs with size ranging from 28 vertices and 210 edges up to 4000 vertices and 4000268 edges. DIMACS is frequently used to evaluate algorithms for MCP [10] - [14] , and is available from http:// www.cs.hbg.psu.edu/txn131/clique.html.
The proposed algorithm MEAMCP has been implemented in Java programming language and run on a workstation under Ubuntu Linux 14.04, using 8 cores of Intel(R) Xeon(R) CPU E5-2650 v3 2.30GHz and 32 GByte RAM. 80 instances of DIMACS for different population sizes N and evolution generations DEVELOP_NUM. The BR is the number of vertices included in the known optimal solution, and δ(m, n) represents the number of vertices included in the optimal solution obtained by MEAMCP when N = m and DEVELOP_NUM = n. For example, the value of row 4 (Difference Value = 3) and column 3 (BR-δ(25, 100)) in Table 1 is 2, indicating that the difference in the number of vertices between the known optimal solution with two instances in DIMACS and the optimal solution of the MEAMCP algorithm is 3.
B. EXPERIMENTAL RESULTS AND ANALYSIS OF MEAMCP
The experiment results in Table 1 show that MEAMCP has better performance when N is 50. Table 2 shows the effect of different DEVELOP_NUM on the MEAMCP solution when N is 50.
The experiment results in Table 2 show that DEVELOP_ NUM is increased from 100 to 4500, and the number of instances in which the optimal solution can be found is 69, and 11 instances cannot find the optimal solution. Among them, when DEVELOP_NUM = 2500, MEAMCP has better performance. Therefore, we set N = 50, DEVELOP_NUM = 2500 in the subsequent experiments. Table 3 shows the experiment results of MEAMCP on DIMACS, where DEVELOP_NUM = 2500, N = 50, LOCAL_IMPROVEMENT = 5, 10 runs per instance.
C. COMPARISONS WITH RELEVANT ALGORITHMS
In Table 3 , the first column (Instance) is the name of the data instance, the second column (V), the third column (E) are the number of vertices and the number of edges of the instance, and the fourth column is the BR of the instance.The fifth column (δmax) and the sixth column (δmin) respectively represent the maximum and minimum values of the number of vertices included in the solution for the 10 runs of MEAMCP. Column 7 (δavg) and column 8 (Time avg ) are the number of vertices and the average time the solution contains in 10 runs, respectively.
The results in Table 3 show that MEAMCP can find the optimal solution with the same number of vertices as the known optimal solution in 69 instances of DIMACS data set, but cannot find the optimal solution in 11 instances. Overall, MEAMCP is able to find the optimal solution on 86% of the instances on DIMACS. Table 4 compares the experiment results of MEAMCP with the current MCP algorithms SBTS [13] , IGFTT [15] , FGA [14] , BBMCX + NEW_SORT [31] algorithms on the DIMACS data set. BR is the number of vertices contained in the known optimal solution, δmax is the number of vertices contained in the optimal solution of the corresponding algorithm, δavg is the average of the number of vertices obtained by the corresponding algorithm multiple operations (MEAMCP is run 10 times, and other algorithms directly use the data in the relevant literature).Two instances (C2000.9 and keller6) of SBTS obtain the optimal experimental results are marked with ''*''. It should be noted that we do not implement the SBTS, IGFTT, FGA, BBMCX + NEW_SORT algorithms. The results of these algorithms in Table 4 are from the relevant literature. As can be seen from Table 4 , the instance number distribution of the optimal solution obtained by the optimal algorithm on data set DIMACS is shown in Fig.11 . SBTS has the best performance, and it finds the optimal solution in all 80 instances. MEAMCP was able to find the optimal solution in 69 of the 80 instances tested. IGFTT, FGA, and BBMCX + NEW_SORT only give experimental results on some examples. Table 5 gives the number of instances of the solution δmax -δavg value obtained by MEAMCP, SBTS, IGFTT, and FGA on the DIMACS data sets. The fourth row (IGFTT algorithm) of the fourth column (interval (1,1.5)) has a value of 2, meaning that the difference between the optimal solution of the two instances of the IGFTT algorithm on DIMACS and the number of vertices of the average solution is greater than 1 but not more than 1.5 (actual results, see Table 4 ).
As can be seen from Table 5 , the difference between the optimal solution and the average solution of the MEAMCP algorithm for all instances in DIMACS is no more than 0.5, which has the best stability compared with other algorithms. Since the δavg of BBMCX+NEW_SORT is not given in literature [31] , the algorithm is not included in Table 5 .
V. CONCLUSION
Based on MEA, we propose a new membrane evolution algorithm MEACP for solving the MCP of large-scale graphs. We describe the membrane structure and population evolutionary operators (selection, division, fusion, and cytolysis) of the MEAMCP algorithm. The evolutionary operator evolves the multiple sets of individual populations within the membrane by manipulation of the membrane structure to obtain an optimized solution for MCP. Based on the benchmark data set DIMACS, we first give the experimental results of MEAMCP for different parameter values, which provides a basis for parameter selection. Second, we compare MEAMCP with the current MCP algorithms. The experimental results show that the MEAMCP algorithm can obtain a better stability.
In the future, we will experiment on more and larger data sets. First, a new fitness calculation method is being designed to improve the efficiency of the MEAMCP algorithm. Second, MEA is used for other types of MCP, such as Maximum Weight Clique Problem (MWCP), Maximum Edge Weighted Clique Problem (MEWCP). 
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