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Abstract
A central limit theorem for the \log‐determinants of Gaussian beta ensemules is established.
Moreover, the \log‐determinants of Gaussian unitary ensembles and Gaussian orthogonal
ensemules are shown to be equal to a sum of independent random variables, from which the
central limit theorem also follows.
1 Th idiagonal matrix models
Gaussian beta ensembles are referred to as ensembles of paxticles on the real line distributed
according to a distribution with the following joint probability density function
 p_{n, $\beta$}($\lambda$_{1}, \displaystyle \ldots, $\lambda$_{n})=\frac{1}{Z_{n, $\beta$}}| $\Delta$( $\lambda$)|^{ $\beta$}e^{-\mathrm{g}_{($\lambda$_{1}^{2}+\cdots+$\lambda$_{n}^{2})}}4,  $\beta$>0 . (1)
Here.  $\Delta$( $\lambda$)=\displaystyle \prod_{i<j}($\lambda$_{j}-$\lambda$_{i}) denotes the Vandermonde determinant and Z_{n, $\beta$} is a normalizing
constant. Three specific values of beta,  $\beta$=1 , 2, 4, correspond to Gaussian orthogonal ensembles
(GOE), Gaussian unitary ensemules (GUE) and Gaussian symplectic ensembles (GSE), respec‐
tively. These three ensembles are related to certain classes of invariant random matrices whose
eigenvalues are distributed as p_{n, $\beta$}, ( $\beta$=1^{\mathrm{c}}2,4) . For instance, GOE is the ensemble of random
real symmetric matrices with independent Gaussian components,
GOE_{n}=($\xi$_{ij})_{i,j=1}^{n} , where \left\{\begin{array}{l}
$\xi$_{ij}=$\xi$_{ji}\sim \mathcal{N}(0,1) , i\neq j,\\
$\xi$_{ii}\sim \mathcal{N}(0,2) .
\end{array}\right.
These matrices are invariant under orthogonal conjugation, that is, H(GOE_{n})H^{t} has the same
distribution with GOE_{n} for any orthogonal matrix H , hence the name.
By tridiagonalizing a GOE matrix, we get the following tridiagonal form,
T_{n,1}= ($\chi$_{n-1} \mathcal{N}(0,2)$\chi$_{n'.-1} $\chi$_{n,.-2}$\chi$_{1} \mathcal{N}(0,2)) .












Here the matrix T_{n,1} is a random real symmetric tridiagonal matrix, called a random Jacobi
matrix, with i.i. \mathrm{d} . (independent identically distributed) Gaussian random variables \mathcal{N}(0,2) on
the diagonal and independent chi distributed random variables off the diagonal.
The new matrix model for GOE is not invariant under orthogonal conjugation. However,if
the parameters of the chi distributions off the diagonal are replaced by (n-1) $\beta$, (n-2) $\beta$ , .. . ,  $\beta$,
respectively, we get a matrix model for (scaled) Gaussian beta ensembles. To be more precise,
the eigenvalues of the following random Jacobi matrix,
T_{n, $\beta$}=\displaystyle \frac{1}{\sqrt{ $\beta$}} ($\chi$_{(n-1) $\beta$}\mathcal{N}(0,2) \mathcal{N}(0,2)$\chi$_{(n-.1) $\beta$} $\chi$_{(n-2) $\beta$}$\chi$_{ $\beta$} \mathcal{N}(0,2)) ,
are distributed as Gaussian beta ensembles. This fact was discovered in [3].
Global spectral properties of Gaussian beta ensembles have been well studied. Among them,
Wigners semicircle law states that the empirical distribution
L_{n, $\beta$}=\displaystyle \frac{1}{n}\sum_{j=1}^{n}$\delta$_{$\lambda$_{J}/\sqrt{n}},
converges weakly to the semicircle distribution. Here $\delta$_{x} denotes the Dirac measure at x . This
means that for any bounded continuous function f:\mathbb{R}\rightarrow \mathbb{R},
(L_{n, $\beta$}, f\displaystyle \}=\frac{1}{n}\sum_{j=1}^{n}f(\frac{$\lambda$_{j}}{\sqrt{n}})\rightarrow.\int_{-2}^{2}f(x)\frac{\sqrt{4-x^{2}}}{2 $\pi$}dx , almost surely as n\rightarrow\infty,
where \sqrt{4-x^{2}}/(2 $\pi$) is the density of the semicircle distribution. The Gaussian fluctuation
around the hmit was studied by analysing the joint probability density function [8]. It was
shown that for a nice function f , the linear statistics
\displaystyle \sum_{j=1}^{n}f(\frac{$\lambda$_{j}}{\sqrt{n}}) ,
after centering, converges weakly to a Gaussian distribution whose variance can be written as a
quadratic functional of f . For polynomials f , the problem was reconsidered in [4] by exploiting
the tridiagonal matrix model. An analogous result for spectral measures of Gaussian beta
ensembles was also investigated [5].
The purpose of this paper is to study the limiting behaviour of the determinants of Gaussian
beta ensemble matrices. The \log‐determinants (more precisely, the logarithms of the absolute
values of the determinants) are linear statistics of eigenvalues with respect to  f(x)=\log|x|.
Since the test function \log|x| is not a nice one, the Gaussian fluctuation mentioned above is not
applicable. However, with different normalizing factors, we will show that the \log‐determinants
converge to a Gaussian limit as the matrix size tends to infinity. Furthermore, for the GUE
and GOE cases, the \log‐determinants can be written as a sum of independent random variables.
This interesting result also implies the central limit theorem for \log‐determinants.
2 The determinants of Gaussian beta ensemble matrices
Let \{a_{n}\}_{n\geq 1} Ue an i.i. \mathrm{d} . sequence of Gaussian random variables \displaystyle \mathcal{N}(0, \frac{2}{ $\beta$}) and let \{b_{n}\}_{n\geq 1} be
a sequence of independent random variables, which is also independent of \{a_{n}\}_{n\geq 1} , with \mathrm{b}_{n}\sim
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$\chi$_{n $\beta$}/\sqrt{ $\beta$} . Then the sequence of Gaussian beta ensemble matrices can be coupled in the following
way,
T_{n, $\beta$}= (b_{n-1}a_{n} a_{n-1}b_{n-1} b_{n-2}b_{1}. a_{1}.) . (2)
Let D_{n}=\det T_{n, $\beta$} be the determinant of T_{n, $\beta$} . By expressing the determinant in terms of its
minors along the first row, we obtain a recursion relation
D_{n}=a_{n}D_{n-1}-b_{n-1}^{2}D_{n-2}.
If we write
b_{n}^{2}(=\displaystyle \frac{$\chi$_{n $\beta$}^{2}}{ $\beta$})=n+\sqrt{n}c_{ $\eta$},
then \{c_{n}\}_{n\geq 1} becomes a sequence of independent random variables with mean 0 and variance
\displaystyle \frac{2}{ $\beta$} . Therefore, the same argument as in [12] yields a central limit theorem for \log‐determinants
of Gaussian beta ensembles.
Theorem 2.1. For fixed  $\beta$>0 , as n\rightarrow\infty,
\displaystyle \frac{\log|\det(G $\beta$ E_{n})|-\frac{1}{2}\log n!+\frac{1}{4}\log n}{\sqrt{\frac{1}{ $\beta$}\log n}}\rightarrow \mathcal{N}(0,1)d.
Here c_{\rightarrow}d ,, denotes the convergence in distribution of random variables.
We will study distributions of the determinants of GUE and GOE in detail in the next
two subsections. The purpose is to show that the distributions of the (absolute values of)
determinants coincide with the distribution of a product of independent random variables. Then
the above central limit theorem follows as a consequence.
2.1 GUE
The \cdot Mellin transform of the determinant of GUE was calculated in [9], (cf. Eq. (2.18)),
\displaystyle \mathrm{E}[|\det(GUE_{n})|^{s-1}]=\prod_{j=1}^{n}2\frac{ $\epsilon$-1}{2}\frac{\mathrm{r}(\frac{s}{2}+\mathrm{L}_{\check{2}}^{i}\rfloor)}{\mathrm{r}(\frac{1}{2}+\mathrm{L}_{2}^{i}\rfloor)}, s\in \mathbb{C}, {\rm Re} s>0 . (3)
Here  $\Gamma$ denotes the gamma function. Each factor on the right hand side of the above expression
is exactly the Mellin transform of a chi distribution. Indeed, the chi distribution with  k degrees
of freedom, $\chi$_{k} , is a distribution on (0, \infty) with the probability density function
f(x;k)=\displaystyle \frac{x^{k-1}e^{-\frac{x^{2}}{2}}}{2^{\frac{k}{2}-1} $\Gamma$(\frac{k}{2})}, x>0,
for which
\displaystyle \mathrm{E}[|$\chi$_{k}|^{s-1}]=\int_{0}^{\infty}x^{s-1}\frac{x^{k-1}e^{-\frac{x^{2}}{2}}}{2^{\frac{k}{2}-1} $\Gamma$(\frac{k}{2})}=2^{\frac{s-1}{2}}\frac{ $\Gamma$(\frac{s+k-1}{2})}{ $\Gamma$(\frac{k}{2})},
provided that {\rm Re} s>1-k . Consequently, the absolute value of the determinant of GUE has the




Let us now prove the formula (3). The argument here is taken from [9]. First of all, the
Mellin transform of the determinant of GUE can be written as,
\displaystyle \mathrm{E}[|\det(GUE_{n})|^{s-1}]=\int\cdots\int|$\lambda$_{1}\cdots$\lambda$_{n}|^{s-1}\frac{1}{Z_{n,2}}|\triangle( $\lambda$)|^{2}e^{-\frac{1}{2}($\lambda$_{1}^{2}+\cdots+$\lambda$_{n}^{2})}d$\lambda$_{1}\cdots d$\lambda$_{n}.
Then the desired formula is a direct consequence of the following result.
Lemma 2.3. For  $\alpha$>0 , (or for  $\alpha$\in \mathbb{C} with {\rm Re} $\alpha$>0), it holds that
\displaystyle \frac{1}{(2n)!}\int\cdots\int|x_{1}\cdots x_{2n}|^{2 $\alpha$-1}| $\Delta$(x)|^{2}e^{-(x_{1}^{2}+\cdots+x_{2n}^{2})}dx_{1}\cdots dx_{2n}
= $\Gamma$(2)^{2} $\Gamma$(3)^{2}\cdots $\Gamma$(n)^{2} $\Gamma$( $\alpha$) $\Gamma$( $\alpha$+1)^{2}\cdots $\Gamma$( $\alpha$+n-1)^{2} $\Gamma$( $\alpha$+n) , (4)
\displaystyle \frac{1}{(2n+1)!}\int\cdots\int|x_{1}\cdots x_{2n+1}|^{2 $\alpha$-1}| $\Delta$(x)|^{2}e^{-(x_{1}^{2}+\cdots+x_{2n+1}^{2})d_{X_{1}}\cdots dx_{2n+1}}
= $\Gamma$(2)^{2} $\Gamma$(3)^{2}\cdots $\Gamma$(n)^{2} $\Gamma$(n+1) $\Gamma$( $\alpha$) $\Gamma$( $\alpha$+1)^{2}\cdots $\Gamma$( $\alpha$+n-1)^{2} $\Gamma$( $\alpha$+n)^{2} . (5)
Proof of the formula (3). We give here a proof for the even case. The odd case is similar. From
the formula (4), ifwe use the change of variables x_{i}=$\lambda$_{i}/\sqrt{2}, i=1 , . . . , 2n , then for s(=2 $\alpha$)\in \mathbb{C}
with {\rm Re} s>0,
I_{2n}(s):=\displaystyle \int\cdots\int|$\lambda$_{1}\cdots$\lambda$_{2n}|^{s-1}| $\Delta$( $\lambda$)|^{2}e^{-\frac{1}{2}($\lambda$_{1}^{2}+\cdots+$\lambda$_{2n}^{2})}d$\lambda$_{1}\cdots d$\lambda$_{2n}
=C_{2n}2^{ns} $\Gamma$(\displaystyle \frac{s}{2}) $\Gamma$(\frac{s}{2}+1)^{2}\cdots $\Gamma$(\frac{s}{2}+n-1)^{2} $\Gamma$(\frac{s}{2}+n)
=C_{2n}\displaystyle \prod_{j=1}^{2n}2^{\frac{8}{2}} $\Gamma$(\frac{s}{2}+\lfloor\frac{j}{2}\rfloor) ,
where C_{2n} is a constant which does not depend on s . Note that the normalizing constant Z_{2n,2}
is nothing but I_{2n}(1) . Thus we have
\displaystyle \mathrm{E}[|\det(GUE_{2n})|^{s-1}]=\frac{I_{2n}(s)}{I_{2n}(1)}=\prod_{j=1}^{2n}2\frac{s-1}{2}\frac{\mathrm{r}(\frac{s}{2}+\mathrm{L}_{\tilde{2}}^{i}\rfloor)}{\mathrm{r}(\frac{1}{2}+\mathrm{L}_{2}^{i}\rfloor)},
which completes the proof. \square 
Proof of Lemma 2.3. We begin with the following formula (called Heines formula)
\displaystyle \frac{1}{n!}\int_{\mathbb{R}}\cdots\int_{\mathbb{R}}| $\Delta$(x)|^{2}d $\mu$(x_{1})\cdots d $\mu$(x_{n})=\det(c_{i+j})_{i,j=0}^{n-1} , (6)
where  $\mu$ is a measure on \mathbb{R} and c_{m}=\displaystyle \int x^{n}d $\mu$(x) is the nth moment of  $\mu$ . The proof of that formula
can be found in many books or papers, for example, in [11]. Our task is now to calculate the
determinant in the right hand side of (6) for the measure  $\mu$_{ $\alpha$}
$\mu$_{\mathrm{a}}(x)=|x|^{2 $\alpha$-1}e^{-x^{2}} x\in \mathbb{R}, ( $\alpha$>0) .
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The moments of $\mu$_{ $\alpha$} are given by
ck=\left\{\begin{array}{ll}
 $\Gamma$(n+ $\alpha$) , & \mathrm{i}\mathrm{f} k=2n,\\
0, & \mathrm{i}\mathrm{f} k=2n+1.
\end{array}\right.
Thus by rearranging rows and columns of the matrix (c_{ $\eta$+j})_{i,j=0}^{n-1} , we have
\det(c_{\dot{\mathrm{a}}+j})_{i,j=0}^{n-1}=\det(c_{2i+2_{\hat{J}}})_{i,j=0}^{\lfloor(n1)/2\rfloor}\det(c_{2i+2j+2})_{i,j=0}^{\lfloor(n-2)/2\rfloor}.
The proof is complete by showing
\displaystyle \det(H_{n}( $\alpha$):=( $\Gamma$( $\alpha$+i+j))_{i,j=0}^{n-1})=\prod_{j=0}^{n-1} $\Gamma$(j+1) $\Gamma$( $\alpha$+j) . (7)
Now let us prove the above formula. By subtracting ( $\alpha$+i-1) times the (i-1)\mathrm{t}\mathrm{h} row from the
ith row for i=n-1,n-2 , . . . , 1, the ith row, for 1\leq i\leq n-1 , changes to
 $\Gamma$( $\alpha$+i+j)-( $\alpha$+i-1) $\Gamma$( $\alpha$+i+j-1)=j $\Gamma$( $\alpha$+i+j-1) .
Note that the determinant does not change by the transformation and the first column j=0
now has only one non‐zero element. Thus we get the recurrence relation
\det(H_{n}( $\alpha$))= $\Gamma$( $\alpha$) $\Gamma$(n)\det(H_{n-1}( $\alpha$+1
from which the formula (7) is derived. \square 
Remark 2.4. Let  $\mu$ be a probability measure on \mathbb{R} with all finite moments. Assume that  $\mu$ is not
supported on finitely many points. Then the set of monomials \{1, x, x^{2}, . . ., \} is independent in
L^{2}(\mathbb{R},  $\mu$) . By the Gram‐Schmidt orthogonalizàtion, we obtain a sequence of orthogonal monic
polynomials \{P_{n}(x)\}_{n\geq 0},
P_{n}(x)=x^{n}+ lower order terms; P_{0}=1,
\displaystyle \int_{\mathbb{R}}P_{n}(x)P_{m}(x) $\mu$(dx)=0 , if m\neq n.
If we let p_{n} :=P_{n}/\Vert P_{n}\Vert_{L^{2}(\mathbb{R}, $\mu$)} , then \{p_{n}\}_{n\geq 0} becomes an orthonormal system. Moreover, the





where \{a_{n}\}_{n\geq 1} are real numbers and \{b_{n}\}_{n\geq 1} are positive real numbers. In other words, multi‐
plication by x in the orthonormal set \{p_{n}\}_{n\geq 0} has the transformation matrix
J=(b_{1}a_{1} a_{2}b_{1}. \cdot.b_{2}\cdots)
J is called the Jacobi matrix of  $\mu$ and their relation is given by
 J^{k}(1,1)=\displaystyle \langle J^{k}e_{1} , e_{1}\rangle=\int_{\mathbb{R}}x^{k} $\mu$(dx) ,
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where e_{1}=(1,0, \ldots)^{t} . Denote by H_{n}=\det(c_{ $\tau$+j})_{i,j=0}^{n} . Then the coefficients \{b_{n}\}_{n\geq 1} can be
calculated from {Hn},
b_{n}=\displaystyle \frac{H_{n-2}H_{n}}{H_{n-1}^{2}}, (H_{-1}:=0) . (8)
See [11] for more details about Jacobi matrices.
Now for the symmetric probability measure $\mu$_{ $\alpha$}/ $\Gamma$( $\alpha$) , it follows from Lemma 2.3 that
b_{n}=\left\{\begin{array}{ll}
\sqrt{ $\alpha$+k}, & \mathrm{i}\mathrm{f} n=2k+1,\\
\sqrt{k}, & \mathrm{i}\mathrm{f} n=2k.
\end{array}\right.
Note that a_{n}=0 because the measure is symmetric. Thus, we get the Jacobi matrix of the
probability measure $\mu$_{ $\alpha$}/ $\Gamma$( $\alpha$) ,
J_{ $\alpha$}= (^{\sqrt{ $\alpha$}}0 \sqrt{ $\alpha$}\sqrt{1}0\sqrt{ $\alpha$+1}\sqrt{1}0 \sqrt{ $\alpha$+1}\sqrt{2}0 \sqrt{2}0. \sqrt{ $\alpha$.+2} \cdots) .
It is worth mentioning that from the relation (8), the determinant H_{n}=\det(c_{ $\eta$+j})_{i,j=0}^{n} can be
expressed in terms of \{b_{n}\}_{n\geq 1} as
H_{n}=b_{1}^{2n}b_{2}^{2(n-1)}\cdots b_{n}^{2} , (n=1,2, \ldots) ,
which gives an easy way to remember the statements in Lemma 2.3.
2.2 GOE
The Mellin transform of the determinant of GOE was calculated explicitly in [2] as follows.
(i) n odd. For s\in \mathbb{C} with {\rm Re} s>0 , (cf. Eq. (19)),
\displaystyle \mathrm{E}[|\det(GOE_{n})|^{s-1}]=2^{s-1}\frac{ $\Gamma$(\frac{s}{2})}{ $\Gamma$(\frac{1}{2})}\prod_{j=1}^{(n-1)/2}2^{s-1}\frac{ $\Gamma$(s+j-\frac{1}{2})}{ $\Gamma$(j+\frac{1}{2})}.
(ii) n even. For s\in \mathbb{C} with {\rm Re} s>0 , (cf. Eq. (26)),
\mathrm{E}[|\det(GOE_{n})|^{s-1}]
=2^{(s-1)/2}\displaystyle \frac{ $\Gamma$(\frac{s}{2})}{ $\Gamma$(\frac{1}{2})}F(\frac{s}{2}, \frac{1-s}{2};\frac{s+n}{2};\frac{1}{2}) $\Gamma$(\frac{}{}) $\Gamma$(\frac{n+1}{s+n2,2})(\prod_{j=1}^{n/2}2^{s-1}\frac{ $\Gamma$(s+j-\frac{1}{2})}{ $\Gamma$(j+\frac{1}{2})}) .
Here F is a hypergeometric function.
The factor 2^{s-1}\displaystyle \frac{ $\Gamma$(s+j-\frac{1}{2})}{ $\Gamma$(j+\frac{1}{2})} is the Mellin transform of the chi‐squared distribution with 2j+1
degrees of freedom. Thus, for odd n,
(9)
For even n , by the following result, the (absolute value of) determinant can be also expressed
as a product of independent random variables.
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Lemma 2.5. Let  $\xi$ be the beta distribution with parameters \displaystyle \frac{1}{2} and \displaystyle \frac{n}{2} . Let
f( $\xi$)=$\xi$^{1/2}(2- $\xi$)^{1/2}.
Then
\displaystyle \mathrm{E}[f( $\xi$)^{s-1}]=2^{(s-1)/2}\frac{ $\Gamma$(\frac{s}{2})}{ $\Gamma$(\frac{1}{2})}.\frac{ $\Gamma$(\frac{n+1}{2})}{ $\Gamma$(\frac{s+n}{2})}F(\frac{s}{2}, \frac{1-s}{2};\frac{s+n}{2};\frac{1}{2}) .
Proof. This proof is for more general case. Let  $\xi$ be the beta distribution with parameters  $\alpha$\displaystyle \geq\frac{1}{2}
and  $\beta$>0 . Let z be a real number in (0,1) . We will calculate the Mellin transform of
g( $\xi$)=$\xi$^{1/2}(1-z $\xi$)^{1/2},
by using Formula 3.197 in [7],
\displaystyle \int_{0}^{1}x^{ $\lambda$-1}(1-x)^{ $\mu$-1}(1- $\beta$ x)^{- $\nu$}dx=B( $\lambda$,  $\mu$)F( $\nu$,  $\lambda$; $\lambda$+ $\mu$; $\beta$) ,
(for {\rm Re} $\lambda$>0, {\rm Re} $\mu$>0, | $\beta$|<1 ).
Here B( $\lambda,\ \mu$) denotes the beta function. The calculation is straight forward as follows. Note
that the probability density function of  $\xi$ is given by
 p_{ $\xi$}(x)=\displaystyle \frac{1}{B( $\alpha,\ \beta$)}x^{ $\alpha$-1}(1-x)^{ $\beta$-1} , 0<x<1.
Thus, for s\in \mathbb{C} with {\rm Re} s>0,
\displaystyle \mathrm{E}[g( $\xi$)^{s-1}]=\int_{0}^{1}x^{(s-1)/2}(1-zx)^{(s-1)/2}\frac{1}{B( $\alpha,\ \beta$)}x^{ $\alpha$-1}(1-x)^{ $\beta$-1}dx
=\displaystyle \frac{1}{B( $\alpha,\ \beta$)}\int_{0}^{1}x^{( $\alpha$+(s-1)/2-1)}(1-x)^{ $\beta$-1}(1-zx)^{(s-1)/2}dx
=\displaystyle \frac{B( $\alpha$+\frac{s}{2}-\frac{1}{2}, $\beta$)}{B( $\alpha,\ \beta$)}F(\frac{1}{2}-\frac{s}{2}, \frac{s}{2}+ $\alpha$-\frac{1}{2};\frac{s}{2}+ $\alpha$+ $\beta$-\frac{1}{2};z)
=\displaystyle \frac{ $\Gamma$( $\alpha$+\frac{s}{2}-\frac{1}{2})}{ $\Gamma$( $\alpha$)}\frac{ $\Gamma$( $\alpha$+ $\beta$)}{ $\Gamma$( $\alpha$+ $\beta$+\frac{s}{2}-\frac{1}{2})}F(\frac{1}{2}-\frac{s}{2}, \frac{s}{2}+ $\alpha$-\frac{1}{2};\frac{s}{2}+ $\alpha$+ $\beta$-\frac{1}{2};z) .
Here we have used the relationship between beta function and gamma function,
B( $\alpha$,  $\beta$)=\displaystyle \frac{ $\Gamma$( $\alpha$) $\Gamma$( $\beta$)}{ $\Gamma$( $\alpha$+ $\beta$)}.
Note that our problem is a special case in which  $\alpha$=\displaystyle \frac{1}{2},  $\beta$=\displaystyle \frac{n}{2} and z=\displaystyle \frac{1}{2} . The proof is
complete. \square 
Consequently, for even n,
|\det(GOE_{n})|=d$\xi$^{1/2}(2- $\xi$)^{1/2}$\chi$_{3}^{2}$\chi$_{5_{\check{n/2}}}^{2}\cdots$\chi$_{n+1}^{2} , (10)
where  $\xi$\displaystyle \sim \mathrm{B}\mathrm{e}\mathrm{t}\mathrm{a}(\frac{1}{2}, \frac{n}{2}) . Recently, it was shown in [1] that for even n,
|\det(GOE_{n})|=d XI ($\chi$_{1}^{2}+$\chi$_{n}^{2})^{1/2}\displaystyle \frac{$\chi$_{3}^{2}$\chi$_{5}^{2}\cdots$\chi$_{n-1}^{2}}{(n-2)/2} . (11)
The two identities are equivalent by observing that
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Lemma 2.6. Let  $\xi$\displaystyle \sim \mathrm{B}\mathrm{e}\mathrm{t}\mathrm{a}(\frac{1}{2}, \frac{n}{2}) be independent of $\chi$_{n+1}^{2} . Then
$\xi$^{1//22^{d}}2(2- $\xi$)^{1}$\chi$_{n+1}=$\chi$_{1}($\chi$_{1}^{2}+2$\chi$_{n}^{2})^{1/2}.
We need the following lemma.
Lemma 2.7. Let X and Y be independent random variables having $\chi$_{1}^{2}, $\chi$_{n}^{2} distributions.
(i) Then  $\xi$ :=X/(X+Y)\displaystyle \sim \mathrm{B}\mathrm{e}\mathrm{t}\mathrm{a}(\frac{1}{2},\frac{n}{2}) .
(ii) Let
(U, V)=(\displaystyle \frac{X(X+2Y)}{(X+Y)^{2}}, X+Y) .
Then V has $\chi$_{n+1}^{2} distribution and is independent of U.
Proof. (i) is a well‐known relation. (ii) follows by calculating the joint probability density
function of U and V. \square 
Proof of Lemma 2.6. Let X\sim$\chi$_{1}^{2} and Y\sim$\chi$_{n}^{2} be independent random variables. Then
 $\xi$:=\displaystyle \frac{X}{X+Y}\sim \mathrm{B}\mathrm{e}\mathrm{t}\mathrm{a}(\frac{1}{2}, \frac{n}{2}) .
Thus,
$\xi$^{1/2}(2- $\xi$)^{1/2}=\displaystyle \frac{x^{1/2}(X+2Y)^{1/2}}{(X+Y)}=U^{1/2}.
Moreover, V=X+Y\sim$\chi$_{n+1}^{2} is independent of U . Therefore,
$\xi$^{1/2}(2- $\xi$)^{1/2}$\chi$_{n+1}^{2}=dU^{1j2}V=X^{1/2}(X+2Y)^{1/2}=$\chi$_{1}($\chi$_{1}^{2}+2$\chi$_{n}^{2})^{1/2}.
The lemma is proved. \square 
Combining (9) and (11), we have the following.
Theorem 2.8.
|\det(GOE_{n})|=d\left\{\begin{array}{ll}
(\sqrt{2}$\chi$_{1})\underline{$\chi$_{3}^{2}$\chi$_{5}^{2}\cdots$\chi$_{n}^{2}}, & if nis odd,.\\
(n-1)/2 & \\
$\chi$_{1}($\chi$_{1}^{2}+$\chi$_{n}^{2})^{1/2}\underline{$\chi$_{3}^{2}$\chi$_{5}^{2}\cdots$\chi$_{n-1}^{2}}, & if nis even.\\
(n-2)/2 & 
\end{array}\right.
Here the right hand side is a product of independent random variables.
Remark 2.9. (i) The above results for GUE and GOE were derived in [6], [1], respectively by
investigating the singular values.
(ii) Since the determinants of GUE and GOE can be written as a product of independent
random variables, the central limit theorem for \log‐determinants can be derived as a con‐
sequence of the following result.
Theorem (cf. [10, Theorem 1 Let \{X_{k,i}\}_{i=1,\ldots,n}k;k=1,2 , . . . be a triangular array of
i.i.d. positive random variables with finite moment of orderp>2 . Let S_{k} :=X_{1}+\cdots+X_{n}k.
Suppose that
84
(i)  c_{n}^{2}=\displaystyle \sum_{k=1}^{n}\frac{1}{nk}\rightarrow\infty as  n\rightarrow\infty ;
(ii) \displaystyle \sum_{k=1}^{\infty}\frac{1}{n_{k}^{ $\alpha$}}<\infty for all  $\alpha$>1.
Then as n\rightarrow\infty,
\displaystyle \frac{1}{ $\gamma$ c_{ $\eta$}}(\sum_{k=1}^{n}(\log S_{k}-\log nk $\mu$)+\frac{$\gamma$^{2}c_{n}^{2}}{2})\rightarrow \mathcal{N}(0,1)d.
Here  $\gamma$= $\sigma$/ $\mu$,  $\mu$=\mathrm{E}[X_{1}]>0 , and $\sigma$^{2}=\mathrm{V}\mathrm{a}x[X_{1}].
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