A hidden Markov model (HMM) scheme for tracking continuous-wave gravitational radiation from neutron stars in low-mass X-ray binaries (LMXBs) with wandering spin is extended by introducing a frequency-domain matched filter, called the J -statistic, which sums the signal power in orbital sidebands coherently. The J -statistic is similar but not identical to the binary-modulated F-statistic computed by demodulation or resampling. By injecting synthetic LMXB signals into Gaussian noise characteristic of the Advanced Laser Interferometer Gravitational-wave Observatory (Advanced LIGO), it is shown that the J -statistic HMM tracker detects signals with characteristic wave strain h0 ≥ 2 × 10 −26 in 370 d of data from two interferometers, divided into 37 coherent blocks of equal length. When applied to data from Stage I of the Scorpius X-1 Mock Data Challenge organised by the LIGO Scientific Collaboration, the tracker detects all 50 closed injections (h0 ≥ 6.84×10
I. INTRODUCTION
Continuous-wave gravitational radiation from accreting neutron stars in binary systems is a key target of long-baseline interferometers like the Laser Interferometer Gravitational Wave Observatory (LIGO) and Virgo in the Advanced Detector Era [1] . In particular, Xray-emitting neutron stars in low-mass X-ray binaries (LMXBs) are predicted to be relatively strong sources if they exist in a state of torque balance [2, 3] . The characteristic gravitational wave strain h 0 emitted by an LMXB in torque balance is proportional to the square root of the X-ray flux independent of the distance to the source. [3] Scorpius X-1 (Sco X-1), the brightest LMXB in X-rays, is therefore the highest priority target in this class. Several plausible mechanisms exist for generating the mass or current quadrupole moment required for torque balance, ranging from thermocompositional and magnetic mountains [4] [5] [6] [7] to r-modes [8] [9] [10] . Even without torque balance, the prospects of detecting LMXBs with persistent X-ray emission are encouraging, depending on the detailed physics of deep crustal heating [11] .
A nonaxisymmetric rotor in a Keplerian orbit emits a frequency-modulated gravitational wave signal. The * p.clearwater@student.unimelb.edu.au; patrick.clearwater@data61.csiro.au † amelatos@unimelb.edu.au ‡ lings2@student.unimelb.edu.au orbital Doppler shift disperses the emitted power into Fourier sidebands separated in frequency by P −1 , where P is the orbital period. Several strategies have been deployed previously to process signals of this kind. The TwoSpect algorithm, which operates on doubly-Fouriertransformed data, was used to conduct an all-sky search for unknown binaries in data from LIGO Science Run 6 (S6) and Virgo Science Runs 2 and 3 (VSR2 and VSR3 respectively), returning upper limits of h 0 2×10 −24 for a whole sky search at 217 Hz and h 0 1×10 −23 for a search of the frequency range 20-57 Hz for Sco X-1 [12, 13] . A fully templated version of TwoSpect, tailored to handle directed LMXB searches, offers substantial computational savings [14] . The sideband algorithm, which sums the power in the orbital sidebands of the maximumlikelihood F-statistic semi-coherently, was used to conduct a directed search for Sco X-1 in LIGO Science Run 5 (S5) data, returning an upper limit of h 0 ≤ 8 × 10
at 150 Hz [15] [16] [17] . The radiometer algorithm applied to LIGO S5 data returns a model-independent upper limit of 5 × 10 −25 for the root-mean-square wave strain across a 0.25 Hz bin at 160 Hz at the sky position of Sco X-1 [18, 19] . The cross-correlation algorithm, which multiplies Fourier transforms in pairs weighted by a phase with an adjustable time lag [20] [21] [22] [23] , and the polynomial algorithm [24] have not yet been applied to actual interferometer data in a Sco X-1 search but they competed in Stage I of the Sco X-1 Mock Data Challenge (MDC) [25] , together with the TwoSpect, sideband, and radiometer algorithms. Parameter-space metrics for binary sources, a key ingredient for building semi-coherent StackSlidetype search pipelines, have been derived recently [26] and used to estimate the optimal sensitivity of a general semi-2 coherent search for Sco X-1 in the Advanced Detector Era.
A key challenge facing LMXB searches is that the spin frequency of the source, and hence its gravitational wave frequency, wander stochastically. Spin wandering, which is observed in X-ray pulsar timing experiments [27] , is driven by fluctuations in the hydromagnetic accretion torque [28] [29] [30] due to transient accretion disk formation [31, 32] or disk-magnetosphere instabilities [30] . It is auto-correlated on time-scales of days to weeks [33] . Recent work by Suvorova et al. [34] demonstrates that hidden Markov model (HMM) methods offer a practical, computationally efficient strategy for tracking a wandering frequency [35] . HMM methods have been deployed with success in many engineering applications, ranging from radar and sonar analysis [36] to mobile telephony [37] . They deliver accurate estimation, when the signal-to-noise ratio (SNR) is low, but the sample size is large [35] , as is the case for continuous-wave searches for gravitational radiation from neutron stars in binary systems. Suvorova et al. [34] implemented and tested a HMM scheme based on a Bessel-weighted variant of the maximum-likelihood F-statistic and the classic Viterbi HMM scheme [35, 38] . The scheme successfully detects synthetic, spin-wandering, binary signals with h 0 8 × 10 −26 in Gaussian noise with power spectral density 4 × 10 −24 Hz −1/2 . It also detects 41 out of 50 signals without spin wandering in Stage I of the Sco X-1 MDC with h 0 ≥ 1.1 × 10 −25 , achieving root-mean-square accuracy ≤ 4 × 10 −3 Hz in frequency estimation. A directed search of LIGO Observing Run 1 (O1) data in the range 60-650 Hz with the HMM scheme reported an upper limit of h 0 8 × 10 −25 , and had a computational cost of ∼ 10 3 CPU-hr [39] . In this paper, we report on an improved version of the above HMM scheme, which achieves better sensitivity while remaining competitive in terms of computational cost. In Ref. [34] , the detection statistic at each HMM step is calculated by summing the F-statistic values at orbital sidebands weighted by positive coefficients proportional to the squares of Bessel functions. Physically this corresponds to summing the sideband powers incoherently, i.e. neglecting the relative phases of the sideband spectral components. In this paper, we replace the above detection statistic with a variant, called the Jstatistic, that preserves the orbital phase information. The rest of the analysis pipeline remains unchanged, i.e. we solve the HMM recursively using the Viterbi algorithm as in previous work. The J -statistic takes as an input the initial orbital phase (or equivalently the time of passage through the orbit's ascending node or the epoch of inferior conjunction) [16] . This information is typically measured for LMXBs to an accuracy of 10 −2 rad from contemporary and historical optical spectroscopic data [40, 41] . A refined measurement is returned by the algorithm itself in the event of a detection.
The paper is structured as follows. In Section II, we review briefly the HMM framework for frequency tracking and the Viterbi algorithm implemented to solve the HMM. In Section III, we introduce the J -statistic and show how it follows naturally from the phase model of the source. The J -statistic is constructed from the same intermediate data products as the F-statistic, leveraging existing and thoroughly tested software infrastructure built by the LIGO Scientific Collaboration. The improved HMM pipeline is tested against synthetic data with Gaussian noise in Section IV and data from Stage I of the Sco X-1 MDC in Section V.
II. FREQUENCY TRACKING
In this section we review briefly the HMM approach to frequency tracking, as applied to continuous-wave searches (Section IIA), and the classic Viterbi algorithm for solving the resulting HMM scheme (Section IIB). The reader is referred to Ref. [34] and references therein for a full description of the method and its implementation. We copy the notation from Ref. [34] in what follows.
A. HMM framework
Let f (t) be the unknown, wandering spin frequency of the neutron star as a function of time t. An HMM models the time series f (t) as a sequence of random jumps between unobservable ('hidden') states, which are themselves related probabilistically to some observable quantity (here, the interferometer data) via a detection statistic. The objective of an HMM analysis is to find the most likely sequence of jumps consistent with the observations, once the transition probabilities are prescribed.
Continuous-wave searches are typically performed in the frequency domain on interferometer data that have been packaged into short Fourier transforms (SFTs) of duration T SFT = 30 min, during which f (t) remains confined to one frequency bin of width ∆f SFT = (2T SFT ) −1 . Consecutive SFTs are combined to compute a frequencydomain detection statistic G(f ). In between T SFT and the total observation time T obs , for any particular astrophysical source, one can always calculate G(f ) over an intermediate 'drift' time-scale T drift (T SFT ≤ T drift ≤ T obs ), such that f (t) remains confined within one G(f ) frequency bin of width ∆f drift = (2T drift ) −1 , viz.
for all t. For example, in the published sideband search for Sco X-1 in LIGO S5 data, 480 consecutive SFTs are combined to compute the sideband C-statistic C(f ) for T drift = 10 d, under the assumption that f (t) wanders by less than ∆f drift = 6 × 10 −7 Hz during that time interval [15, 16] .
In an HMM search, we compute G(f ) for N T = T obs /T drift blocks of data. In each block, the discre-tised hidden variable q(t) = f (t) is constant and occupies one of N f = B/∆f drift discrete hidden states {q 1 , ..., q N f }, where B = f ,max − f ,min is the total search bandwidth. As the HMM steps from one block to the next, q(t) jumps from one discrete state to another. For a source in a binary, G(f ) depends not only on f but also on the projected semimajor axis of the binary orbit, a 0 = a sin i, and the orbital phase φ a at a reference time t a (here the time of passage through the ascending node). Optical spectroscopy measures a 0 and φ a to accuracies of ∼ 25% and ∼ 1% respectively (see Section IV D for further discussion). [40, 41] Typically these resolutions are too coarse to produce a detectable peak in G(f ) and hence the HMM output; see Figure 7 in Ref. [34] . Hence one must normally subdivide a 0 and φ a more finely and track a three-dimensional hidden state variable q(t) = [f (t), a 0 (t), φ a (t)], which can take on N Q = N f N a0 N φa possible values, where each a 0 (φ a ) bin has width ∆a 0 = 2σ a0 /N a0 (∆φ a = 2σ φa /N φa ), and σ a0 (σ φa ) is the one-standard-deviation error bar on a 0 (φ a ) from electromagnetic observations. Under normal astrophysical conditions, a 0 and φ a are constant during the full search (T obs 1 yr), and the three-dimensional HMM reduces to its one-dimensional counterpart [with q(t) = f (t)] computed on a grid of N a0 N φa pairs (a 0 , φ a ). We adopt the latter approach, which is readily parallelisable, in this paper.
For a Markov process, the jump probability for the time step t n to t n+1 depends only on q(t n ) and is described by the transition probability matrix
where q i and q j are single-index labels enumerating N Q discrete states. As in Ref. [34] , we approximate spin wandering as an unbiased random walk or Weiner process: at every time step, f (t) jumps by 0 or ±1 frequency bins with equal probability in the absence of discontinuous glitches [27] . As noted above, for observations with T obs 1 yr, much shorter than the mass transfer timescale (T acc ∼ 10 7 yr), the orbital elements are constant up to negligible corrections of order T obs /T acc , and the HMM is effectively one-dimensional, with q(t) = f (t) and N Q = N f . Hence the transition probabilities take the simple form
where δ ij symbolises the Kronecker delta. Other choices of the weights, e.g are possible, but testing shows there is little difference in performance. Machine learning techniques for determining the weights from the data are also possible but are beyond the scope of this paper [42] .
In a continuous-wave search, the observable state variable o(t) corresponds to the data collected during the interval t ≤ t ≤ t + T drift . Formally it is a vector, whose dimension equals the interferometer sampling frequency multiplied by T drift . The probability that the system is observed in state o(t n ) at time t n while it occupies the hidden state q(t n ) is called the emission probability,
In the class of continuous-wave searches considered in this paper, L oj qi can be expressed in terms of the frequency domain detection statistic G(f ) as
where G(f i ) is the log likelihood that f (t ) lies in the i-th frequency bin [f i , f i + ∆f drift ] during the interval t n ≤ t ≤ t n + T drift . We derive another version of G(f ), called the J -statistic, in Section III, which generalises the estimator in Ref. [34] by summing the power in orbital sidebands coherently with respect to orbital phase.
, which can give rise to O.
Assuming the Markov property, each hidden sequence has probability
where
is the prior probability of each hidden state, which we take to be uniform for simplicity, viz.
The most probable path Q (O) = arg max Pr(Q|O), i.e., the path that maximises equation (6) , represents the HMM's best estimate of the spin history f (t) of the source.
B. Viterbi algorithm
Many methods exist to solve efficiently for Q (O); see Ref. [35] for examples. The challenge is to prune the N N T +1 Q possible hidden sequences in an efficient way. One approach, first proposed by Viterbi [38] , takes advantage of the Markov property, and the fact that subsequences of the optimal sequence Q (O) are themselves optimal, to find Q (O) recursively by backtracking. At every forward step in the recursion, the Viterbi algorithm eliminates all but N Q possible state sequences; overall its computational cost is (N T + 1)N Q ln N Q [35] .
At forward step k (1 ≤ k ≤ N T ), we calculate and store the N Q maximum probabilities
and the states
from which each maximum probability is reached, with 1 ≤ i ≤ N Q . The optimal path is then reconstructed by backtracking for 0 ≤ k ≤ N T − 1:
Hence, the Viterbi algorithm computes the maximum likelihood estimator, i.e., arg max Pr(Q|O). Detailed pseudocode for the algorithm, including the initialisation and termination steps, is given in Ref. [34] , following the notation and presentation in the textbook by Quinn and Hannan [35] .
III. MATCHED FILTER
The emission probability L o(t)qi is computed from the frequency domain estimator G(f ) according to equation (5). Many valid choices exist for G(f ), depending on computational constraints, the format of the interferometer data, and the assumed model for the phase evolution of the source. In this paper, we leverage the existing software infrastructure for continuous-wave searches in the LIGO Scientific Collaboration Algorithm Library (LAL) to build G(f ) out of the easy-to-use and thoroughly tested maximum-likelihood matched filter called the F-statistic [43] . We review the F-statistic for an isolated source without any orbital motion in Section III A. We then describe in Section III B a method to combine F-statistic values at orbital sidebands coherently -by tracking orbital phase -to construct a matched filter for a binary source. The latter version of G(f ), termed the J -statistic, is compared with incoherent algorithms for summing orbital sidebands like the C-statistic [16, 17, 44] and Bessel-weighted F-statistic [34] in Section III C.
A. Isolated source: F-statistic
The gravitational wave signal from a biaxial rotor without any orbital motion can be written in the form
The independent components h 1i (t) are given by
where Φ(t) is the signal phase at the detector and h 2i (t) is obtained from h 1i (t) by replacing Φ(t) with 2Φ(t) in equations (13)- (16) . In (12)- (16), A 1i and A 2i denote arbitrary amplitudes specific to the source, and a(t) and b(t) are antenna beam-pattern functions defined by equations (12) and (13) in Ref. [43] , which contain information about the source's sky position (right ascension α, declination δ), the Earth's rotation and the detector's orientation. Following equations (18) and (96) in Ref. [43] , we split the signal phase into three terms,
where Φ m is a time shift produced by the diurnal and annual motions of the detector and source relative to the Solar System barycentre (SSB), and Φ s is a phase shift combining the latter two effects with the intrinsic evolution of the source in its own rest frame through the intrinsic frequency derivatives
. The output from a single interferometer is given by x(t) = h(t) + n(t), where n(t) denotes additive noise. Consider the special case A 2i = 0. If the noise is Gaussian, then the normalised log likelihood of measuring the time series x(t) over the interval 0 ≤ t ≤ T obs is proportional to
where we define the inner product
Maximising ln Λ 1 with respect to the four amplitudes A 1i , we arrive at the following expression for the maximumlikelihood matched filter known as the F-statistic,
with A = (a||a), B = (b||b), C = (a||b) and D = AB − C 2 . When searching the data x(t) for a gravitational wave signal, we evaluate F as a function of the source parameters, e.g., f , α, δ, some or all of which may not be known. A similar, independent maximisation procedure may be performed to solve for the amplitudes A 2i . The result is identical to (20) , except that h 1i is replaced by h 2i .
In practice, LIGO continuous-wave searches often take Fourier-transformed interferometer data as inputs. It is therefore convenient to rewrite the inner product (19) in terms of the Fourier transform of x(t). The calculation is presented in detail in Section IIID of Ref. [43] and also in Ref. [45] . Here we quote the result. Let f 0 be the search frequency, where the F-statistic is evaluated, which may or may not coincide with the star's spin frequency f . For f 0 = f we have F(f 0 ) = 0 and |F(f 0 )| 2 ≈ S h (f 0 )T obs , where · · · denotes an ensemble average over many realisations of the noise, and S h (f 0 ) denoted the one-sided noise power spectral density at frequency f 0 . For
and define F 1b in the same way but with a[t(
We can then rewrite (20) as
after rescaling by a factor T obs /S h (f 0 ) as in equation (56) in Ref. [43] . In (21), t b = t + Φ m (t) denotes a new barycentered time coordinate related implicitly to t through the time shift introduced by the Earth's rotation and revolution. Formally, equation (21) integrates all the data, implying a Fourier transform with ∼ 10 10 points for T obs = 1 yr and kilohertz sampling. In practice, to assist with storage, the integral is subdivided into 'atoms' [45] . Each atom corresponds to one SFT and is labelled by Xα, where X indexes the interferometer, and α is the ordinal of the SFT for that interferometer. If the SFT labelled by Xα runs over the interval t Xα ≤ t ≤ t Xα + T SFT , equation (21) simplifies to
withâ
We make the approximation in equations (23) and (24) that a(t), which has a 24-hr period, changes slowly during the 30-min SFT (typically without switching sign) and can be approximated by its midpoint value. In order to convert an SFT (frequency bin width ∆f SFT ) into atom-based quantities like F 1a , F 1b and F (frequency bin width ∆f drift = T SFT ∆f SFT /T drift ∆f SFT ), we 'fill in' the intermediate bins according to the WilliamsSchutz approximation by convolving with the sinc function associated with the Fourier transform of the window t Xα ≤ t ≤ t Xα + T SFT . The reader is referred to Section 4.2 of Ref. [45] for full details.
B. Binary source: J -statistic
The gravitational wave signal from a biaxial rotor in a Keplerian orbit is given by equations (12)- (16), as for an isolated source, except that the observed frequency is modulated by the orbital Doppler shift, and the phase varies harmonically as
where a 0 is the projected semimajor axis, Ω = 2π/P is the orbital angular velocity, P is the orbital period, and t a = φ a /Ω is a reference time, usually taken to be the time of passage through the ascending node. The phase model (25) assumes a circular orbit for simplicity; a nonzero orbital eccentricity is straightforward to include in the fashion described in Section 4.5 of Ref. [16] . Intrinsic, nonorbital frequency derivatives f (k) are also omitted from (25) but are implemented as options in the LAL F-statistic code and can be activated easily via a software switch.
Upon substituting (25) with f replaced by f 0 into (23) and expanding the factor e −iΦs[t(t b )] with the aid of the Jacobi-Anger identity, we obtain the Fourier integral
The J -statistic is then obtained by evaluating (22) using (26) and an analogous formula for J 1b . The sum over Bessel orders is truncated to M = 2ceil(2πf 0 a 0 ) + 1 terms, because we have (26) is the same windowed Fourier transform calculated by the F-statistic, with f
Hence we can compute the J -statistic using existing F-statistic infrastructure by summing the F-statistic output at orbital sidebands weighted by a phase factor ∝ e −isφa . Strictly speaking, according to Ref. [43] , Φ s in (17) is allowed to depend on f (k) 0 for k ≥ 1 but not on f 0 itself. We may therefore elect to replace f 0 by its average valuef 0 across a narrow sub-sideband (of width 1 Hz, say) in the argument of J s , as in previous analyses using the C-statistic [16, 44] . It is found a posteriori that the results are nearly indistinguishable. In the previous HMM study involving the Bessel-weighted F-statistic, where the data are convolved with a Bessel filter, f 0 is replaced byf 0 in 1-Hz sub-bands to avoid recalculating the filter in every one of N f frequency bins, realising computational savings [34] . Accordingly, a search of a large band will be implemented as a series of searches over overlapping, 1-Hz sub-bands.
Long-term optical spectroscopy measures t a to an accuracy of |∆t a | ∼ 10 −3 P , which translates to ±1 × 10 2 s for Sco X-1 and ±8 × 10 2 s for Cyg X-2 for example [40, 41] . The orbital-phase-coherent J -statistic is sensitive to t a through (26) . To preserve orbital phase coherence the condition 2πf 0 a 0 Ω|∆t a | 1 must be satisfied; the absolute error |∆t a | contributes cumulatively to every sideband, and there are ≈ 4πf 0 a 0 significant sidebands. In terms of fiducial Sco X-1 parameters, one requires
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The accuracy targeted in (27) is unachievable at the time of writing, so we are obliged to either estimate t a or search over it. Constraints from electromagnetic data nevertheless reduce the search domain significantly. In this paper, we elect to search over t a (or equivalently φ a ). The results are presented in Sections IV and V. We note in passing that any algorithm that sums Fstatistic values at orbital sidebands, like the J -statistic, C-statistic [16, 17] and Bessel-weighted F-statistic [34] , is not truly a maximum-likelihood estimator. The Fstatistic at the s-th sideband (frequency f 0 − s/P ) maximises the partial likelihood of detecting a signal at f 0 − s/P with respect to amplitudes A (s) 1i and A (s) 2i specific to that sideband, not the total log likelihood ln Λ 1 for all the sidebands added together. A true maximumlikelihood estimator would maximise ln Λ 1 for a single, optimal choice of the eight amplitudes A 1i and A 2i . We discuss quasi-maximum-likelihood estimators further in Appendix A.
Before presenting results based on searching over φ a , we comment briefly on an alternative approach: estimating φ a . Formally, J 1a in (26) is a Fourier series in the variable φ a with period 2π. Therefore, upon computing the discrete Fourier transform of J 1α in the variable s, we expect to observe a peak at the true value of φ a . The calculation is fast, but it yields multiple spurious peaks, when the signal approaches the detection limit. In principle, the peaks can be vetoed by the recursive logic of the HMM, but φ a is known to be constant astrophysically on the time-scale T obs , so the HMM reduces equivalently to searching over φ a without Fourier maximisation.
C. Relative performance
Before combining the J -statistic with the HMM in Sections IV and V, we compare its sensitivity with matched filters used in previous work. The comparison is based on injections into a single, 10-d block of data, typical of a single HMM detection step in a Sco X-1 search (T drift = 10 d), with noise level S h (f ) 1/2 = 4 × 10 −24 Hz 1/2 and other injection parameters as in Table I. Figure 1 displays the output of four matched filters as a function of f 0 : the F-statistic [43] , C-statistic [16, 17] , Bessel-weighted F-statistic [34] , and J -statistic (Section III B of this paper). The injected signal is strong, with h 0 = 8×10 −25 , making it visible to the eye in all four panels. The matched filters are evaluated for the exact, injected values of a 0 and φ a , i.e., f 0 is the only search parameter. In Figure 1a we see the distinctive double-horn profile of a binary source in the F-statistic, which arises because a source with inclination angle ι = 0 spends more time moving parallel to the line of sight (maximum Doppler shift) than perpendicular to it. (The Fourier transform is the time-weighted frequency histogram.) In Figure 1b we see the distinctive onion-dome profile of the C-statistic output. The peak is centred on the value of f 0 bracketed by the maximum number of significant sidebands. It is broad, because sidebands are summed with equal weights; for weaker but still detectable signals, the peak shrinks and merges into a flat plateau raised above the noise. In Figure 1c the onion done transforms into a concave cusp. The peak is sharper and taller than in Figure 1b , because the Bessel weighting favours the central sidebands, which are intrinsically stronger. In Figure 1d , corresponding to the J -statistic, the peak is even taller. Essentially zero power falls outside the central bin in the J -statistic; by accounting for the phases ∝ e −isφa in (26), we avoid power leaking into the shoulders of the peak (cf. Figure 1c) . The peaks are 11.8, 2.7, 14.6, and 32.6 dB above the noise (that is, the mean for bins containing only noise) in Figures 1a, 1b, 1c , and 1d respectively (note logarithmic vertical scale). Figure 2 shows the probability density function (PDF) for the J -statistic for pure noise (Figure 2a ) and noise plus signal (Figure 2b ). Like the F-statistic [43] , the J -statistic is distributed as a central chi-squared distribution with four degrees of freedom, χ 2 (4, 0) for white, Gaussian noise (regardless of the noise amplitude). When a signal is added to the noise, the J -statistic is distributed as a non-central chi-squared distribution with four degrees of freedom, χ 2 (4, λ). The non-centrality parameter λ is related to the amplitude of the signal, the amplitude of the noise and the observation time according to
IV. SYNTHETIC DATA A. Injection and search procedure
To assess the effectiveness of the J -statistic, we begin by seeking to detect synthetic signals injected into white, Gaussian noise. To facilitate comparison with previous work, we re-use the trial parameters used by Suvorova et al. [34] in an identical test of the Bessel-weighted Fstatistic. The parameters are quoted in Table I . Data are generated for T obs = 370 d, divided into 37 blocks of length T drift = 10 d. The source frequency f (t) is constant within each block and jumps discontinuously by at most one frequency bin (∆f drift = 5.787037×10 −7 Hz) up or down when passing from one block to the next. We generate data for two interferometers (to facilitate comparison with Section V) using the Makefakedata v4 tool from the LAL software suite. as the optimal Viterbi path and quotes the root-meansquare error f between the optimal path and f (t). We see that the J -statistic is able to recover signals with h 0 ≥ 2 × 10 −26 , consistent with the result in Ref. [34] for isolated pulsars. The error amounts to f ∼ 10 −7 Hz for all cases where there is a detection, i.e. as long as the signal can be detected, f does not worsen, as h 0 decreases. The error also satisfies f ∆f drift , i.e., the error is comparable to the frequency resolution of the J -statistic. threshold, the optimal path is 0.4 Hz from the injected path, outside the range plotted in Figure 3e . Instead Figure 3e shows the seventh-ranked Viterbi path, which minimises f . The latter path deviates from f (t) in the first half of the data but recovers to converge on f (t) towards the end. The strongest injection in Figure 3a , with h 0 = 8.0 × 10 −26 , matches the weakest signal detected by the Besselweighted F-statistic [34] . With the orbital phase now taken into account, the J -statistic detects the signal without difficulty. Going further, the J -statistic detects injections down to h 0 = 2.0 × 10 −26 . A signal with h 0 = 2.0 × 10 −26 corresponds to the weakest isolated source (zero orbital motion) detected in Ref. [34] . This suggests that the J -statistic successfully exploits all the orbital phase information to produce a nearly optimal outcome for a semi-coherent algorithm, i.e. it analyses the orbital motion without any degradation in sensitivity relative to an isolated source. The only information it neglects is the phase continuity of the carrier wave at f 0 from one HMM step to the next. We quantify the optimality of the J -statistic further in Appendix B via an analytic calculation of the Cramér-Rao lower bound.
B. Optimal path

C. Viterbi score
Once the HMM tracker finds the optimal path, it remains to decide if the path constitutes a detection. We define the Viterbi score S, such that the log likelihood of the optimal path exceeds the mean log likelihood of all paths in the relevant sub-band (1 Hz, say, or whatever subdivision makes a broadband search practical) by 
with
and
[The symbol δ is defined in equation (9) .] We then establish a threshold S th , and claim a detection for S > S th . The threshold determines the false alarm probability P a . Table II with binary parameters quoted in Table I . Panels (a)-(d) correspond to h 0 /10 −26 = 8, 5, 4, 2 respectively; a good match between the true and optimal Viterbi paths is obtained in all cases. In panel (e), with h 0 /10 26 = 1.5, the best Viterbi path lies outside the graph's bounding box; the seventh-best path is plotted instead, which matches f (t) best in a root-mean-square sense. The units on the horizontal and vertical axes are days and µHz respectively. Selecting a desired false dismissal probability, P d , then determines the weakest signal we can reliably detect.
Appendix C discusses in detail the PDF of the terminal Viterbi probabilities δ qi (t N T ) in (9) . To the authors' knowledge, an analytic formula for the PDF does not exist in the literature; the calculation is rendered difficult by the correlations between Viterbi paths and the nonlinear maximisation step in the algorithm. Appendix C presents an empirical fit to the associated cumulative distribution function in the form of a Gumbel law, motivated by asymptotic results from extreme value theory [46] . The two parameters of the fit (denoted by a and b in Appendix C) are tabulated as functions of N Q and N T in Table VII in the appendix.  Table III presents P a as a function of S th for six convenient, representative, integer thresholds. For the searches described in this paper, we choose S th = 7, which corresponds to P a = 7.1 × 10 −3 , close to the false alarm probability of 1% per cent appearing commonly in the literature. The choice S th = 7 also matches what was done in Ref. [34] , for ease of comparison.
D. Sensitivity to orbital parameters
Electromagnetic observations of LMXBs play an important role in narrowing down the range of possible values of the projected semimajor axis a 0 and reference orbital phase φ a [40, 41] . Typically, however, the range is wider than the resolution of the J -statistic-based HMM, and a search over multiple templates within the range is still required. Figure 4 quantifies the resolution of the J -statisticbased HMM in a 0 and φ a to help fix the template spacing. The figure is drawn for a synthetic signal with h 0 = 8 × 10 −26 , with parameters as in Table I . It plots log likelihood for 1.3 ≤ a 0 /s ≤ 1.6, 2.6 ≤ φ a /rad ≤ 3.2, and N T = 37. All other parameters, including the search frequency f 0 = f , are held fixed at their injected values. The grid resolution is 1 × 10 −4 s for a 0 and 1.5259 × 10 −5 rad for φ a . The figure shows a clear peak at the injected values of a 0 and φ a . The peak is surrounded by rings (particularly visible in the zoomed upper-left panel), which arise for two reasons: (i) the decision in equation (26) to sum a finite number of sidebands, which introduces a sinc-function envelope as a 0 changes, and (ii) the finite observation time, which introduces a sinc-function envelope, as φ a changes. There are no false peaks away from the injected values.
The J -statistic is sensitive to errors in a 0 . For example, a 10% error in the measured value of a 0 causes a drop of two orders of magnitude in the log likelihood, while the C-statistic sees a 10% reduction in detection probability for the same situation (see Figure 4 in Ref. [16] ). The a 0 range covered in Figure 4 is comparable to the uncertainty in the electromagnetic measurement of a 0 at the time Stage I of the Sco X-1 MDC was run [25, 47] . Since then, the uncertainty has increased to 0.36 s-3.25 s (Z. Wang et al., private communication). The computational cost scales linearly with the range of a 0 .
V. SCO X-1 MOCK DATA CHALLENGE: A "REALISTIC" EXAMPLE
The next stage in validating the J -statistic-based HMM is to engage in Stage I (version 6) of the Sco X-1 MDC [25] . The MDC is based on a mock observational dataset intended to simulate the noise level and duty cycle of Advanced LIGO. Stage I of the MDC comprises 50 Sco X-1-type signals without spin wandering injected into Gaussian noise. [25] Stage II of the MDC is currently being prepared and is planned to include spin wandering. The MDC establishes a standard to compare the J -statistic HMM tracker against the Bessel-weighted F-statistic [34] , CrossCorr [20] [21] [22] [23] , TwoSpect [12] [13] [14] , Radiometer [18] , Sideband [15] [16] [17] and Polynomial [24] pipelines.
The parameters of the 50 Stage I MDC injections are listed in Table III of Ref. [25] . Originally, these 50 injections were "closed", i.e. their parameters were kept secret to enable a blind comparison. The TwoSpect, Radiometer, Sideband and Polynomial pipelines performed the test under closed conditions as reported in Ref. [25] , while CrossCorr and the Bessel-weighted F-statistic [34] participated after the release of the parameters under self-blinded conditions, as we propose to do here. Participants in the original tests were asked to assume, that the injections experience spin wandering (although they do not), with the Sideband search being restricted to T obs = 10 d as a result [25] . We use the transition matrix (3) to replicate this mode of operation.
The orbital period P of Sco X-1 is measured to ±0.04 s [41] . The error in sideband frequency, for all M sidebands, must be less than one J -statistic frequency bin, which limits the allowed uncertainty in P to |∆P | ≤ P 2 /(M T drift ) ≤ 0. tion, we assume P = 68023.70 s for all injections [41] (cf. Table II in Ref. [25] ).
We divide the year-long dataset, starting at GPS time 1 230 338 490, into N T = 37 blocks with T drift = 10 d. Data from two simulated interferometers (H1 and L1) are used in the analysis below.
A. Single block: NT = 1
The first step is to ask how many injections are detected using the first block only (N T = 1). We find that the answer is 43 out of 50. The exceptions are those with index 41, 48, 57, 64, 72, 73 and 90. By way of comparison, the Bessel-weighted F-statistic with N T = 1 and two interferometers detects only 12 signals [34] , and the C-statistic with N T = 1 and three interferometers detects 16 signals [25] .
Detailed test results are presented in Table IV . The table lists the injection parameters (f , a 0 , φ a , h 0 ) as well as the absolute (as opposed to relative) errors f , a0 and φa in the recovered values for f , a 0 and φ a respectively. For a 0 and φ a , the search returns single grid values, so a0 and φa are defined as the signed difference between the injected and recovered values. For f , which wanders in general, we define f as the root-mean-square error between the injected and optimal paths for however many blocks are needed to achieve a detection, in preparation for the analysis in Section V B with N T > 1.
For most signals, the error in a 0 and φ a is smaller than the bin size for those parameters (1 × 10 −4 s for a 0 and 1.5259 × 10 −5 rad for φ a ), so the error is the difference between the bin boundary and the injection parameter. The log likelihood peaks sharply, as the estimate of φ a improves, so it may be possible to improve the sensitivity somewhat by estimating φ a more precisely. We defer to future work the task of determining the optimal template spacing for a given mismatch using the parameter space metrics derived in Ref. [26] . For 13 injections, the RMS error between the optimal and injected paths is less than the J -statistic frequency bin width, ∆f drift = 5.8 × 10 −7 Hz, and seven more have 1.0∆f drift ≤ fstar ≤ 1.5∆f drift . The remaining 23 injections are detected with frequency error 19∆f drift < f < 34∆f drift . The distance (in frequency space) between this group and the group with error less than 1.5∆f drift corresponds roughly to the frequency separation between sidebands.
The characteristic wave strain h 0 influences detectability, in conjunction with the source inclination angle ι, which enters the plus and cross polarisations differently. A popular, approximate proxy for signal strength, given by equation (19) in Ref. [25] , is the effective characteristic wave strain
To test if h The results of 100 Monte-Carlo realisations per (cos ι, ψ) pair are plotted in Figure 5 . Indeed the J -statistic score is roughly constant, showing no discernible pattern across the full parameter space, and fluctuating by ≤ 12%. Figure 6 summarises the error estimates in Table IV . It displays f , a0 and φa plotted against h eff 0 . The vertical "step" in f visible in Figure 6a corresponds to the sideband separation P −1 . In Figures 6b and 6c , a0 and φa are comparable to the grid resolution, with all 50 injections having errors less than seven ( a0 ) or five ( φa ) search bins. There is no apparent correlation between the errors and h eff 0 amongst the injections that are detected successfully.
B. Multiple blocks, 1 < NT ≤ 37
For the seven out of 50 injections that are not detected with N T = 1, we do HMM tracking for T drift = 10 d and 1 < N T ≤ 37. The search parameters and prior are the same as in Section V A. We successfully detect all seven remaining injections, with N T = 3 for injection 73, N T = 13 for injection 90, and the others in between, as in Table V . 
VI. CONCLUSION
In this paper, we extend the HMM scheme for tracking continuous-wave gravitational radiation from a neutron star undergoing spin wandering in an LMXB described in Ref. [34] . The new scheme tracks the orbital phase of the source by using a frequency-domain matched filter, termed the J -statistic, to compute the emission probabilities at each HMM step. The J -statistic sums the F-statistic power in orbital sidebands coherently by weighting each sideband by a suitable Bessel amplitude and Fourier phase. Monte-Carlo simulations in Gaussian noise with S h (f ) 1/2 = 4 × 10 −24 Hz −1/2 show that the J -statistic HMM successfully detects spin-wandering injections with wave strain h 0 2 × 10 −26 with two interferometers. This equals the sensitivity achieved in Ref. [34] for isolated neutron stars; the J -statistic succeeds in marshalling all the signal power in orbital sidebands into a single frequency bin with essentially zero leakage. Even better sensitivity will be achieved when combining three interferometers.
When competing in self-blinded mode in Stage I of TABLE IV: Results of J -statistic HMM tracking of the 50 closed signals in Stage I (version 6) of the Sco X-1 MDC, ordered by ascending injection frequency f . The index is copied from Ref. [25] . Signal strength is quantified by h 0 (traditional gravitational wave strain in Ref. [25, 43] ) and h eff 0 (Ref. [25] ). The recovered orbital parameters a 0 and φ a and their signed, absolute errors appear in columns six to nine. the Sco X-1 MDC, the J -statistic HMM detects all 50 signals, 43 of them using a single HMM step (10 d of data). It estimates f , a 0 and φ a to accuracies of f < 2 × 10 −5 Hz, a0 < 6 × 10 −5 s, φa < 4 × 10 −4 rad respectively. By comparison, the CrossCorr, Bessel-weighted F-statistic HMM, TwoSpect, Radiometer, Sideband and Polynomial methods found 50, 41, 34, 28, 16 and 7 out of 50 signals, respectively. The accuracy of f estimation by the J -statistic HMM is roughly as good as the most accurate existing algorithms (CrossCorr, Bessel-weighted HMM, TwoSpect). The same is true for its accuracy of a 0 estimation. (Radiometer and Polynomial do not estimate a 0 .) A comparison of the performance metrics for the seven algorithms listed above is presented in Table VI. The J -statistic HMM is the only scheme to be tested formally on spin-wandering data, as reported here, although this will change when Stage II of the Sco X-1 MDC is completed. We emphasise that several of the algorithms in Table VI have undergone substantial refinement, since Ref. [25] was published, e.g. the tuned TwoSpect method [14] . When performance data are published for the refined algorithms, some of the entries in Table VI will require updating.
Although this paper focuses on spin wandering in LMXBs, the same methods are likely to prove helpful when searching for isolated, nonaccreting neutron stars as well. Radio timing experiments reveal that spin wandering is endemic in rotation-powered pulsars, where it goes by the name of 'timing noise' [48, 49] . Timing noise exhibits a red spectrum and is autocorrelated on timescales ranging from days to years [50, 51] . Its physical origin is still debated, but it is generically attributed to fluctuations in the structure of the magnetosphere and/or superfluid interior [48, [52] [53] [54] [55] [56] . Until now, continuouswave searches have handled timing noise in various ways. All-sky searches for periodic signals from isolated neutron stars in the LIGO (S5 and S6) and Virgo (VSR1 to VSR4) data sets, using various algorithms (e.g., loosely coherent, Hough, F-statistic), typically consider a range of spindown rates [12, [57] [58] [59] . For these experiments, spin wandering effectively limits the maximum observation time, before the phase model loses coherence with the source. The same applies to directed F-statistic and hierarchical searches pointed at young supernova remnants and the Galactic centre respectively [60] [61] [62] . Coherent narrowband searches for objects like the Crab and Vela pulsars are guided by radio pulsar timing ephemerides, so in principle the timing noise is tracked electromagnetically [57, 58, [63] [64] [65] [66] . Even so there is no guarantee that the gravitational-wave-emitting quadrupole is locked to the stellar crust and magnetic field and hence the radio emission; a lag may exist between the two components and it may fluctuate stochastically [56, 67, 68] . Coherent narrowband searches usually safeguard against this eventuality by scanning a band of frequency centred on the radio ephemeris, typically ∼ ±10 −2 Hz wide, without explicitly testing all possible frequency wandering paths within the band, e.g., [44] . Ashton et al. [69] quantified the loss of sensitivity caused by timing noise in ephemeris-guided narrowband searches, calculating the template mismatch as a function of the total observation time. We will investigate the performance of HMM frequency tracking in these contexts in future work.
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where f 0 is the gravitational wave search frequency, and we write φ a = Ωt a . In general h(t) contains components with f 0 = f [amplitudes A 1i in ( The quasiharmonic functions h (s) 1i (t) involve a rapid oscillation at frequency f 0 +s/P modulated by a slow, diurnal oscillation introduced by the beam pattern functions a(t) and b(t) defined in Ref. [43] . They satisfy the following orthogonality relation with respect to the inner product (19) :
Equation (A8) holds because (i) we truncate the sum over Bessel orders in (A3) to M terms as in (A1) and (A2), yielding |sΩ| < 2πf 0 a 0 Ω 2πf 0 for all s (e.g., a 0 Ω = 1.33 × 10 −4 for Sco X-1), so that even widely separated Bessel orders are orthogonal; and (ii) we have ΩT drift 10 typically (e.g. ΩT drift = 79.8 with T drift = 10 d for Sco X-1), so that beats between neighbouring Bessel orders s = s ± 1, s ± 2, ... are integrated over 10 cycles in the inner product and therefore 'wash out'.
We compute the log likelihood from (18) and (A3)-(A9) in the usual way. The result is
In writing (A11)-(A15), we transfer the unknown φ a out of the inner product, leaving (x||h (s) 1i | φa=0 ), and fold it into the coefficientsÃ 1i . Thus (x||h (s) 1i | φa=0 ) is independent of φ a and can be computed from the data stream x(t) using the standard F-statistic given f 0 and P .
Suppose we now seek to maximise (A11) with respect to the five unknowns A 11 , A 12 , A 13 , A 14 , and φ a . This leads to five nonlinear, simultaneous equations, each containing M terms from the truncated Bessel
In the same way ∂h 12 /∂f 0 , ∂h 14 /∂f 0 , ∂h 12 /∂a 0 , ∂h 14 /∂a 0 , ∂h 12 /∂φ a , and ∂h 14 /∂φ a are obtained by replacing a(t) with b(t) in (B8)-(B13) respectively.
When evaluating I ij from (B6) using (B7)-(B13), we note three points. (i) In ∂h 1j /∂f 0 , the first terms on the right-hand sides of (B8) and (B9) are larger than the second and third terms by a factor of ≈ 2t/a 0 1, implying ∂h 11 /∂f 0 ≈ −2πta(t) sin Φ(t) and ∂h 13 /∂f 0 ≈ 2πta(t) cos Φ(t). For example, we have a 0 = 1.44 s and t ≤ T drift = 10 d for Sco X-1. (ii) The beam-pattern functions a(t) and b(t) oscillate about nonzero means. Specifically they are linear combinations of DC terms and sinusoids with periods of 0.5 d and 1.0 d; see equations (12) and (13) in Ref. [43] . As the latter periods are typically much shorter than T drift , the relevant timespan for calculating the J -statistic, we can write (ta||ta) = 2 Φ(t), sin(Ωt − φ a ) cos Φ(t) sin Φ(t) and sin(Ωt − φ a ) sin 2 Φ(t), which oscillate proportional to exp[±2iΦ(t) ± iΩt] and exp(±iΩt) when expanded. Likewise, (∂h/∂a 0 )(∂h/∂φ a ) is a linear combination of terms proportional to sin 2(Ωt − φ a ) multiplied by cos 2 Φ(t), cos Φ(t) sin Φ(t), and sin 2 Φ(t), which oscillate proportional to exp[±2iΦ(t) ± 2iΩt] and exp(±2iΩt) when expanded.
Putting together points (i)-(iii) above, we find that the Fisher information matrix is approximately diagonal, i.e. I ij ≈ diag(I f0f0 , I a0a0 , I φaφa ), with
The factor [· · · ] in square brackets in (B15) equals twice the noncentrality parameter λ appearing in the chi-squared PDF of the F-statistic, i.e., p(2F) = χ 2 (2F; 4, λ); see Section III A in Ref. [34] . The CRLBs on the three parameters follow directly from (B2): In order to calculate the false alarm probability P a and false dismissal probability P d for the algorithm developed in this paper, one needs the PDFs of the Viterbi probabilities after k steps of the HMM in the absence and presence of a signal respectively. As far as the authors know, no general formula for these HMM PDFs exists in the literature for a chi-squared-distributed estimator like the F-statistic or J -statistic. In this appendix, we review why the HMM maximisation step makes it hard to calculate the score PDF (section C 1), present an approximate, empirical distribution whose form is suggested by extreme value theory (section C 2), and quantify P a and (N T , N Q ) and b(N T , N Q ) for empirical fits to K(z, λ = 0) as functions of N T and N Q in ranges useful in practice. The RMSE column gives the root-mean-square error between the fit and empirical cumulative distribution function from Monte-Carlo simulations; one finds RMSE < 1%. The values of N Q are equally spaced logarithmically. P d in terms of the empirical distribution (section C 3). We improve on a first attempt at these calculations in Ref. [34] and compute the probability of outliers more realistically.
Viterbi path correlation and maximisation
Equation (33) in Ref. [34] estimates P a crudely by assuming that max log Pr(Q|O) follows a central chisquared distribution with 4k degrees of freedom after k HMM steps, because 2F = log L o(t k )q(t k ) is drawn from the PDF p(2F) = χ 2 (2F; 4, 0) in the absence of a signal, and the chi-squared distribution is additive. However, this assumption breaks down on two counts. First, the nonlinear maximisation operator in the Viterbi algorithm returns values from the tail of χ 2 (2F; 4, 0), because χ 2 (2F; 4, 0) is sampled N Q times, once for each possible transition from the previous step. Second, the Viterbi paths overlap partially, so the random numbers log L o(tj )q(tj ) for 1 ≤ j ≤ k are not independent and identically distributed. Exactly the same issues arise, if the frequency domain estimator at each HMM step is the J -statistic instead of the F-statistic.
Consider all admissible paths following the transition rule in equation (3) , that end in state q i after the k-th HMM step. Label the log likelihood of each path by x p = log Pr(Q|O), with 1 ≤ p ≤ 3 k . We wish to compute the cumulative probability that max p x p is less than z, viz.
where λ is the non-centrality parameter (zero for the case of noise, and positive for signal plus noise) which is related to the gravitational wave signal strength by equation (28) in Section III C. A difficulty arises because x 1 , ..., x 3 k are correlated, so the joint distribution cannot be written as a product of individual probabilities. We illustrate with an example. Consider all admissible paths up to k = 3 ending in q 3 . We have x 1 = X(1, 1) + X(2, 2) + X(3, 3) for the path {q 1 , q 2 , q 3 }, x 2 = X(2, 1) + X(2, 2) + X(3, 3) for the path {q 2 , q 2 , q 3 }, and so on, where X(i, j) are independent samples of the F-statistic or J -statistic in state q i at the j-th HMM step. We can write the sums in matrix notation as x = Au with x = ( 
The covariance of x is 
Equation ( 
Log likelihood PDF
Although it is challenging to calculate the PDF of max p x p = max Q log Pr(Q|O) theoretically, it is relatively simple, albeit time-consuming, to compute it empirically. Figure 10 plots three histograms for the illustrative example of a three-step HMM: the PDF of the sum of three independent F-or J -statistic values, which matches a central chi-squared distribution with 12 degrees of freedom (red histogram); the PDF of δ qi (t N T ) without taking correlations into account, i.e. the maximum log likelihood for any nine independent paths, each path comprising three independent F-or J -statistic samples (blue histogram); and the PDF of δ qi (t N T ) taking correlations into account, i.e. the maximum log likelihood from the nine paths in the vector x for a single realisation of a synthetic observation (green histogram). The PDF taking correlations into account peaks to the right of the PDF that neglects correlations, because extreme F-statistic values are likely to end up in multiple paths (if they are large) or end up in few paths (if they are small). Correlations therefore play a significant role.
Extreme value theory states that there exist three PDF families that describe asymptotically the maximum of N samples of a random variable for N 1: the Weibull, Gumbel and Fréchet laws [46] . The families correspond to light, exponential, and heavy tails respectively in the PDF of the underlying random variable. Here we seek empirically the best fit to K(z, λ) in (C1). The underlying variable x p is crudely chi-squared distributed, even when the correlations discussed in Section C 1 are included; the tail is exponential, which is easy to verify by replotting Figure 10 
where a(N T , N Q ) and b(N T , N Q ) are dimensionless parameters. Note that C4 strictly applies to a variable that takes values along the whole real line. In this application, in contrast, we have z ≥ 0. But we also have b a and hence K(0) ≈ 0 to a good approximation.
An example of the fit for N T = 37 and M = 1.73 × 10 6 is graphed in Figure 11 . The plot confirms visually, that the fit is good, with root-mean-square error ≈ 1.46 × 10 −2 . In a Sco X-1 search, these values of N T and N Q correspond to an observation with T drift = 10 d and T obs = 370 d, covering a bandwidth of N Q ∆f drift = 1.0 Hz. Table VII presents a, b and the root-mean-square error of the fit for various practically motivated choices of N T and N Q . The error is generally less than one per cent, giving confidence that (C4) is a good approximation.
When a signal is introduced (i.e. λ > 0), the situation is complicated considerably, because the optimal path may travel through some states containing the signal (drawn from a non-central chi-squared distribution) and others containing noise only (drawn from a central chi-squared distribution). We simplify things by considering the extreme case, where the optimal path exactly matches the signal path. The simplification is conservative, because in a real search it is possible for the optimal path to include some noise-only bins yet still exceed the threshold for a detection.
In the extreme case, the cumulative distribution function for λ > 0 is given by
after k HMM steps, where Q k/2 is the Marcum-Q function, 
Receiver operator characteristic (ROC) curve
The HMM tracker determines the log likelihood z that a given set of parameters corresponds to a signal. We choose a threshold log likelihood z th and claim a detection for z > z th . The false alarm probability, P a , quantifies how often pure noise gives z > z th , causing a spurious detection. Given P a , we solve K(z th ; λ = 0) = 1 − P a (C7) for z th . Once P a and hence z th are fixed, some signals by chance fail to be detected because they are too weak, relative to the noise, to produce z > z th . The false dismissal probability, P d , quantifies the probability of this outcome. Upon choosing P d , we determine the weakest signal that can be reliably detected by solving K(z th ; λ) = P d
for λ and hence h 0 via (28) . Figure 12a displays ROC curves for four values of λ. Each curve shows the tradeoff of P a (on the horizontal axis) against detection rate 1 − P d (on the vertical axis). The results are replotted on logarithmic axes in Figure 12b to magnify the edges of the plot. The detection probability increases, as λ increases. It also rises superlinearly (linearly) with P a for P a 0.1 (P a 0.1). Figure 13 shows how the detection probability increases as more data blocks are processed, again for the same four values of λ as Figure 12 . As expected, the detection probability rises, as N T and hence T obs increase, keeping T drift fixed. FIG. 12: Receiver operator characteristic curves for N T = 37 blocks and four representative choices of λ, ranging from a strong signal (λ = 10, red curve) to a signal too weak to be reliably detected at the commonly used false alarm probability P a = 0.1 (λ = 3.5, purple curve). At each point along a curve, the vertical axis indicates the detection probability 1 − P d , and the horizontal axis indicates the false alarm probability P a . (a) Linear scale. (b)
Log-log scale. Detection occurs when the optimal path exactly matches f (t), c.f. Viterbi score in Section IV C. Figure 12 . Detection occurs when the optimal path exactly matches f (t), c.f. Viterbi score in Section IV C.
