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Abstract
This brief note wants to bring to attention that the formulation of physically rea-
sonable initial-boundary value problems for wave equations in Lorentzian space-times
is not unique, i.e., that there are inequivalent such formulations that lead to a different
outcome of the stability discussion of the solutions. For demonstration, the paper uses
the case of the wave equation on the right Rindler wedge in 2-dimensional Minkowski
space. The used methods can be generalized to wave equations on stationary globally
hyperbolic space-times with horizons in higher dimensions, such as Schwarzschild
and Kerr space-times.
1 Introduction
The stability discussion of solutions of Einstein’s field equations usually lead on wave
equations in Lorentzian space-times, describing perturbations of the metric, together with
physically boundary conditions. In a second step, the definition of the precise class of
the considered solutions is specified, i.e., a data space is chosen for the solutions of the
equations that leads on a well-posed initial-boundary value problem. The latter provides
the basis for a meaningful discussion of the stability of the solutions, i.e., the existence or
non-existence of exponentially growing solutions.
This brief note wants to bring to attention that this process is not unique, i.e., that there are
inequivalent ways of formulating initial-boundary value problems for such wave equations
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and at the same time that the choice of the formulation can affect the outcome of the
stability discussion. One such example is given by the treated relatively simple case of the
wave equation on the right Rindler wedge in 2-dimensional Minkowski space.
2 Restriction of the Wave Equation to the Right Wedge of
2-dimensional Minkowski Space-Time
In the following, we consider the solutions of the wave equation on the right wedge,
R := {(x0, x1) ∈ R2 : x1 > |x0|} ,
of 2-dimensional Minkowski space-time (R2, g), where
g = (R2, dx0 ⊗ dx0 − dx1 ⊗ dx1) ,
and (x0, x1) : R2 → R2 denotes an inertial coordinate system. 1 For the coordinatization
of R, we use well-known “Rindler coordinates” (τ, ξ) : R→ R2 given by
τ(x0, x1) :=
1
2
ln
(
x1 + x0
x1 − x0
)
, ξ(x0, x1) :=
1
2K
ln
(
K2[(x1)2 − (x0)2]) (1)
for all (x0, x1) ∈ R. Here K > 0 is a constant having the dimension 1/length. The
inverse transformation to (1) is given by
(τ, ξ)−1(τ, ξ) =
1
K
(
eKξ sinh(τ), eKξ cosh(τ)
)
for every (τ, ξ) ∈ R2, and the restriction g|R of g to R is given by
g|R = e2Kξ
(
1
K2
dτ ⊗ dτ − dξ ⊗ dξ
)
.
Solutions u ∈ C2(R,C) of the wave equation on R satisfy
✷u = K2e−2Kξ∂2τu− e−2Kξ∂2ξu = 0 , (2)
or equivalently
∂2τu = −
(
− 1
K2
∂2ξ
)
u , (3)
1 If not otherwise indicated, the symbols x0, x1, τ, ξ denote coordinate projections whose domains will be
obvious from the context. In addition, we assume the composition of maps, which includes addition, multi-
plication and so forth, always to be maximally defined. For instance, the sum of two complex-valued maps is
defined on the intersection of their domains.
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e−Kξ∂2τ
(
e−Kξu
)
= −e−Kξ
[
e−Kξ
(
− 1
K2
∂2ξ
)
eKξ
] (
e−Kξu
)
. (4)
Of course, many other forms of (2) are possible. In the following, we will consider only
(3) and (4).
As said, both equations are equivalent on the level of C2-solutions. For arbitrarily given
data g1 ∈ C2(R,R) and g2 ∈ C1(R,R), there is a unique solution u ∈ C2(R2,R) to
these equations such that
u(0, ξ) = g1(ξ) ,
∂u
∂τ
(0, ξ) = g2(ξ)
for every ξ ∈ R. Moreover, this solution is given by
u(τ, ξ) =
1
2
[
g1
(
ξ +
τ
K
)
+ g1
(
ξ − τ
K
)
+K
∫ ξ+ τK
ξ− τK
g2(s) ds
]
(5)
for all (τ, ξ) ∈ R2, and
u(x0, x1) =
1
2
{
g1
(
1
K
ln[K(x1 + x0)]
)
+ g1
(
1
K
ln[K(x1 − x0)]
)
+K
∫ 1
K ln[K(x
1+x0)]
1
K ln[K(x
1−x0)]
g2(s) ds
}
(6)
for all (x0, x1) ∈ R.
On the other hand, (3) results from (2) by solution for the highest time derivative. In this,
(2) is divided by the unbounded functionK2e−2Kξ, and later (3) will be treated analogous
to the wave equation on 2-dimensional Minkowski space. In this step geometrical infor-
mation is lost. (R, g|R) and Minkowski space are both globally hyperbolic, but (R, g|R) is
geodesically incomplete, i.e., there are maximal geodesics whose domains are proper sub-
sets of R, whereas Minkowski space is geodesically complete. It needs to be stressed that
such loss of geometrical information is not particular to wave equations on 2-dimensional
Lorentzian space-times, but also happens in higher dimensions. In addition, later (3) will
be treated using methods from operator theory, where an unbounded function corresponds
to an unbounded (or “discontinuous”) operator. Therefore, also from an operator theory
perspective, the “division” of (2) by K2e−2Kξ needs consideration.
We are going to see that natural functional analytic treatments of (3), (4) lead to inequiv-
alent well-posed initial value formulations for (2). In this connection, it needs to be taken
into account that (2) admits C2-solutions of stronger than exponential growth in space and
time, for instance,
u(τ, ξ) = exp
{ α
K
exp
[
K
(
ξ ± τ
K
)]}
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where (τ, ξ) ∈ R2 and α ∈ C. Therefore, the class of C2-solutions does not provide
a meaningful framework for discussions of stability, and hence some form of functional
analytic treatment is necessary, at least a restriction of the space of admissible data.
3 A Common Functional Analytic Representation of (3)
(3) results from (2) by solution for the highest time derivative. In this, the whole equation
is divided by the unbounded function K2e−2Kξ. In the next step, (3) is represented as a
member of the class of abstract evolution equations, see e.g., [6],
u ′′(t) = −Au(t) , (7)
t ∈ R, where A : D(A) → X is some densely-defined, linear, positive self-adjoint opera-
tor in some non-trivial complex Hilbert space (X, 〈|〉).
For every equation from this class and for any g1, g2 from the domain D(A) of the cor-
responding operator A, there is a uniquely determined twice continuously differentiable
map u : R→ X assuming values in D(A) and satisfying (7) for all t ∈ R as well as
u(0) = g1 , u
′(0) = g2 .
It is important to note that, mainly as a consequence of the self-adjointness of A, this ap-
proach leads automatically to a conserved energy.1 For this u, the corresponding canonical
energy function Eu : R→ R, defined by
Eu(t) :=
1
2
( 〈u ′(t)|u ′(t)〉+ 〈u(t)|Au(t)〉 )
for all t ∈ R, is constant.
Finally, if B : D(B) → X is some square root of A, i.e., some densely-defined, linear,
self-adjoint operator commuting with A which satisfies
B2 = A ,
for example, B = A1/2, then this u is given by
u(t) = cos(tB)g1 +
sin(tB)
B
g2 (8)
for all t ∈ R where cos(tB), sin(tB)/B denote the bounded linear operators that are as-
sociated by the functional calculus forB to the restrictions of cos, sin /idR to the spectrum
1 This energy corresponds to the canonical energy of the classical field u, described by (3), see e.g., [13].
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of B.
We note that
cos(tB) ,
sin(tB)
B
,
for every t ∈ R, are bounded linear operators. This leads to “generalized” solutions of
(7) for arbitrary data from X . For such generalized solutions, the corresponding “energy”
is ill-defined. On the other hand, analogously to the Schroedinger equation of quantum
theory, where such generalized solutions are of course physical, not only elements from
the domain of the Hamilton operator are admissible quantum states and are subject to time
evolution 1, it does not appear reasonable to discard such generalized solutions from con-
sideration. Analogous to Schroedinger theory, where the Schroedinger equation is merely
a “label” for the generalized solutions given by the corresponding unitary one-parameter
group, (7) might be considered as a “label” for (8) and the latter being the truly relevant
object for applications.
Also, we note that (8) implies that
‖u(t)‖ ≤ ‖g1‖+ |t|‖g2‖
for t ∈ R and hence that the solutions of (7) are stable in the sense that there are no
exponentially growing solutions. 2
In our special case, (3), X = L2
C
(R), A is closure of the densely-defined, linear, positive
symmetric and essentially self-adjoint operator in L2
C
(R)
A0 :=
(
C∞0 (R,C) → L2C(R)
f 7→ − 1K2 f ′′
)
.
Application of (8) gives, see Theorem 6.2 in the Appendix, a representation of the solutions
of (7) given by
u(τ) = cos(τ p¯ξ)g1 +
sin(τ p¯ξ)
p¯ξ
g2 (9)
=
1
2
[
g1 ◦
(
idR +
τ
K
)
+ g1 ◦
(
idR − τ
K
)
+K sgn(τ)
(
χ
[−|τ|/K,|τ|/K]
∗ g2
)]
for every g1, g2 ∈ D(A). Here ◦ denotes composition, idR the identical function on R,
sgn := χ
(0,∞)
− χ
(−∞,0)
,
1 See e.g., Section 2.1 in [6].
2 Note that the results of this section have generalizations to semibounded A, e.g., see Corollary 2.2.2 in [6]. In
particular, differently to positive A, for non-positive A, there are exponentially growing solutions to (7).
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∗ denotes the usual convolution product, and p¯ξ is the closure of the densely-defined,
linear, symmetric and essentially self-adjoint operator pξ in L2C(R) given by(
C∞0 (R,C)→ L2C(R)
f 7→ iK f ′
)
.
As a side remark, p¯ξ is a square root of A, i.e., p¯2ξ = A, that commutes with A, but p¯ξ is
different from the positive square root, A1/2, of A.
We note that, as had to be expected, essentially (9) is just a natural generalization of (5) to
the elements of the domain D(A) of A. Since also
cos(τ p¯ξ)g1 +
sin(τ p¯ξ)
p¯ξ
g2
=
1
2
[
g1 ◦
(
idR +
τ
K
)
+ g1 ◦
(
idR − τ
K
)
+K sgn(τ)
(
χ
[−|τ|/K,|τ|/K]
∗ g2
)]
for every g1, g2 ∈ L2C(R), see Theorem 6.2 in the Appendix, also the generalized solutions
of (7) in our case are given by a natural generalization of (5) to elements of L2
C
(R).
The slight disadvantage of this common functional analytic representation of (3) comes
from the fact that the data for (7) are from L2
C
(R) and hence vanish in the mean for ξ →
−∞, i.e., roughly speaking, vanish in the bifurcation point (0, 0) of the boundary (horizon)
H of R,
H = {(x0, x1) ∈ R2 : x1 = |x0|} .
Indeed, taking into account an embedding of the Rindler wedge into 2-dimensional Min-
kowski space such behavior appears not natural. On the other hand, this behavior of
the solutions is unsurprising since (3) is treated analogous to the wave equation on 2-
dimensional Minkowski space, where data vanish in the mean at spatial infinity. Also, the
choice of L2
C
(R) as data space is related to the pursued self-adjointness of the operatorA.
On the one hand, the self-adjointness of A enables the application spectral theorems for
self-adjoint operators which allow the proof of well-posedness of the initial value problem
for the evolution equation and also lead on a representation of its solutions. Such theorems
are generally not available for non-self-adjoint operators. Also, along with semibounded-
ness, the self-adjointness of A leads to the existence of a conserved energy.
This disadvantage of the previous method in connection with wave equations on globally-
hyperbolic Lorentzian space-times with horizons has been noticed before, among others
by [11, 4, 5]. On the other hand, it needs to be stressed that this disadvantage comes
into play only if it is known that the corresponding space-times are embedded in a larger
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space-time. For instance, the Rindler wedge can be embedded into 2-dimensional Min-
kowski space. Such embedding information is intrinsically “non-local.”
In addition, in the physics literature, the solution of wave equations for the highest time
derivative of the unknown along with a subsequent use of the above operator theoretic ap-
proach is used in most stability discussions, often implicitly without full realization by the
authors, for e.g., see [9]. Such use is indicated, whenever a stability discussion leads to the
finding of unstable eigenvalues/spectra or “quasinormal frequencies.” For an interpretation
of the latter in terms of resonances of self-adjoint operators, see [3]. Apparently, the only
rigorous framework for such discussion is provided by the spectral theory of operators.
4 A Functional Analytic Representation of (4)
In this connection, we note that the restriction µ|R of the volume 2-form µ = dx0 ∧ dx1
on (R2, g) to R is given by
µ|R = e
2Kξ
K
dτ ∧ dξ .
Hence µ|R induces on surfaces of constant τ the 1-form (“measure”)
e2Kξ
K
dξ ,
where here and in the following ξ is also used as abbreviation for idR. Therefore, we
choose
L2C(R, e
2Kξ)
as data space for our representation of (4). Further, we note that the map V defined by
V f := e−Kξ · f
for every f ∈ L2
C
(R) defines a Hilbert space isomorphism
V : L2C(R)→ L2C(R, e2Kξ)
with inverse
V −1 =
(
L2
C
(R, e2Kξ)→ L2
C
(R)
f 7→ eKξf
)
.
Employing the previous notation, the expression enclosed by square brackets in (4),
e−Kξ
(
− 1
K2
∂2ξ
)
eKξ ,
is represented by
V AV −1 .
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The latter operator is densely-defined, linear and positive self-adjoint. The remaining
factors e−Kξ in (4) are represented by the corresponding maximal multiplication operator
Te−Kξ in L2C(R, e2Kξ). We note that Te−Kξ is densely-defined, linear, self-adjoint and
bijective. Also, Te−Kξ leaves C∞0 (R,C) invariant. In this way, we arrive at the following
functional analytic interpretation of (4)
Te−Kξ (Te−Kξu)
′′ = −Te−KξV AV −1 (Te−Kξu) , (10)
where primes denote derivatives of paths in L2
C
(R, e2Kξ).
Since Te−Kξ is bijective, the latter equation is satisfied if and only if
(Te−Kξu)
′′ = −V AV −1 (Te−Kξu) .
The latter equation is of type (7). From the results from the previous section as well as the
invariance of C∞0 (R,C) under
cos(tB) ,
sin(tB)
B
,
follows for every g1 ∈ C∞0 (R,C), g2 ∈ C∞0 (R,C), that there is a unique solution to (10)
satisfying
u(0) = g1 , u
′(0) = g2
and that this solution is given by
u(τ) = TeKξ cos(τV p¯ξV
−1)Te−Kξg1 + TeKξ
sin(τV p¯ξV
−1)
V p¯ξV −1
Te−Kξg2 (11)
= TeKξV cos(τ p¯ξ)V
−1Te−Kξg1 + TeKξV
sin(τ p¯ξ)
p¯ξ
V −1 Te−Kξg2
= cos(τ p¯ξ)g1 +
sin(τ p¯ξ)
p¯ξ
g2
=
1
2
[
g1 ◦
(
idR +
τ
K
)
+ g1 ◦
(
idR − τ
K
)
+K sgn(τ)
(
χ
[−|τ|/K,|τ|/K]
∗ g2
)]
for every t ∈ R, where TeKξ denotes the maximal multiplication operator in L2C(R, e2Kξ)
corresponding to eKξ. Further, for τ ∈ R, by
f ◦
(
idR ± τ
K
)
, χ
[−|τ|/K,|τ|/K]
∗ f
for every f ∈ L2
C
(R, e2Kξ), there are defined bounded linear operators on L2
C
(R, e2Kξ),
see Theorems 6.4, 6.5 in the Appendix.
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As had to be expected, also (10) turns out as “label” for the natural generalization of (5) to
the elements L2
C
(R, e2Kξ).
Still the functional analytic representations of (3) and (4) are different, since the field u,
as a classical field, is observable. Also the field corresponding to (4) does not necessarily
vanish in the bifurcation point (0, 0) of the horizon. For instance, the restriction of the
generalized solution of (4) to
WL :=
{
(τ, ξ) ∈ R2 : ξ < |τ |
K
}
corresponding to data
u(0, ·) = e−αξ · χ
(−∞,0)
, u′(0, ·) = 0 ,
where α < K , is given by
u(τ, ξ) = e−αξ cosh
(ατ
K
)
(12)
for every (τ, ξ) ∈WL. The latter leads to
u(x0, x1) =
1
2
{
[K(x1 + x0)]−
α
K + [K(x1 − x0)]− αK }
for every (x0, x1) ∈ R2 satisfying
|x0| < x1 < |x0|+ 1
K
.
In addition, the weightedL2-norm that is corresponding to (12) is exponentially increasing
in τ . Therefore, the solutions to (10) might be considered unstable, on the other hand with
respect to inertial coordinate system (x0, x1), no exponential growth is visible. Of course,
such outcome also raises the question of coordinate dependence of the results.
5 Discussion
This brief points out that the formulation of physically reasonable initial-boundary value
problems for wave equations in Lorentzian space-times is not unique, i.e., that there are
inequivalent such formulations that lead to a different outcome of the stability discussion
of the solutions.
For the example of the wave equation on the right Rindler wedge in 2-dimensional Min-
kowski space, this note gives 2 inequivalent formulations of a well-posed initial-boundary
9
value problem, leading to different outcomes of the stability discussion of the solutions.
Their construction suggest the existence of many more of such formulations. All what
needs to be found is a weight ρ such that the family of linear operators on C∞0 (R,C),
defined by
1
2
[
ϕ ◦
(
idR +
τ
K
)
+ ϕ ◦
(
idR − τ
K
)]
,
K
2
sgn(τ)
(
χ
[−|τ|/K,|τ|/K]
∗ ϕ)
for every ϕ ∈ C∞0 (R,C), where τ runs through the elements of R, from the classical
solution formula (5), lead on bounded linear operators in L2
C
(R, ρ). For such ρ, according
to the linear extension theorem, every member of the family has a unique extension to
a bounded linear operator on L2(R, ρ), and the resulting family of bounded linear opera-
tors on L2(R, ρ) can be viewed as resulting from a functional analytic interpretation of (2).
The used methods can be generalized to wave equations on stationary globally hyper-
bolic space-times with horizons in higher dimensions, such Schwarzschild and Kerr space-
times.
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6 Appendix
Assumption 6.1. In the following, we denote for every n ∈ N∗ by vn the Lebesgue mea-
sure on Rn, SC(R) the space of rapidly decreasing test functions on R, idR the identical
function on R, F0 : SC(R)→ SC(R) the Fourier transformation, defined by
F0(f)(k) := (2pi)
−1/2
∫
R
e−ik.idRfdv1
for every k ∈ R and f ∈ SC(R), F1 : L1C(R) → C∞(R,C) the Fourier transformation
defined by
F1(f)(k) := (2pi)
−1/2
∫
R
e−ik.idRfdv1
for every k ∈ R and f ∈ L1
C
(R), and by F2 the unitary Fourier transformation that is
induced by F0 on L2C(R). Further, for every complex-valued function that is a.e. de-
fined and measurable on R, we denote by Tg the maximal multiplication operator with
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g in L2
C
(R). Finally, A is closure of the densely-defined, linear, positive symmetric and
essentially self-adjoint operator in L2
C
(R)
A0 :=
(
C∞0 (R,C) → L2C(R)
f 7→ − 1K2 f ′′
)
,
and p¯ξ is the closure of the densely-defined, linear, symmetric and essentially self-adjoint
operator pξ in L2C(R) given by
pξ :=
(
C∞0 (R,C)→ L2C(R)
f 7→ iK f ′
)
.
In particular, the spectrum of p¯ξ is given by R, and p¯ξ is the infinitesimal generator of the
strongly continuous one-parameter unitary group U : R→ L(L2
C
(R), L2
C
(R)) given by
U(τ) :=
(
L2
C
(R)→ L2
C
(R)
f 7→ f ◦ (idR − τK )
) (
= eiτ p¯ξ
)
for every τ ∈ R.
Theorem 6.2. Then
p¯2ξ = A ,
p¯ξ commutes with A in the strong sense, and
cos(τ p¯ξ)g1 =
1
2
[
g1 ◦
(
idR +
τ
K
)
+ g1 ◦
(
idR − τ
K
)]
, (13)
sin(τ p¯ξ)
p¯ξ
g2 =
K
2
sgn(τ)
(
χ
[−|τ|/K,|τ|/K]
∗ g2
)
for every g1, g2 ∈ L2C(R), where ◦ denotes composition,
sgn := χ
(0,∞)
− χ
(−∞,0)
,
and ∗ denotes the usual convolution product.
Proof. As a square of a densely-defined, linear and self-adjoint operator, p¯2ξ is a densely-
defined, linear and self-adjoint operator in L2
C
(R). Obviously, it follows that p¯2ξ ⊃ A0 and
hence, since A0 is in particular essentially self-adjoint, that p¯2ξ = A¯0 = A.
Further, it follows that
exp(iτ p¯ξ)A0 ⊂ A0 exp(iτ p¯ξ) .
For the proof, we note that
exp(iτ p¯ξ)A0f = − 1
K2
exp(iτ p¯ξ)f
′′ = − 1
K2
(
f ′′ ◦
(
idR − τ
K
))
11
= − 1
K2
(
f ◦
(
idR − τ
K
)) ′′
= A0
(
f ◦
(
idR − τ
K
))
= A0 exp(iτ p¯ξ)f .
for τ ∈ R and f ∈ C∞0 (R,C). Hence it follows also that
exp(iτ p¯ξ)A ⊂ A exp(iτ p¯ξ)
which implies that p¯ξ commutes with A in the strong sense.
For the proof of (13), we note that for τ ∈ [0,∞), g ∈ L2
C
(R) and h ∈ C∞0 (R,C)
χ
[−τ,τ]
∗ g ∈ C∞(R,C) ∩ L2C(R) (14)
and that (
χ
[−τ,τ]
◦ p2
) · (g ◦ (p1 − p2)) · (h ◦ p1) (15)
is v2-summable, where p1, p2 denote the coordinate projections of R2 onto the first and
second coordinate, respectively. For the proof, let τ ∈ [0,∞), g ∈ L2
C
(R) and h ∈
C∞0 (R,C). Since χ[−τ,τ] ∈ L2C(R) and
F2 χ[−τ,τ] =
√
2
pi
̂sin(τ.idR)
idR
,
where
̂sin(τ.idR)
idR
denotes the extension of
sin(τ.idR)
idR
∈ C(R∗,C)
to an element of C∞(R,C), it follows that
χ
[−τ,τ]
∗ g = F1
(√
2
pi
̂sin(τ.idR)
idR
· [(F2g) ◦ (−idR)]
)
.
Since in particular, the argument of F1 in the latter equality is also contained in L2C(R),
(14) follows. Further, if N ∈ N∗ is such that supp(h) ⊂ [−N,N ], then(
χ
[−τ,τ]
◦ p2
) · (g ◦ (p1 − p2)) · (h ◦ p1)
=
(
χ
[−τ,τ]
◦ p2
) · [(χ
[−(N+τ),(N+τ)]
· g) ◦ (p1 − p2)] · (h ◦ p1) .
Since χ
[−(N+τ),(N+τ)]
∈ L2
C
(R), it follows that χ
[−(N+τ),(N+τ)]
· g ∈ L1
C
(R) and hence,
since also χ
[−τ,τ]
∈ L1
C
(R), it follows from a known result in connection with convolution
products that (
χ
[−τ,τ]
◦ p2
) · [(χ
[−(N+τ),(N+τ)]
· g) ◦ (p1 − p2)]
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is v2-summable. Finally, since h ◦ p1 is bounded and continuous, it follows from integra-
tion theory that (15) is v2-summable.
Finally, we obtain from direct calculation that
cos(τ p¯ξ)f =
1
2
[exp(iτ p¯ξ) + exp(−iτ p¯ξ)] f = 1
2
[
f ◦
(
idR − τ
K
)
+ f ◦
(
idR +
τ
K
)]
as well as
〈sin(τ p¯ξ)
p¯ξ
g|h〉 = sgn(τ) 〈sin(|τ |p¯ξ)
p¯ξ
g|h〉 = sgn(τ) 〈g|F1
(
1
2
χ
[−|τ|,|τ|]
)
(p¯ξ)h〉
=
1
2
sgn(τ)
∫ |τ |
−|τ |
〈exp(itp¯ξ)g|h〉 dt = K
2
sgn(τ)
∫ |τ |/K
−|τ |/K
〈g ◦ (idR − t)|h〉 dt
=
K
2
sgn(τ)
∫
R2
(
χ
[−|τ|/K,|τ|/K]
◦ p2
) · (g∗ ◦ (p1 − p2)) · (h ◦ p1)dv2
=
K
2
sgn(τ)
∫
R
(
χ
[−|τ|/K,|τ|/K]
∗ g)∗ · hdv1 = 〈K
2
sgn(τ)
(
χ
[−|τ|/K,|τ|/K]
∗ g) |h〉 ,
for τ ∈ R, f, g ∈ L2
C
(R) and h ∈ C∞0 (R,C). Since C∞0 (R,C) is dense in L2C(R), from
the latter follows that
sin(τ p¯ξ)
p¯ξ
g =
K
2
sgn(τ)χ
[−|τ|/K,|τ|/K]
∗ g .
Assumption 6.3. In addition, we denote by B±1/2 the multiplikation operator by Te∓Kξ
in L2
C
(R). Further, we denote by Us
C
(R) the set of bounded complex-valued functions
on R with component functions that are strongly measurable, in the sense that they are
everywhere on R the limit of a sequence of step functions. Finally,A denotes the set of all
complex-valued functions f on R× [−1, 0] satisfying
1. f(·, 0), f(·, 1) ∈ Us
C
(R),
2. a.e. on R:
lim
y→0−
f(·, y) = f(·, 0) , lim
y→(−1)+
f(·, y) = f(·,−1) ,
3. f |R×(−1,0) is holomorphic, and there are C ≥ 0, N ∈ N such that
|f(z)| ≤ C(1 + |z|)N
for every z ∈ R× [−1, 0].
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Theorem 6.4. For every f ∈ A
C∞0 (R,C) ⊂ D(B−1/2f(p¯ξ, 0)B1/2) and B−1/2f(p¯ξ, 0)B1/2 = f(p¯ξ,−1) ,
where the overline on top of the expression containing f(p¯ξ, 0) indicates closure in the
operator norm of L(L2
C
(R), L2
C
(R)).
Proof. In a first step, we prove an auxiliary result. For this purpose, let f ∈ A, ϕ ∈
C(R× [−1, 0],C) such that ϕ|R×(−1,0) is holomorphic and (idC)k ·ϕ is bounded for every
k ∈ N. Then, ∫
R
f(·, 0) · ϕ(·, 0) dv1 =
∫
R
f(·, 1) · ϕ(·, 1) dv1 .
The proof is a straighforward application of Cauchy’s integral theorem for rectangular
paths and Lebesgue’s dominated convergence theorem.
Further, we note that from a well-known theorem of Paley-Wiener, see e.g., [12] Vol. I,
Sect IX.3, follows that for any g ∈ C∞0 (R,C) the corresponding function(
R× [−1, 0]→ C
z 7→ ∫
R
e−iz.idR · g dv1
)
has the properties that were required for ϕ in the previous auxiliary result.
As a further auxiliary result, we note that(
R→ C
τ 7→ 〈h1| exp(iτ p¯ξ)h2〉
)
∈ C∞0 (R,C)
for every h1, h2 ∈ C∞0 (R,C). The latter follows from the identities
〈h1| exp(iτ p¯ξ)h2〉 = 〈h1|h2 ◦
(
idR − τ
K
)
〉 =
∫
R
h∗1
[
h2 ◦
(
idR − τ
K
)]
dv1
=
1
K
∫
R
(
h∗1 ◦
(
K−1.idR
)) [
h2 ◦
(−K−1.idR) ◦ (τ − idR)] dv1
=
1
K
[(
h∗1 ◦
(
K−1.idR
)) ∗ (h2 ◦ (−K−1.idR))] (τ)
=
√
2pi
K
F0
[
F−10
(
h∗1 ◦
(
K−1.idR
)) · F−10 (h2 ◦ (−K−1.idR))] (τ)
which show that(
R→ C
τ 7→ 〈h1| exp(iτ p¯ξ)h2〉
)
∈ C0(R,C) ∩ SC(R) = C∞0 (R,C) .
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As a final auxilary result, we note that C∞0 (R,C) is a core for B−1/2. The latter follows
from the facts that C∞0 (R,C) is dense in L2C(R), contained in D(B−1/2) and invariant
under the strongly continuous one-parameter unitary group(
R→ L(L2
C
(R), L2
C
(R))
t 7→ Texp(it. exp (K.idR))
)
that is generated by B−1/2, where for every t ∈ R, the corresponding Texp(it. exp (K.idR))
denotes the maximal multiplication operator inL2
C
(R) by the function exp(it. exp (K.idR)).
For the proof of our main result, let f ∈ A. Since B−1/2 is in particular self-adjoint and
C∞0 (R,C) is a core for B−1/2, it follows for h1 ∈ C∞0 (R,C) that
f(p¯ξ, 0)B
1/2h1 ∈ D(B−1/2)
if and only if the linear form
〈f(p¯ξ, 0)B1/2h1|B−1/2·〉 |C∞0 (R,C)
is bounded. With the help of the previous auxiliar results, we conclude for h1, h2 ∈
C∞0 (R,C) that(
〈f(p¯ξ, 0)B1/2h1|B−1/2h2〉
)∗
=
1
2pi
∫
R
f(·, 0)F1
(
R→ C
τ 7→ 〈B−1/2h2| exp(iτ p¯ξ)B1/2h1〉
)
dv1
=
1
2pi
∫
R
f(·, 0)F1eidR
(
R→ C
τ 7→ 〈h2| exp(iτ p¯ξ)h1〉
)
dv1
=
1
2pi
∫
R
f(·,−1)F1
(
R→ C
τ 7→ 〈h2| exp(iτ p¯ξ)h1〉
)
dv1
= 〈h2|f(p¯ξ,−1)h1〉 = (〈f(p¯ξ,−1)h1|h2〉)∗ .
From the latter, we conclude from the self-adjointness of B−1/2 that for h1 ∈ C∞0 (R,C)
that
f(p¯ξ, 0)B
1/2h1 ∈ D(B−1/2)
and that
B−1/2f(p¯ξ, 0)B
1/2h1 = f(p¯ξ,−1)h1 .
Finally, since C∞0 (R,C) is dense in L2C(R), the latter shows that B−1/2f(p¯ξ, 0)B1/2 is
a densely-defined, linear and bounded operator in L2
C
(R), whose extension to a bounded
linear operator on L2
C
(R) is given by f(p¯ξ,−1).
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Theorem 6.5.
V ◦B−1/2 cos(τ p¯ξ)B1/2 V −1f = 1
2
[
f ◦
(
idR +
τ
K
)
+ f ◦
(
idR − τ
K
)]
,
V ◦B−1/2 sin(τ p¯ξ)
p¯ξ
B1/2 V −1g =
K
2
sgn(τ)
(
χ
[−|τ|/K,|τ|/K]
∗ g) (16)
for all f, g ∈ L2
C
(R, e2Kξ), where the overline on top of the expressions starting with
B−1/2 indicates closure in the operator norm of L(L2
C
(R), L2
C
(R)).
Proof. In a first step, we note that
cos(τ.idR) ,
̂sin(τ.idR)
idR
∈ A .
Hence according to Theorem 6.4, the linear operators
B−1/2 cos(τ p¯ξ)B
1/2 , B−1/2
sin(τ p¯ξ)
p¯ξ
B1/2
are in particular densely-defined, with domains containing C∞0 (R,C), and bounded. As
a consequence, these operators have unique extensions to bounded linear operators on
L2
C
(R).
Further,
B1/2V −1ϕ = e−KξeKξϕ = ϕ , V B−1/2f = e−KξeKξf = f
for every ϕ ∈ C∞0 (R,C) and f ∈ D(B−1/2). Hence it follows from Theorem 6.2 that
V ◦B−1/2 cos(τ p¯ξ)B1/2V −1ϕ = 1
2
[
ϕ ◦
(
idR +
τ
K
)
+ ϕ ◦
(
idR − τ
K
)]
,
V ◦B−1/2 sin(τ p¯ξ)
p¯ξ
B1/2 V −1ϕ =
K
2
sgn(τ)
(
χ
[−|τ|/K,|τ|/K]
∗ ϕ)
for every ϕ ∈ C∞0 (R,C).
Finally, for τ ∈ R, by
f ◦
(
idR ± τ
K
)
, χ
[−|τ|/K,|τ|/K]
∗ f
for every f ∈ L2
C
(R, e2Kξ), there are defined bounded linear operators on L2
C
(R, e2Kξ).
For the proof, we note that
e∓τ .V ◦ ei(∓τ)p¯ξ ◦ V −1f = f ◦
(
idR ± τ
K
)
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for every f ∈ L2
C
(R, e2Kξ). Also, by(
L2
C
(R)→ L2
C
(R)
f 7→ (exp(K.idR) · χ[−|τ|/K,|τ|/K]) ∗ f
)
there is defined a bounded linear operator on L2
C
(R). The latter can be seen as follows.
Since exp(K.idR) · χ[−|τ|/K,|τ|/K] ∈ L2C(R),(
exp(K.idR) · χ[−|τ|/K,|τ|/K])
) ∗ f ∈ C∞(R,C) ∩ L2C(R)
Further,
‖ (exp(K.idR) · χ[−|τ|/K,|τ|/K])) ∗ f‖2 ≤ 2|τ |K e|τ |‖f‖2
for every f ∈ L2
C
(R). Finally, we note that
V ◦ (exp(K.idR) · χ[−|τ|/K,|τ|/K])) ∗ V −1g
= exp(−K.idR)
[(
exp(K.idR) · χ[−|τ|/K,|τ|/K])
) ∗ (exp(K.idR) · g)]
= χ
[−|τ|/K,|τ|/K]
∗ g
for every g ∈ L2
C
(R, e2Kξ), and collecting the obtained information we arrive at (16).
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