Abstract Probabilistic and learned approaches to student modeling are attractive because of the uncertainty surrounding the student skills assessment and because of the need to automatize the process. Item to item structures readily lend themselves to probabilistic and fully learned models because they are solely composed of observable nodes, like answers to test questions. Their structure is also well grounded in the cognitive theory of knowledge spaces. We study the effectiveness of two Bayesian frameworks to learn item to item structures and to use the induced structures to predict item outcome from a subset of evidence. One approach, Partial Order Knowledge Structures (POKS), relies on a naive Bayes framework whereas the other is based on the Bayesian network (BN) learning and inference framework. Both approaches are assessed over their predictive ability and their computational efficiency in different experimental simulations. The results from simulations over three data sets show that they both can effectively perform accurate predictions, but POKS generally displays higher predictive power than the BN. Moreover, the simplicity of POKS translates to a time efficiency between one to three orders of magnitude greater than the BN runs. We further explore the use of the item to item approach for handling concepts mastery assessment. The approach investigated consist in augmenting an initial set of observations, based on inferences with the item to item structure, and feed the augmented set to a BN containing a number of concepts. The results show that augmented set can effectively improve predictive power of a BN for item outcome, but that improvement does not transfer to the concept assessment
Introduction
Student models are at the core of intelligent and adaptive learning environments. We expect from these models that they provide an accurate and often fine grained assessment of the user's concepts mastered and, sometimes, even misconceptions. Graphical probabilistic models such as Bayesian Networks (BN) are often used because they have many of the qualities we look for in student models. Each node in a graphical model structure can represent a specific concept, skill, or misconception, thereby allowing detailed knowledge assessment. Each node can gather evidence from complex relationships between other nodes to yield a probabilistic assessment of mastery. They can be learned from data or engineered by domain experts when data is not available.
However, graphical student models are seldom completely learned from data because they contain numerous concepts that cannot be observed directly. Learning models with a significant number of hidden nodes is challenging. Most of the research work reported in the student modeling literature make use of human expertise at some point in the modeling process to link concept between themselves and to observable items.
That reliance on human expertise to model domain knowledge and perform knowledge assessment can be a major drawback in many contexts. It requires domain experts, and sometimes probabilistic modeling experts too, each of which can be a bottleneck. The reliance on the joint contribution of domain and cognitive/ probabilistic modeling experts is doomed to be a major hindrance in a practical context.
In light of these practical constraints, the need for designing student models that can be learned from data is very high in our view. Some techniques such as Item Response Theory (IRT) and Multidimentional IRT (Wang and Chen 2004) do offer means to automate at least some part of the effort and relieve its dependency on modeling expertise, but they cannot handle many concepts, nor links between concepts themselves. They lack the highly flexible modeling offered by graphical models, such as a BN. Many applications that require detailed student models tend to rely on BN because of this flexibility (see for eg. VanLehn et al. 2005 ).
We will review the issues that need to be taken into account for building student models that can achieve flexible, fine grained assessment, while relying as much as possible on an automated learning approach.
Later, we discuss the different avenues for building student models from data and, in particular, the approaches that rely on item to item probabilistic structures. Let us first introduce the issues that surround the choice of a student modeling approaches.
Tradeoffs between student models
As the success of intelligent learning environments grow, and as some of them become used in real-life settings (see for eg., Mitrovic et al. 2001 , VanLehn et al. 2005 , researchers in the field have come to focus attention on the need to build rapid, cost-effective means of developing these environments , Kodaganallur et al. 2005 , Aleven et al. 2006 . This is currently a major issue. Aleven et al. (2006) report that authoring time for 1 h of instruction of an intelligent tutoring ranges from 200 to 300 h. We thus need to reduce this cost and better understand the tradeoffs we face when choosing one paradigm over another.
The need for more effective means of building these environments explains, in part, the accrued interest for machine learning and data mining techniques to support their development. Learned student models are part of this trend. We review some of the issues and qualities between learned and knowledge engineered approaches and between different learned models themselves.
(1) Flexibility and expressiveness: As emphasized above, AI-based learning environments often rely on fine-grained assessment of abilities and misconceptions. Graphical probabilistic models are highly suitable for fine-grained cognitive diagnostic. This quality may explain why they enjoy a higher visibility in the student modeling field than does the classic psychometric approach, namely IRT, which is tailored to classifying an examinee as master or non-master (sometimes undecided too) and over a few dimensions. Beyond graphical models, other approaches based on using constraints to learn domain rules have also been investigated with encouraging results , Suraweera et al. 2005 . They can yield detailed diagnostics while relying on rules induced from data. Although we focus our discussion on graph models in the current paper, the reader should note that the issues raised here could apply to such models as well. (2) Cost of model definition: Models such as those found in BNs (see, for example Conati et al. 2002 , Vomlel 2004 can require considerable expert modeling effort. This modeling effort can be well worthwhile in academic domains such as mathematics or physics, but it can prove overly costly for many other applications. On the contrary, data driven approaches can completely waive the knowledge engineering effort when data is available in sufficient quantity for the learning approach chosen. (3) Scalability: The number of concepts/skills and test items that can be modeled in a single system is another factor that weights into evaluating the appropriateness of an approach. Taking IRT as an example again, it allows good scalability to very large tests (hundreds of items). However, IRT does not attempt to link the hidden, latent skills among themselves like many graph models do. Techniques to manage the complexity are thus required. The hierarchical structure of concepts of many graph models is an efficient means toward this goal, but it has to be defined by an expert and cannot be learned from data, at least currently. (4) Cost of updating: The business of skills assessment is often confronted with frequent updating to avoid over exposure of the same test items. Moreover, in domains where the skills evolve rapidly, such as in technical training, new items and concepts must be introduced regularly. Approaches that reduce the cost of updating the models are at significant advantage here. This issue is closely tied to the knowledge engineering effort required and the ability of the model to be constructed and parametrized with a small data sample. (5) Accuracy and reliability of prediction: Student modeling applications such as Computer Adaptive Testing (CAT) are critically dependent on the ability of the model to provide an accurate assessment with the least number of questions. Models that can yield confidence intervals, or the degree of uncertainty of their inferences/assessment, are thus very important in this field as well as in many context in which measures of accuracy is relevant. The requirement over accuracy and confidence measures is well argued by Horvitz (1999) for the case of intelligent user agents and it also applies for learning agents: there often is a high-cost associated with a wrong system intervention/decision based on an incorrect diagnostic. The user looses trust in the system's recommendations, or whatever "intelligent feature" it displays, and can get annoyed to the point of loosing interest. We therefore need to assess the value of a system's decision in light of the confidence we have in the diagnostic, and refrain from taking action unless we have a sufficient level confidence. (6) Reliability and sensitivity to external factors: A factor that is often difficult to assess and overlooked is the reliability of a model to environmental factors such as the skills of the knowledge engineer, the robustness to noise in the model, and to noise in the data used to calibrate a model. Handcrafted models, in particular, are subject to idiosyncrasies and human biases. They cannot readily offer means to predict their reliability. Whereas extensive research in IRT has been conducted to investigate reliability and robustness under different conditions, little has been done in intelligent learning environments yet.
While knowledge engineering approaches can suffer from the expert's biases, learned approaches can also suffer from over-fitting to a particular sample's idiosyncratic characteristics, such as the specific teaching from a given teacher, a given school, or for a given year. Sampling issues must remain a concern for all learned approaches. (7) Mathematical and theoretical foundations: The advantages of formal and mathematical models need not be defended. Models that rely on sound and rigorous mathematical foundations are generally considered better candidates over ad hoc models because they provide better support to assess accuracy and reliability, and they can often be automated using standard numerical modeling techniques and software packages. The same argument can be made for the cognitive foundations of a student model. For example, a sound theoretical foundation in psychometric measurement has been developed behind IRT. Similarly, the theory of knowledge spaces (Doignon and Falmagne 1999 ) also offers a strong formal basis for student model upon which a few models are based, including the POKS framework we will discuss later (Sect. 3). (8) Approximations, assumptions, and hypothesis: In the complex field of cognitive and skill modeling, all models must make a number of simplifying assumptions, hypothesis, or approximations in order to be applicable. This issue is closely linked to reliability and sensitivity. Some approach may work well in one context and poorly in another because of violated assumptions.
(9) Re-usability: The re-usability of a student model can represent a critical quality to strive for. Reusable student models share the same qualities as reusable code: the initial cost is amortized over the number of times it is reused, and testing and validation needs to be done only once. The work of Zapata-Rivera and Greer (2004) is an example of an architecture that lends itself towards this goal of reusing student models and where the underlying student models are Bayesian. Generic user models also share the same goal (Kobsa 2001 , Kay et al. 2002 . Moreover, the re-usability factor can outweigh the disadvantages of a knowledge engineered model if it can be reused to a sufficient extent. However, it appears we are still a few years away before any standard can emerge and that could enable generic and reusable student models. Nevertheless, we do study a means of combining a learned model with an existing BN model in Sect. 8 with a perspective that could lead to re-usability.
The above mentioned factors will determine the practical value of a student modeling approach. Ideally, we would like to reuse as much as possible existing student models, and rely over a fully automated model learning approach that requires little data to build and calibrate. Yet, we also want a model that yields detailed and accurate knowledge assessment. Such an approach would limit the effort of model building to that of data gathering. It would also facilitate model update. For example, adding new test items and new concepts would only require re-running the learning algorithm, which could in principle be done in real time as new data is gathered. Finally, given an algorithmic approach to model building, reliability and accuracy is less dependent on environmental factors, such as human subjectivity and expertise, and it can be assessed either through parametric methods or through non parametric methods such as the bootstrap approach. Currently, and along with the constraint based approaches mentioned earlier , Suraweera et al. 2005 , the prevalent student modeling frameworks that can yield fine grained assessments are the graphical models and, in particular, the BN framework (see, for example Conati et al. 2002 , Vomlel 2004 ). Graphical models score high on the flexibility factor and it has a strong mathematical foundation with plenty of tools and libraries available. Nodes of a graphical model can represent detailed cognitive diagnostics such as misconceptions. They can be linked together in a flexible manner that can express complex non-linear relations.
On the other hand, graphical models can suffer important shortcomings with regards to the other dimensions. The need for a knowledge engineering effort to build graphical models can significantly impact the cost of model definition, which in turn will influence the scalability and cost of updating. In the context of technical training, where skills evolve rapidly, this factor weighs a lot because the learning content and the assessment tests require frequent updates. Moreover, having a human intervention in the process of model building and calibration makes it more difficult to predict how the model will perform, as it becomes dependent on the modeler's skills. Knowledge engineered intensive models can only be considered in the context where re-usability or a sufficient amortizing period can justify the initial investment.
However, learned models can relieve the shortcomings of knowledge engineered models. In general, it is far easier to gather and use data to build and calibrate a model than to rely on an expert in both the domain content and the probabilistic technique involved to go to the process of building such model. Moreover, parametric or non-parametric statistics can be developed to predict the accuracy and reliability of the model. Of course, the amount of data to build a learned model is critical and, for each context of application, there comes a point where the data gathering effort can outweigh the benefits. Learned models that require small data sets are obviously at an advantage in most contexts.
That said, care must be taken to ensure the sampling is representative. Possibly the highest risk of learned models is that of sampling problems which can lead to invalid results that go unnoticed. For example, a specific teacher (or a school) can select and order the teaching material differently from another teacher (or a school from some another region or country). These peculiarities will be tapped by the learned models and incorrectly used for inference in a different context.
Notwithstanding the sampling pitfall of learned models to student modeling, their advantages are compelling and the search for such models should be paramount in our view. However, a universal model that meets all the above requirements is an evasive goal because there are tradeoffs between some of these requirements. For example if a very large training data set is available, we can model complex interrelationships by straightforward conditional probability tables that make no simplifying assumptions. With small data sets, we often have to make different assumptions to counter the lack of data, or revert to subjective estimation of parameters. The validity of the assumptions and the sensitivity of the results to estimation errors will vary on a case by case basis. When making assumptions and approximations, it becomes important to understand how they can affect the results. A good understanding of the circumstances under which a given model is best suited in a given context is most likely a more appropriate goal than that of looking for a universal model. The above dimensions could serve as a basis for investigating this issue.
This paper proposes an approach that addresses many of the issues outlined. It builds upon the fact that observable items have a structure among themselves that can readily be induced from data, and further shows how to use this structure as a first step in a knowledge assessment process.
In the next section, we review two models that build item to item structures and that are learned from small data samples. One model is based on BN structural learning techniques whereas the other is based on the POKS framework that relies on a local independence assumption. Both frameworks offer detailed knowledge assessment by estimating the mastery of individual knowledge items, but they do not incorporate concepts that can include many knowledge items and sub-concepts. We further discuss how concepts can be introduced within an item to item framework by reusing an existing BN for that purpose.
Item to item node structures and the theory of knowledge spaces
Student models are generally organized as a hierarchy of concepts with observable nodes, namely test items, as leaves of this hierarchy. The "non-observable" nodes are concepts, skills, and misconceptions. They are considered hidden nodes in the sense that they cannot be directly observed. The hierarchy can also include relations that break away from a pure hierarchy and link sibling nodes together, or link children nodes to multiple parents. Nevertheless, the general underlying organization remains hierarchical. Even IRT and MIRT can be conceived as hierarchical graph models consisting of one skill node (or more for MIRT) linked to any number of test items as children. ({a, b, c, d}) and with a partial order that constrains possible knowledge states to {∅, {d}, {b, d}, {c, d}, {b, c, d}, {d, b, c, a}} One family of models departs from the hierarchical approach by building links among observable item nodes themselves, bypassing concept links (see for example Kambouri et al. 1994 , Desmarais et al. 1996 , Dowling and Hockemeyer 2001 . They emerge from the work of Falmagne et al. (1990) and Doignon and Falmagne (1999) on the theory of knowledge spaces. Our own work on Partial Order Knowledge Structures (POKS) (Desmarais et al. 1996, Desmarais and Pu 2005) falls under this line of research as well.
Item to item structures are good candidates for learned student models because their nodes are observable, in contrast to concept nodes. However, systems that make use of student models, like intelligent tutoring systems, deal at the concept level, not at the item level. Item to item structures thus need a mean to bridge items to concepts. There exist many means and we will return to them later in Sect. 7. For now, let us focus on the problem of building item to item graph structures and performing an assessment at that level.
Knowledge spaces
Item to item structures are based on a cognitive modeling theory named knowledge spaces (Doignon and Falmagne 1999) . The theory of knowledge spaces asserts that knowledge items, i.e. observable elements that define a knowledge state such as question items, are mastered in a constrained order. A knowledge state is simply a subset of items that are mastered by an individual and the knowledge space determines which other state the person can move to. Viewed differently, the knowledge space defines the structure of prerequisites among knowledge items. For example, we learn to solve Fig. 1 problems in an order that complies with the inverse of the arrow directions. It follows from this structure that if one masters knowledge item (c), it is likely she will also master item (d). Conversely, if she fails item (c), she will likely fail item (a). However, item (c) does not significantly inform us about item (b). This structure defines the following possible knowledge states (subsets of the set {a, b, c, d}): {∅, {d}, {c, d}, {b, d}, {b, c, d}, {a, b, c, d}}. Other knowledge states are deemed impossible (or unlikely in a probabilistic framework).
Formally, it can be shown that if the space of individual knowledge states is closed under union, then that knowledge space-the set of all possible knowledge statescan be represented by an AND/OR graph (Doignon and Falmagne 1999) . In other words, if we combine two individuals' knowledge states, then that combined knowledge state is also plausible (i.e. part of the knowledge space). However, knowledge spaces are not closed under intersection, meaning that if we take the common knowledge items between two individuals' knowledge states, then we can obtain an invalid knowledge state. This phenomenon occurs when a knowledge item has two alternative prerequisites. For example, one individual might learn to add two fractions by first transforming them into a common denominator, whereas someone else might have learned to transform them into decimal form first, and then back into a rational form. If each of them ignores the other individual's method, then the intersection of their knowledge states yields a state with the mastery of the fraction addition problem with none of the other two prerequisite knowledge items being mastered.
For cases where such alternative methods of solving a problem exist, then the alternative prerequisite items will be linked to the problem with an OR relation (eg., A → B ∨ C), indicating that only one of the prerequisite is required (B OR C) is a required prerequisite of A. If all prerequisite were required, they would be linked with an AND relation (see Carmona et al. 2005) for an example of a BN used in modeling a structure of AND/OR relations between prerequisites in the domain of arithmetic.
For our purpose, we make the assumption/approximation that knowledge spaces are closed under union and intersection and ignore the possibility of representing alternate prerequisite knowledge items. We refer to this variant as partial order knowledge structures, or POKS. Such structures can be represented by a Directed Acyclic Graph (DAG) 1 , such as the one in Fig. 1 because we further impose the assumption of closure under intersection (see Desmarais et al. 1996) . This assumption allows a considerable reduction the space of knowledge states. It greatly simplifies the algorithms for inducing a knowledge structure from data and reduces the amount of data cases required.
It can be seen that the theory of knowledge spaces and its POKS derivative make no attempt to structure knowledge in a hierarchy of concepts or any other structure containing latent variables (often called latent traits). The knowledge state of an individual is solely defined in terms of observable evidence of skills such as test question items. Of course, that does not preclude the possibility to re-structure knowledge items into higher level concepts and skills. In fact, this precisely is what a teacher does for developing a quiz or an exam, for example.
Partial order knowledge structures and Bayesian networks
Although POKS networks like the one in Fig. 1 can be conveniently represented graphically by a DAG that resembles to a BN, the semantics of links is different. The BN directed links are often used to represent causal relationships (although they can represent many kind of probabilistic relationship) and the structure explicitly represents conditional independence between variables. A Knowledge space directed link is similar to a logical implication relation, but it represents a prerequisite, or, to use the knowledge spaces terminology, a surmise relation. For example, if we have a surmise relation A B, it implies that the mastery of B will precede the mastery of A, and thus if a student has a success for A, that student is likely to have a success for B. Moreover, its structure represents a partial ordering, namely the order in which items are likely to be learned.
That difference in the semantics of links has a number of implications. For one, the closures under union and intersection of POKS implies that, given a relation A → B, the absolute frequency of people who master a knowledge item A will necessarily be smaller or equal to the frequency of B. This conclusion does not hold for the case of general Bayesian networks. For example, take the following BN that has the same topology as Fig It is clear that smoking history (a) can be a much more frequent state than lung cancer (c) and bronchitis (b). In POKS, the frequency of (a) cannot be higher than that of (b) and (c). It is also obvious that, whereas the occurrence lung cancer could decrease the probability of bronchitis by "discounting" that later cause as a plausible explanation for fatigue, discounting does not play a role in the case of knowledge structures (eg. observing Fig. 1 (c) would not decrease the probability of (b)). In short, many interactions found in general BN do not occur in POKS. We conjecture that this reduction in the space of possibilities that characterizes POKS, namely the closure under union and inter-section, can be used to infer knowledge structures with algorithms that rely upon stronger assumptions and more constrained search spaces than for the more general BN models.
In fact, structural induction techniques tailored to the Knowledge structures and the POKS frameworks have been devised by a number of researchers. For example, Kambouri et al. (1994) introduced a semi-automated algorithm to construct knowledge structures. They developed an application that combines the use of empirical and an interactive question-answer process with domain experts to successfully construct knowledge structures. Their approach allows the construction of knowledge structures closed under union only, which implies it can represent alternative prerequisites. However, the construction process requires human intervention and cannot be considered as automated learning.
In the current study, we focus on the construction of item to item structures solely from automated learning approaches. The next section describes the two approaches we studied to construct item to item structures, namely a generic BN learning and inference scheme, and a constraint-based structural learning approach to induce POKS item to item structures that relies on the local independence assumption.
Learning item to item structures
The topology of item to item structures can be fairly intertwined and complex. Inducing such a structure is a difficult task to perform manually. It entails determining the order of mastery among knowledge items. If the set of knowledge items is large, over a few tens of items for example, our own experience is that this task can be very tedious and error prone.
Thus, finding means of learning the item to item knowledge structures from empirical data is imperative. We study two means of learning item to item structures:
(1) The BN structural learning; (2) a POKS learning algorithm.
Each approach is discussed below. Experiments to compare their respective performance for predicting item responses outcomes is reported later.
Bayesian network structural learning for item to item structures
In spite of the semantic differences between the links of a BN and those of an item to item structure like Fig. 1 , the relations of both structures can be thought of as probabilistic implications between nodes. Both can represent evidence that influences the probabilities of neighboring nodes taking on values of true or false, in accordance to a Bayesian framework. It follows that any BN structural learning algorithm is a reasonable candidate for learning item to item structures.
We conducted a study on learning item to item BN structures with the K2 (Cooper and Herskovits 1992) and PC algorithms (Spirtes et al. 2000) . These algorithms are regularly used in the BN structure learning literature.
K2 The general principle of the K2 algorithm is to maximize the probability of a given topology given observed data. It uses a greedy search algorithm over the space of network topologies (Cooper and Herskovits 1992) . The search is constrained by a given initial node ordering pattern to reduce the search space. For our experiments we use the topological order obtained from running the Maximum Weight Spanning Tree (MWST) algorithm by (Chow and Liu 1968) to derive a network topology, and by extracting a topological order from this structure. François and Leray (2003) has shown that the initial DAG obtained by the MWST is an effective replacement to a random ordering. We also used Cooper and Herskovits (1992) original Bayesian metric to score the structures. PC In contrast to searching the space of network topologies using a global Bayesian metric to score the topologies, the PC algorithm (Spirtes et al. 2000) falls into the constraint-based structural learning approach. It uses local conditional independence tests between a set of nodes to determine the network topology. Heuristic search consists in adding and deleting links according to the results of the independence tests and the search strategy. According to Murphy (2001) , the PC algorithm is in fact a faster but otherwise equivalent version of the IC algorithm from Pearl and Verma (1991) .
The results of applying these techniques over three data sets is reported in Sect. 6.4.
POKS structural learning
The second approach for inducing the relations among items is based on Desmarais et al. (1996) . We refer to it as the POKS induction algorithm. This approach to learning can be considered a constraint-based structural learning approach since it uses conditional independence tests to determine the structure. The POKS induction algorithm relies on a pairwise analysis of item to item relationships. The analysis attempts to identify the order in which we master knowledge items in accordance to the theory of knowledge spaces (Doignon and Falmagne 1999) but under the stronger assumption that the skill acquisition order can be modeled by a directed acyclic graph, or DAG.
The tests to establish a relation A → B consists in three conditions for which a statistical test is applied:
Conditions (1) and (2), respectively, correspond to the ability to predict that A is true given that B is observed true (mastered), and the ability that B is false (non-mastered) given that A is false. The third condition verifies that the conditional probabilities are different from the non-conditional probabilities (i.e. there is an interaction between the probability distributions of A and B). The first two conditions are verified by a Binomial test with parameters:
p c the minimal conditional probability of inequalities (1) and (2), α i the alpha error tolerance level.
The conditional independence test is verified by the Fisher exact test and the χ 2 test can also be used (see Desmarais et al. 1996; Desmarais and Pu 2005) for further details about the parameters. For this study, p c is set at 0.5. Condition (3) is the independence test verified through a χ 2 statistic with an alpha error α i < 0.2. The high values of alpha errors maximize the number of relations we retain.
Inferences
Once we obtain an item to item structure, an assessment of the probability of success over all items can be computed from partial evidence. In other words, we wish to evaluate the validity of the two frameworks over their item outcome predictive ability. We do not attempt to assess the validity of the actual item to item structures themselves because we have no mean to determine their respective true structure. In fact, that issue belongs to the field of cognitive science and was already thoroughly investigated by Doignon and Falmagne (1999) and a number of other researchers. Our interest lies in the predictive power of the models which is measured by their ability to perform accurate assessment.
Inference in BN
For the BN structure, there exist a number of standard and well documented algorithms (see, for eg., Neapolitan 2004) . We use the junction-tree algorithm (Jensen 1996) which preforms an exact computation of posterior probabilities within a tree whose vertices's and derived from a triangulated graph, which is itself derived from the DAG in the BN.
Inference in POKS
For the POKS framework, computation of the nodes' probabilities are essentially based on standard Bayesian posteriors under the local independence assumption. We use a slightly different version than the one proposed in Desmarais and Pu (2005) and it is described below. Given a relation E → H, where E stands for an evidence node (parent) and H stands for a hypothesis node (child), the posterior probability of H is computed by using the odds likelihood version of Bayes' Theorem:
where
O(H) is the prior odds ratio and O(H|E) represents the odds of H given evidence of E, and assumes the usual odds definition O(H|E) = P(H|E)/1 − P(H|E).
In order to make inference from combined evidence sources, the knowledge structure inference process makes the local independence assumption. Given that assumption, the computation of a joint probability of evidence nodes, E 1 , E 2 , . . . , E i , and the hypothesis node, H, is a straightforward product of likelihoods. For example, assuming that we have n number of relations of the form E i → H, then it follows from this assumption that:
From Eq. (6), it follows that the probability update of H given E 1 , . . . , E n can be written in following posterior odds form:
In case the evidence is negative for observation i, then the ratio P(
The local independence is a strong assumption that is a characteristic of the naive Bayes framework. It greatly simplifies the amount of data required to calibrate conditional probabilities. Although this assumption is very likely violated to a certain degree in many cases, it was shown to be robust in many situations (see Domingos and Pazzani 1997 , Friedman et al. 1997 , Rish 2001 .
From DAG to single layered networks
In the current study, we do not use transitive/recursive propagation to perform inference based on partial evidence as was done for previous studies with POKS (Desmarais et al. 1996, Desmarais and Pu 2005) . For example, if we have A → B and B → C, no probability update is performed over C upon the observation of A, unless a link A → C is explicitly derived from the data. However, we rely on the fact that if we have strong surmise relations A → B → C, then we would also expect to find A → C. This follows from the fact that in a knowledge space closed under union and intersections, surmise relations are equivalent to logical implications. This principle is shown in Fig. 2 . A simple POKS topology can be transformed into three single layered networks. The dotted line in the partial order would normally be derived from data if the network contains strong surmise relations. The departure from the original POKS framework (Desmarais et al. 1996) makes the model simpler. It avoids the definition of a scheme to propagate partial evidence: propagating evidence from A to C in a structure like A → B → C, for example. Given that we expect partial evidence inferences to result in direct, transitive relations, the results are expected to be very similar. This was confirmed in our own experimental results that show that the performance is very close between the two alternatives shown by Fig. 2 .
Symmetric relations
If the sample data conformed perfectly with the assumption of closure under union and intersection and there were no knowledge items that are strictly equivalent, the result of the POKS network induction algorithm would yield a DAG. If two knowledge items are actually equivalent in terms of prerequisites and difficulty, then the network would contain symmetric relations between equivalent knowledge items. Nodes linked with symmetric relations could then be collapsed into a single node, transforming the graph into a DAG and considering the two merged items as two equivalent instances of a single knowledge item.
However, the reality is not so simple. Using real item response data, we find that many nodes have symmetric relation derived according to the induction algorithm of Sect. 4.2, but the items do differ in terms of prerequisites and difficulty level. The more tolerant the induction process is (i.e. the lower the values of p c and the higher α i is in inequalities (1), (2), and (3)), the more symmetric relations with non equivalent nodes will occur. The consequence of having symmetric relations is that the actual structure derived by the POKS induction algorithm is not a strict DAG. In the current experiment, cycles introduced by symmetric relations have no impact on the inference algorithm because we do not propagate over partial evidence (transitive relations). However, when using an algorithm that recursively propagates evidence through transitively connected nodes, such as in Desmarais and Pu (2005) and Desmarais et al. (1996) , care must be taken over these cycles. A simple and standard rule is to stop propagation when a node has already been updated with a given evidence source.
Note that cycles such as A → B, B → C, and C → A could not occur other than by following a symmetric relation. See Appendix A for a formal proof.
Predictive comparison of the BN and POKS structural learning approaches
The BN and POKS structural learning approaches of item to item structures are compared over their ability to predict item response outcome. We use data from real tests to conduct simulations and measure the performance of each approach for predicting the outcome over the full set of item answers from a subset of observed answers. This validation technique is identical to the ones used by Vomlel (2004) and Desmarais and Pu (2005) .
Simulation methodology
The experiment consists in simulating the question answering process with the real subjects. An item is chosen and the outcome of the answer, success or failure, is fed to the inference algorithm. An updated probability of success is computed given this new evidence. All items for which the probability is above 0.5 are considered mastered and all others are considered non-mastered. We then compare the results with the real answers to obtain a measure of how accurate the predictions are. The process is repeated, starting from zero item administered, until all items are "observed". Observed items are bound to their true value, such that after all items are administered, the score always converges to 1.
The simulations replicate a context of CAT where the system chooses the question items in order to optimize skills assessment. This context is typical of study guide applications, where a quiz is administered prior to providing pedagogical assistance (Dösinger 2002 , Falmagne et al. 2006 ). However, the choice of question may not entirely be driven by the need to optimize skills assessment, but also by an adaptive pedagogical strategy such as in Heller et al. (2006) , for example.
For this experiment, the choice of the question to ask is determined by an entropy reduction optimization algorithm. The same algorithm is used for both the BN and POKS frameworks (for details on this algorithm, see Vomlel 2004; Desmarais and Pu 2005) . Essentially, the choice of the next question to administer corresponds to the one that reduces the entropy of a set of network nodes. The algorithm will choose the item that is expected to reduce entropy the most. Items with very high-or low-probability of success are generally excluded because their expected entropy reduction value will below.
Data sets
The data sets are taken from three tests administered to human subjects:
1. Arithmetic test. Vomlel (2004) gathered data from 149 pupils who completed a 20 question items test of basic fraction arithmetic. This data has the advantage of also containing independent concept assessment which we will return to when assessing the approaches' ability to predict concepts. 2. UNIX shell command test. The second data set is composed of 47 test results over a 33 question items test on knowledge of different Unix shell commands. The questions range from simple and essential commands (eg. cd, ls), to more complex For each data set, a portion of the data is used for training and the remaining ones for testing. Table 1 provides the size of the training and testing sets along with the average success rate of each test. For each corpus data set, six training and test sets were randomly sampled and a simulation run is performed with each of these six sample pairs. All performance reports represent the average over all six sample runs.
Simulation parameters
The BN and the POKS structural learning approaches require that a number of parameters be set.
The K2 and PC algorithms are tested for the BN structure learning. The BN parameters for both algorithms were initialized with Dirichlet uniform priors, which correspond to Beta priors in the case of binomial variables.
The PC algorithm must be given a value for the interaction test significance level. We used a value of 0.2, which is the same as for POKS α i parameter in inequalities (1) and (2) (see below).
As mentioned, the K2 algorithm is fed with a node ordering obtained from running the Maximum Weight Spanning Tree (MWST) algorithm by (Chow and Liu 1968) and by extracting a topological order from this structure. François and Leray (2003) has shown that the initial DAG obtained by the MWST is an effective replacement to a random ordering. We also used Cooper and Herskovits (1992) original Bayesian metric to score the structures.
We used Ken Murphy's BNT Matlab package for learning the BN structures of all the experiments conducted (http://www.cs.ubc.ca/∼murphyk/Software/ BNT/bnt.html). Note that it was not possible to test the PC algorithm for the Unix and French tests because of resource limitations for Matlab©.
The POKS structural learning algorithm also involves parameters that need to be set: the minimal conditional probability level, p c , and the alpha error tolerance level, α i (see Sect. 4.2). The two parameters' values are: p c = 0.5 and α i = 0.2. These values were also used in Desmarais et al. (1996) and they are generally appropriate when the number of nodes is below 50.
Learned Structures
Over all six randomly sampled sets, the POKS structural learning algorithm created structures that, for the arithmetic data set, contains between 181 and 218 relations, of which 117-126 are, respectively, symmetric, for an average between 9.1 and 10.9 links per node. For the Unix data set, the number of relations varies between 582 and 691, with the number of symmetric relations that varies between 348 and 297. The average relations per node varies between 17.6 and 20.9. The structure of the Unix data set is thus much more populated with an average link per node about twice that of the arithmetic test. These structures are too dense to be shown graphically here.
For the BN structural learning results, Fig. 3 displays the first two structures learned with the K2 algorithm. It can be seen that the topology differs significantly between the two networks shown in this figure. In general, about only half of the relations are common between BN from two samples. However, and as mentioned, we do not French language: single subject simulation na 58 0.14 structure learning na 9.9 0.81 focus on the actual topologies in this study but solely on the ability of the induced structures to perform accurate inferences.
Computational resources
Processing time for learning differs substantially between the different structural learning algorithms and for performing probability updates over the three data sets. Table 2 reports the different times for computing structure learning and for running a single subject simulation. A single simulation run consists in q × q/2 probability updates, where q is the number of items for the data set. For structure learning, the PC algorithm is the slowest with a time of about three hundred times greater than the K2 algorithm. The K2 algorithm is about 10 times slower than POKS for all data sets. For probability updates, POKS is also the fastest by a factor of around 400-1000 times compared to the K2 algorithm. The PC is slower than K2 by a factor of around 6.
The simplicity of the POKS algorithm is thus reflected for both structure learning and probability updates. The difference can reach three orders of magnitude for probability updates which can have significant practical implications in an operational context.
Prediction score
The performance measure for item prediction corresponds to the number of correctly classified item mastery. If the probability of an item is above 0.5, then it is considered mastered. If the student's real answer matches the estimate, then we consider that the prediction is accurate. It is inaccurate otherwise. Once an item is observed, then it is by definition accurately assessed and thus the performance after all items are observed converges to 1.
The performance is averaged over all test subjects and all six random samples. The formula for computing the accuracy of the prediction after each observed item is:
where r is the total number items in the test, m the number of test subject cases (17 for the Unix test and 49 for the arithmetic test), and n the number of random sample runs of the simulation (6). M ijk represents the item outcome prediction to item i by subject k for the simulation run j. It is 1 if the prediction is correct or if it is an observed item, and 0 otherwise.
Results
Figures 4 and 5 reports the simulations results. Each curve represents the accuracy score along with a 90% confidence interval computed over the six simulation runs. It shows that, for all three data sets, the POKS algorithm yields more accurate predictions of item outcome than the BN algorithms. Although the difference is only a few percentage points, it is relatively substantial. For example, after ten items, the difference between the BN and POKS for the Unix data set is about 92.5% compared to 89.4% for the K2 algorithm. Although this represents a 3% difference in absolute values, it should be regarded relative to error reduction. In terms of the remaining error, it represents a 30% relative reduction such that the system would reduce the number of wrong decisions from 10 in 100, to 7. Viewed from a different perspective, it means that the accuracy reached by POKS after 10 of the 33 item Unix test is only reached after about 14 items for the BN K2 algorithm. In a context where, for example, we need strong confidence that a specific item is mastered and avoid making wrong decisions from an incorrectly assessed item, the difference in reliability can result in substantially fewer items administered. 2 Looking at the confidence intervals, we note that they are around twice as large for the K2 algorithm than for POKS. This can also have a practical impact when determining the certainty of a decision and whether we need more evidence or not.
We also note that the PC algorithm performs better than the K2 algorithm in the Arithmetic test, partly due to more accurate priors, although the difference quickly vanishes after two items observed and becomes is insignificant. Table 3 reports the statistical significance for the different comparisons between the algorithms and the data sets. A paired Student-t test is performed after each observed item on the x-axis. Each data point in the test conditions represents the accuracy averaged over subjects for a given simulation run. There are six runs, such that the number of degrees of freedom for the Student-t test is 6 − 1 = 5. All comparisons with the POKS algorithms show a significant advantage at the p < 0.05 level (or lower), except around some of the extremes. The difference between the K2 and the PC algorithms are not significant except at the beginning where the priors favor the PC algorithm.
Discussion
The better performance of the POKS approach over a BN approach may appear surprising, since both schemes rely on the Bayesian framework and the POKS approach makes stronger assumptions than the BN approach. However, this is not an exception. The POKS can be considered as part of the naive Bayes family of models, because it makes the independence assumption among features (the observed nodes in our context). In spite of this simplifying assumption, naive Bayes models were shown very effective in a large array of contexts (Domingos and Pazzani 1997, Rish 2001) . The context of POKS may also be the case. We return to this issue in the overall discussion.
Combining concept nodes and item to item structures
We argued earlier that systems that can make use of student models, be it adaptive hypertext, intelligent tutoring system, or study guides, need to work at the level of concepts, not at the item level. We now turn to the issue of using item to item structures for assessing concept mastery.
Rule space, weighted means
Simple techniques such as Tatsuoka's Rule Space or a weighted means are valid alternatives to assess concepts. Tatsuoka (1983) introduced the concepts of Rule space and Q-matrix. Each "rule" (concept or skill) that is considered a required condition for the success of each test item is indicated in a matrix of rules by items. A probabilistic version of this framework actually corresponds to the approach of VanLehn et al. (1998) mentioned above.
An alternative to the Q-matrix is to decompose the mastery of a given concept as a weighted mean of items, much in the same manner as every teacher does when points are allotted to different test items in a exam. That approach has the advantage of being readily understood by teachers who frequently go through this process of determining which test items assess which concepts or topics.
These two approaches are the most simple and likely means of using an item to item assessment. It cold be used to augment the initial set of observations by inferring likely mastered and non-mastered items. To the extent that the inferences are accurate, it would necessarily improve the concept assessment as well. We return to this mechanism below.
Previous work with BN
Whereas the above methods are very simple and do not really make use of relationships between concepts to make inferences, the BN approach does and this constitutes an attractive advantage over the simpler approaches.
VanLehn et al. (1998) investigated some variations on Pearl's noisy-And model (Pearl 1988) to link observable items to concepts, and found them effective with simulated student test data. Whereas this technique represents a means to introduce evidence from items into a BN in the absence of the required conditional probability tables, Millán et al. (2000) introduces a means to fill such tables in the absence of sufficient data. They used a combination of expert judgments and IRT's logistic function to parametrize the conditional probabilities between test items and concepts. All these efforts are means to link observed items to a BN structure of concepts. We now turn to an architecture that augments observed items with an item to item approach that can either replace or complement these techniques.
Augmenting the observed evidence set
Assuming a link from observable evidence to concepts, we can use the item to item model to augment the initial set of observed evidence and feed this augmented evidence set to the concept level model. We already hinted on such technique above with Q-matrices and weighted sums, where the gain from the augmented inferences is obvious, but it is also feasible with more sophisticated approaches. For example, an item to item model could feed a BN with an augmented response set that complements the information used by the BN at the concept level. To the extent that the item to item model provides an accurate assessment, we would expect that the assessment at the concept level would also be improved. This approach is investigated in the next section.
Experimental assessment of a hierarchical BN combined with an item to item structure
The previous section describes a few potential techniques to combine a BN with an item to item structure. We now experiment with one such technique, the augmented set of evidence technique outlined in Sect. 7.3. We specifically wish to verify if an item to item structure like POKS can yield information that could improve the accuracy of concept and item assessment over a BN defined without item to item links.
In order to investigate this question, we use the data from Vomlel (2004) which not only contains the 20 test items that served for the experiment reported in Sect. 6, but it also includes 20 concept nodes that were independently assessed by human experts. This independent assessment allows cross-validation measures. Figure 6 shows the BN found in Vomlel (2004) .
This data allows a comparison of predictions at two levels:
1. Item predictive accuracy: evaluate the performance for predicting actual responses to individual items; 2. Concept predictive accuracy: evaluate the performance for assessing concept mastery based on an independent source.
The BN model
Figure 6 BN model of this experiment is a quasi-hierarchical decomposition of basic concepts in fraction arithmetic. Item nodes are represented by leaves of this structure. Vomlel experimented with a number of BN models to determine each model's ability to predict the actual question item success (item predictive accuracy) and concept mastery (concept predictive accuracy). A total of nine BN models were tested, from a naive Bayes model to structures with different number of hidden nodes and structures that were partly constructed by hand. We report the results of the best performing one, which is the one reproduced in Fig. 6 . This structure was in part constructed by an expert and by structural learning with the HUGIN software.
For assessing the mastery of concepts, Vomlel used an independent source: expert judgment on the mastery of each concept based on the specific answer pattern to each 20 question items. That data allows the training of the BN as if concepts, that are usually hidden nodes in a BN, could actually be observed. This situation is atypical, since we generally do not have the luxury of "observing" concept mastery and of training a model with such data, but it conveniently allows us to do an experimental comparison of the performance of different models to predict concept mastery. Vomlel (2004) used the independent concept mastery assessment data to calibrate the conditional probabilities between items and concepts. The concepts themselves become observable nodes for the training phase. Training is performed over all subjects except one: the subject used in the simulation. This simulation method allows the use of N − 1 data cases, while avoiding the bias in using the same data for training and validation.
Concept and item predictive accuracy
We use Fig. 6 BN to make predictions at the item and concept level by replicating the experiment from Vomlel (2004) . The item selection choice is based on the entropy reduction algorithm, akin to the algorithm used for the item to item experiment of Sect. 6, except that entropy reduction is geared to reducing concepts and item entropy simultaneously. The results of our replication of Vomlel's experiment is reported in Fig. 7 .
Both the original and replicated results are relatively similar, as expected since we use the same generic algorithms. Implementation details and the stochastic processes involve can explain the small difference. Figure 6 BN is specified and the conditional probabilities are determined through the EM algorithm, akin to Vomlel (2004) . The EM algorithm is used because the concept assessment data contains approximately 9% of missing values. The junction-tree inference algorithm is used in both our experiment and Vomlel's.
The performance measure is the same as the one explained in Sect. 6.6.
Combination algorithm
We assess the effectiveness of the evidence augmentation scheme outlined in Sect. 7.3 for combining the POKS item to item structure with we use POKS as a filter to augment the actual number of observations fed to the BN. This process is shown in Fig. 8 . Assuming a set of observed responses S, POKS infers a set of additional responses, S . The original set, S, is thereby augmented by the inferences from POKS, S and the set of evidence fed to the BN represents the union of S and S . This process is repeated for every new observation, from 0 to all 20 items. In order to determine that an item is considered inferred by POKS, a threshold is used, δ. Every item for which the probability of mastery of POKS is greater than 1 − δ is considered mastered, whereas items with a probability smaller than δ are considered non-mastered.
Results
The simulation results of the combination algorithm of POKS and the BN are reported in Fig. 9 . A threshold δ = 0.1 is used for this experiment. This value provided the best results, although there were only small differences between about 0.3 and 0.95. We did not explore asymmetric thresholds for success and failures.
The four data lines reported represent three variations over the item selection strategy. The graph also includes the original simulation result without any augmentation:
POKS:
Original simulation results of the POKS item prediction performance. BN+POKS item entropy: Augmented inferences using the item selection algorithm based on POKS item nodes entropy. BN item entropy: BN only inferences using the item selection based solely on the BN's item, excluding concept nodes. The formula for computing entropy thereby only include item nodes. BN global entropy: BN only inferences using the original the item selection algorithm based on global entropy (items and concepts). Tables 4 and 5 , respectively, report the standard deviations and the statistical significance of the differences observed in Fig. 9 . The standard deviation is computed over subjects, not over simulation runs as it was for the item outcome prediction (Figs. 4 and 5) , since the methodology here replicates that of Vomlel (2004) and consists in a single simulation where a new structure is learned for every subject by first removing her data case from the training data. The standard deviations are thus much greater as they represent the dispersion of subject scores. However, because the number of subjects is 149, the degrees of freedom of the Student-t test is 148 and, for similar differences, it results in greater statistical significance than for the five degrees of freedom we had in Table 3 .
The item prediction results reveal that the highest performance is achieved when the BN inferences are augmented by the observations from the POKS item selection strategy. For the purpose of comparison with the original POKS performance, we reproduce the corresponding curve of Fig. 4 and we see that the original performance was slightly lower. These results suggest that item to item structures can provide additional, complementary inference when it comes to predicting item outcome. However, the improvement is only marginally better than the POKS alone condition, suggesting the BN did not add much information, if any, to the item assessment coming out of POKS. The results also show an improvement for the item selection strategy based on BN item entropy, especially after ten items where it becomes very close to the POKS+BN condition. It reveals the importance that the item strategy can have in the item outcome prediction accuracy. Contrary to item prediction, the concept prediction accuracy reveals that all conditions are relatively similar. Surprisingly, the improvement seen for the item outcome prediction does not transfer to the concept prediction as expected.
An explanation for this result is that the BN already captured the information inferred by POKS at the item level. In other words, the item to item structure contains redundant information to the well structured BN. The BN gets no further gain by augmenting the set of initial observations with item to item structural inferences. This would also explain the marginal gain for item assessment compared to the initial POKS assessment.
However, alternative explanations are also plausible. For one, optimizing item selection at the item inference level for the POKS+BN condition can offset the assessment gain at the concept level. This might explain why BN+POKS is sometimes slightly below the BN global entropy. But that explanation may not be the one that weights the most in the results as we see below.
The other possibility is that there is no room for improvement at the concept level. The independent concept assessment may not be reliable enough to allow any approach to reach further than the 90% level, the level reached after all observations are obtained. Given that the span of accuracy for concepts only ranges between 75 and 90%, and that maximum is almost reached after only five question items, that leaves little room to show improvements. We would probably have to conduct the simulation with a larger set of items in order to more reliably assess concept mastery. Currently, many concepts have only two or three items from which to validate their mastery (see Fig. 6 ) which can lead to errors due to noise in the data as well as during the independent assessment made by the experts. We conclude that it is plausible that a BN can capture all the information found in item to item structures. However, the experiment is not conclusive and only points to further investigations. Nevertheless, we stress that for approaches such as a weighted sum over item outcome results, or a Q-matrix, it is obvious that we would expect to see a gain at the concept level assessment since these approaches do not perform any inferences at the concept level like the BN does.
Discussion
Learned item to item student models have the potential to provide accurate, finegrained skill assessment without the drawbacks of requiring significant human effort and expertise. This effort could be limited to the familiar task that every teacher goes through during the elaboration of an exam: linking and weighting items with respect to a list or a hierarchy of concepts.
This study shows that item to item structures can be constructed from data and yield effective predictive item outcome models. Two approaches were investigated, namely the standard BN framework and the POKS framework, the later of which stands closer to the naive Bayes family of models.
Simulations over three data sets show that the POKS framework generally yields better predictive results for item outcome prediction than does the general BN framework. Given the greater simplicity of POKS over a BN framework and the considerably faster algorithms for learning and inference, this can have important practical implications.
The overall prediction accuracy gain of POKS over a BN can be explained by the conclusions of Domingos and Pazzani (1997) : the objective functions of BN construction and parametrization aim to optimize the likelihood of the entire data, rather than the likelihood of the class (the item we wish to determine mastered or non-mastered in our case) given the attributes (the items observed so far). That difference in aims explains why the naive Bayes approach outperforms a BN for a classification task. Given that the process of knowledge assessment presented in our study starts by predicting whether each item is mastered or non-mastered, it can be considered as a classification task.
Other explanations can be traced to the nature of the data (for eg., see Rish 2001 ). We outlined the semantic differences between POKS and those of a BN, and some characteristics that knowledge structures display and that would not occur in more general conditional dependencies. We have no evidence that these characteristics are actually linked to the performance of the naive Bayes framework, but it remains an avenue to explore.
We propose some means to exploit item to item structures with simple schemes such as a Q-matrix (Tatsuoka 1983 ) and weighted sums of items, where the advantage of augmenting the initial set of observed mastered and non-mastered items with inferences at the item structure level is straightforward.
However, we further investigated how to use augmented observations from an item to item structure with an existing BN model, which offer high-modeling flexibility at the concept level and enjoy great recognition in the student modeling community.
The results show that, although we can improve item outcome prediction with the augmented inference scheme, the experiment showed no improvements at the concept assessment level. One explanation is that the information contained at the concept level is redundant with the augmented set of evidence provided at the item level. In other words, all of the augmented (inferred) item observations were actually already derived by the concept relations in the BN and no further information was provided from the item to item structure inferences.
Although this explanation is quite plausible, the results can also be explained by limitation of the data set used. We note that concepts were independently assessed by experts and may be too noisy to reflect possible improvements from the item to item level inferences. Moreover, the concept assessment quickly converges to its 90% maximum level after five items and leave little room for improvement. Further studies will need to be conducted in order to confirm if the structural information at the item to item level is redundant with that found in a BN and under which circumstances.
Nevertheless, the information obtained at the item outcome level would certainly lead to better assessments in frameworks such as Q-matrices and simple weighted sums of item outcome to assess concepts, because they do not perform inferences at the concept level, as a BN would. And given that we rarely have the luxury of learning a BN from independently assessed concepts in a practical setting, the context of using Q-matrices and weighted sums for concept assessment appears much more likely to occur and make the item to item augmented observations approach useful.
A number of issues remain open over the current study, one of which is how general are the findings. We already see different patterns of results between the simulations over the three data sets. It is quite plausible that some domain of knowledge, or some types of tests, may not conform to the underlying assumptions of POKS and knowledge spaces and therefore the framework would not perform as well. Similarly, the BN structural learning algorithms can display wide differences depending on the nature of the data set and the sample size (see, for eg., François and Leray 2003) . As a consequence, the effectiveness of item to item approaches may vary and more investigations are required to address this issue and assess the generality over a greater number of domains and testing conditions.
Returning now to the qualities that we look for in a student modeling framework and that we outlined in the introduction, and notwithstanding the issues we discussed, we conclude that item to item structures offer a great potential. The experiments we conducted showed their effectiveness for performing knowledge assessment with models learned from very small data sets (as few as 30 data cases for the Unix experiment with POKS). Yet, they display all the advantages of learned graph probabilistic models, namely the efficient automation of building fine grained model and the waiving of human intervention, which forgo the human expertise bottleneck and subjectivity bias, and offers the possibility of estimating the reliability of the diagnostic. The POKS framework also has the quality of being grounded in the theory of knowledge spaces and in the mathematically simple naive Bayes framework. Finally, the technique of augmenting an initial set of evidence using an item to item structure is a generic means to complement other models of skill and concept assessment. It fits into the perspective of reusing generic tools for student modeling.
B A C implies that there is at least one symmetric relation in this cycle
This appendix addresses the question of whether POKS can have a cycle other than through symmetric relations, such as the following cyclic structure:
We show that such cycle cannot be found without a symmetric relation.
First, we can readily assume that the interaction test (inequality 3) is positive for all three pairs A-B, B-C, and A-C of this structure.
Next, assume the following contingency The relation C → A implies that P(A|C) = ac 1 /(ac 1 +ac 2 ) ≥ p c . Since frequency(C) > frequency(A), we know that ac 1 + ac 2 > ac 1 + ac 3 . Thus, we obtain P(C|A) = ac 1 / (ac 1 + ac 3 ) > ac 1 /(ac 1 + ac 2 ) ≥ p c . This result implies that the first condition (inequality 1) for the relation A → B is satisfied. A similar demonstration can be done to show that the second condition can also be satisfied (inequality 2 corresponding to P(A|B)). Given that the third condition (the interaction test) can readily be assumed satisfied, we can conclude that there must exist a relation A → C, which contradicts our assumption. Therefore, there must be at least one symmetric relation in the cycle.
