Abstract-We discuss and analyze a list-message-passing decoder with verification for low-density parity-check (LDPC) codes on the q-ary symmetric channel (q-SC). Rather than passing messages consisting of symbol probabilities, we pass lists of possible symbols and mark very likely symbols as verified. The density evolution (DE) equations for this decoder are derived and used to compute decoding thresholds. If the maximum list-size is unbounded, then we find that any capacity-achieving LDPC code for the binary erasure channel can be used to achieve capacity on the q-SC for large q. The decoding thresholds are also computed via DE for the case where each list is truncated to satisfy a maximum list-size constraint. The probability of false verification is considered for this case, and techniques are discussed to mitigate the problem. Optimization of the degree distribution is also used to improve the threshold for a fixed maximum list size. Finally, the proposed algorithm is compared with a variety of other algorithms using both density evolution thresholds and simulation results.
I. INTRODUCTION
Low-density parity-check (LDPC) codes are linear codes that were introduced by Gallager in 1962 [1] and re-discovered by Mackay in 1995 [2] . The standard encoding and decoding algorithms are based on the bit-level operations. However, when applied to the transmission of data packets, it is natural to perform the encoding and decoding algorithm at the packet level rather than the bit level. For example, if we are going to transmit 32 bits as a packet, then we can use error-correcting codes over the, rather large, alphabet with 2 32 elements. Previous work in this area includes iterative decoding methods for the erasure channel and the q-SC. In [3] and [4] , the authors find provably capacity-achieving codes for the binary erasure channel (BEC) under message-passing decoding. Metzner presents a modified majority-logic decoder in [5] that is similar to verification decoding. Davey and Mackay develop and analyze a symbol-level message-passing decoder over small finite fields [6] . In [7] , Luby and Mitzenmacher introduce verification decoding for LDPC codes on the q-SC and analyze a simple decoder. A number of approaches to the q-SC (for large q) based on interleaved Reed-Solomon codes are also possible [8] [9] . In [10] , Shokrollahi and Wang discuss two ways of approaching capacity. The first uses a two-stage approach where the first stage uses a Tornado code and verification decoding. The second is, in fact, equivalent to the decoder we discuss in this paper. 1 When we discovered 1 The description of the second method is very brief and we believe its capacity-achieving nature deserves further attention. this, the authors were kind enough to send us an extended abstract [11] which contains more details. Still, the authors did not consider the theoretical performance with a maximum list-size constraint, the actual performance of the decoder via simulation, or false verification (FV) due to cycles in the decoding graph. In this paper, we describe the algorithm in detail and consider those details.
Inspired by [7] , we develop in this paper list-messagepassing (LMP) decoding with verification for LDPC codes on the q-SC. Instead of passing a single value between bit and check nodes, we pass a list of candidates to improve the decoding threshold. This modification also increases the probability of FV. So, we analyze the causes of FV and discuss techniques to mitigate one type of FV. It is worth noting that LMP decoder we consider is somewhat different than the list extension suggested in [7] . Their approach uses a peeling style decoder based on verification (rather than erasures) [3] .
The paper is organized as follows. Some background on LDPC codes and LMP decoding is introduced in Section II. In Section III, we describe the LMP algorithm for bounded and unbounded list size and use density evolution (DE) [12] to analyze its performance. The problem of FV is also considered in Section III. In Section IV, we use differential evolution to optimize code ensembles. We describe the simulation of these codes and compare the results with the theoretical thresholds. We also compare our results with previously published results in this area [7] and [10] . In Section V, applications of the LMP algorithm are discussed and conclusions are given.
II. BACKGROUND
The ensemble of LDPC codes that we consider was introduced in [13] and is defined by the edge degree distri-
In general, erasure codes based on bipartite graphs can be decoded by a message-passing decoder [3] . For example, if all but one bit in a check is known, then that bit can be computed as the XOR of the known bits. In [3] , the authors also design a class of capacity-achieving codes for the BEC carefully choosing the variable-node and check-node degree distributions.
The LMP decoder works by passing list-messages around the decoding graph. Instead of passing a single code symbol (e.g., Gallager A/B algorithm [1] ) or a probability distribution over all possible code symbols (e.q., [6] ), we pass a list of messages that are more likely to be correct than the other messages. At a variable node, the output list contains all symbols which could satisfy the check constraint for the given input lists. At the check node, the output message will be verified if and only if all the incoming messages are verified. At a node of degree d, the symmetry of the nodeprocessing operation allows it to be decomposed into (d − 1) binary operations (e.g.,
In such a scheme, the computational complexity of each binary operation is proportional to s 2 at the check node and s ln s at the variable node, where s is the list size of the input list. The list size grows rapidly as the number of iterations increases. In order to make the algorithm practical, we have to truncate the list to keep the list size within some maximum value, denoted as S max . In the algortihm analysis, we also find that, after the number of iterations exceeds half of the girth, the probability of FV increases very rapidly. We analyze the reasons of FV and classify the FV's into two types. We find that the codes described in [7] and [10] both suffer the type-II FV. Therefore, we suggest choosing the non-zero entries of the parity-check matrix randomly to avoid FV. Theoretical analysis and simulations both show this scheme works.
III. DESCRIPTION AND ANALYSIS

A. Description of the Decoding Algorithm
The LMP decoder we discuss is designed mainly for the q-SC and is based on local decoding operations applied to lists of possible codeword symbols. Following [7] , we will mark messages as verified when they are very likely to be correct. In particular, we will find that the probability of FV approaches zero as q goes to infinity.
Each message consists of a list of symbols that are likely to be correct. At bit nodes, the output message from each edge is computed by taking the concatenation of the lists of all other input messages. If any entry is verified or any entry occurs twice, then only that entry is kept on the output list and it is marked as verified. If multiple entries appear twice on the list or multiple verified entries disagree, then the channel value is passed instead. We note that the one-step probability of this event, or that an incorrect entry is falsely verified, goes to zero as q goes to infinity. At check nodes, the output message from each edge is computed by making a complete list of all possible outputs given the input messages on the other edges. We say that decoding has succeeded when all messages in the graph are correct and verified.
The decoding algorithm applies the following simple rules to calculate the output message for a check node:
• If all the input messages are verified, then the output becomes verified with the value which makes all the incoming messages sum to zero.
• If any input message is an erasure, then the output message becomes an erasure.
• If there is no erasure on the input lists, then the output list contains all symbols which could satisfy the check constraint for the given input lists.
• If the output list size is larger than S max , then the output message is an erasure.
We apply the following rules when we calculate a message of a variable node:
• If all the input messages are erasures, then output message is the channel received value.
• If any of the input messages is verified (and there is no disagreement), then the output message becomes verified with the same value as the verified input message.
• If there is no verified message on the input lists and no symbol appears more than once, then the output list is the union of all input lists.
• If the output message has list size larger than S max , it becomes the channel received value.
B. DE for Unbounded List Size Decoding Algorithm
To apply DE to the LMP decoder with unbounded list sizes (i.e., S max = ∞), we consider three quantities which evolve with the iteration number i. Let x i be the probability that the correct message symbol is not on the list passed from a bit node to a check node. Let y i be the probability that the message passed from a bit node to a check node is not verified. Let z i be the average list size passed from a bit node to a check node. The same variables are "marked" (x i ,ỹ i ,z i ) to represent the same values for messages passed from the check nodes to the bit nodes (i.e., the half-iteration value). We also assume all the messages are independent, that is, we assume the code length is infinite and there are no cycles in the bipartite graph.
First, we consider the probability, x i , that the correct message symbol is not on the list. For any degree-d check node, the correct message symbol will only be on the edge output list if it is on all of the other d − 1 edge input lists. This implies thatx i = 1−ρ(1−x i ). For any degree-d bit node, the correct message symbol will not be on the edge output list only if it is not on all of the other d − 1 edge input lists. This implies that x i+1 = pλ(x i ). This behavior is very similar to erasure decoding of LDPC codes on the BEC and gives the identical update equation 
The event that the output message is not verified can be broken into the union of two disjoint events: (i) the correct symbol is not on any of the input lists, and (ii) the symbol from the channel is incorrect and the correct symbol is on exactly one of the input lists and not verified. For a degree-d bit node, this implies that
Summing over the d.d. gives the update equation It is important to note that (2) and (3) 
This gives the update equation
For the LMP decoding algorithm, the threshold of an ensemble (λ(x), ρ(x)) is defined to be
Next, we show that some codes can achieve channel capacity using this decoding algorithm. In practice, we cannot implement a list decoder with unbounded list size. Therefore, we also evaluate LMP decoding under a bounded list size assumption. and the correct message is not on the list. For the first two message types, we only need to track the fraction, V i and E i , of message types in the i-th iteration.
C. DE for the Decoding Algorithm with Bounded List Size
For the third and the fourth types of messages, we also need to track the list sizes. Therefore, we track characteristic function of the list size for these messages, given by L i (x) and N i (x). The coefficient of x j represents the probability that the message has list size j. Specifically, L i (x) is defined by
where l i,j is the probability that, in the i-th decoding iteration, the correct message is on the list and the message list has size j. The function N i (x) is defined similarly. This implies that L i (1) is the probability that the list contains the correct message and that it is not verified. For the same reason, N i (1) gives the probability that the message does not contain the correct message and that it is not verified. For compactness, we denote the overall density as
Using these definitions, we find that DE can be computed efficiently by using arithmetic and the multiplication of polynomials. For the convenience of analysis and implementation, we use a sequence of binary operations plus truncation to represent a multiple-input multiple-output operation. We use to denote the check-node operator and ⊗ to denote the variable-node operator. Using this, the DE for the binary variable-node operation P (3) =P (1) ⊗P (2) is given by
For the binary check-node operationP (3) = P (1) P (2) , the DE is given bỹ
Finally, the truncation of lists to size S max is handled by truncation operators which map densities to densities. We use T and T to denote the truncation operation at the check and variable nodes. Specifically, we truncate terms with degree higher than S max in the polynomials L(x) and N (x). At check nodes, the truncated probability mass is moved to E. At variable nodes, lists longer than S max are replaced by the channel value. To analyze this, we separate L(x) into two terms:Ã(x) with degree less than S max and x SmaxB (x) with degree at least S max . Likewise, we separateÑ (x) intoC(x) and x SmaxD (x). The inclusion of the channel symbol and the truncation are combined into a single operation
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The overall DE recursion is easily written in terms of the forward (bit to check) density P i and the backward (check to bit) densityP i . The initial density is
where p is the error probability of the q-SC channel, and the recursion is given bỹ
D. False Verification Analysis
In the simulations, it was observed that the false verification (FV) probability is not always negligible. In particular, the results showed that FV occurs for two reasons.
The first is, as [7] mentions, when the error magnitudes in a single check sum to zero; we call this type-I FV. For single-element lists, it occurs with probability roughly 1/q (i.e., the chance that two uniform random symbols are equal). For multiple lists with multiple entries, we analyze the FV probability under the assumption that no list contains the correct value. In this case, each list is uniform on the q − 1 incorrect values. For m lists of size s 1 , . . . , s m , the type-I FV probability is given by
In general, the Birthday paradox applies and the FV probability is roughly s 2 m 2 /q for large q and equal size lists. The second reason is that messages become more and more correlated as the number of iterations grows, so that an incorrect message may go through different paths and return to the same node. We denote this kind of FV as a type-II FV.
Note that these are two different types of FV's and one does not affect another. We cannot avoid the type-II FV by increasing q and we cannot avoid the type-I FV by constraining the number of decoding iterations within half of the girth or increasing the girth. Fig. 1 shows an example of type-II FV. In Fig. 1 , there is an 8-cycle in the graph and we assume the variable node on the right has an incorrect incoming message "a". Assume that all zero codeword is transmitted, all the incoming messages at each variable node are not verified, the list size is less than S max , and each incoming message at each check node contains the correct message. In this case, the incorrect message will travel along the cycle and cause FV's at all variable nodes along the cycle. If the characteristic of the field is 2, there are total c/2 FV's occurring along the cycle, where c is the length of the cycle. This type of FV can be reduced significantly by choosing each non-zero entry in the parity-check matrix randomly from the non-zero elements of Galois field. In this case, a cycle causes a type-II FV only if the the product of the edge-weights along that cycle is 1.
E. Comparison and Optimization
In this section, we compare the proposed algorithm with maximum list-size S (LMP-S) with other message-passing decoding algorithms for the q-SC. We refer to the first and second algorithm in [7] as LM1 and LM2, respectively. The first and second algorithm in [11] are referred to as SW1 and SW2. These algorithms are summarized in Table I . We note that the LMP-1 algorithm is identical to SW1 and the LMP-∞ algorithm is identical to SW2.
There are two important differences between the LMP algorithm and previous algorithms: (i) erasures and (ii) FV recovery. The LMP algorithm passes erasures because, with a limited list size, it is better to pass an erasure than to keep unlikely symbols on the list. The LMP algorithm also detects FV events if they cause disagreement between verified symbols later in decoding, and can sometimes recover from a FV event. LM1 and LM2 fix the status of a bit node once it is verified and pass the verified value in all following iterations.
The algorithms in [11] and [7] also do not consider the effect of type-II FV. These FV events degrade the performance in practical systems with short block length, and we use random entries in the parity-check matrix to mitigate type-II FV. Once we have the DE analysis of the LMP algorithm, we can improve the threshold by optimizing the degree distribution pair (λ, ρ). Since the DE recursion is not one-dimensional, we use differential evolution to optimize the code ensembles [14] . In Table II , we show the results of optimizing rate- 1 2 ensembles for LMP with a maximum list-size of 1, 8, 32, and ∞. Differential evolution is also used to optimize a rate- 1 2 ensemble for the decoding algorithm LM2. In all cases, the maximum variable-node degree is 15 and the maximum checknode degree is 9. From Table II , one can see that the resulting code ensembles have concentrated check-node degrees. We can also see that there is a gain of between 0.05 and 0.07 over the thresholds of (3,6) regular ensemble with the same decoder.
IV. SIMULATION RESULTS
In this section, we discuss the simulation results for (3,6) regular LDPC codes using various decoding algorithms and q = 2 32 . These results are compared with the theoretical noise thresholds obtained by DE for each algorithm. Table III shows the noise thresholds of (3, 6) regular codes on the q-SC with a bounded list-size decoder.
Monte Carlo simulation of the decoding algorithms is performed for on a single (3,6) regular LDPC code (chosen randomly but avoiding 4-cycles) with length 10000. As discussed in Section III-D, each non-zero entry in the parity-check matrix is chosen uniformly from GF(q) \ 0. This allows us to keep the FV probability negligible. The maximum number of decoding iterations is fixed at 50 and more than 2000 blocks are run for each simulation point. Fig. 2 shows the simulation results for S max = 1, 8, and 32. From the results, we can see that the actual performance matches the thresholds quite well.
V. CONCLUSIONS
In this paper, we discuss list-message-passing (LMP) decoding algorithms for the q-ary symmetric channel (q-SC). It is shown that capacity-achieving ensembles for the BEC achieve capacity on the q-SC when the list-size is unbounded. Decoding thresholds are also calculated by density evolution (DE). The causes of false verification (FV) are analyzed and random entries in the parity-check matrix are used to mitigate avoid type-II FV. Degree profiles are optimized for the LMP decoder and reasonable gains are obtained. Finally, simulations show that, with list-size larger than 8, the proposed LMP algorithm outperforms previously proposed algorithms.
While we focus on the q-SC in this work, there are a number of other applications of LMP decoding that are also quite interesting. For example, the iterative decoding algorithm described in [15] for compressed sensing is actually the natural extension of LM1 to continuous alphabets. For this reason, the LMP decoder can also be used to improve the threshold of compressed sensing. This is, in some sense, more valuable because there are a number of good coding schemes for the q-SC, but few near-optimal schemes for compressed sensing.
