Aims. We aim to study the properties of massive stars at low metallicity, with an emphasis on their evolution, rotation, and surface abundances. We focus on O-type dwarfs in the Small Magellanic Cloud. These stars are expected to have weak winds that do not remove significant amounts of their initial angular momentum. Methods. We analyzed the UV and optical spectra of twenty-three objects using the NLTE stellar atmosphere code CMFGEN and derived photospheric and wind properties. Results. The observed binary fraction of the sample is ≈ 26%, which is consistent with more systematic studies, if one considers that the actual binary fraction is potentially larger owing to low-luminosity companions and that the sample was biased because it excluded obvious spectroscopic binaries. The location of the fastest rotators in the Hertzsprung-Russell (H-R) diagram built with fast-rotating evolutionary models and isochrones indicates that these could be several Myr old. The offset in the position of these fast rotators compared with the other stars confirms the predictions of evolutionary models that fast-rotating stars tend to evolve more vertically in the H-R diagram. Only one star of luminosity class Vz, expected to best characterize extreme youth, is located on the ZAMS, the other two stars are more evolved. We found that the distribution of O and B stars in the (N) -v sin i diagram is the same, which suggests that the mechanisms responsible for the chemical enrichment of slowly rotating massive stars depends only weakly on the star's mass. We furthermore confirm that the group of slowly rotating N-rich stars is not reproduced by the evolutionary tracks. Even for more massive stars and faster rotators, our results call for stronger mixing in the models to explain the range of observed N abundances. All stars have an N/C ratio as a function of stellar luminosity that match the predictions of the stellar evolution models well. More massive stars have a higher N/C ratio than the less massive stars. Faster rotators show on average a higher N/C ratio than slower rotators, again consistent with the expected trend of stronger mixing as rotation increases. When comparing the N/O versus N/C ratios with those of stellar evolution models, the same global qualitative agreement is reached. The only discrepant behavior is observed for the youngest two stars of the sample, which both show very strong signs of mixing, which is unexpected for their evolutionary status.
Introduction
During the past three decades, much effort has been invested in understanding the effect of essential processes such as stellar winds (and the resulting mass loss) and stellar rotation on the evolution of massive stars. Mass-loss rates are a crucial param-Likewise, major progress in stellar rotation theory has been achieved in the past decade. The effects of rotation include an increase of the mass-loss rate, a change in evolutionary tracks in the H-R diagram, a lowering of the effective gravity, an extension of the main-sequence phase, and the mixing of CNO-cycle processed material up to the stellar surface Heger & Langer 2000) . Qualitatively, stellar evolution models that include rotation predict a surface enrichment of helium and nitrogen with an associated carbon and oxygen depletion during the main-sequence evolution. Quantitatively, stellar evolution models with rotation predict that fast-rotating stars undergo more mixing, and hence a greater nitrogen (and helium) surface enrichment should be observed. Because of the sensitivity of evolutionary tracks in the H-R diagram with rotation, the location of massive main-sequence stars in the H-R diagram does not provide a unique determination of age and mass. Rotation thus introduces some degeneracy, but surface abundance patterns could help resolve this degeneracy (Brott et al. 2011a; Köhler et al. 2012) .
Hot-star winds are driven by momentum transfer from the radiation field to the gas via photon absorption in spectral lines of metal elements. A dependence of the mass-loss rates on the stellar metallicity is thus predicted (Ṁ ∝ Z 0.69±0.10 - Vink et al. 2001 ) and observed (Ṁ ∝ Z 0.83±0.16 - Mokiem et al. 2007 ). In addition to mass, the stellar winds take angular momentum away, and therefore the removal of angular momentum during the star's evolution is significantly reduced at lower metallicities, increasing the effects of rotation (Maeder & Meynet 2001) . The interplay between stellar rotation and the stellar wind, which blurs the stars' initial rotational velocity properties within only a few million years in the case of Galactic massive stars, is thus expected to be reduced with decreasing metal content. The initial conditions of rotational velocity remain better preserved during the main-sequence life of O-type stars at low metallicity. Massive stars in the Magellanic Clouds (MCs) are therefore the appropriate targets to study the effects of rotation on the evolution of massive stars.
Several studies have tackled this topic, though from different perspectives. From the analysis of four extreme O-type supergiants, Crowther et al. (2002) found that the CNO abundances differ greatly from those inferred from nebular and stellar studies in the MCs. Nitrogen was strongly enhanced, with carbon (and oxygen) moderately depleted, which is suggestive of mixing of unprocessed and CNO-processed material at their surfaces. These results were supported by Hillier et al. (2003) , who focused on two giant O stars in the Small Magellanic Cloud (SMC) that have very similar effective temperatures and luminosities, but whose wind spectral signatures differ markedly. Nitrogen is substantially enhanced at the surface of one star, while the N/C abundance ratio in the other is below solar which agrees with SMC nebular abundances. A consistent picture of the evolution of these two stars may be obtained if they both had a similar initial mass, M ≈ 40 M , one star being a slow rotator and the other a fast rotator. Bouret et al. (2003) analyzed six O dwarfs in the SMC giant H II region NGC 346 and found that a majority of main-sequence O stars show enhanced nitrogen at their surface, indicating either fast stellar rotation and/or very efficient mixing processes.
The Hillier et al. (2003) and Bouret et al. (2003) results were extended to the complete sample of 18 O stars in the SMC (HST GO Program 7437, PI: D. Lennon) in Heap et al. (2006) . The program SMC O-type stars were chosen for their narrow-lined spectra to avoid problems with line blending in the analysis. Heap et al. (2006) found that the surface composition of a high percentage of the stars (about 80% of the sample) show surface nitrogen enrichment during their lifetime on the main sequence. Furthermore, there is no enrichment in helium and no depletion in carbon or oxygen, although the latter is poorly constrained, because we lack reliable abundance diagnostics. N/C enrichment factors of 10 -40 were found, which is significantly higher than the theoretical predictions of factors of 5 -10 (Maeder & Meynet 2001) . In the few cases where nitrogen surface abundance has not yet been affected by mixing, Heap et al. (2006) also obtained CNO abundances consistent with SMC nebular abundances. Most stars in their sample show the so-called mass discrepancy between spectroscopic and evolutionary mass estimates. Along with nitrogen enrichment, Heap et al. (2006) interpreted this discrepancy as a result of rapid rotation that lowers the measured effective gravities. Therefore, most stars in their sample should be fast rotators with v rot ≥ 200 km s −1 , the low measured v sin i thus implying that most stars are viewed almost pole-on (note again that their sample was biased toward stars with sharp spectral lines, hence low v sin i).
More recently, Hunter et al. (2007 Hunter et al. ( , 2008 Hunter et al. ( , 2009 ) investigated the link between surface abundance patterns and rotation on a larger, unbiased (against rotation) sample of Galactic and MC B-type stars observed for the VLT-FLAMES survey (Evans et al. 2005 . They concluded that up to 40% of their sample had nitrogen abundances that could not be explained by the theory of rotational mixing as implemented in stellar evolution models. In particular, they found populations of non-enriched fast rotators, highly enriched slow rotators, and B-supergiants that are highly enriched compared with normal core-hydrogen-burning objects.
The results above have been used to calibrate the amount of convective overshooting and the efficiency of rotationally induced mixing in stellar evolution models (Brott et al. 2011a ). More observational constraints were obtained using single-star population-synthesis and an extended grid of evolution models, to simulate population of stars with masses, ages, and rotational velocity distributions consistent with those from the VLT-FLAMES sample (Brott et al. 2011b) . Although the observed fraction of stars without significant nitrogen enrichment could be reproduced, the simulations also predicted too many rapid rotators with enhanced nitrogen. Other problems included the failure to account for populations of slowly rotating, nitrogen-enriched objects on one hand, and of rapidly rotating non-enriched objects on the other hand. Brott et al. (2011b) concluded that in addition to rotational mixing, other mechanisms should be accounted for, including the effects of binarity and magnetic fields on stellar evolution.
It is therefore fair to state that the relative influence and interplay of mass loss, metallicity, age, rotation, and binarity on the global evolution of massive stars are not yet fully understood (Maeder et al. 2009 ). To answer these questions, we must accurately place stars on the theoretical H-R diagram and examine their other properties, such as rotation rates, masses, mass-loss rates, and surface CNO abundances. Many of these quantities can be accurately determined from spectral diagnostics in the UV range. This spectral range contains all major UV resonance wind lines and numerous other metal lines, providing the essential diagnostics of the photospheric and wind properties of the stars (see e.g. Hillier et al. 2003; Bouret et al. 2003) .
We present in this paper the first results of an extensive analysis of the UV spectra of 23 O-type dwarf stars in the SMC, with a special emphasis on the evolution and chemical properties. In Sect. 2, we introduce the HST observing program, and the additional optical data used in this work. Sect. 3 presents the modeling tool and strategy, while general results are presented in Sect. 4. We discuss the properties of the sample stars in Sect. 5 and summarize in Sect. 6. Atomic data used in the modeling are disccused in Appendix A. Properties of individual stars are presented in Appendix B.
Target selection and observations

General presentation of the FUV program
We aimed at mapping all spectral types and luminosity classes in the O-type range. For this aim, we secured high-resolution farultraviolet (FUV) spectra of 22 O-type stars in the SMC with the Cosmic Origin Spectrograph (COS) onboard the Hubble Space Telescope (HST Program GO 11625). Combined with a second set of FUV spectra obtained earlier with HST/STIS (Program GO 7437, PI: D. Lennon), the whole sample contains 39 O stars. The sample was selected mainly from the UBVR CCD photometric survey of the Magellanic Clouds by Massey (2002) . This survey is photometrically complete to V ≈ 15.7, although some stars could have been missed in crowded regions. Table 6 in Massey (2002) provides cross-identifications with previous prism-objective surveys. We also added four O dwarfs that are members of the NGC 346 cluster and are included in the ESO/VLT-FLAMES survey by Evans et al. (2006) .
In a few instances, we included two or three stars of the same spectral type and luminosity class to directly compare stars that were presumably similar, but had different apparent rotational velocities (as indicated by spectral qualifiers, for instance "n"). In addition to investigating the effects of rotation, this approach provides a direct way to distinguish between general trends and individual anomalies. Rotation velocity, however, was not a selection criterion per se because of the lack of prior informationbut for the spectral qualifier "n'" -for many selected stars. While the distribution of v sin i for OB stars in the SMC peaks around 150-180 km s −1 (Mokiem et al. 2006) , only one star has v sin i ≥ 120 km s −1 (AzV 80) in the STIS sample (Heap et al. 2006 ). This sample therefore shows a preponderance of stars with narrowlined spectra, which may suggest a bias toward slower rotators (Heap et al. argued, however , that the sample was biased toward stars seen mostly pole-on). Our selection of the COS sample aimed at offsetting this potential bias. We stress that the profiles of UV wind lines retain the information on wind properties even for fast-rotating stars with broadened line profiles, because of the high terminal velocities of O-star winds.
Finally, color excesses and bolometric corrections were derived from the Massey photometry and from theoretical colors (Lanz & Hubeny 2003) . From this list, we selected stars with the lowest extinction to maximize the expected FUV flux, and in turn the expected signal-to-noise ratio (S/N) in a given UV exposure. For each selected target, we checked also that there was no other bright nearby star that might be in the COS aperture.
In this paper, we focus on 23 stars that are classified as dwarfs, because they are presumably closer to the ZAMS and less evolved than the giants and supergiants. One possible exception is MPG 355, classified as ON2III (f*) by Walborn et al. (2004) but also as O2V by Massey et al. (2009) . Taken at face value, this indicates that a non-ambiguous identification of luminosity classes from spectral morphology becomes difficult for early-O-type stars. Problems with the luminosity class criterion (based on the morphology of He ii λ4686) may also become more severe at low-Z environments such as the SMC (see the very interesting discussion about the specific case of early-O-type stars in low-Z environments in Rivero González et al. 2012) . Therefore, some early-O-type stars whose physical properties (visual luminosities and surface gravities) suggest they are giants, might actually be dwarfs according to their (spectroscopically determined) luminosity classes. Overall, dwarf and giant stars occupy nearly the same location in the H-R diagram at the hot end of the main sequence (which is known to be the case for MPG 355 from Bouret et al. 2003) . Accordingly, we elected to include MPG 355 is our study which will thus sample the full range from the earliest to the latest O stars.
O-type stars spend most of their lifetime in the dwarf phase, while later stages are much shorter. We intend to investigate the effect of rotation on the surface abundances in this phase. Their stellar winds are also weaker. An analysis of the more luminous objects (luminosity classes III and I) will be presented in a separate paper, with a stronger emphasis on mass loss.
UV observations and optical data
We observed each target in a sequence of four science exposures with HST/COS, using gratings G130M and G160M with central wavelengths (λ1291, λ1327) and (λ1577, λ1623) for the adopted settings respectively. This sequence provides coverage of the FUV spectrum without a gap between 1132 and 1798 Å. Overlapping segments were co-added to improve the final signal-tonoise ratio. Thanks to the high efficiency of COS in the FUV, S/N ≈ 20 -30 per resolution element were typically achieved in a single HST orbit for each star. For SMC targets, the visibility is 60 min per orbit. Accounting for various observation overheads, only 29 min were left for the science exposures. We therefore allocated 300 sec for the G130M exposures and 570 sec for the G160M exposures in order to achieve the best possible S/N over the whole spectral range.
Some stars were observed previously with HST/STIS through the 0 .2 -0 .2 aperture, using the far-UV MAMA detector in the E140M mode. A spectral interval from 1150 Å to 1700 Å is covered in a single exposure at an effective spectral resolving power of R = 46,000. With one exception, two or more observations per target were obtained. The exposure times were set according to the apparent magnitudes of the stars to equalize the S/Ns of the spectrograms. The total exposure times ranged from 45 minutes for MPG 355 (one observation) to 245 minutes for MPG 012 (five observations). At 1300 Å (the wavelength with the highest sensitivity), the S/N per binned data point ranges from 55 to 110; at 1600 Å it ranges from 25 to 50. A more detailed description of the STIS observations and reduction can be found in Walborn & Howarth (2000) and Heap et al. (2006) .
We supplemented the FUV spectra with optical spectra for most stars. First, we obtained spectra with the UVES spectrograph on the VLT (Dekker et al. 2000) under program 079.D-0073(A). The spectra have a resolving power of about 45,000, with five pixels per resolution element. The data were reduced using the UVES context within MIDAS (see Ballester et al. 2000) . The reduction process includes flat-fielding, bias and skysubstraction, and a relative wavelength calibration. Cosmic-ray removal was performed with an optimal extraction method for each spectrum. An additional VLT/UVES spectrum was obtained for AzV 388 in program 074.D-0164, and was kindly provided by P. Crowther. The optical spectrum of AzV 177, obtained at CTIO and presented in Massey et al. (2009) , was kindly provided by P. Massey. For those stars with HST/STIS spectra, optical spectra were available from observations with AAT/UCLES or ESO/CASPEC. They were extensively presented in and Heap et al. (2006) , to which we refer for more details. Optical spectroscopy was also supple-mented from the ESO VLT/FLAMES survey of massive stars in the SMC . See Evans et al. (2005 Evans et al. ( , 2006 for a general description of the properties of the FLAMES data and their reduction. For a few more objects (see Table 1 ), we used lower-resolution spectra obtained for the AAT/2dF program in the SMC in Evans et al. (2004) . These authors provide details about the data and their reduction. In total, we secured optical spectra for 18 stars out of the 23 stars of our sample.
The optical coverage is especially important in determining the stellar surface gravities, because this can only be poorly constrained from the UV spectrum 1 . However, optical spectroscopy presents us with some particular difficulties in determining the stellar parameters, in particular because of nebular emission features in optical spectra (Heap et al. 2006; Mokiem et al. 2006 ). This nebular masking, for the Balmer and He i lines that are used to constrain T eff , is especially critical for some stars in NGC 346. Although the nebular features are clearly resolved in VLT/FLAMES spectra, an efficient and accurate substraction from photospheric line cores remains problematic (Evans et al. 2005) . It is difficult to assess the actual level of filling that is left after removal of the nebular emission, and the He i lines may seem weaker than they actually are, which would bias the T eff estimates toward higher values. This problem is also relevant for field stars observed at lower resolution (2dF spectra). We discuss our methodology of determining effective temperatures and surface gravities in more details in §3.2.
Spectroscopic analysis
Model atmosphere
We performed the analysis using the model atmosphere code CMFGEN (Hillier & Miller 1998; Hillier et al. 2003) . This code computes NLTE line-blanketed model atmospheres, solving the radiative transfer and statistical equilibrium equations in the comoving frame of the fluid in a spherically-symmetric outflow. To facilitate the extensive inclusion of line blanketing, a formalism of super-levels was adopted. This approach allowed us to incorporate many energy levels from ions of many different species in the model atmosphere calculations. More specifically, we included in this work ions of H, He, C, N, O, Ne, Mg, Si, S, Ar, Ca, and Fe, which represent up to ≈ 14,000 individual levels. After convergence, a formal solution of the radiative transfer equation was computed in the observer's frame (Busche & Hillier 2005) , thus providing the synthetic spectrum for a comparison to observations.
The photospheric density structure was initially described with an hydrostatic density structure from a Tlusty model atmosphere (Hubeny & Lanz 1995a; Lanz & Hubeny 2003) in the quasi-static deep layers, while we used a standard β-velocity law in the wind. The β-velocity law is connected to the hydrostatic density structure just above the sonic point (at approximately 15 km s −1 ). The mass-loss rate, density, and velocity are related via the continuity equation.
In more advanced models we iterated on the density structure so that the hydrostatic equation,
where
1 It is well known that UV wind features for O stars correlate with luminosity class (e.g. Walborn & Panek 1984; Walborn & Nichols-Bohlin 1987) . Because we did not deriveṀ and v ∞ from first principals, we cannot use this effect to further constrain the photospheric parameters and the radiative acceleration g rad
was satisfied. We solved for the density structure by integrating the hydrostatic equation using the Runge-Kutta method. To facilitate the integration, the Rosseland LTE opacity was computed as a function of temperature and electron number density for the model abundances prior to the CMFGEN run. In a typical CMFGEN model, a hydrostatic iteration is performed after the first model iteration and then every n (with n ∼ 8) iterations. Generally three to four hydrostatic iterations are needed to obtain convergence to better than 5% everywhere. Model atmospheres were calculated assuming that the winds were clumped, for all stars showing obvious spectral signatures of a wind (i.e., P Cygni line profiles). We adopted a parametric treatment of optically thin clumps with a void interclump medium that is described by two parameters, a volume filling factor f and the velocity where clumping starts v cl . This simple approach has some limitation such as a monotonic description, while more elaborate theoretical simulations by Runacres & Owocki (2002) ; Puls et al. (2006) instead suggest that clumping is non-monotonic. The radial distribution of the clumping factor was constrained in Puls et al. (2006) and Najarro et al. (2011) , from simultaneous modeling of Hα, infrared, millimeter, and radio observations. Nevertheless, the actual variation is still uncertain, and we therefore adopted this reasonable simple approach. When no clear wind signatures are observed, we restricted ourselves to calculating homogeneous wind models. SinceṀ hom =Ṁ clump / f , the mass-loss rates that we derived must be considered potentially as upper limits (and these massloss rates remain quite uncertain).
Finally, we accounted for the effects of shock-generated Xray emission in the model atmospheres. We adopted the standard Galactic luminosity ratios logL X /L bol ≈ −7 (Sana et al. 2006) , with the bolometric luminosities determined in this study.
Stellar and wind parameters
To determine the stellar and wind parameters and surface abundances, we followed the same methodology as in previous papers. We discuss here the main points only, and refer to Bouret et al. (2012) for a detailed description of our procedure and diagnostics in more general cases.
-Stellar luminosity: Since the COS and STIS spectra are flux-calibrated, we may use them together with optical and NIR photometry from Bonanos et al. (2010) (and references therein) to compute the luminosity and interstellar extinction, by fitting the observed spectral energy distribution (SED) from the UV to the near-IR range. We used two corrections for reddening, one for the Galactic foreground using the Cardelli et al. (1989) data and one for the SMC interstellar medium (Witt & Gordon 2000) . The corresponding values are listed in Table 1 . Both extinction curves are valid over the range 1150 Å to 30,000 Å. The ratio of totalto-selective extinction was adopted to be R V = 3.1 following Massey et al. (2009) , while a distance modulus to the SMC of 18.91±0.02 (Harries et al. 2003 ) was used. Using R V = 2.7 as in Evans et al. (2006) would induce changes of less than 5% in the flux, mostly in the UV, which is on the same order of magnitude or larger than the uncertainties caused by the photometric quantities or the distance modulus, and in any case would translate into uncertainties on the Spec.
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Refs. Massey et al. (1989) luminosities of 0.04 dex or less. We found no indications for deviation from this standard R V in our reddening correction, which is sometimes suggested particularly in regions of strong star formation where R V could be higher (e.g. in 30 Dor, see Bestenlehner et al. 2011) . We note, however, that Maíz Apellániz & Rubio (2012) reported that four stars in a quiescent molecular cloud in the SMC presented significant variations in the extinction law, although all are located within a few pc of each other. The strongest variations were found in the 2175 Å bump, and despite these UV variations, the SMC visible-NIR extinction law appears to be more uniform, with no support found for high R V . A somewhat more complex approach had to be adopted to derive the luminosity in three cases, which is discussed in Sect. 5.1. -Effective temperature and surface gravities: When optical data were available, we derived an initial estimate of T eff with the He i λ4471 to He ii λ4542 equivalent width ratio, as well as by fitting the line profiles. The T eff determination was then refined with other available He i and He ii lines and listed in Table 2 . Following Bouret et al. (2003) , Hillier et al. (2003) , and Heap et al. (2006) , we also used the ionization ratio of the UV metal lines to estimate the effective temperature. This includes for instance the ratios from iron forest ions 2 , C iv λ1169 to C iii λ1176, or N iii λλ1183-1185 and N iii λλ1748-1752 to N iv λ1718 ratios. This is particularly important for the hottest stars of the sample, e.g., MPG 355, where the He i lines become very weak (see Rivero González et al. 2012 , for the use of nitrogen optical lines to constrain T eff for the earliest O-stars). The C iv λ1169 to C iii λ1176 ratio is especially useful because of its very good sensitivity to T eff and weak dependance on gravity, hence we used it as the primary T eff diagnostic in the UV. However, in several cases, we found that effective temperature determinations based on the ionization ratio of helium lines are inconsistent with the ionization balance of carbon as predicted by CMF-GEN. In such cases, we found an offset toward higher T eff by about 2000 K compared with those derived from the helium lines, and we were unable to achieve a good fit to these lines without degrading the agreement with the optical (helium) spectrum. The values listed in Table 2 refer to UV-based T eff only for those stars for which no optical spectra were available. For the other stars, the quoted T eff correspond to that providing the best fit over the whole FUV-optical spectral range. The Stark-broadened wings of Hγ were the primary constraint on log g, while the other Balmer lines were used as secondary indicators. The S/N of our spectra is sufficient to achieve a typical accuracy of about 0.1 dex in log g. For stars with UV spectra only, we adopted a typical value for O-type dwarfs, log g= 4.0, because the UV range shows little sensitivity to changes in surface gravities (but see Heap et al. 2006 , for a discussion on using lines from different iron ions in the UV range).
-Microturbulence: A constant microturbulent velocity of 15 km s −1 was adopted for calculating the atmospheric structure. To calculate the emerging spectrum, we used a radially dependent turbulent velocity (see also Hillier & Miller 1998) . The microturbulence in the photosphere (ξ t see Tab. 2) is set such that it reproduces the strength of the Fe iv, Fe v, and S v lines in the COS spectra best. In the outer region of the wind, the turbulence was adopted to fit the shape and slope of the blue side of the absorption component of the C iv 1548-1551 P Cygni profile. -Surface abundance : We used SMC abundances from Hunter et al. (2007) for Mg and Si and from Venn (1999) for Fe. For all other elements but CNO, we adopted the standard solar abundances from Grevesse et al. (2007) , scaled down by a factor of 5 (or equivalently by −0.7 dex). The strength of helium lines was used to constrain the helium abundance. We concentrated on deriving the carbon, nitrogen, and oxygen abundances.
-Carbon abundance: In the UV range, we used C iv λ1169 and C iii λ1176 as prime indicators for carbon abundances, although these lines proved to be clearly sensitive to T eff and v turb and for the earliest stars of the sample showed some sensitivity to the wind density. For stars with later spectral types, C iii λ1247 shows a clear response to abundance variations.
In the optical, we used C iii λ4070 and C iv λλ5801-5806 when possible. On the other hand, we did not include C iii λ5696 in our analysis. This line is sensitive to the adopted model atom and to UV C iii lines at 386, 574, and 884 Å (Martins & Hillier 2012) . A fairly large number of energy levels is required for this line to form as an emission as observed in late-O stars, and Martins & Hillier (2012) called for extreme caution when interpreting carbon surface abundances derived from this line 3 . -Nitrogen abundance: In the UV, N iii λλ1183-1185 and N iii λλ1748-1752 are used as primary diagnostics. Together with N iv λ1718, which is only marginally affected by the stellar winds even in the earliest stars, these lines are clearly photospheric and provide a very reliable estimate of N/H. N iii λλ4634-42 and N iv λ4058 are the strongest nitrogen lines in the optical but are often very weak in SMC stars, and were used as secondary diagnostics for nitrogen abundance. Their formation processes, including their sensitivity to the background metallicity, nitrogen abundance, and wind-strength, have been discussed extensively by Rivero González et al. (2011 González et al. ( , 2012 ). -Oxygen abundance: We used the O ivλλ1338-1343 lines as a diagnostic for O/H in the UV, although they sometimes show a blue asymmetry that indicates a contribution from the wind for the earliest stars with stronger winds. We also used the O iii λλ1150-1154 Å. These lines are on the shortest side of the UV spectra and the flux level there is more uncertain, however. O vλ1371 was not used because it is weaker and is most sensitive to the mass-loss rate and clumping parameters. In the optical, we used O iii λ5592 when possible. -Wind parameters: The wind terminal velocities, v ∞ , were estimated from the blueward extension of the absorption part of UV P Cygni profiles. The typical uncertainty in our determination of v ∞ is 100 km s −1 (depending on the maximum microturbulent velocity we adopted). For stars withour or with undeveloped P Cygni profiles, we scaled down the wind terminal velocities found in Galactic stars with the same spectral types. We started from values extracted from Table 1 in Kudritzki & Puls (2000) , and applied a scaling v ∞ ∝ Z n , with Z/Z = 1/5 and an exponent n = 0.13 (Leitherer et al. 1992) . Mass-loss rates were derived from the analysis of UV P Cygni profiles. In contrast to the Galactic case (Martins et al. 2012b ), a unique value ofṀ allows a good fit to both the UV lines and Hα, although there is a problem with N v λ1238-1242 in some stars. The β exponent of the wind velocity law was derived from fitting the shape of the P Cygni profile. The clumping parameters, f and v cl were derived in the UV domain following Bouret et al. (2003 Bouret et al. ( , 2005 . Some photospheric lines in the optical presented some sensitivity to the adopted filling factor (and scaledṀ). For photospheric H i and He lines, for instance, this is essentially caused by a wind contribution that is weaker in clumped models, which produces deeper absorption than smooth-wind models. A different procedure had to be adopted for stars without wind signatures. Starting from mass-loss rates of Galactic stars of same spectral type, scaled to Z SMC = 1/5 Z with an exponent m = 0.83 (Mokiem et al. 2007 ) such thatṀ ∝ Z m , these values were decreased until no P Cygni profiles were predicted for the aforementioned lines. As a consequence, and because we derived the mass-loss rates using homogeneous models, the quotedṀ must be considered as upper limits.
Rotation and macro-turbulence
To compare the synthetic spectra to observations, we first convolved the theoretical spectra with the appropriate instrumental profiles. Then, we convolved our synthetic spectra with rotational profiles to account for the projected rotational velocity (v sin i) of the star. In the UV range, the v sin i is constrained by matching relatively weak iron lines as well as C iii λ1176, O ivλλ1338-1343, and S v λ1502. Helium lines were used in the optical. The C iii λ1176 multiplet is especially useful because of its six close line components. Many spectra show partial or fully resolved multiplet components, indicating moderate (v sin i < 100 km s −1 ) to slow (v sin i ≈ 20 km s −1 ) rotational velocities, with a typical precision of 10 km s −1 . A standard limb-darkening law was adopted for the convolutions with rotational profiles; a discussion about the impact of limb-darkening on some spectral lines of fast rotators is provided in Hillier et al. (2012) . In most cases, rotational rates for the target stars had been measured in Penny & Gies (2009) from a cross-correlation function (CCF) analysis performed on FUSE spectra. The v sin i we derived from a direct comparison to observed photospheric profiles are quoted in Table 2 . They agree very well with those from Penny & Gies (2009) , aand those by Mokiem et al. (2006) for the ten stars in common.
Other broadening mechanisms are nowadays routinely included to account for (isotropic) macro-turbulence, i.e. symmetrically distributed, deep-seated and highly supersonic velocity fields. Simón-Díaz et al. (2010) showed that a radial-tangential formulation of macro-turbulence fits the data better than a pure isotropic Gaussian. We used the Fourier transform method described in Simón-Díaz & Herrero (2007, and references therein), applied to wind-free lines in optical spectra to assess the relative contribution of macro-turbulence and rotation to the observed broadening. Stars without optical spectra or with only low-resolution (i.e., 2dF) optical spectra were not included in this step. For all other stars, we found that v sin i from line fitting and/or CCF analysis (Penny & Gies 2009 ) on one hand, and the values obtained from the Fourier transform analysis on the other hand, agree within the error bars. This agreement suggests a minor contribution from macro-turbulence. Since the respective contribution of both broadening terms is quadratic, macroturbulent velocity fields from a few km s −1 to several tens of km s −1 may still be present, however. Aerts et al. (2009) emphasized that using the Gaussian formulation of macro-turbulence to fit line profiles may lead to significant under estimation of the actual rotational velocity and warned that appropriate expression for the pulsational velocities need to be used instead. Therefore, the v sin i values quoted in Table 2 should be regarded as lower limits, but we do not expect that this uncertainty significantly alters our conclusions for the surface abundances. First, the rotational term is always dominant with respect to macro-turbulence. Second, we note that the stars studied here are dwarfs, and macroturbulent velocities seem to be significantly lower in dwarfs than in O supergiants (Markova et al. 2011 , and references therein). Third, rotation and macroturbulence in the adopted description are not expected to affect line equivalent widths, only the line profiles.
Results
The stellar and wind parameters we derived for the whole sample are gathered in Table 2 . The effective gravity derived from the analysis were corrected for the effect of centrifugal forces caused by rotation (see also Sect. 5.4), following the approach outlined in Repolust et al. (2004) . These log g c values were used to derive the spectroscopic masses.
Chemical abundances by number relative to hydrogen are listed in Table 3 together with N/C and N/O abundance ratios and the adopted baseline for the abundance analysis.
Given the complexity of the fitting process over the UV-tooptical spectral range, we elected not to derive formal statistical uncertainties, nor did we try to estimate the correlation of errors between parameters. Instead, we varied the different parameters until we obtained the solution that provided the best fit "by eye" to the observations, with more weight being given to primary diagnostics (see Sect. 3.2, and Bouret et al. 2012) . Then, for a more quantitative estimate we varied each parameter independently around this solution and computed the residual (i.e., the difference) between the observed and the synthetic spectrum. We imposed the condition that this residual must remain within 10% and adopted the range of values that fulfilled this condition as error bars on each parameter. The stellar and wind parameters in Table 2 are obtained with this procedure.
As for the uncertainty in the CNO abundance measurements, error bars are based on the fit quality of the lines listed above (Sect 3.2), as estimated from a χ 2 procedure as presented for nitrogen in magnetic O-type stars by Martins et al. (2012a) . Although this process is not ideal because it neglects correlations between parameters, it provides reasonable representative error bars.
Appendix B provides a summary of our conclusions for each individual object, with best-model fits. Fig. 1 presents a selection of UV spectra for stars representative of each spectral type in the sample, together with the corresponding best-fit models. Figure 1 shows that the complete observational sequence can be quantitatively reproduced by the models. Important photospheric features such as Fe iv to Fe vi ion lines or CNO lines are reproduced and strongly vary as functions of T eff , v turb , and abundances. Wind profiles are clearly defined for stars earlier than O6 V. Note the steep transition from strong P Cygni profile at C iv λλ1548-1550 to the characteristic weak-wind profile, occuring at spectral type O6.5 V and later. As seen from Fig.  1 , only a small fraction of stars in the present sample exhibit conspicuous wind signatures, which allows a good determination of quantities such as the mass-loss rates, terminal velocities, and clumping factor (see also Table 2 ). We investigated these wind quantities (e.g. the wind-momentum-luminosity-relation) Fig. 1 . UV spectra for a selection of stars for each spectral type presented in this study, from earlier to later spectral types. Observations (black lines) are shown with best-fit model spectra (red lines). The observational sequence is very nicely reproduced by the models (Table 2) . Note the strong transition in wind profiles (e.g. C iv λλ1548, 1550) around spectral type O6 V. but too few stars provide reliable values for a fruitful discussion. For this reason, we chose not to discuss this in the present paper. We are currently investigating the giants and supergiants observed with COS/STIS during our program, and we postpone a complete discussion to a forthcoming, dedicated paper on wind properties at low metallicity.
The qualitative behavior of the lines used for abundance determination in the UV is illustrated in Fig. 2 . We selected stars with very similar fundamental parameters to show the abundance differences. For this comparison, the spectra were corrected for reddening (Table 1 ) and the presence of interstellar Lyα absorption was taken into account for the plots (mostly important for the spectral region where C iv λ1169, C iii λ1176 and N iii λλ1183-11185 are found). The bottom panel of Fig. 2 shows AzV 243 and MPG 368, two stars with very similar parameters, including v sin i and micro-turbulence (see Table 2 ), as shown by the similar S v λ1502 lines in the two stellar spectra. Carbon and oxygen lines (C iv λ1169, C iii λ1176 and O iv λλ1338-1340) are very similar and indicate that carbon and oxygen abundances are the same in both stars. The nitrogen abundance on the other hand is slightly higher in MPG 368, as indicated by the stronger lines (marginally in the case of N iii λλ1183-1185 but more clearly for N iv λ1718, not shown here). The middle panel shows AzV 243 and AzV 446. The two stars have also very similar parameters as well, but for v sin i and v turb , which are significantly higher in AzV 243. The CNO lines, although they look different in these stars, are best reproduced with similar abundances. Finally, the top panel of Fig The CNO line profiles suggest that the surface abundance are different in these two stars: stronger carbon and lower nitrogen in MPG 113. Although O ivλλ1338-1343 are sensitive to v turb , the amplitude of the difference between the lines in the two stars suggests that oxygen abundance is higher in MPG 113 as well. We stress that the spectroscopic analysis did not indicate the need for oxygen abundances to differ from the baseline adopted for reference for about half of the sample stars (12 out of 23).
Discussion
Binaries and binary fraction
In Sect. 3.2, we presented the method we used to constrain the stellar luminosity in the models. This method allowed us to reach very satisfactory fits of the global SEDs. Some remaining discrepancy between models and the flux-calibrated COS Fig. 2 . UV spectra for stars for similar fundamental parameters ( Table 2 ). The profiles of C iv λ1169, C iii λ1176, and N iii λλ1183-11185 are shown in the left panels. Profiles of O iv λλ1338-1340 and S v λ1502 are presented in the right panels. spectra is nevertheless observed at wavelengths shorter than the Lyα line. This discrepancy can be alleviated, to some extent, by adding an extra absorption caused by interstellar Lyα. Fitting the wings of the observed Lyα component on the COS spectra allowed us to derive an estimate of the neutral hydrogen column density on each line of sight. An additional problem is the uncertain extinction law in the SMC at these short wavelengths.
For AzV 326, AzV 189 and AzV 148, the luminosities that were derived from the photometry, log L/L ≈ 5.15, are 0.3 dex higher than expected for their spectral types O9V and O8.5V compared with stars of the same spectral type, either in the Galaxy (e.g. Marcolino et al. 2009) or in the SMC (e.g. Mokiem et al. 2006) . When used in conjunction with the effective temperatures and the surface gravities obtained from the spectroscopic analysis, we found spectroscopic masses much larger than masses derived for stars of similar spectral type and luminosity class, for instance in our Galaxy (Martins et al. 2005b; Marcolino et al. 2009 ). We stress that we were unable to find any mention of photometric and spectroscopic variability that would cause the observed shift in luminosities. A rather straightforward explanation of these high luminosities is that these stars are actually binaries and that both the UV flux in the COS spectra and the optical/NIR photometry show contributions of the two components of the binary system. It is indeed not surprising to find some binaries in our sample, multiplicity being a common, almost ubiquitous feature among massive stars (García & Mermilliod 2001; Preibisch et al. 1999; Sana et al. 2011) .
Furthermore, a detailed check of the Galactic O-type stars catalog by Maíz-Apellániz et al. (2004) revealed that a significant proportion of late-type binaries are found to be parts of couples of stars with the same spectral type (e.g., O8V + O8V, and O9V + O9V), hence each component contributes about half the observed flux. If we assume a similar behavior in the SMC, we could then propose the following correction. We divided the observed UV flux and fluxes from UBVIJHK photometry by two on one hand, and adopted a similar reduction of the luminosity in the model atmospheres. Since this simple procedure maintains an excellent fit of the overall SEDs (from the FUV to the NIR, see e.g. Fig. 3 ), it reliably supports the assumption that both stars have similar effective temperatures. This approach resulted in a reduction of the stellar radii, yielding spectroscopic masses that became then consistent with masses expected for late-type O stars. Moreover, the luminosities are also compatible with those expected for O8V -O9V Galactic stars (Martins et al. 2005a ). The luminosities and masses listed in Table 2 are the values obtained with this approach. We emphasize that we do not argue that late-O stars in binary systems are systematically in equal mass systems, but simply that the three late O-type stars of our sample that show abnormal luminosities are more easily interpreted in terms of such a scenario. Instead, the recent work by Sana et al. (2012a) for instance shows that low-mass stars might actually dominate the companion mass distribution. Reaching a more general conclusion on this specific question is beyond the scope of this paper and the sample it is based on.
Three other stars, MPG 324, MPG 368, and MPG 487 have been claimed to be (potential) binaries. Evans et al. (2006) reported small radial velocity shifts in some lines in the spectra of MPG 324 (NGC 346-007) of about 20 -30 km s −1 , suggesting it may be a single-lined binary. Massey et al. (2009) reported a velocity difference of 50 km s −1 between the He i and He ii lines of MPG 368, which they concluded is a strong indication of binarity. We note that a velocity difference of 70 km s −1 between the UV and optical spectra was also found by Heap et al. (2006) for this star. At the COS spectral resolution (≈ 0.1 Å), any com- 
Star
Sp. Type (c) Stars whose log g = 4.0 was adopted, because we lacked of optical spectra. M are given in M yr −1 . Evolutionnary masses (M evol ) were derived from the tracks by Brott et al. (2011a) (see text for more comments). Uncertainties on T eff are ± 1500 K, ± 0.1 dex for log g (except AzV 446, AzV 429, AzV 267, AzV 468 and AzV 148, ± 0.2 dex), ± 0.1 dex on log L/L . As for the wind quantities, an uncertainty of ± 0.04 dex was estimated for stars with P Cygni profiles, while v ∞ was measured within ± 100 km s −1 . For stars without P Cygni profiles, see Sect. 3.2 for the procedure we adopted. Bonanos et al. 2010) . The fit to the SED with a model with a luminosity derived with the procedure outlined in the text, to take into account the potential binarity of this system, is shown in red. We used a distance modulus DM = 18.9 and E(B-V) Gal = 0.037 and E(B-V) SMC = 0.1 ponent with radial velocity difference above 50 km s −1 should be detectable, but we found no conspicuous evidence for SB2 binaries in our FUV spectra. Bouret et al. (2003) argued that the weak UV lines of MPG 487 might be diluted by one (or several) additional stars in the slit. From the present modeling, this conclusion was somewhat re-inforced by the failure of fitting the observational SED, from the FUV to the NIR, without down-scaling the optical-NIR photometric fluxes, by 10% to 20% over the parameter space we explored.The best fit we obtained (see Table 2 for the parameters) implied a reduction of 10% of these fluxes, but we did not need to change the UV flux accordingly. This may be the result of a companion with a significantly later spectral type and a contribution to the total luminosity of only about 10% of that measured for MPG 487. Because it is cooler, it would mostly contribute to the optical and NIR bands and the lower luminosity would make the change in the photometry within the observed range. We argue therefore that this suggests that MPG 487 may be in a binary system. Of course, effects on the luminosity or the SED may result from the presence of several objects in the instrumental aperture, and cannot be unambiguously tied to physical binaries as for systems identified through radial velocity variations. Furthermore, the fact that we are able to match luminosities and SEDs of the other stars with single-star models, does not exclude the possibility that these stars have cooler and fainter companions that remain undetected in the SED. Our study is obviously not based on a complete and homogeneous population of O-type stars in the SMC, because it mixes field stars and stars in the open cluster NGC 346. It is biased towards the detection of relatively massive companions, that would contribute most to the total observed flux (AzV 326, AzV 189, AzV 148, MPG 487) or induce radial velocity variations of several tens of km s −1 on early-type objects (MPG 324 and MPG 368) . To summarize, although we did not find additional hints for binaries from the modeling analysis, it is not unlikely that there are more multiple objects in our sample than the six stars discussed above. Our estimate of the binary fraction should therefore be viewed as a lower limit of the actual fraction of multiple systems in the SMC that includes O-type stars.
With 6 binaries in a sample of 23 stars, the binary fraction would be 26%. This is consistent with recent results on the fraction of binaries among massive stars in the Magellanic Clouds. The first VLT-FLAMES survey of massive stars reported in Evans et al. (2006) found a lower limit to the binary fraction for O stars in NGC 346 of 21% (the total fraction for O-type and early-B-type stars being 26%), while the investigation of multiplicity in LMC massive stars by Sana et al. (2012a) found that the observed binary fraction is 35% but the intrinsic fraction is as high as 51%, after correcting for observational effects.
H-R diagram, evolutionary status, and ages
Using the effective temperature and luminosity from the spectroscopic analysis, we built the H-R diagram shown in Fig. 4 . For this diagram, we also used evolutionary tracks and isochrones from Brott et al. (2011a) for initial rotational velocities ≈ 180 km s −1 . The following considerations lead us to select this later value: First, the average v sin i of our sample is ≈ 115 km s −1
(for a standard deviation of 1 km s −1 ). We recall that as discussed in Sect. 2, part of our sample (stars with STIS spectra) was selected from slow rotators and therefore the average v sin i should be regarded as biased towards lower values. Second, from their subsample of (21) unevolved OB stars in the SMC, Mokiem et al. (2006) Brott et al. (2011a) models which is most consistent with the mean velocity from Mokiem et al. (2006) , that is, v rot = 180 km s −1 , although it must be kept in mind that this v rot for evolutionary models is the initial rotational velocity, without projection effects. The error bars on the position of stars in the H-R diagram reflect the uncertainties on the effective temperature and luminosities from the analysis above. Fig. 4 shows that the stars have ages ranging from younger than 1 Myr to 7 Myr. Their evolutionary masses range from 19 M to 42 M with the exception of MPG 355 which is apparently more massive than 60 M , consistent with its early spectral type and corresponding high effective temperature and luminosity. Our sample consists of field stars as well as stars belonging to the giant H II region and to the open cluster NGC 346. Overall, the age span of the two groups overlap, but we note that no stars younger than 1.5 Myr are found in the field sample, suggesting a lack of recent massive star formation in the SMC field.
Of the twelve stars in NGC 346, two are on or very close to the ZAMS. A third, rapidly rotating (see below) object is found between the isochrones one and two Myr (Table 2) . A second group of five stars are between two and four Myr old, while two objects are younger than 5 Myr. The age spread is very consistent with the previous study of Mokiem et al. (2006) . Finally, the coolest star of our sample, namely MPG 012, is older than 6 Myr. Our analysis, which includes the FLAMES and UVES spectra of MPG 012, indicates that this star is the oldest of the sample, significantly older than all analyzed stars in NGC 346 (see also Bouret et al. 2003) . The evolved status of MPG 012 is also supported by its lower surface gravity (as also suggested by the luminosity class IV ascribed to this star) and a high enhancement in surface nitrogen. These findings support the argument of Walborn & Howarth (2000) that MPG 012 is most likely not a coeval member of the cluster, which the based on its spatial location outside the nebula, a somewhat discrepant radial velocity, and the derived stellar parameters.
MPG 355 is the hottest and most luminous star of our sample. The optical spectra are devoid of He i lines and we had to rely on alternative diagnostics to constrain the effective temperature (but see Massey et al. 2009 , for a mention to a different spectrum, that potentially shows a very weak He i λ4471 line). Our parameters for this star agree very well with those from the recent analysis of O-stars of the earliest spectral types by Rivero González et al. (2012) . Bouret et al. (2003) argued that the position of MPG 355 close to the ZAMS could indicate chemically homogeneous evolution due to rotation close to break-up velocity (Maeder 1987) . Testing different models with high initial masses (50 and 60 M ) and high initial rotation rates (above 400 km s −1 ), we found that the isochrone 3 Myr for models with initial v rot = 400 km s −1 comes closest to the location of MPG 355 in the H-R diagram (see Fig. 5 ). Still, MPG 355 is above this isochrone and above the 60 M , v rot = 400 km s −1 evolutionary tracks, and the main conclusion we can reach at this point is that MPG 355 is a very massive object, probably more massive than 70 M , but its actual evolutionary status is more uncertain. Dedicated evolutionary models are needed to reach a better quantitative conclusion regarding its status. We note that a chemically homogeneous evolution was concluded to be unlikely in Rivero González et al. (2012) because of the low v sin i measured for this star. The analysis of the surface abundances support a nonstandard evolutionary status for this object, however (see Sect. 5.3). Overall, there is a trend for the most massive stars in the sample to be younger than less massive stars. However, it is not clear how much of this finding is true evidence for a real age sequence with mass or instead is due to a selection effect of the sample, because we selected stars to be primarily dwarfs. Indeed, more massive stars have shorter lifetimes and are more quickly identified as evolved, and hence not as dwarfs. In other words, above a certain mass, any massive star identified as a dwarf must be somewhat younger than less massive counterparts. For instance, an O star more massive than 40 M has already moved a long way from the ZAMS at an age of 3 Myr (see Fig. 4 ) and any star more massive would appear as a giant or even supergiant, hence it would not have been selected in the sample. It could also be a bias from the spectroscopic analysis, as observational results found the same trend for Galactic O-type dwarfs in clusters (Martins et al. 2012b) or in Galactic supergiants ).
If true, however, in the specific case of NGC 346 this trend would suggest a scenario in which the most massive stars of the cluster formed last, and after the had formed, they would quench subsequent star formation (as suggested originally in Heap et al. 2006) . This trend can also be seen in the spectroscopic study of NGC 346 by Mokiem et al. (2006) (see their Fig. 12 ), although not as clearly. When comparing the stars in common with our analysis and the work by Mokiem et al. (2006) , we note that they obtained effective temperatures systematically higher than ours (1700 K on average). This systematic difference has two important consequences: i) their sample is globally shifted toward the ZAMS compared to ours, ii) most stars lie on a relatively narrow band, especially in the lower part of the H-R diagram, which is much less sensitive to age because of the smaller separation between isochrones.
An explanation for the observed trend might be that the tracks adopted to derive an age for higher and lower masses stars should not have the same rotation rate. If for some reason the initial rotation rate v rot of more massive objects turned out to be higher than for lower-mass stars, tracks corresponding to this higher v rot should be used preferentially. It is now a strong conclusion from stellar evolution models with rotation that the mainsequence lifetime increases as rotation is faster (e.g. Brott et al. 2011a) . Age determinations based on non-rotating models can be biased toward younger age, which in contrast means that for models with higher rotation rates, older ages would be derived. On the other hand, actual differences between age estimates from non-rotating and rotating models with moderate rotation should remain smaller than the error bars resulting from the uncertainties on temperature and luminosities for the relatively unevolved objects discussed here. In the specific case of NGC 346, Mokiem et al. (2006) investigated the impact of using non-rotating versus rotating Geneva models (with initial v rot = 300 km s −1 from Meynet & Maeder (2005) ) to derive ages of the cluster stars. For stars on the main-sequence, the authors estimated that the age difference may increase up to 0.5 Myr (see their Fig. 13 and 14) . We concur with this conclusion using models without rotation and with initial rotational velocities of ≈ 200 km s −1 from Brott et al. (2011a) .
Fast rotation
The fastest-rotating two stars of the sample, NGC 346-046 and MPG 299, lie close to or on the ZAMS in the lower part of the H-R diagram in Fig. 4 also Maeder 1999 ) that a fast-rotating star has stronger radiative fluxes at the pole than at the equator. Therefore, the observed luminosity, effective temperature, and also the effective gravity of a star depend on its initial angular velocity as well as on the inclination angle. In turn, its location on the H-R diagram depends on the same quantities, hence its age and mass as determined by fitting evolutionary tracks or isochrones. This holds especially for stars that are located near the zero-age main sequence. A young, unevolved, slowly rotating star may have the same effective temperature and luminosity as a less massive, fast-rotating, evolved star. Brott et al. (2011a) showed that for fast-rotating stars (with initial v rot = 400 km s −1 or higher), the location on the H-R diagram stays closer to the ZAMS than for slower rotators of same age. For this extreme rotation, mixing is so efficient that the whole internal structure and composition of a star is modified and may lead to homogeneous evolution in which the star becomes brighter and hotter and evolves up-and blueward directly in the H-R diagram. The onset of a blueward bifurcation of the evolutionary tracks caused by chemically homogeneous evolution arises around 18 M at SMC metallicity for stars with v rot ≈ 550 km s −1 or higher. This strongly suggests that evolutionary tracks with such high rotations rates are better suited to estimating the evolutionary status of NGC 346-046 and MPG 299. In Fig. 5 , we show that the location of NGC 346-046 and MPG 299 on the H-R diagram can be accounted for by various isochrones, with combinations of ages and rotation rates such as (1 Myr, v rot ≈ 400 km s −1 ) or (5 Myr, v rot ≈ 550 km s −1 ). In other words, using isochrones with lower initial v rot leads to a significant underestimation of the age of NGC 346-046 and MPG 299.
It is also argued that rotation induces an enhancement of mass loss, which should affect the ultimate evolution of a star (Owocki et al. 1996; Maeder 1999; . However, we calculated that a contrast of 10% at most should be observed for the mass-loss rates at the equator and at the pole (see , for a discussion), for the radii, masses, and v sin i we derive for NGC 346-046 and MPG 299, indicating that the actual increase of mass loss by rotation is very marginal for these two stars. The net effect of this an increase on the observed spectra is also expected to be negligible, which is also supported by the very good quality of the fits we obtained for the UV and optical spectra of both stars, indicating no significant deviation from spherical symmetry of their winds. The mass-loss rates we derive for NGC 346-046 and MPG 299 are similar to those of stars with same spectral type and much lower v sin i, which belong to the range of spectral types where the weak-wind phenomenon is at play. In any case, a change by a factor of a few is probably not enough to be detected even in the UV spectra of these stars. This result implies that these stars lost only a marginal fraction of their initial angular momentum during the course of their evolution. Therefore, their rotation rates should not have decreased much and the present measured v sin i should reflect the initial values well. Mokiem et al. (2006) found that four SMC O dwarf stars close to or on the ZAMS had an helium-rich surface, two of them being the fast rotators discussed in this Section. Since helium enrichment is expected for fast rotators, even early in the stellar evolution , Mokiem et al. (2006) concluded that the two stars with high helium surface abundance (Y He = 0.16) and low v sin i were actually fast rotators seen pole-on. The four stars are included in our own work (MPG 113, NGC 346-031, NGC 346-046, and MPG 299). Using the surface helium abundance as a measure of stellar age for a given mass for of stars with very high initial v rot , Mokiem et al. furthermore derived lower limits on the ages of these stars that were significantly higher than for non-rotating (or slowlyrotating) stars. The authors concluded that these stars probably follow a chemically homogeneous evolution.
We used the same FLAMES spectra and supplemented them with UVES spectra for the first three stars. However, we found no evidence of a helium abundance above the initial value, except for MPG 299. In this case only, we agree with Mokiem et al. (2006) that an enrichment up to Y He = 0.13 provides a better match to the optical spectrum. Given the high v sin i of this star, this is indeed suggestive of chemically homogeneous evolution. The conclusion of Mokiem and collaborators that MPG 113 and NGC 346-031 are fast rotators cannot be supported from our analysis.
The luminosity class Vz
Three stars in our sample, MPG 113, MPG 523, and NGC 346-031, are classified as Vz stars Walborn & Howarth 2000) . This luminosity class was introduced by Parker et al. (1992) and Walborn & Blades (1997) for stars whose properties are expected to be characteristic of extreme youth. The defining spectroscopic criterion for this class is that at every spectral type, He ii λ4686 absorption is stronger than any other He line. More specifically, this would be the case of He ii λ4541 at early-O types, but at type O7, the latter is equal to He i λ4471, so that He ii λ4686 is stronger than both in a Vz spectrum. At later-O types, however, He ii λ4541 weakens more rapidly with advancing type than He ii λ4686 in normal class-V spectra, such that, a late-O Vz spectrum must have He ii λ4686 stronger than He i λ4471. As stated in an illuminating discussion by Walborn (2009) , this a behavior very likely results from the fact that for objects in the Vz class, a deficit of emission filling in He iiλ4686 is observed, in contrast to normal class-V stars. This deficit results from an "inverse" Of effect (see e.g. Walborn 2001 , for a thorough definition), thus implying that O Vz stars should be subluminous and less evolved. They are therefore expected to be close to or on the ZAMS.
Of these three stars, only MPG 523 is found to be located on the ZAMS within the error bars; the other two stars are close to the 3 Myr isochrone (see also Table 2 ). In the previous study of Mokiem et al. (2006) , MPG 523 was clearly to the left of the ZAMS because of a derived T eff higher by 3000 K and only slightly higher log L/L (by 0.07 dex). The strong nebular emission present in the FLAMES spectrum of this star can be interpreted as another hint at the young age of this star. On the other hand, Fig. 5 shows that the location of MPG 523 in the H-R diagram is actually consistent with that of a 20 M star, rotating near 400 km s −1 that is either 1 Myr or 5 Myr old. This interpretation is also confirmed by the spectroscopic analysis of MPG 523, which indicates surface abundances in stark contradiction with the expectation for a young, slowly rotating star. From its abundance patterns, MPG 523 would be more compatible with being a more evolved, fast-rotating object.
The properties of MPG 113 are also very non-standard. First, we did not find this star to be close to or on the ZAMS, in contradiction with Mokiem et al. (2006) . The observed shift in the H-R diagram is again caused by an effective temperature about 3000 K higher than our value, while luminosities agree to within 0.05 dex. We recall that the helium surface abundance of MPG 113 corresponds to that of a normal main-sequence O6V star, with no indication for enrichment (Y He = 0.16 is firmly ruled out). Second, the carbon and nitrogen contents of MPG 113 are higher than the values measured in H II regions of the SMC (Dufour & Kurt 1998), resulting in an N/C ratio that is significantly higher than the standard ratio measured in H II regions (in agreement with Bouret et al. 2003 ). This does not support the claim by Walborn & Howarth (2000) that the N/C abundance ratio in MPG 113 is atypically low to explain its spectral classification as an OC6 star. We also note that another "normal" O6.5 V star has even higher carbon abundance but is also richer in nitrogen, yielding the same N/C ratio, although it is classified as an OC6 star. It seems more likely that this classification is more complex than a simple abundance criterion and involves several physical parameters such as the effective temperature and the surface gravity.
For the third star, NGC 346-031, although we found it again to be cooler than did Mokiem et al. (2006) for very close luminosities (within 0.04 dex), we found that this star does not lie especially close to the ZAMS and that it is older than 2.5 Myr. Mokiem et al. (2006) argued that the Vz classification, from a strong He ii λ4686, might come from the high He abundance they derived (Y He = 0.16). We needed no such overabundance in our own models to obtain very good fit for this star (see Fig. 6 ). Indeed, using Y He as high as in Mokiem et al. (2006) degrades the quality of the fit significantly. On the other hand, we derived a mass-loss rate that is two orders of magnitude lower than that of Mokiem and collaborators, from the modeling of the UV spectrum (Fig. 6) . The contribution of such a smallṀ to a potential wind-emission that would come and fill in the He ii λ4686 line is drastically reduced. We recall that for stars without conspicuous PCygni profiles, we used homogeneous wind models, and that theṀ we quoted are upper limits above which models start producing wind signatures not seen in the data. We note that the three Vz stars have much smallerṀ in our UV based study than do those from Mokiem et al. (2006) , which results in all cases from the extreme weakness (or absence) of the observed UV stellar-wind profiles. In the temperature range of interest for these stars, this might be the reason why the He ii λ4686 is observed to be stronger than in normal dwarf stars that experience stronger wind emission. For later-type stars, a lower temperature would act such that He i lines remain stronger than He ii λ4686 even in cases where weak-wind emission is involved.
The defining spectroscopic criterion for the Vz class seems to fail in establishing a one-to-one correspondence between an object and a young evolutionary status (but see Walborn et al. 2013 , for recent findings from VFTS survey) as inferred from the location in the H-R diagram. The bias toward lower T eff (than optical-based T eff ) to reproduce the observed ratio of UV carbon lines is an obvious cause for the shift of this location away from the ZAMS. The same trend was already noticed, with almost the same amplitude, for UV-based T eff derived with Tlusty in Heap et al. (2006) . It is therefore unlikely that this is related to the physical assumptions we made (e.g., including a stellar wind, the adopted micro-turbulence, the atomic data or other issues related to the sphericity of the atmosphere as considered in CMFGEN). The same trend was also found by Garcia & Bianchi (2004) from a UV-based analysis, although in a different context. In any case, our modeling suggests that more criteria than the strength of He lines should be taken into account to infer the true evolutionary status of a star, including the surface abundance patterns (see also Sect. 4. Brott et al. 2011a , for a discussion).
Chemical evolution
While rotation was claimed to be able to account for the early chemical enrichment of the stellar surface (e.g. , several observational studies have undermined this conclusion. Investigating the link between surface abundance patterns and rotation, either in the Galactic context or in the Magellanic Clouds, Hunter et al. (2007 Hunter et al. ( , 2008 Hunter et al. ( , 2009 ) concluded that up to 40% of their sample presented nitrogen surface abundances that could not be accounted for by rotational mixing in stellar evolution models. The stars challenging the link between surface abundances and rotation fall into two categories: first, stars with strong enrichment but slow rotation, and second, fast rotators with a low (if any) surface enrichment. These studies focused on nitrogen surface abundances of B-type stars up to the supergiants stage. In the core-hydrogen burning phase, slowly rotating nitrogen-rich stars are found for the lower metallicity regime of the LMC and SMC (Hunter et al. 2009 ), while a relative deficit of such stars is observed in the Galactic case.
This strongly suggests that the global chemical evolution of massive stars, as probed from their surface abundances, is more complex than assumed and is an intricate combination of several physical parameters, including mass, metallicity, age (evolutionary status) and rotation (Maeder et al. 2009 ). Martins et al. (2012b) showed that Galactic O stars in NGC 2244 and Mon OB1 populated the entire nitrogen abundance -v sin i diagram, but nicely followed the predictions of evolutionary models in the nitrogen abundance -luminosity diagram, confirming the arguments of Maeder et al. (2009) . Another obvious complication is binarity. Using population synthesis models, Brott et al. (2011b) concluded that the observed distribution of Hunter et al. (2008) could not be reproduced by single-star population synthesis. However, they also concluded that the nitrogen-rich slowly rotating stars are unlikely to result from close binary system evolution, with mass transfer and tidal spin-down. A fraction of this population would end up overpopulating the group of nitrogenrich fast rotators, which is not observed.
Helium abundances
For massive stars in the hydrogen-burning phase of their evolution, helium and nitrogen are produced at the expense of carbon first, as the star progresses to CN-equilibrium. The relative increase of abundances is expected to be weaker for helium than for nitrogen, however, because the former is already abundant in the atmosphere while the latter is not. This is confirmed by stellar evolution models with rotation (Brott et al. 2011a) , which predict that helium should remain fairly constant during the main-sequence phase and that helium transport to the surface is only substantial for the more massive and fast-rotating stars where mixing processes are more efficient. Quantitatively, the alteration of the helium surface abundance remains below 0.2 dex during the H-burning phase for stars with M ≤ 25 M . Only fast-rotating models (v rot > 330 km s −1 ) for stars 30 M and above present modification of the helium surface content on the main-sequence larger than 0.25 dex. Our spectroscopic analysis only found the need for helium enrichment in two stars (see Table 3 ), and for these two stars the enhancement was higher than expected. Of these two stars, one is indeed a confirmed fast rotator (MPG 299), the other a suspected binary (MPG 487). Overall, the qualitative and quantitative agreement of our measurements with theoretical predictions is therefore excellent. Since the enhancement of the surface helium content is low, a comparison of the predicted versus observed values is far from conclusive for such an early evolutionary phase. In principle, a better diagnostic is the N/He ratio, which quickly evolves from the initial value to a value corresponding to the CNO equilibrium. Stars for which the equilibrium has not been reached will present intermediate values of N/He. Here again, however, the surface enrichment in helium is such that the N/He ration mererly witnesses the global surface enrichment in nitrogen, which we discuss in more detail in the next sections.
Nitrogen abundances and comparisons with B stars
Our results on the surface abundances of O stars in the SMC can be viewed as an extension of the work of Hunter et al. (2009) toward higher mass stars. In Fig. 7 , we show the (N) -v sin i diagram for our sample stars and the B stars (core hydrogen burning sub-sample) of Hunter et al. (2009) . At first sight, the distribution of O and B stars in this diagram is the same. This is especially true for the low-velocity part of the diagram (v sin i < 100 km s −1 ) where actual abundances have been measured in most B stars, not just upper limits (which is the case for fast-rotating B stars). For all masses, the highest value of (N) seems to be about 7.9. This suggests that the mechanisms responsible for the chemical enrichment of slowly rotating massive stars depends weakly on the mass. In other words, for any chemically enriched, slowly rotating massive star, the degree of enrichment is controlled by a parameter that is neither the mass nor the rotation rate. However we cannot exclude that the main-sequence B stars from Hunter et al. (2009) are older than the O stars of our sample. Since rotational mixing is expected to have a stronger effect toward corehydrogen exhaustion, the observed match of B-type and O-type distributions could be spurious because it may be biased by the fraction of the main-sequence lifetime actually covered by each star (see e.g. Fig. 12 in Brott et al. 2011a ).
In the right part of Fig. 7 (above 100 km s −1 ), O and B stars also populate the same region. However, it is important to note that the values of (N) for the B stars are mostly upper limits. The only safe conclusion one can draw is that O stars are at least as enriched as B stars. But one cannot exclude that O stars are substantially more nitrogen-rich. This result would be consistent with predictions of evolutionary tracks Brott et al. 2011a; Ekström et al. 2012 ) and the results of Martins et al. (2012b) , who showed that Galactic O-stars seem to have higher surface nitrogen abundance than B stars.
In Fig. 8 we compare of the observed surface nitrogen abundance of O stars with predictions of evolutionary tracks. We chose the tracks of Brott et al. (2011a) since they are currently the only ones computed for different rotational velocities at the SMC metallicity. We divided our sample into two groups: stars below and above 27 M , the average mass of our sample. In the lower panel of Fig. 8 , we show the low-mass part of our sample. The group of slowly rotating N-rich stars is not reproduced by the tracks, since those tracks reach the low-velocity -high N regime only well beyond the end of the main sequence, represented by the sudden left bifurcation in the tracks. This confirms for HII regions in the SMC as used in the evolutionary models by Brott et al. (2011a) . By convention log (X) = 12 + log [X/H]. the well-known results that rotational mixing does not explain the high N content of some of the slowly rotating massive stars. O stars rotating faster than 100 km s −1 can be accounted for by evolutionary tracks provided the stars are all very close to the end of the main sequence. This situation is rather unlikely, and we must therefore conclude that a slightly stronger mixing in the models would be necessary to explain the range of observed N abundances. This conclusion applies even more strongly to the high-mass subsample displayed in the upper panel of Fig. 8 . In the highvelocity part, there are only three stars, but they all fall well above the main-sequence part of the tracks. Either the evolutionary models do not predict enough mixing, or the stars are already in a post-main-sequence phase. The latter possibility is rather unlikely given their observed properties. It is now well established that very massive stars can still be core-H burning objects and appear as Wolf-Rayet objects (Martins et al. 2008; Crowther et al. 2010) . Here, one would need the exact opposite to explain the strong N enrichment of massive SMC O stars: stars already in a post-core-H-burning phase, but with the appearance of main sequence stars. This plot thus favors the possibility that rotational mixing is not sufficient at high masses in the models of Brott et al. (2011a) . In this high-mass sample, slowly rotating stars cluster around (N) = 7.5, which is not explained by evolutionary models of the main-sequence. Hence, here again, an unidentified mechanism is responsible for the chemical enrichment of those objects. We warn about overinterpretating the present results. A rigorous comparison of measured nitrogen abundances with theoretical prediction in a Hunter-like diagram requires population synthesis as performed in Brott et al. (2011b) , which we do not perform in this paper.
Whatever the exact predictions of the models, another conclusion of our study is that on average, the higher the mass, the stronger the N-enrichment. This is clear from Fig. 8 , in which we see that above 100km s −1 , stars with M<27 M have (N) panel shows star swith a mass higher (lower) than 27M . Evolutionary tracks for different masses are shown in both panels. They were taken from Brott et al. (2011a) and have initial rotational velocities ∼100, ∼200, ∼300 and ∼400 km s −1 . A horizontal shift corresponding to a factor π/4 to account for an average projection effect has been applied to the theoretical curves. below 7.6, while stars with M>27 M have (N) above 7.9. This is a qualitative confirmation of the role of rotational mixing.
Carbon-to-nitrogen ratio
In massive stars, the total mass fraction of CNO remains roughly constant during the CNO cycle. In the very early phases of evolution, the CN-equilibrium is achieved first, and nitrogen is enhanced at the expense of carbon.The oxygen content remains roughly constant, and somewhat later enters the burning cycle. The N/C ratio is an excellent tracer of the chemical evolution of massive stars, because it increases substantially when CNO cycle-processed material appears at the stellar surface.
In Fig. 9 , we present a comparison between the measured N/C ratios (by number) as a function of stellar luminosity. Stellar evolution models for M * = 20, 25, 40, and 60 M by Brott et al. (2011a) are also shown. For each mass, we selected three initial rotational velocities (100, 300, and 400 km s −1 ) to cover the range of observed present v sin i of our sample stars. The amplitude of the N/C ratio is sensitive to differences in rotational velocities, masses, and ages. We can therefore use this plot to check whether a star is evolving according to the prediction of standard evolutionary tracks. We note that initial abundances play a critical role, because the relative increase of the nitrogen abundance depends on the initial amount of carbon available for conversion into nitrogen, as measured by N/C ratios. We note in addition that although the absolute value of the initial C, N, and O abundances remains a vigorously debated topic, especially in the solar case, the nitrogen-to-carbon abundance ratio (N/C = 0.13 in the SMC, see Table 3 and Fig. 9 ) is fairly well established and may be considered a better reference point for comparison.
The direct comparison between the derived N/C and luminosities and the predictions of stellar evolution leads to the following conclusions:
1. M * < 23 M : four out of the five filled circles, corresponding to v sin i < 200 km s −1 , can be accounted for by the 25 M evolutionary tracks with rotational velocities between 100 and 300 km s −1 . For these objects, normal stellar evolution is therefore able to explain the observed properties. One slowly rotating object (MPG 523) has N/C=5, much higher than predicted. A high initial rotation (of about 400 km s −1 ) would be needed to reproduce its position in the N/C vs L diagram. Of the three fast rotators (open symbols), two are well reproduced by the 400 km s −1 track. The latest object (AzV 267) displays a lower enrichment than expected for its luminosity and v sin i. In conclusion, six out eight stars in this mass range can be accounted for by stellar evolution. 2. 23 < M * < 33 M : of the eight objects with v sin i < 200 km s −1 , six have N/C < 1.0, consistent with the 25 M evolutionary tracks with initial rotational velocities below 300 km s −1 . The two remaining objects (MPG 368 and AzV 446) have N/C∼2 and log L/L ∼ 5.3. The 25 M evolutionary track with v sin i = 300 km s −1 can marginally account for these stars, provided they are very close to the end of the main sequence. Three stars have high rotation rates. Two are reproduced by evolutionary models with v rot = 400 km s −1 , one AzV 117 has a luminosity and N/C too high for the 25 M track. But its mass (31.9 M ) is intermediate between the 25 and 40 M track, the latter being able to reproduce its the position. Consequently, AzV 117 is marginally reproduced by stellar evolution. In total, in the 23-33 M mass range, eight stars follow normal evolution, and three are marginally explained. 3. 33 < M * < 50 M : the three objects in this mass range are no fast rotators. Two objects (MPG 324 and AzV 243) fall on the 40 M evolutionary track with v rot = 300 km s −1 , near the end of the main sequence. MPG 324 is a suspected binary, which obviously might affect its evolution and surface abundances. One object (AzV 388) has a higher N/C that cannot be explained by moderate rotation. Its v sin i is 150 km s −1 , higher than that of MPG 324 which has a similar luminosity, gravity, and mass, but a lower v sin i (70 km s −1 ). Hence, AzV 388 might have been initially a fast rotator and has now braked to a moderate v sin i. In conclusion, the three objects in this mass range are marginally explained by normal evolution. 4. M * > 50 M : the only star in this range (MPG 355) is marginally explained by the 60 M track at 300 km s −1 if the star is close to the end of the main sequence. Given its spectral type (ON2III(f*)), this is a likely possibility. The nitrogen abundance derived for this star agrees very well with the value measured by Rivero González et al. (2012) from their analysis of the optical nitrogen lines. These authors found values in the range [N]=7.98-8.10 (depending on the temperature solution), which is consistent with their conclusion that their method and tool (the FASTWIND code) for analyzing the earliest O-stars would yield slightly lower abundances than those based on CMFGEN. Nevertheless, the nitrogen abundances from both studies agree within the error bars. The N/C ratio is thus much higher than predicted by stellar evolution models with moderate initial rotation. Only models with v rot as high as 300 km s −1 can account for the observed ratio. At SMC metallicity, a 60 M (or above) star with such a high rotational velocity may have chemically homogeneous evolution (cf. Brott et al. 2011a ).
In total, 15 out of 23 stars (65%) are correctly explained by the Brott et al. (2011a) evolutionary tracks; 6 out of 23 (26%) are marginally explained, and only 2 objects (9%) are clear outliers. The bulk of the SMC O dwarf stars follows normal evolution. A fraction of 10 to about 30% of the SMC O dwarfs deviates mildly or strongly from normal evolution. For comparison, Brott et al. (2011b) reported that about 40% of the SMC B stars analyzed by Hunter et al. (2008) cannot be reproduced by their evolutionary models (the same we used in the present study). Using the same dataset, Maeder et al. (2009) concluded that the fraction of stars escaping normal evolution was about 20%. Given the uncertainty concerning both the value of B stars following unusual evolution and the number of true outliers in our sample, we can conclude that the majority of SMC O dwarfs are well explained by single-star evolution with rotation and that a fraction similar to that observed for B stars might need additional physical explanation (such as binarity or magnetism).
CNO
Achieving the complete CNO-equilibrium requires that hydrogen has been burnt in significant amount in the stellar core. Changes in the oxygen surface abundance should therefore be observed preferentially in the later evolutionary stages or in the more massive and faster rotating stars. In Fig. 10 , we compare measured N/C versus N/O ratios with those predicted by stellar evolution models for different masses and rotation rates (Brott et al. 2011a ). This plot indicates whether the variations of N/C and N/O follow the trend expected for material processed through the CNO-cycle. The amplitudes of the departure from the initial abundance ratios are notoriously sensitive to differences in rotational velocities, masses, and ages. They might also reflect departures of the initial mixture from the standard CNO abundances measured in the SMC interstellar medium , and used in the stellar evolution models. Our results can be summarized as follows:
1. M * < 23 M : four out of the five filled circles, corresponding to v sin i < 200 km s −1 , can be accounted for by evolutionary tracks with rotational velocities between 100 and 300 km s −1 and masses 20 M and/or 25 M . Their surface properties are therefore compatible with the mixing processes as implement in the evolution models. Again, MPG 523 does not follow this trend. The N/C and N/O ratios we measured are compatible with a 20 M model with 300 km s −1 (but N/O would need to be twice as high to be consistent with the 20 M model and v rot ≈ 400 km s −1 that was found to best accounts for MPG 523 behavior, see Sect. 5.3.3). The location of MPG 523 in Figs. 9 and 10 strengthens the case that this star is indeed fast-rotating. This also implies an evolutionary stage rather later than expected from the H-R diagram in Fig.  4 , but consistent with a location on isochrone 5 Myr (see Fig.  5 ). Of the three fast rotators (open symbols), two are well reproduced by the 400 km s −1 track, these are AzV 267 and MPG 299. The other object (NGC 346-046) displays an oxygen depletion much too weak for the measured carbon and nitrogen abundances. To match the prediction of a 20 M and v rot ≈ 400 km s −1 model, O/H would need to be roughly four times lower than measured. Although the number of oxygen lines for abundance determination is limited and the sensitivity/accuracy reduced because of the high v sin i of the star, we can rule out such a low abundance. At this point, six out eight stars in this mass range can be accounted for by stellar evolution. 2. 23 < M * < 33 M : Seven out of eight objects with v sin i < 200 km s −1 display N/O and N/C ratios consistent with the 25 M evolutionary tracks with initial rotational velocities of about 100 km s −1 . For the one remaining object (MPG 368), this evolutionary track is able to account marginally for its surface abundance but implies that the star is at the terminal stage of its evolution (the end of helium-core-burning in this grid), which can be ruled out from its other observed properties. 25 M models with faster rotation (v sin i ≥ 300 km s −1 ) can better account for the surface abundances of MPG 368. This behavior is easier to reconcile with the likely binary status of this object. Of the three stars with high rotation rates, two are reproduced by evolutionary models with 25 M and v sin i = 300-400 km s −1 . The last one (AzV 177) has an N/C too high for any 25 M track, but N/C and N/O are compatible with a model with 30 M and v rot ≈ 300 km s −1 , consistent with the conclusion reached in Sect. 5.3.3 . Including the present result, we argue that AzV 117 is indeed reproduced by stellar evolution. In total, in the 23-33 M mass range, all (but one) stars follow normal evolution. 3. 33 < M * < 50 M : Two out of three stars in this mass range, namely AzV 388 and AzV 243, fall on the 40 M evolutionary track with v rot ≈ 400 km s −1 (AzV 243 is also on the 40 M , 300 km s −1 track), although none of them is a fast rotator. MPG 324, on the other hand, is a clear outlier in this diagram for this mass range, possibly related to its binary status. MPG 324 and AzV 388 have very different N/O and N/C ratios, although they have similar luminosity, gravity, and mass, but their v sin i differs by a factor of two. Together with the behavior observed in Fig. 9 , this reinforces the conclusion that AzV 388 initially was a fast rotator and has now braked down to a moderate v sin i. 4. M * > 50 M : As the only star clearly more massive than 50 M (but whose real mass is unknown), MPG 355 has N/O and N/C ratios consistent with the 60 M tracks having v rot ≈ 300 km s −1 . This again strengthens our interpretation throughout this paper that this star is a very massive fast-rotating object in a chemically homogeneous evolution.
In summary, 19 out of 23 stars have surface abundance patterns that are compatible with normal stellar evolution as implemented in the Brott et al. (2011a) evolutionary tracks. Only four objects are clear outliers, one of them is marginally consistent with the expected evolution for the correct mass range although of unlikely evolutionary status.
For the stars that deviate from stellar evolution predictions, the amplitude of the deviations are generally large enough that differences in the initial abundances could not help to reconcile the outputs from stellar evolution models and our measurements. It is indeed well-known that the slope of the theoretical tracks is very sensitive to the adopted initial mixture (see for instance Fig. 3 of Przybilla et al. (2010) and a span of N/O and N/C ratios is expected for different initial chemical composition. In our case, all outliers but one (MPG 523) have C+N+O in good consistency with the values measured in the H II regions ). We furthermore stress that several stars that follow the normal evolution do present some departures from these ISM values, on the other hand . However, the scatter around the SMC abundances is small for most objects, which indicates that the initial composition of the stars is compatible with the ISM values. This rules out a difference from standard ISM values in the initial abundances as the origin for the observed behavior of the outliers stars.
Alternatively, including magnetic fields in stellar evolution models could change the speed and amplitude with which abundance patterns are built up at the surface. A recent study by Meynet et al. (2011) confirmed that including magnetic braking yields very different results for the surface abundances, which depend on the assumed rotation law inside the star. For stars with differential rotation, mixing is faster and stronger, but for stars with solid-body rotation, mixing is inhibited because the stars spin down rapidly. In this case, surface abundance ratios are lower than in models without magnetic braking. Alternatively, (close) binarity would affect the evolution and likely the surface abundances of the stars (from mixing and possibly mass transfer), although it would also imply different luminosities, hence evolutionary masses. However, a comparison with models tailored for magnetic braking (and/or lower masses) would be required for more quantitative conclusions.
The overall properties of the sample stars, including their location in the H-R diagram and surface abundances, indicate that they are observed at different stages of their chemical evolution, even though they are of very similar age. The underlying drivers of the observed differences are unclear and could be manyfoldfrom enhanced mixing related to binary evolution, or to evolution with rotation and a magnetic field (Meynet et al. 2011) .
Recent results reported in Sana et al. (2012a,b) suggest that the binary fraction among massive stars is at least as high as 50%. Most of the (potential) binaries we identified follow a normal, single-star-like, evolution. These are of the late spectral type and are expected to evolve more slowly, which might explain that no signs of binary evolution is visible yet. On the other hand, we note that the most two massive binaries, namely MPG 324 and MPG 368, do present surface abundance properties at odds with normal stellar evolution. Two circumstances may boost this behavior. First, because they are more massive, these stars are expected to evolve faster and display signs of chemical evolution more quickly. Second, they are potentially close-binary systems (we recall that radial-velocity variations have been found for these stars); this is very likely to impact the evolution of these objects even more.
Masses
Spectroscopic masses have been obtained from line profile fitting, while evolutionary masses have been derived by bilinear interpolation on the tracks and isochrones in the H-R diagram. Since model atmospheres only account for radiation pressure plus gas pressure to balance gravity, spectroscopic masses are correct only if the centrifugal acceleration is negligible, that is, only for slow rotators. Otherwise, spectroscopic analyses are expected to underestimate the stellar mass. For this reason, we corrected the spectroscopic surface gravities for centrifugal force induced by rotation, following the approach outlined in Repolust et al. (2004) . Assuming a random distribution of orientations for the rotational axis, the corrected surface gravity is the sum of the effective gravity and a correction term where the centrifugal acceleration averaged over the stellar disk is given to a very good approximation by the projected centrifugal velocity:
2 /R * , where g c and g e f f are the centrifugally corrected and effective surface gravity, respectively. In most cases, the correction is small, with ∆ log g ≤ 0.05 dex, implying corrections of 10% or less of the spectroscopic masses. Only stars with v sin i ≥ 300 km s −1 -NGC 346-046 and MPG 299 -are affected by a larger correction of 0.06 dex and 0.1 dex respectively, implying a correction of the stellar mass as high as 25% in the later case.
A comparison of spectroscopic and evolutionary masses as listed in Table 2 is displayed in Fig. 11 . The errors for the evolutionary mass reflect the errors spanned by the stellar luminosity and effective temperature, respectively, for the adopted set of evolutionary tracks, i.e., for a given initial rotation rate. With the introduction of rotation in stellar evolution models, it is no longer possible to assign a unique value for the stellar mass from a given set (L , T eff ), and therefore this question translates into larger uncertainties on the evolutionary masses. Likewise, the large error bars on spectroscopic masses result from uncertainties on log g. Since the stellar distance is known within a fairly good accuracy for SMC stars, the error in log g is indeed the critical source of error in the spectroscopic mass, hence in the ratio of the evolutionary mass to the spectroscopic mass. The uncertainties in the determination of surface gravities are partially rooted in the use of echelle spectra, whose rectification is difficult, especially in the vicinity of broad H lines. The accuracy of the surface gravity measurements is considerably improved, however, when optical spectra can be used to constrain log g in the models (see also Sect. 3.2) . This is the case for the 12 stars in NGC 346 and for AzV 177, AzV 388 and AzV 243. Four more stars have 2dF spectra, that yield a relatively accurate determination of log g despite a lower spectral resolution. For the five stars with UV spectroscopy only, we adopted a higher error bars on log g that is indicative of log g scatter for dwarf O stars around the assumed value of log g= 4.0. Fig. 9 have been adopted. Stellar evolution models according to Brott et al. (2011a) for M * = 20, 25, 40 and 60 M are overplotted. Here again, the same line styles as in Fig. 9 were adopted; we also color-scoded each corresponding mass range for clarity. The upper left panel presents the complete sample, the three remaining panels display the three mass ranges discussed in the text. Figure 11 shows that, within the error bars, most stars follow the 1:1 relation, although three objects still present (i.e. even within the error bars) the mass-discrepancy first pointed out by Herrero et al. (1992) . A fourth object is also only marginally on the 1:1 relation. The study by Mokiem et al. (2006) also concluded that a mass-discrepancy was present in some SMC stars. They argued that the discrepancy observed in helium rich stars of their sample was possibly a consequence of fast rotation in these objects. Our work shows that one star showing the discrepancy is indeed helium rich, namely MPG 487 but MPG 299, who is the other helium rich star and is a fast rotator, shows a very good agreement between the spectroscopic and evolutionary masses. Furthermore, the other stars showing the mass discrepancy are easily identified as suspected binaries (AzV 326, AzV 189, AzV 148) and are not helium enriched objects (hence not likely to rotate rapidly). We note that for MPG 355 whose evolutionary masse is not constrained from the grid by Brott et al. (2011a) , the mass discrepancy could be large, as pointed out in Rivero González et al. (2012) .
A different view of our results is provided by the histogram of the mass ratios M spec / M evol , which we present in Fig. 12 . The distribution of the ratio divides into two peaks. In total, five stars present mass ratios higher than 1.2. Four of these stars are clear binaries (AzV 326, AzV 189, AzV 148, and MPG 487) and their masses, hence M spec / M evol ratios, are affected by larger uncertainties. We also note that for MPG 368, also identified as a binary (see also Massey et al. 2009 ), the mass ratio deviates from the 1:1 relation by the same amplitude as the four later-type binaries. The bias toward highly discrepant ratios for these five stars is therefore probably related to the binary status of these objects. We note, on the other hand, that the earliest-type binary, MPG 324 instead presents an M spec / M evol ratio that excellently agrees between evolutionary and spectroscopic masses. Furthermore, we were not able to identify any issue in the spectroscopic determination of the surface gravity of the fifth star, namely MPG 682. A lower log g than quoted in Table 2 is firmly excluded; this would decrease the spectroscopic mass and help reconcile it with the evolutionary mass.
For the large majority of the sample stars, the distribution is skewed toward values lower than unity (with a mean of 0.92 and a standard deviation of 0.08). This indicates that even including the corrections for rotation applied to spectroscopic masses, the latter are overall smaller than evolutionary masses. Obviously, this comment holds for the adopted set of evolutionary tracks only. Evolutionary masses (and ages) would be different if we adopted tracks and isochrones with different initial rotation rates. The lack of knowledge of the actual rotation rates of the stars hampers the use of evolutionary models computed with rotation rates appropriate for each individual object.This translates into larger uncertainties on the actual evolutionary masses Spectroscopic versus evolutionary masses. The red filled squares show the rotators with v sin i ≥ 300 km s −1 (see text). Green symbols indicate masses as determined in Mokiem et al. (2006) for the stars in common with the present study. MPG 355 is not plotted because its evolutionary mass could not be determined with the model grid we used (Brott et al. 2011a). and the observed skewness of the histogram in Fig. 12 probably reflects this effect. Quantitatively, however, we found that M evol for our target stars would be changed by half a solar mass on average if we used evolutionary models with v rot ≈ 100 km s −1 for instance. With these models, though, the youngest two stars (NGC 346-046 and MPG 523) of our sample would be located to the left of the ZAMS, even within the error bars. For such cases, estimates of evolutionary masses are highly uncertain. We presented arguments in Sect. 5.2.1 that showed that NGC 346-046 is potentially best described by a model for a 20 M star rotating between 400 km s −1 and 500 km s −1 (also consistent with the chemical N/C pattern, see Sect. 5.3). The derived evolutionary mass would be roughly 3 M lower than quoted in Table 2 , a perfect match with the spectroscopic mass. We stress furthermore that the same models also account very well for the position of MPG 523 in the H-R diagram, while providing a better match to the measured N/C ratio.
Summary
We have modeled the UV and optical spectra of 23 O-type dwarf stars in the SMC to derive their surface and evolutionary properties. Our results can be summarized as follows:
1. We can derive accurate luminosities from modeling the SEDs of the sample stars. We found three objects with luminosities too high for their spectral types. We showed that these stars are very likely binaries consisting of two objects of the same or very similar spectral types. Three other stars were already identified as potential binaries; we confirmed one of them from SED fitting. The measured fraction of binaries of our sample is 26%, which agrees well with more systematic dedicated studies of binarity in massive stars. 2. The sample consists of stars in the giant H II region NGC 346 and field stars. From the H-R diagram, we found that the younger stars belong to NGC 346, while fields stars are 2 Myr old or older. The stars in NGC 346 have ages ranging from younger than 1 Myr to about 6 Myr (for MPG 012, the only subgiant of this sample). 3. We found two fast rotators with v sin i ≥ 300 km s −1 , MPG 299 and NGC 346-046. Both stars are 1 Myr old at most, as indicated by their location on or very close to the ZAMS. The offset in the position of these two fast rotators compared to the other stars confirms the predictions of evolutionary models that fast-rotating stars tend to evolve more vertically in the H-R diagram. 4. Three stars of our sample, MPG 113, MPG 523 and NGC 346-031, were originally classified as luminosity-class Vz. This luminosity class points to massive stars whose spectral properties are expected to indicate extreme youth. In contrast to Mokiem et al. (2006) , our analysis indicates that only MPG 523 is on the ZAMS, the other two stars are more evolved, even within the error bars. For MPG 113, a difference in the effective temperature of 3,000 K between both studies is the cause of the shift in age. The case of NGC 346-031 is very interesting because it points to a different interpretation of the strength of the He ii λ4686 line, the defining criterion of the Vz class, based on different mass-loss rates and helium abundances. 5. The discrepancy between spectroscopic and evolutionary masses is reduced but still present. For a subsample of 17 of the 23 stars, the mean mass ratio is 0.92, with a standard deviation of ±0.08. Binary stars present stronger deviations from the 1:1 relation of M spec / M evol (i.e., a deviation of 20% or more), while one single star is the only clear outlier to the M spec = M evol relation. Obviously, the detailed numerical results of this analysis are valid only for the adopted set of evolutionary tracks and isochrones. Investigation of the impact of different rotation rates on the evolutionary calculations showed rather limited influence on the mass determination, however, not enough to explain the observed mass discrepancy. 6. Photospheric UV lines of C and N were used to derive surface abundances. Our results may be regarded as an extension toward higher masses of the work by Hunter et al. (2009) 7. We compared the measured N/C ratios as a function of stellar luminosity, and the predictions of the stellar evolution models by Brott et al. (2011a) . Sixty-five percent of our sample stars are well reproduced by evolutionary models including rotation. Twenty-six percent are marginally compatible with these models, and 9% are clear outliers. The fraction of O dwarfs in the SMC that cannot be explaned by standard evolution is similar to that of B stars, considering the uncertainties in the estimate of the exact fraction of these outliers (between 20 and 40%).
8. Finally, a majority of stars, irrespective of their mass, have N/C ratios as a function of N/O that match the predicted behavior well, which strengthens the physical assumptions for mixing that are currently implemented in the evolution models presented in Brott et al. (2011a) . Two out of the four stars that differ from this normal evolution are massive, possibly close, binaries, and their surface abundances, should be investigated with ad hoc evolutionary models. The fraction of stars close to the ZAMS that show unexplained differences to standard evolution is thus 9%. This fraction is significantly smaller than the ≈ 40 % outliers of B-type core-hydrogenburning stars in the SMC found by Hunter et al. (2009) and Brott et al. (2011b) . Whether or not this reflects the actual trend for O stars needs to be investigated by extending the present analysis to more evolved objects in the giant and supergiant luminosity classes, such that the compared samples of O-and B-type stars are as similar as possible.
The different conclusions that we reached regarding the nitrogen surface abundance on one hand and the N/C or/and N/O ratios on the other hand deserves more investigation. Maeder et al. (2009) and Brott et al. (2011b) previously pointed out that the so-called Hunter diagram might not be the best way to constrain rotational mixing. These authors discussed how the relative influences of binarity, mass loss, metallicity, age, and rotation on the chemical evolution of massive stars could blurr the interpretation of this diagram. Our results also support this conclusion. We found indeed that a (very) limited fraction of stars do not comply with the predictions of evolution models with rotation when abundance ratios are used. Taken at face value, they suggest that the elements abundances taken separately might not be as relevant as abundance ratios when observations are to be compared with outcomes from stellar evolution models. In other words, the more constraints are obtained on surface abundances (beyond N abundance only), the better the agreement between models and observations. A larger sample including more evolved objects would allow one to investigate if these results vary along the evolution. We will address this question in a forthcoming paper where a similar spectral analysis of SMC giant and supergiant stars will be presented. & Storey (1979a) which agree reasonably well with the experimental values found in the recent study of Träbert et al. (1999) .
O v oscillator strengths were taken from (Nussbaumer & Storey 1983 . Collision rates for the six lowest terms of O v were taken from Berrington et al. (1985) . O iv oscillator strengths were computed as part of the opacity project (Seaton 1987 ) and were obtained from topbase (Cunto et al. 1993) . Intercombination data for O iv is from the compilation of Mendoza (1983) . O iv photoionization data were taken from Nahar (1998) and were obtained through norad 4 . O iv collision rates were taken from Zhang et al. (1994) . O iii oscillator strengths and photoionization data were taken from . Collisional data for the four lowest terms in O iii were taken from the compilation of Mendoza (1983) .
Oscillator strengths for Ne iii and Ne iv were taken from the compilation of Kurucz & Peytremann (1975) and the opacity project (Seaton 1987) . The Ne iii and Ne iv photoionization cross-sections were obtained from the opacity project (Seaton 1987; Cunto et al. 1993) . Collisional data for the four lowest terms in Ne v were taken from Lennon & Burke (1994) , collisional data for the three lowest terms of Ne iv were taken from the compilation of Mendoza (1983) , while collisional data for Ne iii were taken from McLaughlin & Bell (2000) .
Oscillator strengths and photoionization cross-sections for N iii, Ne v ), Si iii (Butler et al. 1993) , Si iv, S iii (Nahar & Pradhan 1993) , and S iv were obtained from topbase (Cunto et al. 1993) , and were computed as part of the opacity project (Seaton 1987) . Intercombination data for S iv were taken from the compilation of Mendoza (1983) while collision strengths between the 2 P o and 4 P levels were taken from the compilation of Mendoza (1983) . Collisional data for the four lowest terms for S iii were taken from Tayal (1997) .
Oscillator strengths for Fe iv, Fe v, and Fe vi were computed by Kurucz (2009) and were obtained (before 2001) from Bob Kurucz's website 5 . The oscillator strengths of two Fe iv lines that overlap with the He i resonance line near 58.4 nm were reduced by a factor of 10 (see Najarro et al. 2006) . Photoionization cross-sections for Fe iv, Fe v, Fe vi and Fe vii were computed as part of the opacity project (Seaton 1987 ) and were obtained from topbase (Cunto et al. 1993) . Fe iv collisional data is from Zhang & Pradhan (1997) 
= 50,000 K in a test model we computed. Furthermore, several lines of CNO elements argue in favor of a higher effective temperature T eff = 52,500 K. This is the case of C iv λ1169 and C iii λ1176, where the intensity of individual lines (the C iii line is not detected in the STIS spectrum) is best fitted for such a T eff . Other lines include N v λλ4604-4620 and N iv λ6381, where both the intensity of individual lines and line ratio of these successives ionization stages argue for the adopted T eff . Finally, we found that emission from incoherent electron scattering in the wings of He ii λ4686 is predicted somewhat too strong and that a higher effective temperature (55,000 K) would solve this problem. Overall, we are quite confident that the effective temperature of MPG 355 as quoted in Bouret et al. (2003) and in the present paper is correct. The recent results by Rivero González et al. (2012) also strengthen this conclusion and the other quantities derived here.
Compared with our previous study, we only changed the nitrogen surface abundance to better fit the N iv λ6381, still maintaining a very good fit to other lines from nitrogen ions.
Appendix B.2: AzV 177 -O4 V Detailed modeling of the optical spectrum of AzV 177 was presented by Massey et al. (2005) and Rivero González et al. (2012) . Significant differences are found from these studies that concern photospheric quantities such as the surface gravity or the helium abundance, and the wind parameters. The 0.2 dex difference in log g c is very surprising since we used the same optical spectrum (kindly provide by P. Massey) and derived a similar T eff . Our modeling of this star relies on the FUV COS spectrum, which offers a better grasp on the wind properties. We also have several CNO lines at our disposal to constrain the surface abundances. The line ratio C iv λ1169 to C iii λ1176 argues for a T eff slightly lower than in Massey et al. (2005) and Rivero González et al. (2012) , although both estimates would agree within error bars. The mass-loss rates also match within a factor of two, which is a very good agreement given the clumping filling factor we adopted. The wind velocity exponent is slightly higher in our case (β = 1.1 rather than 0.8), a result mostly driven by the fit to the C iv resonance doublet. We note that this higher β additionally precludes using He/H=0.15 from Massey et al. (2005) and Rivero González et al. (2012) , because He ii 4686 would show strong emission wings (already too strong here), which are not observed.
Appendix B.3: AzV 388 -O4 V AzV 388 was included in the sample of SMC stars investigated in Mokiem et al. (2006) . We used the same optical spectrum, provided by P. Crowther. The fit to this spectrum is excellent throughout the whole spectral range, including UV. The derived parameters agree very well with those listed in Mokiem et al. (2006) , well within the error bars. The only major discrepancy is the mass-loss rate, which we found to be a factor 3.3 times lower than their value which is based mostly on Hα. Still, the derived clumping filling factor f = 0.11 implies that our massloss rate would be scaled up by the exact same factor, if the wind were assumed to be homogeneous. This last assumption is incompatible with the O v λ1371 line profile, however. ites of two components (see Fig. B.5 ). Higher ionization lines seem to be unaffected, either in UV or optical, suggesting that the other component of this system is a late-O or B-type star. The fit to the observations with our model proves to be very reasonable, confirming that the companion of MPG 368 contributes only marginally to the wind line spectrum. photospheric absorption, and the upper limit on the mass-loss rate isṀ = 6× 10 −9 M yr −1 , Depending on the v rot used for stellar evolution models, the location of MPG 523 in the H-R diagram indicates contradictory ages, either very young (with an age younger than 1 Myr) or much older (with an age of about 5 Myr). On the other hand, the carbon and nitrogen surface abundances are characteristic of significantly more evolved status (carbon depleted and nitrogen enriched). The N/C ratio is one of the highest of the whole sample. We note that the C iv λ1169 is too weak in our model, however, but could not be matched by increasing the carbon abundance without degrading the fit to C iii λ1176. The weak C iii λλ4647-50-52 supports the low value for the carbon abundance. that this evolutionary status of this star is to a large extent influenced by its rotation, possibly to the point of following chemically homogeneous evolution. However, our modeling does not indicate any departure from the initial helium abundance, which is inconsistent with such an evolution (and with Mokiem et al. 2006) . The nitrogen-to-carbon ratio, though, is the highest of the whole sample. The C iv resonance doublet is present as a pure absorption profile, from which we derive an upper limit ofṀ = 6× 10 −9 M yr −1 for the mass-loss rate.
is wrong, as we demonstrate here. The metallicity was derived on the basis of the STIS spectrum analysis (see also Bouret et al. 2003) , which is not affected by moonlight contamination. The derived value allows the best fit to the very weak lines of iron ions present on this STIS spectrum. Assuming higher metallicity would lead to an even lower T eff than the one we derived, hence increasing the discrepancy with the Massey et al. (2009) results. Moreover, the value quoted by these authors for the projected rotation rate of MPG 487 (v sin i = 160 km s −1 ) simply cannot be true (a typo, we assume). The lines of this star, whether in the FUV or in the optical are really narrow, indicating a v sin i that must be 20 km s −1 or even lower (see e.g. the C iii λ1176 lines). was adopted as log g = 4.0, which translates into a spectroscopic mass significantly higher than the evolutionary mass. Like in AzV 189, though, a change by 0.1dex in log g would be enough to reconcile the two estimates. The C iv λλ1548-1550 line shows some blue extension, blueward of the interstellar components. The profile, together with the N v resonance profiles, is well reproduced by adopting a mass-loss rate three times higher than for the other O9 V stars of the sample.
