We give complete algorithms and source code for constructing (multilevel) statistical industry classifications, including methods for fixing the number of clusters at each level (and the number of levels). Under the hood there are clustering algorithms (e.g., k-means). However, what should we cluster? Correlations? Returns? The answer turns out to be neither and our backtests suggest that these details make a sizable difference. We also give an algorithm and source code for building "hybrid" industry classifications by improving off-the-shelf "fundamental" industry classifications by applying our statistical industry classification methods to them. The presentation is intended to be pedagogical and geared toward practical applications in quantitative trading.
Introduction and Summary
Industry classifications such as GICS, BICS, ICB, NAICS, SIC, etc.
4 are widely used in quantitative trading. They group stocks into baskets, e.g., industries, i.e., based on some kind of a similarity criterion. On general grounds one then expects (or hopes) that stocks within such baskets on average should be relatively highly correlated. This is valuable information and can be used in various ways. E.g., one can build a simple mean-reversion statistical arbitrage strategy whereby one assumes that stocks in a given industry move together, cross-sectionally demeans stock returns within said industry, shorts stocks with positive residual returns and goes long stocks with negative residual returns, with some generally nonuniform weights.
5 Industries can also be used as risk factors in multifactor risk models.
6
The aforementioned "fundamental" industry classifications are based on grouping companies together based on fundamental/economic data (see Section 2), which is expected to add value on longer holding horizons. What about shorter holding horizons relevant to quantitative trading strategies? Other than a large number of market players using such industry classifications to arbitrage mispricings, 7 how do we know that they are competitive with purely statistical methods at short horizons?
It is no secret that modern quantitative trading heavily relies on statistical methods such as data mining, machine learning, clustering algorithms, etc. However, after all, quantitative trading is a secretive field and resources on how things are done in practice are at best scarce. 8 The purpose of these notes is to discuss a systematic quantitative framework -in what is intended to be a "pedagogical" fashion -for building what we refer to as statistical industry classifications, solely based on stock returns and no additional extraneous data. Under the hood we have clustering algorithms. However, picking a clustering algorithm -and we will see that some work better than others -is insufficient. E.g., what should we cluster? Correlations? Returns? The answer turns out to be neither and stems from quantitative trading intuition, which is not something one expects to find in machine learning books. We discuss various nuances in constructing statistical industry classifications, and it is those nuances that make a sizable difference. Quant trading is all about detail.
One motivation for considering statistical industry classifications -apart from the evident, to wit, the fact that they differ from "fundamental" industry classifications and are widely used in quant trading -is scenarios where "fundamental" industry classifications are unavailable (or are of subpar quality). This could be in emerging or smaller markets, or even in the U.S. if the underlying trading portfolios are relatively small and a "fundamental" industry classification produces too fragmented a grouping. However, perhaps an equally -if not more -important motivation is application of these methods to returns for "instruments" other than stocks, e.g., quantitative trading alphas, for which there is no analog of a "fundamental" industry classification (Kakushadze and Yu, 2017) . We will keep this in mind below.
9
In Section 2 we briefly review some generalities of (binary) "fundamental" industry classifications to set up the framework for further discussion. Next, in Section 3 we address the issue of what to cluster. We discuss why clustering correlations is suboptimal, and why so is directly clustering returns. We argue that returns should be normalized before clustering and give an explicit prescription for such normalization. We then discuss how to construct single-level and multilevel (hierarchical -e.g., BICS has 3 levels: sectors, industries and sub-industries) statistical industry classifications together with some tweaks (e.g., cross-sectionally demeaning returns at less granular levels). Many clustering algorithms such as k-means are not deterministic. This can be a nuisance. We give an explicit prescription for aggregating classifications from multiple samplings, which in fact improves stability and performance. We discuss algorithms for "bottom-up" (most granular to least granular level), "top-down" (least granular to most granular level) and "relaxation" (hierarchical agglomerative) clustering, together with their "pros" and "cons".
In Section 4 we discuss detailed backtests of the various algorithms in Section 3 and subsequent sections utilizing the intraday alphas and backtesting procedure described in (Kakushadze, 2015b) by using the resultant multilevel statistical industry classifications for building heterotic risk models. The backtests unequivocally suggest that there is structure in the return time series beyond what is captured by simple principal component analysis and clustering adds value. However, clustering still cannot compete with "fundamental" industry classifications in terms of performance due to inherent out-of-sample instabilities in any purely statistical algorithm.
In Section 5 we take it a step further and give a prescription for fixing the number of clusters at each level using the methods discussed in (Kakushadze and Yu, 2016b) , including eRank (effective rank) defined in (Roy and Vetterli, 2007) . We also discuss a heuristic for fixing the number of levels, albeit we empirically observe that the number of levels is not as influential as the number of clusters, at least in our backtests. We take this even further in Section 6, where we give an algorithm for improving a "fundamental" industry classification via further clustering large sub-industries (using BICS nomenclature) at the most granular level via statistical industry classification algorithms we discuss here thereby increasing granularity and improving performance. We briefly conclude in Section 7 and outline some ideas.
We give the R source code for our algorithms in Appendix A (multilevel "bottomup" clustering, dynamical cluster numbers), Appendix B (multilevel "top-down" clustering) and Appendix C ("relaxation" clustering). Appendix D contains legalese.
Industry Classification
An industry classification is based on a similarity criterion: stocks' membership in "groups" or "clusters" such as sectors, industries, sub-industries, etc. -the nomenclature varies from one industry classification scheme to another. Commonly used industry classifications such as GICS, BICS, ICB, NAICS, SIC, etc., are based on fundamental/economic data (such as companies' products and services and more generally their revenue sources, suppliers, competitors, partners, etc.). Such industry classifications are essentially independent of the pricing data and, if well-built, tend to be rather stable out-of-sample as companies seldom jump industries.
10
An industry classification can consist of a single level: N tickers labeled by i = 1, . . . , N are grouped into K "groups" -let us generically call them "clusters" -labeled by A = 1, . . . , K. So, we have a map G : {1, . . . , N} → {1, . . . , K} between stocks and "clusters".
11 More generally, we can have a hierarchy with multiple levels. We can schematically represent this via: Stocks → Level-1 "Clusters" → Level-2 "Clusters" → · · · → Level-P "Clusters". Let us label these P levels by µ = 1, . . . , P . Level-1 is the most granular level with N stocks grouped into K 1 "clusters". The Level-1 "clusters" are in turn grouped into K 2 Level-2 "clusters", where K 2 < K 1 , and so on, Level-P being least granular.
12 Thus, consider BICS 13 as an illustrative example, which has a 3-level hierarchy: Stocks → Sub-industries → Industries → Sectors. (Here "Sub-industries" is the most granular level, while "Sectors" is the least granular level.) So, we have: N stocks labeled by i = 1, . . . , N; K sub-industries labeled by A = 1, . . . , K; F industries labeled by a = 1, . . . , F ; and L sectors labeled by α = 1, . . . , L. Let G be the map between stocks and subindustries, S be the map between sub-industries and industries, and W be the map between industries and sectors:
The beauty of such "binary" industry classifications (generally, with P levels) is that the "clusters" (in the case of BICS, sub-industries, industries and sectors) can be used to identify blocks (sub-matrices) in the sample correlation matrix Ψ ij of stock returns. 14 E.g., for sub-industries the binary matrix δ G(i),A defines such blocks.
10 However, there is variability in the performance of different industry classifications. 11 Here we are assuming that each stock belongs to one and only one "cluster". Generally, this assumption can be relaxed thereby allowing for "conglomerates" that belong to multiple subindustries, industries, sectors, etc. However, this is not required for our purposes here.
12 The branches in this hierarchy tree are assumed to have equal lengths. More generally, we can have branches of nonuniform lengths. However, shorter branches can always be extended to the length of the longest branch(es) by allowing single-element (including single-stock) "clusters".
13 Bloomberg Industry Classification System. 14 And this is useful in constructing risk models for portfolio optimization (Kakushadze, 2015b) .
Statistical Clustering
What if we do not have access to industry classifications based on fundamental data 15 or one is unavailable for the stock universe we wish to trade? Can we build an industry classification from pricing data, i.e., directly from stock returns? After all, intuitively, the time series of returns contains information about how correlated the stocks are. Can we extract it and transform it into an industry classification?
The answer is yes, but it is tricky. The key issue is that correlations between stocks typically are highly unstable out-of-sample. A naive attempt at constructing an industry classification based on stock returns may produce an industry classification with subpar performance. Our goal here is to discuss how to mitigate the out-of-sample instability by building statistical industry classifications based on clustering quantities other than returns. But first let us discuss clustering itself.
K-means
A popular clustering algorithm is k-means (Steinhaus, 1957) , (Lloyd, 1957) , (Forgy, 1965) , (MacQueen, 1967) , (Hartigan, 1975) , (Hartigan and Wong, 1979) , (Lloyd, 1982) . The basic idea behind k-means is to partition N observations into K clusters such that each observation belongs to the cluster with the nearest mean. Each of the N observations is actually a d-vector, so we have an N × d matrix X is , i = 1, . . . , N, s = 1, . . . , d. Let C a be the K clusters, C a = {i|i ∈ C a }, a = 1, . . . , K. Then k-means attempts to minimize
where
are the cluster centers (i.e., cross-sectional means), 16 and n a = |C a | is the number of elements in the cluster C a . In (4) the measure of "closeness" is chosen to be the Euclidean distance between points in R d , albeit other measures are possible. One "drawback" of k-means is that it is not a deterministic algorithm. Generically, there are copious local minima of g in (4) and the algorithm only guarantees that it will converge to a local minimum, not the global one. Being an iterative algorithm, k-means starts with a random or user-defined set of the centers Y as at the initial iteration. However, as we will see, this "drawback" actually adds value.
15 Commercially available industry classifications such as GICS and ICB come at nontrivial cost. The underlying SIC data is available from SEC for free, albeit only by company names, not by ticker symbols. It takes considerable effort to download this data and transform it into an actual industry classification. Alternatively, it can be purchased from commercial providers.
16 Throughout this paper "cross-sectional" refers to "over the index i".
What to Cluster?
So, what should we cluster to construct statistical industry classifications? I.e., what should we pick as our matrix X is in (4)? It is tempting to somehow use pair-wise stock correlations. However, the sample correlation matrix Ψ ij computed based on the time series of stock returns is highly unstable out-of-sample.
17 So, what if we identify X is with the time series of the underlying stock returns? Let R is be these stock returns, where s = 1, . . . , d now is interpreted as labeling the observations in the time series (e.g., trading days). Further, for definiteness, let s = 1 correspond to the most recent observation. Now we can build a statistical industry classification by applying k-means to X is = R is . Intuitively this makes sense: we are clustering stocks based on how close the returns are to the centers (i.e., within-cluster cross-sectional means) of the clusters they belong to. However, this is a suboptimal choice.
Indeed, this can be understood by observing that, in the context of stock returns, a priori there is no reason why the centers Y as in (5) should be computed with equal weights. We can think of the clusters C a as portfolios of stocks, and Y as as the returns for these portfolios. Therefore, based on financial intuition, we may wish to construct these portfolios with nonuniform weights. Furthermore, upon further reflection, it become evident that clustering returns make less sense than it might have appeared at first. Indeed, stock volatility is highly variable, and its crosssectional distribution is not even quasi-normal but highly skewed, with a long tail at the higher end -it is roughly log-normal. Clustering returns does not take this skewness into account and inadvertently we might be clustering together returns that are not at all highly correlated solely due to the skewed volatility factor.
A simple solution is to cluster the normalized returns R is = R is /σ i , where σ 2 i = Var(R is ) is the serial variance. This way we factor out the skewed volatility factor. Indeed, Cov( R i , R j ) = Cor(R i , R j ) = Ψ ij (we suppress the index s in the serial covariance Cov and correlation Cor) is the sample correlation matrix with |Ψ ij | ≤ 1. However, as we will see below, clustering R is , while producing better results than clustering R is , is also suboptimal. Here are two simple arguments why this is so.
Clusters C a define K portfolios whose weights are determined by what we cluster. When we cluster X is = R is , the centers are Y as = Mean(R is |i ∈ C a ), i.e., we have equal weights ω i ≡ 1 for the aforesaid K portfolios, and we group R is (at each iterative step in the k-means algorithm) by how close these returns are to these equally-weighted portfolios. However, equally-weighted portfolios themselves are suboptimal. So are portfolios weighted by ω i ≡ 1/σ i , which is what we get if we cluster X is = R is , where the centers are Y as = Mean(R is /σ i |i ∈ C a ). Thus, portfolios that maximize the Sharpe ratio (Sharpe, 1994) are weighted by inverse variances:
The sample correlation matrix contains less information than the underlying time series of returns. Thus, it knows nothing about serial means of returns, only deviations from these means.
18 More precisely, this is the case in the approximation where the sample covariance matrix is taken to be diagonal. In the context of clustering it makes sense to take the diagonal part of the sample covariance matrix as the full sample covariance matrix is singular for clusters with ω i = 1/σ 2 i . We get such portfolios if we cluster X is = R is , where R is = R is /σ 2 i , so the centers are Y as = Mean(R is /σ 2 i |i ∈ C a ). Clustering R is , as we will see, indeed outperforms clustering R is . Can we understand this in a simple, intuitive fashion?
By clustering R is = R is /σ i , we already factor out the volatility dependence. So, why would clustering R is = R is /σ 2 i work better? Clustering R is essentially groups together stocks that are (to varying degrees) highly correlated in-sample. However, there is no guarantee that they will remain as highly correlated out-ofsample. Intuitively, it is evident that higher volatility stocks are more likely to get uncorrelated with their respective clusters. This is essentially why suppressing by another factor or σ i in R is (as compared with R is ) leads to better performance: inter alia, it suppresses contributions of those volatile stocks into the cluster centers Y is .
A Minor Tweak
So, we wish to cluster R is = R is /σ 2 i . There is a potential hiccup with this in practice. If some stocks have very low volatilities, we could have large R is for such stocks. To avoid any potential issues with computations, we can "smooth" this out via (MAD = mean absolute deviation):
and for all v i < 1 we set v i ≡ 1. This is the definition of R is we use below (unless stated otherwise). Furthermore, Median(·) and MAD(·) above are cross-sectional.
Multilevel Clustering
If we wish to construct a single-level statistical industry classification, we can simply cluster R is defined in (6) into K clusters via k-means. What if we wish to construct a multilevel statistical industry classification (see Section 2)? We discuss two approaches here, which we can refer to as "bottom-up" and "top-down". 
Bottom-Up Clustering
Say we wish to construct a P -level classification. We can construct it as a sequence: granular level with K 1 clusters, then we cluster these K 1 clusters into fewer K 2 clusters and so on, until we reach the last and least granular level with K P clusters. Given 21 the integers K 1 , . . . , K P , the question is what to use as the returns at each step. Let these returns be [R(µ)] i(µ),s (i.e., we cluster [R(µ)] i(µ),s into K µ clusters via k-means), where µ = 1, . . . , P , i(µ) = 1, . . . , K µ−1 , and we have conveniently defined K 0 = N, so i(1) is the same index as i. As above, we can take [R(1)] is = R is . What about [R(µ)] i(µ),s at higher levels µ > 1? We have some choices here. Let C a(µ) = {i(µ)|i(µ) ∈ C a(µ) }, a(µ) = 1, . . . , K µ be the clusters at each level µ. I.e., the index a(µ) is the same as the index i(µ + 1) for 0 < µ < P . Then we can take (in the second line below 2 < µ ≤ P )
where we can take
These two definitions produce very similar results in our backtests (see below).
Another Minor Tweak
In the bottom-up clustering approach we just discussed above, the higher level clusters tend to be highly correlated with each other. I.e., the corresponding cluster returns have a prominent "market" (or "overall") mode 22 component in them. That is, averages of pair-
23 To circumvent this, we can simply cross-sectionally demean the returns at higher levels, i.e., for µ > 1 we substitute
However, cross-sectional demeaning at level-1 (µ = 1) leads to worse performance. Intuitively, we can understand this as follows. Demeaning at the most granular level removes the "market" mode.
24 Unlike higher-level returns [R(µ)] i(µ),s , µ > 1, the level-1 returns are not all that highly correlated with each other, so it pays to keep the "market" mode intact as, e.g., high-beta stocks statistically are expected to cluster together, while low-beta stocks are expected to cluster differently. So, the upshot is that we demean the returns at higher levels, but not level-1 returns. 21 We will discuss what these cluster number "should" be below. 22 See, e.g., (Bouchaud and Potters, 2011) , (Kakushadze and Yu, 2017) . 23 Consequently, there is a large gap between the first [λ(µ)]
(1) and higher
This essentially drops the 1st principal component from the spectral decomposition of Ψ ij .
Aggregating Multiple Samplings
As mentioned above, k-means is not a deterministic algorithm. Unless the initial centers are preset, the algorithm starts with random initial centers and converges to a different local minimum in each run. There is no magic bullet here: trying to "guess" the initial centers is not any easier than "guessing" where, e.g., the global minimum is. So, what is one to do? One possibility is to simply live with the fact that every run produces a different answer. The question then one must address in a given context is whether the performance in an actual application is stable from one such random run to another, or if it is all over the place. As we will see below, in our backtests, happily, the performance is extremely stable notwithstanding the fact that each time k-means produces a different looking industry classification.
So, this could be the end of the story here. However, one can do better. The idea is simple. What if we aggregate different industry classifications from multiple runs (or samplings) into one? The question is how. Suppose we have M runs (M ≫ 1). Each run produces an industry classification with K clusters. Let Ω
. . , K} is the map between the stocks and the clusters), 25 be the binary loadings matrix from each run labeled by r = 1, . . . , M. Here we are assuming that somehow we know how to properly order (i.e., align) the K clusters from each run. This is a nontrivial assumption, which we will come back to momentarily. However, assuming, for a second, that we know how to do this, we can aggregate the loadings matrices Ω r ia into a single matrix Ω ia = M r=1 Ω r ia . Now, this matrix does not look like a binary loadings matrix. Instead, it is a matrix of occurrence counts, i.e., it counts how many times a given stock was assigned to a given cluster in the process of M samplings. What we need to construct is a map G such that one and only one stock belongs to each of the K clusters. The simplest criterion is to map a given stock to the cluster in which Ω ia is maximal, i.e., where said stock occurs most frequently. A caveat is that there may be more than one such clusters. A simple criterion to resolve such an ambiguity is to assign said stock to the cluster with most cumulative occurrences (i.e., we take q a = N i=1 Ω ia and assign this stock to the cluster with the largest q a , if the aforesaid ambiguity occurs). In the unlikely event that there is still an ambiguity, we can try to do more complicated things, or we can simply assign such a stock to the cluster with the lowest value of the index a -typically, there is so much noise in the system that dwelling on such minutiae simply does not pay off.
However, we still need to tie up a loose end, to wit, our assumption that the clusters from different runs were somehow all aligned. In practice each run produces K clusters, but i) they are not the same clusters and there is no foolproof way of mapping them, especially when we have a large number of runs; and ii) even if the clusters were the same or similar, they would not be ordered, i.e., the clusters from one run generally would be in a different order than clusters from another run.
25 For terminological definiteness here we focus on the level-1 clusters; it all straightforwardly applies to all levels. Also, the superscript r in Ω r ia and G r (i) is an index, not a power.
So, we need a way to "match" clusters from different samplings. Again, there is no magic bullet here either. We can do a lot of complicated and contrived things with not much to show for it at the end. A simple pragmatic solution is to use k-means to align the clusters from different runs. Each run labeled by r = 1, . . . , M, among other things, produces a set of cluster centers Y r as . We can "bootstrap" them by row into a (KM) × d matrix Y as = Y r as , where a = a + (r − 1)K takes values a = 1, . . . , (KM). We can now cluster Y as into K clusters via k-means. This will map each value of a to {1, . . . , K} thereby mapping the K clusters from each of the M runs to {1, . . . , K}. So, this way we can align all clusters. The "catch" is that there is no guarantee that each of the K clusters from each of the M runs will be uniquely mapped to one value in {1, . . . , K}, i.e., we may have some empty clusters at the end of the day. However, this is fine, we can simply drop such empty clusters and aggregate (via the above procedure) the smaller number of K ′ < K clusters. I.e., at the end we will end up with an industry classification with K ′ clusters, which might be fewer than the target number of clusters K. This is not necessarily a bad thing. The dropped clusters might have been redundant in the first place. Another evident "catch" is that even the number of resulting clusters K ′ is not deterministic. If we run this algorithm multiple times, we will get varying values of K ′ . However, as we will see below, the aggregation procedure improves performance in our backtests and despite the variability in K ′ is also very stable from run to run. In Appendix A we give the R source code for bottom-up clustering with various features we discuss above, including multilevel industry classification, the tweaks, and aggregation. 
Top-Down Clustering
Above we discussed bottom-up clustering. We can go the other way around and do top-down clustering. I.e., we can construct a P -level classification as a sequence
More conveniently, we start with the entire universe of stocks and cluster R is , i = 1, . . . , N, into L P = K P clusters. At level-(P − 1), we cluster each level-P cluster C a(P ) = {i|i ∈ C a(P ) }, a(P ) = 1, . . . , K P , into L P −1 clusters. We do this by clustering the returns R is , i ∈ C a(P ) via k-means into L P −1 clusters.
27 At level-(P − 2), we cluster each level-(P − 1) cluster C a(P −1) = {i|i ∈ C a(P −1) }, a(P − 1) = 1, . . . , K P −1 , into L P −2 clusters. We do this by clustering the returns R is , i ∈ C a(P −1) via k-means into L P −2 clusters. And so on. 28 In the zeroth approximation,
, and so on, so K 1 = K * = P µ=1 L µ . However, if at some level-µ we have some cluster C a(µ) with n a (µ) ≤ L µ , then we leave this cluster intact and do not cluster it, i.e., we "roll it" forward unchanged. Therefore, we can have K 1 < K * at the most granular level-1. Also, instead of simply clustering via a single-sampling k-means, as above we can aggregate multiple samplings. Then at any level-µ we can end up clustering a given cluster C a(µ) into L µ or fewer clusters. Note, since here we work directly with the returns R is , in contrast to the bottom-up approach, no crosssectional demeaning is warranted at any level. In Appendix B we give the R source code for top-down clustering, including with aggregation over multiple samplings.
Relaxation Clustering
Instead of k-means, which is nondeterministic, we can use other types of clustering, e.g., hierarchical agglomerative clustering. Let us focus on a 1-level classification here as we can always generalize it to multilevel cases as above. So, we have N stocks, and we wish to cluster them into K clusters. If K is not preset, we can use SLINK (Sibson, 1973) , etc. (see, e.g., (Murtagh and Contreras, 2011) ). If we wish to preset K, then we can use a similar approach, except that it must be tweaked such that all observations are somehow squeezed into K clusters. We give the R code for one such algorithm in Appendix C. Basically, it is a relaxation algorithm which, as above, clusters R is (not R is ). The distance D(i, j) between two d-vectors R is and R js is simply the Euclidean distance in R d . The initial cluster contains i 1 and j 1 with the smallest distance. If some i 2 and j 2 (such that i 2 = i 1 , i 2 = j 1 , j 2 = i 1 and j 2 = j 1 ) are such that D(i 2 , j 2 ) is smaller than the lesser of D(i 1 , ℓ) and D(j 1 , ℓ) for all ℓ (ℓ = i 1 and ℓ = j 1 ), then i 2 and j 2 form the second cluster. Otherwise ℓ that minimizes D(i 1 , ℓ) or D(j 1 , ℓ) is added to the first cluster. This is continued until there are K clusters. Once we have K clusters, we can only add to these clusters.
4 Backtests
Let us backtest the above algorithms for constructing statistical industry classification by utilizing the same backtesting procedure as in (Kakushadze, 2015b) . The remainder of this subsection very closely follows most parts of Section 6 thereof. 
Notations
Let P is be the time series of stock prices, where i = 1, . . . , N labels the stocks, and s = 1, 2, . . . labels the trading dates, with s = 1 corresponding to the most recent date in the time series. The superscripts O and C (unadjusted open and close prices) and AO and AC (open and close prices fully adjusted for splits and dividends) will distinguish the corresponding prices, so, e.g., P C is is the unadjusted 29 A brute force algorithm where at each step rows and columns are deleted from the matrix D(i, j) is too slow. The R source code we give in Appendix C is substantially more efficient than that. However, it is still substantially slower than the k-means based algorithms we discuss above. 30 We "rehash" it here not to be repetitive but so that our presentation here is self-contained.
close price. V is is the unadjusted daily volume (in shares). Also, for each date s we define the overnight return as the previous-close-to-open return:
This return will be used in the definition of the expected return in our mean-reversion alpha. We will also need the close-to-close return
An out-of-sample (see below) time series of these returns will be used in constructing the risk models. All prices in the definitions of E is and R is are fully adjusted. We assume that: i) the portfolio is established at the open 31 with fills at the open prices P O is ; ii) it is liquidated at the close on the same day -so this is a purely intraday alpha -with fills at the close prices P C is ; and iii) there are no transaction costs or slippage -our aim here is not to build a realistic trading strategy, but to test relative performance of various statistical industry classifications. The P&L for each stock
where H is are the dollar holdings. The shares bought plus sold (establishing plus liquidating trades) for each stock on each day are computed via Q is = 2|H is |/P O is .
Universe Selection
For the sake of simplicity, 32 we select our universe based on the average daily dollar volume (ADDV) defined via (note that A is is out-of-sample for each date s):
We take m = 21 (i.e., one month), and then take our universe to be the top 2000 tickers by ADDV. To ensure that we do not inadvertently introduce a universe selection bias, we rebalance monthly (every 21 trading days, to be precise). I.e., we break our 5-year backtest period (see below) into 21-day intervals, we compute the universe using ADDV (which, in turn, is computed based on the 21-day period immediately preceding such interval), and use this universe during the entire such interval. We do have the survivorship bias as we take the data for the universe of tickers as of 9/6/2014 that have historical pricing data on http://finance.yahoo.com (accessed on 9/6/2014) for the period 8/1/2008 through 9/5/2014. We restrict this universe to 31 This is a so-called "delay-0" alpha: the same price, P O is (or adjusted P AO is ), is used in computing the expected return (via E is ) and as the establishing fill price.
32 In practical applications, the trading universe of liquid stocks typically is selected based on market cap, liquidity (ADDV), price and other (proprietary) criteria.
include only U.S. listed common stocks and class shares (no OTCs, preferred shares, etc.) with BICS (Bloomberg Industry Classification System) sector assignments as of 9/6/2014.
33 However, as discussed in detail in Section 7 of (Kakushadze, 2015a) , the survivorship bias is not a leading effect in such backtests. 
Backtesting
We run our simulations over a period of 5 years (more precisely, 1260 trading days going back from 9/5/2014, inclusive). The annualized return-on-capital (ROC) is computed as the average daily P&L divided by the intraday investment level I (with no leverage) and multiplied by 252. The annualized Sharpe Ratio (SR) is computed as the daily Sharpe ratio multiplied by √ 252. Cents-per-share (CPS) is computed as the total P&L in cents (not dollars) divided by the total shares traded.
Optimized Alphas
The optimized alphas are based on the expected returns E is optimized via Sharpe ratio maximization using heterotic risk models (Kakushadze, 2015b ) based on statistical industry classifications we are testing. 35 We compute the heterotic risk model covariance matrix Γ ij every 21 trading days (same as for the universe). For each date (we omit the index s) we maximize the Sharpe ratio subject to the dollar neutrality constraint:
In the absence of bounds, the solution is given by
33 The choice of the backtesting window is intentionally taken to be exactly the same as in (Kakushadze, 2015b) to simplify various comparisons, which include the results therefrom.
34 Here we are after the relative outperformance, and it is reasonable to assume that, to the leading order, individual performances are affected by the survivorship bias approximately equally as the construction of all alphas and risk models is "statistical" and oblivious to the universe.
35 In (Kakushadze, 2015b) BICS is used for the industry classification. Here we simply plug in the statistical industry classification instead of BICS. In the case of a single-level industry classification, we can either add the second level consisting of the "market" with the N × 1 unit matrix as the loadings matrix; or, equivalently, we can use the option mkt.fac = T in the R function qrm.het() in Appendix B of (Kakushadze, 2015b) , which accomplishes this internally.
where Γ −1 is the inverse of Γ, and η > 0 (mean-reversion alpha) is fixed via (we set the investment level I to $20M in our backtests)
Note that (19) satisfies the dollar neutrality constraint (18). In our backtests we impose position bounds (which in this case are the same as trading bounds as the strategy is purely intraday) in the Sharpe ratio maximization:
where A is is ADDV defined in (16). In the presence of bounds computing H i requires an iterative procedure and we use the R code in Appendix C of (Kakushadze, 2015b) . Table 1 summarizes simulation results for 11 independent runs for the "bottom-up" 3-level statistical industry classification with K 1 = 100, K 2 = 30 and K 3 = 10 (see Subsection 3.3.1). Despite the nondeterministic nature of the underlying k-means algorithm, pleasantly, the backtest results are very stable. Table 2 summarizes simulation results for 11 independent runs for the "bottom-up" single-level statistical industry classification with the target number of clusters K = 100 based on aggregating 100 samplings (so the actual number of resultant clusters K ′ can be smaller than K -see Subsection 3.3.3). Again, the backtest results are very stable. Table  3 summarizes simulation results for 23 independent runs for the "bottom-up" 3-level statistical industry classification with the target number of clusters K 1 = 100, K 2 = 30 and K 3 = 10 based on aggregating 100 samplings (so the actual number of resultant clusters K ′ µ can be smaller than K µ , µ = 1, 2, 3 -see Subsection 3.3.3). The first 15 (out of 23) runs correspond to norm.cl.ret = F (this corresponds to choice (i) after Equation (10) in Subsection 3.3.1), while the other 8 runs correspond to norm.cl.ret = T (this corresponds to choice (ii) after said Equation); see the function qrm.stat.ind.class.all() in Appendix A. The aforesaid stability persists to these cases as well. Table 4 summarizes the number of actual clusters in a statistical industry classification obtained via aggregating 100 samplings. The target numbers of clusters in a 3-level hierarchy are K 1 = 100, K 2 = 30 and K 3 = 10, as in Table 3 . Table 5 summarizes simulation results for "top-down" 3-level statistical industry classifications obtained via a single sampling in each run, with 3 runs for each L µ . The 3-vector L µ , µ = 1, 2, 3, is defined in Subsection 3.3.4. Recall that in the zeroth approximation the number of clusters at the most granular level-1 is K 1 = L 1 L 2 L 3 ; however, the actual value can be lower due to the reasons explained in Subsection 3.3.4. Here too we observe substantial stability. Table 6 summarizes simulation results for "top-down" 3-level statistical industry classifications obtained via aggregating 100 samplings in each run, with 3 runs for each L µ . Stability persists.
Simulation Results
From the above results it is evident that aggregating multiple samplings on average improves both performance and stability. Furthermore, not surprisingly, decreasing granularity worsens the Sharpe ratio. 3-level classifications outperform single-level classifications.
36 Above we mentioned that clustering R is = R is /σ 2 i outperforms clustering R is = R is /σ i , which in turn outperforms clustering R is . Thus, a random run for the "bottom-up" 3-level classification with K 1 = 100, K 2 = 30 and K 3 = 10 based on clustering R is using a single sampling produced a typical performance with ROC = 41.885%, SR = 15.265 and CPS = 1.889 (cf. Table 1) . A random run for the "bottom-up" 3-level classification with K 1 = 100, K 2 = 30 and K 3 = 10 based on clustering R is using a single sampling produced a typical performance with ROC = 42.072%, SR = 15.840 and CPS = 1.973 (cf. Table 1 ).
37
In contrast to nondeterministic k-means based algorithms, the relaxation algorithm (Subsection 3.3.5) is completely deterministic. We run it using the code in Appendix C to obtain a 3-level classification with the target numbers of clusters K 1 = 100, K 2 = 30 and K 3 = 10 (as in the "bottom-up" cases, we cross-sectionally demean the level-2 and level-3 returns, but not the level-1 returns). The simulation results are sizably worse than for k-means based algorithms: ROC = 41.266%, SR = 15.974 and CPS = 1.990. How come? Intuitively, this is not surprising. All such relaxation mechanisms (hierarchical agglomerative algorithms) start with a "seed", i.e., the initial cluster picked based on some criterion. In Subsection 3.3.5 this is the first cluster containing the pair (i 1 , j 1 ) that minimized the Euclidean distance. However, generally this choice is highly unstable out-of-sample, hence underperformance. In contrast, k-means is much more "statistical", especially with aggregation.
How to Fix Cluster Numbers?
Thus far we have picked the number of clusters K µ as well as the number of levels P "ad hoc".
38 Can we fix them "dynamically"? If we so choose, here we can do a lot of complicated things. Instead, our approach will be based on pragmatism (rooted in financial considerations) and simplicity.
39 As can be surmised from Tables 2 and 3, the number of levels does not make it or break it in our context. What is more important is the number of clusters. So, suppose we have a given number of levels P > 1. Let us start by asking, what should K 1 (most granular level) and 36 Also, "bottom-up" by construction uses more information than and outperforms "top-down". 37 Table 1 is based on clustering R is defined via (6). However, clustering R * is = R is /σ 2 i produces essentially the same results. Thus, a random run for the "bottom-up" 3-level classification with K 1 = 100, K 2 = 30 and K 3 = 10 based on clustering R * is via aggregating 100 samplings produced a typical performance with ROC = 41.707%, SR = 16.220 and CPS = 2.091 (cf. Table 3) . 38 Here we focus on the k-means based "bottom-up" and "top-down" algorithms. As discussed above, the relaxation algorithm underperforms the k-means based algorithms.
39 A variety of methods for fixing the number of clusters have been discussed in other contexts. See, e.g., (Rousseeuw, 1987) , (Goutte et al, 2001) , (Sugar and James, 2003) , (Lleití et al, 2004) , (De Amorim and Hennig, 2015) . K P (least granular level) be? In practice, the number of stocks N > d − 1, so the sample correlation matrix Ψ ij is singular. (In fact, in most practical applications N ≫ d − 1.) We can model it via statistical risk models (Kakushadze and Yu, 2016b) . These are factor models obtained by truncating the spectral decomposition of Ψ ij
via the first d − 1 principal components V 
I.e., we approximate Ψ ij (which is singular) via Γ ij (which is positive-definite as all ξ 2 i > 0 and are fixed from the requirement that Γ ii ≡ 1). The question then is, what should F be? One simple ("minimization" based) algorithm for fixing F is given in (Kakushadze, 2015b) . Another, even simpler algorithm recently proposed in (Kakushadze and Yu, 2016b) , is based on eRank (effective rank) defined below. 
Effective Rank
Thus, we simply set (here Round(·) can be replaced by floor(·) = ⌊·⌋)
Here eRank(Z) is the effective rank (Roy and Vetterli, 2007 ) of a symmetric semipositive-definite (which suffices for our purposes here) matrix Z. It is defined as
where λ (a) are the L positive eigenvalues of Z, and H has the meaning of the (Shannon a.k.a. spectral) entropy (Campbell, 1960) , (Yang et al, 2005) .
The meaning of eRank(Z) is that it is a measure of the effective dimensionality of the matrix Z, which is not necessarily the same as the number L of its positive eigenvalues, but often is lower. This is due to the fact that many returns can be highly correlated (which manifests itself by a large gap in the eigenvalues) thereby further reducing the effective dimensionality of the correlation matrix.
Fixing K µ
There is no magic bullet here. It just has to make sense. Intuitively, it is natural to identify the number of clusters K P at the least granular level with the number of factors F in the context of statistical risk models. 41 In the following, we will therefore simply take
Adding more granular levels explores deeper substructures in the time series of returns based on the closeness criterion. In this regard, we can fix the number of clusters K 1 at the most granular level as follows. The average number of stocks per cluster at level-1 is N 1 = N/K 1 (we are being cavalier with rounding). Assume for a second that the number of stocks in each cluster is the same and equal N 1 . If N 1 > d−1, then the sub-matrices Ψ ij , i, j ∈ C a(1) (recall that C a(1) , a(1) = 1, . . . , K 1 , are the level-1 clusters) are singular. For N 1 ≤ d−1 they are nonsingular. Therefore, intuitively, it is natural to fix K 1 by requiring that N 1 = d − 1. Restoring rounding, in the following we will set
What about K µ , 1 < µ < P ? Doing anything overly complicated here would be overkill. Here is a simple prescription (assuming K 1 > K P ):
We give the R source code for building "bottom-up" statistical industry classifications using this prescription in Appendix A. Table 7 summarized simulation results for P = 2, 3, 4, 5. It is evident that the number of levels is not a driver here. The results are essentially the same as for K 1 = 100 (recall that N = 2000 and d = 21 in our case) in Tables 2 and 3. Table 8 isolates the K dependence and suggests that the performance peaks around K = 100. Again, there is no magic bullet here. 
Comparisons
Let us compare the (very stable) results we obtained for statistical industry classifications with two "benchmarks": statistical risk models (Kakushadze and Yu, 2016b) and heterotic risk models with BICS used as the industry classification (Kakushadze, 41 The number of factors F essentially measures the effective number of degrees of freedom in the underlying time series of returns R is . Hence identification of K P with this number.
42 I.e., K µ are (up to rounding) equidistant on the log scale. For P = 3 the "midpoint" K 2 = √ K 1 K P is simply the geometric mean. With this prescription, we can further fix P via some heuristic, e.g., take maximal P such that the difference K P −1 − K P ≥ ∆, where ∆ is preset, say, ∆ = K P . For K 1 = 100 and K P = 10, this would give us P = 4 with K 2 = 46 and K 3 = 22.
43 Note from Table 8 that too little granularity lowers the Sharpe ratio due to insufficient coverage of the risk space, while too much granularity lowers cents-per-share due to overtrading. 2015b). More precisely, statistical risk models in (Kakushadze and Yu, 2016b) were built based on the sample correlation matrix Ψ ij , which is equivalent to basing them on normalized returns R is = R is /σ i . If we use the eRank based algorithm for fixing the number of statistical risk factors F , then the performance is ROC = 40.777%, SR = 14.015 and CPS = 1.957 (Kakushadze and Yu, 2016b) .
44 However, as we argued above, it makes more sense to build models using R is = R is /σ 2 i . So, we should compare our results here with the statistical risk models based on R is . To achieve this, we can simply replace the line tr <-apply(ret, 1, sd) in the R function qrm.erank.pc(ret, use.cor = T) in Appendix A of (Kakushadze and Yu, 2016b) by tr <-apply(ret, 1, sd) / apply(qrm.calc.norm.ret(ret), 1, sd), where the R function qrm.calc.norm.ret() is given in Appendix A hereof. The performance is indeed better: ROC = 40.878%, SR = 14.437 and CPS = 2.018. So, the k-means based clustering algorithms still outperform statistical risk models, which implies that going beyond the F statistical factors adds value, i.e., there is more structure in the data than is captured by the principal components alone. However, statistical industry classifications still sizably underperform heterotic risk models based on BICS (Kakushadze, 2015b) :
45 ROC = 49.005%, SR = 19.230 and CPS = 2.365. Clearly, statistical industry classifications are not quite on par with industry classifications such as BICS, which are based on fundamental/economic data (such as companies' products and services and more generally their revenue sources, suppliers, competitors, partners, etc.). Such industry classifications are essentially independent of the pricing data and, if well-built, tend to be rather stable out-of-sample as companies seldom jump industries. In contrast, statistical industry classifications by nature are less stable out-of-sample. However, they can add substantial value when "fundamental" industry classifications are unavailable, including for returns other than for stocks, e.g., quantitative trading alphas (Kakushadze and Yu, 2017) .
Finally, before we close this section, let us discuss the "top-down" classifications with dynamically determined numbers of clusters K µ . More precisely, recall that in this case we work with the vector L µ (see Subsection 3.3.4). The code we used in the "bottom-up" case (Appendix A) can be used in this case as well (via a parameter choice). A random (and typical) run with P = 3 gives ROC = 41.657%, SR = 15.897 and CPS = 2.079, while another such run with P = 4 gives ROC = 41.683%, SR = 15.697 and 2.073. These results are in line with our results in Table 6 .
Hybrid Industry Classification
One application of a statistical industry classification is to use it as a means for improving a "fundamental" industry classification such as BICS, GICS, etc. Thus, a "fundamental" classification at the most granular level can have overly large sub-44 In (Kakushadze and Yu, 2016b) rounding is to 2 decimals, while here we round to 3 decimals. 45 Here we use the results from (Kakushadze and Yu, 2016a) , which slightly differ from those in (Kakushadze, 2015b) , where rounding down (as opposed to simply rounding) was employed.
industries, using the BICS nomenclature for definiteness. One way to deal with such large sub-industries is to further cluster them using statistical industry classification methods discussed above. Let us illustrate this using BICS as an example. Table 9 summarizes top 10 most populous (by stock counts) sub-industries in one of our 2000 stock backtesting portfolios. For comparison, the stock count summary across all 165 sub-industries in this sample is Min = 1, 1st Qu. = 3, Median = 8, Mean = 12.12, 3rd Qu. = 15, Max = 94, StDev = 14.755, MAD = 8.896 (see Table  4 for notations). So, we have some "large" sub-industries, which are outliers.
We can further split these large sub-industries into smaller clusters using our "bottom-up" clustering algorithm. In fact, it suffices to split them using a singlelevel algorithm. We give the R code for improving an existing "fundamental" industry classification using our statistical industry classification algorithm in Appendix A. The idea is simple. Let us label the sub-industries (the most granular level) in the "fundamental" industry classification via A = 1, . . . , K * . Let N A be the corresponding stock counts. Let
We then split each sub-industry with κ A > 1 into κ A clusters. Table 10 summarizes the simulation results for 14 runs. This evidently improves performance. Table 11 gives summaries of top 10 most populous sub-industries before and after statistical clustering based on 60 datapoints at the end of each 21-trading-day interval in our backtests (recall that we have 1260 = 60 × 21 trading days -see Section 4). The average numbers of sub-industries are 165.45 before and 184.1 after clustering.
Concluding Remarks
In this paper we discuss all sorts of nuances in constructing statistical industry classifications. Under the hood we have clustering algorithms. However, it is precisely those nuances that make a sizable difference. E.g., if we naively cluster R is , we get a highly suboptimal result compared with clustering R is = R is /σ i , which in turn underperforms clustering R is = R is /σ 2 i . In this regard, let us tie up a "loose end" here: what if we cluster R is = R is /σ 3 i ? It underperforms clustering R is . Thus, a typical run for a 3-level "bottom-up" classification with target cluster numbers K 1 = 100, K 2 = 30 and K 3 = 10 based on clustering R is and aggregating 100 samplings produces the following: ROC = 40.686, SR = 15.789 and CPS = 2.075.
So, suppressing returns R is by σ 2 i indeed appears to be optimal -for the intuitive reasons we discussed above. We saw the same in the context of statistical risk models. In this regard, it would be interesting to explore this avenue in the context of heterotic risk models (Kakushadze, 2015b) and the more general (heterotic CAPM) construction of (Kakushadze and Yu, 2016a) . In the latter framework, it would be interesting to utilize an aggregated (non-binary) matrix Ω ia (see Subsection 3.3.3). These ideas are outside of the scope hereof and we hope to return to them elsewhere.
A R Code for Bottom-Up Clustering

A.1 Code for Single-Level Clustering
In this subsection we give the R source code (R Package for Statistical Computing, http://www.r-project.org) for single-level "bottom-up" clustering (see Subsection 3.3.1). The code is straightforward and self-explanatory as it simply follows the formulas and logic in Section 3. The main function is qrm.stat.ind.class(ret, k, iter.max = 10, num.try = 100, demean.ret = F), which internally calls two auxiliary functions. The function qrm.calc.norm.ret(ret) normalizes the N × d matrix ret (the return time series R is , i = 1, . . . , N, s = 1, . . . , d) following Subsection 3.2.1 and outputs R is (see Eq. (6)). The inputs of the function qrm.calc.kmeans.ind(x, centers, iter.max) are the same as in the built-in R function kmeans(), and it outputs a list: res$ind is the N × K binary industry classification matrix Ω ia = δ G(i),a , where G : {1, . . . , N} → {1, . . . , K} maps stocks to K clusters labeled by a = 1, . . . , K; res$centers is the K × d matrix Y as of the cluster centers; res$cluster is an N-vector G(i); and the number of clusters K is passed into this function via the argument centers as in kmeans(). The inputs of the function qrm.stat.ind.class() are: ret defined above; the target number of clusters k; the maximum number of k-means iterations iter.max (same as in kmeans()) with the default iter.max = 10, however, in all our backtests we set iter.max = 100 (with 100% convergence rate); num.try = 100 (default), which is the number of independent k-means samplings to be aggregated (see Subsection 3.3.3), with num.try = 1 corresponding to no aggregation (i.e., a single k-means sampling); demean.ret = F (default) corresponds to taking vanilla R is , while demean.ret = T corresponds to demeaning it cross-sectionally before running the rest of the code (see Subsection 3.3.2). The main function outputs the N × K ′ binary industry classification matrix (
qrm.calc.kmeans.ind <-function (x, centers, iter.max) { 46 Recall from Subsection 3.3.3 that K ′ can be less than K unless num.try = 1. res <-new.env() y <-kmeans(x, centers, iter.max = iter.max) x <-y$cluster k <-nrow(y$centers) z <-matrix(NA, length(x), k) for(j in 1:k) z[, j] <-as.numeric(x == j) z <-z[, colSums(z) > 0] res$ind <-z res$centers <-y$centers res$cluster <-y$cluster return(res) } qrm.stat.ind.class <-function (ret, k, iter.max = 10, num.try = 100, demean.ret = F)
for(i in 1:num.try) { res <-qrm.calc.kmeans.ind(norm.ret, k, iter.max) if(num.try == 1) return(res$ind) if(i == 1) { comb.cent <-res$centers comb.ind <-res$ind } else { comb.cent <-rbind(comb.cent, res$centers) comb.ind <-cbind(comb.ind, res$ind) } } res <-qrm.calc.kmeans.ind(comb.cent, k, iter.max) cl <-res$cluster z <-matrix(0, nrow(ret), k)
A.2 Code for Multilevel Clustering
In this subsection we give the R source code for building multilevel "bottom-up" statistical industry classifications (see Subsection 3.3.1). There is only one function qrm.stat.ind.class.all(ret, k, iter.max = 10, num.try = 100, do.demean = rep(F, length(k)), norm.cl.ret = F), which internally calls the main function qrm.stat.ind.class() from Subsection A.1 with the same inputs ret, iter.max and num.try, and the following new inputs: k is a P -vector K µ , µ = 1, . . . , P , where P is the number of levels (see Subsection 3.3.1); do.demean = rep(F, length(k)) is a Boolean P -vector, which sets the input demean.ret in qrm.stat.ind.class() (in our backtests we set all elements of do.demean to TRUE except for the first one); norm.cl.ret = F corresponds to choice (i) right after Eq. (10), and norm.cl.ret = T corresponds to choice (ii) (we mostly use choice (i) in our backtest -see Section 4). The output is a list: ind.list [[i]] is the N × K µ (not K µ−1 × K µ ) binary industry classification matrix at level i = µ, i.e., it maps stocks to the level-µ clusters C a(µ) .
qrm.stat.ind.class.all <-function (ret, k, iter.max = 10, num.try = 100, do.demean = rep(F, length(k)), norm.cl.ret = F) { ind.list <-list()
A.3 Code for Dynamically Fixing Cluster Numbers
In this subsection we give the R source code for building multilevel "bottom-up" statistical industry classifications with the numbers of clusters fixed dynamically (see Section 5 and Subsection 5.2). The main function qrm.stat.ind.class.dyn(ret, p, iter.max = 10, num.try = 100, top.down = F) has the same inputs as above except: p is the number of levels, and when top.down = F it internally calls the function qrm.stat.ind.class.all() from Subsection A.2, while when top.down = T it internally calls the function qrm.stat.class() from Appendix B. The main function internally also calls the function qrm.eigen(ret, calc.cor = T), which provides a more efficient way of computing eigenpairs of the sample covariance (when calc.cor = F) or correlation (when calc.cor = T) matrix based on ret than the built-in R function eigen() by internally calling the R function qrm.calc.eigen.eff(ret, calc.cor = F) from Appendix C of (Kakushadze and Yu, 2016b) return(eigen(qrm.calc.cov.mat(ret, calc.cor = calc.cor))) } qrm.calc.cov.mat <-function(x, calc.cor = F) { tr <-apply(x, 1, sd) x <-x / tr x <-x -rowMeans(x) y <-x %*% t(x) / (ncol(x) -1) return(y) }
A.4 Code for Hybrid Industry Classification
In this subsection we give the R source code for hybrid industry classifications discussed in Section 6. There is only one function qrm.improve.ind.class(ret, ind, iter.max = 10, num.try = 100), which internally calls the main function from Subsection A.1 qrm.stat.ind.class() with the same inputs ret, iter.max and num.try, and the following new input: ind is an N × K * binary industry classification matrix corresponding to the most granular level of a "fundamental" industry classification (e.g., sub-industries in BICS). The output is an N × K ′ * binary industry classification matrix ind1. Here K ′ * ≥ K * . Typically K ′ * > K * , so we get a more granular industry classification after clustering. If K ′ * = K * , then ind1 is the same as ind.
qrm.improve.ind.class <-function (ret, ind, iter.max = 10, num.try = 100) -qrm.stat.ind.class(x, k, iter.max = iter.max, num.try = num.try) if(length(y) > sum(take)) tmp <-matrix(0, nrow(ret), ncol(y)) else tmp <-matrix(0, nrow(ret), 1)
B R Code for Top-Down Clustering
In this Appendix we give the R source code for building multilevel "top-down" statistical industry classifications (see Subsection 3.3.4): qrm.stat.class(ret, k, iter.max = 10, num.try = 100) internally calls qrm.stat.ind.class() defined in Subsection A.1 with the same inputs ret, iter.max and num.try, and the follow-
. . , P , defined in Subsection 3.3.4, and P is the number of levels. The output is a list ind.list with P members, same as in Subsection A.2.
qrm.stat.class <-function (ret, k, iter.max = 10, num.try = 100)
, as.numeric(take)) next } x <-matrix(ret[take, ], tmp.k, ncol(ret)) norm.x <-qrm.calc.norm.ret(x) tmp.ind <-qrm.stat.ind.class(x, k[lvl] , iter.max, num.try = num.try) if(length(tmp.ind) > tmp.k) tmp <-matrix(0, n, ncol(tmp.ind)) else tmp <-matrix(0, n, 1)
return(ind.list) }
C R Code for Relaxation Clustering
In this Appendix we give the R source code for building relaxation algorithm based multilevel statistical industry classifications (see Subsection 3.3.5). The first function, qrm.stat.clust.all(ret, k, do.demean = rep(F, length(k)), norm.cl.ret = F), is essentially the same as the function qrm.stat.ind.class.all() in Subsection A.2, except internally it calls the within function qrm.stat.clust(ret, k, demean.ret = F, return.clust = F). The latter builds a relaxation based singlelevel classification with k clusters. The additional input is return.clust: when set to TRUE, this function outputs the N-vector G(i) as opposed to the N × K binary industry classification matrix (as for the default value). Recall that G : {1, . . . , N} → {1, . . . , K} maps stocks to clusters. qrm.stat.clust.all <-function (ret, k, do.demean = rep(F, length(k) 
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