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TENSOR RING DECOMPOSITION: ENERGY LANDSCAPE AND
ONE-LOOP CONVERGENCE OF ALTERNATING LEAST SQUARES
ZIANG CHEN ˚, YINGZHOU LI : , AND JIANFENG LU ;
Abstract. In this work, we study the tensor ring decomposition and its associated numerical
algorithms. We establish a sharp transition of algorithmic difficulty of the optimization problem as
the bond dimension increases: On one hand, we show the existence of spurious local minima for
the optimization energy landscape even when the tensor ring format is much over-parameterized,
i.e., with bond dimension much larger than that of the true target tensor. On the other hand,
when the bond dimension is further increased, we establish one-loop convergence for alternating
least square algorithm for tensor ring decomposition. The theoretical results are complemented by
numerical experiments for both local minimum and one-loop convergence for the alternating least
square algorithm.
Key words. tensor ring decomposition, spurious local minima, alternating least square, one-
loop convergence.
1. Introduction. Tensors are ubiquitous especially for representing high dimen-
sional functions or operators. However, due to the curse of dimensionality, both the
storage cost and the computational cost of vanilla tensor scale exponentially as the
dimension increases.
To overcome the curse of dimensionality, tensor network decomposition has been
widely used, in particular in the physics community, to represent specific family of high
dimensional tensors, with much fewer degrees of freedom than an arbitrary tensor.
Perhaps the most famous tensor network is the matrix product state (MPS) [1, 22].
The matrix product state forms the basis of the density matrix renormalization group
algorithm [27, 28], which has been widely used in physics and chemistry literature
and extremely successful for one-dimensional many-body physical systems, see e.g.,
reviews [6, 10, 21, 29]. In fact, it has been shown rigorously that the ground state for a
gapped one-dimensional many-body physical system can be efficiently represented by
a matrix product state [2, 5, 11]. To go beyond and deal with more general physical
systems, the matrix product state has also been extended to other tensor network
decomposition formats, including PEPS [23], MERA [25], just to name a few. See
[16] for a recent review on tensor networks.
In the mathematics literature, the matrix product state is known as the tensor
train (TT) format [17, 18], which is a special case of the hierarchical Tucker format [8,
9]. The study of tensor networks, including their algebraic and geometric structures
and associated algorithms, have received increasing attention from the mathematics
community as well, see e.g., [7, 15, 19, 20, 30]. On the algorithmic side, most of the
existing works focus on the tensor train format [4, 12, 17]. The convergence analysis
for the construction and compression algorithms of TT is established in [7, 20].
The tensor ring (TR) format extends TT format to accommodate periodic bound-
ary condition, hence, is suggested as the ansatz for periodic one-dimensional physical
systems [24]. Unfortunately, the construction and compression of TR turn out to be
much more difficult than that of TT. Most algorithms working efficiently for TTs
cannot be easily extended to TRs. Alternating least square (ALS) algorithm is one
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of the exceptions, but still relies on carefully designed sampling technique and initial
guess [13] to be efficient. In addition to the difficulty in designing efficient algorithms,
the inability to compute the exact minimal bond dimension TR decomposition is
numerically demonstrated recently [3]. Although some success of TR is achieved in
compressing tensors in practice [13, 26, 31, 32], TR decomposition and TR operations
remain a challenging problem. The mathematical understanding of TR format and
associated algorithms is still rather sparse. Motivated by such a gap, in this work, we
analyze the tensor ring decomposition. While TR is arguably the simplest tensor net-
work beyond the TT format, our study may also shed some light on more complicated
tensor network formats.
Let us also mention that there are other tensor decomposition formats besides
tensor networks in the literature, such as tensor rank decomposition (often known
as the CANDECOMP/PARAFAC (CP) decomposition) and Tucker decomposition.
Many works have been devoted in designing efficient algorithms for finding near-
optimal CP and Tucker decomposition (see review article [14] and references therein).
1.1. Contribution. In this work, we analyze the energy landscape of the TR
decomposition and prove the existence of spurious local minima even if the TR format
is over-parameterized. More precisely, we propose a particular d-th order tensor as
the target tensor, which is of TR format with bond dimension r ` 1, and a spurious
local minimum is identified in the space of TR with bond dimension rd´1. Note that
the bond dimension scales exponentially with d. Such a spurious local minimum casts
trouble for optimization problem associated with TR decomposition. Although the
spurious local minimum identified might not be strict, we numerically validate that
ALS in some sense cannot escape from a small neighborhood of the spurious local
minimum.
Our second result establishes one-loop convergence of ALS algorithm for TR de-
composition if we even fruther lift the bond dimension of the proposed TR space.
More precisely, for any target d-th order tensor of TR format with bond dimension
r some satisfying full-rank conditions and starting from a random initial TR, ALS
almost surely converges to the target tensor after one loop iteration, when the bond
dimension of the proposed TR space is rd´1.
Combining two results together, we establish a sharp transition between the triv-
iality of ALS, i.e., the one-loop convergence, and the existence of spurious local min-
ima. Up to some subtle differences, the results shown here for TR are similar to that
for TT in [20]. Investigation of any of these subtle differences leads to the intrin-
sic difference between TT and TR, i.e., TT of fixed bond dimension is a closed set
whereas TR of fixed bond dimension is not a closed set [15].
1.2. Organization. The rest of this paper is organized as follows. In Section
2, we introduce some basics for tensor ring format. In Section 3, we introduce tensor
ring decomposition and analyze the energy landscape. The existence of spurious local
minima is established. In Section 4, we introduce the alternating least square algo-
rithm for tensor ring decomposition and show the one-loop convergence. In Section 5,
we give some numerical validation of the theoretical results. The paper is concluded
in Section 6.
2. Preliminaries. In this section, we first introduce some tensor notations that
will be used throughout the paper and then provide the precise definition of tensor
ring format.
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2.1. Tensor notations. While tensor is a powerful tool in many areas, the
corresponding notations are somewhat complicated. In this section, we introduce a few
common notations in representing a tensor. A d-th order tensor X is a d-dimensional
array, i.e., X P Rn1ˆ¨¨¨ˆnd , where ~n “ pn1, . . . , ndq P N
d
` is the size of the tensor. ~n is
also called the external dimension of X. Entries of X are denoted as Xpx1, . . . , xdq,
where 1 ď xi ď ni denotes the i-th index of the tensor for i “ 1, 2, . . . , d. Matlab colon
(:) notation is powerful in representing contiguous entries of a tensor. For example,
let X P Rn1ˆn2ˆn3 be a 3-rd order tensor: Xp:, x2, x3q denotes a vector in R
n1 and
Xp:, x2, :q denotes a n1 ˆ n3 matrix.
For two tensors of the same size X,Y P Rn1ˆn2ˆ¨¨¨ˆnd , the inner product between
X and Y is defined via
(2.1) xX,Yy “
n1ÿ
x1“1
n2ÿ
x2“1
¨ ¨ ¨
ndÿ
xd“1
Xpx1, . . . , xdqYpx1, . . . , xdq.
The Frobenius norm is used as a distance measure of X, which is given as
(2.2) ‖X‖
F
“ xX,Xy1{2 “
˜
n1ÿ
x1“1
n2ÿ
x2“1
¨ ¨ ¨
ndÿ
xd“1
Xpx1, . . . , xdq
2
¸1{2
.
Suppose that X P Rn1ˆ¨¨¨ˆnd1 and Y P Rm1ˆ¨¨¨ˆmd2 are two tensors. The tensor
product of X and Y is XbY P Rn1ˆ¨¨¨ˆnd1ˆm1ˆ¨¨¨ˆmd2 , with entries given by
(2.3) pXbYqpx1, . . . , xd1 , y1, . . . , yd2q “ Xpx1, . . . , xd1qYpy1, . . . , yd2q,
where xi “ 1, 2, . . . , ni, i “ 1, 2, . . . , d1 and yj “ 1, 2, . . . ,mj, j “ 1, 2, . . . , d2.
2.2. Tensor ring. A d-th order tensor ring is a periodic consecutive product
of d 3-rd order tensors, which can be viewed as a periodic version of a d-th order
tensor train. Before rigorously defining tensor ring, we first recall a periodic index
i of periodicity d as i “ modpi ´ 1, dq ` 1. Hence we have i P t1, 2, . . . , du for any
integer i. A sequence ~t “ pt1, . . . , tdq is periodically indexed if t0 ” td, td`1 ” t1,
etc. These periodic indices and periodically indexed sequences significantly reduce
the redundancy of notations in tensor ring. We also define two unfolding notations of
a 3-rd order tensor X P Rr1ˆnˆr2 as:
LpXq –
“
Xp:, 1, :qJ Xp:, 2, :qJ ¨ ¨ ¨ Xp:, n, :qJ
‰J
P Rr1nˆr2 ,
and
RpXq –
“
Xp:, 1, :q Xp:, 2, :q ¨ ¨ ¨ Xp:, n2, :q
‰
P Rr1ˆnr2 .
Thus LpXq groups the first two indices together while RpXq groups the last two.
We first denote the space of d compatible 3-rd order full rank tensors as
(2.4) Ud~r,~n “
dą
i“1
 
X P Rriˆniˆri`1 | rank
`
LpXq
˘
“ ri`1 and rank
`
RpXq
˘
“ ri
(
where ~n “ pn1, . . . , ndq and ~r “ pr1, . . . , rdq denote the external and internal dimension
respectively. Ud~r,~n is an open and dense subset of
(2.5) U
d
~r,~n “
dą
i“1
R
riˆniˆri`1 ,
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if ri ď ni ˆ ri`1 and ri`1 ď ni ˆ ri hold for i “ 1, 2, . . . , d. An element in U
d
~r,~n is
denoted as ~u “
`
ur1s,ur2s, . . . ,urds
˘
P U
d
~r,~n, where u
ris P Rriˆniˆri`1 for i “ 1, 2, . . . , d.
In order to shorten notations, we use two notations for two unfolding tensors of uris,
i.e., u
ris
k1,k2
“ urispk1, :, k2q is a vector in R
ni and urispxiq “ u
risp:, xi, :q is a ri ˆ ri`1
matrix.
Let τ denote the mapping from Ud~r,~n to a d-th order tensor of external dimension
~n as
(2.6) τp~uq “
ÿ
k1,...,kd
u
r1s
k1,k2
b u
r2s
k2,k3
b ¨ ¨ ¨ b u
rds
kd,k1
, ~u P U
d
~r,~n.
Throughout this paper, we abuse the mapping notation τ for any external and internal
dimension ~n and ~r and order d. Elements of τp~uq can be evaluated as
(2.7) τp~uqpx1, . . . , xdq “ tr
´
ur1spx1qu
r2spx2q ¨ ¨ ¨u
rdspxdq
¯
,
for xi “ 1, 2, . . . , ni, i “ 1, 2, . . . , d.
A d-th order tensor T of external dimension ~n has tensor ring format of internal
dimension ~r if there exists a ~u P U
d
~r,~n such that T “ τp~uq. We denote the collection
of such tensors as
(2.8) Rd~r,~n “
!
T | T “ τp~uq, ~u P U
d
~r,~n
)
.
We call max1ďiďd ri the bond dimension of the TR format. TR format is a special
case of tensor networks, where the underlying network is a one-dimensional ring. More
detailed discussions on tensor networks can be found in e.g., [16].
Each element in U
d
~r,~n corresponds to a tensor in R
d
~r,~n. However, the reverse is
not true. Actually each element in Rd~r,~n corresponds to infinitely many elements in
U
d
~r,~n. Let ~u be an element in U
d
~r,~n corresponding to T P R
d
~r,~n. Given any tuple of
d invertible matrices, ~A “ pA1, . . . , Adq, where Ai P GLpri,Rq is a ri ˆ ri invertible
matrix for i “ 1, 2, ¨ ¨ ¨ , d, we define θ ~Ap~uq “ ~v “
`
vr1s,vr2s, . . . ,vrds
˘
via
(2.9) vrispxiq “ Aiu
rispxiqA
´1
i`1, xi “ 1, 2, . . . , ni, and i “ 1, 2, . . . , d.
It can be easily seen that τpθ ~Ap~uqq “ τp~uq, i.e., θ ~Ap~uq and ~u correspond to the same
d-th order tensor. This is called gauge freedom or gauge invariance. The orbit
(2.10) M~u “
#
θ ~Ap~uq |
~A P
dą
i“1
GLpri,Rq
+
is called the manifold due to the gauge freedom.
3. Tensor ring decomposition and spurious local minima. Tensor ring
provides an efficient representation of high-order tensors, especially for those tensors
with underlying physical geometry being a one-dimensional ring, and thus the period-
icity becomes natural. However, finding such a tensor ring representation of a given
high-order tensor is highly nontrivial in practice. In this section, we first cast the ten-
sor ring decomposition as a constrained optimization problem, which is widely used
in the literature [13, 32]. Then an explicit spurious local minimum is constructed for
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the relaxed version of the constrained optimization. Such a spurious local minimum
to some degree explains why tensor ring decomposition is much more difficult than
tensor train decomposition and matrix factorization in practice. Recall that tensor
train decomposition has one-loop convergence for exactly parameterized constraint
set [20] (the one-loop convergence for tensor ring will be discussed in § 4.2); and it is
well known that matrix factorization does not have spurious local minima even in the
under-parameterized regime.
Let T P Rn1ˆ¨¨¨ˆnd be the target d-th order tensor. Tensor ring decomposition
aims to find a ~u P U
d
~r,~n such that the distance between T and τp~uq is minimized. If
the tensor Frobenius norm is used as the distance, we can formulate the tensor ring
decomposition as the following constrained optimization problem:
(3.1) min
~u PU
d
~r,~n
1
2
‖T´ τp~uq‖2
F
.
Similar to tensor train decomposition and matrix factorization, the optimization (3.1)
is a constrained non-convex optimization problem.
Next, we would show that the tensor ring decomposition optimization prob-
lem (3.1) has spurious local minima even in a relaxed constraint set. In the following,
we will first construct an explicit spurious local minimum for a specific d-th order
tensor and then we remark that the specific tensor can be generalized to a set of
tensors and the spurious local minimum exists for any tensor in the set.
To simplify the notations, we assume ~r “ r and ~n “ n “ r2 ` 1. Here and
in the rest of the paper, we abuse notations ~r “ r and ~n “ n meaning that ~r “
pr, . . . , rq and ~n “ pn, . . . , nq respectively. The choice of n “ r2 ` 1 comes from our
specific construction of the target tensor: If we consider a TR format with the bond
dimension being r, r2 is a large enough external dimension since the dimension of
the space spanned by u
ris
k1,k2
, k1, k2 “ 1, 2, . . . , r, is smaller than or equal to r
2 for
any i “ 1, 2, . . . , d. Then for constructing the target tensor, we add an additional
orthogonal term, which enlarges the bond dimension from r to r` 1 and the external
dimension from r2 to n “ r2 ` 1. A discussion on n ě r2 ` 1 cases is deferred to the
end of this section. Further, we denote the lexicographical order of a multi-tuple, i.e.,
πpk1, . . . , kdq – 1`
řd
i“1pki´1qr
d´i for 1 ď k1, . . . , kd ď r. For example, for a 2-tuple,
the lexicographical order function is πpk1, k2q “ pk1 ´ 1qr ` k2 for 1 ď k1, k2 ď r.
The specific d-th order tensor of bond dimension r ` 1 is constructed as
(3.2) T0 “
rÿ
k1,...,kd“1
˜
dâ
i“1
eπpki`1,kiq
¸
`
dâ
i“1
en,
where ej is an indicator vector of length n with one at j-th entry and zero at every
other entry. By the definition of TR format, we can see that T0 P R
d
r`1,n.
Let us consider a relaxed optimization problem (3.1) for T0
(3.3) min
~u PU
d
rd´1,n
1
2
‖T0 ´ τp~uq‖
2
F
,
where the constraint set U
d
r`1,n is relaxed to U
d
rd´1,n, i.e., the bond dimension is
increased from r ` 1 to rd´1, which is much larger. For simplicity of notation, we
denote the objective function as f0p~uq “
1
2
‖T0 ´ τp~uq‖
2
F
. Obviously, the objective
function at a global minimum is 0.
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We now take a specific point ~u0 P U
d
rd´1,n as
~u0 “ pu
r1s,ur2s, ¨ ¨ ¨ ,urdsq with,
u
ris
πpp1,...,pd´1q,πpq1,...,qd´1q
“ δp1q1 ¨ ¨ ¨ δpi´1qi´1δpi`1qi`1 ¨ ¨ ¨ δpd´1qd´1eπppi,qiq, and,
u
rds
πpp1,...,pd´1q,πpq1,...,qd´1q
“ δp2q1 ¨ ¨ ¨ δpd´1qd´2eπpp1,qd´1q,
(3.4)
where 1 ď p1, . . . , pd´1, q1, . . . , qd´1 ď r and 1 ď i ď d´ 1. Theorem 3.2 below states
that ~u0 as in (3.4) is a local minimum for (3.3) with nonzero objective function, i.e.,
the problem (3.3) has a spurious local minimum. Both T0 in (3.2) and ~u0 in (3.4)
are abstract. The idea of ~u0 is that, we want to construct a TR format whose bond
dimension is as large as possible and that has properties similar to (3.5) which is
essential in the proof of Theorem 3.2. Then we come to ~u0 and its corresponding
bond dimension rd´1. T0 is then constructed by adding an orthogonal term to τp~u0q.
We first provide the definition of local minimum used in this paper.
Definition 3.1. ~u0 is a local minimum of a real-valued function fp¨q if there
exists a η ą 0 such that for any ‖~v‖ ă η, fp~u0 ` ~vq ě fp~u0q.
Due to the non-strict inequality in Definition 3.1, the local minimum throughout
this paper is also non-strict. ‖¨‖ can be any norm of tensor ring since norms are
equivalent in finite-dimensional vector space. In the rest of this paper, the maximum
norm of tensor ring ‖¨‖
max
is used for simplicity, i.e., ‖~v‖
max
denotes the maximum
of the absolute values of entries in ~v. A tensor ring ~u0 is a spurious local minimum
of fp¨q if ~u0 is a local minimum and fp~u0q ą min~u fp~uq.
Theorem 3.2. For d ě 3, ~u0 P U
d
rd´1,n as in (3.4) is a local minimum of problem
(3.3) and f0p~u0q ą 0. Hence ~u0 is a spurious local minimum of (3.3).
The proof of Theorem 3.2 consists of two parts. First we demonstrate that τp~u0q
is the first summation part of T0 as in (3.2). Hence f0pτ0q “
1
2
ą 0. Next, we
prove that there exists a small constant η such that for any ‖~v‖
max
ă η, we have
f0p~u0 ` ~vq ě f0p~u0q. Therefore, ~u0 is a local minimum in the topology deduced by
the norm ‖~v‖
max
. Since T0 can be exactly represented by a tensor ring in U
d
rd´1,n,
~u0 is a spurious local minimum.
Proof of Theorem 3.2. For simplicity, we drop all subscript 0 of T0, ~u0 and f0.
Further, we denote the bond dimension of U
d
rd´1,n as m “ r
d´1. According to the
definition of ~u in (3.4), we have
mÿ
k2,k3,...,kd´1“1
u
r1s
πpp1,...,pd´1q,k2
b u
r2s
k2,k3
b
¨ ¨ ¨ b u
rd´2s
kd´2,kd´1
b u
rd´1s
kd´1,πpq1,...,qd´1q
“
d´1â
i“1
eπppi,qiq
(3.5)
where 1 ď p1, . . . , pd´1, q1, . . . , qd´1 ď r. Together with the contraction of u
rds, we
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have
τp~uq “
mÿ
k1,...,kd“1
u
r1s
k1,k2
b u
r2s
k2,k3
b ¨ ¨ ¨ b u
rds
kdk1
“
rÿ
p1,...,pd´1,q1,...,qd´1“1
eπpp1,q1q b ¨ ¨ ¨ b eπppd´1,qd´1q b u
rds
πpq1,...,qd´1q,πpp1,...,pd´1q
“
rÿ
q1,...,qd´1,pd´1“1
eπpq2,q1q b eπpq3,q2q b ¨ ¨ ¨ b eπpqd´1,qd´2q b eπppd´1,qd´1q b eπpq1,pd´1q
“ T´
dâ
i“1
en.
(3.6)
Therefore, the objective function of ~u is strictly positive,
(3.7) fp~uq “
1
2
∥
∥
∥
∥
∥
dâ
i“1
en
∥
∥
∥
∥
∥
2
F
“
1
2
ą 0.
One more point about τp~uq, that will become important later, is that τp~uq has empty
outer most layer, i.e.,
(3.8) τp~uqpx1, . . . , xdq “ 0, if x1 “ n, or x2 “ n, or . . . , or xd “ n.
Hence τp~uq is orthogonal to
Âd
i“1 en “ T´ τp~uq.
Next, we investigate the property of the neighbourhood of ~u. For any point
~v P U
d
m,n, we have
fp~u` ~vq ´ fp~uq “
1
2
‖T´ τp~u` ~vq‖
2
F
´
1
2
‖T´ τp~uq‖
2
F
“ ´xT´ τp~uq, τp~u ` ~vq ´ τp~uqy `
1
2
‖τp~u ` ~vq ´ τp~uq‖
2
F
“ ´
C
dâ
i“1
en, τp~u` ~vq
G
`
1
2
‖τp~u` ~vq ´ τp~uq‖2
F
“ ´
mÿ
k1,...,kd“1
dź
i“1
vrispki, n, ki`1q `
1
2
‖τp~u ` ~vq ´ τp~uq‖
2
F
,
(3.9)
where the second equality is due to the definition of tensor Frobenius norm as (2.2),
the third equality adapts the result in (3.6) and orthogonality between τp~uq and
T´ τp~uq, and the last equality comes from the direct evaluation of the inner product.
In order to show that ~u is a local minimum of f , we need to find a lower bound
for the second term in the last line of (3.9), which leverages the first term there when
~u`~v is in a small neighbourhood of ~u. Denote V as the difference between d-th order
8 ZIANG CHEN, YINGZHOU LI, AND JIANFENG LU
tensor τp~u`~vq and τp~uq, and the inner product ofV with
´Âd´1
i“1 eπppi,qiq
¯
ben yields
B
V,
˜
d´1â
i“1
eπppi,qiq
¸
b en
F
“
C
τp~u ` ~vq ´ τp~uq,
˜
d´1â
i“1
eπppi,qiq
¸
b en
G
“
mÿ
k1,...,kd“1
C
dâ
i“1
´
u
ris
ki,ki`1
` v
ris
ki,ki`1
¯
,
˜
d´1â
i“1
eπppi,qiq
¸
b en
G
“
mÿ
k1,...,kd“1
vrdspkd, n, k1q
˜
d´1ź
i“1
´
urispki, πppi, qiq, ki`1q ` v
rispki, πppi, qiq, ki`1q
¯¸
“
«
mÿ
k1,...,kd“1
vrdspkd, n, k1q
ˆd´1ź
i“1
´
urispki, πppi, qiq, ki`1q ` v
rispki, πppi, qiq, ki`1q
¯
´
d´1ź
i“1
urispki, πppi, qiq, ki`1q
˙ff
`
«
mÿ
k1,...,kd“1
vrdspkd, n, k1q
˜
d´1ź
i“1
urispki, πppi, qiq, ki`1q
¸ff
“: S1 ` S2,
(3.10)
where the last equality defines S1 and S2. From (3.4), we know that
d´1ź
i“1
urispki, πppi, qiq, ki`1q ‰ 0,
if and only if ki “ πpq1, . . . , qi´1, pi, . . . , pd´1q for all i “ 1, . . . , d. Hence the S2 part
can be rewritten as
(3.11) S2 “ v
rdspπpq1, . . . , qd´1q, n, πpp1, . . . , pd´1qq.
Now, we explicitly define the neighborhood of ~u in the definition of the local minimum.
Let ‖~v‖
max
be the maximal absolute value of all entries in ~v, i.e.,
(3.12) ‖~v‖
max
– max
i,k1,x,k2
∣
∣
∣v
rispk1, x, k2q
∣
∣
∣.
Suppose ~u ` ~v is in a small neighbourhood of ~u in the sense that ‖~v‖
max
ă η for η
being a small positive constant, which will be determined later in the proof. Under
such an assumption on ~v, an upper bound of S21 can be derived as
S21 ď
˜
mÿ
k1,...,kd“1
∣
∣
∣v
rdspkd, n, k1q
∣
∣
∣2d´1η
¸2
ď md22d´2η2
mÿ
k1,...,kd“1
∣
∣
∣v
rdspkd, n, k1q
∣
∣
∣
2
“ p2mq2d´2η2
mÿ
k1,kd“1
∣
∣
∣v
rdspkd, n, k1q
∣
∣
∣
2
,
(3.13)
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where the first inequality holds when η is sufficiently small, and the second inequality
is due to Cauchy-Schwartz inequality.
Substituting (3.11) and (3.13) into (3.10), we obtain a lower bound on the square
of an element of V:
Vpπpp1, q1q, . . . , πppd´1, qd´1q, nq
2
“
C
V,
˜
d´1â
i“1
eπppi,qiq
¸
b en
G2
“ pS1 ` S2q
2
ě
1
2
S22 ´ S
2
1
ě
1
2
∣
∣
∣v
rdspπpq1, . . . , qd´1q, n, πpp1, . . . , pd´1qq
∣
∣
∣
2
´ p2mq2d´2η2
mÿ
k1,kd“1
∣
∣
∣v
rdspkd, n, k1q
∣
∣
∣
2
.
(3.14)
Hence, we have
n´1ÿ
x1,...,xd´1“1
Vpx1, . . . , xd´1, nq
2
“
rÿ
p1,...,pd´1,q1,...,qd´1“1
Vpπpp1, q1q, . . . , πppd´1, qd´1q, nq
2
ě
1
2
rÿ
p1,...,pd´1,q1,...,qd´1“1
∣
∣
∣v
rdspπpq1, . . . , qd´1q, n, πpp1, . . . , pd´1qq
∣
∣
∣
2
´ p2rmq2d´2η2
mÿ
k1,kd“1
∣
∣
∣v
rdspkd, n, k1q
∣
∣
∣
2
“
ˆ
1
2
´ p2rmq2d´2η2
˙ mÿ
k1,kd“1
∣
∣
∣v
rdspkd, n, k1q
∣
∣
∣
2
“ ℓpηq
mÿ
k1,kd“1
∣
∣
∣v
rdspkd, n, k1q
∣
∣
∣
2
,
(3.15)
where ℓpηq “ 1
2
´ p2rmq2d´2η2. In the derivation from (3.10) to (3.15), the only step
relies on index d is (3.11) and all other steps can be generalized to other index j with
the notion of periodic index. Notice that with periodic indexing, we have
j´1ź
i“j`1
urispki, πppi, qiq, ki`1q
“
j´1ź
i“j`1
urispπpsi1, . . . , s
i
d´1q, πppi, qiq, πps
i`1
1
, . . . , si`1d´1qq
“ δsd
2
,s1
1
¨ ¨ ¨ δsd
d´1,s
1
d´2
δsd
1
,pd
δs1
d´1,qd
ˆ
ˆ
j´1ź
i“j`1
i‰d
δ
si
1
,s
i`1
1
¨ ¨ ¨ δ
sii´1,s
i`1
i´1
δ
sii`1,s
i`1
i`1
¨ ¨ ¨ δ
si
d´1,s
i`1
d´1
δsii,pi
δ
s
i`1
i ,qi
(3.16)
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where δ¨,¨ is the Kronecker delta, ki “ πps
i
1, . . . , s
i
d´1q, and any s is an integer in the
interval r1, rs. Through a careful derivation, (3.16) is nonzero if and only if kj “
πpq1, . . . , qj´1, qj`1, . . . , qdq, kj`1 “ πppd, p1, . . . , pj´1, pj`1, . . . , pd´1q, and other ki is
given in Figure 1.
Fig. 1. Derivation of generalized S2 term. Orange lines and blue lines indicate equivalent
relation of p and q respectively.
Similar to (3.14), we can obtain a lower bound on the square of an element of V
Vpπpp1, q1q, . . . , πppj´1, qj´1q, n, πppj`1, qj`1q, . . . , πppd, qdqq
2
ě
1
2
∣
∣
∣v
rjspπpq1, . . . , qj´1, qj`1, . . . , qdq, n, πppd, p1, . . . , pj´1, pj`1, . . . , pd´1qq
∣
∣
∣
2
´ p2mq2d´2η2
mÿ
kj ,kj`1“1
∣
∣
∣v
rjspkj , n, kj`1q
∣
∣
∣
2
.
(3.17)
Hence, similarly, we have
(3.18)
n´1ÿ
x1,...,xj´1,xj`1,...,xd“1
Vpx1, . . . , xj´1, n, xj`1, . . . , xdq
2 ě
ě ℓpηq
mÿ
kj ,kj`1“1
∣
∣
∣v
rjspkj , n, kj`1q
∣
∣
∣
2
,
where ℓpηq is the same as that in (3.15) for any j “ 1, . . . , d. It follows from (3.18)
that
‖V‖
2
F
ě
dÿ
j“1
n´1ÿ
x1,...,xj´1,xj`1,...,xd“1
Vpx1, . . . , xj´1, n, xj`1, . . . , xdq
2
ě ℓpηq
dÿ
j“1
mÿ
kj ,kj`1“1
∣
∣
∣v
rjspkj , n, kj`1q
∣
∣
∣
2
(3.19)
Substituting (3.19) into (3.9), when η is sufficiently small, we have
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(3.20) fp~u` ~vq ´ fp~uq “
1
2
‖V‖2
F
´
mÿ
k1,...,kd“1
dź
j“1
vrjspkj , n, kj`1q
ě
1
2
ℓpηq
dÿ
j“1
mÿ
kj ,kj`1“1
∣
∣
∣v
rjspkj , n, kj`1q
∣
∣
∣
2
´
mÿ
k1,...,kd“1
dź
j“1
vrjspkj , n, kj`1q ě 0,
where we have used the assumption d ě 3. Since the minimum value of (3.3) is zero,
~u is a spurious local minimum.
Theorem 3.2 states that, for a particular d-th order tensor as (3.2), when the
target tensor is of TR format with bond dimension r ` 1, there exists at least one
spurious local minima even when the restricted bond dimension of the problem (3.1)
is rd´1, much larger than r ` 1. Through a more detailed analysis, we can locally
illustrate that when f0p~u0 ` ~vq “ f0p~u0q the constructed tensors are identical, i.e.,
τp~u0 ` ~vq “ τp~u0q.
Proposition 3.3. Under the same assumptions as in Theorem 3.2, for a positive
constant η which is small enough, any point ~v P U
d
m,n with ‖~v‖max ă η satisfies
f0p~u0 ` ~vq “ f0p~u0q if and only if τp~u0 ` ~vq “ τp~u0q, i.e., ~u0 and ~u0 ` ~v are tensor
ring formats of the same d-th order tensor.
Proof of Proposition 3.3. It can be easily seen that τp~u0 ` ~vq “ τp~u0q implies
f0p~u0 ` ~vq “ f0p~u0q.
Now we consider the reverse direction. Suppose that η is small enough. For any
~v such that ‖~v‖
max
ă η and f0p~u0 ` ~vq “ f0p~u0q, the equality in (3.20) implies that
(3.21) vrjspkj , n, kj`1q “ 0, @ 1 ď j ď d, 1 ď kj , kj`1 ď m,
which leads to
(3.22) f0p~u0 ` ~vq ´ f0p~u0q “
1
2
‖V‖
2
F
“
1
2
‖τp~u0 ` ~vq ´ τp~u0q‖
2
F
“ 0.
Thus, we can conclude that τp~u0 ` ~vq “ τp~u0q.
We remark that the same results as in Theorem 3.2 and Proposition 3.3 hold for
n ě r2 ` 1 if vectors ek in the definition of T0 and ~u0 are extended to be of length
n with zero padding. Furthermore, Theorem 3.2 and Proposition 3.3 also hold for a
generalized version of T0 and the associated ~u0, where T0 is defined as
(3.23) T0 “
rÿ
k1,...,kd“1
˜
dâ
i“1
λiπpki`1,kiqg
i
πpki`1,kiq
¸
`
dâ
i“1
λir2`1g
i
r2`1,
and λik ą 0, xg
i
k1
, gik2y “ δk1k2 for any 1 ď k1, k2 ď r
2 ` 1 and 1 ď i ď d, ~u0 is given
via repalcing ek in the definition of u
ris in (3.4) by λikg
i
k for 1 ď i ď d and 1 ď k ď r
2.
This is due to the orthogonal rotation invariant property of Frobenius norm and an
observation that a scaling will not break the proof of Theorem 3.2 and Proposition 3.3
as long as η ą 0 is small enough.
Another remark on the difficulty of TR decomposition. Theorem 3.2 and Propo-
sition 3.3 show that TR decomposition is more difficult than tensor train decom-
position, since TT decomposition has one-loop convergence if the restricted bond
dimension equals to the underlying bond dimension of the target TT format whereas
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local minima remain in TR decomposition even if the restricted bond dimension in-
creases exponentially as in the size of the ring. When d is large, we may not expect
a good landscape of TR decomposition even if it is very much over-parameterized.
Finally, we also want to point out that, if ~u ` ~v P M~u, then τp~u ` ~vq “ τp~uq,
while it is not clear whether the reverse holds in general. This difficulty comes from
the ring structure of TR format. In fact, for TT format, it can be proved that the
gauge invariant and the orbit with the same whole tensor are equivalent if the TT
format is full-rank [20].
4. Alternating least square algorithm for tensor ring decomposition. In
this section, we introduce the alternating least square (ALS) algorithm for computing
the tensor ring decomposition of a given d-th order tensor. Some basic descriptions
and properties are in Section 4.1. ALS is a strictly monotonically descent algorithm
unless a stationary point is found. In Section 4.2, we establish the convergence analysis
of ALS when the bond dimension is sufficiently higher than that of the target tensor.
As will be shown, in such cases, ALS converges in one outer iteration, which is known
as the one-loop convergence. Recall that in Theorem 3.2 we prove the existence of
spurious local minima in the over-parameterized case. The bond dimension required
for the one-loop convergence is larger than that in Theorem 3.2 (much larger than
that of the true tensor).
4.1. Algorithm. Note that the objective function (3.1) is not convex due to the
multilinear mapping τ . Nevertheless, if we fix all but one of the 3rd order tensors in
~u, e.g., uris, and consider the suboptimization problem with respect to uris:
(4.1) min
uris
1
2
∥
∥
∥T´ τpur1s, . . . ,uri´1s,uris,uri`1s, . . . ,urdsq
∥
∥
∥
2
F
,
this gives a quadratic least square problem in uris and hence can be solved explicitly
and efficiently.
In order to make the least square formulation more explicit, we first define a
sequence of matrices tBiu
d
i“1 of unfolded T and two unfolding operators αp¨q and
γp¨q. In the followings, the function π always denotes the lexicographical order. Given
1 ď i ď d, Bi is an unfolding of T as a matrix of size p
ś
j‰i njq ˆ ni, i.e.,
(4.2)
Bipπpxi`1, . . . , xi´1q, xiq “ Bipπpxi`1, . . . , xd, x1, . . . , xi´1q, xiq :“ Tpx1, . . . , xdq,
where the periodic index convention is used and 1 ď xj ď nj for j “ 1, . . . , d. The
unfolding operator αp¨q unfolds a sequence of 3rd order tensors into a matrix as,
(4.3) Ai “ αpu
ri`1s, . . . ,uri´1sq P Rp
ś
j‰i njqˆm
2
,
with entries being
(4.4) Aipπpxi`1, . . . , xi´1q, πpki`1, kiqq
“
mÿ
ki`2,...,ki´1“1
uri`1spki`1, xi`1, ki`2q ¨ ¨ ¨u
ri´1spki´1, xi´1, kiq,
where m is the internal dimension, 1 ď xj ď nj for j “ 1, . . . , d, and 1 ď ki, ki`1 ď m.
The unfolding operator γp¨q unfolds a 3rd order tensor into a matrix with compatible
indices of Ai and Bi, i.e.,
(4.5) Xi “ γpu
risq P Rm
2ˆni
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with entries being,
(4.6) Xipπpki`1, kiq, xiq “ u
rispki, xi, ki`1q,
where indices are in the same ranges as before. Since γp¨q acts on a single 3rd tensor,
the unfolding operator is invertible and the invert operator γ´1p¨q will be used in the
later content.
With these unfolded matrices, (4.1) then can be rewritten as a standard least
square problem
(4.7) min
X
1
2
‖AiX ´Bi‖
2
F
,
where Ai and Bi are defined as (4.3) and (4.2) respectively, and the minimizer of (4.1)
can be achieved from γ´1pXiq for Xi being the minimizer of (4.7).
To simplify the notation, we denote the objective function in (4.1) as fT. A
popular numerical approach for solving (3.1) is to solve (4.1) for each of ur1s to
urds in a cyclic way. The corresponding algorithm is known as the alternating least
square (ALS) algorithm for tensor ring decomposition. The pseudo-code of ALS for
TR decomposition is presented in Algorithm 4.1, with the subscript ℓ indicating the
iteration number.
Algorithm 4.1 ALS for TR decomposition
Input: Target d-th order tensor T and initial tensor ring ~u0.
Output: Converged tensor ring ~u.
1: for ℓ “ 0, 1, 2, ¨ ¨ ¨ do
2: for i “ 1, 2, ¨ ¨ ¨ , d do
3: Perform an ALS microstep:
u
ris
ℓ`1 “ argmin
v
1
2
∥
∥
∥T´ τpu
r1s
ℓ`1, . . . ,u
ri´1s
ℓ`1 ,v,u
ri`1s
ℓ , . . . ,u
rds
ℓ q
∥
∥
∥
2
F
4: end for
5: end for
The next lemma states that the objective function of ~uℓ in Algorithm 4.1 decreases
monotonically until a stationary point is achieved.
Lemma 4.1. Let t~uℓu
8
ℓ“0 be a sequence of tensor ring generated by Algorithm 4.1.
For any ℓ, if ~uℓ is not a stationary point of fT, i.e., ∇fTp~uℓq ‰ 0, then fTp~uℓ`1q ă
fTp~uℓq.
Proof. Since∇fTp~uℓq ‰ 0, there exists a set of indices J such that∇urjsfTp~uℓq ‰
0 for j P J . Let i be the smallest index in J . The i-th microstep solves a least square
problem with nonzero gradient. Hence the objective value strictly decreases. For all
later pi ` 1q-th to d-th microsteps the objective value is non-increasing due to the
nature of least square solutions. Therefore, we conclude that fTp~uℓ`1q ă fTp~uℓq if
~uℓ is not a stationary point of fT.
We would hope to get a stronger result than Lemma 4.1 showing that ALS con-
verges to a stationary point. However, while ALS has the monotonic descent, the
convergence to a stationary point is still open due to the following difficulties.
First, the boundedness of t~uℓu
8
ℓ“0 can not be ensured. Thus, it is hard to say that
t~uℓu
8
ℓ“0 has an accumulation point. To bypass the unboundedness, we can instead
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consider the accumulation point of the sequence of manifoldsM~uℓ . But it is also not
clear that whether there exists a sequence of gauge t ~Aℓu
8
ℓ“0 such that
!
θ ~Aℓp~uℓq
)8
ℓ“0
is bounded. If we consider the sequence of the whole tensor, it can be proved that
tτp~uℓqu
8
ℓ“0 is bounded. An accumulation point of tτp~uℓqu
8
ℓ“0 may not be located in
Rd~r,~n though since it is known that the set of tensors in TR format with a fixed bond
dimension is not closed [15] due to the underlying ring structure.
Second, even if t~uℓu
8
ℓ“0 or
!
θ ~Aℓp~uℓq
)8
ℓ“0
has an accumulation point ~u, it is hard
to say that the rank of ~u is equal to the rank of ~uℓ when ℓ is large enough. If equality
does not hold, some continuity properties do not hold at ~u, which leads to difficulties
when analyzing the limiting behavior of t~uℓu
8
ℓ“0 or
!
θ ~Aℓp~uℓq
)8
ℓ“0
.
In fact, if the boundedness and the equality of rank are assumed, convergence
to stationary point of ALS can be ensured, similar to the analysis in [7]. It is an
interesting future research direction to establish these conditions for the tensor ring
decomposition.
4.2. One-loop convergence. Even though the general convergence result with-
out the assumptions above is still open, we can prove one-loop convergence of the Al-
gorithm 4.1 in an extremely over-parameterized case, which means that Algorithm 4.1
converges in d microsteps. In this section, we will prove the one-loop convergence of
Algorithm 4.1 under mild assumptions on the target tensor.
Let us consider the case that the target tensor admits a tensor ring decomposition
as
(4.8) T “ τp~wq “
rÿ
k1,...,kd“1
w
r1s
k1,k2
bw
r2s
k2,k3
b ¨ ¨ ¨ bw
rds
kd,k1
P Rdr,~n,
with bond dimension r and tensor ring components ~w “
`
wr1s,wr2s, . . . ,wrds
˘
P U
d
r,~n.
We assume that the external dimension ~n is large enough with ni ě r
2 for i “
1, . . . , d and we consider the problem min 1
2
‖T´ τp~uq‖2
F
where ~u P U
d
m,~n with bond
dimensionm “ rd´1. Since the dimension of span
 
w
ris
k1,k2
: 1 ď k1, k2 ď r
(
is bounded
above by r2, without loss of generality, we assume that ~w is located in a small subspace
of U
d
r,~n:
(4.9) W
d
r,~n :“
!
~w P U
d
r,~n | w
ris
k1,k2
psq “ 0, @ 1 ď i ď d, 1 ď k1, k2 ď r, s ě r
2 ` 1
)
,
which implies that Tpx1, . . . , xdq “ 0 as long as one of x1, . . . , xd is greater than or
equal to r2 ` 1. Since Frobenius norm is invariant under the orthogonal rotations
in each outer dimension of the target tensor, W
d
r,~n can be generalized to U
d
r,~n under
orthogonal rotations. Our convergence result is the following theorem, in which µ
denotes the proper Lebesgue measure. The theorem guarantees one-loop convergence
for typical target tensor and initial guess, when the bond dimension is large enough.
Theorem 4.2. There exists Ω1 Ď W
d
r,~n with µpΩ1q “ 0, such that for any
~w P W
d
r,~nzΩ1 and T “ τp~wq, there exists Ω2 Ď U
d
m,~n with µpΩ2q “ 0, such that
Algorithm 4.1 converges to the global minimum in d microsteps as long as the initial
point ~u0 R Ω2.
Remark 4.3. In the proof of Theorem 4.2, the technical part is to characterize
two zero-measure sets Ω1 and Ω2. Once these two sets are settled, the remaining
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proof is straightforward. We postpone the proof of Theorem 4.2 towards the end of
this section. In the following lemmas, we prove that a set is of zero measure through
establishing the equivalence between this set and the set of roots of a polynomial,
since the Lebesgue measure of the root set of a non-zero polynomial is zero.
We first focus on the characterization Ω2 which will be defined in Lemma 4.6; Ω1
will be characterized along the analysis and will be defined in Lemma 4.8. Both Ω1
and Ω2 are constructed somewhat implicitly. Intuitively, Ω2 is the set of ~u0 which
leads to some degeneracy in the first d microsteps of ALS. We show that Ω2 is zero-
measure following the argument sketched in Remark 4.3, which would require some
assumptions on T. Then we denote Ω1 as the set of ~w such that at least one of those
assumptions is violated and prove that Ω1 is also of zero-measure.
For simplicity, in the rest of this section we denote ~u “ ~u0 and ~v “ ~u1 as the
initial tensor vector and the tensor vector after one macro step (one loop). Each
micro step of Algorithm 4.1 solves a least square problem as (4.7). The full-column-
rankness of Ai leads to the uniqueness of the solution, which is crucial for the one-loop
convergence. Thus, we lay down these natural assumptions for j “ 1, 2, . . . , d:
(A.j) Aj “ αpu
rj`1s, . . . ,urds,vr1s, . . . ,vrj´1sq has full column rank.
Once (A.j) is satisfied, (4.7) has a unique minimizer and vrjs can be uniquely deter-
mined.
All later proofs rely on a homogeneity property as defined in Definition 4.4.
Definition 4.4. A multi-variable function mapping from d Euclidean spaces to
an Euclidean space, i.e.,
f : Rp1 ˆ Rp2 ˆ ¨ ¨ ¨ ˆ Rpd Ñ Rq,
px1, x2, . . . , xdq ÞÑ
¨˚
˚˝˚f1px1, x2, . . . , xdqf2px1, x2, . . . , xdq
...
fqpx1, x2, . . . , xdq
‹˛‹‹‚,
is multi-homogeneous-poly if for any λ P R and index j P t1, 2, . . . , du,
(4.10) fpx1, . . . , xj´1, λxj , xj`1, . . . , xdq “ λ
sjfpx1, . . . , xdq,
where sj is a j-dependent non-negative integer, and each fi pi “ 1, 2, . . . , qq is a
polynomial of entries of x1, x2, . . . , xd.
Here we list a few properties of multi-homogeneous-poly function without proof.
‚ (Productivity) The product of a multi-homogeneous-poly function with a
multi-homogeneous-poly function or a constant compatible tensor is multi-
homogeneous-poly.
‚ (Composition) The composition of a multi-homogeneous-poly function with
a multi-homogeneous-poly function is multi-homogeneous-poly.
Obviously, unfolding operator αp¨q is a multi-homogeneous-poly function. In
Lemma 4.5, we show that under condition (A.j) and with proper scaling, the function
mapping from purj`1s, . . . ,urds,vr1s, . . . ,vrj´1sq to vrjs can be described by a multi-
homogeneous-poly function. In Lemma 4.6, we characterize Ω2 and show the existence
of a multi-homogeneous-poly function whose root set equals Ω2.
16 ZIANG CHEN, YINGZHOU LI, AND JIANFENG LU
Lemma 4.5. There exists a multi-homogeneous-poly function
Gj :
j´1ą
i“j`1
R
mˆniˆm Ñ Rmˆnjˆm,
such that for any purj`1s, . . . ,urds,vr1s, . . . ,vrj´1sq with
Aj “ αpu
rj`1s, . . . ,urds,vr1s, . . . ,vrj´1sq
satisfying condition (A.j), it holds that
(4.11) vrjs “
1
det
 
AJj Aj
(Gjpurj`1s, . . . ,urds,vr1s, . . . ,vrj´1sq
for vrjs being the solution of (4.1) at j-th microstep.
Proof of Lemma 4.5. As αp¨q and αJp¨q are multi-homogeneous-poly functions,
AJj Aj is a multi-homogeneous-poly function, due to the productivity property of
multi-homogeneous-poly functions. According to the definition of adjugate operation,
we have adjpλAq “ λm
2´1adjpAq, @ λ P R, A P Rm
2ˆm2 and each entry of adjpAq is a
polynomial of entries of A. Hence, due to composition property, adjpAJj Ajq is a multi-
homogeneous-poly function. The folding operator γ´1 is also multi-homogeneous-
poly, i.e., γ´1pλXq “ λγ´1pXq for any λ and X . Applying the productivity property
and composition property of multi-homogeneous-poly function again, we have that
(4.12) Gjpu
rj`1s, . . . ,urds,vr1s, . . . ,vrj´1sq “ γ´1padjpAJj AjqA
J
j Bjq
is a multi-homogeneous-poly function.
When Aj has full column rank, i.e., det
 
AJj Aj
(
‰ 0, the unique minimizer of
(4.7) can be written as,
(4.13) Xj “ pA
J
j Ajq
´1AJj Bj “
1
det
 
AJj Aj
(adjpAJj AjqAJj Bj ,
where adjp¨q denotes the adjugate. Hence,
(4.14) vrjs “ γ´1pXjq “
1
det
 
AJj Aj
(Gjpurj`1s, . . . ,urds,vr1s, . . . ,vrj´1sq
proves the lemma.
Lemma 4.6. Denote Ω2 “
 
pur1s, . . . ,urdsq | at least one of (A.j) fails for j “
1, 2, . . . , d
(
. There exists a multi-homogeneous-poly function F : U
d
m,~n Ñ R, such that
Ω2 is the root set of F .
Proof of Lemma 4.6. Lemma 4.6 is proven by induction from d down to 1. We
first define a sequence of set Ωrjs for j “ 1, 2, . . . , d via
Ωrjs “ tpurjs, . . . ,urds,vr1s, . . . ,vrj´1sq | at least one of (A.i) fails for i “ j, . . . , du.
Notice that Ω2 “ Ω
r1s.
First consider Ωrds. If (A.d) fails, i.e., Ad “ αpv
r1s, . . . ,vrd´1sq does not have full
column rank, then det
 
AJdAd
(
“ 0 defines a multi-homogeneous-poly function
(4.15) Fdpu
rds,vr1s, . . . ,vrd´1sq “ det
 
AJdAd
(
,
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with urds being dummy variable, such that the root set of Fd equals Ω
rds.
Now, we take induction step. Assume for j`1, there exists a multi-homogeneous-
poly function Fj`1pu
rj`1s, . . . ,urds,vr1s, . . . ,vrjsq such that the root set of Fj`1 equals
Ωrj`1s. The construction of Fj can be divided into two scenarios: (A.j) fails and (A.j)
holds.
When (A.j) fails, i.e., Aj “ αpu
rj`1s, . . . ,urds,vr1s, . . . ,vrj´1sq does not have full
column rank, then det
 
AJj Aj
(
“ 0 defines a multi-homogeneous-poly function
(4.16) H1j pu
rjs, . . . ,urds,vr1s, . . . ,vrj´1sq “ det
 
AJj Aj
(
,
with urjs being dummy variable, such that the root set of H1j equals Ω
rjs given (A.j)
fails.
When (A.j) holds, according to Lemma 4.5, there exists a multi-homogeneous-
poly function Gj such that
(4.17) vrjs “
1
det
 
AJj Aj
(Gjpurj`1s, . . . ,urds,vr1s, . . . ,vrj´1sq.
Since (A.j) holds, at least one of (A.i) for i “ j ` 1, . . . , d fails and, hence, Fj`1
exists. Substituting (4.17) into Fj`1 and multiplied by det
 
AJj Aj
(s
, where s is the
homogeneity degree of the last variable, gives a multi-homogeneous-poly function
(4.18) H2j pu
rjs, . . . ,urds,vr1s, . . . ,vrj´1sq
“ Fj`1pu
rj`1s, . . . ,urds,vr1s, . . . ,vrj´1s, Gjpu
rj`1s, . . . ,urds,vr1s, . . . ,vrj´1sqq.
The root set of H2j equals Ω
rjs given (A.j) holds.
Combining two scenarios together, we define the multi-homogeneous-poly function
(4.19) Fj “ H
1
j ¨H
2
j ,
with root set equals Ωrjs.
Finally, setting F “ F1 completes the proof.
Next we prove that the multi-homogeneous-poly function in Lemma 4.6 is not
constantly zero, which is the second step of the strategy described in Remark 4.3.
We need some mild assumptions on the target tensor T. Let Tj P Rr
d´2ˆr2ˆrd be a
reshape of nonzeros of T for j “ 1, 2, ¨ ¨ ¨ , d´ 1 satisfying
(4.20) Tjpπpp1, . . . , pj´1, qj`1, . . . , qd´1q, :, πpq1, . . . , qj , pj, . . . , pd´1qq
“ Tpπpp1, q1q, . . . , πppd´1, qd´1q, 1 : r
2q,
where 1 ď pi, qi ď r and 1 ď i ď d´ 1. The mild assumptions state as
Tjp:, :, πpq1, ¨ ¨ ¨ , qj , pj, ¨ ¨ ¨ , pd´1qq, 1 ď q1, . . . , qj , pj , . . . , pd´1 ď r,
are linearly independent,
(B.j)
for j “ 1, 2, . . . , d ´ 1. Ω1 is the set of tensors violating these assumption. Later we
will prove that Ω1 has zero measure in Lemma 4.8.
Given these assumptions, we can show that the multi-homogeneous-poly function
in Lemma 4.6 is not constantly zero.
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Lemma 4.7. Suppose ~w P W
d
r,~n and (B.j) holds for j “ 1, 2, . . . , d ´ 1. The
multi-homogeneous-poly function F in Lemma 4.6 is not constant zero and Ω2 has
zero Lebesgue measure.
Proof of Lemma 4.7. First of all, F is a polynomial of entries of ur1s, . . . ,urds.
Then showing a polynomial is not constantly zero, it is sufficient to show that there
exists a ~u such that F p~uq ‰ 0 which is equivalent to show that for this ~u the condition
(A.j) holds for any j “ 1, 2, ¨ ¨ ¨ , d.
Let each 3-rd order tensor of ~u “ pur1s,ur2s, ¨ ¨ ¨ ,urdsq P U
d
m,~n be
(4.21) u
ris
πpp1,...,pd´1q,πpq1,...,qd´1q
“ δp1q1 ¨ ¨ ¨ δpi´1qi´1δpi`1qi`1 ¨ ¨ ¨ δpd´1qd´1eπppi,qiq,
for 1 ď i ď d´ 1, and
(4.22) u
rds
πpp1,...,pd´1q,πpq1,...,qd´1q
“ Tpπpq1, p1q, πpq2, p2q, ¨ ¨ ¨ , πpqd´1, pd´1q, :q,
where 1 ď p1, . . . , pd´1, q1, . . . , qd´1 ď r.
Since uris is defined identical to that in (3.4) for 1 ď i ď d ´ 1, then (3.5) holds
here as well. Hence, it is easy to verify that τp~uq “ T. Since ~u is already a minimizer,
we have ~v “ ~u if (A.j) holds for all j, i.e., the minimizer in each microstep is unique.
Thus, to prove that (A.j) holds is equivalent to say that
(4.23)
mÿ
kj`2,...,kj´1“1
u
rj`1s
kj`1,kj`2
b ¨ ¨ ¨ b u
rj´1s
kj´1,kj
,
kj`1, kj “ 1, 2, . . . ,m, are linearly independent, since each column of Aj is an unfold-
ing of (4.23). Due to (3.5), (A.d) holds directly.
Consider a fixed j P t1, 2, ¨ ¨ ¨ , d ´ 1u, and denote kj “ πpp1, p2, ¨ ¨ ¨ , pd´1q and
kj`1 “ πpq1, q2, ¨ ¨ ¨ , qd´1q. With a careful index check, (4.23) equals
rÿ
q1j`1,...,q
1
d´1,p
1
1
,...,p1j´1“1
eπpqj`1,q1j`1q b ¨ ¨ ¨ b eπpqd´1,q1d´1q
bTpπpp11, q1q, . . . , πpp
1
j´1, qj´1q, πppj , qjq, πppj`1, q
1
j`1q, . . . , πppd´1, q
1
d´1q, :q
b eπpp1
1
,p1q b ¨ ¨ ¨ b eπpp1j´1,pj´1q.
(4.24)
Hence (A.j) holds for ~u is equalent to (B.j). We have showed that F p~uq ‰ 0.
Since Ω2 is the root set of F , which is a non-zero polynomial, the measure of Ω2
is zero.
If we merge the first and the second index of Tj together, then Tj becomes an
rdˆ rd matrix, denoted by rTj . Assumption (B.j) is equivalent to say that the matrix
is full-rank. In random matrix theory, we know that the measurement of degenerate
matrices is 0. Here, Lemma 4.8 points out that, similar conclusion holds for Tj , if
wr1s, . . . ,wrds are generated randomly.
Lemma 4.8. Let Ω1 be the set of failure of (B.j), i.e.,
Ω1 “ t~w PW
d
r,~n | at least one of (B.j) is not satisfied for j “ 1, 2, . . . , d´ 1u,
Then Ω1 has Lebesgue measure 0.
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Proof of Lemma 4.8. Since d is a finite number, it is sufficient to prove that for
any j “ 1, 2, . . . , d´ 1,
(4.25) µpt~w | (B.j) is not satisfieduq “ 0.
Consider a fixed j P t1, 2, . . . , d ´ 1u. For any matrix X P Rr
dˆrd , X is column-
rank-deficient, if and only if det
 
XTX
(
“ 0. Similar to the proof of Lemma 4.6, it
can be shown that fj “ det
"´rTj¯T rTj* is a multi-homogeneous-poly polynomial.
The condition in Lemma 4.8 can be rewritten in terms of multi-homogeneous-poly
polynomial, i.e., the set in (4.25) can be restated as,
(4.26) t~w | (B.j) is not satisfiedu “ t~w | fjp~wq “ 0u.
If fj is not a zero polynomial, then the set of its roots has Lebesgue measure zero.
The rest of the proof states that fj is not a zero polynomial. Consider the point
(4.27) w
ris
k1,k2
“ eπpk2,k1q, 1 ď k1, k2 ď r, 1 ď i ď d,
which results T “
řr
k1,...,kd“1
Âd
i“1 eπpki`1,kiq and the reshaped tensor,
(4.28) Tjpπpp1, . . . , pj´1, qj`1, . . . , qd´1q, :, πpq1, . . . , qj , pj, . . . , pd´1qq
“ δp1q2 ¨ ¨ ¨ δpj´1qjδqj`1pj ¨ ¨ ¨ δqd´1pd´2eπpq1,pd´1q P R
r2 ,
whose corresponding rd ˆ rd matrix rTj is an identity matrix. Since (B.j) is satisfied
for this specific ~w, fj is not a zero polynomial.
Finally, with above technical lemmas, we now prove Theorem 4.2.
Proof of Theorem 4.2.
Let Ω1 and Ω2 be the measure-zero sets defined in Lemma 4.8 and Lemma 4.6
respectively. We consider points ~w R Ω1 and ~u R Ω2. Set
Xi :“ span
!
w
ris
k1,k2
: k1, k2 “ 1, 2, ¨ ¨ ¨ , r
)
and denote Pi as the orthogonal projector onto Xi for i “ 1, 2, ¨ ¨ ¨ , d.
According to (4.7), we have
1
2
∥
∥
∥T´ τpxr1s,ur2s, . . . ,urdsq
∥
∥
∥
2
F
ě
1
2
∥
∥
∥T´ τpγ´1pP1pγpx
r1sqqq,ur2s, . . . ,urdsq
∥
∥
∥
2
F
,
for any xr1s, which implies that v
r1s
k1,k2
P X1, @ k1, k2 “ 1, 2, . . . ,m. Similarly, we have
v
ris
k1,k2
P Xi, @ k1, k2 “ 1, 2, . . . ,m,
for i “ 1, 2, . . . , d´ 1.
Now we consider the last microstep
(4.29) vrds “ argmin
xrds
1
2
∥
∥
∥T´ τpvr1s, . . . ,vrd´1s,xrdsq
∥
∥
∥
2
F
.
Combining the condition (A.d) with
(4.30) m2 “ r2pd´1q ě
d´1ź
k“1
dimpXkq “ dimpX1 b ¨ ¨ ¨ b Xd´1q,
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and
(4.31)
mÿ
k2,¨¨¨ ,kd´1“1
v
r1s
k1,k2
b ¨ ¨ ¨ b v
rd´1s
kd´1,kd
P X1 b ¨ ¨ ¨ b Xd´1, @ k1, kd “ 1, . . . ,m,
we obtain that
(4.32)
span
$&%
mÿ
k2,...,kd´1“1
v
r1s
k1,k2
b ¨ ¨ ¨ b v
rd´1s
kd´1,kd
, k1, kd “ 1, . . . ,m
,.- “ X1 b ¨ ¨ ¨ b Xd´1.
Noticing that T P X1 b ¨ ¨ ¨ b Xd´1 b R
nd , there exists vrds such that
(4.33) τpvr1s , . . . ,vrd´1s,vrdsq “ T,
which proves the theorem.
5. Numerical results. In this section, we present two sets of numerical results
to validate and further support Theorem 3.2 and Theorem 4.2 respectively. For The-
orem 3.2, in Section 3, we identify a non-strict spurious local minimum for a target
tensor of bond dimension r` 1 as in (3.2) given the optimization problem in U
d
rd´1,n.
In this section, we numerically validate that ALS algorithm in some sense can not
escape from the spurious local minimum in Theorem 3.2 though it is implied by Propo-
sition 3.3 that this local minimum might not be strict. Whereas for Theorem 4.2, in
Section 4, the one-loop convergence is proven for target tensors with bond dimension
r given the optimization problem in U
d
rd´1,n solved via ALS. We numerically test the
tightness of the bond dimension rd´1 and show that the one-loop convergence does
not hold when the tensor ring space is reduced to U
d
rd´1´1,n. All numerical results
in this section are generated from codes implemented and executed with MATLAB
2018a.
5.1. The stability of the spurious local minimum. Theorem 3.2 shows that
for the given target tensor as (3.2), there exists a carefully designed local minimum.
Due to the intrinsic difficulty of tensor ring format, the theorem does not character-
ize the neighbour of all tensor rings with equivalent format. Hence we numerically
demonstrate that the designed local minimum is somewhat a numerically unescapable
local minimum for ALS.
We construct the target tensor as (3.2) with d “ 3, r “ 3, and n “ r2 ` 1 “ 10
and the local minimum ~u0 as (3.4) is constructed accordingly. For the purpose of
this section, we apply ALS with a initial tensor ring being a perturbation of ~u0. The
perturbation is added as follows. Given a perturbation size c ě 0, we add independent
random numbers, uniformly distributed on r´c, cs, on each entry of ~u0. We select 1000
choices of c between 0.1 and 0.22. For each c, 105 perturbations are tested via ALS.
Figure 2 plots the phase transition of the empirical probability that ALS is trapped
at a TR format which leads to the same whole tensor as the local minimum ~u0. We
have also tested perturbations for c P r0, 0.1q and trapping is always observed, which
is not included in the figure.
The curve in Figure 2 decreases monotonically, which indicates that ALS is more
likely to escape from the the set t~u : τp~uq “ τp~u0qu if it starts at a point further
away from ~u0. While, if the perturbation size is small enough, i.e., ALS starts at a
point close to local minimum ~u0, then ALS can not escape empirically. This provides
numerical evidence that the local minimum ~u0 is somewhat stable, i.e., ~u0 is a interior
point of the basin of attraction of the ALS and the basin has positive measure.
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Fig. 2. The stability of the spurious local minimum. The probability of trapping at ~u0 via ALS
against the perturbation size c.
5.2. One-loop convergence. In this section, we numerically show that The-
orem 4.2 holds in practice and the bond dimension given in the theorem is tight,
i.e., one-loop convergence fails if m “ rd´1 ´ 1. We present the results for different
choices of r ě 3, d ě 3, and n ě r2. Two choices of bond dimensions, m “ rd´1 and
m “ rd´1´ 1, are tested. For a given r, d, n, and m, we randomly generate an initial
tensor ring with each entry being a standard Gaussian random, and then perform
ALS for d microsteps. The final function value fp~u1q is reported as the result. Such
experiment is repeated for 100 times for every given r, d, n, and the statistics of
fp~u1qs are reported in Table 1.
Table 1
One-loop convergence
d r n m max fp~u1q min fp~u1q
3 3 10
9 1.79ˆ 10´13 1.01ˆ 10´22
8 7.37ˆ 101 5.29ˆ 100
4 3 10
27 4.45ˆ 10´9 6.69ˆ 10´19
26 1.06ˆ 102 2.44ˆ 100
3 4 16
16 8.58ˆ 10´5 5.10ˆ 10´17
15 5.61ˆ 101 1.63ˆ 100
Table 1 shows that ~u1 definitely does not converge in one loop for bond dimension
m “ rd´1 ´ 1, since fp~u1q is far away from zero. Hence Theorem 4.2 is numerically
verified and so is its tightness. We notice that the max fp~u1q is not close to machine
accuracy after one loop when m “ rd´1, which is due to the initial random tensor ring
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is ill-conditioned and the numerical inverse is significantly polluted by the numerical
error.
6. Conclusion. In this paper, we investigate a sharp transition for tensor ring
decomposition. When we want to fit a target tensor T into d-th order TR format
with bond dimension rd´1, or equivalently when we want to solve the optimization
problem (3.1) with bond dimension rd´1, if T is in TR format with bond dimension
r, the problem is trivial, i.e., one-loop convergence holds, however, if T is in TR
format with bond dimension r ` 1, the landscape of (3.1) might be very bad, i.e.,
there may exist some spurious local minima. Also, these results tell us that even in
the over-parameterized case, we may not expect a good energy landscape of tensor
ring decomposition, which in some sense shows the difficulty in numerical algorithms
for tensor ring decomposition.
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