This paper reveals that a disturbance observer-based control scheme is very effective in controlling integral processes with dead time. The controller can be designed to reject ramp disturbances as well as step disturbances, even arbitrary disturbances. Only two parameters are left to tune when the plant model is available . One is the time constant of the setpoint response and the other is the time constant of the disturbance response. The latter is tuned according to the compromise between disturbance response and robustness. This control scheme has a simple, clear, easy-to-design, easy-to-implement structure and good performances. It is compared to the best results (so far) using some simulation examples.
Introduction
During the last decade, more specifically, after the paper [1] written by Prof. K.J.Åström et al. was published, the control of integral processes with dead time has become very active. There have been at least five papers on this topic published by IEEE Trans. on Automatic Control. Why are there so many researchers interested in such a simple process?
Such a process is a special case of unstable processes with dead time. As is known, Smith predictor (SP) has been served as an effective control scheme for stable processes with dead time. However, the disturbance response of the classical SP is sometime not satisfactory. When the process has an integral mode, a constant load disturbance results in a steady-state error. Hence, many modifications were proposed to improve the disturbance performance. Watanabe and Ito [2] presented a method, called process model control, for general unstable processes with dead time.Åström et al. [1] proposed a novel structure to decouple the disturbance response from the setpoint response and hence the setpoint response and the dis- turbance response can be designed separately. After that, a series of papers have been published on this subject. Zhang and Sun [3] presented a simple tuning formula for the control scheme proposed byÅström et al. in [1] . Matausek and Micic presented a modified SP by introducing a minor loop to stabilize the process with a proportional gain [4] and another scheme with a high-pass filter [5] . Normey-Rico and Camacho [6] analyzed the robustness of a modified structure of Watanabe-Ito's and obtained quite good results. Majhi and Atherton [7] presented another scheme for such a system as well as stable/unstable processes with dead time. However, there still exists a delay element in the characteristic equations of the disturbance response in the schemes studied in [4, 5, 7] . This dominates and seriously slows down the disturbance response when the dead time is long. Comparative studies [8] have shown that the result obtained in [6] is so far the best.
Disturbance observer, originally presented by Ohnishi [9, 10] , is an excellent approach to handling disturbances in motion control. It uses the inverse of the nominal model to observe the disturbances and then directly to cancel the effect of disturbances in the control signal. As a result, the closed loop is forced to act as the nominal plant. Umeno and Hori [11] refined it and applied it to the robust control of DC servo motors. Endo et al. [12] and Kempf and Kobayashi [13] applied it to control the high-speed direct-drive positioning table. In these literature, the dead time in the process was not included or only included using the Pade approximation in the nominal model [14] in continuous domain. Hong and Nam [15] explicitly considered the measurement delay in the load torque observer. However, they only used the structure to improve the stability and hence the significance of such a structure was under-estimated. This paper applies the disturbance observer with an explicitly considered delay element [15] to control integral processes with dead time and reveals its advantages over the existing modified Smith predictor. In fact, this is a version of 2DOF internal model control [16] , due to which this control scheme also has the property to decouple the disturbance response from the setpoint response like the modified Smith predictor proposed in [1] . The robust stability of the closed-loop system is quite easy to be guaranteed graphically. The low-pass filter turbance response and robustness. Comparative studies show that this control scheme has the same robustness as the scheme in [6] but has a simpler, clearer, easier-to-design and easier-toimplement structure. It has already been shown that the disturbance response obtained in this control scheme is sub-ideal [17] .
The rest of the paper is organized as follow. The control scheme is shown in Section 2. The É-filter is designed in Section 3, trading-off the disturbance rejection response and the robustness. Comparison to and some disadvantages of the scheme studied in [6] are shown in Section 4 and some illustrative examples are given in Section 5. Finally, conclusions are made in Section 6.
Control Structure
Consider the following integral process with dead time:
where ¼ is a pure dead time and Ô¼´× µ is a strictly proper Hurwitz, minimum-phase transfer function with Ô¼´¼ µ ¼ .
The control scheme, induced from [15] , is shown in Figure 1(a) , where Ñ is the estimated dead time and Ñ´× µ is a low order approximation of Ô´× µ.
Ò and Ý are the command, the disturbance, the measurement noise and the output respectively.
is the estimated disturbance. The low-pass filter É´×µ (known as É-filter in disturbance observers) is designed to trade-off the robustness and the performance to reject the disturbance and the measurement noise. ´×µ is designed according to the delay-free part Ñ´× µ so that ´×µ Ñ´×µ ½· ´×µ Ñ´×µ Ñ× meets the desired setpoint response.
The whole controller consists of two parts: one is the loop ´×µ Ñ´× µ and the other is the disturbance observer of the process. The former serves as a pre-filter and the latter as a feedback loop. The former forms the setpoint response and the latter forms the disturbance response. This control scheme falls into the category of a 2DOF internal model control scheme [16] . The original structure in Figure 1 (a) is not causal and sometimes not internally stable. An equivalent structure shown in Figure 1 (b) is causal and internally stable provided that the relative degree of É´×µ is high enough and the low-pass filter ´×µ has a proper relative degree. In the sequel, the controller is designed according to Figure 1 (a) but should be implemented according to Figure 1 (b), where ´×µ is used to make the controller proper. It is also necessary to non-dynamically implement the finite-impulse-response block in ´×µ Ñ´½ É Ñ× µ to avoid possible pole-zero cancellations between controller and plant [18, 19] .
Under nominal conditions, i.e. Ñ´× µ Ô´× µ and Ñ , the transfer functions from reference command Ö, disturbance , and measurement noise Ò to output Ý are respectively: Obviously, the Smith principle is satisfied and the dead time is not included in the closed-loop characteristic equation. In addition, Ý ´×µ ¼ at low frequencies and ÝÒ´× µ ¼ at high frequencies for a low-pass filter É´×µ. The system has good performances to reject disturbances and measurement noises. More importantly, the setpoint response is determined by ´×µ and the disturbance response is determined by É´×µ.
In other words, they are entirely decoupled from each other. In general, ´×µ may be designed as a proportional controller
to obtain the desired setpoint response.
Design of É´×µ to Reject Ramp/Step Disturbances
First of all, in order to guarantee the causality of É´×µ Ñ´×µ in Figure 1 (a), the relative degree of É´×µ should be no less than that of Ñ´× µ.
The well-known internal-model principle shows that if a disturbance with some modes should be rejected, then the model of the disturbance should be included in the controller.
In the proposed controller, É´×µ can be designed to guarantee the rejection of a known disturbance. Assume that the disturbance polynomial can be represented by ´×µ with degree Ò and that it has Ñ disturbance modes (½ Ñ ) with multiplicity Ö ( In practice, ramp disturbances ( ´×µ × ¾ ) are often used to represent slowly varying disturbances. In this case, pole × ¼ in the disturbance response (3) is of 3 multiplicities. In other words, É´×µ must be tuned to meet the following conditions:
In other words, any low-pass filter with a high enough relative degree that meets the above conditions can be used to reject ramp disturbances. The simplest É´×µ that can meet these conditions is:
where
and Ö is the relative degree of the delay free model Ñ´× µ and is a tuning parameter to trade-off disturbance response and robustness. When implemented as Fig. 1(b) , ´×µ may be chosen as 
Comparison to the Scheme Studied in [6]
As shown in Introduction, the result in [6] is so far the best result. Some comparative studies to it are given below. For the reader's convenience, the control scheme studied in [6] (noted as N-C scheme hereafter) is shown in Figure  2, (14) where Ì ¼ , the only tuning parameter (after identified Ñ and Ñ ), is the desired time constant of the closed-loop system. The setpoint response and the disturbance response under the nominal case are respectively,
The complementary sensitivity transfer function is (17) is exactly the same as equation (13) in the case of Ñ´× µ Ñ × except different notations used. In other words, these two control schemes possess the same robust property.
However, the N-C scheme cannot be directly applied to high order integral processes with dead time. One possible solution is to reduce the original process to Ñ × Ñ× , as studied in [6] .
This introduces additional uncertainties and hence decreases the allowable uncertainty bound and degrades the closed-loop performance. Another possible solution, which was not discussed in [6] , is to implement ½´× µ according to the statespace realization of the high order process and then re-design and re-tune the controller. This is quite involved [18] .
The second disadvantage is that it is quite difficult to design a controller in [6] to reject arbitrary disturbances.
The disturbance response of N-C scheme is mainly determined by Ì ¼ as shown in (16) . Hence, the third disadvantage of the N-C scheme is that the setpoint response and the disturbance response all relate to Ì ¼ . In other words, the setpoint response is not decoupled from the disturbance response although the N-C scheme has two degree-of-freedoms. The control scheme in [6] that a better choice of « is « ¾ Ì¼ ¾Ì¼· Ñ (which will ensure the overshoot less than 5%) but not « ¼ as given in [6] . By the way, the control scheme in [7] for such a process also results in overshoot in the setpoint response although it is tuned by minimizing the standard ISTE criterion. The studied control scheme is advantageous over the N-C scheme from the above aspects, although the last two disadvantages of N-C scheme may be overcome with a different filter ´×µ ´½·Ì¼×µ 3 ½·Ì ×µ´½·Ì½×µ [8] , in which Ì ½ is the time constant of the setpoint response ½ ½·Ì½× Ñ× .
Examples
As stated in Introduction, the result obtained in [6] is so far the best. Hence, the simulations below are only compared to the N-C scheme.
Example 1: to reject step disturbances
Consider the following process studied in [6, 4] :
The proposed controller may be designed according to the exact process. This results in a high order controller. However, the controller proposed in [6] has to be designed according to a reduced model, for example, ½ × × given in [6] .
Here, the proposed controller is designed according to a nominal model Ñ´× µ ½ ×´×·½µ´¼ ×·½µ and Ñ ¿ sec, where the short time constants are estimated with a dead time equal to their sum [4] .
Hence,
, where is chosen to trade-off robustness and disturbance response.
Here,
´×µ is designed as a proportional controller ´×µ ½ to obtain almost the same time constant of the setpoint response in [6] where Ì ¼ sec. The unit step responses are shown in Figure 3 where a step disturbance ´Øµ ¼ ½ acts at Ø ¼ sec. There exists overshoot in the response of N-C scheme (noted as N-C in figures hereafter) but there is no overshoot in the response of the proposed scheme. Moreover, the disturbance response of the proposed scheme is much faster. When the dead time varies to sec, the responses under the same controller are shown in Figure 4 . The performance of the proposed scheme is still much better. The responses are shown in Figure 5 . The proposed system has an excellent capability to reject the ramp disturbance while the scheme in [6] cannot reject the ramp disturbance. As a matter of fact, it is quite difficult to design a controller ´×µ so that N-C scheme has such a capability. When the dead time becomes sec, the responses using the same controller are shown in Figure 6 . The response of the proposed control scheme is still much better.
Example 3
Consider the following widely studied process [2] , [5] , [6] : ×·½µ ¾ is selected in the form of (11) . In order to obtain a robustly stable closed-loop system the bandwidth of É´×µ could not be larger than ¿ rad/sec, as shown The controller for the setpoint response is designed as a P controller ´×µ ¼ . The nominal responses of the three cases are shown in Figure 8 . The system is disturbed by a step disturbance ¼ ¼ ½ at Ø ¼ ×. The disturbance response is the best when É´×µ has the broadest bandwidth ( ¾ ½).
When the dead time varies to the worst case ( sec), the responses under the same controller are shown in Figure 9 . There exists a limit cycle when ¾ ½ and the best robustness is obtained when . Trading-off the disturbance response and the robustness, the best choice of É´×µ can be made as .
Conclusions
A disturbance observer-based control scheme, in fact, a 2DOF internal model control structure, is revealed to be a very effective way to control integral processes with dead time (IPDT). The main advantages of this scheme are: It has a simple, clear, easy-to-design and easy-to-implement structure; it decouples the set-point response from the disturbance response and has only two tuning parameters if the model has been identified; it can be designed to reject arbitrary disturbances. Comparative studies to the best results so far show that this control scheme obtains better performances. Some simulation examples are given to illustrate the comparative analysis and the advantages of the proposed control scheme.
Although the control schemes proposed in some of the cited papers and this paper are different, many of them offer the same disturbance response. It has been shown that this disturbance response is sub-ideal [17] . This fact motivated the research in Part II [21] : the quantitative analysis of the robust stability regions, the achievable specifications of the disturbance response and the stability of the controller itself. As a result, the controller can be quantitatively designed. Another fact that all the above-mentioned disturbance responses are of infinite impulse responses. This motivated the research in Part III [22] to obtain a dead-beat disturbance response. 
