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Determination of matrix exponentially decreasing poten-
tial from scattering matrix
Xiao-Chuan Xu1 and Chuan-Fu Yang2
Abstract. (i) For the matrix Schro¨dinger operator on the half line, it is shown
that if the potential exponentially decreases fast enough then only the scat-
tering matrix uniquely determines the self-adjoint potential and the boundary
condition. (ii) For the matrix Schro¨dinger operator on the full line, it is shown
that if the potential exponentially decreases fast enough then the scattering
matrix (or equivalently, the transmission coefficient and reflection coefficient)
uniquely determine the potential. If the potential vanishes on (−∞, 0) then
only the left reflection coefficient uniquely determine the potential.
Keywords: Matrix Schro¨dinger operator; Inverse scattering problem; exponen-
tially decreasing potential
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1. Introduction and main result
Consider the matrix Schro¨dinger equation
−Ψ′′(x) + V (x)Ψ(x) = k2Ψ(x), x ∈ I, (1.1)
where I denotes (−∞,∞) or (0,∞), Ψ is either an n× n matrix-valued func-
tion or a column vector-valued function with n components, and the matrix
potential V (x) satisfies
V (x)† = V (x) and
∑
1≤l,s≤n
∫
I
(1 + |x|)|Vls(x)|dx <∞ (1.2)
Here the dagger ”†” denotes the matrix adjoint (complex conjugate and matrix
transpose).
The matrix Schro¨dinger equation (1.1) has been studied by many authors
[1, 3, 4, 11, 12, 18], which is connected with scattering in quantum mechanics
involving particles of internal structures as spins, scattering on graphs and
quantum wires (see [13–15] and the references therein), and has important
applications in matrix KdV and Boomeron equations [8].
1Department of Applied Mathematics, School of Science, Nanjing University of Sci-
ence and Technology, Nanjing, 210094, Jiangsu, People’s Republic of China, Email:
xcxu@njust.edu.cn
2Department of Applied Mathematics, School of Science, Nanjing University of Sci-
ence and Technology, Nanjing, 210094, Jiangsu, People’s Republic of China, Email:
chuanfuyang@njust.edu.cn
2For the self-adjoint matrix Schro¨dinger operator on the half line, in order to
recover the potential and the parameter in the boundary condition, in general,
it is necessary to prescribe the scattering data, which consists of scattering
matrix and bound state data (eigenvalues and normalization matrices) [12, 18].
In the scalar case (n = 1 in (1.1)) with Dirichlet boundary condition, there
is an interesting result: if the potential is compactly supported, then only the
scattering matrix can uniquely determine the potential [16]. In this paper, we
generalize this result to the matrix case with the general self-adjoint boundary
condition.
For the full line case, it is also known [6] that in order to recover the potential
one has to specify the right (or left) reflection coefficient and bound state
data (eigenvalues and wight matrices). We shall prove that if the potential
exponentially decreases fast enough then the transmission coefficient and right
(or left) reflection coefficient uniquely determine the potential. It was shown
in [7, 9] that the Weyl matrix uniquely determine the potential on the half
line. We will use this result to show that if the potential vanishes on (−∞, 0)
then only the left reflection coefficient uniquely determine the potential.
These results are of interest because they indicate that in some cases the
self-adjoint matrix potential can be recovered uniquely without knowing the
normalization matrices or weight matrices, which, in general, have no phys-
ical meaning. Moreover, the scattering matrix are much more amenable to
direct measurement than bound state data in scattering experiments, and it
is effective in numerical reconstructions [17].
2. Inverse scattering on the half line
In this section we consider matrix Schro¨dinger equation (1.1) on the half
line (i.e., I = R+ := (0,∞)) with the general self-adjoint boundary condition
[3, 11, 12]
− B†Ψ(0) + A†Ψ′(0) = 0n, (2.1)
where 0n denotes zero matrix or zero vector, and
A =
1
2
(U + In) and B =
i
2
(U − In) , (2.2)
the matrix U is unitary, and In denotes the n× n identity matrix. Denote by
L(V, U) the problem (1.1) and (2.1).
Let us recall that the eigenvalue of the problem L(V, U) is the k2-value
for which (1.1) has a nonzero column vector solution Ψ ∈ L2(R+) satisfying
(2.1). It is shown in [1, 4, 12] that the eigenvalues of the problem L(V, U)
correspond to the zeros of determinant of the Jost matrix J(k) on the positive
3half imaginary axis iR+. Here the Jost matrix J(k) is defined as [1, 3, 4, 11, 12]
J(k) := f+(−k¯, 0)
†B − f ′+(−k¯, 0)
†A, k ∈ C
+
:= {k : Imk ≥ 0}, (2.3)
where k¯ means the conjugate of the number k, and the matrix-valued function
f(k, x) is the Jost solution to (1.1) satisfying the integral equation
f+(k, x) = e
ikxIn +
∫ ∞
x
sin k(t− x)
k
V (t)f+(k, t)dt, k ∈ C
+
. (2.4)
Denote by {ikj}
N
j=1 the zeros of det J(k) on iR
+ with kj < kj+1. Define the
scattering matrix [3, 4, 11, 12, 18]
S(k) = −J(−k)J(k)−1, k ∈ R, (2.5)
and the normalization matrices [12, 18]
Cj := Pj
(
Pj
∫ ∞
0
f+(ikj, x)
†f+(ikj, x)dxPj + In − Pj
)− 1
2
, (2.6)
where Pj is the orthogonal projection onto ker J(ikj)
†. The data
S := {S(k), kj, Cj}k∈R;j=1,N
is called scattering data.
The main result in this section is as follows.
Theorem 2.1. Assume that the self-adjoint potential V (x) satisfies∑
1≤l,s≤n
∫ ∞
0
|Vls(x)|e
2γxdx <∞ (2.7)
with γ > kN . Then the scattering matrix S(k) uniquely determines the poten-
tial V (x) and the unitary matrix U in the boundary condition.
Remark 2.1. Note that the Jost matrix J(k) uniquely determines the scat-
tering matrix S(k), thus the Jost matrix J(k) uniquely recovers the problem
L(V, U) with the potential V satisfying ( 1.2). Apparently, the same result holds
for the compactly supported potential.
Remark 2.2. Theorem 1.1 shows that the scattering matrix S(k) can deter-
mines the type of the boundary condition (i.e., Dirichlet or non-Dirichlet),
whereas, it is shown in [5] that this is not true in the scalar case. This is be-
cause that the definition of the scattering matrix in [5] is different from ( 2.5)
here.
Proof of Theorem 1.1. It is shown in [18] that the scattering data S uniquely
determines the potential V (x) satisfying (1.2) and the unitary matrix U in
(2.2). Obviously, the condition (2.7) implies (1.2). Thus it is sufficient to
4prove that the scattering matrix S(k) can uniquely recover the eigenvalues
{−k2j}
N
j=1 and the normalization matrices {Cj}
N
j=1.
Under the condition (1.2), using the method of successive approximations
for (2.4) (see, e.g., Theorem 2.1.1 in [10]), one can easily get that the Jost
solution f+(k, x) and its derivative f
′
+(k, x) have analytic continuations for k
from C
+
to Ωγ := {k ∈ C : Imk > −γ}, and satisfy the asymptotics
f
(v)
+ (k, x) = (ik)
veikx[1 + o(1)], x→ +∞, v = 0, 1, k ∈ Ωγ \ {0}. (2.8)
Note that the analyticities of the matrix-valued functions f
(v)
+ (−k¯, 0)
† (v =
0, 1) coincide with the analyticities of f
(v)
+ (k, 0), respectively. Thus the Jost
matrix J(k) has an analytic continuation from C
+
to Ωγ , which implies from
(2.5) that the scattering matrix S(k) has an analytic continuation from R to
{k ∈ C : |Imk| < γ}. On the other hand, it is known [4, 12] that the inverse
of the Jost matrix J(k)−1 has simple poles at k = ikj (j = 1, N), namely,
J(k)−1 =
N−,kj
k − ikj
+N0,kj +O(k − ikj), k → ikj in C
+
, j = 1, N, (2.9)
where N−,kj( 6= 0n) and N0,kj are constant matrices.
Step 1. S(k) determines {kj}
N
j=1.
From (2.5) and (2.9), and the assumption γ > kN , we get that the scatter-
ing matrix S(k) has simple poles {ikj}
N
j=1 if J(−ikj) 6= 0n for all j = 1, N .
Moreover, all the eigenvalues {−k2j}
N
j=1 can be found by observing S(k) when
k moves along the positive imaginary axis (if k → ikj then there exists at least
one element in S(k) approaching ∞).
Step 2. S(k) determines {Cj}
N
j=1.
Let ϕ(k, x) be the solution to (1.1) satisfying the initial condition
ϕ(k, 0) = A, ϕ′(k, 0) = B. (2.10)
From Eq.(3.19) in [18] (or Eq.(21) in [12] with a minor revision), we see that
2ikjϕ(ikj, x)N−,kj = −f+(ikj , x)C
2
j , j = 1, N. (2.11)
By virtue of (2.3), (2.5) and (2.9) we have
lim
k→ikj
(k−ikj)S(k) = −J(−ikj)N−,kj = f
′
+(−ikj , 0)
†AN−,kj−f+(−ikj , 0)
†BN−,kj .
(2.12)
From Eqs.(2.10) and (2.11), we get
AN−,kj = −
1
2ikj
f+(ikj , 0)C
2
j , BN−,kj = −
1
2ikj
f ′+(ikj, 0)C
2
j . (2.13)
5Substituting (2.13) into (2.12), we obtain
lim
k→ikj
(k − ikj)S(k) =
1
2ikj
[f+(−ikj , 0)
†f ′+(ikj , 0)− f
′
+(−ikj , 0)
†f+(ikj , 0)]C
2
j .
(2.14)
Due to that the Jost solution f+(k, x) with k ∈ Ωγ satisfies (1.1) and the
potential V (x) = V (x)†, then f+(k, x)
† satisfies
− f ′′+(k¯, x)
† + f+(k¯, x)
†V (x) = k2f+(k¯, x)
†, x ≥ 0, Imk ≤ γ. (2.15)
Using (1.1) and (2.15) it is easy to prove that the Wronskian
[f+(k¯, x)
†; f+(k, x)] := f+(k¯, x)
†f ′+(k, x)− f
′
+(k¯, x)
†f+(k, x) (2.16)
is independent of x. This yields
[f+(k¯, x)
†; f+(k, x)]x=0 = [f+(k¯, x)
†; f+(k, x)]x=∞, |Imk| ≤ γ.
Letting x → ∞ in (2.16) and using the asymptotics (2.8) with k = ±ikj , we
get
[f+(−ikj , x)
†; f+(ikj, x)]x=0 = −2kj, j = 1, N. (2.17)
Together with (2.14) and (2.17), we obtain
lim
k→ikj
(k − ikj)S(k) = iC
2
j , j = 1, N, (2.18)
that is,
C2j = −i Res
k=ikj
S(k), j = 1, N. (2.19)
Step 3. One proves J(−ikj) 6= 0n for j = 1, N .
It is known [12, 18] that the normalization matrices Cj are all non-zero. It
follows from (2.5) and (2.18) that J(−ikj) 6= 0n.
From the steps 1-3, the proof is finished. 
Remark 2.3. In the proof of Theorem 1.1 we actually give the reconstruction
algorithm for recovering the problem L(V, U) from the scattering matrix S(k):
1) find the eigenvalues by observing S(k) on iR+;
2) use the eigenvalues obtained above to recover the normalization matrices
by Eq.( 2.19);
3) use the Marchenko procedure (see [12, 18]) to recover the potential V and
the unitary matrix U in the boundary condition.
63. Inverse scattering on the full line
In this section, let us consider the Schro¨dinger equation (1.1) on the real line
(i.e., I = R). Together with the Jost solution f+(k, x), we consider another
Jost solution f−(k, x) which satisfies
f−(k, x) = e
−ikxIn +
∫ x
−∞
sin k(x− t)
k
V (t)f−(k, t)dt, k ∈ C
+
. (3.1)
Let us study the Schro¨dinger equation (1.1) under the assumption∑
1≤l,s≤n
∫ ∞
0
|Vls(x)|e
2γ1|x|dx <∞, (3.2)
where γ1 > 0. Similarly, under the condition (3.2), one can get that f
(v)
− (k, x)
(v = 0, 1) have analytic continuations for k from C
+
to Ωγ1 := {k ∈ C : Imk >
−γ1}, and satisfy the asymptotics
f
(v)
− (k, x) = (−ik)
ve−ikx[1 + o(1)], x→ −∞, v = 0, 1, k ∈ Ωγ1 \ {0}. (3.3)
Let us recall some physical quantities [2, 6]. Denote
A(k) : =
1
2ik
[f−(−k¯, x)
†; f+(k, x)], k ∈ Ωγ1 \ {0}, (3.4)
B(k) : = −
1
2ik
[f−(k¯, x)
†; f+(k, x)], |Imk| ≤ γ1, k 6= 0, (3.5)
C(k) : = −B(k¯)†, D(k) := A(−k¯)†, (3.6)
and {
S−(k) = B(k)A(k)
−1, S+(k) = C(k)D(k)
−1, |Imk| ≤ γ,
T+(k) = A(k)
−1, T−(k) = D(k)
−1, k ∈ Ωγ1 \ {0}.
(3.7)
The matrices S±(k) and T±(k) are called the reflection coefficients and the
transmission coefficients, respectively. The 2n× 2n matrix[
T+(k) S+(k)
S−(k) T−(k)
]
(3.8)
is called the scattering matrix. The eigenvalue of the Schro¨dinger operator
(1.1) is the k2-value for which (1.1) has a nonzero column vector solution
Ψ ∈ L2(R), which coincides with the zero of the determinant detA(k) on the
positive imaginary axis iR+ [6]. Denote, also, by {ikj}
N
j=1 the zeros of detA(k)
on iR+ with kj < kj+1. It is known [6] that the matrices T±(k) have simple
poles at {ikj}
N
j=1, moreover, if we denote
R±j := Res
k=ikj
T±(k), (3.9)
7then there exist positive semidefinite matrices N±j such that
f±(ikj, x)R
∓
j = if∓(ikj , x)N
∓
j . (3.10)
Here the matrices N−j and N
+
j are called the left and right weight matrices,
respectively. The collections
S− := {S−(k), kj, N
−
j }k∈R,j=1,N , S+ := {S+(k), kj, N
+
j }k∈R,j=1,N
are called the left and the right scattering data, respectively.
The first main result in this section is as follows.
Theorem 3.1. Assume that the self-adjoint potential V (x) satisfies ( 3.2) with
γ > kN . Then the scattering matrix ( 3.8) uniquely determine the potential.
Remark 3.1. Similar to the half line case, the same result is true for the
compactly supported potential.
Proof of Theorem 3.1. It was shown in [6] that the potential V (x) satisfying
(1.2) is uniquely determined by the left (or right) scattering data. We shall
prove that the scattering matrix uniquely determine the bound state data (i.e.,
eigenvalues and weight matrices).
Firstly, the eigenvalues {−k2j}
N
j=1 can be found by observing T±(k) when k
moves along the positive imaginary axis (if k → ikj then there exists at least
one element in T±(k) approaching ∞).
Next, let us show that the scattering matrix uniquely determine the left
weight matrices. By virtue of (3.7), we can obtain the matrices A(k) and B(k)
from the scattering matrix. From (3.10), we have{
f−(−ikj , x)
†f ′+(ikj , x)R
−
j = if−(−ikj , x)
†f ′−(ikj, x)N
−
j ,
f ′−(−ikj , x)
†f+(ikj , x)R
−
j = if
′
−(−ikj , x)
†f−(ikj, x)N
−
j ,
(3.11)
which implies
[f−(−ikj , x)
†; f+(ikj , x)]R
−
j = i[f−(−ikj , x)
†; f−(ikj , x)]N
−
j . (3.12)
Using (3.3) with k = ±ikj , we get
[f−(−ikj , x)
†; f−(ikj , x)] = 2kjIn. (3.13)
Together with (3.5), (3.12) and (3.13), we have
− iB(ikj)R
−
j = N
−
j . (3.14)
Since the matrix R−j can be obtained from T(k) (see (3.9)), we conclude that
the scattering matrix uniquely recover the left scattering data S−. The proof
is complete. 
8Remark 3.2. The proof of Theorem 3.1 provides a reconstruction algorithm
for recovering the self-adjoint potential satisfying ( 3.2) from the scattering
matrix ( 3.8):
1) find the eigenvalues from T−(k) (or T+(k));
2) find the left weight matrices N−j by ( 3.14);
3) use the left scattering data S− to recover the potential by the method in
[6].
Now, we state the second main result in this section.
Theorem 3.2. Assume that the potential V (x) satisfies ( 1.2) and vanishes on
(−∞, 0), then the reflection coefficient S−(k) uniquely determine the potential.
Proof. Denote
f0±(k, x) = f±(k, x)T±(k), x ∈ R. (3.15)
It is known [6] that
f0±(k, x) = f∓(−k, x) + f∓(k, x)S∓(k), x ∈ R. (3.16)
Since V (x) = 0 for x < 0, we have
f0+(k, x) = e
ikxIn + e
−ikxS−(k), x ≤ 0. (3.17)
It follows from (3.15) and (3.17) that
f+(k, 0)f
′
+(k, 0)
−1 = [In + S−(k)][In − ikS−(k)]
−1.
Note that the matrix f+(k, 0)f
′
+(k, 0)
−1 is the Weyl matrix, which uniquely
determines the potential V (x) on (0,∞) (see [7]). Thus, the reflection coeffi-
cient S−(k) uniquely determine the potential V (x) vanishing on (−∞, 0). The
proof is complete. 
Corollary 3.1. Assume that the potential V (x) satisfies ( 1.2) and vanishes
on (−∞, 0), then the matrix f0+(k, 0) (or f
′
0+(k, 0)) uniquely determine the
potential.
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