Abstract-General networks such as Internet are complex heterogeneous networks, which are constructed by many different organizations, and so become non-effective ones. Therefore one constructed a level of software over networks which is called overlay or virtual topology. In this paper we present principle of symmetry for general network topology by using Cayley graph models and show its necessity to improving network performance. We explain the main conclusions of the paper by many examples in optical, wireless and peer-to-peer networks.
I. INTRODUCTION
We know that general networks such as Internet have become more and more complex, which are constructed by many different organizations, heterogeneous, and so very non-effective [6, 8] . Hence one constructed the level of software over networks which are called overlay or virtual topology to improve its performance [17] [18] [19] [20] [21] [22] [23] [24] . In this paper we want to solve the following important problem: How should we design overlay (or virtual) topology for networks in order to improve network performance? We try to present an answer to the problem by principle of symmetry. We show that we should use a class of overlay topology of higher symmetry such as Cayley graphs in construction of the level of software. Thus we propose a general method of constructing overlay topology by means of Cayley graph model.
The fact that Cayley (di)graphs and coset graphs are excellent models for interconnection networks, studied in connection with parallel processing and distributed computation, is widely acknowledged [1] , [2] , [6] . Many well-known interconnection networks are Cayley (di)graphs or coset graphs. For example, hypercube, butterfly, cube-connected cycles and honeycomb networks are Cayley graphs, while de Bruijn and shuffle-exchange networks are coset graphs [5] [6] , [9] [10] [11] [12] [13] [14] [15] [16] .
Much work on interconnection networks can be categorized as ad hoc design and evaluation. Typically, a new interconnection scheme is suggested and shown to be superior to some previously studied network(s) with respect to one or more performance or complexity attributes. Whereas Cayley (di)graphs have been used to explain and unify interconnection networks with many ensuing benefits, much work remains to be done. As suggested by Heydemann [4] , general theorems are lacking for Cayley digraphs and more group theory has to be exploited to find properties of Cayley digraphs.
By many examples in optical, wireless and peer-to-peer networks we explain the main conclusions.
II. PATTERNS OF GENERAL NETWORK DESIGN
We consider patterns of general networks design should possess the following properties: a) lower network algorithm cost; b) lower network hardware cost; c) lower communication delay; d) higher reliability and fault-tolerance.
Lower network algorithm cost denotes lower software development one and lower network hardware cost may be expressed as the number of network node ports. Lower communication delay may be denoted as network average distance or its maximum-diameter. But we should further consider trade-off between the number of network node ports and network average distance. One extreme example is complete graph, which is of the smallest diameter but the greatest node ports; another extreme example is line, which is of the greatest diameter but the smallest node ports. Networks of higher reliability and fault-tolerance usually are ones of higher symmetry [6, 8] . We shall further explain it in the section 3.
III. PRINCIPLE OF SYMMETRY FOR NETWORK TOPOLOGY
We have known that symmetry for network topology possess very important influence for interconnection network performance in parallel computing [6] [7] [8] . We use interconnection networks of higher symmetry such as hypercube, mesh, torus, butterfly and De Bruijn graphs which all are Cayley graphs or their subgraphs and quotient graphs [4] . It is not strange because these networks of higher symmetry possess many excellent properties such as simpler routing algorithm and higher reliability and fault-tolerance [4] . We have known that Cayley graphs are vertex transitive and possess uniform routing and other communication algorithms [4] . They also have higher reliability and fault-tolerance [4] . We also known that some Cayley graphs have used as static [26] . o G is a multigraph and logical links between two nodes must be assigned different channel number.
Example 3. In peer-to-peer networks we often consider overlay topology design problem [17] . o G and p G are dynamic overlay network and static network respectively.
Furthermore the mapping f is often a contraction ( merging ) which maps an edge to a vertex.
B. The Optimization Method
The optimization method is important in network research [6] . We consider the following general network parameters: traffic matrix, the maximum number of ports and the diameter of virtual topology, and the maximum number of ports and the diameter of physical topology. We also consider some special parameters such as the number of wavelengths for optical networks and the number of channels for wireless networks. We first consider virtual topology design problem for general networks.
We use the following notations: s and d used as subscript or superscript denote source and destination of a packet, respectively. i and j denote originating and terminating nodes, respectively, in a virtual path. m and n denote terminating nodes of a physical path.
Given: Number of nodes in the network = n. 
V. SOME VIRTUAL TOPOLOGY DISIGNS BY CAYLEY GRAPH MODELS

A. Optical Network
Suppose that physical topology in WDM optical networks is arbitrary, we proceed to design virtual topology and wavelength assignment and routing problem [25] .
In the following, we consider it when virtual topology is Cayley graph. Note that 
By means of the method in the section 4.2 we may solve the problem on virtual topology design and wavelength assignment with routing in WDM optical networks. The problem is NP-hard one in general and needs to use heuristic methods to find solutions [25] .
B. Wireless Network
Suppose that physical topology is ) , (
wireless networks, we proceed to design virtual topology and channel allocation and routing by Cayley graphs [26] . Definition 2. Let C be orthogonal frequency channels available and frequency channel
, and I be the number of network interface cards(NICs) of nodes.
We define a link channel allocation variable k ij x . In the virtual topology, if node i communicates with node j over the kth frequency channel, then
To establish the virtual links, nodes i and j should assign the same frequency channels to communicate with each other. This requires that, 
and also requiring that:
The flow conservation requires that for 
We need to solve the following optimization problem. Minimize: max λ Subject to (11) , (13), (14), (15) , and (18),
variables and
It is a mixed-integer linear programming problem (MILP). The problem is NP-hard one generally and may be used by heuristic methods to find sub-optimal solutions [26] . Here as an example we may consider the simple case that the virtual topology is ring[or torus or butterfly graph].
C. P2P Network
In peer-to-peer networks we often consider overlay topology design problem [17] . Furthermore the mapping f is often a contraction (merging) which maps an edge to a vertex. In the following we suppose that static network is Cayley graph which definition is as follows.
a. Design Choices
We are primarily interested in the following five qualities of P2P DHT networks, which inform our design choices in the rest of the paper.
Short query path; Reasonable routing table size; Reasonable clustering coefficient; Self-configuration; Robustness: Performance evaluation results in Section e show that CayleyChord is very robust.
In the remainder of this paper, we reveal the design, properties, and advantages of CayleyChord, a novel P2P overlay network that achieves a good balance with regard to the aforementioned qualities. Section 5.3.2 is devoted to a review of related research and ideas that have influenced our work. Section 5.3.3 contains a description of the static graph that forms the physical basis for CayleyChord, with the required operating protocols described in Section 5.3.4. Performance evaluation and comparative results are reported in Section 5.3.5, followed by our conclusions and discussion of future work in Section 6.
b. Background and Related Research(omitted) c. The Static Graph Γ of CayleyChord
Every Cayley graph is vertex-transitive. Thus, using a Cayley graph as the underlying static graph of P2P DHT has the benefit of distributing the load evenly across all peers. In this section, we define the static graph Γ of CayleyChord and explore some of its properties which are essential to P2P systems.
Terminology and Notation
We use x and y to represent strings composed of binary digits and the wildcard symbol "*", which stands for any possible digit value. Throughout this paper, vertex, node, and peer are used interchangeably, as are graph and network. Note, however, that "vertex identifier" and "peer identifier" have distinct meanings and thus cannot be interchanged.
Definition of the Cayley Graph Γ
The definition of Γ and related terminology are presented in this section. Definition 1. Let
, that is, G is the direct product of the cyclic group of order 2 d and the cyclic group of order k.
It is not difficult to prove that 〈0, 0〉 is the identity element of G, and that for any element 〈c, r〉 of G, there exists its reverse element 〈-c, -r〉. We have thus established: Proposition 1. G is a group. Given any 〈c, r〉 ∈ G, we refer to c as group identifier (column number in diagrams), r as region identifier (row number in diagrams), and 〈c, r〉 as vertex identifier. In order to define Γ, a subset S of G should be specified. We form S in two steps, beginning with S = ∅.
In the first step, links are added between different groups, by letting S:= S ∪ Sc, where:
In the second step, corresponding peers in different regions are connected to make the whole graph connected. This is done by letting S:= S ∪ Sr, where:
Given a group G and its subset S, the definition of our graph Γ follows. Definition 2. Let S = Sc ∪ Sr, where Sc and Sr are as defined above. The graph Γ = Cay(G, S) is a Cayley graph defined on G and S. Given that S = S -1 , Γ is a simple graph. We use Γ d,k to denote a graph Γ with parameters d and k that define
For Some Properties of Γ we have Proposition 2. The graph Γ is a (2d + k -2)-regular graph.
Routing from (c 1 , r 1 ) to (c 3 , r 3 ) proceeds in two phases. In the first phase, the intermediate node 〈c 3 , r 1 〉 is reached via successive intragroup moves. These steps are referred to as "correcting" the group identifier. In the second phase, one step is required to correct the region identifier from r 1 to r 3 . The pseudocode for forwarding in a vertex is shown in Algorithm 1. Table 1 lists the CC1 parameter of Γ and random graph. It is clear from Table 1 that exhibits the small-world phenomenon.
Based on our arguments in this section, the graph Γ has the advantages of small routing length, compact routing table, and large CC1, all desirable properties for a P2P overlay network. Therefore, Γ is a strong candidate for use as the static graph of P2P DHT networks. A set of algorithms for embedding dynamic peers into Γ is presented in Section 5.4. 
d. CayleyChord Protocols
Our P2P DHT uses Γ as its static graph. In this section, algorithms that allow embedding of peers into Γ to form a P2P DHT overlay, called CayleyChord, are presented.
The Identifier Space
Every peer in CayleyChord is identified by a unique pair 〈c, r〉, with c and r satisfying:
c ∈ { * Vertex identifiers of CayleyChord differ from those of Γ. The c part of the identifier 〈c, r〉 is a string that consist of the symbols "0", "1", and "*", where the wildcard symbol "*"matches either of the characters "0" and "1".
The CayleyChord topology is based on the graph Γ, in the sense that the former is obtained by merging sets of vertices in the latter. A single peer 〈c, r〉 in CayleyChord is responsible for a set VSet(c, r) of vertices in Γ, and it is obtained by merging the vertices in this set. We refer to VSet(c, r) = {〈 * 
The Topology of CayleyChord
The topology of CayleyChord captures the link structure of Γ. Because a peer is obtained by merging vertices in Γ, two peers P and P′ are adjacent if there exit two vertices 〈c, r〉 ∈ VSet(P) and 〈c′, r′〉 ∈ VSet(P′), such that 〈c, r〉 and 〈c′, r′〉 are adjacent in Γ.
Distributing the Hash Table
In order to distribute the hash table items among peers, file names and search keywords are hashed to two-component keys 〈α, γ〉, where α is a fixed-length string and γ ∈ Z k . Actually, the identifier space for keys coincides with the identifier space for vertices in Γ. The real network location of a resource, that is the value associated with the key having hash key 〈α, γ〉, is at a peer 〈c, γ〉 such that 〈α, γ〉 belongs to the zone VSet(c, γ) of responsibility of 〈c, γ〉. Here, c l-1 . . . 
Routing in CayleyChord
Similar to routing in Γ, routing in CayleyChord also proceeds in two phases. Forwarding operations at a peer in CayleyChord are shown in Algorithm 2, which includes fault tolerance provisions.
e. Performance Evaluation
In this section, a number of important performance metrics are derived using system simulation. The obtained results are described, following a review of metrics and model.
Metrics and System Model
The performance metrics used in our evaluation include:
Query path length: In Section 5.3.5.2, simulation results are reported on the query performance, which is measured in average routing path length.
Routing Robustness: In Section 5.3.5.4, simulation results for the system when different percentages of peers fail is presented to assess the robustness of CayleyChord. We use the probability that a query ends in failure, along with the average query path length of successful queries, as the metrics for robustness evaluation.
The fraction of intragroup neighbors (FIN): One goal of CayleyChord is to provide effective browsing service. In Section 5.3.5.5, we use the fraction of intragroup neighbors to measure the quality of browsing service. The fraction of intragroup neighbors of a peer P, denoted by FINP, is defined as the ratio of P's neighbors, which have the same group identifier as P, to all neighbors of P. Then FIN of a P2P overlay is defined as the average of FINP over all peers P.
Small-world features: In Section 5.3.5.6, we endeavor to verify that the CayleyChord topology belongs to the class of small-world graphs. Therefore, CC1 of CayleyChord is calculated and compared against those of random networks.
The same set of system parameters is used for all experiments: d = 32, k = 32, and l = 3, 4, 5, . . . , 15. All evaluation is performed within a single process with no network communication. We use logical hops, instead of the actual response time (including response time of a peer and the time required for routing from one peer to another in the underlying physical network), to assess the query performance, so the settings and environment of physical network and the computer used for evaluation are not important.
A CayleyChord topology with a specified number of peers is first constructed using the joining process of Algorithm 3. After finishing the topology construction, no peer will join in or leave the system during the evaluation process. Then, the average size of routing table, FIN, and CC1 of the constructed network are calculated. In Section 5.3.5.2, we assume that the system is reliable, which means that no faulty peers exist in the network. In Section 5.3.5.4, all faulty peers are generated in the previously constructed network, before robustness evaluation starts. In the latter two sections, two peers are randomly selected, and the routing scheme of Algorithm 2 is applied to find out how many logical hops are required to route from one peer to another. Figure 4 plots the average query path length of CayleyChord as a function of the number of peers. A particular type of simulation is used to evaluate this metric, which aims at finding the number of hops in the routing path between two randomly selected peers. We call this type of simulation random routing simulation, or simply routing simulation, if the context is clear. The simulation is run for a network size varying from 320 to about 2M. We can see from Figure 4 that when the number of peers in CayleyChord reaches 2 million, the average query path length is still less than 8.5, while in Chord and CAN, the average query path is longer than the one in CayleyChord, especially in CAN. However, the average query path length in Ulysses is less than that of CayleyChord. Figure 5 plots the average routing table size in networks of different sizes. According to Proposition 2, the degree or the size of the routing table in a peer, relates to k and d. That is to say, the size of routing table would increase as the network size becomes larger. The average routing table size of CayleyChord is 60 when there are 1M peers, which is larger than those of Chord, CAN, and Ulysses. The larger the average routing table size, the better the network fault tolerance. Therefore, CayleyChord is more robust than Chord, CAN, and Ulysses.
Query Path Length
Size of Routing Table
Robustness
In this section, we compute the probability that a query ends in failure, as well as the average length of a successful routing path when different fractions of peers fail in CayleyChord. All simulation runs are performed for a network with 2M peers. A fraction of peers are randomly selected to be faulty before simulation, and then the two metrics above are determined by running the routing algorithm with fault tolerance.
The probability that a peer fails is varied from 5% to 25%. Two million test cases are run for each failure probability. Figure 6 plots the probability that routing ends in failure as a function of the peer failure probability. Note that our simulation results include test cases in which the destination of a query is faulty, which means that when the peer failure probability is 20%, routing failure probability of greater than 20% is mandatory, because the destination is faulty. Once these mandatory routing failures are excluded, the failure probability is very close to 0. For the same peer failure percentage, the probability that the CayleyChord routing algorithm ends in failure is lower than in Ulysses, Chord, and CAN. For example, when 20% of the peers fail in a network, CayleyChord has a failure probability of about 20%, compared with 68% in Ulysses, 98% in Chord, and 100% in CAN. The query path length would inevitably increase when a query encounters a faulty peer on its way to the destination. Figure 7 plots the average number of hops required for successful routing in the presence of different fractions of failed peers. The flatness of the curve in Figure 7 indicates that routing length is minimally influenced by faulty peers. For example, the average length of routing path is 8.98 with no faulty peers. When the percentage of faulty peers becomes as high as 20%, average routing path length in CayleyChord increases by 1.78%, reaching 9.14. As a point of comparison, routing length in Ulysses with 20% of peers failed grows by 53%, going from 5.8 to 8.9.
The curve for CAN is not shown due to its extreme values and graph disconnections with a fairly small number of failures. Figure 8 plots the average fraction of intragroup neighbors in networks of different sizes. We can see from Figure 8 that the fraction of intragroup neighbors in CayleyChord is higher than that in Chord, CAN, and Ulysses as the network size grows, because the fraction of intragroup neighbors in Chord, CAN, and Ulysses is near zero.
The Fraction of Intragroup Neighbors
Small-World Features
The topology of CayleyChord captures the link structure of Γ, so it also inherits its small-world properties. Figure 9 plots the clustering coefficient of CayleyChord and random graphs with different numbers of peers. It is known that the CC1 parameter of random graphs is proportional to deg / n, where deg is the average vertex degree in the graph (i.e., the average size of routing table) and n is the number of vertices [9] . Figure  9 clearly shows that CayleyChord is highly clustered, because its CC1 is very large compared with that of random graph. Note that the clustering of CAN, Chord, and Ulysses is very close to zero, so that they are indistinguishable in Figure 9 . Therefore, our results show that the CayleyChord topology conforms to small-world features [9] , and thus is a small-world graph.
VI. CONCULSIONS
We know that general networks such as Internet have become more and more complex, which are constructed by many different organizations, heterogeneous, and so very non-effective. Hence one constructed the level of software over networks which are called overlay or virtual topology to improve its performance [17] [18] [19] [20] [21] [22] [23] [24] . In this paper we have solved the following important problem: How should we design overlay (or virtual) topology for networks in order to improve network performance? We present an answer to the problem by the principle of symmetry. We show that we should use a class of overlay topology of higher symmetry such as The probablity that a peer fails The probabilty that a query fails CayleyChord Chord CAN Ulysses Figure 6 . The probability that routing ends in failure as a function of peer failure probability Cayley graphs in construction of the level of software. Thus we propose a general method of constructing overlay topology by means of Cayley graph model. We explain the main conclusions of the paper by many examples in optical, wireless and peer-to-peer networks. There are many problems to need further researched such as routing and scheduling in network virtual topology design by the method of symmetry. 
