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Chapter 1
Introduction
1.1 Motivation
Purchasing power parity (PPP) is a theory proposed in the 16th century,
which states that once converted to a common currency, national price
levels should be equal. The PPP issue is still relevant nowadays, for at least
two reasons. Firstly, as Sarno and Taylor [2003] point out, a discussion
of the real exchange rate is tantamount to a discussion of PPP. Indeed, if
PPP is valid, movements in real exchange rate represent deviations from
PPP. Therefore, this thesis focuses exclusively on the real exchange rate.
Secondly, a strong consensus exists among economists on the fact that the
real exchange rate should tend toward PPP in the very long run. The speed
of convergence to PPP is extremely slow. Thus, two questions arise: is real
exchange rate a multiple regime process? And does the PPP relationship
vary over time?
The question as to whether a multiple regime process exists in the real ex-
change rate series, is linked to the largely debated question of the presence
of nonlinearities in real exchange rate dynamics. During the 90s, numerous
authors have developed theoretical models of nonlinear real exchange rates.
A plausible source of nonlinearities is transaction costs such as transporta-
tion costs or tariff and nontariff barriers (see for example Dumas [1992]).
Intuitively, these costs create a band for the real exchange rates within
which the marginal cost of arbitrage exceeds its marginal benefit. An al-
ternative explanation for nonlinearities in real exchange rates is given by
Kilian and Taylor [2003]: there are heterogeneous agents influencing the
foreign exchange market, namely economic fundamentalists, chartists and
noise traders. Disagreements among these heterogeneous agents endoge-
nously generate threshold behaviors in spot exchange rates and, by exten-
sion, in real exchange rates. Sarantis [1999] investigates the existence of
these nonlinearities with a smooth transition autoregressive (STAR) model.
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Figure 1.1: USD/CHF real exchange rate index
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Introduced for the first time by Tera¨svirta and Anderson [1992] and Tera¨s-
virta [1994], the STAR model is the starting point for this thesis. The typical
STAR model for a time series yt has the following form:
yt = φ′xt + θ′xtF (γ, c; st) + ut , (1.1)
where xt = (1 yt−1 ... yt−p)′ is a vector including lags of the dependent
variable and the constant term; t = 1, ..., T and T is the sample size. The
terms φ and θ are vectors of autoregressive parameters of length p+ 1. The
error term ut is usually assumed to be iid N (0, σ2). The transition function
F (γ, c; st) is assumed continuous in st and bounded between zero and one.
Most articles on STAR models employ a frequentist approach for estimating
these models. The most popular frequentist techniques include estimators
such as the least squares estimator, the maximum likelihood estimator and
the method of moments. The main weakness of the latter approaches is
the risk of being trapped into a local extremum of the criterion. Tech-
niques for circumventing this problem exist (see for example Maringer and
Meyer [2008]), but recently some authors have successfully chosen to use the
Bayesian approach for estimating STAR models (see for example Deschamps
[2008] and Lopes and Salazar [2006]). The Bayesian paradigm considers the
true parameters of a model as random variables, thus computational meth-
ods based on Markov chain Monte Carlo (MCMC) try to simulate their
distributions. The frequentist approach assumes instead that the true pa-
rameters of a model are fixed but unknown, and that the estimators of these
parameters are random variables. Chapter 2 and Chapter 3 compare the
advantages of the two approaches.
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The second issue dealt with in this thesis is the stability of the PPP
relationship over time. According to Engel [2000], instead of assuming
temporary deviations from a fixed target level, it is more plausible to
consider that real exchange rates return to a target level that changes
over time. Hence, Engel and Kim [1999] suggest that real exchange rate
movements may be decomposed into both a permanent and a transitory
component, where the permanent component represents PPP.
The data used throughout this thesis are the monthly real exchange rate
indexes between the United States dollar (USD) and the Swiss franc
(CHF). The data cover the post-Bretton Woods period from 1973:01 to
2006:12 and are taken from the Swiss National Bank’s Monthly Statistical
Bulletin database. The monthly real exchange rate index is the average
of daily nominal exchange rates deflated by the consumer price index in
both countries. Figure 1.1 shows the USD/CHF real exchange rate index.
Note that, as we are interested in the behavior of the real exchange rate,
our analysis focuses on non-transformed data. This contrasts with other
practices for which log-transformed data or other operations involving
rescaling are employed.
1.2 Overview
In Chapter 2, we describe the estimation and evaluation of the STAR
model with the frequentist approach. After a preliminary analysis of
the data - the USD/CHF real exchange rate index - we discuss the
specification, estimation and evaluation of the STAR model. In particular,
we investigate the performances of information criteria for discriminating
between several STAR models. Moreover, a new algorithm is developed to
ensure convergence of the maximization of the likelihood function. Finally,
misspecification tests such as those developed by Eitrheim and Tera¨svirta
[1996] as well as a forecast evaluation are applied.
The estimation and evaluation of the STAR model in a Bayesian context
are presented in Chapter 3. In particular, we develop the posterior sim-
ulator of two approaches proposed respectively by Deschamps [2008] and
Lopes and Salazar [2006]. This allows us to highlight the advantages and
disadvantages of both approaches. A model comparison and an analysis of
dynamic behavior are performed for the MCMC estimates of several STAR
models. Model adequacy is evaluated using the specific misspecification
tests developed by Eitrheim and Tera¨svirta [1996]. Finally, we consider the
models’ predictive performances.
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In Chapter 4, we extend the STAR model in order to allow a transition
between two regimes by introducing a third one: the multiple regime smooth
transition autoregressive (MRSTAR) model is described and evaluated in
a Bayesian context. We illustrate this model with an application to the
USD/CHF real exchange rate index. A model comparison and an analysis
of dynamic behavior are performed for the MCMC estimates of several
MRSTAR models. The predictive performances of the most appropriate
MRSTAR model are tested.
Chapter 5 introduces the use of the state space model in the real exchange
rate context. We describe the posterior simulator of a general state space
model. The Bayesian estimation and evaluation of several unobserved
components models are presented. In particular, the decomposition of
the USD/CHF real exchange rate index into both a permanent and a
transitory component, as in Engel and Kim [1999], is analyzed. Moreover,
a comparison of in-sample performances between the models is performed
and predictive performances are tested.
We describe the unobserved random walk and smooth transition autore-
gressive components (RW-STAR) model in Chapter 6 and propose an
application to the USD/CHF real exchange rate index. This RW-STAR
model is an extension of the unobserved components model analyzed in
Chapter 5: the AR process of the transitory component is replaced by a
STAR process, which provides an interesting interpretation of the PPP
theory: it assumes that the real exchange rate tends to converge towards
an intertemporal equilibrium level but that this target may vary over
time. Then, a model comparison, an analysis of dynamic behavior and
an evaluation of predictive performances are performed for the MCMC
estimates of several RW-STAR models.
Finally, Chapter 7 summarizes the main results of this thesis and discusses
possible future research.
Chapter 2
Frequentist estimation of the
STAR model
The first question asked in this thesis is whether the real exchange rate is
a multiple regime process. Hence we have decided to estimate the smooth
transition autoregressive (STAR) model as a starting point. Moreover, we
have chosen to employ a frequentist approach to estimate the STAR model.
In what follows, we discuss the specification, estimation and evaluation
of the STAR model. In particular, we investigate the performances of
information criteria for discriminating between several STAR models,
misspecification tests such as those developed by Eitrheim and Tera¨svirta
[1996] are applied and a forecast evaluation is performed.
The outline of this chapter is as follows. We set up the general STAR model
in Section 2.1. We perform a preliminary analysis of the data in Section
2.2. In Section 2.3, the three steps of model specification are developed and
applied to the USD/CHF real exchange rate index: choice of autoregression
length, choice of delay parameter and discrimination between LSTAR and
ESTAR models. We treat the specification with information criteria in
Section 2.4. The frequentist estimation of ESTAR models with a new
algorithm is given in Section 2.5. In Section 2.6, we test the ESTAR models
for misspecification. An evaluation of the predictive performances of the
ESTAR models is given in Section 2.7 and the main results are summarized
in Section 2.8.
2.1 The model
The STAR models were introduced by Tera¨svirta and Anderson [1992]
and Tera¨svirta [1994]. This framework has been used to model various
types of economic time series such as industrial production (Tera¨svirta and
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Figure 2.1: Representation of the transition function of an LSTAR and an
ESTAR model versus the value of the transition variable
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Anderson [1992]), interest rates (Kapetanios et al. [2003]), unemployment
(Skalin and Tera¨svirta [2002], van Dijk et al. [2002] and Deschamps [2008])
and exchange rates (Sarantis [1999] and Taylor et al. [2001]).
The typical STAR model has the following form:
yt = φ′xt + θ′xtF (γ, c; st) + ut (2.1)
where xt = (1 yt−1 ... yt−p)′ is a vector including lags of the dependent
variable and the constant term; t = 1, ..., T and T is the sample size.
The terms φ and θ are vectors of autoregressive parameters; their length
is p + 1. The error term ut is usually assumed to be iid N (0, σ2). The
transition function F (γ, c; st) is assumed continuous in st and bounded
between zero and one. It governs the transition between the two regimes
and it depends upon the values of the transition variable st. Any vari-
able can be used as a transition variable; nevertheless we use the dth
lag of the dependent variable, yt−d here. Tera¨svirta [1994] suggests for
notational simplicity to pick d, the delay parameter, in the range of 1
≤ d ≤ p, but we do not impose this restriction here. The slope parame-
ter γ measures the smoothness of transitions between regimes while the
threshold (or location) parameter c determines the location of the transition.
Tera¨svirta and Anderson [1992] introduce two types of STAR models: the
logistic (LSTAR) and the exponential (ESTAR) smooth transition autore-
gressive models. The logistic model is based on the first-order logistic tran-
sition function:
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F (γ, c; st) =
1
1 + exp[−γ(st − c)] , γ > 0. (2.2)
A large or a small value of the transition variable st relative to the
threshold parameter c defines two different regimes (see the left-hand
side of Figure 2.1). Function (2.2) is monotonic increasing in st and
yields asymmetric adjustment towards equilibrium. The lower the slope
parameter γ, the smoother the switch between the two regimes. Note
that the LSTAR model becomes linear when the slope parameter γ → 0.
The LSTAR model can be used when time series are characterized by two
unequal dynamic behaviors, e.g. business cycle expansions and contractions.
The second model employs the exponential (transition) function:
F (γ, c; st) = 1− exp
[
− γ(st − c)2
]
, γ > 0. (2.3)
The ESTAR model defines two different regimes in terms of small and large
absolute deviations of the values for transition variable st from the threshold
parameter c. This transition function is symmetrically inverse-bell-shaped
around the threshold parameter c, and possesses an “inner” and an “outer”
regime (see the right-hand side of Figure 2.1). When the slope parameter
of the exponential function (2.3) is such that γ → ∞ or γ → 0, the
nonlinear ESTAR model collapses into a linear model. These properties
are attractive for modeling exchange rates. An ESTAR specification of real
exchange rates is especially useful when a model includes transaction costs
such as transportation costs, tariff and nontariff barriers, as well as any
other costs (see Dumas [1992] and Obstfeld and Rogoff [2000]). Intuitively,
transaction costs create a band within which no arbitrage profits exist.
Therefore, nominal exchange rate deviations from purchasing power parity
are not corrected within the band. However, if the real exchange rate moves
outside the band, arbitrage brings the real exchange rate back to a value
within the band. Moreover, Taylor et al. [2001] and Rapach and Wohar
[2006] suggest that time aggregation and non-synchronous adjustment
by heterogeneous agents are likely to lead to smooth regime switching,
rather than discrete switching. This is especially true for real exchange rates.
From now on, we adopt the following notation for STAR models: let the
transition variable be yt−d and p be the number of lags in the vector
xt, the logistic and exponential models will be noted LSTAR(p, d) and
ESTAR(p, d) respectively.
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2.2 Data and preliminary analysis
The data used throughout this thesis are the monthly real exchange rate
index between the United States dollar (USD) and the Swiss franc (CHF).
The data cover the post-Bretton Woods period from 1973:01 to 2006:12.
We begin our empirical analysis by verifying the stationarity assumption.
In our context, this issue is particularly important, both from a theoretical
and an econometric point of view. First, stationarity over time is a
necessary condition in order to validate the purchasing power parity (PPP)
theory in the long run (see Taylor et al. [2001]). The PPP theory states
that national price levels should be equal when expressed in a common
currency. When PPP is valid, the real exchange rate should be a constant.
Hence, the movements of the real exchange rate represent deviations from
PPP. Therefore, as Sarno and Taylor [2003] point out, a discussion of the
real exchange rate is tantamount to a discussion of PPP. Note that the PPP
theory has been widely debated (see among others Rogoff [1996]). Second,
the series has to be stationary and ergodic to ensure the consistency of
the nonlinear least square (NLS) estimation below. The necessary and
sufficient conditions are stated in Klimko and Nelson [1978].
We test for unit root behavior of the USD/CHF real exchange rate index by
computing an augmented Dickey-Fuller (ADF) and a Phillips-Perron (PP)
test statistics. The critical values depend on the true underlying dynamic
of the series. We can think that the true underlying process contains a drift
but no trend, which corresponds to Case 2 in Hamilton [1994]. The Case
2 of the ADF test proceeds from the maximum likelihood estimation of the
equation:
yt = ζ1∆yt−1 + ζ2∆yt−2 + . . .+ ζp−1∆yt−p+1 + α+ ρyt−1 + t (2.4)
where t is iid N (0, σ2) and p can be determined by the sequential procedure
suggested by Hamilton [1994] p. 530: (2.4) is estimated with p chosen as
an upper bound p¯. Then the parameter ζp¯−1 is tested using a t statistic.
If the null is not rejected, the joint null hypothesis that both ζp¯−1 = 0 and
ζp¯−2 = 0 is tested using an F statistic. The procedure continues sequentially
until a joint null hypothesis that ζp¯−1 = 0, ζp¯−2 = 0, . . . , ζp¯−l = 0 is rejected
for some l. In our case, this procedure indicates p = 2, so we use this value
for all tests in this section. Returning to the ADF test, the statistic t for
the null hypothesis ρ = 1 is equal to (ρˆ−1)/σˆρˆ and compared to the critical
value given in Hamilton [1994]. The same null hypothesis is tested with the
Phillips-Perron Zt statistic (Case 2) but the parameter estimation is based
on the equation:
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Table 2.1: Unit root tests for the USD/CHF real exchange rate index
Test Source Statistic 5% critical value
ADF (t) Hamilton [1994] -2.885 -2.87
PP (Zt) Hamilton [1994] -2.705 -2.87
tNL Kapetanios et al. [2003] -2.991 -2.93
JLR Taylor and Sarno [1998] 8.242 3.84
All critical values are taken from Hamilton [1994] for 500 obser-
vations, except the JLR which asymptotically follows an χ2(1)
distribution.
yt = α+ ρyt−1 + ut (2.5)
where ut is serially correlated and possibly heteroskedastic. The t-statistic
Zt described in Hamilton [1994] takes serial correlation into account.
Fro¨mmel [2007] argues that unit root test for exchange rate should be in-
terpreted cautiously. Indeed, standard unit root tests such as ADF and PP
have low power when non-stationarity is more complex than a standard unit
root (see Caporale et al. [2003] for further details). Kapetanios et al. [2003]
address this criticism by developing a specific unit root test for nonlinear
STAR models. They show that we can check the presence of a unit root
by testing the null that ρ = 0 against ρ < 0 with the t-statistic from the
equation:
∆yt = ζ1∆yt−1 + ζ2∆yt−2 + . . .+ ζp−1∆yt−p+1 + ρy3t−1 + t (2.6)
where t is iid N (0, σ2).
Taylor and Sarno [1998] propose another approach. They show that the
power of univariate unit root tests increases strongly when multivariate unit
root tests like the Johansen likelihood ratio (JLR) are used. Therefore, we
add the real exchange rate between the Great Britain pound (GBP) and
the Swiss franc (CHF) for the same period to our data set and compute
the JLR statistic1. This test is a special case of the likelihood ratio test
1Taylor et al. [2001] show that the multivariate augmented Dickey-Fuller (MADF) test
has high power in the exchange rate framework as well. We nevertheless don’t implement
this test here because its power is high even when only one of the series is stationary.
They call it the pitfall of multivariate unit root tests.
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for cointegration of Johansen [1988, 1991]. Consider a vector autoregressive
(VAR) model of N series reparametrized into an error correction form:
∆Qt = Γ1∆Qt−1 + . . .+ Γp−1∆Qt−p+1 + ΓpQt−p + µ+ ωt (2.7)
where ∆Qt is an (Nx1) vector in first difference, Γi are (NxN) matrices of
parameters, µ is an (Nx1) vector of constants and ωt is an (Nx1) vector
of white noise errors. The maximum lag p is chosen as in our ADF pro-
cedure. Engle and Granger [1987] demonstrate that there can be at most
N-1 cointegrating vectors among a system of N I(1) series. If we reject the
hypothesis that there are less than N cointegrating vectors, the series has
to be stationary. The rank of Γp in (2.7) defines the number of distinct
cointegrating vectors. Therefore, Taylor and Sarno [1998] express the null
hypothesis that at least one of the series is generated by an I(1) process
as H0 : rank(Γp) < N . The alternative hypothesis that each of the series
is stationary is expressed as H1 : rank(Γp) = N . The JLR statistic test
consists in a likelihood ratio:
JLR = −T ln(1− λN ) (2.8)
where λN is the smallest root of the characteristic equation:
|λSkk − Sk0S−100 S0k| = 0. (2.9)
Sij is the sum of squared residuals T−1
∑T
t=1 RitR
′
jt (i, j = 0, p), R0t
and Rpt are the residuals of the regression of ∆Qt and Qt−p respectively
on {ı,∆Qt−1,∆Qt−2, . . . ,∆Qt−p+1}, and ı is the unit vector. The JLR
statistic follows an χ2(1) asymptotic distribution (see Taylor and Sarno
[1998]).
Table 2.1 shows four unit root tests for the USD/CHF real exchange rate
index series and their corresponding critical value. The ADF, PP and
tNL statistics are really close to the 5% critical value. Therefore, we can
barely reject the unit root hypothesis. This indicates the presence of a
unit root within the series. But considering that these univariate tests are
not powerful, it is preferable to rely on the JLR test. The JLR empirical
statistic based on the series of USD/CHF and GBP/CHF real exchange
rate indexes is shown in Table 2.1 as well. Its value of 8.242 is much larger
than the asymptotic critical value at 5%. Then, we clearly reject the null
hypothesis that at least one of the series is I(1). We conclude that the
USD/CHF real exchange rate index is stationary with the most powerful
test available.
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2.3 Specification
A common way of specifying a smooth transition autoregressive model
is described in the original article by Tera¨svirta [1994]. This author
divides the specification process into a sequence of three steps. The first
one consists in specifying a linear autoregressive model and choosing the
adequate lag length with a standard order selection criterion. Tera¨svirta
[1994] indicates that any model selection procedure should account for the
residual autocorrelation with the portmanteau test of Ljung and Box [1978].
The second step consists in determining whether or not a linear model
adequately represents the data generating process. The author applies the
linearity test that will be described in Section 2.3.2 for different values of
the delay parameter d, and fixes its value by minimizing the p-value of
the linearity test. Finally, the choice between the LSTAR and the ESTAR
model is made in the last step.
This section applies the Tera¨svirta methodology for the specification of
models, but, according to the author of this thesis, the results are unreliable
and inconsistent. Indeed, the Monte Carlo study in Appendix A shows that
the first step of the Tera¨svirta procedure can lead to wrong choices. As the
following steps of the procedure are governed by the first one, all steps are
thus unreliable. Moreover, the Tera¨svirta procedure applied below to the
USD/CHF real exchange rate shows that the results are inconsistent.
2.3.1 Choice of autoregression length
We start with an iterative procedure which consists in estimating the linear
autoregressive models and in determining the lag length by minimizing an
information criterion. This lag length is then applied to the nonlinear STAR
model. This approach is questionable because if the true real model is non-
linear, then this method may be inadequate. This point of view is shared by
Tera¨svirta and Anderson [1992]: if the true model is nonlinear it is possible
that a maximum lag greater than the maximum lag in the nonlinear model
will be selected. Note that this consideration has no theoretical foundation.
A Monte Carlo study is therefore useful to check to what extent the linear
autoregressive models can be used to discriminate between different lags in
the nonlinear STAR model. This is the purpose of Appendix A which illus-
trates with several examples that the first step of the procedure proposed
by Tera¨svirta [1994] is not reliable when using the AIC (Akaike [1974]) or
the BIC (Schwarz [1978]) information criteria. Despite this drawback, we
apply these criteria in our case, i.e. the USD/CHF real exchange rate index,
but we remain cautious while interpreting the results. Another conclusion
of Appendix A is that the BIC selects the right autoregressive parameter p
more frequently than does the AIC.
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Table 2.2: AIC and BIC of AR models for the USD/CHF real exchange rate
index
Models AIC BIC
AR(1) 1998.755 2010.782
AR(2) 1951.335 1967.360
AR(3) 1945.734 1965.754
AR(4) 1942.434 1966.443
AR(5) 1939.550 1967.543
AR(6) 1937.261 1969.233
AR(7) 1931.296 1967.242
AR(8) 1920.688 1960.603
AR(9) 1916.229 1960.107
AR(10) 1913.933 1961.771
AR(11) 1907.755 1959.546
AR(12) 1905.883 1961.623
Table 2.2 shows the value of both the AIC and BIC criteria for the first
twelve linear autoregressive models with the USD/CHF real exchange rate
index. The minimum Akaike criterion is reached for 12 lags, whereas we
reach 11 lags for the BIC. The latter figure is retained for parameter p in
the model (2.1).
The lag length selection has to be accompanied by a test for residual auto-
correlation. We use the test of Ljung and Box [1978] given by the following
statistic:
Q˜(r˜) = T (T + 2)
m∑
k=1
1
T − k · rˆ
2
k (2.10)
where T is the sample size and rˆ2k is the value of the autocorrelation
function of lag k. Under the null hypothesis that there is no autocorrelation
up to order m, Q˜(r˜) is asymptotically distributed as an χ2 with m degrees
of freedom.
The only linear model whose residuals are autocorrelated is the AR(1) model
(the p-value of the test above is under 5% when m = 1). In that case, we
reject the null hypothesis, whereas we cannot reject this hypothesis for the
other models.
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2.3.2 Choice of delay parameter
At this step of the specification, Tera¨svirta [1994] proposes to choose the
value of the delay parameter in using the linearity test described below.
Performing this test at a fixed lag but at different delays allows to choose
the transition variable yt−d minimizing the p-value. The author justifies
this method theoretically as well as numerically, by using Monte Carlo
simulations.
It is important to test for linearity before attempting to estimate a nonlinear
model. In order to derive a linearity test for the LSTAR model, Tera¨svirta
[1994] suggests using the artificial regression based on the third-order Taylor
approximation of the LSTAR model:
yt = β0 + β′1x
∗
t + β
′
2(x
∗
t yt−d) + β
′
3(x
∗
t y
2
t−d) + β
′
4(x
∗
t y
3
t−d) + vt (2.11)
where x∗t = [yt−1, . . . , yt−p]′ and vt is iid N (0, σ2v). The null hypothesis of
linearity is H0 : β2 = β3 = β4 = 0.
The test statistic LM = T (SSR0 − SSR)/SSR0 follows an asymptotic
χ2(3p) distribution (see Tera¨svirta [1994]), where SSR is the sum of squared
residuals from the full artificial regression and SSR0 is the corresponding
sum under the null. This linearity test can also be carried out as an F
test. A new test statistic LM ′ = (SSR0−SSR)/3pSSR/(T−(4p+1)) replaces the LM one and it
follows a F(3p, T − (4p + 1)) distribution under H0. The F-version of the
linearity test has the advantage of having better size properties in small
samples than the χ2-version.
The linearity test for the ESTAR model is based on a first-order Taylor
approximation. Therefore, van Dijk et al. [2002] say that the linearity test
above has power against ESTAR alternative since all auxiliary regressors in
the first-order approximation are nested in (2.11).
Table 2.3 shows the p-values of the linearity F test for the first twelve lags
and delays. We choose to display the p-values of the linearity F test for
all lags and delays in order to show the inconsistency of the procedure. We
clearly reject linearity only for the first lag. For all other lags, we cannot
reject the linearity hypothesis at a 5% level. These results imply that a
STAR is plausible only with a lag of 1. Therefore, it does not make sense
to apply the Tera¨svirta methodology to other lags. When the value of the
lag parameter is one, the smallest p-value is achieved at d = 2. Note that
we can consider d = 3 too. The results are unambiguous, when we consider
only the linearity F test: a STAR(1,2) or a STAR(1,3) model is preferred.
Nevertheless, this choice is problematic as it is inconsistent with the first
step. This shows that the methodology proposed by Tera¨svirta [1994] is
unreliable. Note that using the χ2-version of the linearity test yields very
similar results.
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Table 2.4: P-values of the F tests at different lags and delays for the
USD/CHF real exchange rate index
p d p(F4) p(F3) p(F2) first rulea second ruleb
1 2 0.229 0.001 0.000 LSTAR ESTAR
1 3 0.790 0.210 0.000 LSTAR LSTAR
a: the first rule is that of Tera¨svirta [1994]; b: the second
rule is that of Tera¨svirta and Anderson [1992].
2.3.3 Discrimination between LSTAR and ESTAR
To discriminate between LSTAR and ESTAR models, Tera¨svirta [1994] sug-
gests a simple decision rule based on three F tests. The three statistics are
computed using the artificial regression (2.11) and they are derived from the
following hypotheses:
H04 : β4 = 0
H03 : β3 = 0 |β4 = 0
H02 : β2 = 0 |β3 = β4 = 0.
This author proposes to select an ESTAR model if the p-value of F3 (the
test of H03) is the smallest and to choose an LSTAR model otherwise.
Tera¨svirta and Anderson [1992] propose another rule to discriminate
between the two models: choose the LSTAR model if H04 is rejected; select
the ESTAR model if H03 is rejected but not H04; and finally rejecting H02
but neither H04 nor H03 leads to the LSTAR model. In the extreme case
where none of these tests is rejected, the sequence amounts to testing the
linearity of data.
Table 2.4 shows the p-values of the three F tests (noted p(F4), p(F3) and
p(F2)) corresponding to the hypotheses sequence H04, H03 and H02 at two
pairs of lag and delay. The choice of pairs is based on the results yielded
from Table 2.3. The transition function designated by the Tera¨svirta rule
and the Tera¨svirta and Anderson rule is also displayed. The two rules
lead to opposite conclusions for the STAR(1,2) model: one points towards
the logistic function and the other towards the exponential function. But,
as p(F3) is close to p(F2), an ESTAR(1,2) model seems to be a better
choice. On the other hand, for the STAR(1,3) model, both rules indicate
the logistic function.
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The three modeling steps suggest estimating an ESTAR(1,2) or an
LSTAR(1,3) model. But as this analysis has shown some inconsistencies,
we are free to explore other specifications. Moreover, we should not give
too much importance to the first step because Tera¨svirta [1994] indicates
that the selection technique is useful for saving time and effort by avoiding
the estimation of nonlinear models as long as possible, but that it cannot be
applied strictly. Finally, as it is now much faster to estimate a STAR model,
it is preferable to estimate several different models and to discriminate be-
tween them at the same time through information criteria or misspecification
tests.
2.4 Specification with information criteria
Another way to specify a STAR model is to discriminate between further
values of parameters p and d for a STAR model at the time of estimation.
Indeed, Taylor et al. [2001] say that parameters p and d can be estimated
with the other model parameters using a grid search. The minimization of
the sum of squared residuals (SSR) for several values of these parameters
yields a consistent estimator. First, we can construct two tables of the
SSR values of the nonlinear least squares (NLS) estimation for parameters
p and d, for both ESTAR and LSTAR models. But a problem appears:
this method does not take into account the number of parameters to be
estimated. That is why it is preferable to use an information criterion such
as the BIC one directly.
Applying this idea, we construct a table of the BIC values of the NLS
estimation for parameters p and d in the range of 1 to 12 (Table 2.5). The
NLS estimates are performed using a new algorithm developed in the next
section. An adaptation of the algorithm is required to ensure that the series
has the same length for all estimates. Note that when the algorithm does
not converge to a global minimum, no value is given. The analysis of Table
2.5 shows the BIC is minimized when p = 2 and d = 3. But two others
models have very similar values, the ESTAR(2,2) and ESTAR(3,3). Thus,
the three models are kept for the following section. All other models are
estimated and discarded except the ones for which the slope parameters γ
are significantly different from zero. Indeed, if the slope parameter γ of a
STAR model is not significantly different from zero, the model is certainly
misspecified.
The same analysis is realized for the LSTAR model, but we do not show
the results because the algorithm converges to a global minimum for only
one couple of p and d values. That may indicate either a misspecification
problem of the LSTAR model or the use of a wrong algorithm. So, we do
not estimate the LSTAR model in the next section.
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2.5 Estimation
The next step of the modeling cycle is estimating the STAR model. The
previous steps allowed us to choose the lag parameter p, delay parameter
d and transition function F . As mentioned in Section 2.4, the models
ESTAR(2,2), ESTAR(2,3) and ESTAR(3,3) have a minimum BIC. But
additional models can be estimated in order to compare the value of their
parameters.
Estimating the parameters in the STAR model (2.1) is a straightforward
application of nonlinear least squares (NLS), that is, the parameter ω =
(θ, φ, γ, c)′ can be estimated as:
ωˆ = arg min
ω
QT (ω) = arg min
ω
T∑
t=1
(yt − φ′xt − θ′xtF (γ, c; st))2. (2.12)
Under the additional assumption that the ut errors are normally distributed,
NLS is equivalent to maximum likelihood. Otherwise, the NLS estimates
can be interpreted as quasi maximum likelihood estimates (see van Dijk
et al. [2002] for more details concerning the consistence of NLS estimates).
We know that a joint estimation of all parameters in the STAR models may
cause a problem and that the nonlinear optimization may not converge.
Tera¨svirta [1994] therefore suggests to standardize the transition function
by dividing it by σˆ2(y), the sample variance of yt. Moreover, the choice of
starting values for the parameters has great importance in order to achieve
convergence. If the estimation does not converge, this author also suggests
carrying out the estimation using a grid for parameters γ and c. The idea
is as follows: if γ and c are known and fixed, the STAR model becomes
linear in the autoregressive parameters φ and θ and it can be obtained by
ordinary least squares (OLS). Then, the sum of squares function QT (ω)
can be concentrated and minimized with respect to the γ and c parameters
only. We apply the latter suggestion in the estimations reported in Table 2.6.
To ensure optimization convergence, we propose to use a new algorithm.
We start by a function that computes the concentrated sum of squares of
the model for given parameters γ and c. Then we minimize it, using the
Differential Evolution algorithm initially developed by Rainer Storn (see
Price et al. [2005]) and implemented in the statistical software package R (R
Development Core Team [2007]) by Ardia [2007]. Once the optimal values
of γ and c are found, we estimate the remaining parameters by OLS for the
linearized equation. Finally, we estimate the full model by NLS using these
starting values. Note that it is possible that the NLS optimization does
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not converge due to misspecification. Nevertheless, the careful selection
of the starting values ensures that if the NLS optimization converges, the
estimation is a global minimum.
This approach is used to estimate ESTAR models for a range of p and
d parameters. As mentioned in Section 2.4, the models ESTAR(2,2),
ESTAR(2,3) and ESTAR(3,3) have a minimum BIC. The estimates of these
models are shown in Table 2.6. Additional models are also shown in Ta-
ble 2.6 because their slope parameters γ are significantly different from zero.
A first look at Table 2.6 indicates that the estimation of the slope parameter
γ is not significantly different from zero for the model ESTAR(2,2). This
model is of no interest in the nonlinear framework, because under the null
that the slope parameter is zero, the model becomes linear. For the other
ESTAR models, γ is significant at 1% or 5%, therefore this result indicates
nonlinearity in the USD/CHF real exchange rate index. More generally,
the slope parameters of the ESTAR models with delay parameter d equal
to 1 or 2 are less significant than with d = 3. For the latter, the estimated
slope parameters γ are around 1.8-2.2, which indicates a rather smooth
switch between the two regimes. And these transitions are around 116,
because the estimated threshold parameters c of the models ESTAR(1,3),
ESTAR(2,3), ESTAR(3,3) and ESTAR(4,3) are between 115.7 and 116.1.
2.6 Misspecification tests
This section describes the three misspecification tests proposed by Eitrheim
and Tera¨svirta [1996] and applies them to the ESTAR models estimated in
Section 2.5: a test of serial independence of errors, a test to know whether
the errors still contain nonlinearities and a test of parameter constancy.
Indeed, these tests are specifically developed to measure the adequacy of
STAR models in small samples. Thus, they are able to identify the possible
misspecification problems in our case.
2.6.1 Serial independence test
Consider the STAR model described in Section 2.1:
yt = φ′xt + θ′xtF (γ, c; st) + ut (2.13)
but where:
ut = a′vt + t, t ∼ iid(0, σ2 ) (2.14)
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Table 2.6: Results of frequentist estimation of ESTAR models for the
USD/CHF real exchange rate index
Parameter ESTAR(2,1) ESTAR(3,1) ESTAR(1,2) ESTAR(2,2)
φ0 2068.745 1475.630 -75.768** 6003.471
φ1 -15.384 -11.440 1.682** 14.603
φ2 -1.331 3.942 – -65.883
φ3 – -4.208* – –
φ4 – – – –
θ0 -2066.367 -1473.480 77.542** -6001.001
θ1 16.663 12.748 -0.699** -13.322
θ2 1.027 -4.368 – 65.576
θ3 – 4.305* – –
θ4 – – – –
γ 1.769* 1.733* 0.085* 4.578
c 117.362** 117.316** 109.507** 115.268**
Parameter ESTAR(1,3) ESTAR(2,3) ESTAR(3,3) ESTAR(4,3)
φ0 163.941* 303.727 -2830.107** -2852.191**
φ1 -0.552 -0.202 -1.000 -1.113
φ2 – -1.518 1.473 1.513
φ3 – – 24.789** 24.910**
φ4 – – – 0.041
θ0 -162.879* -302.303 2831.627** 2853.859**
θ1 1.542* 1.498* 2.320** 2.339**
θ2 – 1.208 -1.850 -1.904
θ3 – – -24.751** -24.823**
θ4 – – – -0.080
γ 2.616** 2.200** 1.819** 1.828**
c 115.712** 115.666** 116.084** 116.086**
** significant at the 1% level. * significant at the 5% level.
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where vt = (ut−1, . . . , ut−q)′ and a = (a1, . . . , aq)′, aq 6= 0. Assume that the
roots of zq −∑qj=1 ajzq−j = 0 lie inside the unit circle. The test of serial
independence uses the first derivative of the transition function with respect
to slope and threshold parameters. So, for st = yt−d and for an ESTAR
model with F (γ, c; yt−d) = Ft−d = 1− exp{−γ · (yt−d − c)2}, we have :
∂(θ′xtFt−d)
∂γ
= gγ(t) = exp{−γ(yt−d − c)2} · (yt−d − c)2 · θ′xt (2.15)
∂(θ′xtFt−d)
∂c
= gc(t) = −2γ · exp{−γ(yt−d − c)2} · (yt−d − c) · θ′xt. (2.16)
The hypothesis of serial independence of errors ut in (2.13) is H0 : a = 0.
Under the null, (2.13) becomes the model estimated in Section 2.5. Eitrheim
and Tera¨svirta [1996] say that the Lagrange Multiplier (LM) test of H0
against (2.13) can be performed in four stages as follows.
(i) Estimate the STAR model by NLS (in our case using the algorithm
from Section 2.5) under the null of uncorrelated errors and compute
the residuals uˆt.
(i’) The residuals uˆt are regressed on xt, xtFˆt−d, gˆγ(t), and gˆc(t) to com-
pute new residuals u˜t, where Fˆt−d = F (γˆ, cˆ; yt−d). Then compute the
residual sum of squares, SSR0 =
∑T
t=1 u˜
2
t .
(ii) Regress u˜t on vˆt, xt, xtFˆt−d, gˆγ(t) and gˆc(t), then compute the residual
sum of squares, SSR.
(iii) Compute the test statistic FLM = (SSR0−SSR)/qSSR/(T−n−q) , where n is the num-
ber of parameters in the STAR model.
Stage (i’) is added because if the sample size is small and the model difficult
to estimate, numerical problems when using the NLS may lead to a solution
such that the residual vector (uˆ1, . . . , uˆT )′ is not precisely orthogonal to the
gradient. Hence, stage (i’) ensures orthogonality between the residuals u˜t
and the gradient.
More details are given in Eitrheim and Tera¨svirta [1996] about the sufficient
conditions ensuring convergence in distribution for this test. In particular,
the moment condition E[u6t ] <∞ must hold.
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2.6.2 No remaining nonlinearity test
Consider now an additive STAR model:
yt = φ′xt + θ′xtF1(γ1, c1; yt−d) + pi′xtF2(γ2, c2; yt−e) + ut (2.17)
where ut is iid(0, σ2) and F2 is either a logistic or an exponential function
with F2(0, c2; yt−e) = 0. The null hypothesis H0 : γ2 = 0 or F2 = 0 is tested
against (2.17). Thus, under the null, the parameters φ, θ, γ1 and c1 can con-
sistently be estimated by our algorithm. By contrast, the other parameters
of the additive STAR model (2.17) are not identified under the null. This
problem is circumvented using the third-order Taylor approximation about
γ2 = 0 on F2. Indeed, assuming that F2 is a logistic function, the model
(2.17) becomes:
yt = β′0xt+θ
′xtF1(γ1, c1; yt−d)+β′1x
∗
t yt−e+β
′
2x
∗
t y
2
t−e+β
′
3x
∗
t y
3
t−e+t (2.18)
where β0 is φ plus the first two elements of the third-order Taylor ap-
proximation, x∗t = [yt−1, . . . , yt−p]′ and t is iid N (0, σ2 ). Hence, the null
hypothesis of no remaining nonlinearity is H ′0 : β1 = β2 = β3 = 0. Note
that the test of H ′0 within (2.18) is also powerful against the case where
F2 is an exponential function, and the moment condition requires E[u8t ] < 0.
The test statistic is the same as that of the test of serial independence but
with vˆt = ((x∗t )′yt−e, (x∗t )′y2t−e, (x∗t )′y3t−e)′. The test may be carried out in
four stages, as shown above. The only differences are the new definition
of vˆt at stage (ii) and the degrees of freedom in the F test, 3p and T−n−3p.
2.6.3 Parameter constancy test
The third misspecification test proposed by Eitrheim and Tera¨svirta [1996]
postulates a parametric alternative to parameter constancy in STAR models
which explicitly allows parameters to change smoothly over time. Consider
a STAR model for which both φ and θ may be subject to change over time:
yt = φ(t)′xt + θ(t)′xtF (γ, c; st) + ut (2.19)
where ut is iid N (0, σ2). Let the time-varying parameter vectors of length
p φ(t) = φ˜ + λ1Hj(t; γ1, c0, c1, c2) and θ(t) = θ˜ + λ2Hj(t; γ1, c1), where λ1
and λ2 are vectors of length p. The null hypothesis of parameter constancy
in (2.19) is H0 : Hj(t; γ1, c0, c1, c2) = 0 in all three cases. Three functional
forms for Hj(·) are used by the authors:
H1(·) =
(
1 + exp{−γ1(t− c0)}
)−1 − 0.5 (2.20)
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H2(·) =
(
1− exp{−γ1(t− c0)2}
)
(2.21)
H3(·) =
(
1 + exp{−γ1(t3 + c2t2 + c1t+ c0)}
)−1 − 0.5 (2.22)
where γ1 > 0. Hence, the null hypothesis of parameter constancy may be
written H0 : γ1 = 0. H3 is the most flexible function allowing monotonically
as well as nonmonotonically changing parameters. H1 and H2 are special
cases of H3, thus it is sufficient to describe the test statistic for the latter.
Note that the parameters γ, c0, c1 and c2 are identified under the alternative
hypothesis but not under the null. To circumvent this identification problem,
Eitrheim and Tera¨svirta [1996] take the first-order Taylor expansions of H3
about γ1 = 0. After reparametrization, the model (2.19) becomes:
yt = β′0xt + β
′
1txt + β
′
2t
2xt + β′3t
3xt +(
β′4xt + β
′
5txt + β
′
6t
2xt + β′7t
3xt
)
· F (γ, c; st) + r∗t (2.23)
where r∗t = ut + R(t; γ1, c0, c1, c2). Under H0, r∗t = ut. The null hypothesis
of parameter constancy is then H ′0 : βj = 0, j = 1, 2, 3, 5, 6, 7.
The test statistic, called LM3, is the same as that of the test of serial
independence, but with this difference:
vˆt =
(
tx′t, t
2x′t, t
3x′t, tx
′
tF (γˆ, cˆ; st), t
2x′tF (γˆ, cˆ; st), t
3x′tF (γˆ, cˆ; st)
)′
.
The test may be carried out in four stages as shown above. The only differ-
ences are the new definition of vˆt at stage (ii) and the degrees of freedom
in the F test, 6(p + 1) and T − 8(p + 1) − 2. If the alternative hypothesis
is specified as (2.19) with the symmetric nonmonotonic transition function
(2.21), the test is based on (2.23) assuming β3 = 0 and β7 = 0 (test statistic
LM2). If only monotonic change in parameters defined by (2.20) is allowed,
equation (2.23) applies with β2 = β3 = 0 and β6 = β7 = 0 (test statistic
LM1).
2.6.4 Application
Table 2.7 shows the p-values of the three misspecification tests of Eitrheim
and Tera¨svirta [1996] for several ESTAR models including the best ones
designated by the BIC (ESTAR(2,3) and ESTAR(3,3)), and the ES-
TAR(2,1) and ESTAR(3,1) models. The latter two are chosen because their
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Table 2.7: P-values of misspecification tests of four ESTAR models for the
USD/CHF real exchange rate index
ESTAR(2,1) ESTAR(3,1) ESTAR(2,3) ESTAR(3,3)
Serial independence
q=1 0.603 0.547 0.084 0.046*
q=2 0.266 0.726 0.169 0.042*
q=3 0.427 0.683 0.320 0.023*
q=4 0.462 0.814 0.400 0.044*
q=5 0.604 0.879 0.495 0.071
q=6 0.618 0.923 0.588 0.111
q=7 0.714 0.958 0.701 0.173
q=8 0.647 0.736 0.739 0.193
q=9 0.729 0.797 0.800 0.260
q=10 0.252 0.311 0.206 0.025*
No remaining nonlinearity
e=1 0.529 0.448 0.941 0.933
e=2 0.142 0.111 0.601 0.678
e=3 0.164 0.150 0.450 0.751
Parameter constancy
LM3 0.119 0.681 0.210 0.592
LM2 0.026* 0.290 0.051 0.277
LM1 0.040* 0.253 0.448 0.796
** means the p-value is under 1%; * means the p-value is under
5%.
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slope parameters are significantly different from zero at a level of 5%. No
p-value is less than 5% in the ESTAR(3,1) and ESTAR(2,3) models. So,
we are not able to reject the null hypothesis of no misspecification for these
models. On the other hand, we reject the null hypothesis of parameter
constancy for the ESTAR(2,1) model and the null of serial independence
for the ESTAR(3,3) model, both at a level of 5%. These considerations are
sufficient to discard these two models.
Before turning to forecast evaluation, it is useful to summarize the results
of our analysis of the estimations of STAR models for the USD/CHF real
exchange rate index. They indicate that the ESTAR(2,3) model is the best
one and that the ESTAR(3,1) model yields very good results too.
2.7 Forecast evaluation
The predictive performance of our best ESTAR models (ESTAR(2,3) and
ESTAR(3,1)) is evaluated by comparing their out-of-sample forecasts with
those of a linear AR model: the AR(11) model. The comparison with
a linear model aims to determine whether the complexity of a nonlinear
model estimation is bearing fruit in terms of forecasting. Moreover, this
section highlights the problem of choosing the number of forecasts used in
forecast evaluation. Indeed, this number can influence the forecast accuracy.
Our analysis is based on 120 one-step ahead forecasts using 120 expanding
estimation windows. So, the first estimation window contains 288 observa-
tions from 1973:01 to 1996:12 and yields a forecast for 1997:01. The second
one contains 289 observations from 1973:01 to 1997:01 and yields a forecast
for 1997:02. The last one includes 407 observations from 1973:01 to 2006:11
and yields a forecast for 2006:12. The models are re-estimated with the 120
information sets. Thus, 120 forecasts are available for evaluation. A simple
way to proceed would be to use only the maximum of forecasts. Here, we
choose to increase the number of forecasts and compare the evaluations in
order to show that the choice of the number of forecasts is not insignificant.
The formal evaluations of the predictive performance of our models are
analyzed with the Diebold and Mariano [1995] test. According to van Dijk
and Franses [2003], the DM test is widely used nowadays for comparing
point forecasts from two competing models. Moreover, van Dijk et al.
[2003] find that the DM test is more powerful in discriminating linear and
nonlinear models than other forecasting techniques.
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Table 2.8: Mean absolute prediction errors of three models for the USD/CHF
real exchange rate index
Number of forecasts 20 40 60 80 100 120
ESTAR(2,3) 1.622 1.786 1.752 1.716 1.815 1.805
ESTAR(3,1) 1.524 1.689 1.678 1.658 1.776 1.759
AR(11) 1.599 1.803 1.748 1.697 1.800 1.769
The version of the DM test used here is a comparison of the mean absolute
prediction errors (MAPE) of two models. The MAPE for a series of S
forecasts (S = 1, ..., 120) is given by:
MAPES =
1
S
S∑
s=1
∣∣∣yT+1−s − yˆT+1−s,i∣∣∣ (2.24)
where yˆT+1−s,i is the one-step ahead forecast of yT+1−s using model i and
based on the information set available at time T − s, and T is the sample
size. The DM statistics are obtained in calculating the loss differential:
Ds,ij =
∣∣∣yT+1−s − yˆT+1−s,i∣∣∣− ∣∣∣yT+1−s − yˆT+1−s,j∣∣∣ (2.25)
for s = 1, ..., S and then regressing these values on a constant csij in
increasing the number S from S = 2 to S = 120. The variance of cˆij is
calculated using the Newey-West estimator. The null hypothesis of same
MAPES is tested using a t statistic. So, rejecting H0 means that the
forecast accuracy of a model is different from another.
Table 2.8 shows the comparison of the MAPES of the models ESTAR(2,3),
ESTAR(3,1) and AR(11) for an increasing number of forecasts (20, 40, 60,
80, 100 and 120). The MAPES of the ESTAR(2,3) and AR(11) models are
close to each other. On the other hand, the ESTAR(3,1) model obviously
has the smallest value, whatever the number of forecasts may be. However,
these results have to be evaluated with the DM test to know whether the
MAPES of the ESTAR(3,1) model are significantly different from the two
others.
In our case, it is more interesting to analyze the DM tests by plotting their
p-values in increasing the number of forecasts and look whether the p-values
are under 5% or not. Figure 2.2 shows the p-values of DM tests between
models ESTAR(2,3) and AR(11) for an increasing number of forecasts.
No p-value is under 0.05, thus the DM test does not reject the null of
same accuracy of both models, whatever the number of forecasts may
be. The analysis of Figure 2.3 indicates that the forecasts of the models
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Figure 2.2: P-values of the DM test between the ESTAR(2,3) and AR(11)
models for an increasing number of forecasts
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ESTAR(3,1) and ESTAR(2,3) do not have the same accuracy. Looking at
the values of the MAPES of both models, the forecast accuracy of the
ESTAR(3,1) is better than that of the ESTAR(2,3) model. Thus, this
result implies that the ESTAR(3,1) model is obviously the best nonlinear
model in the sense of best forecast accuracy. Moreover, Figure 2.4 shows
the p-values of DM tests between the ESTAR(3,1) model and the AR(11)
model for an increasing number of forecasts. This figure provides a good
comparison between a nonlinear and a linear model. Knowing that the
MAPES of the ESTAR(3,1) is lower than that of the AR(11), rejecting
the null of the DM test implies that the ESTAR(3,1) performs better than
the AR(11). Precisely, Figure 2.4 shows that between 35 and 55 forecasts
the p-values of DM tests are under 0.05. Hence, if a researcher chooses, for
example, 50 forecasts for his analysis, he should conclude that the forecasts
of the ESTAR(3,1) model are significantly more accurate than those of the
AR(11) model. This would be a mistake because in increasing the number
of forecasts, the power of the DM test increases and for more than 55
forecasts, all p-values being over 0.05.
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Figure 2.3: P-values of the DM test between the ESTAR(3,1) and ES-
TAR(2,3) models for an increasing number of forecasts
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Figure 2.4: P-values of the DM test between the ESTAR(3,1) and AR(11)
models for an increasing number of forecasts
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2.8 Conclusion
In this chapter, we analyzed the USD/CHF real exchange rate index with
unit root tests and found that the series was stationary with the most pow-
erful test available. We discussed specification, estimation and evaluation of
the STAR model in a frequentist context. In order to discriminate between
STAR models, we first used the methodology proposed by Tera¨svirta
[1994], but it was, according to the author of this thesis, unreliable and
inconsistent. Second, we discriminated between STAR models using
information criteria. This methodology was problematic because our new
estimation algorithm did not converge for all models. Nevertheless, we
could discard some STAR models, including all LSTAR models. Then, the
misspecification tests developed by Eitrheim and Tera¨svirta [1996] were
applied in order to discard more models. Thus, the ESTAR(2,3) model
was the best STAR model, in the sense of best fit. Finally, the analysis of
predictive performances indicated that the ESTAR(2,3) was beaten by the
ESTAR(3,1) model.
Moreover, Haggan and Ozaki [1981] pointed out that the frequentist meth-
ods have difficulties in estimating the slope parameter γ. These difficulties,
confirmed by Tera¨svirta [1994], derive from a lack of information about this
parameter. The Bayesian methods allow to solve this problem by intro-
ducing subjective information about the parameters. Thus, the following
chapter will present the estimation of the STAR model in a Bayesian con-
text.

Chapter 3
Bayesian estimation of the
STAR model
In this chapter, the estimation and evaluation of the STAR model in a
Bayesian context are presented. We have decided to turn to the Bayesian
methods because we have seen in the previous chapter that the frequentist
methods are limited. The Bayesian methods allow to compensate for lack
of information on some parameters by some a priori information. In order
to focus our investigations on a few models only, preliminary work was
conducted. Some models were then discarded in accordance with two
criteria: the inability of the Markov chain Monte Carlo (MCMC) algorithm
to converge and the results obtained in Chapter 2 (see Section 2.8). For
example, the LSTAR and ESTAR(3,1) models are discarded because of
convergence problems. Finally, only four models are compared in what
follows: the ESTAR(2,2), ESTAR(2,3), ESTAR(3,3) and ESTAR(4,3)
models.
The outline of this chapter is as follows. The MCMC scheme is detailed
in Section 3.1. In Section 3.2, some ESTAR models are estimated on the
USD/CHF real exchange rate index: a model comparison, a posterior analy-
sis and a sensitivity analysis are performed for the MCMC estimation. In
Section 3.3, we analyze the dynamic behavior of the ESTAR models. We
test the ESTAR models for misspecification in Section 3.4. An evaluation
of the predictive performances of the ESTAR models is given in Section 3.6
and the main results are summarized in Section 3.7.
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3.1 Posterior simulator
The MCMC algorithm used in this chapter for the STAR model:
yt = φ′xt + θ′xtF (γ, c; st) + ut (3.1)
iterates on the full conditional posteriors of three blocks: the vector:
β′ = (φ′ θ′) (3.2)
of length k = (2p + 2), σ2 and the vector ϑ = (γ c)′. The terms
φ = (φ0 φ1 ... φp)′ and θ = (θ0 θ1 ... θp)′ are vectors of autoregres-
sive parameters of length (p+ 1), σ2 is the variance of the errors, and γ and
c are parameters of the transition function.
3.1.1 The likelihood function
The first step towards finding the expressions of the full conditional poste-
riors is to specify the likelihood function of the general STAR model (3.1).
The independence and normality assumptions of the errors imply that we
can write:
p(y|β, σ2, γ, c) = 1
(2pi)T/2
· 1
σT
· exp
[
− u
′u
2σ2
]
(3.3)
where u is the vector of the ut implied by (3.1).
3.1.2 The prior
Second, we develop the assumptions on the priors of the three blocks. We
assume a multinormal prior on β with mean vector β and precision matrix
V :
p(β) =
1
(2pi)k/2
· |V −1|−1/2 · exp
[
−1
2
(β − β)′ V (β − β)
]
(3.4)
and an independent inverted Gamma prior on σ2 with shape and scale hy-
perparameters a and b:
p(σ2) = ba · 1
G(a)
· σ−2(a+1) · exp
[
− b
σ2
]
(3.5)
where G(·) is the gamma function.
The assumptions on the priors of the parameters γ and c are crucial in
the STAR model. As in Deschamps [2008], we can specify the exponential
transition function:
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F (γ, c; st) = 1− exp
[
− γ(st − c)2
]
, γ > 0 (3.6)
of the STAR model differently in considering γ2 instead of γ for the slope
parameter. We then define a new transition function in (3.1): F˜ (γ, c; st) =
1− exp
[
− γ2(st − c)2
]
. Opting for independent normal priors for γ and c:
γ ∼ N (γ , σ2γ) (3.7)
c ∼ N (c , σ2c ) (3.8)
ensures that the slope parameter is positive.
Another possibility proposed by Lopes and Salazar [2006] is to keep the
exponential transition function (3.6) in the STAR model and to assume a
Gamma prior on the slope parameter γ. A comparison of the two methods
is proposed later.
We take an almost improper prior on β with a null expectation vector, a
variance of 106 for parameters φ0 and θ0, and a variance of 103 for the other
parameters. All covariances are null. Furthermore, to ensure an almost
improper prior on σ2, the a and b hyperparameters are 10−6.
The MCMC algorithm is sensitive to the choice of priors on parameters
γ and c. In particular, if the priors are not sufficiently informative,
the algorithm has difficulties converging. Hence, we assume that the
hyperparameters c, σ2c , γ and σ
2
γ are respectively 115, 1,
4
√
2 and 1.5−√2.
Note that this last choice implies E[γ2] = 1.5 and V [γ2] = 0.5. Indeed, if
x ∼ N (µ, σ2), we have y = ( 1σ (x−µ))2 ∼ χ21 and x2 = σ2y+2µx−µ2. Then,
E[x2] = σ2 + 2µ2 − µ2 and V [x2] = 2σ4 + 4µ2σ2, because the covariance
between y and x is null in this case. Our choices of priors can be criticized
because they are not based on existing results. Many attempts have been
made before opting for these values. Other choices of priors involve Markov
chains with bad properties. More details are given in Section 3.2.4.
3.1.3 The posterior
Finally, we develop the expressions of the full conditional posteriors of each
block and then use them to generate random draws. The draws of two
blocks are used to generate a draw of the remaining block. The first two
blocks are easy to treat. Indeed, the full conditional posteriors of β and
σ2 are analytically known (see among others Koop [2003], Chapter 4). We
can then use the Gibbs sampler to produce random draws from the posterior.
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More precisely, if γ and c are known, the STAR model (3.1) becomes linear
and has the vector form y = Xβ + u, where row t of the T × k matrix X is:
(1 yt−1 ... yt−p F˜t F˜tyt−1 ... F˜tyt−p) (3.9)
with F˜t ≡ F˜ (γ, c; st), k = (2p + 2) is the length of β and T is the sample
size. Then, the full conditional posterior of β is given by:
p(β|y, σ2, γ, c) = 1
(2pi)k/2
· |V −1|−1/2 · exp
[
−1
2
(β − β)′ V (β − β)
]
(3.10)
with β = V −1( 1
σ2
X ′y + V β) and V = 1
σ2
X ′X + V , and the full conditional
posterior of σ2 is given by:
p(σ2|y, β, γ, c) = ba · 1
G(a)
· σ−2(a+1) · exp
[
− b
σ2
]
(3.11)
with a = a+ T2 and b = b+
1
2(y −Xβ)′(y −Xβ).
The full conditional posterior in the third block is nonstandard, i.e. it does
not have a known form. The algorithm for simulating these posteriors is
then based on the independence chain Metropolis-Hastings (ICMH) using a
multivariate Student distribution as a candidate generating density. Con-
sidering the independent normal priors for γ and c, the kernel of the full
conditional posterior is:
κ∗(ϑ) = exp
[
− (γ − γ)
2
2σ2γ
− (c− c)
2
2σ2c
− 1
2σ2
T∑
t=1
(
yt − φ′xt − θ′xtF˜ (γ, c; st)
)2]
. (3.12)
The parameters of the candidate density of the independence chain
Metropolis-Hastings algorithm are usually fixed for each iteration and taken
from the ML estimation (see for example Koop [2003], Chapter 4). De-
schamps [2008] proposes to estimate these parameters at each iteration,
using the following first-order Taylor expansion of model (3.1) with F˜ (.)
around (γ∗, c∗):
y∗t = γx
∗
1t + cx
∗
2t + vt
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where:
y∗t = yt − φ′xt − θ′xt
(
F˜ (γ∗, c∗; st)− ∂F˜t
∂γ
∣∣∣∣
γ∗,c∗
γ∗ − ∂F˜t
∂c
∣∣∣∣
γ∗,c∗
c∗
)
x∗1t = (θ
′xt)
∂F˜t
∂γ
∣∣∣∣
γ∗,c∗
x∗2t = (θ
′xt)
∂F˜t
∂c
∣∣∣∣
γ∗,c∗
.
The vector ϑ∗ = (γ∗ c∗)’ is an approximate solution to the Bayesian update
equations:
ϑ∗ = S−1ϑ
[
X ′∗y∗
σ2
+
(
σ2γ 0
0 σ2c
)−1(
γ
c
)]
(3.13)
Sϑ =
X ′∗X∗
σ2
+
(
σ2γ 0
0 σ2c
)−1
(3.14)
where y∗ is the T × 1 vector with elements y∗t and X∗ is the T × 2 matrix
with elements x∗1t and x∗2t. Further iterations on (3.13) and (3.14) are used
to find the approximate solution. The vector of prior expectation is taken
as a starting point. A candidate ϑ is drawn from a multivariate Student
density with kernel:
κ(ϑ) =
[
1 +
(ϑ− ϑ∗)′Sϑ(ϑ− ϑ∗)
ν
]− ν+2
2
(3.15)
and is accepted with probability:
α(ϑold, ϑ) = min
[
κ(ϑold)
κ(ϑ)
κ∗(ϑ)
κ∗(ϑold)
, 1
]
(3.16)
where ϑold is the most recently drawn vector. The number ν of degrees
of freedom in (3.15) can be chosen by experimentation to ensure a good
acceptance rate of the candidate; ν = 3 seems to be a good choice.
The posterior simulators are tested against any analytical or coding errors
following Geweke [2004].
Bayesian estimation of the STAR model 36
Table 3.1: Chain properties of the Bayesian ICMH ESTAR estimation for
the USD/CHF real exchange rate index
ESTAR(2,2) ESTAR(2,3) ESTAR(3,3) ESTAR(4,3)
α(ϑold, ϑ) 0.638 0.729 0.739 0.735
RNE(γ2) 0.425 0.443 0.378 0.299
RNE(c) 0.398 0.473 0.282 0.348
corr(γ2) 0.572 0.670 0.709 0.805
corr(c) 0.667 0.492 0.798 0.794
α(.) is the mean acceptance rate, RNE the relative numerical efficiency
and corr the first lag autocorrelation of the Markov chains.
3.2 MCMC estimation
We run the algorithm for 50’000 iterations and discard the first half as
burn-in. Chain convergence of the chains is checked using the convergence
diagnostic methodology proposed by Geweke [1992]: the mean of the Markov
chain based on the first half of the draws should be close to the mean based
on the last half. If these two means are very different, this indicates either
that too few draws have been taken, or that too few draws have been dis-
carded as burn-in. In practice, we follow the recommendation of Koop [2003]
in Chapter 4, by comparing the 10% first draws to the 40% last draws. So,
if the sample draws are drawn from a stationary distribution, the two means
are equal and the convergence diagnostic given by:
CD =
µˆSA − µˆSC√
σˆ2A + σˆ
2
C
(3.17)
should follow an asymptotically standard normal distribution. Define SA
and SC be the 10% first and 40% last draws of the chain, µˆSA and µˆSC are
the means of these samples. Moreover, we define σˆ2A and σˆ
2
C as the squares
of the numerical standard errors calculated using the spectral methods.
3.2.1 Markov chain properties
The analysis of the results of the MCMC algorithm starts by looking at the
properties of the Markov chains. Table 3.1 shows some of these properties
and indicates that the Markov chains are well-mixing. First, the mean
acceptance rate of the independence chain Metropolis-Hastings algorithm
given in (3.16) is about 0.70. Second, the relative numerical efficiency
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(RNE) developed by Geweke [1989] is the ratio of two measures of the
standard error of the mean of a Markov chain. The term in the numerator
is the naive standard error calculated by ignoring chain autocorrelation.
The term in the denominator is the numerical standard error calculated
using spectral methods and also used in the convergence diagnostic above
(3.17). The RNE of parameters gives information on the efficiency of the
MCMC algorithm. The higher the RNE, the greater the efficiency because
the MCMC chain contains little autocorrelation. The RNE of the crucial
parameters γ2 and c is around 0.3-0.4 for the four models. Third, the first
lag autocorrelations of the posteriors for those two parameters are all below
or equal to 0.8. Obviously, there is no autocorrelation problem with this
algorithm.
3.2.2 Model comparison
In this section, we perform the comparison of four models: the ESTAR(2,2),
ESTAR(2,3), ESTAR(3,3) and ESTAR(4,3) models. A simple way to dis-
criminate between these models is to compare some information criteria.
In the Bayesian context, the likelihood function has to be evaluated at a
point estimate. We choose to evaluate the likelihood function and then the
information criteria, at the mean of the posterior. First, the AIC by Akaike
[1974] is used as a benchmark for the comparison. Second, the BIC by
Schwarz [1978] is used because it has the property of favoring parsimonious
models. Both are the most used information criteria in econometrics.
Third, we use a criterion recently proposed by Spiegelhalter et al. [2002],
the deviance information criterion (DIC). This criterion was developed
to compare models in which the number of parameters is not clearly
defined. Indeed, the idea is to estimate the effective number of the model’s
parameters given by pD = D − D(θ˜), where D(θ) = −2ln(p(y|θ)) is the
deviance, θ˜ = E[θ|y], D = E[D(θ)|y] and θ the model’s parameters. The
authors then define the DIC as DIC = D(θ˜) + 2pD.
Finally, a commonly used Bayesian criterion for discriminating between
models is the marginal likelihood. In a general notation, the marginal like-
lihood is:
p(y) =
∫
f(y|θ)p(θ)dθ (3.18)
where f(y|θ) is the likelihood and p(θ) the prior of an unspecified model.
Several methods exist to estimate marginal likelihood, but DiCiccio et al.
[1997] suggested applying the bridge sampling technique to do it. The bridge
sampling method, that we know thanks to Meng and Wong [1996], was
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introduced (into statistics) to estimate ratios of normalizing constants. In
Bayesian econometrics, keeping in mind the Bayes’ rule1, bridge sampling is
based on the following identity:
1 =
∫
p(θ)f(y|θ)α(θ)q(θ)dθ∫
p(y)p(θ|y)α(θ)q(θ)dθ (3.19)
where α(θ) is an arbitrary bridge function and q(θ) is a normalized impor-
tance density. As the marginal likelihood does not depend on θ, (3.19) is
equal to:
p(y) =
∫
[p(θ)f(y|θ)α(θ)] q(θ)dθ∫
[α(θ)q(θ)] p(θ|y)dθ =
Eq [p(θ)f(y|θ)α(θ)]
Ep [α(θ)q(θ)]
(3.20)
where Eh[g(θ)] denotes the expectation of g(θ) with respect to the density
h(θ).
The general bridge sampling estimator pˆ(y) of the marginal likelihood is
obtained by taking the sample averages in (3.20) where θ˜l, l = 1, ..., L are
draws from the importance density q(θ) and θm, m = 1, ...,M are draws
from the posterior p(θ|y):
pˆ(y) =
L−1
L∑
l=1
p(θ˜l)f(y|θ˜l)α(θ˜l)
M−1
M∑
m=1
α(θm)q(θm)
. (3.21)
As said in Deschamps [2008], to well choose the function α(θ) is important
for numerical efficiency. Moreover, special choices of α(θ) lead to common
estimators (Fru¨hwirth-Schnatter [2004]). First, if α(θ) = 1/q(θ) is used, one
obtains the importance sampling estimator:
pˆIS(y) =
1
L
L∑
l=1
p(θ˜l)f(y|θ˜l)
q(θ˜l)
. (3.22)
Second, if α(θ) = 1/(p(θ)f(y|θ)) is used, one obtains the reciprocal impor-
tance sampling estimator of Gelfand and Dey [1994]:
pˆRI(y) =
[
1
M
M∑
m=1
q(θm)
p(θm)f(y|θm)
]−1
. (3.23)
1As Koop [2003] said, the Bayes’ rule lies at the heart of Bayesian econometrics is
written p(θ|y)p(y) = f(y|θ)p(θ).
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Table 3.2: Information criteria of the Bayesian ICMH ESTAR estimation
for the USD/CHF real exchange rate index
ESTAR(2,2) ESTAR(2,3) ESTAR(3,3) ESTAR(4,3)
np 9 9 11 13
AIC 1941.175 1927.162 1927.486 1924.055
BIC 1977.233 1963.219 1971.529 1976.074
pD 7.386 8.935 9.827 11.790
DIC 1937.946 1927.033 1925.140 1921.635
log(pˆ(y)) -1016.890 -1011.931 -1018.747 -1024.418
np is the number of parameters of the model, pD the effective number
of parameters used in the DIC and log(p(y)) the logarithmic marginal
likelihood.
Finally, Meng and Wong [1996] propose an asymptotically optimal choice of
α(θ) that minimizes the expected relative error of the estimator pˆ(y):
α(θ) =
1
Lq(θ) +M p(θ)f(y|θ)p(y)
. (3.24)
In what follows, we estimate the marginal likelihood using (3.24). This
estimator is called optimal bridge sampling estimator pˆBS(y) by Fru¨hwirth-
Schnatter [2004]. As this choice of α(θ) depends on the marginal likelihood,
an iterative procedure must be applied: we take (3.23) as the starting value
and iterate between (3.24) and (3.20) for M = L = 50’000. Note that the
three estimators pˆIS(y), pˆRI(y) and pˆBS(y) yield almost the same value for
each model, in our case.
We follow the choice of Deschamps [2008] to define the importance density
q(θ): it has the same parametric form as the prior, but with moments that
match the empirical posterior ones obtained by MCMC.
Table 3.2 shows the comparison of the four preselected models. The
ESTAR(2,3) minimizes the BIC, while the ESTAR(4,3) minimizes the AIC
and the DIC. As MCMC estimation is subject to uncertainty, and the AIC
of the models ESTAR(2,3) and ESTAR(3,3) are close; the values have been
re-estimated ten times. In no case was the order different from the order
of Table 3.2. Moreover, the effective number of parameters pD used in
the DIC is lower than the number of parameters np for all models. The
difference between these two values explains why the DIC is in favor of the
Bayesian estimation of the STAR model 40
Table 3.3: Results of the Bayesian ICMH estimation of the four ESTAR
models for the USD/CHF real exchange rate index
ESTAR(2,2) ESTAR(2,3) ESTAR(3,3) ESTAR(4,3)
Prior Posterior Prior Posterior Prior Posterior Prior Posterior
φ0 0 1341.785 0 288.978 0 -489.497 0 38.342
(103) (556.596) (103) (149.114) (103) (645.794) (103) (688.582)
φ1 0 1.181 0 0.015 0 -0.046 0 -0.679
(103/2) (2.104) (103/2) (0.554) (103/2) (0.530) (103/2) (0.807)
φ2 0 -11.844 0 -1.595 0 -0.859 0 -4.020
(103/2) (5.631) (103/2) (1.234) (103/2) (1.241) (103/2) (3.080)
φ3 – – – – 0 6.041 0 7.934
(103/2) (5.045) (103/2) (5.922)
φ4 – – – – – – 0 -2.684
(103/2) (2.246)
θ0 0 -1339.436 0 -287.516 0 490.911 0 -36.797
(103) (556.539) (103) (149.110) (103) (645.803) (103) (688.593)
θ1 0 0.112 0 1.281 0 1.363 0 1.999
(103/2) (2.110) (103/2) (0.556) (103/2) (0.533) (103/2) (0.807)
θ2 0 11.528 0 1.285 0 0.476 0 3.623
(103/2) (5.634) (103/2) (1.235) (103/2) (1.245) (103/2) (3.082)
θ3 – – – – 0 -5.988 0 -7.837
(103/2) (5.049) (103/2) (5.927)
θ4 – – – – – – 0 2.648
(103/2) (2.251)
σ2 impa 6.822 impa 6.690 impa 6.642 impa 6.635
(0.487) (0.476) (0.480) (0.473)
γ2 1.5 2.179 1.5 2.086 1.5 2.005 1.5 2.560
(
√
0.5) (0.607) (
√
0.5) (0.498) (
√
0.5) (0.513) (
√
0.5) (0.602)
c 115 115.322 115 115.648 115 115.775 115 115.681
(1) (0.177) (1) (0.098) (1) (0.159) (1) (0.109)
Mean and standard deviation (in brackets) of priors and posteriors; a: almost improper
priors because the hyperparameters of the Gamma are 10−6 but not nulls.
model ESTAR(4,3). Concerning the Bayesian criterion described above, the
ESTAR(2,3) maximizes the logarithmic marginal likelihood. The marginal
likelihood is the best way of discriminating between models as long as they
have the same prior distribution. It enables us to obtain the Bayes factor
(BF), which is the ratio of the marginal likelihood of two models. The
Jeffrey’s scale is then used to classify the evidence provided by the data
in favor of one model against another. The following transformed Bayes
factor proposed by Kass and Raftery [1995]: 2 x log(BF) = 2 x (–1011.931
– (–1016.890)) = 9.918 indicates a “strong” evidence for the ESTAR(2,3)
model relative to ESTAR(2,2). The transformed BF of ESTAR(2,3) against
ESTAR(4,3) is 24.974. So, the Jeffrey’s scale indicates a “very strong”
evidence in this case. These results indicate an obvious preference for the
ESTAR(2,3) model.
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Figure 3.1: Histograms of p(γ2|y) ICMH for four ESTAR models
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Figure 3.2: Histograms of p(c|y) ICMH for four ESTAR models
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Table 3.4: Chain properties of the Bayesian ICMH ESTAR estimation with
looser prior for the USD/CHF real exchange rate index
ESTAR(2,2) ESTAR(2,3) ESTAR(3,3) ESTAR(4,3)
α(ϑold, ϑ) 0.553 0.690 0.680 0.668
RNE(γ2) 0.227 0.102 0.070 0.100
RNE(c) 0.159 0.101 0.066 0.081
corr(γ2) 0.797 0.879 0.924 0.938
corr(c) 0.897 0.806 0.947 0.936
α(.) is the mean acceptance rate, RNE the relative numerical efficiency
and corr the first lag autocorrelation of the Markov chains.
3.2.3 Posterior analysis
Table 3.3 shows the means and standard deviations of priors and posteriors
of the four preselected ESTAR models for the USD/CHF real exchange rate
index. The interpretation of the autoregression parameters φ and θ has
little interest if we look at their mean values only. So, Section 3.3 analyzes
the dynamic behavior of the process of the two regimes. The parameters
of interest are γ2 and c, as they indicate the behavior of the transition
function between the two regimes. The means of the posteriors of the slope
parameter γ2 are around 2-2.5 for the four models. This indicates a rather
smooth switch between the two regimes. The means of the posteriors of the
threshold parameter c, interpreted as the purchasing power parity (PPP),
are around 115.5 for the four models. In Figures 3.1 and 3.2 we compare
the posterior distributions of these parameters for the four ESTAR models.
For each model, besides the posterior distributions, the figures present
the priors distributions and the asymptotic distributions of the maximum
likelihood estimates found in Chapter 2. The posteriors of the ESTAR(2,3)
and ESTAR(3,3) models almost match the asymptotic distributions of the
likelihood estimates.
3.2.4 Sensitivity analysis
Our estimates are sensitive to the prior specification of the parameters γ and
c. Hence, the MCMC algorithm is run using looser priors only for γ given by
the hyperparameters γ = 1.5 and σ2γ = 0.5; other priors remain unchanged.
These choices imply E[γ2] = 2.75 and V [γ2] = 5. The purpose of this
extension is to highlight the difficulties encountered when some priors are
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Figure 3.3: Histograms of p(γ2|y) ICMH with looser prior for four ESTAR
models
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Figure 3.4: Histograms of p(c|y) ICMH with looser prior for four ESTAR
models
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Table 3.5: Dynamic behavior of the ESTAR models for the USD/CHF real
exchange rate index
Regime Most prominent Modulus Frequency Period
roots
ESTAR(2,2) I 0.590 ± 3.39i 3.442 1.40 4.49
O 0.964 0.964
Stable stationarya point: 96.199
ESTAR(2,3) I 0.008 ± 1.26i 1.263 1.56 4.02
O 0.979 0.979
Stable stationarya point: 103.101
ESTAR(3,3) I -0.848 ± 1.72i 1.913 2.03 3.09
O 0.981 0.981
Stable stationarya point: 103.303
ESTAR(4,3) I -1.025 ± 2.32i 2.532 1.99 3.16
O 0.978 0.978
Stable stationarya point: 102.885
I is the inner regime, O is the outer regime; a: value obtained using
several starting values.
not sufficiently informative. Table 3.4 shows some properties of the Markov
chains obtained with looser priors. Comparing these values to Table 3.1,
we notice that they are worse. Indeed, the RNE are smaller and the first
lag autocorrelation of the Markov chains are higher for the parameters γ2
and c. Moreover, Figures 3.3 and 3.4 show the posterior distributions of
these parameters. These posteriors do not look like Figures 3.1 and 3.2.
They indicate a poor mixing of the Markov chains. Such results are difficult
to analyze and confirm the idea that the priors of the parameters of the
transition function must be sufficiently informative in our case.
3.3 Dynamic behavior
As described in Sarantis [1999], it is important to investigate the dynamic
properties of nonlinear models; in the present context, we want to analyze
the economic dynamics of the USD/CHF real exchange rate. Indeed, to
understand the behavior of the ESTAR models, we want to know, for
example, if the process of the two regimes is stable or not, and why the
process switches from one regime to another. To examine the dynamic
behavior, we compute the characteristic roots of the extreme regimes of the
ESTAR models. We define an inner regime when the transition function
F˜ (γ, c; st) = 0 in (3.1) and an outer regime when F˜ (γ, c; st) = 1. The
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Figure 3.5: USD/CHF real exchange rate index and transition function of
the Bayesian ICMH ESTAR(2,3) estimation
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analysis of the characteristic roots of the polynomial defined by the extreme
regimes indicates if the regimes are stable, explosive or have a unit root.
In contrast, the long-run properties of the models are found by simulation
for t→∞ (Tera¨svirta and Anderson [1992]). The underlying idea is to run
the process without noise using several starting values and to observe its
evolution over time.
Table 3.5 shows the most prominent roots and moduli of the regimes.
The four ESTAR models exhibit cyclical movements in the inner regime
with periods of about 3-4 months. Looking at the moduli, we see that
these regimes are very explosive. So, when the USD/CHF real exchange
rate index gets closer to the inner regime, it quickly moves into the outer
regime. On the other hand, the outer regimes of the four ESTAR models
are stable. This asymmetric behavior yields an overall stable process.
Indeed, the long-run simulations indicate whenever the process converges
towards a unique point. The stable stationary point for the four ESTAR
models lies below the estimated threshold parameter. According to Michael
et al. [1997] the exchange rate should converge towards the threshold
parameter interpreted as the PPP of the process. Hence, this observation
highlights a contradiction if we consider the threshold parameter as the PPP.
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Note that the moduli of the outer regimes are not far from unity, which
might explain the difficulties for rejecting the hypothesis of unit root of the
series. The Bayesian approach allows to estimate the exact distribution
of any function of the model parameters. A simple Monte Carlo exercise
yields the distribution of the modulus of the outer regimes. The technique
involves calculating the modulus for each iteration of the algorithm in
order to estimate the distribution. It is then straightforward to obtain the
number of values less than or equal to 1. In our case, the probability that
the modulus shown in Table 3.5 is less than or equal to 1 is respectively
99.5%, 93.9%, 93.3% and 94.9%. The probability that the outer regimes
have a unit root is low but not negligible.
Figure 3.5 compares, in the same graphics, the USD/CHF real exchange
rate index series and the transition function of the Bayesian ICMH
ESTAR(2,3) estimation. It is obvious that the series is rarely in the inner
regime and never for a long time.
3.4 Misspecification tests: the posterior predic-
tive p-values
Once the comparison between the models has been performed, misspeci-
fication tests must be applied to judge their adequacy. We choose some
standard misspecification tests and some specific misspecification tests for
STAR models.
In Bayesian econometrics, a way to perform those tests is to compute the
posterior predictive p-values. This approach was developed by Meng [1994]
and is described in Chapter 5 of Koop [2003]. The latter says: The posterior
predictive p-value approach uses the idea that, if the model is a reasonable
one, the actual observed data set should be of the type which is commonly
generated by the model. One then computes the posterior predictive p-value
of a statistic by evaluating the probability of obtaining a value more extreme
than the actual value. First, we define a new vector of residuals u†(y†, ϕ),
where y† is the vector of data assumed to be generated by a given model with
parameter vector ϕ. One must distinguish u†(y†, ϕ) from u(y, ϕ), where y
is the vector of data actually observed. Both are used in the posterior pre-
dictive p-value approach. We consider n misspecification tests. Hence, let
s†i (y
†, ϕ) for i = 1, ..., n be the statistics of interest. The predictive distri-
bution of the statistics s†i (y
†, ϕ) can be simulated if a posterior sample from
p(ϕ|y) is available; and this is the case here with the Metropolis-Hastings
algorithm. Hence, for each replication ϕ from this sample, one generates y†
by recursively simulating the model, computes the residuals vector u†(y†, ϕ)
and computes the statistics s†i (y
†, ϕ).
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Given the definition of the likelihood function (3.3), one recursively defines
p(y†t |ϕ) as a normal density function of mean (φ′x†t + θ′x†tF (γ, c; y†t−d)) and
variance σ2, where x†t = (1 y
†
t−1 ... y
†
t−p)′. Then, one can write that:
u†t = y
†
t − φ′x†t − θ′x†tF (γ, c; y†t−d). (3.25)
So, the definition (3.25) is used to simulate the predictive distribution of
the statistics s†i (y
†, ϕ) and to compare them with their expected value
computed with the actual data, E[si(y, ϕ)|y]. These are simply obtained
using the residuals vector u(y, ϕ).
In practice, the following algorithm adapted from Koop [2003] is used to
find the posterior predictive p-value of the misspecification tests. We choose
to run the algorithm for S = 25′000 iterations as the length of the Markov
chains.
Step 1: Take a draw, ϕ(s), from the posterior sample.
Step 2: Generate a representative data set, y†(s), recursively, from
p(y†(s)t |ϕ(s)) for t = 1, ..., T .
Step 3: Set a residuals vector, u†(s), of the representative data set y†(s)
using (3.25).
Step 4: Compute the statistic s†(s)i using the vector u
†(s).
Step 5: Set a residuals vector, u(s), of the actually observed data set y.
Step 6: Compute the statistic s(s)i using the vector u
(s).
Step 7: Repeat Steps 1 to 6 S times.
Step 8: Take the average of the S draws s(s)i to give an estimate of
E[si(y, ϕ)|y].
Step 9: Calculate the percentage of the S draws s†(s)i that exceeds the
estimation of E[si(y, ϕ)|y] from Step 7; if this number is less
than 0.5 then it is the estimation of the posterior predictive p-
value and otherwise the posterior predictive p-value is one minus
this number.
We now describe the statistics si used to measure the adequacy of the four
ESTAR models estimated in Section 3.2:
1. The skewness statistic given by the expression SK =
√
T
∑
u3t
(
∑
u2t )
2 is a
measure of the degree of asymmetry of the errors’ distribution.
2. The excess kurtosis statistic given by the expression EK = T
∑
u4t
(
∑
u2t )
2 −
3 is a measure of the degree of thickness of the tails of the errors’
distribution.
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Table 3.6: P-values of misspecification tests of the Bayesian ICMH ESTAR
estimation for the USD/CHF real exchange rate index
ESTAR(2,2) ESTAR(2,3) ESTAR(3,3) ESTAR(4,3)
Skewness 0.400 0.120 0.118 0.113
Kurtosis 0.030* 0.123 0.099 0.067
Jarque-Bera 0.089 0.076 0.065 0.042*
AC(12) 0.179 0.170 0.247 0.225
ARCH(12) 0.291 0.442 0.366 0.268
Serial independence
q=1 0.465 0.091 0.102 0.229
q=2 0.228 0.173 0.085 0.058
q=3 0.384 0.327 0.045* 0.018*
q=4 0.487 0.411 0.079 0.011*
q=5 0.355 0.484 0.124 0.021*
q=6 0.300 0.393 0.181 0.038*
q=7 0.200 0.282 0.266 0.060
q=8 0.404 0.256 0.275 0.067
q=9 0.328 0.194 0.342 0.092
q=10 0.225 0.209 0.034* 0.009**
No remaining nonlinearity
e=1 0.448 0.063 0.091 0.032*
e=2 0.077 0.410 0.303 0.190
e=3 0.101 0.446 0.237 0.242
Parameter constancy
LM3 0.312 0.209 0.410 0.323
LM2 0.417 0.092 0.228 0.116
LM1 0.029* 0.461 0.241 0.088
** means the p-value is under 1% and * means the p-value is under
5%.
Bayesian estimation of the STAR model 49
3. The Jarque-Bera statistic, which combines skewness and kurtosis as
JB = T
(
SK2
6 +
EK2
24
)
, is used as an indicator of error non-normality.
4. An F statistic for testing the nullity of autoregression coefficients in
an AR(12) model of residuals. This is used to measure autocorrelation
in residuals, and is noted AC(12).
5. An F statistic for testing the nullity of the autoregression coefficients
in an AR(12) model of the squared residuals. This is used to measure
conditional heteroscedasticity in residuals, and is noted ARCH(12).
6. The test of serial independence developed by Eitrheim and Tera¨svirta
[1996] is based on an F statistic for testing the hypothesis of no error
autocorrelation of length q in a STAR model.
7. The test of no remaining nonlinearity developed by Eitrheim and
Tera¨svirta [1996] is based on an F statistic for testing the hypoth-
esis of no additive STAR (with delay parameter e) component.
8. The test of parameter constancy developed by Eitrheim and Tera¨svirta
[1996] is based on an F statistic for testing the hypothesis of the
constancy of the autoregressive parameters in the STAR model against
three time-varying functional forms of these parameters.
The last three tests are described in detail in Section 2.6.
The estimated p-values of the misspecification tests in Table 3.6 confirm
the conclusions of Section 3.2.2: no p-value is under 5% in the model
ESTAR(2,3), whereas there is weak evidence of misspecification in the
other models. Of course, few p-values are under 5% for the four models
because they have been preselected beforehand. Moreover, these results
justify the choice of the ESTAR models to describe the real exchange
rate process. Finally, note that only the test of serial independence by
Eitrheim and Tera¨svirta [1996] enables detecting autocorrelation for the
ESTAR(4,3) model. Indeed, the standard AC(12) test has a p-value of
0.225. This is an interesting point because the test of serial independence
is powerful when the autoregression coefficient of the residuals of the
true DGP is high and when the order of autocorrelation in the test is
low (see Eitrheim and Tera¨svirta [1996]). So, Table 3.7 compares the
F test (AC(q)) with the serial independence test (SI(q)) for the models
ESTAR(3,3) and ESTAR(4,3). The standard F test does not detect an
autocorrelation problem because no p-value is under 5% for AC(q). On the
other hand, several p-values of the serial independence test are under 5%,
in particular for q=3 when this test is powerful. This proves that the se-
rial independence test by Eitrheim and Tera¨svirta [1996] is useful in our case.
Bayesian estimation of the STAR model 50
Table 3.7: P-values of the F test and serial independence test of the Bayesian
ICMH ESTAR estimation for the USD/CHF real exchange rate index
ESTAR(3,3) ESTAR(4,3)
AC(q) SI(q) AC(q) SI(q)
q=1 0.262 0.102 0.285 0.229
q=2 0.275 0.085 0.316 0.058
q=3 0.431 0.045* 0.334 0.018*
q=4 0.467 0.079 0.359 0.011*
q=5 0.426 0.124 0.466 0.021*
q=6 0.328 0.181 0.414 0.038*
q=7 0.231 0.266 0.319 0.060
q=8 0.245 0.275 0.366 0.067
q=9 0.183 0.342 0.319 0.092
q=10 0.264 0.034* 0.176 0.009**
** means the p-value is under 1% and * means the
p-value is under 5%; SI(q) is the serial indepen-
dence test.
3.5 Other approach
The approach proposed by Deschamps [2008] has several advantages over
existing methods. First, the automatic implementation of the MCMC
algorithm: Once the tunning parameter ν in (3.15) is chosen, no more adap-
tation is needed. Moreover, the independence chain Metropolis-Hastings
algorithm yields well-mixing chains with high acceptance rates and few
autocorrelations. An alternative is the method proposed by Lopes and
Salazar [2006].
Lopes and Salazar [2006] use the original exponential transition function:
F (γ, c; st) = 1− exp
[
− γ(st − c)2
]
(3.26)
specification of the STAR model, with γ > 0. To ensure that γ is positive,
they assume a Gamma prior on this parameter:
γ ∼ G(aγ , bγ) (3.27)
where aγ and bγ are the shape and rate parameters. Both are chosen so
that the moments of γ match those of γ2 in the approach by Deschamps
[2008]. In our case, these hyperparameters are aγ = 4.5 and bγ = 3. So
that E[γ] = 1.5 and V [γ] = 0.5.
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The other priors remain unchanged, but the new specification implies a new
kernel of the full conditional posterior of the block ϑ = (γ c)′:
κ∗(ϑ) = exp
[
− (c− c)
2
2σ2c
− 1
2σ2
T∑
t=1
(
yt − φ′xt − θ′xtF˜ (γ, c; st)
)2]
· γ(aγ−1) · bγaγ · exp
[
− bγγ
]
. (3.28)
The algorithm proposed by Lopes and Salazar [2006] for simulating the
nonstandard distribution of ϑ is based on a random walk chain Metropolis-
Hastings (RWMH). For each iteration, we generate draws from the proposal
densities of vector ϑ:
γ ∼ G(γ2old/∆γ , γold/∆γ) (3.29)
c ∼ N (cold,∆c) (3.30)
where γold and cold are the most recently drawn parameters. The acceptance
rate has the form:
α(ϑold, ϑ) = min
[
pG(γold|γ2/∆γ , γ/∆γ)
pG(γ|γ2old/∆γ , γold/∆γ)
κ∗(ϑ)
κ∗(ϑold)
, 1
]
(3.31)
where pG is the probability density function of gamma. The density of c
does not appear in (3.31) because of the symmetry of the normal density.
The tuning parameters ∆γ and ∆c are chosen to obtain good acceptance
rates, or more generally good chain properties. Indeed, the random walk
Metropolis-Hastings algorithm has the disadvantage that MCMC chains
are not necessarily well-mixing.
Below, we compare the approach by Lopes and Salazar [2006] based on
the RWMH algorithm to the approach by Deschamps [2008] based on
the ICMH algorithm. Such a comparison allows us to see the advantages
and disadvantages of both approaches in a practical exercise. Table 3.8
shows the information criteria when the RWMH algorithm is used. The
information criteria yield close values for both approaches. Moreover,
Table 3.9 shows the means and standard deviations of priors and posteriors
when the RWMH algorithm is used. And Table 3.10 shows the p-values
of misspecification tests. Again, all these results are comparable to the
previous ones, but the RNE and the first lag autocorrelation of the RWMH
indicate a lower chain quality (see Table 3.11). Note that, as above, we
run the algorithm for 50’000 iterations and discard the first half as burn-in.
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Table 3.8: Information criteria of the Bayesian RWMH ESTAR estimation
for the USD/CHF real exchange rate index
ESTAR(2,2) ESTAR(2,3) ESTAR(3,3) ESTAR(4,3)
AIC 1941.185 1927.186 1927.439 1924.030
BIC 1977.242 1963.243 1971.482 1976.048
DIC 1937.964 1926.880 1924.508 1921.645
log(pˆ(y)) -1017.226 -1011.787 -1018.867 -1024.710
log(p(y)) is the logarithmic marginal likelihood.
Table 3.9: Results of the Bayesian RWMH estimation of four ESTAR models
for the USD/CHF real exchange rate index
ESTAR(2,2) ESTAR(2,3) ESTAR(3,3) ESTAR(4,3)
Prior Posterior Prior Posterior Prior Posterior Prior Posterior
φ0 0 1325.496 0 282.910 0 -508.124 0 59.155
(103) (571.623) (103) (147.123) (103) (632.309) (103) (679.480)
φ1 0 1.180 0 0.044 0 -0.060 0 -0.737
(103/2) (2.052) (103/2) (0.539) (103/2) (0.505) (103/2) (0.848)
φ2 0 -11.702 0 -1.570 0 -0.838 0 -4.218
(103/2) (5.705) (103/2) (1.207) (103/2) (1.235) (103/2) (3.275)
φ3 – – – – 0 6.193 0 8.189
(103/2) (4.927) (103/2) (6.251)
φ4 – – – – – – 0 -2.865
(103/2) (2.445)
θ0 0 -1323.143 0 -281.451 0 509.528 0 -57.604
(103) (571.553) (103) (147.115) (103) (632.324) (103) (679.492)
θ1 0 0.113 0 1.252 0 1.377 0 2.057
(103/2) (2.058) (103/2) (0.542) (103/2) (0.507) (103/2) (0.847)
θ2 0 11.385 0 1.260 0 0.456 0 3.822
(103/2) (5.708) (103/2) (1.207) (103/2) (1.239) (103/2) (3.276)
θ3 – – – – 0 -6.640 0 -8.092
(103/2) (4.931) (103/2) (6.255)
θ4 – – – – – – 0 2.829
(103/2) (2.450)
σ2 impa 6.823 impa 6.688 impa 6.640 impa 6.633
(0.448) (0.478) (0.475) (0.474)
γ 1.5 2.112 1.5 2.033 1.5 2.001 1.5 2.607
(
√
0.5) (0.583) (
√
0.5) (0.486) (
√
0.5) (0.489) (
√
0.5) (0.631)
c 115 115.320 115 115.649 115 115.780 115 115.677
(1) (0.182) (1) (0.090) (1) (0.146) (1) (0.102)
Mean and standard deviation (in brackets) of priors and posteriors; a: almost improper priors.
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Table 3.10: P-values of misspecification tests of the Bayesian RWMH ES-
TAR estimation for the USD/CHF real exchange rate index
ESTAR(2,2) ESTAR(2,3) ESTAR(3,3) ESTAR(4,3)
Skewness 0.403 0.122 0.119 0.110
Kurtosis 0.030* 0.119 0.101 0.067
Jarque-Bera 0.090 0.073 0.066 0.039*
AC(12) 0.180 0.172 0.246 0.229
ARCH(12) 0.290 0.444 0.355 0.257
Serial independence
q=1 0.464 0.091 0.102 0.235
q=2 0.229 0.174 0.083 0.059
q=3 0.380 0.331 0.043* 0.018*
q=4 0.490 0.419 0.077 0.009**
q=5 0.357 0.479 0.119 0.018*
q=6 0.297 0.390 0.179 0.037*
q=7 0.198 0.278 0.262 0.062
q=8 0.401 0.249 0.272 0.067
q=9 0.324 0.189 0.338 0.090
q=10 0.225 0.211 0.034* 0.008**
No remaining nonlinearity
e=1 0.450 0.060 0.087 0.030*
e=2 0.080 0.414 0.291 0.193
e=3 0.103 0.442 0.233 0.241
Parameter constancy
LM3 0.305 0.213 0.409 0.319
LM2 0.414 0.090 0.232 0.113
LM1 0.026* 0.461 0.249 0.087
** means the p-value is under 1% and * means the p-value is under 5%.
Table 3.11: Chain properties of the Bayesian RWMH ESTAR estimation for
the USD/CHF real exchange rate index
ESTAR(2,2) ESTAR(2,3) ESTAR(3,3) ESTAR(4,3)
α(ϑold, ϑ) 0.488 0.524 0.497 0.508
RNE(γ) 0.072 0.117 0.072 0.099
RNE(c) 0.119 0.277 0.138 0.164
corr(γ) 0.984 0.973 0.986 0.976
corr(c) 0.876 0.830 0.922 0.931
α(.) is the mean acceptance rate, RNE the relative numerical efficiency
and corr the first lag autocorrelation of the Markov chains.
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Running more iterations and selecting one draw out of five improves the
RNE and reduces the first lag autocorrelation. For example (not presented
in Table 3.11), when we keep one draw on five of 50’000 iterations after
another burn-in phase of 50’000 iterations, the MCMC output of the
ESTAR(2,3) has the values RNE(γ) = 0.184, RNE(c) = 0.588, corr(γ) =
0.888 and corr(c) = 0.467.
3.6 Forecast evaluation
In order to evaluate the predictive performance of the ESTAR model,
we start by simulating the predictive densities. This is the method
used in the Bayesian context. Indeed, it is more convenient to make
predictions with uncertainty using the Bayesian approach because the
frequentist approach involves the use of asymptotic distributions. Hence,
for each posterior draw (β(s),σ(s),γ2(s),c(s)) and for h = 1, ...,H, we
generate draws y(s)T+h|T from normal distributions with expectations
y∗T+h(y
∗
T+h−1,...,y
∗
T+h−p,y
∗
T+h−d,β
(s),σ(s),c(s)) and standard error σ(s),
where y∗T+h−j is the observed value yT+h−j if j ≥ h, and the previously
simulated value y(s)T+h−j|T otherwise.
The predictive performance of the ESTAR model is evaluated by comparing
its out-of-sample forecasts with those of a linear AR model and with a
simple random walk model. The comparison with a linear model aims
at highlighting the advantages of the nonlinear ESTAR model, while the
random walk model provides a benchmark in the context of exchange rates.
The details of the estimation of the linear and random walk models are
given in Appendix B.
3.6.1 Graphical illustrations
The obtained predictive densities are illustrated with two information sets.
The author’s choices are as follows. The first information set (S1) contains
observations from 1973:01 to 1999:06, and the second information set (S2)
adds observations through 2002:03. As the last observation of our sample
is 2006:12, the lengths of the sets are respectively 90 and 57. The models
have been re-estimated with the two information sets. Figure 3.6 shows the
predictive medians compared to the observed values and surrounded by the
bounds of 95% highest prediction density (HPD) intervals obtained with
the information sets. If the predictive median of the ESTAR(2,3) model
follows the USD/CHF real exchange rate index rather well, we also see that
the HPD bounds quickly grow around it.
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Figure 3.6: ESTAR(2,3) prediction intervals using information sets S1 and
S2
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Table 3.12: Mean absolute prediction error of three models for the
USD/CHF real exchange rate index
Horizons
1 2 3 4 5 6
ESTAR(2,3) 1.818 2.949 3.730 4.133 4.527 4.887
AR(2) 1.796 2.919 3.631 3.945 4.326 4.692
RW 1.868 2.872 3.613 4.052 4.444 4.739
3.6.2 Forecast evaluation tests
The formal evaluations of the predictive performance of our models are
analyzed with two tests. The first is a Diebold and Mariano [1995] test and
the second is a West and McCracken [1998] test. Both use the median of
the predictive densities at horizons h = 1, ...,H for 112 information sets. All
information sets begin with the observation 1973:01. The first information
set ends with the observation 1997:02.
The version of the Diebold and Mariano [1995] test used in this work is a
comparison of the mean absolute prediction errors (MAPE) of two models.
The MAPE is defined as 1112
∑112
t=1 |yt − yˆt,h,i|, where yˆt,h,i is the median h-
step forecast of yt using model i and based on the information set available
at time t−h. An absolute loss function of prediction errors is used, but the
traditional quadratic loss function yields almost identical results. There is
a simple way to calculate the statistics: the loss differential:
Dt,ijh = |yt − yˆt,h,i| − |yt − yˆt,h,j | (3.32)
is regressed on a constant cijt and the variance of cˆijh is calculated using a
heteroscedasticity and autocorrelation consistent (HAC) method, here the
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Table 3.13: Diebold-Mariano tests of three models for the USD/CHF real
exchange rate index
Horizons
1 2 3 4 5 6
ESTAR(2,3)-AR(2) 1.684 1.832 1.619 1.303 1.276 1.146
S.a ESTAR(2,3)-RW 1.107 1.108 1.264 0.469 0.388 0.577
AR(2)-RW 1.568 0.612 0.130 0.561 0.450 0.144
ESTAR(2,3)-AR(2) 0.095 0.070 0.108 0.195 0.205 0.254
P.b ESTAR(2,3)-RW 0.271 0.270 0.209 0.621 0.699 0.565
AR(2)-RW 0.120 0.542 0.896 0.576 0.653 0.885
a: test statistics; b: test p-values.
Newey-West estimator. The null hypothesis that has the same MAPE is
tested using a t statistic. So, rejecting H0 means that the forecast accuracy
of a model is better than that of others.
The second test, called efficiency test by West and McCracken [1998],
consists in regressing the series yt on a constant and the median h-step
forecast of all models. This is repeated for each value of h. Under the null
hypothesis of forecast efficiency of the model i, all regression coefficients
are zero except for model i. The null is tested using an F statistic of
yt = yˆt,h,i + t against the unrestricted model. The variance of parameters
is once more obtained using the Newey-West estimator.
Table 3.12 shows the comparison of the MAPEs of the ESTAR(2,3), AR(2)
and RW models for six h-step forecasts. The nonlinear model is beaten in
each case by one of the simple linear models. Indeed, the AR(2) and the
RW models have the smallest MAPE in four, respectively two cases. But
those results have to be evaluated with the DM test because the MAPE are
not necessarily significantly different from each other. Indeed, the analysis
of Table 3.13 indicates that none of the DM statistics rejects the null that
has the same MAPEs.
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Table 3.14: Efficiency tests of three models for the USD/CHF real exchange
rate index
Horizons
1 2 3 4 5 6
ESTAR(2,3) 2.059 4.908 6.352 4.986 4.199 5.054
Statistics AR(2) 1.408 4.367 5.338 4.140 2.962 3.936
RW 6.547 2.444 1.134 1.685 1.220 1.778
ESTAR(2,3) 0.091 0.001 0.000 0.001 0.003 0.001
P-values AR(2) 0.244 0.006 0.002 0.008 0.035 0.010
RW 0.000 0.068 0.339 0.175 0.306 0.156
Moreover, Table 3.14 shows the efficiency test statistics and p-values for the
ESTAR(2,3), AR(2) and RW models. The ESTAR(2,3) model rejects the
hypothesis of efficiency compared to other models for all horizons except
h = 1. In this case, ESTAR(2,3) and AR(2) are both efficient, even though
the p-value for AR(2) is higher than the p-value for ESTAR(2,3). For
h = 2, ..., 6, the simple RW model is clearly the only efficient one. All these
considerations tend to prove that the ESTAR model is not the best choice
for forecasting the USD/CHF real exchange rate. And this is confirmed by
the fact that the same results are obtained using the ESTAR(3,3) model
instead of ESTAR(2,3). Nevertheless, looking at Figure 3.5, we note that
the series does not approach the inner regime inside the forecast sets. This
is an important fact, because forecasting using a regime-switching model
such as the STAR model does not make sense if it remains in the same
regime.
3.7 Conclusion
In this chapter, we studied the ESTAR model in a Bayesian context. We
demonstrated the advantages of using Bayesian rather than frequentist
methods to estimate and evaluate such models. Indeed, in Chapter 2, we
concluded that frequentist methods were not appropriate. The Bayesian
approach compensated for the lack of information on slope parameter γ in
specifying a close prior distribution of this parameter. Introducing some a
priori information is essential in our case. Moreover, the Bayesian methods
offered some tools such as marginal likelihood to discriminate between mod-
els, or posterior predictive p-values to judge model adequacy. Two MCMC
algorithms have been compared. Obviously, the ICMH algorithm proposed
by Deschamps [2008] was better than the RWMH algorithm proposed by
Lopes and Salazar [2006]. Based on preliminary work, we chose to focus only
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on four ESTAR models for the application to the USD/CHF real exchange
rate index. The model comparison and misspecification tests allowed us to
designate the ESTAR(2,3) model as the model having the best fit. Concern-
ing predictive performance, our analysis first indicated that the efficiency
test was more powerful than the DM test and second that the ESTAR(2,3)
model was not the best choice for forecasting the real exchange rate.
Indeed, this model did not pass the efficiency test for all horizons, certainly
because the process spent most of the time in one regime only. The analysis
also reveals that the serial independence test by Eitrheim and Tera¨svirta
[1996] was useful for detecting the problem of autocorrelation in our models.
From an economic point of view, our results indicated that the USD/CHF
real exchange rate was mean-reverting and rarely reached PPP. It even
seemed that it converged towards a value below PPP. This contradiction
motivated further investigations by extending the ESTAR model or seeking
out other models. The ESTAR model will be extended in the following chap-
ter by adding a third regime that describes the behavior of the real exchange
rate around the convergence point of the current process. Another possi-
bility would be to consider a time-varying ESTAR model - where only the
threshold parameter varies over time - but the results were not encouraging.
Chapter 4
Bayesian estimation of the
Multiple Regime STAR
model
This chapter is an extension of the previous chapter because we describe,
estimate and evaluate the multiple regime exponential smooth transition
autoregressive (MRESTAR) model in a Bayesian context. Indeed, in
analyzing the dynamic behavior of ESTAR models in Section 3.3, we
concluded that each of the processes converged towards a stable stationary
point lying below the estimated threshold parameter. Our interpretation
was that there was a third regime around the stable stationary point. We
therefore ask the following question: would the introduction of a third
regime improve the performances of the ESTAR model in the real exchange
rate context? To answer this question, we compare the information criteria
and predictive performances of the ESTAR and MRESTAR models.
The outline of this chapter is as follows. We set up the general MRSTAR
model in Section 4.1. The MCMC scheme is detailed in Section 4.2.
In Section 4.3, the MRESTAR model is applied to the USD/CHF real
exchange rate index. In Section 4.4, we analyze the dynamic behavior of
the MRESTAR models. An evaluation of the predictive performances of
the MRESTAR models is given in Section 4.5. We summarize the main
results in Section 4.6.
4.1 The model
The basic STAR model cannot accommodate more than two regimes, no
matter which transition function is chosen. But the results of Chapter 3
indicate that a third regime could improve the ESTAR model (see Section
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3.7). So, van Dijk et al. [2002] propose two ways of describing a STAR
model with more than two regimes, depending on whether the regimes can
be characterized by a single or by several transition variables.
The easiest way of obtaining a three-regime STAR model with a single tran-
sition variable is to add a second nonlinear component to the basic STAR
model:
yt = φ′xt + θ′xtF (γ1, c1; yt−d) + pi′xtF (γ2, c2; yt−d) + ut (4.1)
where xt = (1 yt−1 ... yt−p)′ is a vector including lags of the dependent
variable and the constant term. The terms φ = (φ0 φ1 ... φp)′,
θ = (θ0 θ1 ... θp)′ and pi = (pi0 pi1 ... pip)′ are vectors of autore-
gressive parameters of length (p + 1). The error term ut is assumed to be
iid N (0, σ2). F (γj , cj ; yt−d), for j = 1, 2, is the transition function and
is assumed continuous in yt−d and bounded between zero and one. The
terms F (γ1, c1; yt−d) and F (γ2, c2; yt−d) govern the transition between two
regimes and they depend on the values of a single transition variable yt−d.
The slope parameter γj measures the smoothness of transitions between
regimes while the threshold parameter cj determines the location of the
transition.
Given the Multiple Regime STAR (MRSTAR)1 model (4.1), an exponential
transition function:
F (γj , cj ; yt−d) = 1− exp
[
− γj(yt−d − cj)2
]
(4.2)
where γj > 0, j = 1, 2 and c1 6= c2 is specified.
The three extreme regimes of this MRESTAR model are defined as follows.
If yt−d is equal to the c1 value, F (γ1, c1; yt−d) = 0 and the process is an
AR model with parameters (φ + pi), because F (γ2, c2; yt−d) = 1; we call
it the first inner regime. On the other hand, if yt−d is equal to the c2
value, F (γ2, c2; yt−d) = 0 and the process is an AR model with parameters
(φ + θ), because F (γ1, c1; yt−d) = 1; this is the second inner regime.
Finally, if yt−d is sufficiently far away from c1 and c2 simultaneously to
imply F (γ1, c1; yt−d) = F (γ2, c2; yt−d) = 1, the process is an AR model
with parameters (φ + θ + pi); we call it the outer regime. Of course, the
transitions between these extreme regimes are smooth.
1van Dijk and Franses [1999] propose another way to describe a STAR model with
more than two regimes and call it the Multiple Regime STAR (MRSTAR) model. Here,
we use the name MRSTAR to talk about model (4.1) although this amounts to misusing
the language.
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4.2 Posterior simulator
The MCMC algorithm used in this chapter for the MRESTAR model iterates
on the full conditional posteriors of four blocks: the vector:
β′ = (φ′ θ′ pi′) (4.3)
of length k = (3p + 3), the scalar σ2, the vectors ϑ1 = (γ1 c1)′ and
ϑ2 = (γ2 c2)′.
4.2.1 The likelihood function
The first step towards finding the expressions of the full conditional posteri-
ors is to specify the likelihood function of the general MRSTAR model (4.1).
The independence and normality assumptions of the errors imply that we
can write:
p(y|β, σ2, γ1, γ2, c1, c2) = 1(2pi)T/2 ·
1
σT
· exp
[
− u
′u
2σ2
]
(4.4)
where T is the sample size and u is the vector of the ut implied by (4.1).
4.2.2 The prior
Second, we develop the assumptions on the priors of the four blocks. We
assume a multinormal prior on β with mean vector β and precision matrix
V :
β ∼ N (β , V −1) (4.5)
and an independent inverted Gamma prior on σ2 with shape and scale hy-
perparameters a and b:
σ2 ∼ IG(a , b) . (4.6)
The posterior simulators of two approaches are compared in Chapter 3. In
this chapter, only the approach proposed by Deschamps [2008] is adapted
to the MRSTAR model. So, the exponential transition function (4.2) of the
MRSTAR model (4.1) is specified differently in considering γ2j instead of γj
as the slope parameter. We then define the transition function in (4.1) as:
F˜ (γj , cj ; yt−d) = 1− exp
[
− γ2j (yt−d − cj)2
]
(4.7)
where j = 1, 2 and c1 6= c2. Opting for independent normal priors for γj
and cj :
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γj ∼ N (γj , σ2γj ) (4.8)
cj ∼ N (cj , σ2cj ) (4.9)
ensures that the slope parameter is positive.
We take an almost improper prior on β with a null expectation vector, a
variance of 106 for the parameters φ0, θ0 and pi0, and a variance of 103 for
the other parameters. All covariances are null. Furthermore, to ensure an
almost improper prior on σ2, the hyperparameters a and b are 10−6.
The posterior of the parameters γ1 and c1 of the first transition function of
the MRSTAR model (4.1) are supposed to be close to the posteriors of the
parameters γ and c of the transition function of the STAR model (3.1) in
Chapter 3. Hence, the same priors are used. The hyperparameters c1, σ2c1 ,
γ1 and σ2γ1 are respectively 115, 1,
4
√
2 and 1.5−√2.
The second transition function of the MRSTAR model (4.1) is assumed
to describe the behavior of the series around the convergence point of the
process of the STAR model (3.1) (see Section 3.3). In a Bayesian approach,
this implies that we have information on the parameter c2. Moreover, the
prior of the parameter γ2 is supposed to be the same as γ1. Hence, the hy-
perparameters c2, σ2c2 , γ2 and σ
2
γ2 are respectively 102, 0.5,
4
√
2 and 1.5−√2.
4.2.3 The posterior
Finally, we develop the expressions of the full conditional posteriors of each
block and then use the Gibbs sampler to generate random draws. The
full conditional posteriors of β and σ2 are easy to treat because they are
analytically known and are described in Section 3.1.3.
More precisely, if γ1, c1, γ2 and c2 are known, the MRSTAR model (4.1)
becomes linear and has the vector form y = Xβ + u, where row t of the
T × k matrix X is:
(1 yt−1 ... yt−p F˜1t F˜1tyt−1 ... F˜1tyt−p F˜2t F˜2tyt−1 ... F˜2tyt−p) (4.10)
with F˜jt ≡ F˜ (γj , cj ; yt−d), k = (3p+3) is the length of β and T is the sample
size. Then, the full conditional posterior of β is given by:
β|y, σ2, γj , cj ∼ N (β , V −1) (4.11)
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with β = V −1( 1
σ2
X ′y + V β) and V = 1
σ2
X ′X + V , and the full conditional
posterior of σ2 is given by:
σ2|y, β, γj , cj ∼ IG(a , b) (4.12)
with a = a+ T2 and b = b+
1
2(y −Xβ)′(y −Xβ).
The full conditional posteriors in the third and the fourth blocks are non-
standard. The algorithm for simulating these posteriors is then based on the
independence chain Metropolis-Hastings (ICMH) using a multivariate Stu-
dent distribution as a candidate generating density. If γ2 and c2 are known,
the MRSTAR model (4.1) becomes a simple STAR model with two regimes
as studied in Chapter 3, but with (p + 1) more autoregressive parameters.
Hence, if β and σ2 are known too, and considering the independent normal
priors for γ1 and c1, the kernel of the full conditional posterior of the third
block is:
κ∗(ϑ1) = exp
[
− (γ1 − γ1)
2
2σ2γ1
− (c1 − c1)
2
2σ2c1
− 1
2σ2
T∑
t=1
(
yt − φ′xt − pi′xtF˜2t − θ′xtF˜ (γ1, c1; yt−d)
)2]
. (4.13)
As proposed by Deschamps [2008], the parameters of the candidate density
of the ICMH algorithm are estimated at each iteration using a linearization
of the model. In our case, this estimation is based on the following first-
order Taylor expansion of the model (4.1) around (γ∗1 , c∗1) considering the
parameters φ, θ, pi, σ2, γ2 and c2 as known:
y∗1t = γ1x
∗
11t + c1x
∗
12t + vt
where:
y∗1t = yt − φ′xt − pi′xtF˜2t − θ′xt
(
F˜ (γ∗1 , c
∗
1; yt−d)−
∂F˜1t
∂γ1
∣∣∣∣
γ∗1 ,c
∗
1
γ∗1 −
∂F˜1t
∂c1
∣∣∣∣
γ∗1 ,c
∗
1
c∗1
)
x∗11t = (θ
′xt)
∂F˜1t
∂γ1
∣∣∣∣
γ∗1 ,c
∗
1
x∗12t = (θ
′xt)
∂F˜1t
∂c1
∣∣∣∣
γ∗1 ,c
∗
1
.
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The vector ϑ∗1 = (γ∗1 c∗1)’ is an approximate solution to the Bayesian update
equations:
ϑ∗1 = S
−1
ϑ1
X ′1∗y1∗
σ2
+
(
σ2γ1 0
0 σ2c1
)−1(
γ1
c1
) (4.14)
Sϑ1 =
X ′1∗X1∗
σ2
+
(
σ2γ1 0
0 σ2c1
)−1
(4.15)
where y1∗ is the T × 1 vector with elements y∗1t and X1∗ is the T × 2 matrix
with elements x∗11t and x∗12t. Further iterations on (4.14) and (4.15) are
used to find the approximate solution. The vector of prior expectation is
taken as a starting point. A candidate ϑ1 is drawn from a multivariate
Student density with kernel:
κ(ϑ1) =
[
1 +
(ϑ1 − ϑ∗1)′Sϑ1(ϑ1 − ϑ∗1)
ν1
]− ν1+2
2
(4.16)
and is accepted with probability:
α(ϑ1old, ϑ1) = min
[
κ(ϑ1old)
κ(ϑ1)
κ∗(ϑ1)
κ∗(ϑ1old)
, 1
]
(4.17)
where ϑ1old is the most recently drawn vector. The number ν1 of degrees
of freedom in (4.16) can be chosen by experimentation to ensure a good
acceptance rate of the candidate; ν1 = 3 seems to be a good choice.
The algorithm for simulating the full conditional posteriors of the fourth
block is obtained by switching the indices 1 and 2 in the algorithm above.
So, if γ1 and c1 are known, the kernel of the full conditional posterior of the
fourth block is:
κ∗(ϑ2) = exp
[
− (γ2 − γ2)
2
2σ2γ2
− (c2 − c2)
2
2σ2c2
− 1
2σ2
T∑
t=1
(
yt − φ′xt − θ′xtF˜1t − pi′xtF˜ (γ2, c2; yt−d)
)2]
. (4.18)
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Table 4.1: Chain properties of the Bayesian ICMH MRESTAR estimations
for the USD/CHF real exchange rate index
MRESTAR(2,3) MRESTAR(3,3) MRESTAR(4,3)
α(ϑ1old, ϑ1) 0.730 0.745 0.736
α(ϑ1old, ϑ2) 0.704 0.738 0.723
RNE(γ21) 0.414 0.351 0.254
RNE(c1) 0.530 0.295 0.305
corr(γ21) 0.666 0.707 0.803
corr(c1) 0.495 0.795 0.794
RNE(γ22) 0.467 0.512 0.425
RNE(c2) 0.520 0.301 0.303
corr(γ22) 0.536 0.556 0.641
corr(c2) 0.623 0.752 0.798
α(.) is the mean acceptance rate, RNE the relative numerical effi-
ciency and corr the first lag autocorrelation of the Markov chains.
4.3 MCMC estimation
We run the algorithm for 50’000 iterations and discard the first half as burn-
in. The convergence diagnostic test proposed by Geweke [1992] is used to
test the convergence of the chains.
4.3.1 Markov chain properties
The analysis of the results of the MCMC algorithm starts by looking at the
properties of the Markov chains. Table 4.1 shows some of these properties
and indicates that the Markov chains are well-mixing. First, the mean
acceptance rate of the ICMH algorithm is about 0.75 for both transition
functions. This is a characteristic of the approach proposed by Deschamps
[2008]: it ensures a high acceptance rate. Second, the RNE developed by
Geweke [1989], which gives information on the efficiency of the MCMC
algorithm, is calculated for the crucial parameters of both transition
functions. The RNE of γ21 and c1 are around 0.3-0.5 for the three models,
and are even higher for γ22 and c2. Third, the first lag autocorrelations of
the posteriors for the parameters γ21 , c1, γ
2
2 and c2 are all under or equal to
0.8. Obviously, there is no autocorrelation problem with this algorithm.
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Table 4.2: Information criteria of the Bayesian ICMH MRESTAR estima-
tions for the USD/CHF real exchange rate index
MRESTAR(2,3) MRESTAR(3,3) MRESTAR(4,3)
np 14 17 20
AIC 1929.024 1932.517 1928.131
BIC 1985.113 2000.583 2008.159
pD 12.055 13.588 15.880
DIC 1925.135 1925.693 1919.891
log(pˆ(y)) -1024.478 -1034.647 -1043.309
np is the number of parameters of the model, pD the effective
number of parameters used in the DIC and log(p(y)) the loga-
rithmic marginal likelihood.
4.3.2 Model comparison
In this section, we compare three models: the MRESTAR(2,3),
MRESTAR(3,3) and MRESTAR(4,3) models. In Chapter 3, a fourth
combination of parameters p and d (p = 2 and d = 2) for the ESTAR
model was estimated but was clearly the worst. This result implies that
the transition variable yt−3 is the best choice for the transition function.
Hence, there is no reason to estimate the MRESTAR(2,2) model in this
chapter. Then, a simple way to discriminate between the three models
above is to compare some information criteria. In the Bayesian context,
the likelihood function has to be evaluated at a point estimate. We choose
to evaluate the likelihood function and then the information criteria, at
the mean of the posterior. First, the AIC of Akaike [1974] is used as
a benchmark for the comparison. Second, the BIC of Schwarz [1978]
is used because it has the property of favoring parsimonious models.
Both are the most used information criteria in econometrics. Third,
we use a criterion recently proposed by Spiegelhalter et al. [2002], the
DIC. Finally, the bridge sampling estimator of the marginal likelihood
proposed by Meng and Wong [1996] is used as a Bayesian criterion.
Marginal likelihood allows us to calculate the Bayes factors (BF). Then,
we use the Jeffrey’s scale to classify the evidence provided by the data in
favor of one model against another. More details were given in Section 3.2.2.
Table 4.2 shows the comparison of the three preselected models. The
MRESTAR(2,3) minimizes the BIC, whereas the MRESTAR(4,3) mini-
mizes the AIC and DIC. The difference between the effective number of
parameters pD used in the DIC and the number of parameters np is the
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highest for the MRESTAR(4,3) model. This explains why the DIC is in
favor of the MRESTAR(4,3) model. Concerning the Bayesian criterion, the
MRESTAR(2,3) model maximizes the logarithmic marginal likelihood. The
following transformed Bayes factor proposed by Kass and Raftery [1995]:
2 x log(BF) = 2 x (–1024.478 – (–1034.647)) = 20.338 indicates a “very
strong” evidence for the MRESTAR(2,3) model relative to MRESTAR(3,3).
The transformed BF of MRESTAR(2,3) against MRESTAR(4,3) is 37.662.
So, the Jeffrey’s scale indicates a “very strong” evidence in this case. These
results indicate an obvious preference for the MRESTAR(2,3) model.
The analysis of Table 4.2 and Table 3.2 allows to discriminate between
the MRESTAR models estimated in this chapter and the ESTAR models
estimated in Chapter 3. This comparison indicates divergent results:
the ESTAR(4,3) minimizes the AIC, the ESTAR(2,3) minimizes the BIC
and the MRESTAR(4,3) minimizes the DIC. Note that the marginal
likelihood must not be used because all models do not have the same prior
distribution. As Kass and Raftery [1995] say, the BIC gives an asymptotic
approximation of the marginal likelihood. Hence, the BIC is our favorite
criterion for discriminating between these models. Obviously, the BICs of
the MRESTAR models are worse than the ones of the ESTAR models: the
introduction of a third regime does not improve the fit of the ESTAR models.
4.3.3 Posterior analysis
Table 4.3 shows the means and standard deviations of priors and posteriors
of the three preselected MRESTAR models for the USD/CHF real exchange
rate index. The autoregression parameters φ, θ and pi allow to analyze the
dynamic behavior of the process of the three regimes. The parameters γ21
and c1 describe the behavior of the first transition function. The posteriors
of these parameters are really close to those found in Section 3.2.3, namely
in the ESTAR model with only one transition function. So, it is more
interesting to look at the parameters γ22 and c2 of the second transition
function. The means of the posteriors of the slope parameter γ22 are around
1.5 for the three models. These values are smaller than those found for
the parameter γ21 even though the priors are the same. This indicates a
smoother switch for the second transition function than for the first. The
means of the posteriors of the threshold parameter c2 are slightly under 102
for the three models.
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Table 4.3: Results of the Bayesian ICMH estimations of the three
MRESTAR models for the USD/CHF real exchange rate index
MRESTAR(2,3) MRESTAR(3,3) MRESTAR(4,3)
Prior Posterior Prior Posterior Prior Posterior
φ0 0 371.437 0 -513.489 0 -19.557
(103) (152.362) (103) (655.293) (103) (707.397)
φ1 0 0.514 0 0.431 0 -0.235
(103/2) (0.706) (103/2) (0.717) (103/2) (0.908)
φ2 0 -2.900 0 -2.1212 0 -4.945
(103/2) (1.404) (103/2) (1.429) (103/2) (3.135)
φ3 – – 0 6.990 0 8.017
(103/2) (5.226) (103/2) (6.171)
φ4 – – – – 0 -1.677
(103/2) (2.315)
θ0 0 -287.318 0 553.313 0 -57.807
(103) (148.375) (103) (649.736) (103) (707.045)
θ1 0 1.288 0 1.361 0 2.000
(103/2) (0.549) (103/2) (0.521) (103/2) (0.798)
θ2 0 1.277 0 0.493 0 3.665
(103/2) (1.226) (103/2) (1.218) (103/2) (3.051)
θ3 – – 0 -6.542 0 -7.607
(103/2) (5.073) (103/2) (5.915)
θ4 – – – – 0 2.557
(103/2) (2.209)
pi0 0 -82.688 0 -38.428 0 78.981
(103) (36.545) (103) (237.687) (103) (270.320)
pi1 0 -0.511 0 -0.487 0 -0.459
(103/2) (0.450) (103/2) (0.493) (103/2) (0.441)
pi2 0 1.318 0 1.287 0 0.916
(103/2) (0.702) (103/2) (0.767) (103/2) (0.778)
pi3 – – 0 -0.426 0 -0.305
(103/2) (2.256) (103/2) (2.463)
pi4 – – – – 0 -0.944
(103/2) (0.729)
σ2 impa 6.611 impa 6.589 impa 6.536
(0.476) (0.472) (0.474)
γ21 1.5 2.100 1.5 1.980 1.5 2.554
(
√
0.5) (0.491) (
√
0.5) (0.500) (
√
0.5) (0.589)
c1 115 115.648 115 115.793 115 115.685
(1) (0.096) (1) (0.155) (1) (0.107)
γ22 1.5 1.437 1.5 1.725 1.5 1.767
(
√
0.5) (0.697) (
√
0.5) (0.754) (
√
0.5) (0.760)
c2 102 101.910 102 101.947 102 101.610
(0.5) (0.457) (0.5) (0.445) (0.5) (0.395)
Mean and standard deviation (in brackets) of priors and posteri-
ors; a: almost improper priors because the hyperparameters of the
Gamma are 10−6 but not nulls.
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Table 4.4: Dynamic behavior of MRESTAR models for the USD/CHF real
exchange rate index
Regime Most prominent Modulus Frequency Period
roots
MRESTAR(2,3) I1 0.002 ± 1.26i 1.258 1.57 4.00
I2 0.901 ± 0.90i 1.274 0.79 8.00
O 0.980 0.980
Stable stationarya interval: 102.266 - 102.823
MRESTAR(3,3) I1 -0.882 ± 1.75i 1.961 2.04 3.08
I2 0.681 ± 0.760 1.021 0.84 7.48
O 0.980 0.980
Stable stationarya point: 102.809
MRESTAR(4,3) I1 -1.019 ± 2.31i 2.522 1.99 3.16
I2 0.449 ± 1.01i 1.105 1.15 5.45
O 0.975 0.975
Stable stationarya point: 103.204
I1 and I2 are the first and second inner regimes, O is the outer regime.
a: value obtained using several starting values.
4.4 Dynamic behavior
The importance of analyzing the dynamic properties of a nonlinear model
was shown in Section 3.3. In particular, we have seen that the estimates of
ESTAR models for the USD/CHF real exchange rate index converge towards
a value below the supposed PPP. Hence, the analysis of the dynamic be-
havior of our MRESTAR models can yield information on this convergence
point. Moreover, we want to know if any of the three regimes is stable or not.
To examine dynamic behavior, we compute the characteristic roots of
the three extreme regimes of the MRESTAR models. Knowing that the
two transition functions cannot be simultaneously null, we define a first
inner regime when the transition function F˜ (γ1, c1; yt−d) = 0 in (4.1), a
second inner regime when the transition function F˜ (γ2, c2; yt−d) = 0 and
an outer regime when F˜ (γ1, c1; yt−d) = 1 and F˜ (γ2, c2; yt−d) = 1. The
analysis of the characteristic roots of the polynomial defined by the extreme
regimes indicates if the regimes are stable, explosive or have a unit root.
In contrast, the long-run properties of the models are found by simulations
for t→∞ (see Tera¨svirta and Anderson [1992]). The underlying idea is to
run the process without noise using several starting values and to observe
its evolution over time.
Bayesian estimation of the Multiple Regime STAR model 70
F
ig
ur
e
4.
1:
U
SD
/C
H
F
re
al
ex
ch
an
ge
ra
te
in
de
x
an
d
tr
an
si
ti
on
fu
nc
ti
on
s
of
th
e
B
ay
es
ia
n
es
ti
-
m
at
io
n
of
th
e
M
R
E
ST
A
R
(2
,3
)
m
od
el
506070809010
0
11
0
12
0
13
0
14
0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
19
75
19
80
19
85
19
90
19
95
20
00
20
05
re
a
l e
xc
ha
n
ge
 
ra
te
 
in
de
x
fir
st
 
tra
n
si
tio
n
 
fu
n
ct
io
n
se
co
n
d 
tra
n
si
tio
n
 
fu
n
ct
io
n
index
transition functions
tim
e
Bayesian estimation of the Multiple Regime STAR model 71
Table 4.4 shows the most prominent roots and moduli of the regimes. The
three MRESTAR models exhibit cyclical movements in both inner regimes
with periods of about 3-4 months for the first inner regime and 5-8 months
for the second one. Looking at the moduli, we see that these regimes are
explosive. So, when the USD/CHF real exchange rate index gets closer to
one inner regime, it quickly moves into the outer regime. On the other
hand, the outer regimes of the three MRESTAR models are stable. This
asymmetric behavior yields an overall stable process. Indeed, the long-run
simulations indicate that the process converges towards a unique point for
the MRESTAR(3,3) and MRESTAR(4,3) models, or towards an interval
for MRESTAR(2,3). Specifically, the overall process of this model does not
converge towards a unique point, but moves within the interval. The stable
stationary point (or interval) for the three MRESTAR models lies between
the two estimated threshold parameters, but very near the mean of the
posteriors of c2 (see Table 4.3). According to Michael et al. [1997], the real
exchange rate should converge towards the threshold parameter interpreted
as the PPP of the process. Hence, the threshold parameter of the second
inner regime can be interpreted as the PPP of the USD/CHF real exchange
rate index. This interpretation is questionable particularly because it
provides no explanation as to the first inner regime. Theoretically, there is
no reason for having two PPPs between two countries. So, the threshold
parameter of the first inner regime must be something else than a PPP.
Figure 4.1 shows the USD/CHF real exchange rate index series superim-
posed on the two transition functions of the Bayesian estimation of the
MRESTAR(2,3) model. The series is more often in the second inner regime
than in the first one, but in both cases the series does not spend much
time there. Hence, the series spends most of the time in the outer regime
because both inner regimes are explosive.
4.5 Forecast evaluation
The simulation of the predictive densities is used to evaluate the predictive
performance of the MRESTAR(2,3) model selected above. More details
about the predictive densities were given in Section 3.6. The predictive
performance of the MRESTAR(2,3) model is evaluated by comparing its
out-of-sample forecasts with those of the ESTAR(2,3) model, the linear
AR(2) model and a simple random walk (RW) model.
The performance of the MRESTAR(2,3) model is analyzed with two tests.
The first is the Diebold and Mariano [1995] test and the second is the West
and McCracken [1998] test. Both use the median of the predictive densities
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Table 4.5: Mean absolute prediction error of four models for the USD/CHF
real exchange rate index
Horizons
1 2 3 4 5 6
MRESTAR(2,3) 1.810 2.914 3.701 4.182 4.642 5.094
ESTAR(2,3) 1.818 2.949 3.730 4.133 4.527 4.887
AR(2) 1.796 2.919 3.631 3.945 4.326 4.692
RW 1.868 2.872 3.613 4.052 4.444 4.739
Table 4.6: P-values of the Diebold-Mariano tests between the
MRESTAR(2,3) model and three models for the USD/CHF real exchange
rate index
Horizons
MRESTAR(2,3) 1 2 3 4 5 6
-ESTAR(2,3) 0.715 0.505 0.689 0.558 0.255 0.087
-AR(2) 0.558 0.939 0.564 0.178 0.096 0.127
-RW 0.304 0.582 0.397 0.468 0.387 0.209
at horizons h = 1, ...,H for 112 information sets. All information sets
begin with the observation 1973:01. The first information set ends with the
observation 1997:02.
The version of the Diebold and Mariano [1995] test used in this work is a
comparison of the mean absolute prediction error (MAPE) of two models.
The MAPE is defined as 1112
∑112
t=1 |yt − yˆt,h,i|, where yˆt,h,i is the median h-
step forecast of yt using model i and based on the information set available
at time t− h. A simple way to calculate the statistics: the loss differential:
Dt,ijh = |yt − yˆt,h,i| − |yt − yˆt,h,j | (4.19)
is regressed on a constant cijt and the variance of cˆijh is calculated using a
heteroscedasticity and autocorrelation consistent (HAC) method, here the
Newey-West estimator. The null hypothesis that has the same MAPE is
tested using a t statistic. So, rejecting H0 means that the forecast accuracy
of a model is better than others.
The second test, called the efficiency test by West and McCracken [1998],
consists in regressing the series yt on a constant and the median h-step
forecast of all models. This is repeated for each value of h. Under the null
hypothesis of forecast efficiency of the model i, all regression coefficients
are zero except for model i. The null is tested using an F statistic of
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Table 4.7: Mean squared prediction errors of four models for the USD/CHF
real exchange rate index
Horizons
1 2 3 4 5 6
MRESTAR(2,3) 4.920 12.806 20.214 26.154 31.389 37.597
ESTAR(2,3) 4.996 12.877 20.192 25.401 30.020 34.638
AR(2) 4.930 12.516 19.316 24.008 27.873 31.857
RW 5.202 12.693 19.206 24.267 28.762 33.115
yt = yˆt,h,i + t against the unrestricted model. The variance of parameters
is one more obtained using the Newey-West estimator.
Table 4.5 shows the comparison of the MAPE of the models MRESTAR(2,3),
ESTAR(2,3), AR(2) and RW for six h-step forecasts. In each case, the
nonlinear model is beaten by one of the simple linear models. Indeed,
the AR(2) and the RW models have the smallest MAPE in four cases,
respectively two cases. But those results have to be evaluated with the
DM test because the MAPE are not necessarily significantly different from
each other. Indeed, the analysis of Table 4.6 indicates that none of the DM
statistics rejects the null that has the same MAPE.
In our case, it is interesting to look at the traditional mean squared
prediction errors (MSPE). Table 4.7 shows the comparison of the models
MSPE of the MRESTAR(2,3), ESTAR(2,3), AR(2) and RW for six h-step
forecasts. The MSPE is defined as 1112
∑112
t=1(yt − yˆt,h,i)2, where yˆt,h,i is the
median h-step forecast of yt using model i and based on the information
set available at time t − h. The MSPE of the MRESTAR(2,3) model is
the minimum of the four models at horizon h = 1 with a value of 4.920.
Nevertheless, a straightforward adaptation of the DM test of the quadratic
loss function is used but not presented here, to say that this value is not
significantly different of the MSPE of the other models at horizon h = 1.
Finally, Table 4.8 shows the efficiency test statistics and p-values for
the models MRESTAR(2,3), ESTAR(2,3), AR(2) and RW. The model
MRESTAR(2,3) does not reject the hypothesis of efficiency compared
to other models for the horizon h = 1 and 2. For h = 1, only the
MRESTAR(2,3) model is efficient. For h = 2, both MRESTAR(2,3) and
RW are efficient. For longer horizons, both nonlinear models reject the
hypothesis of efficiency. Moreover, as stated by Deschamps [2008] on
forecasting of smooth transition and Markow switching autoregressive
models: studying predictions at horizons greater than one month is of
somewhat marginal additional value. This author explains this by the
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Table 4.8: Efficiency tests of four models for the USD/CHF real exchange
rate index
Horizons
1 2 3 4 5 6
MRESTAR(2,3) 1.319 2.235 4.400 3.592 3.241 3.426
Statistics ESTAR(2,3) 3.173 4.013 5.377 3.396 3.220 4.603
AR(2) 2.582 3.433 4.538 2.886 2.256 3.430
RW 4.969 1.975 0.856 1.078 0.994 1.534
MRESTAR(2,3) 0.268 0.070 0.002 0.009 0.015 0.011
P-values ESTAR(2,3) 0.017 0.005 0.001 0.012 0.015 0.002
AR(2) 0.041 0.011 0.002 0.026 0.068 0.011
RW 0.001 0.104 0.493 0.371 0.414 0.198
high persistence of the process that is investigated, which leads to very
high correlations between successive forecasts at horizons larger than one,
resulting in loss of power. The results of the efficiency test imply that the
MRESTAR(2,3) model is a good choice for constructing one-step ahead
forecasts of the real USD/CHF exchange rate at the horizon at which the
test is the most powerful.
4.6 Conclusion
In this chapter, we analyzed the performances of the MRESTAR model,
an extension of the ESTAR model, in a Bayesian context. A comparison
between the information criteria of three preselected MRESTAR models
allowed us to designate the MRESTAR(2,3) model as the best one, in the
sense of best fit. Nevertheless, comparing the MRESTAR models’ BIC esti-
mated in this chapter and the ESTAR models’ BIC estimated in Chapter 3,
we noted higher values when a third regime was assumed. According to this
in-sample criterion, our extension was not an improvement of the ESTAR
model. The analysis of the predictive performances of the MRESTAR(2,3)
model confirmed the lack of power of the DM test. On the other hand, the
efficiency test indicated that the MRESTAR(2,3) model was an efficient
model at one and two-month horizons. Comparing with the ESTAR(2,2),
AR(2) and RW models, the MRESTAR(2,3) model even was the only
efficient model for one-step ahead forecasts. Hence, our three-regime model
improved forecast accuracy.
Our investigations confirmed a theoretical economic result: the USD/CHF
real exchange rate was mean-reverting and converged toward the PPP rep-
resented by the threshold parameter of the second inner regime of the
MRESTAR model. On the other hand, we provided no economic inter-
pretation of the threshold parameter of the first inner regime of this model.
It remains an open issue.
Chapter 5
Bayesian estimation of the
Unobserved Components
model
The second question asked in this thesis is whether the PPP relationship
varies over time. To answer this question, Engel and Kim [1999] proposed
to decompose the real exchange rate into both a permanent and a transitory
component using an unobserved components (UC) model, which can be
written as a state space model. Based on the idea by Engel and Kim [1999],
we discuss the specification, estimation and evaluation of several specific
UC models. In particular, a comparison of in-sample performance between
models is performed and predictive performances are tested.
The outline of this chapter is as follows. The features of the state space
models are presented in Section 5.1. The MCMC scheme of the general
UC model is detailed in Section 5.2. In Section 5.3, we set up a specific
UC model with its specific MCMC scheme. We apply the UC model to
the USD/CHF real exchange rate index in Section 5.4. An evaluation of
the predictive performances of the UC model is given in Section 5.5. We
summarize the main results in Section 5.6.
5.1 Features of the State Space models
The state space models are models commonly used with time series data.
On the one hand, they offer a different way of writing existing models, such
as the autoregressive moving average ARMA models, and on the other hand,
they especially act as a general tool for analyzing time-varying parameters
models or unobserved components models. To illustrate the features of the
state space model, first, we write it in the general form proposed by Koop
[2003]:
Bayesian estimation of the Unobserved Components model 76
yt = Xtβ + Ztαt + t (5.1)
and
αt+1 = Ttαt + ut. (5.2)
Equation (5.1) is called the observation equation. yt is the observed series,
Xt and Zt are vectors of length k and p containing explanatory variables,
and β is a vector of k parameters. The error term t is usually assumed to
be iid N (0, σ2). Equation (5.2) is called the state equation. In that form,
there are in fact p state equations because αt is a vector of length p. Tt is
then a p×p matrix of known constants or unknown parameters. We assume
that the errors vector ut is iid N (0, H−1). As the state equation describes
the behavior of αt, αt is called the state vector. Moreover, an assumption
must be made for the initial value α1: α1 = a1 + u0 and u0 ∼ N (0, P1),
where a1 and P1 are known. In (5.1), t runs from 1 through N while in
(5.2), it runs from 1 through N − 1.
Considering the general state space model above, if Zt = 0, the equation
(5.1) reduces itself to a linear regression model and if Xt contains lagged
endogenous variables, the model is an autoregressive one. Moreover, if Xt
is a matrix containing a column of ones and the variable yt−1, if Zt = ρ,
Tt = 0, t = ut for all t and p = 1, then the observation and state equations
become:
yt = β0 + β1yt−1 + ραt + ut
and
αt+1 = ut.
By rewriting the model in a single-equation form, we obtain:
yt = β0 + β1yt−1 + ut + ρut−1
which is an ARMA(1,1) model. Note that this result can easily be
generalized by increasing k and p.
A second illustration of the possibilities provided by the state space model
is to write the time-varying parameters model in a state space form. For ex-
ample, an autoregressive model of order p = 1 with time-varying parameter
is obtained when Xt = 0 and Zt = yt−1 in (5.1). In this case, the simplest
form of the state equation (5.2) is a random walk. Indeed, if Tt = 1, the
time-varying parameter αt+1 follows a random walk. So, we have the model:
yt = αtyt−1 + t
αt+1 = αt + ut.
This kind of models is useful when structural changes occur over time, such
as with the macroeconomic time series.
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5.2 Posterior simulator of unobserved components
models
This section describes the Bayesian inference of a simplification of the gen-
eral state space model (5.1)-(5.2) above called the unobserved components
(UC) model. An unobserved components model is obtained assumingXt = 0
and σ2 = 0 in the model (5.1)-(5.2). So, the observation equation (5.1) be-
comes an identity without any error term:
yt = Ztαt (5.3)
and the state equation remains the same:
αt+1 = Ttαt + ut (5.4)
where the errors vector ut is iid N (0, H−1). The MCMC algorithm usually
used is the Gibbs sampler, because the full conditional posteriors of
blocks of parameters can easily be analytically calculated. Considering
the case where Tt is a matrix of known constants, the algorithm iterates
on the full conditional posteriors of two blocks: the p × p matrix H,
and the vectors αt for t = 1, ..., N of length p each. Indeed, if αt for
t = 1, ..., N was known, the state equation (5.4) would be a Seemingly Un-
related Regression (SUR) model. The Gibbs sampler involves a method for
taking random draws from p(α1, ..., αN |y,H) called the simulation smoother.
5.2.1 The likelihood function
The first step towards finding the expressions of the full conditional poste-
riors is to specify the likelihood function of the UC model (5.3)-(5.4). As
proposed by Durbin and Koopman [2001], one can represent this model as
a linear regression model:
y = c+ ω, ω ∼ N (0,Ω) (5.5)
where:
y = (y1, ..., yN )′
c = Z
Ip, T1, T2T1, ..., 1∏
t=N−1
Tt
′ a1
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ω =

Z1u0 + 0 + 0∏1
t=1 Z2Ttu0 + Z2u1 + 0∏1
t=2 Z3Ttu0 +
∏2
t=2 Z3Ttu1 + Z3u2
...
...∑N−2
i=0
∏i+1
t=N−1 ZNTtui + ZNuN−1

and where Z = diag(Z1, ..., ZN ) and Ω represents the covariance structure.
Then, the likelihood function of the model (5.3)-(5.4) can be written:
p(y|α1, ..., αN , T1, ..., TN , H) = 1(2pi)N/2 · |Ω|
−1/2
· exp
[
− 1
2
(y − c)′Ω−1(y − c)
]
. (5.6)
5.2.2 The prior
Second, we develop the assumptions on the prior of the two blocks. One
assumes a Wishart prior on H with the scalar degrees of freedom hyperpa-
rameter ν and the positive define matrix H:
p(H) =
1
cW
· |H|
ν−N−1
2 · |H|−
ν
2 · exp
[
−1
2
tr(H−1H)
]
(5.7)
where:
cW = 2
νN
2 · piN(N−1)4 ·
N∏
i=1
G
(
ν + 1− i
2
)
.
For the elements of the state vector, one treats (5.4) as a hierarchical prior:
p(α1, ..., αT ) = p(α1|H)p(α2|α1, H)...p(αN |αN−1, H)
with:
p(αt+1|αt, H) ∼ N (αt+1|Ttαt , H) (5.8)
where t = 1, ..., N − 1 and:
p(α1|H) ∼ N (α1|0 , H). (5.9)
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5.2.3 Seemingly Unrelated Regression
Third, the full conditional posterior of the matrix H is developed. So,
considering the UC model (5.3)-(5.4), if αt for t = 1, ..., N is known, the
state equation (5.4) is a Seemingly Unrelated Regressions (SUR) model.
The SUR model is a special case of the simultaneous equations model whose
variables are not related but whose error terms are. So, in the system of
equations (5.4), the precision matrix H is not necessarily diagonal. Then,
if Tt is a matrix of known constant and if the prior on H is given by the
equation (5.7), the full conditional posterior of H is given by:
p(H|y, α1, ..., αN ) = 1
cW
·
∣∣∣∣ H ∣∣∣∣
ν−N−1
2 ·
∣∣∣∣ H ∣∣∣∣− ν2 · exp [−12 tr(H−1H)
]
(5.10)
with:
ν = N + ν
and:
H =
[
H−1 +
N−1∑
t=0
(αt+1 − Ttαt)(αt+1 − Ttαt)′
]−1
.
5.2.4 Simulation smoother
Finally, the simulation smoother is described in order to take random
draws from p(α1, ..., αN |y,H). A simulation smoother is an algorithm for
drawing samples from the conditional distribution of the states given the
observations, states being the unobserved variables of the state equation.
A simulation smoother widely used in many applications is described in
DeJong and Shephard [1995]. Their idea is to draw the disturbances
recursively, by running the Kalman filter and a disturbance smoother and
then to construct the states from the simulated disturbances.
Later, Durbin and Koopman [2002] have developed a new simulation
smoother which is, according to them, simple and computationally effi-
cient relative to that of DeJong and Shephard [1995]. After using the two
smoothers, one can say that that of Durbin and Koopman [2002] is actually
simpler and more efficient in our case. First they consider the following
general state space model:
yt = Ztαt + t, t ∼ N (0, Ht)
αt+1 = Ttαt +Rtηt, ηt ∼ N (0, Qt) (5.11)
Bayesian estimation of the Unobserved Components model 80
where t = 1, ..., N , yt is an m× 1 vector of observations, αt is a p× 1 state
vector and t and ηt are vectors of disturbances. Matrices Zt, Tt, Rt, Ht and
Qt are assumed to be known. Moreover, they assume that α1 ∼ N (a1, P1),
where a1 and P1 are known. The idea of this new simulation smoother is
to draw random vectors from the conditional distribution p(α|y) where α is
the stacking of the state vectors αt of the model (5.11) for t = 1, ..., N + 1:
α = (α′1, ..., α′N+1)
′. For that, the Kalman filter, a disturbance smoother
and a state smoother are used. More details about the algorithm of this
simulation smoother are given in Appendix C.
5.3 Two specific unobserved components models
The purpose of this section is to connect the UC models to the real exchange
rate. Hence, two UC models are described in Section 5.3.1 and 5.3.2. Both
are specific cases of the general UC model presented in the previous section.
The first one, suggested by Engel and Kim [1999], is a model with two
unobserved components: a random walk process and an autoregressive
process. The second one, proposed by Kleijn and van Dijk [2001], replaces
the simple random walk by an integrated random walk process of order
I(2). Before describing these models, we give some economic arguments
justifying our choices. As discussing the real exchange rate is tantamount
to discussing PPP, it is important to study the literature on the tests of
the PPP hypothesis. If PPP is valid, the real exchange rate would be
stationary. So, many unit root tests have been used by researchers. At first,
the tests rejected the hypothesis of real exchange rate stationarity. Then,
as researchers increased the data to work on long spans of 100 years or
more, the unit root tests did not reject stationarity anymore. These results
should show that PPP is valid, i.e. the real exchange rate is mean-reverting.
However, Engel [2000] argues, using a simulation study, that PPP is not
valid for two reasons: the unit root tests have serious size biases and the
stationarity tests have very low power. Therefore, this author suggests
that instead of temporary deviations from a fixed target level, it is more
plausible to assume that the real exchange rate returns to a target level
that changes over time. The real exchange rate then exhibits a unit root
component and a stationary component. The theoretical explanation of
this decomposition assumes that the domestic and foreign prices that are
included in the calculation of the real exchange rate are weighted averages
of traded and non-traded goods. According to the theory of international
economics, the price of traded goods must be stationary. So, if the real
exchange rate is not stationary, this must be due to the non-stationarity of
the price of non-traded goods.
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From the above considerations, Engel and Kim [1999] suggested decompos-
ing the real exchange rate between the United States dollar (USD) and the
Great Britain pound (GBP) into both a permanent and a transitory com-
ponent. The aim of this decomposition is to model the behavior of the real
exchange rate in the long-run with the permanent component and the behav-
ior of the real exchange rate when the series move away from the long-run
component with the transitory component. They use monthly data from
January 1885 to November 1995. The observation equation is given by:
yt = pt + ct (5.12)
where yt is the log of the real exchange rate, pt the permanent component
and ct the transitory component. Then, pt follows a random walk process:
pt = pt−1 + w1,t, w1,t ∼ N (0, σ21,t) (5.13)
and ct is assumed to follow an AR(2) process:
ct = φ1ct−1 + φ2ct−2 + w2,t, w2,t ∼ N (0, σ22,t) (5.14)
where w2,t is serially uncorrelated.
This long time series includes several exchange regimes, so Engel and
Kim [1999] assume that variances σ21,t and σ
2
2,t of the state equations are
heteroskedastic and switch between various values. Specifically, the authors
assume a Markov switching heteroskedasticity. More details are given in
Engel and Kim [1999] and in Fru¨hwirth-Schnatter [2001].
Engel and Kim [1999] assume that there is a permanent component in series
with over one hundred years of real exchange rates, despite the fact that
the literature rejects the null hypothesis of a unit root in the data. Two
reasons motivate them to make this assumption. First, as discussed above,
Engel [2000] has shed light on the fact that unit root tests have a large size
bias and stationarity tests have very low power when a series contains both
a permanent and a transitory component. Second, it is clear that structural
shifts occurred during the last century. For example, the passage from a
fixed exchange rate regime to a floating exchange rate regime must involve
a structural shift in the data generating process. Moreover, the authors
say that the literature has not established how robust unit root tests are to
changes in regimes.
5.3.1 RW and AR(r) processes
The model developed in this section is a model with two unobserved com-
ponents: a random walk process (noted RW) and an autoregressive process
of order r (noted AR(r)).
Bayesian estimation of the Unobserved Components model 82
yt = pt + ct
pt+1 = pt + w1,t
ct+1 = φ1 · ct + φ2 · ct−1 + ...+ φr · ct−r+1 + w2,t
(5.15)
where w1,t follows an iid N (0, σ21) and w2,t an iid N (0, σ22). As in Engel and
Kim [1999], we suppose that w1,t and w2,t are independent.
The model (5.15) can be written in the general notation as follows:
yt = Ztαt + t
αt+1 = Ttαt + ut
(5.16)
where t follows an iid N (0, σ2), but where its variance is null, i.e. σ2 = 0.
Moreover, αt is given by the following vector of length p = r + 1:
αt =

pt
ct
α3,t
...
αr+1,t

and the following row vector Zt of length p and the p × p matrix Tt are
constant across time:
Zt = Z =
[
1 1 0 · · · 0
]
Tt = T =

1 0 0 · · · 0
0 φ1 1
...
...
... 0
. . . 0
...
...
... 1
0 φr 0 · · · 0

.
Finally, the vector ut of length p follows an iid N (0, H−1) and contains the
values w1,t and w2,t:
ut =

w1,t
w2,t
0
...
0
 and H
−1 =

σ21 0 · · · · · · 0
0 σ22
...
... 0
...
...
. . .
...
0 · · · · · · · · · 0

.
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Some explanations are given here to understand the link between the expres-
sions (5.15) and (5.16). First, it is obvious that the observation equation is
identical in both expressions. Second, knowing the definition of αt, Tt and
ut, the state equations in (5.16) can be written as follows:
pt+1 = pt + ω1,t
ct+1 = φ1 · ct + α3,t + ω2,t
α3,t+1 = φ2 · ct + α4,t
α4,t+1 = φ3 · ct + α5,t
...
...
αr,t+1 = φr−1 · ct + αr+1,t
αr+1,t+1 = φr · ct.
The first equation above is that of (5.15). Then, by inserting the last equa-
tion above into the previous one, and so on until the equation of ct+1 is
reached, we find the third equation of (5.15) again:
ct+1 = φ1 · ct + α3,t + ω2,t
= φ1 · ct + φ2 · ct−1 + α4,t−1 + ω2,t
= φ1 · ct + φ2 · ct−1 + φ3 · ct−2 + α5,t−2 + ω2,t
...
= φ1 · ct + φ2 · ct−1 + φ3 · ct−2 + ...+ φr · ct−r+1 + ω2,t.
The Gibbs sampler of the model (5.16) iterates on the full conditional
posteriors of three blocks: the scalars σ21 and σ
2
2, the parameters φ1, ..., φr
of the matrix T and the vectors αt for t = 1, ..., N .
The hypothesis of independence between ω1,t and ω2,t and the structure of
the state equations of the model (5.15) imply that we do not treat it as a
SUR model. Indeed, the RW process of the permanent component pt and
the AR(r) process of the transitory component ct are treated independently
above. Therefore, we assume an inverted Gamma prior on σ2i with shape
and scale hyperparameters ai and bi:
p(σ2i ) = bi
ai · 1
G(ai)
· σ−2(ai+1)i · exp
[
− bi
σ2i
]
, for i = 1, 2. (5.17)
In the case of the AR(r) process, defining φ = (φ1, ..., φr)′, we assume an
independent multinormal prior on φ with mean vector φ and precision matrix
Vφ:
p(φ) =
1
(2pi)r/2
·
∣∣∣Vφ−1∣∣∣−1/2 · exp [−12(φ− φ)′ Vφ (φ− φ)
]
. (5.18)
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The third block is composed of the state vectors αt. To sample the
state vectors, we use the simulation smoother described in Appendix
C. The initialization of the simulation smoother is adapted from that
of Fru¨hwirth-Schnatter [2001]. So, our prior is α1 ∼ N (a1, P1), where
a1 = (y1 0 · · · 0)′ and P1 is an identity matrix multiplied by the scalar
104. Moreover, choices have to be made on the prior parameter values.
These values introduce little prior information into the algorithm. Indeed,
we suppose that a1 = 10−3, b1 = 10−3, a2 = 10−3, b2 = 10−3. For the
autoregressive parameters, φ is a null vector and Vφ is an identity matrix
multiplied by the scalar 10−2.
Then, the full conditional posteriors of each block are developed. The
first step of the Gibbs sampler is to run the simulation smoother to draw
a sample from the full conditional posteriors of the state vectors αt for
t = 1, ..., N,N + 1, knowing the parameters σ2i and φ. Moreover, the full
conditional posteriors of the parameters σ2i are given by:
p(σ2i |y, φ, α1, ..., αN+1) = biai ·
1
G(ai)
· σ−2(ai+1) · exp
[
− bi
σ2i
]
(5.19)
with:
ai = ai +
N
2
, for i = 1, 2
b1 = b1 +
1
2
N∑
t=1
(pt+1 − pt)2
and:
b2 = b2 +
1
2
N∑
t=r
(ct+1 − φ1 · ct − φ2 · ct−1 − ...− φr · ct−r+1)2 .
For a better understanding of the MCMC algorithm, the equation of the
transitory component of the model (5.15) is rewritten in vector form yc =
Xcφ+ ω2, where row t of the vector yc and the matrix Xc are, respectively:
(ct+1) and (ct ct−1 ... ct−r+1).
Knowing the parameters σ22 and α1, ..., αN , the full conditional posterior of
the vector φ is given by:
p(φ|y, σ22, α1, ..., αN+1) =
1
(2pi)r/2
·
∣∣∣Vφ−1∣∣∣−1/2 · exp [−12(φ− φ)′ Vφ (φ− φ)
]
(5.20)
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with:
φ =
(
Vφ
)−1 ( 1
σ22
X ′c yc + Vφ φ
)
and:
Vφ =
1
σ22
X ′cXc + Vφ .
As proposed by Fru¨hwirth-Schnatter [2001], we use a technique to force the
AR(r) process to be stationary. Indeed, an underlying hypothesis of the
model (5.15) is that the process of the transitory component is stationary.
So, within an iteration of the Gibbs sampler, we repeat the sampling of φ
until the stationarity condition is fulfilled. The stationarity condition is
verified by ensuring that the modulus of the most prominent root of the
AR(r) process is inferior to one.
More details are given here about the sample size. First, the time series y
contains N observations. Then, the simulation smoother provides N + 1
state vectors αt. Finally, for the sampling of the parameters of the AR(r)
process, r values of the state vectors are used to initialize the process, then
the sample size is N + 1− r.
5.3.2 RWI(2) and AR(r) processes
With the purpose of allowing more smoothness in the RW-AR(r) model pre-
sented above, we replace the simple random walk process with an integrated
random walk of order I(2). Indeed, Kleijn and van Dijk [2001] argue that
the random walk component has an erratic behavior and is non-smooth.
So, a random walk tends to pick up the short-term (and medium-term) dy-
namics, whereas the permanent component of the series should pick up only
the long-term dynamics. Moreover, they argue that the estimation of the
variance of an integrated random walk of order I(2) is more precise than
the estimation of the variance of a simple I(1) random walk. Therefore, the
model developed in this section is an unobserved components model with
an integrated random walk process of order I(2) (noted RWI(2)) and an
autoregressive process of order r (noted AR(r)):
yt = dt + pt + ct
dt+1 = dt + pt
pt+1 = pt + w1,t
ct+1 = φ1 · ct + φ2 · ct−1 + ...+ φr · ct−r+1 + w2,t
(5.21)
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where w1,t follows an iid N (0, σ21) and w2,t an iid N (0, σ22). As above, we
suppose that w1,t and w2,t are independent.
The model (5.21) can be written in a more general notation as follows:
yt = Ztαt + t
αt+1 = Ttαt + ut
(5.22)
where t follows an iid N (0, σ2), but where its variance is null, i.e. σ2 = 0.
Moreover, αt is given by the following vector of length p = r + 2:
αt =

dt
pt
ct
α4,t
...
αr+2,t

and the following row vector Zt of length p and the p × p matrix Tt are
constant across time:
Zt = Z =
[
1 1 1 0 · · · 0
]
Tt = T =

1 1 0 0 · · · 0
0 1 0 0 · · · 0
... 0 φ1 1
...
...
...
... 0
. . . 0
...
...
...
... 1
0 0 φr 0 · · · 0

.
Finally, the vector ut of length p follows an iid N (0, H−1) and contains the
values w1,t and w2,t:
ut =

0
w1,t
w2,t
0
...
0

and H−1 =

0 · · · · · · · · · · · · 0
... σ21
...
... σ22
...
... 0
...
...
. . .
...
0 · · · · · · · · · · · · 0

.
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The link between expressions (5.21) and (5.21) is detailed here. First, it
is obvious that the observation equation is identical in both expressions.
Second, knowing the definition of αt, Tt and ut, the state equations in (5.15)
can be written as follows:
dt+1 = dt + pt
pt+1 = pt + ω1,t
ct+1 = φ1 · ct + α4,t + ω2,t
α4,t+1 = φ2 · ct + α5,t
α5,t+1 = φ3 · ct + α6,t
...
...
αr+1,t+1 = φr−1 · ct + αr+1,t
αr+2,t+1 = φr · ct.
The two first equations above are those of (5.15). Then, by inserting the
last equation above into the previous one, and so on until the equation of
ct+1 is reached, we find the third equation of (5.15) again:
ct+1 = φ1 · ct + α4,t + ω2,t
= φ1 · ct + φ2 · ct−1 + α5,t−1 + ω2,t
= φ1 · ct + φ2 · ct−1 + φ3 · ct−2 + α6,t−2 + ω2,t
...
= φ1 · ct + φ2 · ct−1 + φ3 · ct−2 + ...+ φr · ct−r+1 + ω2,t.
The Gibbs sampler of the RWI(2)-AR(r) model (5.22) is similar to that
of the RW-AR(r) model (5.16). The Gibbs sampler iterates on the full
conditional posteriors of three blocks: the scalars σ21 and σ
2
2, the parameters
φ1, ..., φr of the matrix T and the vectors αt for t = 1, ..., N .
Our choice of notation for the RWI(2)-AR(r) model (5.21) implies that we
can use the same equations developed for the RW-AR(r) model. Therefore,
the full conditional posteriors of the first two blocks are given by the
equations (5.19) and (5.20), but where the state variable pt is replaced by
dt. For the third block, the simulation smoother described in Appendix C
yields a sample of the state vectors with distribution p(αt|y, σ21, σ22, φ) for
t = 1, ..., N,N + 1.
5.4 MCMC estimation
We run the algorithm for 50’000 iterations and discard the first fifth
as burn-in. For the posteriors distributions of the parameters, we take
every 20th iteration to reduce serial correlation (see Section 5.4.1 for more
details on this problem). The analysis of the posteriors is then based on
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Table 5.1: Chain properties of the Bayesian estimations of Unobserved Com-
ponent models for the USD/CHF real exchange rate index
RW-AR(2) RW-AR(3) RWI(2)-AR(2) RWI(2)-AR(3)
RNE(σ21) 0.195 0.181 0.192 0.201
RNE(σ22) 0.275 0.196 0.918 0.842
corr(σ21) 0.892 0.931 0.866 0.873
corr(σ22) 0.472 0.773 0.039 0.051
RNE is the relative numerical efficiency and corr the first lag
autocorrelation of the Markov chains.
two thousand iterations. The convergence of the chains is checked using
the convergence diagnostic methodology proposed by Geweke [1992] (see
Chapter 3, Section 3.2).
5.4.1 Markov chain properties
We start the analysis of the results of the MCMC algorithm by looking at
the properties of Markov chains. Table 5.1 shows some of these properties.
A possible problem with the Bayesian estimation of the unobserved
components models is the autocorrelation of the Markov chain. Indeed,
within an iteration of the Gibbs sampler, there is a great dependence
between the draw of the simulation smoother and the draw of the variance
of the permanent component. So, the chain of the parameter σ21 in our
model may have too much autocorrelation, especially if its prior is not
sufficiently informative. Too much autocorrelation of one of the replication
series indicates a poor mixing of the chain and the whole chain cannot be
used for posterior inference. A careful analysis of the Markov chain of the
parameter σ21, and also of the parameter σ
2
2, is then useful. Therefore, the
first lag autocorrelations of the posteriors for those two parameters are
calculated in Table 5.1. The values of Table 5.1 are based on the reduced
chains of length 2’000. The first lag autocorrelations for σ22 are under 0.8
for the four models and imply a well-mixing of those chains. On the other
hand, the first lag autocorrelation for σ21 are all over 0.8, even over 0.9
for the RW-AR(3) model. These values are high, but this does not affect
the posteriors distributions. Indeed, the length of the Markov chains was
increased, but no significant difference was noted at the time of the analysis
of the posteriors.
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A second interesting property of the Markov chains is the relative numerical
efficiency developed by Geweke [1989]. It is the ratio of two measures of the
standard error of the mean of a Markov chain. The term in the numerator
is the naive standard error calculated ignoring the chain’s autocorrelation.
The term in the denominator is the numerical standard error calculated
using the spectral methods. The RNE of the parameters gives information
on the efficiency of the MCMC algorithm. The higher the RNE, the greater
the MCMC algorithm efficiency because the MCMC chain contains little
autocorrelation. The RNE of the parameter σ21 are under 0.2 and the RNE
of the parameters σ22 are around 0.2-0.9. In conclusion, there are some
autocorrelation problems with this algorithm, but they do not affect the
posterior inference.
5.4.2 Model comparison
We perform the comparison of four models: the RW-AR(2), RW-AR(3),
RWI(2)-AR(2) and RWI(2)-AR(3) models. Indeed, we would like to find
out if an integrated random walk of order I(2) performs better than a
simple random walk to model the permanent component. On the other
hand, we would like to find the best length of the autoregressive process
of the transitory component. A simple way to discriminate between these
models is to compare some information criteria. The information criteria
are all based on an evaluation of the likelihood function. In the Bayesian
context, the likelihood function has to be evaluated at a point estimate.
We choose to evaluate the likelihood function, and then the information
criteria, at the mean of the posterior. Therefore, the means of the posterior
of the parameters σ21, σ
2
2 and φ are used.
The first and basic idea for evaluating the likelihood function of our models
(5.15) and (5.21) is to solve the following general expression of our models
recursively and then to find the exact likelihood function in terms of the
parameters σ21, σ
2
2 and φ:
yt = Zαt
αt+1 = Tαt + ut
(5.23)
where the matrices Z and T , and the vectors αt and ut for t = 1, ..., N are de-
fined in Sections 5.3.1 and 5.3.2 for the models (5.15) and (5.21) respectively.
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This technique yields:
y1 = ZTα0 + Zu0
y2 = ZT 2α0 + ZTu0 + Zu1
y3 = ZT 3α0 + ZT 2u0 + ZTu1 + Zu2
...
yN = ZTNα0 + ZTN−1u0 + ZTN−2u1 + ... + ZuN−1
Therefore, the general model (5.23) can be rewritten as follows:
y = c+ ω ω ∼ N (0,Ω), (5.24)
where the vectors c and ω of length N are:
c =

ZT
ZT 2
...
ZTn
α0
and ω =

Zu0
ZTu0 + Zu1
...
ZTN−1u0 + ZTN−2u1 +...+ ZTuN−2 + ZuN−1
 .
The hypothesis of independence between error terms ut, for t = 0, 1, ..., N ,
implies that we can define the precision matrix H of the vector ut for the
RW-AR(r) and RWI(2)-AR(r) models respectively:
H−1RW−AR(r) =

σ21 0 · · · · · · 0
0 σ22
...
... 0
...
...
. . .
...
0 · · · · · · · · · 0

Bayesian estimation of the Unobserved Components model 91
and H−1RWI(2)−AR(r) =

0 · · · · · · · · · · · · 0
... σ21
...
... σ22
...
... 0
...
...
. . .
...
0 · · · · · · · · · · · · 0

.
The covariance matrix Ω is given by the following N ×N symmetric matrix:
Ω =

ω11 ω12 · · · ω1N
ω12 ω22 · · · ω2N
...
...
. . .
...
ω1N ω2N · · · ωNN

where ω11 = ZH−1Z ′, ω12 = ZH−1T ′Z ′, ω1N = ZH−1T ′N−1Z ′,
ω22 = Z(TH−1T ′ + H−1)Z ′, ω2N = Z(TH−1T ′N−1 + H−1T ′N−2)Z ′ and
ωNN = Z(TN−1H−1T ′N−1 + ...+H−1)Z ′.
Finally, the likelihood function is given by:
p(y|β, σ21, σ22) =
1
(2pi)N/2
· |Ω|−1/2 · exp
[
− 1
2
(y − c)′Ω−1(y − c)
]
. (5.25)
Evaluating the likelihood function using the latter expression is obviously
not efficient. This evaluation implies, for example, the inversion of a N ×N
matrix. Therefore, it is more efficient to evaluate the likelihood function
using the prediction error decomposition given by Schweppe [1965] and de-
scribed by Francke et al. [2008]. This decomposition is based on the idea
that:
p(y|·) = p(y1|·) ·
N∏
t=2
p(yt|Yt−1, ·)
where Yt = (y1, ..., yt)′. The Kalman filter (C.2) yields the prediction error
vt = yt − E[yt|Yt−1] and the covariance matrix Ft = V [yt|Yt−1]. Then,
Ft = V [vt] and the equation (5.25) can be rewritten as:
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Table 5.2: Information criteria of the Bayesian estimations of Unobserved
Component models for the USD/CHF real exchange rate index
RW-AR(2) RW-AR(3) RWI(2)-AR(2) RWI(2)-AR(3)
np 4 5 4 5
AIC 1980.196 1985.441 1998.296 2003.190
BIC 2020.286 2035.554 2038.387 2053.302
pD 2.886 3.778 1.893 2.573
DIC 1977.968 1982.997 1994.083 1998.337
log(pˆ(y)) -19.096 -25.210 -28.269 -34.852
np is the number of parameters of the model, pD the effective number
of parameters used in the DIC and log(p(y)) the logarithmic marginal
likelihood.
p(y|·) = 1
(2pi)N/2
·
( N∏
t=1
|Ft|
)− 1
2 · exp
[
− 1
2
N∑
t=1
v′tF
−1
t vt
]
.
Table 5.2 shows the four information criteria, already used in previous
chapters of this thesis, to perform the model comparison. First, the AIC
by Akaike [1974] is used as a benchmark for the comparison. Second, the
BIC by Schwarz [1978] is used because it has the property of favoring
parsimonious models. Third, we use the DIC proposed by Spiegelhalter
et al. [2002]. This criterion was developed to compare models in which
the number of parameters is not clearly defined. Finally, a commonly
used Bayesian criterion for discriminating between models is the marginal
likelihood p(y) =
∫
f(y|θ)p(θ)dθ, where f(y|θ) is the likelihood and
p(θ) the prior of the model. In what follows, we estimate the marginal
likelihood using the optimal bridge sampling estimator pˆBS(y) (3.21) based
on the bridge function α(θ) (3.24) proposed by Meng and Wong [1996].
It is an iterative procedure for which we choose to take 10’000 iterations
and take the importance sampling pˆIS(y) (3.22) estimator as starting
value. Moreover, we follow the choice of Deschamps [2008] to define the
importance density q(θ): it has the same parametric form as the prior,
but with moments that match the empirical posterior moments obtained
by MCMC. More details about the four information criteria are given in
Section 3.2.2.
Bayesian estimation of the Unobserved Components model 93
The comparison of the four information criteria presented in Table 5.2
could not be more obvious: the RW-AR(2) model minimizes the AIC, the
BIC and the DIC, and maximizes the logarithmic marginal likelihood. This
unanimity implies that the RW-AR(2) performs better than the other using
in-sample criteria. Specifically, on the one hand, Table 5.2 indicates that
a simple random walk process performs better than an integrated random
walk of order I(2) for modeling the permanent component. On the other
hand, the best length of the stationary autoregressive process for modeling
the transitory component is two.
5.4.3 Estimation results
Table 5.3 shows the means and standard deviations of priors and posteriors
of the four Unobserved Component models for the USD/CHF real exchange
rate index. The parameters of interest are the variances σ21 and σ
2
2. Indeed,
we would like to compare the weight of the permanent component with
that of the transitory component. The means of the posteriors of σ21 are
0.337 for the RW-AR(2) model and 0.553 for the RW-AR(3). These values
are almost a hundred times smaller for the RWI(2)-AR(r) models: 0.005 for
the RWI(2)-AR(2) and 0.006 for the RWI(2)-AR(3). This great difference
is due to the structure of the permanent component. We now consider
the means of the posteriors of σ22. Despite the fact that those values are
smaller than these of σ21 for the RW-AR(r) models, we can say that they
are relatively close for the four models and that they are obviously higher
than the means of the posteriors of σ21. So, the movement of the USD/CHF
real exchange rate is principally dictated by the transitory component.
Moreover, the means and standard deviations of the distributions of the
most prominent root of the autoregressive process are shown in Table 5.3.
Indeed, within each iteration, the most prominent root is calculated. For
the four models, the mean of the most prominent root is clearly inferior to
one. Of course, these values cannot exceed one because of the stationarity
condition introduced in the MCMC algorithm.
As we are particularly interested in comparing the representation of the
permanent component, the analysis is completed by Figure 5.1 and Figure
5.2. They plot the posterior distributions of the parameters of the Bayesian
estimation of the RW-AR(2) and RWI(2)-AR(2) models. The histograms
of both parameters σ21 do not have a Gaussian form.
An important byproduct of the MCMC algorithm used in this chapter is
the sample of the smoothed components. So, the means of all draws of the
unknown components pt, dt and ct for t = 1, ..., N,N + 1 are computed
and yield the Bayesian equivalent of the state smoother. Figure 5.3 and
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Figure 5.1: Histograms of p(σ21|y), p(σ22|y), p(φ1|y) and p(φ2|y) of the RW-
AR(2) model
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Figure 5.2: Histograms of p(σ21|y), p(σ22|y), p(φ1|y) and p(φ2|y) of the
RWI(2)-AR(2) model
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Figure 5.3: Posterior means of pt and ct of the RW-AR(2) model
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Figure 5.4: Posterior means of pt, dt and ct of the RWI(2)-AR(2) model
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Figure 5.4 show the smoothed values of the unknown components of
the RW-AR(2) and RWI(2)-AR(2) models. The upper-left part of these
figures compares the trend of the models, i.e. the smoothed values of the
permanent component, with the USD/CHF real exchange rate index series.
The trends of both models follow the same movements, but the one of the
RWI(2)-AR(2) model is wider and smoother. Recall that the trends are
interpreted as PPP in our unobserved components models. Hence, PPP
increases over time with a wave behavior. That is particularly obvious with
the RWI(2)-AR(2) model as its trend pick up only the long-term dynamics.
Finally, the smoothed values of the transitory components of both models
are almost the same.
5.5 Forecast evaluation
The purpose of this section is to evaluate the predictive performance of the
unobserved components models described above. In Bayesian context, the
uncertainty on future unobserved data is captured by predictive densities.
As for other models, the predictive densities of the unobserved components
models can be obtained by simulations. Given the simplified general nota-
tion of our unobserved components models (5.16) and (5.22):
yt = Zαt
αt+1 = Tαt + ut
where ut is iid N (0, H−1), for each posterior draw
(
H(s), T (s), α
(s)
N
)
and
for h = 1, ..., 6, we generate draws of the vector α(s)N+h|N from normal
distributions with expectations α∗N+h(T
(s),α∗N+h−1) and precision matrix
H(s), where α∗N+h−1 is the draw α
(s)
N if h = 1, and otherwise the previously
simulated value α(s)N+h−1|N . The draws y
(s)
N+h|N are given by the following
adaptation of the observation equation: y(s)N+h|N = Zα
(s)
N+h|N .
For example, the predictive densities of the RW-AR(1) model (5.15) are
obtained as follows: within one iteration s, we initialize p∗N and c
∗
N by
drawing p(s)N and c
(s)
N respectively from their posterior distribution. Then,
p∗N+h is drawn from the distribution N (p∗N+h−1, σ2(s)1 ) and c∗N+h from
N (φ(s)1 · c∗N+h−1, σ2(s)2 ), for h = 1, ..., 6. Finally, y(s)N+h|N is computed by
adding up p∗N+h and c
∗
N+h. Adapting this algorithm to any unobserved
components model is easily done.
Moreover, the state space models, and hence the unobserved components
models, have the advantage of providing the one-step ahead predictive
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Table 5.4: Efficiency tests of four models for the USD/CHF real exchange
rate index
Horizons
1a 2 3 4 5 6
RW-AR(2) 2.058 2.359 5.118 3.746 3.210 3.406
RWI(2)-AR(2) 3.992 4.333 7.707 5.850 5.281 6.311
Statistics MRESTAR(2,3) 1.279 1.881 5.021 3.810 3.711 4.153
ESTAR(2,3) 2.307 2.625 6.141 3.935 3.527 3.824
AR(2) 1.797 2.183 5.171 3.323 2.653 2.751
RW 3.821 3.594 1.856 2.126 1.789 2.108
RW-AR(2) 0.064 0.035 0.000 0.002 0.006 0.004
RWI(2)-AR(2) 0.001 0.001 0.000 0.000 0.000 0.000
P-values MRESTAR(2,3) 0.273 0.091 0.000 0.002 0.002 0.001
ESTAR(2,3) 0.039 0.021 0.000 0.001 0.003 0.002
AR(2) 0.107 0.050 0.000 0.005 0.019 0.016
RW 0.002 0.003 0.095 0.056 0.108 0.058
a: Analytical calculations for the UC models.
density analytically. Indeed, the full condition posteriors of the state
vectors αt are available until t = N + 1. Thus, the MCMC algorithm
provides the posterior distribution p(αN+1|y). Multiplying each draw of
this posterior by the matrix Z, we obtain the draws y(s)N+1|N . These draws is
used as the predictive density at horizon h = 1, y(s)N+1|N . Note that, in our
case, the analytical version of the predictive density at horizon h = 1 yields
more accurate results than the simulated one.
The predictive performance of the RW-AR(2) and RWI(2)-AR(2) models
is evaluated by comparing their out-of-sample forecasts with those of the
MRESTAR(2,3), ESTAR(2,3), AR(2) and simple RW models. The details
of the Bayesian estimation of AR(2) and RW are given in Appendix B.
The predictive performance of our models is solely analyzed with the
efficiency test by West and McCracken [1998]. This test was described
in Section 3.6.2 and uses, for 112 information sets, the median predictive
densities at horizons h = 2, ..., 6 and the median function of the posterior
distribution p(ZαN+1|y) instead of the predictive density at horizon
h = 1. All information sets begin with the observation 1973:01. The first
information set ends with the observation 1997:02 and the last one ends
with the observation 2006:12. Note that the DM test by Diebold and
Mariano [1995] was used and analyzed in the previous chapters, but is not
used in this chapter because of its lack of power.
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Table 5.5: BIC of the Bayesian estimates of a selection of models for the
USD/CHF real exchange rate index
Models BIC
ESTAR(2,2) 1977.233
ESTAR(2,3) 1963.219
ESTAR(3,3) 1971.529
ESTAR(4,3) 1976.074
MRESTAR(2,3) 1985.113
MRESTAR(3,3) 2000.583
MRESTAR(4,3) 2008.159
RW-AR(2) 2020.286
RW-AR(3) 2035.554
RWI(2)-AR(2) 2038.387
RWI(2)-AR(3) 2053.302
Table 5.4 shows the efficiency test statistics and p-values for the RW-AR(2),
RWI(2)-AR(2), MRESTAR(2,3), ESTAR(2,3), AR(2) and RW models.
The UC models are then compared to a selection of the models estimated in
the previous chapters. The RWI(2)-AR(2) obviously rejects the hypothesis
of efficiency for all horizons. On the other hand, the RW-AR(2) rejects the
null for all horizons, except h = 1. In this case, the RW-AR(2) is efficient
because the p-value of the efficiency test is 0.064. This model is not the
only efficient model for h = 1, the MRESTAR(2,3) and AR(2) models are
efficient too. At horizon h = 2, the MRESTAR(2,3) and AR(2) models
are the only efficient ones because their p-values are 0.091 and 0.050,
respectively. For h = 3, 4, 5, 6, all models reject the hypothesis of efficiency
except the RW model. Note that the ESTAR(2,3) model rejects the null
for all horizons. Hence, this model may be discarded for forecasting the
USD/CHF real exchange rate. These considerations tend to prove that a
particular UC model is as efficient as a three-regime ESTAR and a linear
autoregressive model for one-step ahead forecasts.
5.6 Conclusion
In this chapter, we analyzed a particular type of state space model from
a Bayesian point of view: the UC model. Our UC models contained both
a permanent and a transitory component. The permanent component was
described by two kinds of random walk processes: a simple random walk
and an integrated random walk of order I(2). The transitory component
was described by autoregressive processes of order r. Our results pointed
to the fact that the movements of the USD/CHF real exchange rate were
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principally dictated by the transitory component. Using in-sample criteria,
the model comparison indicated that the RW-AR(2) performed better than
the other UC models analyzed in this chapter.
On the other hand, a comparison between the information criteria of the
estimates of the ESTAR, MRESTAR and UC models allows us to evaluate
the in-sample fit of our UC models. Note that the marginal likelihood must
not be used because all models do not have the same prior distribution.
Moreover, between AIC, BIC and DIC, we choose to use BIC because it gives
an asymptotic approximation of marginal likelihood (see Kass and Raftery
[1995]). Hence, Table 5.5 summarizes the BIC values shown in Tables 3.2,
4.2 and 5.2. Obviously, the UC models perform worse than the MRESTAR
models which in turn perform worse than the ESTAR models. This result
confirms the well-known idea that BIC favors the more parsimonious models.
Concerning predictive performance, we showed that the RW-AR(2) model
was as efficient as the MRESTAR(2,3) and AR(2) models for one-step
ahead forecasts. Finally, the results of this chapter indicated that the
USD/CHF real exchange rate could be successfully decomposed into a
long-run component and a transitory component. The long-run component,
interpreted as PPP, is characterized by a stochastic trend. Hence, PPP may
vary over time and may have its own dynamics. These results are very en-
couraging and lead us to investigate this way of modeling the real exchange
rate, i.e. the decomposition into a permanent component and a transitory
component. So, the next chapter will extend the UC model in describing
the transitory component with an ESTAR process instead of an AR process.
Chapter 6
Bayesian estimation of the
Unobserved RW-STAR
Components model
This chapter is an extension of the previous one. Indeed, we describe,
estimate and evaluate the unobserved random walk and exponential smooth
transition autoregressive components (RW-ESTAR) model in a Bayesian
context. This is an extension because the AR process of the transition
component of the UC models described in Chapter 5 is replaced by an
ESTAR process. Hence, our interpretation of this new link between UC
and ESTAR models is as follows: the PPP relationship varies over time
following the permanent component when the transitory component is a
two-regime process. We would like to know whether, in the real exchange
rate context, this extension improves the performances of the models
estimated in previous chapters. To answer this question, we compare the
information criteria and predictive performances of all models estimated in
this thesis, including the RW-ESTAR.
The outline of this chapter is as follows. We set up the model in Section
6.1. The MCMC scheme is detailed in Section 6.2. In Section 6.3, the
RW-ESTAR model is applied to the USD/CHF real exchange rate index:
the Empirical Bayes method, a model comparison and an analysis of the
dynamic behavior are performed for the MCMC estimations. An evaluation
of the predictive performances of the RW-ESTAR model is given in Section
6.4 and the main results are summarized in Section 6.5.
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6.1 The model
The unobserved RW-STAR components model is an unobserved components
model with a random walk (RW) process for the permanent component
and a smooth transition autoregressive (STAR) process for the transitory
component. Remember that the STAR model is a nonlinear model where
the transition between two regimes is given by a continuous transition
function bounded between zero and one. In this chapter we focus on
those specifications (i) which possess an exponential transition function
characterized by the dth lag of the unobserved component and (ii) for which
both regimes are governed by an autoregressive process of length r (AR(r)).
Hence, our transitory component is an ESTAR(r,d) process.
The unobserved components model with a RW and an ESTAR(r,d) process
is given by:
yt = pt + ct
pt+1 = pt + w1,t
ct+1 = (φ1 · ct + φ2 · ct−1 + ...+ φr · ct−r+1) +
(θ1 · ct + θ2 · ct−1 + ...+ θr · ct−r+1) ·(
1− exp
[
− γ2 · (ct−d+1 − 0)2
])
+ w2,t
(6.1)
where w1,t follows an iid N (0, σ21) and w2,t an iid N (0, σ22). We suppose
that w1,t and w2,t are independent. The particular choice of the exponential
transition function implies that the transitory component possesses an
inner and an outer regime. Thus, when the variable ct−d+1 approaches
zero, the transitory component is in the inner regime and the series yt is
close to the long-run trend, i.e. the permanent component pt. When the
variable ct−d+1 moves away from zero, the transitory component is in the
outer regime and the series yt is far from its long-run trend, because the
transitory component is far from zero. The slope parameter γ2 measures
the smoothness of the transitions between the two regimes. The lower the
slope parameter, the smoother the switch between the two regimes. We
choose the squared form γ2 as in Deschamps [2008] to simplify the MCMC
algorithm.
6.2 Posterior simulator
This section describes the posterior simulator of a particular unobserved
components model: the two unobserved components model with a RW pro-
cess and an ESTAR(2,1) process:
Bayesian estimation of the Unobserved RW-STAR Components model 103
yt = pt + ct
pt+1 = pt + w1,t
ct+1 = (φ1 · ct + φ2 · ct−1)
+ (θ1 · ct + θ2 · ct−1) ·
(
1− exp
[
− γ2 · c2t
])
+ w2,t
(6.2)
where w1,t follows an iid N (0, σ21) and w2,t an iid N (0, σ22) and we assume
that the latter two terms are independent from each other. The model (6.2)
is a state space model, so it can be written in the following general notation
to simplify the use of the MCMC algorithm:
yt = Ztαt + t
αt+1 = T (αt) + ut
(6.3)
where t follows an iid N (0, σ2), but where its variance is null, i.e. σ2 = 0.
The state αt is the following vector of length p = 3:
αt =
 ptct
α3,t

and the state equation is a nonlinear function where:
T (αt) =

pt
(φ1 · ct + φ2 · α3,t) + (θ1 · ct + θ2 · α3,t) ·
(
1− exp[−γ2 · c2t ]
)
ct
.
Moreover, the following row vector Zt of length p remains constant over
time:
Zt = Z =
[
1 1 0
]
.
Finally, the vector ut of length p follows an iid N (0, H) and contains the
values w1,t and w2,t:
ut =
 w1,tw2,t
0
 and H =
 σ21 0 00 σ22 0
0 0 0
 .
The development of the state equation of the model (6.3) implies that it can
be written as follows:
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yt = pt + ct
pt+1 = pt + w1,t
ct+1 = (φ1 · ct + φ2 · α3,t)
+ (θ1 · ct + θ2 · α3,t) ·
(
1− exp
[
− γ2 · c2t
])
+ w2,t
α3,t+1 = ct.
(6.4)
6.2.1 The prior
The MCMC algorithm used to estimate the model (6.3) is a Gibbs sampler
iterating on the full conditional posteriors of four blocks: the scalars σ21 and
σ22, the vector β
′ = (φ1 φ2 θ1 θ2), the parameter γ and the vectors αt
for t = 1, ..., N .
Once the assumptions on the priors of the four blocks are formulated, the
posteriors are developed. The hypothesis of independence between ω1,t and
ω2,t and the structure of the state equations of the model (6.3) imply that
the RW process of the permanent component pt and the ESTAR(2,1) process
of the transitory component ct are treated independently. Therefore, we as-
sume an inverted Gamma prior on σ2i with shape and scale hyperparameters
ai and bi:
p(σ2i ) = bi
ai · 1
G(ai)
· σ−2(ai+1)i · exp
[
− bi
σ2i
]
, for i = 1, 2. (6.5)
In the case of the ESTAR(2,1) process, we assume an independent multi-
normal prior for the vector β′ = (φ1 φ2 θ1 θ2) with mean vector β and
precision matrix Vβ:
p(β) =
1
(2pi)4/2
·
∣∣∣Vβ−1∣∣∣−1/2 · exp [−12(β − β)′ Vβ (β − β)
]
. (6.6)
Moreover, we suppose an independent normal prior for parameter γ with
mean γ and variance σ2γ :
p(γ) =
1√
2pi
· 1
σγ
· exp
[
−(γ − γ)
2
2σ2γ
]
. (6.7)
The hyperparameters γ and σ2γ are chosen depending on the desired values
for E[γ2] and V [γ2].
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The fourth block is composed of the state vectors αt. As the state equations
of the model (6.3) are nonlinear, we use a special simulation smoother to
sample them. This is an adaptation of the simulation smoother of Durbin
and Koopman [2002] which employs the extended Kalman filter (EKF) de-
scribed by Koopman and Lee [2008]. The simulation smoother for nonlinear
state space models is described in Appendix D. The EKF provides approx-
imate estimates of the state by applying the standard Kalman filter to the
Taylor approximation of the nonlinear functions expanded around the es-
timated state from the filter. The first order approximation to the state
equation is given by:
αt+1 ≈ T (at|t) + T˜t · (αt − at|t) + ut.
In our case, the partial derivative of the function T (αt) in model (6.3) is
derived analytically:
T˜t =
∂T (αt)
∂α′t
∣∣∣∣∣
αt=at|t
=
 1 0 00 T22 T23
0 1 0

where:
T22 = φ1 +θ1 ·
(
1−exp[−γ2 ·c2t|t]
)
+(θ1 ·ct|t+θ2 ·α3,t|t)·2·γ2 ·ct|t ·exp[−γ2 ·c2t|t]
and:
T23 = φ2 + θ2 ·
(
1− exp[−γ2 · c2t|t]
)
.
The initialization of the simulation smoother is as follows: α1 ∼ N (a1, P1),
where a1 = (y1 0 · · · 0)′ and P1 is an identity matrix multiplied by the scalar
104. The hyperparameters used in the MCMC algorithm of model (6.2)
are chosen so that little prior information is introduced into the algorithm,
except for the parameter γ. We set a1 = 10−3, b1 = 10−3, a2 = 10−3,
b2 = 10−3. For the autoregressive parameters, β is a null vector and Vβ
is an identity matrix multiplied by the scalar 10−2. The parameter γ is
crucial in STAR models, therefore the hyperparameters γ and σ2γ must be
chosen carefully. Our data are of little information in that respect. Hence,
the prior must compensate for this lack of information. We use a purely
Bayesian technique called empirical Bayes method to address that issue
(see Section 6.3.1 for further details).
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6.2.2 The posterior
We now develop the expressions of the full conditional posteriors of each
block and then use them to generate random draws. The first step of the
Gibbs sampler is to run the simulation smoother for nonlinear state space
models in order to draw a sample of the full conditional posteriors of the
state vectors αt for t = 1, ..., N,N + 1, knowing the parameters σ21, σ
2
2, β
and γ. Then, the full conditional posteriors of the parameters σ2i are given
by:
p(σ2i |y, β, γ, α1, ..., αN+1) = biai ·
1
G(ai)
· σ−2(ai+1) · exp
[
− bi
σ2i
]
(6.8)
where:
ai = ai +
N
2
, for i = 1, 2
b1 = b1 +
1
2
N∑
t=1
(pt+1 − pt)2
and:
b2 = b2 +
1
2
N∑
t=1
(
ct+1 − (φ1 · ct − φ2 · α3,t)
− (β1 · ct − β2 · α3,t) ·
(
1− exp[−γ2 · c2t ]
))2
.
If γ and αt for t = 1, ..., N,N + 1 are known, the ESTAR(2,1) process of
model (6.4) becomes linear and has the form ct+1 = x′tβ + w2,t, where the
vector xt is:
xt =

ct
α3,t
F˜tct
F˜tα3,t

with F˜t ≡ 1− exp[−γ2 · c2t ]. Then, the full conditional posterior of β is given
by:
p(β|y, γ, σ22, α1, ..., αN+1) =
1
(2pi)4/2
·|V −1|−1/2·exp
[
−1
2
(β − β)′ V (β − β)
]
(6.9)
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where:
β = V −1
(
1
σ22
N∑
t=1
x′tct+1 + V β
)
and:
V =
1
σ22
N∑
t=1
xtx
′
t + V .
As the full conditional posterior of γ is nonstandard, we use the indepen-
dence chain Metropolis-Hastings (ICMH) algorithm as in Chapter 3. The
candidate generating density is a multivariate Student distribution. Con-
sidering the normal prior for γ, the kernel of the full conditional posterior
is:
κ∗(ϑ) = exp
[
− (γ − γ)
2
2σ2γ
− 1
2σ22
N∑
t=1
(
ct+1 − (φ1 · ct − φ2 · α3,t)
− (β1 · ct − β2 · α3,t) · F˜t
)2]
. (6.10)
The parameters for the candidate density of the independence chain
Metropolis-Hastings algorithm are estimated for each iteration as proposed
by Deschamps [2008]. For that purpose, we use the following first-order
Taylor expansion of the ESTAR(2,1) process of model (6.4) with F˜t around
γ∗:
y∗t = γx
∗
t + vt
where:
y∗t = ct+1 − (φ1 · ct + φ2 · α3,t)− (θ1 · ct + θ2 · α3,t)
(
F˜t − dF˜t
dγ
∣∣∣∣
γ∗
· γ∗
)
x∗t = (θ1 · ct + θ2 · α3,t)
dF˜t
dγ
∣∣∣∣
γ∗
.
The parameter γ∗ is an approximate solution to the Bayesian update equa-
tions:
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γ∗ = S−1γ
[
x′∗y∗
σ22
+
(
γ
σ2γ
)]
and Sγ =
x′∗x∗
σ22
+
1
σ2γ
(6.11)
where y∗ is the N×1 vector with elements y∗t and x∗ is the N×1 vector with
elements x∗t . Further iterations on (6.11) are used to find the approximate
solution. The vector of prior expectation is taken as a starting point. A
candidate γnew is drawn from a univariate Student density with kernel:
κ(γnew) =
[
1 +
Sγ
ν
· (γnew − γ∗)2
]− ν+1
2
(6.12)
and is accepted with probability:
α(γold, γnew) = min
[
κ(γold)
κ(γnew)
κ∗(γnew)
κ∗(γold)
, 1
]
(6.13)
where γold is the most recently drawn vector. The parameter ν, which
corresponds to the degree of freedom in (6.12), can be chosen by experi-
mentation to ensure a good acceptance rate of the candidate. In our case,
ν = 3 seems to be a good choice.
In Chapter 5, a stationary constraint was applied to the transitory compo-
nent following a proposition of Fru¨hwirth-Schnatter [2001]. Here, a similar
technique is used to force the ESTAR(2,1) process of model (6.2) to be
globally stationary. Indeed, the outer regime of the ESTAR(2,1) process
must be stationary, even though the inner regime can be explosive or have
a unit root. Thus, within an iteration of the Gibbs sampler, we repeat the
sampling of β until the stationarity condition is fulfilled. The stationarity
condition is verified by ensuring that the modulus of the most prominent
root of the outer regime of the ESTAR(2,1) process is inferior to one.
Finally, before any estimation, our MCMC algorithm is tested against any
analytical or coding errors following Geweke [2004].
6.3 MCMC estimation
The MCMC estimation is performed by running the algorithm for 50’000
iterations and discarding the first fifth as burn-in. The posterior dis-
tributions of the parameters are based on every 20th iteration to avoid
serial correlation across iterations. Therefore the analysis of the posteriors
relies on two thousand iterations. Chain convergence is checked using
the convergence diagnostic methodology proposed by Geweke [1992] (see
Chapter 3, Section 3.2).
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Figure 6.1: Marginal likelihood of the RW-ESTAR(2,1) model for a grid of
values of E[γ2]
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6.3.1 Empirical Bayes method
As Koop [2003] emphasizes, empirical Bayes methods involve estimating
prior hyperparameters from the data, rather than choosing values for them
or setting them to noninformative values. They allow to choose the prior
hyperparameters which maximize marginal likelihood. We apply these
methods to the two unobserved components RW-ESTAR(2,1) model in
this section, in particular for estimating the expectation E[γ2] of prior
distribution (6.7). The variance V [γ2] of this prior is fixed to 0.01 to
ensure algorithm convergence. Knowing the values E[γ2] and V [γ2], the
hyperparameters γ and σ2γ are easily calculated. The other parameters take
the value chosen in Section 6.2.1. Then, it is straightforward to adapt the
techniques described in Section 3.2.2 for estimating the marginal likelihood
of our model (6.3) for several values of E[γ2]. The marginal likelihood
is defined as p(y) =
∫
f(y|θ)p(θ)dθ, where f(y|θ) is the likelihood and
p(θ) the prior of the model. We choose to use the importance sampling
pˆIS(y) (3.22) with 10’000 iterations to estimate marginal likelihood because
this estimator converges faster than the optimal bridge sampling estimator
pˆBS(y) (3.21).
Figure 6.1 displays the marginal likelihood of the RW-ESTAR(2,1) model
over the range E[γ2] ∈ (0.15, 15.50). Note that the MCMC algorithm
does not converge when E[γ2] > 15.50. The analysis of Figure 6.1 shows
that marginal likelihood increases when E[γ2] grows until a maximum is
reached around 11.00. Therefore, the empirical Bayes method for the RW-
ESTAR(2,1) model finds E[γ2] = 11.00. This approach is used to estimate
E[γ2] in the other models considered.
Bayesian estimation of the Unobserved RW-STAR Components model 110
Table 6.1: Chain properties of the estimations of six RW-ESTAR models for
the USD/CHF real exchange rate index
RNE(σ21) RNE(σ
2
2) corr(σ
2
1) corr(σ
2
2)
RW-ESTAR(2,1) 0.242 0.909 0.810 0.004
RW-ESTAR(2,2) 0.251 1.023 0.840 0.009
RW-ESTAR(2,3) 0.645 1.142 0.216 -0.011
RW-ESTAR(3,1) 0.274 1.016 0.728 -0.003
RW-ESTAR(3,2) 0.249 0.773 0.762 0.000
RW-ESTAR(3,3) 0.747 0.996 0.147 0.000
RNE is the relative numerical efficiency and corr the first lag
autocorrelation of Markov chains.
6.3.2 Markov chain properties
Table 6.1 shows the efficiency properties and autocorrelation measures for
the Bayesian estimates of six RW-ESTAR models. Chapter 5 explains why
a careful analysis of the Markov chain of the parameters σ21 and σ
2
2 is im-
portant in this context. On the one hand, the first lag autocorrelations for
σ22 are close to zero for the six models, which implies well-mixing chains.
On the other hand, the first lag autocorrelations for parameter σ21 are quite
large (between 0.728 and 0.840) in all specifications, except in the RW-
ESTAR(2,3) and RW-ESTAR(3,3) models. For these models, autocorrela-
tion is small, 0.216 and 0.147 respectively. Thus, there is no autocorrelation
problem in the Markov chains. This analysis is confirmed in the RNE anal-
ysis. The RNEs for parameter σ22 are clearly higher than the ones for σ
2
1 in
all models except for the RW-ESTAR(2,3) and RW-ESTAR(3,3) ones. Both
models have high values of RNE for σ21 and σ
2
2. Hence, in both cases, the
Markov chains are particularly well-mixing.
6.3.3 Model comparison
In this section, we perform a comparison between six preselected models:
the RW-ESTAR(r,d) models, resulting from the combination of r=2,3 and
d=1,2,3. In a Bayesian context, a good way of discriminating between these
models is to compare their marginal likelihood. The latter combines prior
information and data information, and the importance sampling evaluation
pˆIS(y) of the marginal likelihood has already been implemented in the empir-
ical Bayes method in Section 6.3.1. Once the marginal likelihood is known,
we can find the optimal delay of the transition variable of the ESTAR pro-
cess and the optimal length of the autoregressive process of the transitory
component.
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The evaluation of marginal likelihood involves evaluating the likelihood func-
tion. Thus, the likelihood function itself is evaluated using the prediction
error decomposition given by Schweppe [1965] and described by Francke
et al. [2008]. This decomposition is based on the expression:
p(y|·) = p(y1|·) ·
N∏
t=2
p(yt|Yt−1, ·)
where Yt = (y1, ..., yt)′. The extended Kalman filter (D.2) yields the predic-
tion error vt = yt − E[yt|Yt−1] and the covariance matrix Ft = V [yt|Yt−1].
Then, Ft = V [vt] and the likelihood function can be written as:
p(y|·) = 1
(2pi)N/2
·
( N∏
t=1
|Ft|
)− 1
2 · exp
[
− 1
2
N∑
t=1
v′tF
−1
t vt
]
.
Table 6.2 shows the estimates for E[γ2] given by the empirical Bayes
method described in Section 6.3.1, the BIC and the marginal likelihood of
the RW-ESTAR(r,d) models. Our comparison is based only on marginal
likelihood because it allows to calculate the Bayes factors (BF). Then,
we use the Jeffrey’s scale to classify the evidence provided by the data
in favor of a model against another. More details were given in Section
3.2.2. The RW-ESTAR(r=2,d) models with d=1,2,3 perform better
compared to their r=3 counterparts because their log(pˆ(y)) are higher.
Moreover, RW-ESTAR(r,d=1) dominates the competing specifications
RW-ESTAR(r,d=2,3) in terms of logarithmic marginal likelihood. Globally,
the RW-ESTAR(2,1) maximizes the in-sample information criterion with
a value of log(pˆ(y)) = −25.213, but the RW-ESTAR(2,3) exhibits a
very close result. Indeed, the following transformed BF proposed by
Kass and Raftery [1995]: 2 x log(BF) = 2 x (–25.213 – (–25.700)) = 0.974
indicates a “not worth more than a bare mention” for the RW-ESTAR(2,1)
model relative to RW-ESTAR(2,3).
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Table 6.2: Logarithmic marginal likelihood of the estimations of six RW-
ESTAR models for the USD/CHF real exchange rate index
E[γ2] BIC log(pˆ(y))
RW-ESTAR(2,1) 11.00 2061.577 -25.213
RW-ESTAR(2,2) 11.00 2085.449 -26.315
RW-ESTAR(2,3) 7.00 2117.312 -25.700
RW-ESTAR(3,1) 5.00 2138.031 -29.985
RW-ESTAR(3,2) 11.00 2162.840 -33.025
RW-ESTAR(3,3) 5.00 2242.698 -31.607
E[γ2] is estimated using the empirical Bayes method.
6.3.4 Estimation results
Table 6.3 shows the means and standard deviations of priors and posteriors
in the RW-ESTAR(2,1) and RW-ESTAR(2,3) models for the USD/CHF
real exchange rate index. The posterior mean for σ21 is 0.637 in the
RW-ESTAR(2,1) case and 1.310 for the RW-ESTAR(2,3) model. Thus, the
residuals’ variance of the permanent component of the RW-ESTAR(2,3)
model is almost twice as high as that of the RW-ESTAR(2,1). This result is
confirmed in Figures 6.2 and 6.3. The posteriors mean of σ22 are obviously
higher than those of σ21. As described in Chapter 5, the movements of the
USD/CHF real exchange rate are principally dictated by the transitory
component. The autoregressive parameters φ1, φ2, θ1 and θ2 are analyzed
in Section 6.3.5. The posterior distributions of γ2 are very similar to the
prior distributions for both models. This reflects the limited information
contained in our data for this parameter in the RW-ESTAR models.
The analysis is completed by Figures 6.4 and 6.5. They plot the posterior
distributions of σ21, σ
2
2 and γ in the RW-ESTAR(2,1) and RW-ESTAR(2,3)
models. The histograms of parameter σ21 are not symmetrical, in particular
for the RW-ESTAR(2,1) model where the posterior of σ21 is shifted to the
left compared to the RW-ESTAR(2,3) model and seems to be truncated at
zero.
The means of all draws of the unknown components pt and ct for
t = 1, ..., N,N + 1 yield the so-called smoothed component. Thus, Figure
6.2 and Figure 6.3 show the smoothed values of the unknown components
in the RW-ESTAR(2,1) and RW-ESTAR(2,3) models respectively. The
upper-left part of these figures compares the trend of the models, i.e. the
smoothed values of the permanent component, with the USD/CHF real
exchange rate index series. The trends of both models follow the same
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Table 6.3: Results of the estimations of two RW-ESTAR models for the
USD/CHF real exchange rate index
RW-ESTAR(2,1) RW-ESTAR(2,3)
Prior Posterior Prior Posterior
σ21 imp
a 0.637 impa 1.310
(0.573) (1.457)
σ22 imp
a 7.157 impa 9.544
(3.869) (7.498)
φ1 0 0.746 0 1.105
(10) (6.851) (10) (4.311)
φ2 0 -0.362 0 -0.442
(10) (3.015) (10) (4.500)
θ1 0 0.552 0 -0.013
(10) (6.851) (10) (4.315)
θ2 0 0.048 0 0.339
(10) (3.019) (10) (4.504)
φ1 + θ1 0 1.299 0 1.092
(
√
200) (0.062) (
√
200) (0.105)
φ2 + θ2 0 -0.314 0 -0.103
(
√
200) (0.061) (
√
200) (0.105)
γ2 11.00 11.001 7.00 7.004
(0.1) (0.098) (0.1) (0.098)
Mean and standard deviation (in brackets) of priors
and posteriors; a: almost improper priors because the
hyperparameters of the Gamma are 10−3 but not nulls.
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Figure 6.2: Posterior means of pt and ct of the RW-ESTAR(2,1) model
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Figure 6.3: Posterior means of pt and ct of the RW-ESTAR(2,3) model
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Figure 6.4: Histograms of p(σ21|y), p(σ22|y) and p(γ2|y) of the RW-
ESTAR(2,1) model
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Figure 6.5: Histograms of p(σ21|y), p(σ22|y) and p(γ2|y) of the RW-
ESTAR(2,3) model
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Figure 6.6: Transition function of the RW-ESTAR(2,1) model
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Figure 6.7: Transition function of the RW-ESTAR(2,3) model
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Table 6.4: Dynamic behavior of two RW-ESTAR models for the USD/CHF
real exchange rate index
Regime Most prominent Modulus Frequency Period
roots
RW-ESTAR(2,1) I 0.373 ± 0.47i 0.601 0.90 6.97
O 0.977 0.977
(0.016)
RW-ESTAR(2,3) I 0.553 ± 0.37i 0.665 0.59 10.66
O 0.987 0.987
(0.012)
I is the inner regime, O is the outer regime; the standard deviations of
the most prominent roots are in brackets.
movement, but that of the RW-ESTAR(2,3) model has a higher amplitude.
This is most obvious in the upper-right part of these figures which plot
only the trend. The locations of the two trends are different. Indeed,
the trend of the RW-ESTAR(2,1) evolves between 93 and 99, whereas
that of the RW-ESTAR(2,3) evolves between 96 and 106. That makes a
difference because these trends are interpreted here as the equilibrium level
of the real exchange rate index. Indeed, it is interesting to note that the
value of PPP found when estimating the MRESTAR(2,3) model in Chap-
ter 4, i.e. 101.910, is in the range of the trend of the RW-ESTAR(2,3) model.
Figure 6.6 and Figure 6.7 show the transition function of the ESTAR
process compared to the posterior mean of the transitory component ct for
the RW-ESTAR(2,1) model and the RW-ESTAR(2,3) model respectively.
Both describe the typically inverse-bell shape of an ESTAR process, but
with a high value for slope parameter γ2.
6.3.5 Dynamic behavior
The analysis of the dynamic behavior of the transitory component is very
important in order to understand our Unobserved RW-STAR Components
model. The transitory component is a nonlinear process describing two
extreme regimes: an inner regime when the permanent component is
exactly equal to the series and an outer regime when the permanent
component is sufficiently far from the series. Thus, the characteristic roots
of the polynomial defined by the extreme regimes indicate if the regimes
are stable, explosive or have a unit root.
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Figure 6.8: USD/CHF real exchange rate index and transition function of
the RW-ESTAR(2,1) estimation
50
60
70
80
90
100
110
120
130
140
0.0
0.2
0.4
0.6
0.8
1.0
1975 1980 1985 1990 1995 2000 2005
y trend transition function
time
Figure 6.9: USD/CHF real exchange rate index and transition function of
the RW-ESTAR(2,3) estimation
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Table 6.4 shows the most prominent roots and moduli of the inner and
outer regimes of the transitory components. On the one hand, the
RW-ESTAR(2,1) model exhibits a cyclical movement in the inner regime
with periods of about 7 months. The modulus indicates that this regime
is not explosive. On the other hand, the outer regime of this model is
stable because its most prominent root is strictly under 1. Note that this
stability is imposed by the stationarity condition introduced in the MCMC
algorithm, but that the stationarity condition implies no value for the
convergence speed of the transitory process. So, when the USD/CHF real
exchange rate index is far from the permanent component, it converges
slowly towards it; and when the series get closer to this long-run trend, it
moves cyclically around it. Then, the series may diverge from the trend
only if the latter moves suddenly. As we can see in Figures 6.6 and 6.8, this
often occurs. Indeed, the USD/CHF real exchange rate index is far from
the long-run trend most of the time. The RW-ESTAR(2,3) model exhibits
the same movements in the inner and outer regimes compared to the
RW-ESTAR(2,1). The only significant difference is the cyclical movement
of the process in the inner regime, which has longer periods (between 10
and 11 months).
6.4 Forecast evaluation
This section compares the predictive performances of our RW-ESTAR
models with a selection of each type of model estimated throughout this
thesis.
In a Bayesian context, the uncertainty on future unobserved data is captured
by predictive densities. The predictive densities are obtained by simulations.
Let us give the simplified general notation of the unobserved RW-STAR
components model adapted from (6.3):
yt = Zαt
αt+1 = T (αt) + ut
where ut is iid N (0, H). For each posterior draw
(
H(s), T (·)(s), α(s)N
)
and for h = 1, ..., 6, a draw of the vector α(s)N+h|N is generated from a
normal distribution with expectation α∗N+h depending on T (α
∗
N+h−1)
(s)
and with covariance matrix H(s), where α∗N+h−1 is the draw α
(s)
N if
h = 1, and the previously simulated value α(s)N+h−1|N otherwise. The
draws y(s)N+h|N are given by the following adaptation of the observation
equation y(s)N+h|N = Z α
(s)
N+h|N . Note that one can analytically calculate the
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Table 6.5: Efficiency tests of four UC models for the USD/CHF real ex-
change rate index
Horizons
1a 2 3 4 5 6
RW-ESTAR(2,3) 1.042 1.828 4.790 2.679 2.961 2.885
Statistics RW-ESTAR(2,1) 3.214 4.378 2.617 1.587 2.648 1.983
RW-AR(2) 1.093 1.947 3.488 3.125 3.881 2.753
RWI(2)-AR(2) 2.699 4.274 4.334 4.923 5.214 5.166
RW-ESTAR(2,3) 0.389 0.129 0.001 0.036 0.023 0.026
P-values RW-ESTAR(2,1) 0.016 0.003 0.039 0.183 0.037 0.102
RW-AR(2) 0.364 0.108 0.010 0.018 0.006 0.032
RWI(2)-AR(2) 0.035 0.003 0.003 0.001 0.001 0.001
a: Analytical calculations.
one-step ahead predictive density of the RW-ESTAR models. As the full
conditional posteriors of the state vectors αt are available until t = N + 1,
the MCMC algorithm provides the posterior distribution p(αN+1|y). Thus,
the predictive density at horizon h = 1 is replaced by the application
p(ZαN+1|y).
In order to compare all models estimated in this thesis, the predictive
performances are evaluated solely using the efficiency test of West and
McCracken [1998] described in Section 3.6.2. This test uses, for 112 infor-
mation sets, the median of the predictive densities at horizons h = 2, ..., 6
and the median of the posterior distribution p(ZαN+1|y) instead of the
predictive density at horizon h = 1. All information sets begin with the
observation 1973:01. The first information set ends with the observation
1997:02 and the last information set ends with the observation 2006:12.
Our analysis begins with a comparison between a selection of our UC
models. Indeed, it is interesting to determine which UC models are efficient
compared to the others. Thus, Table 6.5 shows the efficiency test statistics
and p-values for four UC models estimated in this chapter and in Chapter
5: the RW-ESTAR(2,1), RW-ESTAR(2,3), RW-AR(2) and RWI(2)-AR(2)
models. On the one hand, the RW-ESTAR(2,1) and RW-AR(2) do not
reject the hypothesis of efficiency at horizons h = 1 and h = 2, but reject
it otherwise. On the other hand, the RW-ESTAR(2,3) is the only efficient
model for h = 4 and h = 6. Moreover, the RWI(2)-AR(2) rejects the
null at all horizons. Hence, compared to the UC models estimated in
Chapter 5, the new UC models developed in this chapter either have the
same predictive performance (for h = 1 and h = 2) or a better predictive
performance (for h = 4 and h = 6).
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Table 6.6: Efficiency tests of six models for the USD/CHF real exchange
rate index
Horizons
1a 2 3 4 5 6
RW-ESTAR(2,1) 3.103 2.617 6.243 4.986 4.015 4.805
RW-ESTAR(2,3) 3.893 2.043 3.224 3.685 4.069 3.773
Statistics RW-AR(2) 2.886 2.531 6.436 6.173 4.838 4.687
MRESTAR(2,3) 2.572 1.946 6.401 5.988 4.486 4.328
AR(2) 2.977 2.701 6.740 5.771 4.341 4.126
RW 8.678 2.896 1.235 1.903 2.226 2.177
RW-ESTAR(2,1) 0.008 0.021 0.000 0.000 0.001 0.000
RW-ESTAR(2,3) 0.002 0.066 0.006 0.002 0.001 0.002
P-values RW-AR(2) 0.012 0.025 0.000 0.000 0.000 0.000
MRESTAR(2,3) 0.023 0.080 0.000 0.000 0.000 0.001
AR(2) 0.010 0.018 0.000 0.000 0.001 0.001
RW 0.000 0.012 0.294 0.087 0.046 0.051
a: Analytical calculations for the UC models.
It is interesting now to compare the predictive performances of the models
estimated throughout this thesis. Table 6.6 shows the efficiency test
statistics and p-values for a selection of six models: the RW-ESTAR(2,1),
RW-ESTAR(2,3), RW-AR(2), MRESTAR(2,3), AR(2) and RW models.
We select the three UC models because of the results shown in Table 6.5.
The analysis carried out in Chapter 4 shows that the MRESTAR(2,3)
model has good predictive performances. Moreover, both linear models
are considered as benchmarks. At horizon h = 1, all models reject the
null hypothesis of efficiency at the 5% level. Nevertheless, in looking
at p-values more precisely, three groups can be distinguished: first, the
RW-ESTAR(2,3) and RW models obviously reject the null; second, the
RW-ESTAR(2,1), RW-AR(2) and AR(2) models have p-values around 1%;
third, the MRESTAR(2,3) has the highest p-value (2.3%). Hence, only the
MRESTAR(2,3) model does not reject the hypothesis of efficiency at the
1% level. This is tenuous evidence for the good predictive performance of
the MRESTAR(2,3) model. The results are more obvious at horizon h = 2:
the RW-ESTAR(2,3) and MRESTAR(2,3) models are both efficient at the
5% level. So, for forecasting the USD/CHF real exchange rate on a short
horizon, the MRESTAR(2,3) model seems to be the better choice. For
h = 3, ..., 6, the p-values of the RW model are the only values exceeding or
approaching the 5% level.
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Table 6.7: BIC of the Bayesian estimates of a selection of models for the
USD/CHF real exchange rate index
Models BIC
AR(2) 1967.387
ESTAR(2,3) 1963.219
MRESTAR(2,3) 1985.113
RW-AR(2) 2020.286
RW-ESTAR(2,1) 2061.577
RW-ESTAR(2,3) 2117.312
6.5 Conclusion
The RW-ESTAR model studied in this chapter was an UC model specif-
ically designed for the real exchange rate context: the real exchange
rate tends to converge toward an intertemporal equilibrium level but
this target level may vary over time. We studied the application of the
RW-ESTAR model to the USD/CHF real exchange rate index in a Bayesian
context. The model comparison indicated that the RW-ESTAR(2,1)
and RW-ESTAR(2,3) performed better than the other UC models pres-
elected for our analysis using the marginal likelihood criterion, but that
the Bayes factor could not discriminate obviously between these two models.
A comparison between the information criteria of all models estimated
throughout this thesis allows us to evaluate the in-sample fit of our models.
Note that the marginal likelihood must not be used because all models do
not have the same prior distribution. Moreover, between AIC, BIC and
DIC, we choose to use BIC because it gives an asymptotic approximation
of marginal likelihood (see Kass and Raftery [1995]). Hence, Table 6.7
summarizes the values of BIC showed in Tables 3.2, 4.2, 5.2 and B.1. The
choice of the models shown in Table 6.7 is based on marginal likelihood.
The ESTAR(2,3) model performs better than the other models. This result
confirms the well-known idea that BIC favors the more parsimonious models.
The behaviors of the trend of the UC models estimated in this thesis were
compared in order to appreciate the improvement provided by the RW-
STAR models. The behaviors of the trend of the RW-AR(2) model estimated
in Chapter 5 and the RW-ESTAR(2,1) model estimated in this chapter were
very similar (see Figure 5.3 and Figure 6.8). On the other hand, the RW-
ESTAR(2,3) (Figure 6.9) exhibited a wider trend movement.
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Concerning predictive performance, we showed that the MRESTAR(2,3)
model may be considered as efficient for one-step ahead forecasts com-
pared to a selection of the best models estimated throughout this thesis.
This was tenuous evidence for the good predictive performance of the
MRESTAR(2,3) model. For two-step ahead forecast, the RW-ESTAR(2,3)
and MRESTAR(2,3) were obviously both efficient and for longer-step
forecasts, the RW was the only efficient model. Hence, the extension
described in this chapter improved, in the real exchange rate context, the
performances of the models estimated in previous chapters.

Chapter 7
Conclusion
The econometric modeling of real exchange rates is a broad topic. Hence,
a thesis on the behavior of the real exchange rate necessarily involves
focusing solely on parts of the topic. Following our own personal interests,
we focused on modeling the real exchange rate by two methods: (i) we
studied the smooth transition autoregressive (STAR) models to investigate
whether the real exchange rate was a multiple regime process and (ii) we
analyzed the unobserved components models to investigate whether the
purchasing power parity (PPP) relationship varied over time. Note that
other models were investigated. For example, a Markov switching autore-
gressive (MS-AR) model was implemented following Engel and Hamilton
[1990], but the MS-AR model yielded results that were not very encouraging.
In Chapter 2, we analyzed the USD/CHF real exchange rate index with unit
root tests and found that the series was stationary with the most powerful
test available. We discussed specification, estimation and evaluation of the
STAR model in a frequentist context. In order to discriminate between
STAR models, we first used the methodology proposed by Tera¨svirta [1994],
but, according to the author of this thesis, it was unreliable and inconsistent.
Second, we discriminated between STAR models using information criteria.
This methodology was problematic because our new estimation algorithm
did not converge for all models. Nevertheless, we could discard some
STAR models, including some exponential STAR (ESTAR) models and all
logistic STAR (LSTAR) models. Then, the misspecification tests developed
by Eitrheim and Tera¨svirta [1996] were applied in order to discard more
models. Thus, the ESTAR(2,3) model was the best STAR model, in the
sense of best fit. Finally, the analysis of predictive performances indicated
that the ESTAR(2,3) was beaten by the ESTAR(3,1) model. The predictive
performances also highlighted that the number of forecasts influences the
Diebold and Mariano [1995] test.
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We studied the ESTAR model in a Bayesian context in Chapter 3. The
reader has been able to appreciate the advantages of using the Bayesian
method to estimate and evaluate such models. In particular, the Bayesian
method offered some tools, such as marginal likelihood, for discriminating
between models or posterior predictive p-values for judging model ade-
quacy. Moreover, despite convergence difficulties when the priors were not
sufficiently informative, the Bayesian method did not encounter problems
like the frequentist method did when maximizing the likelihood function.
Based on preliminary work, we chose to focus only on four ESTAR models
for the application to the USD/CHF real exchange rate index. The
model comparison and misspecification tests allowed to designate the
ESTAR(2,3) model as the model having the best fit. Concerning predictive
performances, our analysis indicated first that the efficiency test was more
powerful than the DM test and, second, that the ESTAR(2,3) model was
not the best choice for forecasting the real exchange rate. Indeed, this
model did not pass the efficiency test for all horizons certainly because
the process spent most of its time in one regime only. The analysis also
revealed that the serial independence test by Eitrheim and Tera¨svirta [1996]
was useful for detecting the autocorrelation problem in our models. From
an economic point of view, the results obtained in Chapter 3 indicated
that the real exchange rate between Switzerland and the United States
was mean-reverting and that it rarely reached PPP. It even seemed that
it converged to a value below PPP. This contradiction motivated further
investigations through improving the ESTAR model by adding a third
regime that described the behavior of the real exchange rate around the
convergence point of the current process.
In Chapter 4, we studied the performances of the multiple regime expo-
nential smooth transition autoregressive (MRESTAR) model, an extension
of the ESTAR model, in a Bayesian context. A comparison between the
information criteria of three preselected MRESTAR models allowed to
designate the MRESTAR(2,3) model as the best one, in the sense of best
fit. Nevertheless, comparing the MRESTAR models’ BIC estimated in
this chapter and the ESTAR models’ BIC estimated in Chapter 3, we
noted higher values when a third regime was assumed. According to this
in-sample criterion, our extension was not an improvement on the ESTAR
model. The analysis of the predictive performances of the MRESTAR(2,3)
model confirmed the lack of power of the DM test. On the other hand, the
efficiency test indicated that the MRESTAR(2,3) model was efficient at one
and two-month horizons. Compared to the ESTAR(2,2), AR(2) and RW
models, the MRESTAR(2,3) model was even the only efficient model for
one-step ahead forecasts. Hence, our three-regime model improved forecast
accuracy. Our investigations confirmed a theoretical economic result: the
USD/CHF real exchange rate was mean-reverting and converged toward
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the PPP represented by the threshold parameter of the second inner regime
of the MRESTAR model. On the other hand, we provided no economic
interpretation for the threshold parameter of the first inner regime of this
model. It remained an open issue.
In Chapter 5, we analyzed a particular type of state space model from a
Bayesian point of view: the unobserved components (UC) models. Our UC
models contained both a permanent and a transitory component. The per-
manent component was described by two kinds of random walk processes:
a simple random walk and an integrated random walk of order I(2). The
transitory component was described by autoregressive processes of order r.
Our results pointed to the fact that the movements of the USD/CHF real
exchange rate were principally dictated by the transitory component. Using
in-sample criteria, the model comparison indicated that the RW-AR(2)
performed better than the other UC models analyzed in this chapter. On
the other hand, a comparison between BICs of the ESTAR, MRESTAR and
UC models indicated that UC models performed worse than MRESTAR
models which in turn performed worse than ESTAR models. Concerning
predictive performance, we showed that the RW-AR(2) model was as
efficient as the MRESTAR(2,3) and AR(2) models for one-step ahead
forecasts. Finally, the results of this chapter indicated that the USD/CHF
real exchange rate could be successfully decomposed into both a long-run
and a transitory component. The long-run component, interpreted as PPP,
was characterized by a stochastic trend. Hence, PPP could vary over time
and could have its own dynamics. These results were very encouraging and
led us to investigate this way of modeling the real exchange rate, i.e. the
decomposition into both a permanent and a transitory component. The
next step was describing the transitory component with an ESTAR process
instead of with an AR process.
The unobserved random walk and exponential smooth transition autore-
gressive components (RW-ESTAR) model studied in Chapter 6 was an
UC model specifically designed for the real exchange rate context: the
real exchange rate tended to converge toward an intertemporal equilibrium
level but this target level could vary over time. Hence, we studied the
application of the RW-ESTAR model to the USD/CHF real exchange
rate index in a Bayesian context. The model comparison indicated that
the RW-ESTAR(2,1) and the RW-ESTAR(2,3) performed better than the
other UC models preselected for our analysis using the marginal likelihood
criterion, but the Bayes factor could not discriminate obviously between
these two models. On the other hand, a comparison between the BICs
of the models estimated throughout this thesis allowed us to evaluate the
in-sample fit of our models: the ESTAR(2,3) model performed better than
the other models. Concerning predictive performance, we showed that
Conclusion 128
the MRESTAR(2,3) model could be considered as efficient for one-step
ahead forecasts compared to a selection of the best models estimated
throughout this thesis. This was tenuous evidence for the good predictive
performance of the MRESTAR(2,3) model. For two-step ahead forecasts,
the RW-ESTAR(2,3) and MRESTAR(2,3) were obviously both efficient
and for longer-step forecasts, the RW was the only efficient model. Hence,
the extension described in this last chapter improved, in the real exchange
rate context, the performances of the models estimated in previous chapters.
Suggestions for further work
First, from an economic point of view, the interpretation of the MRESTAR
model in Chapter 4 is questionable because it provides no explanation
about the first inner regime. Hence, explanations about the first inner
regime should be found using theoretical works.
Second, the error terms for the unobserved components models described
in Chapters 5 and 6 are supposed to be independent from each other. It
might be interesting to relax this assumption.
Finally, in terms of data, we chose to use only the monthly USD/CHF real
exchange rate index in all our applications. In order to provide more general
results, all models could be applied to other currency couples as in Sarantis
[1999].
Appendix A
Monte Carlo study of the
STAR models
The purpose of this appendix is to show that the first step of the specifica-
tion procedure proposed by Tera¨svirta [1994] is not reliable and can lead
to wrong choices. The first step consists in using the minimization of an
information criterion on linear autoregressive models to select the value
of parameter p in the STAR(p, d) model. We therefore construct a Monte
Carlo study in generating six STAR models with various parameters and
applying the mentioned method to select parameter p. We can then know
the frequency of right choices and wrong choices for each specified model.
We consider the following data generating process (DGP) based on a general
STAR(p, d) model:
yt = φ′xt + θ′xtF (γ, c; yt−d) + ut (A.1)
and F (γ, c; yt−d) = (exp{−γ(yt−d − c)})−1 (A.2)
or F (γ, c; yt−d) = 1− exp{−γ(yt−d − c)2} (A.3)
where xt = [1, yt−1, ..., yt−p]′, φ and θ are vectors of autoregressive param-
eters of length p + 1, and ut ∼ N (0, σ2). Six models are generated with
different values of parameters φ, θ, γ, c, p and d. These models, described
in Table A.1, are based (with sometimes a few adjustments) on existing
literature models or on our own created models. For each model 5’000 repli-
cations are simulated with σ = 0.02, 0.2 or 1, and the sample size T is 100
or 400. Moreover, the first 200 observations are discarded in order to avoid
initialization effects. For each replication two criteria are applied to choose
the lag of the linear autoregression of the STAR model. We use the most
common information criteria: the AIC (Akaike [1974]) and BIC (Schwarz
[1978]). Note that the value of parameter d is 3 for all six models, but the
results of this Monte Carlo study are not affected by this parameter.
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Table A.1: Description of the six models used as DGP for the Monte Carlo
study of Tables A.2 and A.3
A B C D E F
φ0 -0.19 0.0 -0.047 163.941 0.02 -2830.11
φ1 0.9 1.8 0.651 -0.552 0.9 -1.00
φ2 – -1.06 0.291 – -0.265 1.47
φ3 – – 0.046 – – 24.79
θ0 0.38 0.02 -0.050 -162.879 7.02 2831.63
θ1 0.0 -0.9 0.577 1.542 -1.6 2.32
θ2 – 0.795 -0.323 – 0.415 -1.85
θ3 – – -0.279 – – -24.75
γ 10 100 3.153 0.616 3 1.82
c 0 0.02 -3 115.712 4 166.08
transition LSTAR LSTAR LSTAR ESTAR ESTAR ESTAR
p 1 2 3 1 2 3
d 3 3 3 3 3 3
source Lund.a Tera¨s.b Desch.c own Tera¨s.b own
a: Lundbergh and Tera¨svirta [2002]; b: Tera¨svirta [1994]; c: Deschamps
[2008].
The results are shown in Tables A.2 and A.3. First, Table A.2 refers to
LSTAR models. Model A is an LSTAR(1,3) model, therefore the method
can not choose a value for p less than the right choice. As a general rule,
we see that right choice frequency is relatively high when σ is 0.02 or 0.2.
But when σ increases, right choice frequency falls. This is particularly
true for models A and B. On the other hand, model C yields a low right
choice frequency with both criteria. As an example, when N=100 and
σ=0.02, the AIC criterion selects the right lag in only 12.5% of cases and
the BIC criterion in only 12.1% of cases. Second, Table A.3 refers to
ESTAR models. Model D is an ESTAR(1,3) model, we note again that
right choice frequency falls when σ increases. But we do not observe this
with models E and F, because their right choice frequency is low in all cases.
Finally, it appears clearly that the BIC criterion selects the parameter p of
the DGP more frequently than the AIC in all cases. However, we cannot
determine whether this method tends to select a lag greater or smaller
than the right lag. We can therefore say, as a conclusion to this appendix,
that the assertion above seems suitable: the use of information criteria to
determine the lag of the STAR model is not reliable, in particular if the
standard deviation of the error is high.
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Table A.2: Selection frequency of autoregression lag in the Monte Carlo
study for several LSTAR models
AIC BIC
model N σ <a =b >c < = >
A 100 0.02 – 85.5 14.5 – 86.3 13.7
0.2 – 63.0 37.0 – 82.4 17.6
1 – 0.0 100.0 – 44.4 55.6
400 0.02 – 84.6 15.4 – 85.4 14.6
0.2 – 64.2 35.8 – 85.0 15.0
1 – 0.0 100.0 – 62.4 37.6
B 100 0.02 7.3 83.2 9.5 8.0 84.1 7.9
0.2 0.0 59.1 40.9 0.1 85.6 14.4
1 0.0 0.0 100.0 0.0 35.4 64.6
400 0.02 0.0 88.3 11.7 0.0 90.1 9.9
0.2 0.0 53.4 46.6 0.0 85.3 14.7
1 0.0 0.0 100.0 0.0 66.1 33.9
C 100 0.02 81.7 12.5 5.8 82.5 12.1 5.4
0.2 58.8 16.0 25.2 80.0 12.3 7.7
1 0.0 0.0 100.0 39.2 13.2 47.6
400 0.02 50.5 42.7 6.8 51.5 42.3 6.2
0.2 44.6 22.3 33.1 67.8 21.3 10.9
1 0.0 0.0 100.0 49.9 23.5 26.6
a: frequency of selecting a lag smaller than the right lag ; b:
frequency of selecting the right lag ; c: frequency of selecting a lag
greater than the right lag.
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Table A.3: Selection frequency of autoregression lag in the Monte Carlo
study for several ESTAR models
AIC BIC
model N σ <a =b >c < = >
D 100 0.02 – 77.8 22.2 – 78.5 21.5
0.2 – 59.9 40.1 – 78.4 21.6
1 – 0.0 100.0 – 39.3 60.7
400 0.02 – 78.8 21.2 – 79.4 20.6
0.2 – 62.3 37.7 – 80.2 19.8
1 – 0.0 100.0 – 62.4 37.6
E 100 0.02 0.0 0.0 100.0 0.6 0.1 99.3
0.2 0.0 0.0 100.0 6.5 1.4 92.1
1 0.0 0.0 100.0 10.9 10.9 78.2
400 0.02 0.0 0.0 100.0 0.0 0.0 100.0
0.2 0.0 0.0 100.0 0.0 0.0 100.0
1 0.0 0.0 100.0 6.8 28.5 64.6
F 100 0.02 87.0 7.0 6.0 88.0 6.3 5.7
0.2 62.4 14.0 23.7 84.7 8.2 7.0
1 0.0 0.0 100.0 44.2 12.1 43.7
400 0.02 84.7 8.8 6.5 85.8 7.9 6.2
0.2 60.7 17.6 21.7 85.7 8.3 6.0
1 0.0 0.0 100.0 69.9 16.6 13.5
a: frequency of selecting a lag smaller than the right lag ; b:
frequency of selecting the right lag ; c: frequency of selecting a lag
greater than the right lag.
Appendix B
Bayesian estimation of linear
models
The purpose of this appendix is to describe the MCMC estimation of an
autoregressive model (AR) and a simple random walk model (RW).
B.1 Autoregressive model
The autoregressive model is:
yt = φ′xt + ut ut ∼ N (0 , σ2) (B.1)
where xt = [1, yt−1, . . . , yt−p]′ is a vector of the lags of the dependent variable
including the constant term. Given this model, the likelihood is:
p(y|φ, σ2) = 1
(2pi)T/2
· 1
σT
· exp
[
− u
′u
2σ2
]
(B.2)
where u is the vector of the ut(y) and T is the sample size.
We assume a multinormal prior on φ with expectation vector φ and precision
matrix V :
φ ∼ N (φ , V −1) (B.3)
p(φ) =
1
(2pi)(p+1)/2
· |V −1|−1/2 · exp
[
−1
2
(φ− φ)′ V (φ− φ)
]
(B.4)
and an independent inverted Gamma prior on σ2 with shape and scale pa-
rameters a and b:
p(σ2) = ba · 1
G(a)
· σ−2(a+1) · exp
[
− b
σ2
]
(B.5)
where G(·) is the gamma function.
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Table B.1: Information criteria of the Bayesian estimates of AR models for
the USD/CHF real exchange rate index
Models AIC BIC DIC log(pˆ(y))
AR(1) 2000.099 2012.126 1999.252 -1020.820
AR(2) 1951.362 1967.387 1951.333 -1017.729
AR(3) 1945.776 1965.796 1945.857 -1023.845
AR(4) 1942.494 1966.503 1942.405 -1031.095
AR(5) 1939.627 1967.620 1939.625 -1038.563
AR(6) 1937.362 1969.334 1937.322 -1046.293
AR(7) 1931.424 1967.360 1931.393 -1052.240
AR(8) 1920.843 1960.758 1920.871 -1055.922
AR(9) 1916.407 1960.285 1916.324 -1062.593
AR(10) 1914.153 1961.991 1914.047 -1070.304
AR(11) 1908.011 1959.802 1908.083 -1076.156
AR(12) 1906.171 1961.911 1906.141 -1084.088
log(p(y)) is the logarithmic marginal likelihood.
The full conditional posteriors of φ and σ2 are analytically known. We can
then use the Gibbs sampler to produce random draws of the posterior.
The full conditional posterior of φ is given by:
p(φ|y, σ2, γ, c) = 1
(2pi)(p+1)/2
·|V −1|−1/2·exp
[
−1
2
(φ− φ)′ V (φ− φ)
]
(B.6)
with φ = V −1( 1
σ2
X ′y + V φ) and V = 1
σ2
X ′X + V ,
and the full conditional posterior of σ2 is given by:
p(σ2|y, φ, γ, c) = ba · 1
G(a)
· σ−2(a+1) · exp
[
− b
σ2
]
(B.7)
with a = a+ T2 and b = b+
1
2(y −Xφ)′(y −Xφ).
Table B.1 compares the standard information criteria and the logarithmic
marginal likelihood of autoregressive models with p = 1, ..., 12. The latter
is obtained using the bridge sampling estimator of Meng and Wong [1996].
The AR(12) minimizes the AIC and the DIC, while the AR(11) minimizes
the BIC and the AR(2) maximizes the logarithmic marginal likelihood.
Despite divergent results, the AR(2) model is considered as the best because
logarithm marginal likelihood is the highest. Indeed the marginal likelihood
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is the best way for discriminating between models if these ones have the
same prior distribution. It allows to obtain the Bayes factor (BF), which
is the ratio of the marginal likelihood of two models. The Jeffrey’s scale is
then used to classify the evidence provided by the data in favor of a model
against another. The following transformed Bayes factor proposed by Kass
and Raftery [1995]: 2 x log(BF) = 2 x (–1017.729 – (–1076.156)) = 116.854
indicates a “very strong” evidence for the AR(2) model relative to AR(11).
The transformed BF of AR(2) against AR(12) is even greater with a value
of 132.718.
B.2 Random walk model
The simplest random walk model can be written as follow:
yt = yt−1 + ut ut ∼ N (0 , σ2) (B.8)
or
∆yt ≡ yt − yt−1 = ut. (B.9)
Given this model, the likelihood is:
p(∆y|σ2) = 1
(2pi)T/2
· 1
σT
· exp
{
−∆y
′∆y
2σ2
}
(B.10)
where ∆y is the vector of the ∆yt.
We assume an inverted Gamma prior on the only parameter of the model
σ2 with shape and scale parameters a and b:
p(σ2) = ba · 1
G(a)
· σ−2(a+1) · exp
{
− b
σ2
}
(B.11)
where G(·) is the gamma function.
Then, it is straightforward to obtain the posterior of σ2:
p(σ2|∆y) ∝ σ−2(a+1) · σ−T · exp
{
− b
σ2
− ∆y
′∆y
2pi2
}
(B.12)
and defining a = a+ T2 and b = b+
∆y′∆y
2 , the distribution:
σ2|∆y ∼ IG(a , b). (B.13)
Finally, the draws of σ2|∆y are simulated by Monte Carlo methods.

Appendix C
Algorithm of the simulation
smoother for linear state
space models
In this appendix, some details are given about the algorithm of the simula-
tion smoother used in the Bayesian estimation of Unobserved Component
Models of Chapter 5.
Consider the following general state space model:
yt = Ztαt + t, t ∼ N (0, Ht)
αt+1 = Ttαt +Rtηt, ηt ∼ N (0, Qt) (C.1)
where t = 1, ..., N , yt is an m× 1 vector of observations, αt is a p× 1 state
vector and t and ηt are vectors of disturbances. Matrices Zt, Tt, Rt, Ht and
Qt are assumed to be known. Moreover, one assumes that α1 ∼ N (a1, P1),
where a1 and P1 are known.
The aim of the algorithm developed by Durbin and Koopman [2002] is to
draw random vectors α˜ from the conditional distribution p(α|y), where α
is the state vector defined above. As the distribution p(α|y) is unknown,
the basic idea is to obtain α˜ by drawing vectors from the multivariate
normal N (0, A) and adding a known vector αˆ defined below. An important
property of the matrix A = V [α|y] is to not depend on y. The proof of
this is given by Theorem 2.5.1 in Anderson [2003] which states that the
covariance matrix of the conditional distribution of the subvector X(1)
given X(2) = x(2) is Σ(12) = Σ11 −Σ12Σ−122 Σ21, where X(1) and X(2) are the
subvectors of a given vector X following a multivariate normal N (µ,Σ),
and where Σ is divided into four submatrix Σ11, Σ12, Σ21 and Σ22. So, the
covariance matrix Σ12 does not depend on the vector x(2).
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Define α˜ = αˆ + α+ − αˆ+, where αˆ+ = E [α+|y+]. α+ and y+ are compute
using the model (C.1) and the vector of disturbance w+ drawn from
the distribution p(w), where w = (′1, η′1, ..., ′N , η
′
N )
′. The conditional
expectation of the vector α˜ given y is:
E [α˜| y] = E [αˆ+ α+ − αˆ+|y]
= E [α+ − αˆ+|y] + αˆ
= αˆ.
As (α+ − αˆ+) is independent of y, E [α+ − αˆ+|y] = 0. The variance of α˜
given y is:
V [α˜| y] = V [αˆ+ α+ − αˆ+|y]
= V
[
E [α|y] + α+ − E [α+|y+] |y
]
= V [α+|y].
Moreover, the independence between A and y implies that
V [α+|y] = V [α+], and as α+ is drawn from p(w), we have V [α+] = V [α].
Considering all these calculations we can say that V [α˜|y] = A.
Finally, as E [α˜|y] = αˆ and V [α˜|y] = A, drawing from α˜ is equivalent to
drawing a vector from a multivariate normal N (0, A) and add αˆ. This is
also equivalent to draw a vector form p(α|y).
Knowing that the vector α˜ can be drawn using the vectors αˆ, αˆ+ and α+,
the question is how to compute these three vectors. On the one hand,
the vector α+ is obtained by means of its definition above. This is easily
achieve drawing a vector w+ from the distribution p(w) and generating the
elements of the vector α+ using recursively the model (C.1). On the other
hand, the vectors αˆ and αˆ+ are obtain by smoothing the vectors α and α+.
Durbin and Koopman [2002] use in their algorithm the state smoother of
Koopman [1993]. The method of state smoothing consists of three steps.
First, application of the Kalman filter, given by the following equations for
the model (C.1):
vt = yt − Ztat, Ft = ZtPtZ ′t +Ht, Kt = TtPtZ ′tF−1t
Lt = Tt −KtZt, at+1 = Ttat +Ktvt
Pt+1 = TtPtL′t +RtQtR′t
(C.2)
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for t = 1, ..., N with a1 and P1 as the mean vector and variance matrix of
the initial state vector α1. Second, the following disturbance smoother is
used to compute the vector:
wˆt =
[
HtF
−1
t −HtK ′t
0 QtR′t
](
vt
rt
)
, wˆ = (wˆ′1, ..., wˆ
′
N )
′ (C.3)
where rt is evaluated by the backwards recursion:
rt−1 = Z ′tF
−1
t vt + L
′
trt (C.4)
for t = N,N − 1, ..., 1 with rN = 0. Third, the state smoother is given by:
αˆt+1 = Ttαˆt +RtQtR′trt (C.5)
with the initialization αˆ1 = a1 + P1r0.
Consequently, the three steps of the algorithm are as follows:
Step 1. Obtain a random vector w+ from the density p(w). Then, generate
α+ and y+ by means of recursion of the model (C.1) with w+ is used
instead of w. The recursion is initialized by the draw α+1 ∼ N (a1, P1).
Step 2. Compute αˆ and αˆ+ by mean of the Kalman filter (C.2) forward,
the disturbance smoother (C.3) and (C.4) backward and the state
smoother (C.5) forward.
Step 3. Calculate α˜ = αˆ− αˆ+ + α+.
As Durbin and Koopman [2002] say, when a single draw α˜ is required, it
is computationally more efficient to compute α˜ by constructing the ar-
tificial observations y∗ = y−y+ and using α˜ = αˆ∗+α+ where αˆ∗ = E [α|y∗].

Appendix D
Algorithm of the simulation
smoother for nonlinear state
space models
A description of the algorithm of the simulation smoother used in the
Bayesian estimation of Unobserved RW and STAR Components Models of
Chapter 6 is developed in this appendix.
A general nonlinear state space model can be defined by the equations:
yt = Zt(αt) + t, t ∼ N (0, Ht)
αt+1 = Tt(αt) +Rtηt, ηt ∼ N (0, Qt) (D.1)
where t = 1, ..., N , yt is an m× 1 vector of observations, αt is a p× 1 state
vector and t and ηt are vectors of disturbances. Matrices Rt, Ht and Qt
are assumed to be known. Moreover, one assumes that α1 ∼ N (a1, P1),
where a1 and P1 are known. The function Zt(.) is supposed to be linear
here and, on the other hand, the function Tt(.) is supposed to be nonlinear.
The current algorithm of the simulation smoother is adapted from Durbin
and Koopman [2002] by using the extended Kalman filter (EKF) described
by Koopman and Lee [2008]. The simulation of Durbin and Koopman [2002]
is treated in Appendix C. Thus, only the EKF is developed here. The
EKF provides approximation estimates of the state by applying the stan-
dard Kalman filter to the Taylor approximation of the nonlinear functions
expanded around the estimated state from the filter. The first order approx-
imation to the state equation is given by:
αt+1 ≈ T (at|t) + T˜t · (αt − at|t) + ut where T˜t = ∂T (αt)∂α′t
∣∣∣∣∣
αt=at|t
.
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The equations of the extended Kalman filter are given by the following
equations for the model (D.1):
vt = yt − Ztat, Ft = ZtPtZ ′t +Ht, Kt = T˜tPtZ ′tF−1t
Lt = T˜t −KtZt, at+1 = Tt(at) +Ktvt
Pt+1 = T˜tPtL′t +RtQtR′t.
(D.2)
Moreover, the state smoother is given by:
rt−1 = ZtF−1t vt + L′trt and αˆt+1 = at + Ptrt−1 (D.3)
for t = N,N − 1, ..., 1 with rN = 0.
The adaptation of the three steps algorithm described in Appendix C is
presented above. The notations are defined in Appendix C.
Step 1. Obtain a random vector w+ from the density p(w). Then, generate
α+ and y+ by means of recursion of the model (D.1) with w+ is used
instead of w. The recursion is initialized by the draw α+1 ∼ N (a1, P1).
Step 2. Compute αˆ and αˆ+ by mean of the extended Kalman filter (D.2)
and the state smoother (D.3).
Step 3. Calculate α˜ = αˆ− αˆ+ + α+.
D.1 Application to the RW-ESTAR(2,1) model
The matrix T˜t depends on the form of the nonlinear function Tt(.). Below,
the analytic calculi are detailed for six unobserved RW and STAR compo-
nents models. In the case of the RW-ESTAR(2,1) model, we have:
T˜t =
 1 0 00 T22 T23
0 1 0

with:
T22 = φ1 +θ1 ·
(
1−exp[−γ2 ·c2t|t]
)
+(θ1 ·ct|t+θ2 ·α3,t|t)·2·γ2 ·ct|t ·exp[−γ2 ·c2t|t]
and:
T23 = φ2 + θ2 ·
(
1− exp[−γ2 · c2t|t]
)
.
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D.2 Application to the RW-ESTAR(2,2) model
The RW-ESTAR(2,2) model can be written as follows:
yt = pt + ct
pt+1 = pt + w1,t
ct+1 = (φ1 · ct + φ2 · α3,t)
+ (θ1 · ct + θ2 · α3,t) ·
(
1− exp
[
− γ2 · α23,t
])
+ w2,t
α3,t+1 = ct.
(D.4)
Thus, we have:
T˜t =
 1 0 00 T22 T23
0 1 0

with:
T22 = φ1 + θ1 ·
(
1− exp[−γ2 · α23,t|t]
)
and:
T23 = φ2 + θ2 ·
(
1− exp[−γ2 · α23,t|t]
)
+(θ1 · ct|t + θ2 · α3,t|t) · 2 · γ2 · α3,t|t · exp[−γ2 · α23,t|t].
D.3 Application to the RW-ESTAR(2,3) model
The RW-ESTAR(2,3) model can be written as follows:
yt = pt + ct
pt+1 = pt + w1,t
ct+1 = (φ1 · ct + φ2 · α4,t)
+ (θ1 · ct + θ2 · α4,t) ·
(
1− exp
[
− γ2 · α23,t
])
+ w2,t
α3,t+1 = α4,t
α4,t+1 = ct.
(D.5)
Thus, we have:
T˜t =

1 0 0 0
0 T22 T23 T24
0 0 0 1
0 1 0 0

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with:
T22 = φ1 + θ1 ·
(
1− exp[−γ2 · α23,t|t]
)
T23 = (θ1 · ct|t + θ2 · α4,t|t) · 2 · γ2 · α3,t|t · exp[−γ2 · α23,t|t]
and:
T24 = φ2 + θ2 ·
(
1− exp[−γ2 · α23,t|t]
)
.
D.4 Application to the RW-ESTAR(3,1) model
The RW-ESTAR(3,1) model can be written as follows:
yt = pt + ct
pt+1 = pt + w1,t
ct+1 = (φ1 · ct + φ2 · α4,t + φ3 · α3,t)
+ (θ1 · ct + θ2 · α4,t + θ3 · α3,t)
·
(
1− exp
[
− γ2 · c2t
])
+ w2,t
α3,t+1 = α4,t
α4,t+1 = ct.
(D.6)
Thus, we have:
T˜t =

1 0 0 0
0 T22 T23 T24
0 0 0 1
0 1 0 0

with:
T22 = φ1 + θ1 ·
(
1− exp[−γ2 · c2t|t]
)
+(θ1 · ct|t + θ2 · α4,t|t + θ3 · α3,t|t) · 2 · γ2 · ct|t · exp[−γ2 · c2t|t]
T23 = φ3 + θ3 ·
(
1− exp[−γ2 · c2t|t]
)
and:
T24 = φ2 + θ2 ·
(
1− exp[−γ2 · c2t|t]
)
.
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D.5 Application to the RW-ESTAR(3,2) model
The RW-ESTAR(3,2) model can be written as follows:
yt = pt + ct
pt+1 = pt + w1,t
ct+1 = (φ1 · ct + φ2 · α4,t + φ3 · α3,t)
+ (θ1 · ct + θ2 · α4,t + θ3 · α3,t)
·
(
1− exp
[
− γ2 · α24,t
])
+ w2,t
α3,t+1 = α4,t
α4,t+1 = ct.
(D.7)
Thus, we have:
T˜t =

1 0 0 0
0 T22 T23 T24
0 0 0 1
0 1 0 0

with:
T22 = φ1 + θ1 ·
(
1− exp[−γ2 · α24,t|t]
)
T23 = φ3 + θ3 ·
(
1− exp[−γ2 · α24,t|t]
)
and:
T24 = φ2 + θ2 ·
(
1− exp[−γ2 · α24,t|t]
)
+(θ1 · ct|t + θ2 · α4,t|t + θ3 · α3,t|t) · 2 · γ2 · α4,t|t · exp[−γ2 · α24,t|t].
D.6 Application to the RW-ESTAR(3,3) model
The RW-ESTAR(3,3) model can be written as follows:
yt = pt + ct
pt+1 = pt + w1,t
ct+1 = (φ1 · ct + φ2 · α4,t + φ3 · α3,t)
+ (θ1 · ct + θ2 · α4,t + θ3 · α3,t)
·
(
1− exp
[
− γ2 · α23,t
])
+ w2,t
α3,t+1 = α4,t
α4,t+1 = ct.
(D.8)
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Thus, we have:
T˜t =

1 0 0 0
0 T22 T23 T24
0 0 0 1
0 1 0 0

with:
T22 = φ1 + θ1 ·
(
1− exp[−γ2 · α23,t|t]
)
T23 = φ3 + θ3 ·
(
1− exp[−γ2 · α23,t|t]
)
+(θ1 · ct|t + θ2 · α4,t|t + θ3 · α3,t|t) · 2 · γ2 · α3,t|t · exp[−γ2 · α23,t|t]
and:
T24 = φ2 + θ2 ·
(
1− exp[−γ2 · α23,t|t]
)
.
Computational Details
The algorithms have been written in the R language, version 2.6.2 (see
R Development Core Team [2007]). Most algorithms of the Bayesian
estimation have been written solely using the R package base 2.11, but the
R packages MCMCpack 1.0-6 and tseries 0.10-22 have also been used to
perform specific tasks. The R program itself and packages are available
from CRAN at http://CRAN.R-project.org.
A new algorithm was used for the frequentist estimation of the STAR
models in Chapter 2. The optimal starting values of the NLS estimation
was found using the Differential Evolution algorithm initially developed by
Rainer Storn (see Price et al. [2005]) and implemented in the R package
DEoptim 2.0-5 by Ardia [2007]. More details were given in Section 2.5.
Finally, all graphics were obtained using the EViews 6 software. Practice
had shown that this software was user-friendly and yielded high quality
graphics.

Abbreviations
AC Autocorrelation
ADF Augmented Dickey-Fuller
AIC Akaike information criterion
AR Autoregressive
ARCH Autoregressive conditional heteroscedasticity
ARMA Autoregressive moving average
BF Bayes factor
BIC Schwarz (or Bayesian) information criterion
BS Bridge sampling
CHF Swiss franc
DGP Data generating process
DIC Deviance information criterion
DM Diebold and Mariano
EK Excess kurtosis
EKF Extended Kalman filter
ESTAR Exponential STAR
GBP Great Britain pound
HAC Heteroscedasticity and autocorrelation consistent
HPD Highest prediction density
ICMH Independence chain Metropolis-Hastings
iid Independent and identically distributed
IS Importance sampling
JB Jarque-Bera
JLR Johansen likelihood ratio
LM Lagrange multiplier
LSTAR Logistic STAR
MADF Multivariate augmented Dickey-Fuller
MAPE Mean absolute prediction errors
MCMC Markov chain Monte Carlo
MRSTAR Multiple regime STAR
MS-AR Markov switching autoregressive
MSPE Mean squared prediction errors
Abbreviations 150
(continued)
NL Nonlinear
NLS Nonlinear least squares
OLS Ordinary least squares
PP Phillips-Perron
PPP Purchasing power parity
RI Reciprocal importance sampling
RNE Relative numerical efficiency
RW Random walk
RWI(2) Integrated random walk process of order I(2)
RWMH Random walk chain Metropolis-Hastings
SI Serial independence
SK Skewness
SSR Sum of squared residuals
STAR Smooth transition autoregressive
SUR Seemingly unrelated regression
UC Unobserved components
USD United States dollar
VAR Vector autoregressive
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