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 Abstract 
The plant hormone salicylic acid (SA) has been used for millennia to relieve 
pain. In modern times, its acetylate form – known as aspirin – has become one of 
the most popular painkillers. SA production in plants has been implicated in multiple 
aspects of plant life including thermogenesis, response to stresses, seed viability, 
leaf senescence, flowering time regulation and immune responses. It has been 
reported that regulation of SA accumulation exhibits natural variation, for example 
due to the positive regulator ACCELERATED CELL DEATH 6 (ACD6). But still little 
is known regarding variation of the main biosynthetic pathway of SA, its involvement 
in flowering time regulation or its effect regarding the virulence of microbes. 
To elucidate natural variation in the synthesis of SA and its effect on other 
processes, I utilised a newly introduced genome editing approach called 
CRISPR/Cas system. This tool allows the user to edit a targeted region using an 
endonuclease (Cas9) and an artificial RNA (sgRNA). With this method I selectively 
knocked out the ICS1 gene and disrupted the main SA biosynthetic pathway in 
seven natural accessions of A. thaliana. To efficiently screen the large number of 
individuals that required genotyping for this workflow (>900) I developed a 
preparation and analysis pipeline using deep amplicon sequencing (CRISPR-finder). 
Using this pipeline, individuals carrying variants at the targeted region can be 
identified within a few days in a cost-effective and precise manner. 
Using the ics1 lines I generated, in spite of the non-functional ICS1 allele, I 
was able to detect residual SA in most of the lines. These results suggested that the 
alternative PAL biosynthetic pathway or the ICS2 gene may be responsible for 
appreciable levels of SA production in some genotypes. Additionally, I concluded 
that flowering time was not significantly affected by decreased levels of SA in these 
seven natural accessions, even though SA had been linked to flowering before. 
Significant reduction of SA accumulation was observed for all the mutant lines, but 
to different degrees, when compared to the corresponding wild types, during 
Pseudomonas syringae (Psm4326) infection. When the oomycete 
Hyaloperonospora arabidopsidis (14OHMLP04) was used for infecting individuals, 
no significant induction of SA accumulation was detected when plants exhibited 
resistance (flecking necrosis or trailining necrosis) or susceptibility.  For the 
genotypes characterised with complete resistance (flecking necrosis) no effect of SA 
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was observed. Interestingly, increased severity of trailing necrosis was observed for 
the ics1 mutant lines derived from partially resistant genotypes (trailing necrosis 
symptom). There were also accessions and their corresponding ics1 mutant lines 
that showed susceptibility and pathogen growth. These findings suggest that 
resistance to the pathogen isolate is SA-independent and that decreased levels of 
SA allow an increased manifestation of the potential virulence of 14OHMLP04. 
Finally, the commonly used Col-0 accession was used for investigating a 
controversial aspect of the CRISPR/Cas system – off-target cleavage. This can 
occur due to non specific Cas9 activity. For assessing off-target variants, I used the 
same sgRNAs as the ones used for generating the ics1 mutant lines. During the 
investigation, I was able to detect a very small number of incidents (0, 2 and 5 
depending on the line in question) that could potentially be attributed to Cas9’s 
cleavage activity. These numbers do not differ dramatically from the expected de 
novo mutation rate in A. thaliana which is approximately one mutation per 
generation. This makes it hard to confidently assign detected variants to Cas9 
cleavage or de novo generation. These findings do not exclude that off-target 
cleavage events can occur when the CRISPR/Cas system is used, but they are rare 
and may be difficult to detect. 
 
  
 7 
Zusammenfassung 
Das Pflanzenhormon Salicylsäure (SA) wird seit Jahrtausenden zur 
Schmerzlinderung eingesetzt. In der heutigen Zeit ist seine Acetylatform - bekannt 
als Aspirin - eines der beliebtesten Schmerzmittel. SA-Produktion in Pflanzen wird 
mit vielfältigen Aspekten der Pflanzenwelt in Verbindung gebracht, darunter 
Thermogenese, die Reaktion auf Stress, Samenlebensfähigkeit, Blattseneszenz, 
Blühzeitregulierung und Immunantworten. Es ist bekannt dass die Regulation von 
SA-Akkumulation natürliche Schwankungen aufweist, beispielsweise aufgrund des 
positiven Reglers ACCELERATED CELL DEATH 6 (ACD6). Über die Variation des 
Hauptbiosynthesewegs von SA, die Beteiligung von SA an der Blühzeitregulierung 
oder seine Wirkung auf die Virulenz von Mikroben ist jedoch noch wenig bekannt. 
Um die natürlichen Unterschiede in der Synthese von SA und seine 
Auswirkungen auf andere Prozesse aufzuklären, verwendete ich eine neue Methode 
zur Genomeditierung, das sogenannte CRISPR / Cas-System. Dieses Werkzeug 
erlaubt dem Benutzer das Editieren einer Zielregion im Genom mittels einer 
Endonuklease (Cas9) und einer künstlichen RNA (sgRNA). Mit dieser Methode 
generierte ich selektiv knock-out Varianten des ICS1-Genes und unterbrach den 
Haupt-Biosyntheseweg von SA in sieben natürlichen Akzessionen von Arabidopsis 
thaliana. Um die große Anzahl von Individuen, die in diesem Arbeitsablauf 
genotypisiert werden mussten (>900), auf effiziente Art und Weise zu sichten, 
entwickelte ich einen Verarbeitungs- und Analyseablauf, der Deep Amplicon 
Sequencing (CRISPR-Finder) integriert. Dieser Arbeitsfluss ermöglicht es, 
Individuen, die genetische Varianten in der Zielregion aufweisen, innerhalb weniger 
Tag kosteneffizient und präzise zu identifizieren.  
In den generierten ics1-Linien konnte ich, trotz des nicht-funktionalen ICS1-
Allels, in den meisten Fällen Restbestände von SA nachweisen. Diese Ergebnisse 
legen nahe, dass der alternative PAL-Biosyntheseweg oder das ICS2-Gen in 
manchen Genotypen für nachweisbare Produktion von SA verantwortlich sein 
könnten. Zusätzlich kam ich zu dem Schluss, dass die Blütezeit in diesen sieben 
natürlichen Akzessionen nicht signifikant von den verringerten SA-Konzentrationen 
beeinflusst wurde, obwohl SA zuvor mit Pflanzenblüte in Verbindung gebracht 
worden war. Bei Infektion mit Pseudomonas syringae (Psm4326) wurde in allen 
Mutantenlinien im Vergleich mit dem entsprechenden Wildtypen eine signifikante, 
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wenngleich in ihrem Ausmaß variierende, Verringerung der SA-Akkumulation 
beobachtet. Wenn der Oomycet Hyaloperonospora arabidopsidis (14OHMLP04) zur 
Infektion von Individuen verwendet wurde, konnte keine signifikante Induktion von 
SA-Akkumulation nachgewiesen werden, wenn Pflanzen Resistenz (gesprenkelte 
(flecking) oder Folge-Nekrose (trailing necrosis)) oder Anfälligkeit zeigten. Für die 
Genotypen, die als vollständig resistent (gesprenkelte Nekrose) charakterisiert 
waren, wurde keine Wirkung von SA festgestellt. Interessanterweise wurde für die 
ics1-Mutantenlinien, die von teilweise resistenten Genotypen abstammten, ein 
erhöhtes Ausmaß der Folge-Nekrose beobachtet (Folge-Nekrose-Symptom). Es gab 
auch Akzessionen und ihre entsprechenden ics1-Mutantenlinien, die Anfälligkeit und 
Pathogenwachstum zeigten. Diese Befunde legen nahe, dass die Resistenz 
gegenüber dem Pathogen-Isolat SA-unabhängig ist, und dass verminderte SA 
Niveaus eine verstärkte Manifestierung der potentiellen Virulenz von 14OHMLP04 
ermöglichen. 
Schließlich wurde die häufig verwendete Col-0 Akzession zur Untersuchung eines 
umstrittenen Aspekts des CRISPR / Cas Systems verwendet: unspezifische Gen-
Editierung, sogenannte off-target Effekte. Diese können aufgrund unspezifischer 
Aktivität von Cas9 auftreten. Um off-target Varianten auszuwerten, verwendete ich 
die gleichen sgRNAs, die auch für die Erzeugung der ics1 Mutantenlinien benutzt 
wurden. Im Lauf der Nachforschungen konnte ich eine sehr kleine Anzahl an 
Vorfällen (0, 2 und 5, abhängig von der jeweiligen Linie) nachweisen, die 
möglicherweise auf die “Genscheren-Aktivität” von Cas9 zurückzuführen sind. Diese 
Zahlen unterscheiden sich nicht dramatisch von der erwarteten de novo 
Mutationsrate in A. thaliana, die etwa einer Mutation pro Generation entspricht. Dies 
macht es schwierig, die Varianten sicher entweder Cas9-Aktivität oder natürlicher 
Mutation zuzuweisen. Diese Befunde schließen nicht aus, dass off-target 
“Genscheren-Aktivität” bei der Verwendung des CRISPR-Cas Systems auftreten 
kann, jedoch ist solche Aktivität selten und kann schwierig zu detektieren sein. 
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Introduction 
Natural variation 
 Variation between different species (inter-specific) and within a species (intra-
specific) is a daily observation. This variation can result from genetic, epigenetic 
and/or environmental differences. There are two distinct types of variation, the 
qualitative and the quantitative variation. The qualitative variation is used for 
describing traits in a population that are found in two or more distinct classes. These 
phenotypes usually derive from a single gene that has multiple alleles, like the flower 
color in peas during Mendel’s experiments, although they can also involve  complex 
interactions in which multiple genes are involved. The combination of the alleles 
describe the genotype of an individual. In quantitative variation the phenotypes 
exhibit a ged distribution without a distinct separation. The genetic basis of 
quantitative variation is largely thought to be the result of the activity of a large 
number of genes. Beside genetic variation, the environmental influence is very 
prominent in quantitative variation regarding the phenotype of an individual. For this 
reason the interaction between genotype and phenotype are often complex. This 
complexity obscures the identification of one-to-one correspondences between 
genotype and phenotype. Quantitative variation is more common in nature and can 
be observed in the plant and animal kingdoms (fruit size, crop yield etc.) including in 
human populations (height, weight etc.). The intermediate phenotypes of 
quantitative variation are more abundant than the extreme ones and the distribution 
of the phenotypic frequencies often follow a bell shape (Griffiths et al. 1999) (Figure 
1).  
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Figure 1: Schematic representation of phenotypic distribution of traits exhibiting (a) 
quantitative (black line) or (b) qualitative (blue bars) variation. (a) The trait with quantitative 
variation shows a continuous distribution of phenotypes (black line) (b) while the one with qualitative 
variation shows discrete phenotypes (blue bars). 
 
Natural phenotypic variation is observed in part as a result of adaptation to 
different environments or niches within an environment and is, in the absence of 
environmental variation, largely the result of genetic variation. An as-of-yet 
underappreciated type of genetic variation is the cryptic variation that does not have 
an immediate effect on the phenotype but can secure survival in the case of extreme 
changes (environmental or genetic nature).                         
Animal kingdom 
A great example of natural variation within species is the example of 
differences in wing patterning between butterflies. These differences function as 
differential defence mechanisms against predators, camouflage and/or indication of 
toxicity (Merrill et al. 2012; Olofsson et al. 2013). More specifically two genera, 
Heliconius and Papilio show intra-specific variation in wing pigmentation due to 
different genetic loci interactions and this variation leads to mimicry with other 
species for avoiding predators (Nadeau 2016). Putatively adaptive variation in 
exoskeleton color is observed also in beetle populations. Two dung beetles species 
Geotrupes  auratus  Motsch  and  G.  laevistriatus Motsch exhibit different coloration 
depending on their habitat with individuals of the different species looking more 
similar when they share habitats (Watanabe et al. 2002). North American ants also 
exhibit inter-specific variation in thermotolerance, which is vital for climate adaptation 
(Verble-Pearson et al. 2015). Two sibling species of cricket frogs that occupy 
different habitats exhibit variation in body size and foot length that is correlated with 
different environmental cues (Nevo 1973).  
Plant kingdom 
The plant kingdom offers great examples of natural variation and putative 
adaptation maintaining this variation. There is great variation in flower shape, scent, 
color all of which seem to have a strong genetic basis (Fenster & Ritland 1994; 
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Galen 1999; Schemske & Bierzychudek 2007; Delle-Vedove et al. 2017). Variation 
found in plant species and especially in crops is very important due to their 
economical value when bred for desired traits. For example, the kernel size in maize 
shows differences in different populations and it is affected by at least 10 different 
loci in the genome (Chen et al. 2016). Additionally, defense against insect 
herbivores in maize shows variation that is attributed to numerous loci as well 
(Meihls et al. 2012). Rice biomass was linked to genetic variation that can help 
improving biofuels production (Jahn et al. 2011). Many great example come from 
Arabidopsis thaliana that exhibits variation in various traits like flowering time, cell 
death pattern, immune responses, seed dormancy, germination and mineral 
accumulation (Alonso-Blanco et al. 2009). For example it has been shown that two 
main regulators of flowering time, FRIGIDA and FLOWERING LOCUS C (FLC), are 
responsible for most of the differences in flowering time that are observed (Lempe et 
al. 2005). Another important trait that shows variation is the activity of the immune 
system against pathogens. More specifically, it is well documented that different 
accessions of A. thaliana show divergent defense responses to the same pathogen 
strain (for example against Fusarium graminearum) (Chen et al. 2006). But usually 
the response to a pathogen is complex and hard to unravel due to involvement of 
many loci with different functions, such as the response to B. cinerea (Rowe & 
Kliebenstein 2008). Finally, when the transcriptome of natural accessions of A. 
thaliana was evaluated in respect to exogenous salicylic acid treatment a 
considerable level of genetic variation was revealed (one third of the differences was 
due to accession x treatment interactions) (van Leeuwen et al. 2007) 
I am particularly interested in the contribution of salicylic acid (SA) to 
differences in flowering time and the immune responses in natural accessions of A. 
thaliana. SA has been implicated in flowering time regulation and has been shown to 
to be a vital component during pathogen infection (Delaney et al. 1994; Nawrath & 
Métraux 1999).  
Salicylic acid (SA) 
Plants that exhibit exceptional levels of salicylic acid (SA), and its derivatives 
(salicylates), have been used in medicine for millennia. Already in the fourth century 
BC, the father of modern medicine, Hippocrates, observed that willow leaves or bark 
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extract can relieve from fever and childbirth pain. Other civilizations similarly used 
plants rich in salicylates such as the Babylonians, Chinese, Assyrians. In 1763 
reverend Edward Stone was the first to study clinically the effects of the willow tree 
(Stone 1763) and in 1828, Johann Buchner purified the active ingredient in the form 
of yellow, bitter taste crystals that he named salicin. Ten years later, Raffaele Piria 
managed to separate salicin in a sugar and an aromatic compound that he 
converted through hydrolysis and oxidation to colourless crystals, which he named 
SA (as a tribute to Salix alba, the taxonomic name of white willow) (Jourdier, Sophie. 
“Miracle Drug.” Royal Society of Chemistry, 1999.) The salicylates received from 
different plants are converted to SA naturally in humans and animals after digestion 
(Klessig et al. 2016). In 1874 production of synthetic SA started due to high demand 
in the market but soon its prolonged use was linked with some negative effects like 
stomach irritation. Felix Hofmann was the first to acetylate SA (ASA) converting it 
this way to a more compatible form for the human body with all the medicinal 
properties intact. In 1897 scientists at Bayer and Company initiated the production of 
ASA and in 1899 it was named aspirin from “a” acetyl and “spirin” in honour to the 
plant that was used for extracting SA (Spiraea ulmaria or meadowsweet) (Witthauer 
1899).  
SA involvement in plant life 
But why do plants need SA? First of all, SA has been shown to be involved in 
a diversity of processes including regulation of response to biotic and abiotic 
stresses, thermotolerance, seedling viability, leaf senescence, thermogenesis, seed 
germination, legumes’ nodulation (Rate et al. 1999; Morris et al. 2000; Metwally et 
al. 2003; Clarke et al. 2004; Norman et al. 2004; Stacey et al. 2006; Rajjou et al. 
2006; Vlot et al. 2009). It has also been suggested that it is involved in the flowering 
time regulation. The first observation to document this relationship was reported in 
(Cleland & Ajami 1974) in which SA was shown to induce flowering of Lemna gibba 
G3 in short day conditions. This is supported by studies where the flowering 
phenotype of Arabidopsis mutants correlated with the levels of SA (Jin et al. 2007; Li 
et al. 2012; Villajuana-Bonequi et al. 2014a). A more direct example was presented 
by (Martínez et al. 2004b) where a SA-deficient mutant (NahG) showed delayed 
flowering. However, other studies were unable to observe such a connection. In the 
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case of win3 mutants, the accelerated transition to the reproductive phase was 
associated with decreased levels of SA and in the case of MYB30, overexpression 
leads to accumulation of SA without any effect on the flowering time of the mutants 
(Wang et al. 2011; Liu et al. 2014).  
PTI and ETI 
SA is mainly known for its involvement during plant immune responses 
against hemi-/biotrophic pathogens. The mechanism against infections consists of 
different layers depending on the pathogen and the ability of the plant to respond 
(Jones & Dangl 2006). There are two levels of recognition during immune 
responses. The first is based on receptors (pattern recognition receptors (PRRs)) on 
the cell surface that can recognise molecules with specific patterns that are unique 
and conserved among microbes. These patterns are pathogen-/microbe-associated 
molecular patterns (PAMPs/MAMPs) and their recognition leads to the pattern-
triggered immunity (PTI). The plant has also the ability to recognise damage-
associated molecular patterns (DAMPs) that derive from plant products that have 
been degraded during pathogen invasion (Boller & Felix 2009). Initialisation of PTI 
leads to accumulation of reactive  oxygen  species,  intracellular calcium influx, 
transient activation of mitogen-activated protein kinases (MAPKs), and defense  
hormone production (Tsuda et al. 2008; Tsuda & Katagiri 2010). Some pathogens 
have managed to overcome PTI through its suppression. They accomplish this 
through secretion of molecules called effector proteins (Dangl & Jones 2001; 
Vleeshouwers & Oliver 2014). These molecules have taken the name due to their 
property of affecting the genotype of the host (Vleeshouwers & Oliver 2014). 
Secretion of effectors could lead to two different outcomes regarding the response of 
the host, either to the susceptibility of the host during which the pathogen can 
successfully establish infection (incompatible interaction) or to the elicitation of the 
effector-triggered immunity (ETI) response against the pathogen (compatible 
interaction) with the host regaining resistance (Dangl & Jones 2001; Katagiri et al. 
2002). ETI resistance is based on the direct or indirect recognition of the effectors by 
endogenous products of resistance (R) genes and often follows the “gene-for-gene” 
model in which resistance is conferred only when an R gene product can recognise 
the effector expressed by a pathogen avirulence gene (Flor 1956; Dangl & Jones 
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2001). The response to ETI resembles the one that is observed during PTI with the 
difference of being more rapid, robust and prolonged. Additionally, localised cell 
death, called hypersensitive response (HR), is often observed (Thomma et al. 2011; 
Hamdoun et al. 2013). ETI can induce systemic acquired resistance (SAR) during 
which the uninfected tissues show broad-spectrum resistance and SA is involved 
during the establishment of the response (Ryals et al. 1996). Some evidence 
suggests that SA could have antimicrobial properties when intercellular washing 
fluids (IWFs) from young or NahG plants were not able to prevent Pseudomonas 
syringae growth comparing to the one incubated with intercellular washing fluids 
(IWFs) from old plants (Kus et al. 2002). Production of SA is induced during both PTI 
and ETI in response to biotrophic or hemibiotrophic pathogen infection (Glazebrook 
2005). 
SA and immune responses 
The first evidence that SA can confer resistance against pathogens was 
published in 1979 when SA applied to viral infected tobacco plants triggered defense 
gene expression and repressed the infection (White 1979). Later on, in 1990, two 
studies showed that SA is produced endogenously and in response to pathogen 
infection, where after treating tobacco and cucumber plants with pathogens high 
levels of SA were detected as response to local and/or systemic resistance (Malamy 
et al. 1990; Métraux et al. 1990). Stronger evidence supporting SA involvement at 
PTI and ETI surfaced when tobacco and Arabidopsis SA deficient mutant lines were 
studied. Transgenic lines of tobacco or Arabidopsis expressing NahG gene 
(salicylate hydroxylase that converts SA to catechol (Yamamato et al. 1965)) were 
used in different studies showing that after infection plants were unable to 
accumulate SA, express defense related genes or develop SAR and exhibit 
enhanced susceptibility (Gaffney et al. 1993; Delaney et al. 1994; Vernooij et al. 
1994; Lawton et al. 1995). (Delaney et al. 1994) showed that providing the plants 
with the SA synthetic analog (2,6-dichloro-isonicotinic acid - INA) the resistance and 
defense genes’ expression were restored. Similar findings were supported by 
studies where tobacco or Arabidopsis plants with defective SA production pathways 
were used (Pallas et al. 1996; Nawrath & Métraux 1999; Wildermuth et al. 2001; 
Nawrath et al. 2002). The role of SA in monocots is still not very well understood. SA 
 15 
or its synthetic analogs INA or benzo(1,2,3) thiadiazole-7-carbothioic acid S-methyl 
ester (BTH) initiate the expression of PR genes and/or pathogen resistance in wheat 
(Görlach et al. 1996), rice (Schweizer et al. 1999; Hwang et al. 2008), maize (Morris 
et al. 1998) and barley (Muradov et al. 1993; Kogel et al. 1994).  
Biosynthetic pathways 
There are two biosynthetic pathways in plants that can produce SA and both 
of them require chorismate. The first pathway utilises the enzyme PHENYLALANINE 
AMMONIA LYASE (PAL) for catalysing the initial reaction (Phenylalanine to trans-
Cinnamic acid (tCA)) (Figure 2). Radio-labelling studies using different treatments of 
different species (pathogen-inoculated tobacco and cucumber, elicitor treated 
potato) or untreated rice seedling support the production of SA from Phenylalanine 
(Phe) via Benzoic acid (BA) (Yalpani et al. 1993; Meuwly et al. 1995; Silverman et 
al. 1995; Coquoz et al. 1998). Furthermore, increased levels of PAL expression and 
SA were detected in tobacco and Arabidopsis plants that exhibit resistance during 
infection, support its involvement in SA biosynthesis and activation upon infection 
(Pellegrini et al. 1994; Mauch-Mani & Slusarenko 1996; Dempsey et al. 1999).  
The second pathway is based on the conversion of isochorismate to SA on a 
two-step process using the ISOCHORISMATE SYNTHASE (ICS) and 
ISOCHORISMATE PYRUVATE LYASE (IPL) enzymes (Figure 2) (Wildermuth et al. 
2001; Strawn et al. 2007).  In Arabidopsis thaliana there are two ICS genes 
encoding  proteins that share 88% similarity at the amino acid level (Garcion et al. 
2008). According to (Wildermuth et al. 2001) when plants are infected with 
Pseudomonas maculicola only transcripts of ICS1 are detected and no ICS2. Ics1 
mutant lines accumulate approximately 10% of SA comparing to the wild type while 
ics2 mutants present similar levels of SA as the wild type (Garcion et al. 2008). 
Additionally, when ics2 mutant lines are treated with UV exposure the levels of SA 
before and after the treatment do not present a significant difference from the wild 
type (Garcion et al. 2008). All these findings suggest that ICS2 involvement is 
minimal in comparison to ICS1. Furthermore, mutations in the ICS1 gene increased 
the susceptibility to pathogens, decreased PR expression and fail to initiate SAR 
(Nawrath & Métraux 1999; Dewdney et al. 2000; Wildermuth et al. 2001). Finally, the 
remaining SA that can be detected in an ics1/ics2 double mutant indicates that the 
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ICS pathway is the dominant but not the only one for the production of SA in 
Arabidopsis (Garcion et al. 2008). 
 
Figure 2: Schematic representation of the two salicylic acid (SA) biosynthetic pathways in A. 
thaliana. (a) First, there is the Isochorismate Synthase (ICS) pathway during which chorismate is 
converted to Isochorismate and then to SA. With purple writing the targeted gene of this study is 
noted. (b) Secondly, there is the Phenylalanine ammonia-lyase (PAL) during which Phenylalanine is 
converted to SA via sequential conversion to trans-Cinnamic acid and Benzoic acid. The main 
biosynthetic pathway for A. thaliana is the ICS (Wildermuth et al. 2001). 
SA modifications 
Post-production modifications of SA can generate different conjugated forms. 
One of the most common modifications generates the SA 2-O-β-D-glucoside (SAG) 
after the glucosylation of SA at its hydroxyl group. Arabidopsis has two genes that 
can catalyse this conversion that are called UDP-glucosyltransferases, UGT74F1  
and UGT74F2 (Lim et al. 2002; Song 2006; Dean & Delaney 2008). The first 
preferentially catalyses the conversion of SA to SAG where the second catalyses 
the conjugation of SA at the carboxyl group generating salicylate glucose ester 
(SGE) (Dean & Delaney 2008). Similar to tobacco (Dean et al. 2005) and soybean 
(Dean et al. 2003), SAG in Arabidopsis is believed to be produced in the cytosol and 
then transported to the vacuole, where it is stored for later use during immune 
responses after conversion back to SA (Hennig et al. 1993). 
Another modification is the methylation of SA that gives rise to the methyl SA 
(MeSA). This process is catalysed by the BA/SA carboxyl methyltransferase 1 
(BSMT1) (Chen et al. 2003). MeSA has been implicated in resistance against 
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insects by attracting their predators and pathogens by acting as the main signal for 
SAR (Van Poecke et al. 2001; Park et al. 2007). In the beginning, it was believed 
that SA is responsible for SAR signaling due to its increased levels and PR 
expression with or just before SAR and its detection in the phloem of infected 
tobacco and cucumber plants (Métraux et al. 1990; Rasmussen et al. 1991; Yalpani 
et al. 1991). Later on, leaf detachment assays, in cucumber, indicated that the 
molecule responsible for SAR left the infected leaf before increased levels of SA 
were detected in the corresponding petiole (Rasmussen et al. 1991; Smith et al. 
1991). Additionally, chimeric NahG-expressing rootstock tobacco plants were able to 
induce SAR and PR expression after TMV infection in wild type scion leaves 
(Vernooij et al. 1994). It has been shown, in tobacco, that SA-binding protein 2 
(SABP2) is important for establishing SAR in the systemic tissues but not in the 
primarily infected (Park et al. 2007). The same group has shown that SABP2-
deficient tobacco plants are unable to establish SAR, that MeSA levels are 
increased in primary infected leaves, in the phloem and in systemic tissues and that 
MeSA treatment in lower leaves can induce SAR in higher tissues (Park et al. 2007). 
SABP2 exhibits SA-inhibitable methyl salicylate esterase activity which means that 
can convert MeSA to SA and SA inhibits SABP2 activity which leads to a negative 
feedback loop (Forouhar et al. 2005). All these findings suggest that MeSA is the 
mobile signal for SAR in tobacco (Vlot et al. 2008). A similar model had been 
proposed for Arabidopsis but is still unclear if MeSA solely delivers SA to distal 
tissues or has also other roles (Gao et al. 2015). Interestingly, BSMT1 (converts SA 
to MeSA) involvement in SAR establishment can be bypassed by longer exposure to 
light after infection, suggesting that SAR establishment is a complex procedure with 
many players (Attaran et al. 2009; Liu et al. 2011). 
SA can also be found conjugated to amino acids. The best-characterized 
example of this is Salicyloyl-L-aspartate (SA-Asp). The process is catalysed by acyl-
adenylate/thioester-forming enzyme (GH3.5) which can also conjugate the auxin 
indole acetic acid (Staswick et al. 2005). (Mackelprang et al. 2017) have shown that 
GH3.5 acts more in the conversion of IAA during growth and more in the conversion 
of SA during (hemi-) biotrophic pathogen infection. SA-Asp cannot be converted 
back into active SA and is able to induce only very weak PR-1 expression which 
indicates that SA-Asp could serve as a limiting factor for extended HR or is mobile 
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and responsible for promoting defense priming (Y. Chen et al. 2013; Mackelprang et 
al. 2017).  
It has been shown that AtSOT12 acts as a sulfotransferase and conjugates 
sulphuryl group to SA in vitro (Baek et al. 2010). The authors suggest that the 
sulfonation of SA occurs mainly upon infection and is used for detoxification of the 
excess SA but at the same time it plays a role in the resistance since the sot12 
mutant shows compromised responses (Baek et al. 2010). Another modification is 
the hydroxylation of SA that occurs through a non-enzymatic reaction and generates 
2,3- and 2,5-DHBA (dihydrobenzoates) (Maskos et al. 1990). (Bartsch et al. 2010) 
have shown that the levels of 2,3-DHBA are increased upon infection or due to age 
and that external application can induce weak PR-1 expression that lead to a 
hypothesis of being an inactive form of SA. The same authors have suggested that it 
can also serve a protective role against oxidative stress, like the same way that acts 
in pathogens (Bartsch et al. 2010). When 2,5-DHBA is applied externally in tomato, 
cucumber and Gynura plants it initiates expression of a subset of PR genes that is 
also present after SA application (Bellés et al. 1999; Bellés et al. 2006). 
SA targets 
It is believed that animal and plant hormones bind to one or a small number 
of receptors. It is still not entirely clear exactly how many receptors SA has in A. 
thaliana. It has been proposed that SA binds to non-expressor of pathogenesis-
related genes (NPR) protein family members (Fu et al. 2012; Wu et al. 2012). SA 
can bind to NPR1 and by changing the conformation of the protein abolish its auto-
inhibition and promotes activation of defense gene PR-1 expression (Cao et al. 
1997; Wu et al. 2012). SA is involved in other process in plant life which are NPR1-
independent. Indeed, almost 30 SA-binding proteins (SABPs) have been identified 
with different affinities for SA and change in their activity is observed after binding to 
SA (Klessig et al. 2016). It has been hypothesized that SA interacts with its 
receptors depending on the location and its affinity based on the changes of SA 
levels that are affected by the developmental stage and/or (a)biotic stress (Klessig et 
al. 2016). 
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Approach 
Even though there are naturally occurring null alleles of genes involved in 
numerous genes there are other loci for which null alleles are not naturally available. 
Nowadays, with constant improvements in genome editing approaches one can 
introduce modifications into targeted loci. Being interested in SA involvement in 
flowering time regulation and during infections I utilised the CRISPR/Cas system in 
order to knock out ICS1 gene in seven different natural accessions in A. thaliana.  
Genome editing 
Genome editing is the deliberate alteration (insertion, deletion, replacement 
or modification) of the genetic code of an organism. It is one of the biotechnological 
approaches that is most useful for forward or reverse genetics. The ability to alter 
the expression of genes gives the unique opportunity to investigate gene function 
and its relationship to the observed phenotype. With the tools that we have at our 
disposal and the ability to generate mutants in different genetic backgrounds of the 
same species we have the unique opportunity to tackle questions regarding natural 
variation. How much does a single gene contribute to a specific phenotype? Is the 
effect size the same for all the populations? Are some alleles more active in specific 
genetic backgrounds? 
The main tools for genome editing that have been used over the last three 
decades are based on engineered nucleases, specifically meganucleases (Rudin & 
Haber 1988), Zinc-Finger nucleases (ZFNs) (Bibikova et al. 2002), Transcription 
Activator-like Effector nucleases (TALENs) (Huang et al. 2011) and Clustered 
Regularly Interspaced Short Palindromic Repeats/Cas (CRISPR/Cas) (Cong et al. 
2013). The mechanism of action of these nucleases is based on cleavage activity 
that can be directed (with varying degrees of ease) to desired regions of the 
genome. These tools will be described in greater detail in the next paragraphs.  
The outcome of the cleavage is the generation of a double stranded break 
(DSB) that can be repaired with one of two different pathways. The first pathway that 
can be utilised is that of nonhomologous end joining (NHEJ) where the two broken 
DNA ends are modified in order to become compatible and then are ligated back 
together (Lieber 1999). In this pathway no template is used for repair, the 
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modifications are permanent and genetic information can be lost completely. In the 
other pathway, homology directed repair (HDR), the break is repaired using the 
homologue information of the intact chromosome. Using this method for genome 
editing the user can provide a template that will be used for repair (Liang et al. 
1998). In this case directed mutagenesis can occur where the outcome can be 
predicted. In either case the genome alteration can be achieved and utilised for 
further studies. 
Meganucleases 
One of the first attempts for genome editing was based on meganucleases. 
Meganucleases are endodeoxyribonucleases that have the ability to recognise  a 
long stretch of nucleotides (12 to 40) and create double stranded breaks (DBS) 
(Silva et al. 2011). Due to the length of the recognition site, they cleave double 
stranded DNA with high specificity. The first application in mammalian cells was 
performed in mice in 1994 by (Rouet et al. 1994) using the I-SceI meganuclease 
(endogenous to Saccharomyces cerevisiae) to introduce DSBs in the genome. 
Since then the technology has been used for homologous recombination in yeast 
and mammalian cells (Epinat et al. 2003) and to modify and correct genes in 
mammalian cells (Arnould et al. 2007).  
With great specificity come great limitations! The natural occurring recognition 
sites for a meganuclease in the genome are extremely rare. This problem creates 
obstacles when attempting to edit a specific region of the genome. In order to 
overcome these difficulties, several researchers attempted to alter the specificity by 
introducing mutations in the recognition domain of the endonucleases, swapping 
domains among different endonucleases or using yeast surface display for 
identifying endonucleases with desired sequence specificity (Ashworth et al. 2010; 
Grizot et al. 2010; Jacoby et al. 2017). These attempts of improvement have not 
always been successful and the efficiency of the system is frequently very low. 
Meganucleases are still in use but newer technologies have been developed for 
genome editing that are more efficient. 
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Zinc-Finger nucleases (ZFNs) 
This genome editing tool is based on the properties of the natural type IIS 
restriction enzyme FokI and Zinc-Finger (ZF) proteins. (Li et al. 1992) described that 
the FokI recognition and cleavage domains are different and can be manipulated 
separately in a way where by altering the recognition domain anything can be 
cleaved by the enzyme (Kim & Chandrasegaran 1994; Kim et al. 1996). The main 
innovation of the properties of the enzyme were elucidated by (Kim et al. 1996) in 
which the authors used Zinc-Finger protein fused with the FokI cleavage domain for 
cutting λ DNA.  
The first ZF protein that was described was identified in Xenopus laevis and it 
was the transcription factor IIIA that has nine repeated domains, each with a zinc 
ligand (Miller et al. 1985). These proteins bind to Zn+2 in order to form their structural 
domains, called zinc-fingers. When the crystal structure of a Zif268-DNA complex 
was resolved, it was revealed that each ZF domain interacts with three nucleotides 
(Pavletich & Pabo 1991). Numerous ZF proteins have been identified and described 
since the first one (Jayakanthan et al. 2009). Each ZF domain differs from the next 
one in specific amino acid positions that are flexible allowing for different domains to 
recognise and bind to different triplet. Since each ZF domain is binding in an 
independent manner from the others, one can create a customised ZF protein by 
linking different ZF domains that can recognise and bind in a desired location in the 
genome (Desjarlais & Berg 1992; Desjarlais & Berg 1993; Desjarlais & Berg 1994). 
The first results in which ZF were fused with the FokI cleavage domains were 
not promising (Kim et al. 1996) but it was later shown by (Bitinaite et al. 1998) and 
(Smith et al. 2000) that the FokI cleavage domain needs to be dimerised to cut DNA. 
For this reason, two different ZF proteins, fused with one FokI cleavage domain 
each, were used for targeting neighbouring sequences in order to create DSB. Each 
ZF domain was fused to the next one through a linker and the spacer between the 
target sites was 5 or 6 bp (Bibikova et al. 2001; Händel et al. 2009; Shimizu et al. 
2009). Since both ZFNs have to bind precisely to the targeted regions for the DSB to 
occur, the system has high specificity (Figure 3a). 
The first time that ZFN technology was used for generating target mutations 
was in the fruit fly Drosophila melanogaster (Bibikova et al. 2002). A year later also 
gene replacement was carried out successfully in Drosophila (Bibikova et al. 2003). 
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In both cases the yellow locus was targeted in somatic cells but also most 
importantly in the germline. Since then, the ZFN technology has been used in 
numerous studies in different organisms. For example, ZFNs have successfully 
been used in nematodes (C. elegans) (Morton et al. 2006), zebrafish (D. rerio) 
(Meng et al. 2008; Doyon et al. 2008), mouse (M. musculus) (Meyer et al. 2010; 
Carbery et al. 2010), rat (R. norvegicus) (Geurts et al. 2009), thale cress (A. 
thaliana) (Lloyd et al. 2005; de Pater et al. 2009; Zhang et al. 2010), maize (Z. 
mays) (Shukla et al. 2009) and in mammalian cell lines like human cell lines 
(Porteus & Baltimore 2003; Urnov et al. 2005; DeKelver et al. 2010) and pig (S. 
domestica) (Watanabe et al. 2010). 
Transcription Activator-like effector nucleases (TALENs)  
Another genome editing tool that has been used over the last two decades is 
based on the transcription activator-like effector (TALE) proteins. TALEs are proteins 
that are naturally found in the plant pathogenic bacteria Xanthomonas. After 
injection of TALEs through the type III secretion system, the TALEs bind to host 
DNA loci and alter the transcription patterns (Boch & Bonas 2010). The first 
discovery of a TALE was by (Bonas et al. 1989). The unique feature of this protein 
family is that they can recognise and bind to DNA. The code of this specificity has 
been described by (Schornack et al. 2006).  
It has been described that the AvrBS3 TALE protein (one of the most well 
studied) consists of a nuclear localisation signal and a region of 17.5 repeats in 
which each repeat has 34 amino acids. All repeats are identical to each other except 
for the 12th and 13th amino acids which are called hypervariable region (HVR) 
(Schornack et al. 2006). The AvrBS3 protein interacts with genes containing the 
UPA box (Römer et al. 2007; Kay & Bonas 2009). The authors determined that each 
repeat can recognise one base pair in the target sequence (Boch et al. 2009). This 
characteristic can be used for generating user specific recognition sites. On the 
same issue another paper by (Moscou & Bogdanove 2009) presented their results 
supporting the same hypothesis.  
Beside directing the TALE protein to specific regions of interest in the 
genome the user has also the ability to fuse the TALE protein to different 
modification domains (activator, repressor etc). Different groups have used these 
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features in order to repress (Cong et al. 2012) or activate gene expression (Zhang et 
al. 2011), to drive histone modifications (Mendenhall et al. 2013), DNA 
demethylation (Maeder et al. 2013) or recombination (Mercer et al. 2012) to specific 
regions. It has also extensively been used for genome editing following the same 
principle as the ZFN. Two TALE proteins fused with one FokI cleavage domain each 
targeting neighbouring regions of the genome, this combination is termed TALE 
nucleases (TALENs) (Figure 3b) (Christian et al. 2010; Miller et al. 2011; Mahfouz et 
al. 2011).  
Since then TALEN technology has been used in zebrafish (D. rerio) (Gupta et 
al. 2013; Huang et al. 2016), in fruit fly (D. melanogaster) (Liu et al. 2012; 
Katsuyama et al. 2013), in mouse (M. musculus) (Wefers et al. 2013; Jones & 
Meisler 2014), in thale cress (A. thaliana) (Christian et al. 2013; Forner et al. 2015) 
and in human cell lines (Piganeau et al. 2013; Ochiai et al. 2014). 
 24 
 
Figure 3: Graphical representation of three genome editing tools, ZFNs, TALENs and 
CRISPR/Cas. (a) A zinc-finger nuclease dimer with each recognising 12 nucleotides and carrying  
one FokI cleavage domain (yellow star). An individual zinc-finger (blue oval) recognises three 
nucleotides. When both ZFNs bind to the recognised regions, dimerisation of FokI domains takes 
place and a double strand break can occur. The distance between two targeted regions has to be 6 
basepairs. (b) A TALE nuclease dimer with each recognising 18 nucleotides and carrying  one FokI 
cleavage domain. Each TALE protein carries 17.5 repeats and each repeat recognises one 
nucleotide. The principal of TALENs is the same as ZFNs with the difference that the distance 
between the two targeted regions has to be 15 to 18 basepairs. (c) The structure of the active guide 
RNA-Cas9 complex. The sgRNA consists of the spacer that is complementary to the strand on which 
the protospacer (target site) is located and a scaffold that creates an RNA structure that is vital for the 
stabilisation of the complex. Cas9 is recruited to the target site, recognises the PAM site and is 
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stabilised in order to create a double strand break three nucleotides upstream of the PAM site (it is 
indicated with the X) (adapted from (Mali et al. 2013).   
Cluster Regularly Short Palindromic Repeat/Cas 
(CRISPR/Cas) 
The newest genome editing tool that has quickly come to dominate the field 
of genome editing over the last decade is based on a prokaryotic adaptive immune 
mechanism called Clustered Regularly Short Palindromic Repeat (CRISPR) type.  
The story of CRISPR starts in 1987 where (Ishino et al. 1987) discovered a 
region in the E. coli genome that consists of tandem repeats. In 1989 (Nakata et al. 
1989)described this region but did not yet know the function of the repeats. Four 
years later, (Mojica et al. 1993) described a very similar region of tandem repeats 
found in the archaeon Haloferax mediterranei. The authors were also able to find a 
similar region in the closely related species H. volcanii and described both regions in 
1995 (Mojica et al. 1995). More groups described similar regions in other archaea or 
bacterial genomes (Hermans et al. 1991; Flamand et al. 1992; Masepohl et al. 1996; 
Bult et al. 1996; Sensen et al. 1998; Nelson et al. 1999). In 2002 after agreement 
between Mojica and Jansen the region was named CRISPR. The same year two 
new features were described, first the non-repetitive regions of similar size (spacers) 
that interspaced the repeats and second genes that show homology among different 
genomes that are associated with the CRISPR regions, that take the name of 
CRISPR associated (Cas) genes (Jansen et al. 2002). In 2005 three different papers 
described findings that the CRISPR region and the associated genes are playing a 
role in resistance against viruses and other extrachromosomal element invasions 
through complementarity of the spacer region with the invading DNA (Mojica et al. 
2005; Pourcel et al. 2005; Bolotin et al. 2005). (Bolotin et al. 2005) also noticed that 
the foreign regions that correspond to the spacers of the CRISPR locus of S. 
thermophilus are lying next to a short signature of nucleotides (protospacer adjacent 
motif PAM). Others also made the same observation and the discovery was later 
proven be a very important feature of the system (Deveau et al. 2008; Horvath et al. 
2008; Mojica et al. 2009; Lillestøl et al. 2009; Semenova et al. 2009). 
The first proposed mechanism of the CRISPR system as defense against 
exogenous DNA was based on the predicted functionality of the different domains of 
 26 
the Cas proteins and it led to its comparison to the siRNA mechanism that takes 
place in eukaryotes (Makarova et al. 2006). This hypothesis was proven to be 
incorrect in the next years. When bacterial cultures of S. thermophilus were 
incubated with viruses, new resistant strains survived from the culture, suggesting 
that the CRISPR system confers acquired resistance against viruses (Barrangou et 
al. 2007). This hypothesis was proven correct and the resistance was shown to be 
achieved through addition of new spacers in the CRISPR locus (Barrangou et al. 
2007). Over the years following the 2007 publication, the function of different 
CRISPR associated (Cas) proteins was described along with the possibility to 
transfer CRISPR systems to distant species (Deveau et al. 2008; Brouns et al. 2008; 
Sapranauskas et al. 2011). It was further discovered that Cas9 is the only protein 
needed to provide resistance in the S. thermophilus system (Deveau et al. 2008; 
Brouns et al. 2008; Sapranauskas et al. 2011).  
In 2008 (Marraffini & Sontheimer 2008) were the first to prove that the 
interference occurs through DNA targeting after they introduced a self-splicing intron 
in a gene. They also showed that the system can be programmable by introducing 
desired spacer sequences and they also recognized the biotechnological value of 
the method. Only in 2011 the final component of the system was identified. Another 
RNA molecule (tracrRNA) that is important for the maturation of the CRISPR array 
(tracrRNA:crRNA) that is transcribed by RNAseIII polymerase was identified 
(Deltcheva et al. 2011). In 2012 an artificial fusion RNA (sgRNA) was introduced in 
order to replace the tracrRNA:crRNA hybrid and skip the maturation of the complex 
with promising results (Figure 3c) (Jinek et al. 2012). Using this sgRNA the Cas9 
complex can be easily programmed to target any sequence that is followed by a 
PAM site (Figure 3c) (Jinek et al. 2012). They also showed that Cas9 has two active 
endonuclease domains which means that it can create DSBs (Figure 3c) (Jinek et al. 
2012). A couple of months later another group was able to co-purify Cas9 and the 
rest of the complex (tracrRNA:crRNA) and use it in vitro for cleavage successfully; 
they also showed that 20 nt spacer is enough for efficient targeting (Gasiunas et al. 
2012).  
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CRISPR types 
In nature different types of CRISPR systems have been found and classified 
in two classes. In Class I there are the types that consist of multisubunit (multiple 
proteins) complex for recognition and cleavage of the target site (CRISPR type I,III 
and IV) where in class II there are the types that require single subunit (one protein) 
for activation (CRISPR types II and V) (Makarova et al. 2015). The first type I system 
was identified by (Brouns et al. 2008) in E. coli and this type is characterised by 8 
Cas cluster genes produce a series of proteins that are involved as a cascade for 
the maturation of the pre-crRNA and the identification of the target site so the Cas3 
protein will come and cut the dsDNA (Brouns et al. 2008; Pougach et al. 2010; Jore 
et al. 2011; Westra & Brouns 2012). This type is more prevalent in bacteria when 
compared to the type III system, which is more abundant in archaea (Makarova et 
al. 2006). The type III system also consists of multiple Cas proteins but what makes 
it different is the presence of Cas10 (endonuclease activity) and the fact that it can 
also target RNA (Makarova et al. 2011). The first observations of type III were made 
by (Marraffini & Sontheimer 2008) in S. epidermidis and by (Hale et al. 2009) in P. 
furiosus. Finally, a related class, the putative type IV, is usually encoded on 
plasmids and consists of a smaller subunit (4 Cas proteins, Csf1 endonuclease 
activity) (Makarova et al. 2015). The hypothesis was formulated that this type could 
serve as a mobile unit (Makarova et al. 2015). 
A member of the second class is the type II CRISPR which is the one that 
was first adapted as a genome editing tool (Jinek et al. 2012; Cong et al. 2013). It is 
the best studied type mainly due to its presence in the bacterium S. thermophilus 
which has economic value (lactic-acid bacterium) (Bolotin et al. 2005; Barrangou et 
al. 2007; Sapranauskas et al. 2011; Gasiunas et al. 2012). This type only needs the 
Cas9 protein for cleavage of the targeted region (Jinek et al. 2012; Gasiunas et al. 
2012). The same CRISPR type is found in the S. pyogenes which was used for the 
identification of the tracrRNA and also its Cas9 sequence is the most commonly 
used nowadays (Deltcheva et al. 2011; Jinek et al. 2012; Cong et al. 2013; Mali et 
al. 2013). Finally, the last type in this class is the type V CRISPR. This system was 
described recently by (Zetsche et al. 2015) in studies on F. novicida. It also utilises a 
single protein Cpf1 for cleavage of the targeted region but in contrast to  the other 
types, the maturation process occur without the use of a tracrRNA (Zetsche et al. 
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2015). Another difference is that the Cpf1 protein creates staggered DNA breaks 
(Zetsche et al. 2015). 
CRISPR/Cas genome editing tool 
The type of CRISPR that has been adapted as a genome editing tool is the 
type II. In this system only Cas9 is needed for cleavage (Sapranauskas et al. 2011) 
and 20nt of complementarity between DNA and RNA is enough for efficient targeting 
(Gasiunas et al. 2012). The main advancement arrived in 2012 when (Jinek et al. 
2012) created an artificial small RNA (sgRNA), replacing the mature 
tracrRNA:crRNA of the native system. Also when using the S. pyogenes Cas9 
(SpCas9), only a very simple PAM site (5’-NGG-3’) is required to be located 
downstream of the targeted site (Jinek et al. 2012). In 2013 (Cong et al. 2013) 
described the first time that the CRISPR/Cas system was used to edit mammalian 
cell lines. After adding a nuclear localisation signal in SpCas9’s sequence the 
protein was used for targeting and creating DSBs in EMX1 gene (Cong et al. 2013). 
An sgRNA was designed and evaluated for efficiency. Their results showed that the 
system was able to generate mutations in the targeted positions and create 
deletions when two regions are targeted (Cong et al. 2013).  
Applications and advancements of CRISPR/Cas 
Since the first application of the CRISPR/Cas system in 2013 for editing 
mammalian cells, the number of its applications has increased dramatically. It has 
already been used for editing zebrafish (D. rerio) (Hwang et al. 2013; Auer et al. 
2014; Irion et al. 2014), mouse (M. musculus) (Wang et al. 2013; Hirose et al. 2017), 
rat (R. norvegicus) (D. Li et al. 2013; Chapman et al. 2015), fruit fly (D. 
melanogaster) (Gratz et al. 2013; Ren et al. 2013), monkey (Macaca fascicularis) 
(Niu et al. 2014), pig (S. scrofa domestica) (Yan et al. 2018), nematode (C. elegans) 
(Friedland et al. 2013) rice (O. sativa) (Endo et al. 2014; Lowder et al. 2015), tomato 
(S. lycopersicum) (Nekrasov et al. 2017), thale cress (A. thaliana) (J.-F. Li et al. 
2013; Hyun et al. 2015; Peterson et al. 2016), and mammalian cells (Canver et al. 
2014; Bauer et al. 2015; Bressan et al. 2017). 
Creating a deactivated Cas9 (dCas9) in which both endonuclease domains 
are mutated one can recruit activators or repressors to the targeted region without 
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directly altering the genome, and only affecting gene expression (Qi et al. 2013; 
Gilbert et al. 2013; Larson et al. 2013). (Hilton et al. 2015) described a dCas9 (both 
Sp dCas9 and Nisseria meningitidis dCas9) fused with the human p300 Core, that 
has acetyltransferase activity, and was able to regulate the gene expression when 
the corresponding promoters or enhancers were targeted. On the other hand, 
(Kearns et al. 2015) investigated a Nm dCas9 fused with the histone demethylase 
LSD1 targeting enhancers of genes in mouse embryonic stem cells. The authors 
showed that successful suppression of gene expression took place through reducing 
the H3K4me2 and H3K27ac markers (Kearns et al. 2015). Finally, a study described 
that the dCas9-KRAB fusion can induce H3K9me3 and by targeting HS2 enhancers 
suppresses all genes that are regulated by HS2 (Thakore et al. 2015). A new 
approach arose based on the dCas9 properties but in this method the sgRNA 
scaffold is fused with RNA aptamers (e.g MS2,com). These aptamers can recruit 
RNA binding proteins (e.g MCP, Com) that are fused to activators (e.g VP64) or 
repressors (e.g KRAB), and gene activation or repression can occur in the same cell 
for different genes (Zalatan et al. 2015). dCas9 has been proven to be very useful 
for labeling and live imaging in cell lines. It has been used for visualising repetitive 
regions like telomeres or genes that are targeted simultaneously with multiple 
sgRNAs by fusing flurescent protins to dCas9 or the sgRNA scaffold (B. Chen et al. 
2013; Ma et al. 2015; Ye et al. 2017; Qin et al. 2017). Increasing the recognition 
specificity of Cas9 have also been achieved by mutating different domains without 
affecting the cleavage efficiency (Slaymaker et al. 2016; Kleinstiver et al. 2016; 
Chen et al. 2017). 
Comparison of genome editing tools 
Within the last five years that CRISPR/Cas system become applicable as a 
genome editing tool, its recorded usage has exceeded that of its predecessors 
(Figure 4).  When it comes to ZFNs or TALENs two proteins are needed to target 
neighbouring regions in order for a DSB. Since both tools are based on protein-DNA 
recognition and binding, the site-specific targeting is more difficult to be manipulated 
because every new target region requires a new protein to be generated (Bibikova 
et al. 2001; Boch et al. 2009). When it comes to meganucleases the recognised 
region is pre-defined but attempts to improve the recognition site were carried out 
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(fusing different domains or by mutating various amino acids) (Ashworth et al. 2010; 
Grizot et al. 2010). A drawback of this method is that the recognition and 
endonuclease domains are encoded as single proteins and it is therefore difficult to 
alter them independently. CRISPR/Cas targeting is simpler in comparison. The 
system needs only one protein (Cas9) that can create a DSB and the targeting, that 
is based on RNA-DNA interaction, can be easily manipulated by changing the 20nt 
of the spacer region of the sgRNA (Figure 3c) (Jinek et al. 2012). The elaborated 
targeting process of the first three tools causes to be more costly than the 
CRISPR/Cas system. Another great advantage of the CRISPR/Cas system is the 
ability of the user to achieve multiplex targeting at the same time easier. The 
sgRNA, that directs the recognition, is a small molecule allowing this way the 
multiplexing by introducing multiple sgRNAs at once (Peterson et al. 2016; J.-F. Li et 
al. 2013; Tothova et al. 2017).  
 
Figure 4: Number of publications for each genome editing tool within the last 30 years (1988-
2018). Web of Science was used for searching publications where each one of the genome editing 
tools was mentioned. The data were acquired in August 2018. (http://apps.webofknowledge.com). 
 
It is important to note, however, that the CRISPR/Cas system does have 
some limitations in its activity. One of them is the requirement of a PAM site  for 
recognition and cleavage (Sapranauskas et al. 2011). The most commonly used 
system is based on the S. pyogenes Cas9 in which a 5’-NGG-3’ acts as PAM (Jinek 
et al. 2012). This pattern can be found in abundance in a genome but still can be 
limiting in specific regions. As mentioned previously, the meganucleases also have 
targeting limitations based on the domains, while the ZFNs and TALENs can target 
any region (Desjarlais & Berg 1992; Schornack et al. 2006). Finally, another 
limitation of the system is the potential generation of off-target events. It has been 
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shown that Cas9 could tolerate some mismatches between sgRNA and target site 
(Sapranauskas et al. 2011; Jinek et al. 2012). Details on the rates of off-target 
mutations are not settled. Indeed, there are studies that support the presence of off-
target but also studies that describe no off-target activity (Hsu et al. 2013; 
Pattanayak et al. 2013; Veres et al. 2014; Peterson et al. 2016). I investigated the 
presence of off-target events regarding my approach and this is discussed in 
Chapter 3. The off-target problem was also prominent with the other tools (ZFNs and 
TALENs) but similarly improved versions of the nucleases have been generated with 
increased specificity and decreased toxicity (Miller et al. 2007; Doyon et al. 2011). 
Aims 
Several studies investigate the involvement of SA in different aspects of plant 
such as those analyzing the effect of SA on flowering time, its effect under stress 
conditions and during immune responses. The majority of these studies have been 
conducted using the common Col-0 accession. The nearly exclusive focus on Col-0 
(or a few other canonical accessions) has led to a gap in our knowledge with respect 
to gene interactions and networks that could be specific to other natural accessions. 
It has already been shown that there is substantial genetic variation in response to 
external application of SA in natural accessions of A. thaliana (van Leeuwen et al. 
2007). Additionally, the ACCELERATED CELL DEATH 6 (ACD6) gene that acts in a 
positive feedback loop with SA and promotes cell death, has been shown to be 
active in the natural accession Est-1 but not in others (like Col-0) indicating variation 
regarding ACD6 and SA regulation (Todesco et al. 2010). Using a genome editing 
approach one can create null alleles in different genetic backgrounds and 
investigate their performance. The CRISPR/Cas technology has been utilised 
extensively over the last five years. Nonetheless, there continue to be aspects of the 
technology that are poorly understood, or for which there are contradictory results 
and hypotheses. One example is the controversy surrounding the rate of off-target 
cleavage due to non specific Cas9 activity. 
By knocking out ICS1 in seven natural accessions of A. thaliana using the 
CRISPR/Cas system I was able to eliminate the main biosynthetic pathway of SA. I 
then proceeded to: 
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1. Generate an economic and high-throughput screening pipeline (CRISPR-
con), starting from DNA extraction to identification of edited individual using 
amplicon sequencing; 
2. Investigate SA involvement in flowering time regulation, the SA levels in 
absence of the ICS1 gene during P. syringae infection and the effect of SA on 
H. arabidopsidis pathogenicity in natural accessions of A. thaliana; 
3. Identify off-target cleavage sites when the ICS1 gene is targeted with two 
sgRNAs at the 3rd exon using CRISPR/Cas system. 
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Chapter 1 
CRISPR-finder: A high throughput, cost efficient and precise method for 
identification of successfully edited individuals in A. thaliana 
Introduction 
“Genome editing”, or making precise changes to an organism’s genome, has 
become a routine approach to investigate gene function in vivo. While there are 
other systems available for editing genomes, such as Zinc Finger nucleases 
(Bibikova et al. 2002; Lloyd et al. 2005; Porteus & Baltimore 2003) and Transcription 
activator-like effector nucleases (TALENs) (Christian et al. 2010; Miller et al. 2011; 
Forner et al. 2015), both of these systems are not as straightforward to use  
because  targeting and recognition is carried out by a fine-tuned protein/DNA 
interaction (Pavletich & Pabo 1991; Schornack et al. 2006). The difficulty of 
designing the required proteins leads to lower success rates (Gaj et al. 2013). Over 
the last few years, a new system was discovered and described called Clustered 
Regularly Interspaced Short Palindromic Repeats (CRISPR). In nature, this system 
is found in bacteria and archaea and acts as an adaptive immune mechanism which 
recognizes and cleaves specific phage DNA sequences. In the lab, it has now been 
successfully adapted as a genome engineering tool which can recognize and cleave 
user-defined sequences, thereby editing the genome (Jinek et al. 2012; Cong et al. 
2013). 
The discovery of the CRISPR/CAS system opened new doors for genome 
editing by simplifying the requirements for genome targeting, particularly in 
comparison to Zinc finger nucleases and TALENs (Gaj et al. 2013). The system 
requires a nuclease (Cas9), an artificial single guide RNA (sgRNA), and a short 
sequence upstream of the sgRNA binding site called a Protospacer Adjacent Motif 
(PAM) site, which has the sequence 5’-NGG-3’ (Jinek et al. 2012; Gasiunas et al. 
2012). Part of the sgRNA is complementary to 20 nucleotides in the targeted region 
of the genome, and the rest is responsible for the stabilisation of the Cas9/sgRNA 
complex.  
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Interaction of the Cas9/sgRNA complex with the target site enables Cas9’s 
endonuclease domain to generate a double stranded break (DSB). Such breaks can 
be repaired through either the non-homologous end joining (NHEJ) or homology 
directed repair (HDR) pathways. NHEJ is error-prone, and can introduce small 
insertions or deletions that can lead to the disruption of the reading frame (Phillips & 
Morgan 1994; Ma et al. 2004). In the case of HDR, a donor template complementary 
to the target needs to be present to introduce a specific region to the genome of 
interest (Liang et al. 1998; Gratz et al. 2014). The CRISPR/CAS system has been 
successfully used for generating knock out lines (D. Li et al. 2013; Chang et al. 
2013), knock in lines (Auer et al. 2014; Platt et al. 2014) and for deleting loci (Canver 
et al. 2014) in several organisms including Arabidopsis thaliana (Feng et al. 2013; 
Feng et al. 2014; Hyun et al. 2015; Peterson et al. 2016).  
Although this system is now routinely used, identifying successful mutational 
events is often challenging and tedious, since the number of transformants and 
mutants that must be screened is usually large. For example, when applied to 
Arabidopsis thaliana, one might have to screen hundreds of individuals in order to 
find the desired event. The most common approaches for screening for mutations 
are either to use Sanger sequencing (Feng et al. 2014; Fauser et al. 2014) or to use 
the T7 Endonuclease 1 (T7E1) assay (Xie & Yang 2013; Ablain et al. 2015) applied 
to PCR products. Neither of these methods provides immediately a precise 
identification of mutations in the desired region. For example, in the case of 
screening using Sanger sequencing, the final readout merges the most abundant 
products in the template into one chromatogram (Strauss et al. 1986; Sanger & 
Coulson 1975). This can lead to secondary peaks and sometimes a mixed signal 
due to other amplified molecules in the mixture, and can make it very hard to detect 
desired but rare events that might have occurred during editing. Confirmation of 
successful editing through subsequent cloning of such a mixed PCR product 
followed by retrieval of bacterial colonies that carry the rare variant is additionally 
time-consuming and expensive. Use of T7E1 for screening can also yield 
inconclusive results. This can happen because the assay is based on identifying 
heterozygous individuals after denaturing/annealing steps, in which the T7 
Endonuclease 1 digests the mismatched fragments (Mashal et al. 1995). This 
approach lacks the ability to identify homozygous individuals, as there are no 
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mismatched fragments available for digestion. Finally, both techniques can be 
expensive if one wants to screen a large number of samples (>100). 
These imperfections concerning the routinely-used approaches for screening 
CRISPR’ed individuals led me to develop a more robust way of efficiently screening 
large numbers of samples. Here I introduce a high throughput screening approach 
for identifying mutations using Illumina sequencing, called CRISPR-finder. I describe 
both the library preparation of the samples and the analysis pipeline for identifying 
editing events. My approach is based on amplicon sequencing using MiSeq as a 
platform of choice, but my design yields amplicons that are compatible with the 
HiSeq3000 platform as well (by altering the adapter sequence one could use the 
pipeline for other platforms too). High throughput amplicon sequencing has been 
successfully used in the past for various purposes like for the description of marine 
microbial communities using the 18S rDNA (Huber et al. 2007), the characterization 
of the human gut microbiome using 16S rDNA (Wu et al. 2010) and the identification 
of the bacterial community in soil (Nacke et al. 2011). Amplicon sequencing has also 
been used in the case of cancer research; (Takeda et al. 2015) used the Ion 
TorrentTM platform for amplicon sequencing panels of 22 genes that are linked to 
lung and colon cancer using formalin-fixed, paraffin-embedded (FFPE) samples, and 
the MiSeq platform was used for sequencing 212 amplicons in 48 gene related to 
colorectal cancer (Betge et al. 2015). Both studies successfully investigated the 
presence of variants at the genes of interest using hard-to-process source material.  
Aims 
Using the CRISPR/Cas genome editing tool has allowed the alteration of 
genomes almost effortlessly. The extensive use leads to the generation of large 
numbers of individuals to be screened for identifying the desired mutations. The aim 
of my study was to overcome this issue.  The great number of samples in my work 
(>900) led me to adapt a previously described preparation method by (Lundberg et 
al. 2013). This method gave me the opportunity to generate a pipeline (CRISPR-
finder) for successfully identifying individuals carrying mutations at the targeted 
regions (Figure 1.1).  
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Figure 1.1: Schematic representation of the screening pipeline, CRISPR-con. Starting from >900 
samples, the amplicon generation takes place by preparing the individuals for sequencing by DNA 
extraction and library generation. Following the sequencing run, the demultiplexing and analysis lead 
to the identification of desired edited individuals. Green represents unedited plants and blue 
represents plants that carry editing events. 
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Results 
Motivation of work 
My aim was to improve the CRISPR/Cas system application and efficiency. 
Specifically, I sought to simplify the screening of individuals to identify those that 
have been edited. To demonstrate the efficacy of my new approach, I targeted the 
FLOWERING LOCUS C (FLC) or ISOCHORISMATE SYNTHASE 1 (ICS1) genes in 
different A. thaliana accessions (Table 1.1) using the CRISPR/Cas system, and then 
screened these accessions for successful events. 
Table 1.1: List of all the accessions used throughout optimisation and verification of the 
amplicon sequencing for different runs. 
Agu-1 ICE107 ICE153 ICE228 ICE75 Lerik1-3 Tü-Scha-9 
Bak-2 ICE111 ICE163 ICE29 ICE79 Nermut-1 Tü-V-12 
Bak-7 ICE112 ICE169 ICE33 ICE91 Nie1-2 TüWa1-2 
Col-0 ICE119 ICE173 ICE36 ICE92 Pre-6 Vash-1 
Don-0 ICE120 ICE181 ICE60 ICE93 Qui-0 Wal-HäsB-4 
Ey1.5-2 ICE127 ICE21 ICE61 ICE97 Rü3.1-27 Xan-1 
ICE1 ICE130 ICE212 ICE7 ICE98 Sha Yeg-1 
ICE102 ICE134 ICE213 ICE70 Kastel-1 Star-8   
ICE106 ICE152 ICE216 ICE73 Koch-1 TüSB30-2  
 
FLC encodes a flowering repressor with rich natural allelic variation in A. 
thaliana (Michaels & Amasino 1999; Li et al. 2014). ICS1 encodes an enzyme 
involved in salicylic acid biosynthesis (Wildermuth et al. 2001). 
The accessions of A. thaliana used in this study are from the first phase of the 
1001 Genomes Project (Cao et al. 2011). I used the polymorph tool 
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(http://polymorph.weigelworld.org) to align sequences of FLC and ICS1 from the 
different accessions. I identified target sites without sequence variation among the 
accessions to develop the guide RNAs (Figure 1.2). 
 
Figure 1.2: Diagrams of the two targeted genes, ISOCHORISMATE SYNTHASE 1 (ICS1) and 
FLOWERING LOCUS C (FLC). Black boxes indicate coding regions in exons, and grey boxes 
untranslated regions. The arrow shows the directionality of the transcription. 
 
Plants were transformed separately with either the FLC or ICS1 targeting 
constructs (Appendix Table 1) and the primary transformants were found to have 
somatic editing events. Two versions of Cas9 were used, which were either plant-
codon-optimised (pcoCas9) (J.-F. Li et al. 2013) or Arabidopsis-codon-optimized 
(AthCas9) (Fauser et al. 2014). The selection of the transgene was based on 
glufosinate or the seed specific expression of mCherry (Kroj et al. 2003; Gao et al. 
2016). Details concerning the cloning system and the different components are in 
Chapter 2.  
Generation and sequencing of amplicons spanning 
CRISPR target sites 
Sanger sequencing and the T7E1 assay are time consuming, imprecise, and 
expensive (Feng et al. 2014; Ablain et al. 2015). Moreover, the T7E1 must be 
combined with further screening like Sanger sequencing. To overcome these 
problems, I developed CRISPR-finder which is based on an amplicon sequencing 
approach (modified from (Lundberg et al. 2013)) and a novel analysis pipeline 
(Figure 1.1). 
In order to quickly and unambiguously identify CRISPR/Cas9-induced 
mutations in a large number of plants, I amplified the target regions by PCR using  
(a)
Cas9 cutting sites
FLC  (5952 bp) (chr5)
Cas9 cutting sites
ICS1 (3823 bp) (chr1)
28070296 28074118
31734973179448
(b)
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barcodes to identify amplicons from different individual plants, and then sequenced 
pools of barcoded PCR products on an Illumina MiSeq (or HiSeq) instrument. I 
modified the FLC and ICS1 loci to determine the efficacy of my method in (i) 
different genetic backgrounds and (ii) at different genetic loci. The distance between 
the expected cutting sites for the two target sites was 32 bp for FLC and 72 bp for 
ICS1, and the insert sizes following PCR were 197 bp and 211 bp respectively. 
The amplicons were prepared based on a two-step PCR amplification (Figure 
1.3a-c). During the first amplification the specific region of interest was amplified, 
and the frameshifting nucleotides and part of the TruSeq adapters were added 
(Figure 1.3b) (Appendix Table 2). The cleaned PCR product was used as a template 
for the second amplification where the remainder of the TruSeq adapters and one of 
96 barcodes were added (Lundberg et al. 2013) (Figure 1.3c) (Appendix Table 2). 
Each PCR amplification step was carried out for 15 cycles.  
 
Figure 1.3: Amplicon preparation. (a) The 1st PCR amplifies a specific region. The oligonucleotide 
primers in this step include the first part of the TruSeq adapters (grey) and the frameshifting 
nucleotides (red). (b) The 2nd PCR amplification adds the last part of the TruSeq adapters (purple) 
and one of the 96 barcodes (orange). (c) The final amplicon with the frame shifting base pairs (red), 
the TruSeq adapters (grey and purple) and the barcode (orange). 
 
The PCR products  were quantified using the Quant-iTTM PicoGreen® dsDNA 
assay, normalized (described below), and pooled. For the sequencing on the MiSeq 
platform the MiSeq reagent kit v2 (300-cycles) (MS-102-2002) was used. I designed 
the adapters in order to be compatible both with MiSeq and HiSeq3000 platforms 
(Illumina, USA); on both I had successful runs. 
bead clean up
2nd PCR
Amplicon
cutting sites
frame shifting
nt
barcode
(a)
(b)
1st PCR
bead clean up
30-70 bp
(c)
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Demultiplexing process 
After sequencing, the pooled reads were demultiplexed in a two-step process. 
96 batches of combined samples were first identified via the indices that were 
located at the TruSeq adapters incorporated in the 2nd PCR amplification. This 
process was carried out by bcl2fastq (1.8.4) software, provided by Illumina, which 
also trims the sequence of the barcodes (https://my.illumina.com) (Figure 1.4a).  
Subsequently, sequencing reads from different samples were mixed under 
the same barcode. In order to assign each read to the individual from which it came, 
we took advantage of the frameshifting nucleotides incorporated during the first step 
of the two-step PCR amplification. The first nine nucleotides from each read were 
used as “secondary” barcodes to determine from which sample each read in the 
sequencing run originated; 9 bases are sufficient to capture the unique frameshifting 
nucleotides used during the amplicon generation (Figure 1.4b).   
 
Figure 1.4: Diagrams of the demultiplexing procedure. (a) The primary demultiplexing step is 
carried out by the illumina software and separates the samples based on the indices that are located 
primary demultiplexing
secondary demultiplexing
                                                  PlexSeq
(a)
(b)
universal barcode
frame shifting nucleotides
amplified region
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within the adapter region into 96 pools. (b) The secondary demultiplexing script (PlexSeq) then 
assigns the reads to individuals based on the frame shifting nucleotides. 
 
To achieve this, an in-house python script (PlexSeq) (available at 
https://gitlab.localnet/jregalado/plexSeq) was developed by fellow PhD student 
Julian Regalado that successfully demultiplexes >98% of reads in my dataset 
(Figure 1.5a-d). Since PlexSeq  was run without allowing any mismatches of the 
“secondary” barcodes, around 2% of the data could not be separated because of 
errors in primers or errors introduced during the sequencing process, which makes it 
impossible to unambiguously determine the sample origin of these reads. However, 
a loss of 2% of data was deemed acceptable. 
 
Figure 1.5: Graphs representing the average number of reads per plate (≤96 samples) per run. 
(a) MiSeq run 010, (b) MiSeq run 024, (c) MiSeq run 083 and (d) HiSeq 3000 run 058. For the HiSeq 
3000 run, the library preparation was the same as for the MiSeq runs, but only 1% of a lane was 
used. 
 
Unassigned  reads are not used for downstream analysis. A file with the 
expected “secondary” barcodes needs to be provided in order for the script to 
successfully proceed with the demultiplexing (Figure 1.6). 
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Figure 1.6: Screenshot of the text file that is needed for the PlexSeq to demultiplex the raw 
reads based on the frame shifting nucleotides. The file consists of three columns. The first 
column has the name that the file should take after demultiplexing. The second and third columns 
have the first 9 expected nucleotides for each read based on the oligonucleotides that were used for 
amplification during the library preparation. 
  
Analysis pipeline 
After the demultiplexing process, each sample was genotyped in order to 
detect single nucleotide polymorphisms (SNPs), as well as small insertions and 
deletions in the region of interest. 
For each sample, reads were mapped back to the reference sequence for the 
genes of interest (Gene ID: 830878 and 843810) using the MEM algorithm of the 
BWA read mapping tool (Li & Durbin 2009) with standard parameters (Figure 1.7a). 
Afterwards, alignments were filtered for suitable quality with a mapping quality cutoff 
of 30 or higher (Li et al. 2009). The resulting alignment files were genotyped with 
freebayes using standard parameters (Figure 1.7a) (Garrison & Marth 2012a). The 
resulting VCF file was then filtered with vcftools (Danecek et al. 2011) to only keep 
samples in which high quality variants were detected at regions of interest. 
At the end, IGV (Robinson et al. 2011; Thorvaldsdóttir et al. 2013) was used 
for visual inspection of read mapping and variant calls (Figure 1.7b,c).  All software 
was used with standard parameters unless otherwise noted.  The required memory 
for the analysis can be 5-20 Gb depending on the output of the run. 
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Figure 1.7: The analysis pipeline and visualised alignments. (a) Diagram of the analysis pipeline. 
BWA-MEM is used for the alignment and the Freebayes algorithm for variant calling. Finally, IGV is 
used for visualizing the alignment or the vcf files. (b) Alignment that shows a deletion visualised in 
IGV. On the top track one can notice the coverage panel and how it is decreased at the location of 
the deletion. The black open box indicates the location of the PAM site. (c) Alignment that shows an 
insertion (purple ‘I’) visualised in IGV. The identified insertion was one base pair. The black open box 
indicates the location of the PAM site. 
Identifying Mutations 
Using CRISPR-finder, I was able to identify plants that were either hetero- or 
homozygous for the desired mutations. In order to evaluate the accuracy of the 
screening approach and also the impact of the mutation that was caused using the 
CRISPR/CAS system, I focused on an ics1 mutant in the TüWa1-2 background 
(TüWa1-2 c-ics1-1) that I identified after screening more than one hundred 
individuals. The parental genotype was originally collected in Germany and its 
phenotype shows extensive necrotic lesions on the leaves (Figure 1.8c) which can 
be attributed to local cell death. I hypothesized that this is caused by elevated levels 
of SA. Using a biosensor assay I was able to successfully quantify the SA content in 
the plants (Huang et al. 2006; Defraia et al. 2008). As expected, the levels of free 
SA in the ics1 mutant were significantly lower than the wild type accession (Figure 
1.8a,b). These results demonstrate firstly, that using our approach of screening one 
can easily and precisely identify individuals that were edited through the 
(c)
TGTTTCTTCTCTCGTCGCAGTGACGTTGGTCGTC
(b)
GTTCCAATTGACCAGCAAATCGGAGCAATTGATTG
Reads
Reads (96)
Reads (n>96) 
Alignments
Variants
Freebayes
BWA-MEM
Illumina 
demultiplexer
PlexSeq
Visualisation
IGV
(a)
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CRISPR/CAS system. Secondly, our system of targeting can efficiently generate 
knockout lines. 
 
Figure 1.8: Salicylic acid levels and morphology of ics1/sid2 mutants. (a) SA content of TüWa1-
2 wild-type and the derivative TüWa1-2 c-ics1-1 mutant. (b) SA content of Col-0 reference wild type 
and derivative sid2-2 mutant for comparison. (SID2 is a synonym for ICS1). Note the very different 
scales of the two graphs. The measurements were obtained using plants that were growing in 23oC 
short-day conditions (8 h light/ 16 h dark) for 43 days. (c)-(f) Pictures representing the morphology of 
the wild types and the corresponding ics1/sid2 mutants. (c) TüWa1-2 wild type, (d) TüWa1-2 c-ics1-
1, (e) Col-0 reference, and (f) sid2-2. The plants were growing in 23 oC short-day conditions and the 
pictures were taken 40 days after sowing. The chlorotic and necrotic regions on the leaves are 
indicated by red arrows. The white line indicates 1 cm, note the different size of the scale bar in each 
image. 
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Discussion 
The CRISPR/Cas9 system is a widely used approach for genome editing, 
with increasingly diverse and broad applications (Belhaj et al. 2013; Auer et al. 2014; 
Canver et al. 2014; Hyun et al. 2015). Many of these applications require genotyping 
of large numbers of individuals for the identification of induced mutations. The 
available screening approaches lack efficiency, precision and remain expensive. 
Here I describe a high throughput screening approach, called CRISPR-finder that 
increases the accuracy and reduces the time and money required for screening a 
great number of individuals. 
I implemented  an amplicon-based high throughput screening approach for 
identifying individuals with desired CRISPR generated events (Figure 1.1). Amplicon 
sequencing has been used in the past in various studies for addressing questions 
such as bacterial communities in different environments (Huber et al. 2007; Wu et al. 
2010; Nacke et al. 2011) and variant identification in cancer related genes (Takeda 
et al. 2015; Betge et al. 2015). I exploited this method to use the full genomic DNA 
from each plant to generate amplicons of the targeted region through a two-step 
PCR amplification (Figure 1.3). Based on the precision of amplicon sequencing, 
1000 reads per individual can generate enough coverage (1000x) where every 
molecule in the mixture will be sequenced and even the low frequency variants will 
be detected. Based on this coverage per individual and the expected output of a 
MiSeq run (~15 to 20 million reads) one could ambitiously attempt to multiplex up to 
20000 samples in a single run. Of course the coverage can be adjusted to the needs 
of different experimental set ups. I also describe the demultiplexing approach and an 
analysis pipeline (Figure 1.4 and 1.7). For each individual a unique combination of 
frameshifting nucleotides and index sequence is used; in this way the same region 
from many different individuals can be sequenced.  
The major cost of CRISPR-finder is the amplicon sequencing kit which has 
the capacity for producing millions of sequences. With one reaction one can 
comfortably sequence thousands of samples, so the preparation cost per sample 
decreases as more samples are added to the pool. Additionally, “spiking in” to 
another flow cell to use only part of a flowcell’s capacity is possible and allows high 
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flexibility and the lowest costs. In contrast, the T7E1 assay and the Sanger 
sequencing costs remain the same, regardless the number of samples.  
There have been attempts over the last few years to address the difficulties 
posed by the available screening methods. There are available packages for the 
downstream analysis of demultiplexed reads, or packages that demultiplex reads 
that originated from different regions of the genome (Boel et al. 2016; Pinello et al. 
2016). There is also an available R package that one can use to summarize 
variants’ features like their type, their location and their frequency (Lindsay et al. 
2016). The input for this package can be either Sanger or NGS data, but a method 
to sequence numerous individuals is not described in the pipeline (Lindsay et al. 
2016). The advantage of CRISPR-finder is that I introduce not only the preparation 
method for the amplicons but also methods to multiplex numerous amplicons from 
hundreds of samples with high resolution. Our method uses frameshifting 
nucleotides for higher sequence quality without the necessity of phiX and has higher 
multiplexing capability in comparison with others (Brocal et al. 2016).  
Finally, the first oligonucleotide set does not need HPLC purification, keeping 
the cost of the multiplexing procedure low. This is because oligonucleotides are 
synthesized 3'->5', therefore any minor truncations or errors will be concentrated 
towards the ends of the amplicon during the first amplification. These ends serve as 
the binding sites for the oligonucleotides that are used at the second amplification, 
which will anneal despite minor errors and synthesize products with the correct 
adapter sequence.  
I was also able to successfully sequence CRISPR-finder libraries using the 
HiSeq3000 platform. The adapters and the size of the amplicons were designed in a 
way that the libraries can be compatible with both the MiSeq and HiSeq platforms. 
Finally, in order to assess CRISPR-finder as a screening approach, I 
identified and characterised an ics1 mutant. The levels of SA in this mutant were 
significantly lower when compared to the wild-type (Figure 1.8). This finding 
supports our hypothesis and expectations since the ICS1 gene is involved in the 
production of SA in Arabidopsis thaliana (Wildermuth et al. 2001). While my method 
was developed for screening Arabidopsis thaliana edited individuals, it can be easily 
adopted for any organism that has been genome edited using the CRISPR/Cas9 
system. A fact that one has to keep in mind is that recently has been shown that 
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large deletions can occur during CRISPR/Cas editing (Kosicki et al. 2018). These 
deletions would escape from our proposed pipeline. 
 In conclusion, during this study a full pipeline form DNA extraction to 
identification of individuals carrying mutations generated with CRISPR/Cas system 
is described-- CRISPR-finder. When compared to the more traditional methods 
(Sanger and T7E1 assay), amplicon sequencing is more robust and less expensive.  
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Chapter 2 
Investigation of the role of salicylic acid (SA) in flowering time regulation and 
the immune response against the oomycete Hyaloperonospora arabidopsidis 
Introduction 
Different Arabidopsis thaliana genotypes exhibit a broad spectrum of 
phenotypic variation in several aspects of development, such as flowering time, and 
defensive mechanisms (Lempe et al. 2005; Todesco et al. 2010). One such 
phenotype that varies between individuals is the regulation of salicylic acid 
production. The hormone salicylic acid (SA) is a regulator of both growth and 
defense (Santner et al. 2009; Vlot et al. 2009). Several studies have demonstrated 
that natural accessions differing in their levels of SA production show an 
autoimmune phenotype, identifiable by necrotic lesions that are visible on the leaves 
and resemble local cell death (HR; hypersensitive response) (Todesco et al. 2010; 
Zhu et al. 2018). The mechanism linking this autoimmune phenotype to the 
production of salicylic acid is somewhat elucidated (Todesco et al. 2010; Zhu et al. 
2018). Salicylic acid is a well-established component of the HR response and 
numerous genes have been identified that influence the production of SA to 
ultimately mount a defense response (Delaney et al. 1994). One case that has been 
shown to potentiate a positive defense response in an SA-dependent manner is the 
ACCELERATED CELL DEATH 6 (ACD6) gene. Natural genetic variation in this 
gene results in clear phenotypic differences between accessions (Lu et al. 2003; 
Todesco et al. 2010). Finally, another interesting aspect of natural variation in the 
plant immune system is the hybrid incompatibility between natural accessions that 
has been observed (Chae et al. 2014). The severity in the phenotype varies from 
small lesions to extensive cell death or even lethality (Chae et al. 2014). 
Salicylic acid is a phenolic compound involved in various plant processes like 
response to abiotic stresses, allelopathy, flowering time regulation, leaf senescence 
and disease resistance (Raskin 1992; Martínez et al. 2004a; Vlot et al. 2009; Kumar 
2014). SA is synthesised under two different pathways in A. thaliana, the 
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PHENYLALANINE AMMONIA LYASE (PAL) and ISOCHORISMATE SYNTHASE 
(ICS) pathways, with the latter being the dominant one (Vlot et al. 2009).  
It is still unclear how SA may influence flowering time. The connection 
between flowering time and SA has been reported since 1974 when phloem sap or 
products of aphid infestation were able to accelerate flowering in SD conditions of 
the long-day plant L. gibba (Cleland & Ajami 1974). SA was identified as the main 
compound responsible for the phenotype and external application showed similar 
results (Cleland & Ajami 1974). A study in A. thaliana has also shown that plants 
exposed to UV-C radiation, which acts as an abiotic stress, exhibit elevated levels of 
SA and flower earlier while the NahG mutant (decreased SA levels) is characterised 
by late flowering in SD conditions (Martínez et al. 2004b).  
There is evidence in the literature that there is cross-talk between SAR and 
flowering time and between sumoylation (post-translation modification that involves 
the SMALL UBIQUITIN-LIKE MODIFIER (SUMO) peptides that are conjugated to 
proteins and alter their function (Miura et al. 2007)) and flowering time (Lee et al. 
2007; Singh et al. 2013; Villajuana-Bonequi et al. 2014a). SIZ1 encodes a plant 
SUMO E3 ligase (Miura et al. 2005) and its mutants show accumulation of SA and 
SAG, resistance to pathogens and constitutive SAR marker PR-1 expression (Lee et 
al. 2007). Additionally, SIZ1 has been reported to promote and stabilise FLC 
expression (Jin et al. 2008; Son et al. 2014), which encodes a MADS box 
transcription factor that represses flowering time (Michaels & Amasino 1999). This 
indicates an indirect interplay between flowering time and SAR. The early in short 
days 4 (esd4) mutant defective in a gene encodes a SUMO protease exhibits early 
flowering phenotype and it might be due to the accumulation of SUMO conjugates 
(Villajuana-Bonequi et al. 2014a). Even though the mechanism is still unknown a 
suppressor was identified as a mutant allele at the ICS1 locus (Villajuana-Bonequi et 
al. 2014a). Finally, it has been shown that FLOWERING LOCUS D (FLD) is involved 
in flowering time regulation and in SAR (He et al. 2003; Singh et al. 2013). FLD is a 
known negative regulator of FLC expression and thereby can promote flowering (He 
et al. 2003; Michaels & Amasino 1999). The causal mutation in the reduced in 
systemic immunity 1 (rsi1) mutant was identified in the FLD locus (Singh et al. 
2013). In addition to the delay these mutants exhibit in flowering time, they can 
produce SAR signals but are unable to establish the SAR response. This result 
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suggests that FLD is necessary for receiving the SAR signal (Singh et al. 2013). 
Finally, the HOPW-1-INTERACTING3 (WIN3) gene regulates SAR and the win3 
mutant shows decreased levels of SA but flowers earlier than the wild type (Wang et 
al. 2011) while MYB30 overexpression lines with elevated levels of SA show no 
difference in flowering time (Liu et al. 2014). While the aforementioned studies 
establish a link between different processes (SAR and (a)biotic stress response) and 
flowering time through molecules involved in both, a direct link between SA and 
flowering time has not been reported. 
SA is mainly known for its involvement during the defense responses of A. 
thaliana against pathogens (Kumar 2014). Production of SA is induced during PTI 
and ETI in response to biotrophic or hemibiotrophic pathogen infection and is vital 
for establishment of systemic acquired resistance (SAR) (Glazebrook 2005; Loake & 
Grant 2007; Dempsey et al. 2011). Increased levels of SA have been detected upon 
infection indicating resistance (Zheng et al. 2007; Tsuda et al. 2008). In support of 
this observation, plants that are unable to accumulate SA due to NahG expression 
(convert SA to catechol) show enhanced susceptibility during infections and inability 
to mount SAR (Gaffney et al. 1993; Delaney et al. 1994; Vernooij et al. 1994; Lawton 
et al. 1995). Additionally, external application of SA or its synthetic analogues, 2,6,-
dichloroisonicotinic (INA) or benzo(1,2,3) thiadiazole-7-carbothioic acid S-methyl 
ester (BTH), can aid in the retainment or regain of resistance (Pallas et al. 1996; 
Görlach et al. 1996; Nawrath & Métraux 1999). A key player for HR induction is 
EDS1 (ENHANCED DISEASE SUSCEPTIBILITY 1) which controls SA production 
that is necessary for defense against virulent pathogens (Vlot et al. 2008). Mutants 
with a non functional EDS1 are highly susceptible to several pathogens and unable 
to accumulate SA (Parker et al. 1996; Falk et al. 1999). 
A common approach for evaluating SA contribution and induction in A. 
thaliana is pathogen infection. Pseudomonas syringae and Hyaloperonospora 
arabidopsidis have been extensively used in the literature for investigating and 
identifying genes that are involved during immune response. P. syringae is a 
hemibiotrophic bacterium and during its infection common symptoms are chlorotic 
lesions and “water-soaked” patches that turn necrotic (Dong et al. 1991; Whalen et 
al. 1991; Dangl et al. 1992; Katagiri et al. 2002). It has been shown that during P. 
syringae infection SA accumulation occurs (Gupta et al. 2000; Zheng et al. 2007). H. 
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arabidopsidis is an obligate biotrophic oomycete that naturally infects A. thaliana 
(Holub 2008). SA contribution towards the observed phenotypes during H. 
arabidopsidis infection have been reported for various isolates of the pathogen 
(Delaney et al. 1994; Nawrath & Métraux 1999; McDowell et al. 2005). The 
phenotypes that have been reported after infection with H. arabidopsis are 
quantitative regarding the response against the pathogen (Holub 2008).  
First, there is the flecking necrosis in which small, almost invisible to the 
naked eye, necrotic lesions occur at the location where the spores landed and 
attempted to enter the leaf (Holub 2008). The next two types are characterised by 
more extensive HR in the surrounding cells (Holub 2008). The fourth type of 
response exhibits a characteristic pattern of necrosis called trailing necrosis (TN) 
during which indicates that the plant responds with HR around the positions that 
spores landed but the elicitation is not rapid enough which leads to pathogen growth 
(Holub 2008). As I will show with my results, which of these phenotypes presents is 
an indication of the quantitative differences in the physiological response of the 
plant. 
The response to either pathogen infection follows often the “gene-for-gene” 
model according to which resistance is achieved when the product of a plant R gene 
counteracts the effector encoded by an avirulence gene (Katagiri et al. 2002; Coates 
& Beynon 2010). By utilising these two pathogens I can examine the levels of SA 
accumulation during infection (P. syringae) and its effect on the virulence (H. 
arabidopsidis). I use the term virulence to describe the degree of pathogenicity 
which is the ability of a microbe to cause disease (Agrios, 1988). 
Aims 
While there are reports of natural variation affecting the regulation of SA (e.g. 
ACD6) little is known regarding differences in its biosynthesis in different accessions 
(Todesco et al. 2010; Zhu et al. 2018). While the available evidence points to ICS as 
being a central component of the main SA biosynthetic pathway in A. thaliana, it is 
still unclear how much the PAL pathway contributes in different accessions 
(Wildermuth et al. 2001). These results may be due to the fact that the majority of 
available SA deficient mutants are generated in the commonly used Col-0 accession 
that does not exhibit high SA accumulation when unchallenged. 
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By eliminating the expression of ICS1, which is the gene for the first enzyme 
involved in the conversion of isochorismate to SA in the ICS pathway, I aim to 
investigate the effect of SA in flowering time regulation and assess the performance 
of SA deficient mutant lines during infection using different pathogens in different 
accessions. 
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Results 
Generation of the mutant lines 
The aim was to investigate the extent to which and the mechanism by which 
SA contributes to the flowering time phenotype and to pathogen responses 
respectively in different natural accessions. For this reason, I generated targeted 
mutations at the ICS1 locus in different natural accessions using the CRISPR/Cas 
system. I employed the CaMV35S or the A. thaliana EGG CELL1.1 promoter 
(pEC1.1) to express a plant codon optimised Cas9 (pcoCas9) (J.-F. Li et al. 2013) 
and two sgRNAs driven by two U6 promoters targeting the 3rd exon of ICS1 locus 
(Figure 2.1). The EC1.1 promoter specifies an egg-cell specific expression pattern 
(Sprunck et al. 2012). The egg cell is fertilised by the sperm and along with the 
fertilised central cell and the ovule integuments give rise to the seed’s embryo, 
endosperm and seed coat (Maheshwari 1950; Yadegari & Drews 2004). I chose to 
include the promoter in order to increase the possibility of the generation of inherited 
targeted mutations.  
The two regions targeted for genome editing were identical across the 
accessions that I used as described in Chapter 1 (Figure 2.1a). I selected the 
primary transformants using glufosinate resistance or fluorescent mCherry 
expression (Bouchez, D. (Institut National de la Recherche Agronomique, Versailles 
(France). Centre de Versailles, Biologie Cellulaire) et al. oct1993; Gao et al. 2016). 
The generation of the final binary constructs was based on the Greengate cloning 
system (Lampropoulos et al. 2013) and each was carrying the promoter 
(CaMV35S/pEC1.1), the pcoCas9, the terminator (trbcs), the two sgRNA cassettes 
and the selection marker (BASTA/mCherry) (Figure 2.1c,d) (Appendix Table 1). I 
examined the expression of pcoCas9 by transient expression of pEF008 in N. 
benthamiana plants prior to the transformation of the natural accessions (Figure 
2.1b). Finally, I recovered Cas9-free homozygous ics1 mutant lines in the T3 
generation using either the glufosinate brushing approach as described in the 
Material and Methods or the fluorescent mCherry as described by (Gao et al. 2016), 
based on uniform segregation in T3 families.  
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Figure 2.1:Graphical representation of the two binary constructs and expression of pcoCas9. 
(a) Diagram of ICS1 gene. Black boxes indicate exons, and grey boxes untranslated regions. The 
arrow shows the directionality of the transcription. The blue line indicates the important for its activity 
Chorismate binding-domain (van Tegelen et al. 1999; Wildermuth et al. 2001). (b) pEF008, (c) 
pEF073 and (d) evidence for expression of pcoCas9 using protein blot. Anti-FLAG antibody (SIGMA-
ALDRICH® , #F1804, 2012) was used for detection of Cas9 protein tagged with a FLAG epitope. N. 
benthamiana plants were grown in 23oC SD conditions for 5 weeks and were infiltrated either with the 
pEF008 construct or with infiltration medium only (mock). 
 
I successfully generated ics1 mutant lines using the pEF008 construct for the 
Yeg-1 and TüWa1-2 accessions and with pEF073 for the Col-0, Koch-1, Fei-0, 
Ey1.5-2 and ICE50 accessions. Not all the ics1 lines were carrying the same 
mutations at the targeted region but for all of them the generated mutations were 
giving rise to a premature stop codon within the 3rd exon (Table 2.1) (Appendix 
Figure 1). Due to the generated mutations the chorismate binding-domain, which is 
essential for ICS1 function, is eliminated (van Tegelen et al. 1999; Wildermuth et al. 
2001). 
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Table 2.1: List of all ics1 mutant lines that were generated with the corresponding mutations 
and the effect in the final gene product. The TüWa1-2 c-ics1-1 and TüWa1-2 c-ics1-2 are two 
independent lines of the same accession carrying different mutations at the targeted region. 
ics1 line Reference Alteration Effect 
Col-0 c-ics1 GAC GAAC Premature stop codon 
Koch-1 c-ics1 CAA CA Premature stop codon 
ICE50 c-ics1 CAGTGAC CT Premature stop codon 
Ey1.5-2 c-ics1 GAC GATC Premature stop codon 
Fei-0 c-ics1 GAC GAAC Premature stop codon 
Yeg-1 c-ics1 GAC GATC Premature stop codon 
TüWa1-2 c-ics1-1 TCGCTGTTTCTTCTC
TCGTCGCAGTGAC 
TC Premature stop codon 
TüWa1-2 c-ics1-2 GAC GATC Premature stop codon 
 
Flowering time and measurement of SA of unchallenged 
mutant lines 
In this study, I directly tested the effect of SA production on flowering time 
regulation by generating ics1 mutant lines (SA deficient) in different genetic 
backgrounds. All plants used in this study (for measuring flowering time phenotype 
and for pathogen assays) were grown in 23oC short days (8h light/12h dark) based 
on an incomplete randomised block design. The ENHANCED DISEASE 
SUSCEPTIBILITY 1 (eds1-1) mutant in Ws-0 background and eds1-2 in Col-0 
background were added in the experiment because they are known immune 
deficient mutant lines with defects in bacteria SA signaling (Parker et al. 1996; Falk 
et al. 1999; Feys et al. 2001; Bartsch et al. 2006). Finally, the fast-neutron-generated 
mutant, sid2-2, which carries a null allele of ICS1 in Col-0 genetic background, was 
added, serving as control because it is a well-studied SA deficient line (Dewdney et 
al. 2000; Wildermuth et al. 2001). Representative pictures of plants are shown in 
Figure 2.2. 
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Figure 2.2: Representative pictures of all the lines used during this study. Plants were grown in 
23oC SD for 35 days. The white bar indicates 2 cm. The red arrows indicate necrotic spots on the 
leaves. Pictures were taken using RAPA system (Vasseur et al. 2018). 
 
The Col-0 c-ics1 mutant showed slightly delayed flowering (defined as main 
shoot reaching 1 cm, p=0.013) when compared to the wild type but no such 
difference was observed for sid2-2 , which is a null ics1 mutant in Col-0 (Figure 
2.3a) (Nawrath & Métraux 1999; Wildermuth et al. 2001). Another similar case was 
the Ey1.5-2 c-ics1 mutant for which bolting was slower than the wild type (p=0.005) 
suggesting delayed flowering time. For both lines no other obvious trait was 
significantly affected compared to the wild type (rosette and cauline leaf number) 
(Figure 2.3). One mutant line of TüWa1-2, TüWa1-2 c-ics1-1, showed a significant 
increase in the number of rosette and cauline leaves (p=0.011 and p=0.025 
respectively), indicating accelerated flowering time (Figure 2.3b,c). The second line 
TüWa1-2 c-ics1-2, that was carrying an independently generated mutation for ICS1, 
did not show the same pattern (Figure 2.3b,c). Again no other trait was significantly 
affected but all of them exhibited the same trend of delayed flowering time (Figure 
2.3). Koch-1 c-ics1 plants showed an increase of small significance (p=0.047) for the 
number of cauline leaves in comparison to wild type with no other trait significantly 
affected but following the same pattern (Figure 2.3c). 
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Figure 2.3: Flowering time of ics1 mutant lines and their wild types. (a) Flowering time is given 
as days to flowering (shoot elongation to reach 1 cm) and number of (b) rosette and (c) cauline 
leaves. Plants were grown in 23oC SD conditions. Statistical analysis was performed using linear 
mixed effect model and Dunnett’s test (Bates et al. 2014). ***p<0.001, **p<0.01 and *p<0.05.  
 
I also quantified the free and total SA content using a biosensor assay based 
on the Acinetobacter sp. ADPWH_lux system (Huang et al. 2006; Defraia et al. 
2008). I used plants that had been grown in 23oC SD conditions for 38 days. In 
measurements of free SA, Koch-1 c-ics1, Ey1.5-2 c-ics1, Fei-0 c-ics1, Yeg-1 c-ics1 
and TüWa1-2 c-ics1-1,2, showed significantly decreased accumulation of SA 
(p=0.014, p=0.015, p=0.007, p=0.016, p=0.002 and p=0.002 respectively) (Figure 
2.4). Col-0 c-ics1 and sid2-2 had similar levels of SA with Col-0 wild type (p=0.1) 
and the ICE50 c-ics1 despite the fact that low content of SA was not significantly 
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different from its wild type (p=0.7) (Figure 2.4). When I measured the total SA 
content (SA and SAG) I was able to verify that Col-0 c-ics1 plants are unable to 
accumulate SAG,  exhibiting the same pattern as the well-studied sid2-2 mutant line 
(Defraia et al. 2008). All samples showed increased amounts of total SA despite the 
mutation at the ICS1 locus which is not unexpected since all the other ics1 mutant 
lines manage to accumulate free SA (Figure 2.4). 
 
Figure 2.4: SA content of the ics1 mutant lines and the corresponding  wild type parents. 
Plants were grown in 23oC SD for 38 days. The quantification of free and total SA (SA and SAG) was 
carried out using the biosensor assay based on the Acinetobacter sp. ADPWH_lux (Huang et al. 
2006; Defraia et al. 2008). Light blue indicates free SA and dark blue total SA. The statistical analysis 
for the free SA measurements was performed using a linear mixed effect model and Dunnett’s test 
(Bates et al. 2014). ***p<0.001, **p<0.01 and *p<0.05. 
Role of SA in response to Pseudomonas syringae pv. 
maculicola ES4326 (Psm4326) infections 
Multiple studies have used Psm4326 for evaluating SA induction after 
Pseudomonas infection, both in the Col-0 accession and different immune deficient 
mutants (Gupta et al. 2000; Glazebrook et al. 2003; Zheng et al. 2007; Defraia et al. 
2008; Wang et al. 2008). Specifically, (Wang et al. 2008) have shown that SA 
induction by Psm4326 is stronger than after  infection with P. syringae pv tomato, 
the most common bacterial model pathogen for A. thaliana. 
 For addressing the response of SA accumulation after pathogen infection I 
infiltrated the Psm4326 strain into 35-day old plants. The plants used were part of an 
incomplete block design randomisation and from each replicate of the design I used 
two plants, one for Psm4326 infiltration and one for mock infiltration (buffer) (Figure 
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2.5). I infiltrated leaves using Psm4326 suspension of O.D600 equal to 0.001 which 
corresponds to about 106 cfu and I collected the infected tissue for SA quantification 
two days later. 
 
Figure 2.5: Representative picture of Psm4326 infiltrated and mock treated lines two days 
after infiltration. The red arrows indicate “water-soaked” symptoms in Psm4326 infiltrated plants. 
The red circle marks a Psm4326 infiltrated plant while the blue circle marks a mock treated plant of 
the same genotype. The table at the bottom of the picture shows the block design. Cells filled with 
red represent Psm4326 infiltrated ones while blue represent mock infiltrated plants.  
 
All accessions and their ics1 mutant lines were susceptible to the Psm4326 
strain, as evidenced by the presence of “water-soaked” leaf symptoms (Figure 2.5) 
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(Dong et al. 1991; Whalen et al. 1991). All the lines showed induction of SA 
accumulation with the wild type accessions typically having more dramatic changes 
(Figure 2.6a). I used R and lme4 (Bates et al. 2015) to create linear mixed effect 
models for evaluating the relationship between SA levels, the genetic background 
and the treatment (for the wild-type measurements). Both the genetic background 
and the treatment effects significantly increased the model fit with the addition of the 
genotype showing a more significant improvement based on likelihood ratio tests 
(genetic background: χ2=16.87, p=3.99e-5, treatment: χ2=9.85, p=0.0016). 
Additionally, the Fei-0, TüWa1-2, Yeg-1 and ICE50 ics1 mutant lines did not show 
any significant induction of SA during infection (Figure 2.6b). On the contrary, the 
Koch-1, Ey1.5-2 and Col-0 ics1 mutant lines showed significant induction of SA with 
values ranging between 0.1 to 0.5 ng of free SA per mg of fresh tissue, when 
infected (Figure 2.6b). Interestingly, the sid2-2 did not show significant SA induction 
in comparison to Col-0 c-ics1 despite the fact that they derive from the same genetic 
background (Figure 2.6b). Finally, all ics1 mutant lines showed significantly 
decreased SA levels when compared to the corresponding wild type (Figure 2.6c). 
 
Figure 2.6: Free SA accumulation during Psm4326 infection. (a) Free SA quantification of the 
wild type plants for each accession during Psm4326 or mock treatment. (b) Free SA quantification of 
the ics1 mutant lines during Psm4326 or mock treatment. Note the different scales for graphs (a) and 
(b). (c) Free SA quantification during Psm4326 infection of the wild type plants from each accession 
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along with their corresponding ics1 mutant lines. The statistical analysis for panels b and c was 
performed using Wilcoxon test (McDonald 2014).  
Role of SA in response to Hyaloperonospora arabidopsidis 
(Hpa) infections 
 To examine the contribution of SA towards the pathogenicity of the Hpa, I 
used the 14OHMLN4 isolated. I collected inoculated plants (Hpa or mock) 11 days 
post inoculation for Trypan blue staining, SA quantification and phenotyping. Based 
on susceptibility and the symptoms I categorised the plants into three groups. The 
first group included the resistant genotypes, Col-0, Koch-1 and ICE50. These 
accessions showed no sporulation but only the characteristic flecking necrosis, 
where the cells died due to HR preventing spread of the pathogen (Figure 2.7 and 
2.8). In the second group, Ey1.5-2 and Fei-0 accessions were classified as partially 
resistant with trailing necrosis (Holub 2006), indicative of partial resistance and 
indicating that HR was elicited but not fast enough to prevent pathogen growth 
(Figure 2.7 and 2.8). Finally, the last group consisted of the susceptible accessions 
TüWa1-2 and Yeg-1, which showed prolific pathogen growth (Figure 2.7 and 2.8). In 
all cases, the ics1 mutant lines were classified into the same groups as the 
accessions that they were derived from. The eds1 mutants, both in Col-0 and Ws-0 
background, were susceptible as expected, since the EDS1 gene is required for SA-
dependent ETI signaling and resistance against Hpa (Parker et al. 1996; Falk et al. 
1999).  
 
 63 
Figure 2.7: Representative images of plants infected with 14OHMLP04 (Hpa) or mock (H2O). 
Red arrows point leaves that exhibit sporulation of the pathogen and blue arrows indicate the trailing 
necrosis symptoms. The white bar indicates 1 cm. R: resistant, flecking necrosis; S: susceptible and 
TN: partial resistance with trailing necrosis. Pictures were taken 12 dpi. 
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Figure 2.8: Lactophenol Trypan blue–stained leaves of 14OHMLP04 (Hpa) or mock (H2O) 
treated plants. Red arrows indicate pathogen growth (hyphae, spores and oospores), the white 
arrows indicate HR symptoms. R: resistant, flecking necrosis; S: susceptible and TN: partial 
resistance, trailing necrosis. Leaves were collected 13 dpi.  The white bar indicates 200 μm. 
 
 In a similar way as before (with Psm4326) using likelihood ratio tests I could 
show that the addition of the genetic background increases significantly the model fit 
of SA accumulation in response to 14OHMLP4 (χ2=7.25, p=0.007). The addition of 
the treatment did not have a significant improvement to the model fit (χ2=2.7, p=0.1) 
(Figure 2.9). In both cases only the SA content of the wild type plants, that was 
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reported, was used. I did not observe any significant induction of SA in the wild type 
nor the ics1 mutant lines (Figure 2.9). Additionally, the decrease of SA in the ics1 
mutant lines was not significant when compared to their corresponding wild types 
(Figure 2.9). 
 
Figure 2.9: Free SA levels during 14OHMLP04 or H2O treatment. Light blue boxes indicate free 
SA of plants that were treated with H2O and the light purple boxes free SA of plants treated with 
14OHMLP04. Whole rosettes were collected 12 dpi. The statistical analysis of differences between 
wild type and corresponding ics1 mutant line was performed using Wilcoxon test, with no significant 
difference being reported (McDonald 2014). 
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Discussion 
Salicylic acid (SA) has been implicated in different aspects of the Arabidopsis 
thaliana life cycle such as flowering, leaf senescence, and it is a key signaling 
molecule for immune responses (Morris et al. 2000; Martínez et al. 2004a; Malamy 
et al. 1990; Métraux et al. 1990). Most of the studies investigating the role of SA 
have been conducted using the commonly studied Col-0 genotype (Villajuana-
Bonequi et al. 2014b; Kus et al. 2002; Wildermuth et al. 2001) but much less is 
known about its importance in other natural accessions.  
The aim of this Chapter was to evaluate the contribution of SA to differences 
in flowering time and immune responses in natural accessions of A. thaliana. To 
achieve this, I generated SA compromised mutants lines by introducing premature 
stop codons in the ICS1 gene of different accessions using CRISPR/Cas 
technology. The ICS1 gene product is part of the main SA biosynthetic pathway in A. 
thaliana (Wildermuth et al. 2001). The mutant lines that I generated carried slightly 
different mutations at the ICS1 locus but all of them were predicted to encode 
truncated proteins missing the important chorismate binding domain (Appendix 
Figure 1).  
Flowering time is not affected by decreased levels of SA 
The first trait that I examined was flowering time. The Col-0 c-ics1 and Ey1.5-
2 c-ics1 mutant lines showed some difference in onset of bolting and TüWa1-2 c-
ics1-1 and Koch-1 c-ics1 showed some differences in the number of rosette and 
cauline leaves, but there were no generally consistent effects of SA on multiple 
aspects of flowering onset (Figure 2.3). Moreover, in the case of Col-0 c-ics1 and 
TüWa1-2 c-ics1-1 the phenotype was not supported by the second mutant line 
analyzed (Col-0 sid2-2 and TüWa1-2 c-ics1-2), consistent with the marginally 
significant flowering time results having been spurious (Figure 2.3). My findings are 
not surprising, given the contradictory flowering time effects attributed to SA in the 
literature. While some studies suggested that elevated SA levels lead to late 
flowering (and vice versa) others reported the opposite or indicated no effect 
(Martínez et al. 2004a; Jin et al. 2007; Wang et al. 2011; Li et al. 2012; Villajuana-
Bonequi et al. 2014b; Liu et al. 2014). The SA contribution to flowering in these 
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studies was examined with lines that carried mutations in genes that affected SA 
accumulation and at the same time genetically interacted with other genes involved 
in flowering time regulation (such as FLC and FLD) or caused abiotic stress, in turn 
also known to affect flowering (Lee et al. 2007; Singh et al. 2013; Villajuana-Bonequi 
et al. 2014b). In addition, transgenic NahG plants, in which SA is metabolized, were 
reported once to be early flowering (Martínez et al. 2004a) but not in another study 
(Liu et al. 2014). MYB30 overexpressers, which have high levels of SA, also flower 
early (Liu et al. 2014).  
 In conclusion, SA had small effects on flowering in some genetic 
backgrounds, but not in others. Because in some cases only the chronological time 
to flowering or the number of leaves were affected, it is difficult to come to definitive 
conclusions. However, my data so far suggest that there are SA effects on flowering 
time, but that these might depend on the genetic background.  
ICS1 is important but not essential for SA accumulation in 
natural accessions 
Significantly decreased SA levels were observed for most ics1 mutant lines 
except for Col-0 and ICE50. In the case of Col-0, this is likely due to free SA being 
very low in wild-type plants ((Defraia et al. 2008), and a further decrease thus very 
difficult to measure. Inability of sid2-2 mutant plants (and Col-0 c-ics1 line) to 
accumulate SA becomes apparent when total SA (SA and SAG) is measured 
instead (Wildermuth et al. 2001; Defraia et al. 2008), which I could confirm. The 
situation is similar in ICE50, which also has very low accumulation of SA (Figure 
2.4). In addition, my evidence suggests that the mutations generated in all lines, 
during editing with the CRISPR/Cas, successfully eliminated ICS1 function (Table 
2.1, Appendix Figure 1).  
Not all the ics1 mutants were devoid of free SA (Figure 2.4). The residual SA 
can potentially be attributed to differential expression of ICS2, which has no 
significant contribution towards SA accumulation under abiotic stress or pathogen 
infection in Col-0 (Garcion et al. 2008),  or differential activity of the PAL biosynthetic 
pathway in these accessions. These possibilities can be examined in future studies 
by expression and genetic studies of ICS2 and PAL in these other accessions. 
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No significant accumulation of SA during Psm4326 
infection 
 To examine the SA response when plants are infected with different 
pathogens I used a P. syringae strain (Psm4326) and an oomycete (H. 
arabidopsidis, 14OHMLP04). During Psm4326 infection, SA production was induced 
and all infected plants developed “water-soaked” leaf symptoms (Figure 2.5) (Dong 
et al. 1991; Whalen et al. 1991). Mutants accumulated significantly less SA (Figure 
2.6c). I could show that differences in SA induction was dependent on both infection 
and genetic background, with the latter being more important.  
No significant induction of SA was detected in most ics1 lines (Figure 2.6b). 
Ey1.5-2 c-ics1, Koch-1 c-ics1 and Col-0 c-ics1 lines accumulated only between 0.1 
to 0.4 ng of free SA per mg of fresh tissue during the infection (Figure 2.6c). A trend 
towards induction of SA, albeit non-significant, during infection of ics1 mutants has 
been observed previously by (Defraia et al. 2008) with sid2-2 plants, which have 
reduced background levels of SA. My observations with natural accessions are in 
agreement by previous studies when different immune response deficient lines, 
which also accumulated less SA after infection (Gupta et al. 2000; Glazebrook et al. 
2003; Zheng et al. 2007).  
SA deficiency affects the severity of symptoms during Hpa 
infection but not Hpa resistance 
Plants were infected with a specific strain of the oomycete, H. arabidopsidis 
(Hpa), fell into three groups: resistant with flecking necrosis (Col-0, ICE50, Koch-1 
and their mutants), partially resistant with trailing necrosis (Fei-0, Ey1.5-2 and their 
mutant) and fully susceptible (Yeg-1, TüWa1-2 and their mutants).  Regardless of 
the grouping, all ics1 mutant lines accumulated less SA after induction, although the 
difference was never significant. Considering all the data it seems that the 
resistance against the Hpa strain tested is SA-independent but decreased levels of 
SA affect the severity of HR during trailing necrosis (partial resistance). It has been 
shown that infected Col-0 NahG plants with the Noco isolate of Hpa support 
increased pathogen growth and even more when infected with the Wela isolate, 
while Col-0 wild type is resistant for these isolates (Delaney et al. 1994). It has been 
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shown that resistance to Wela and Noco isolates is linked with SA accumulation 
(Delaney et al. 1994; Nawrath & Métraux 1999). In the case of the Landsberg-erecta 
(Ler) accession, wild type plants are resistant to Noco2, while Ler NahG develop 
trailing necrosis, indicating that accumulation of SA is important for RPP5-dependent 
resistance to Noco2 (Feys et al. 2001). The situation is similar for Col-0 and the 
Emco5 isolate (McDowell et al. 2005). The aforementioned studies suggested 
involvement of SA-dependent signaling in Noco/Col-0, Wela/Col-0 and Noco2/Ler 
interactions. This is in contrast to my observations, since inactivation of ICS1 had 
only minor effects on Hpa resistance in the first group of resistant accessions. SA-
independent signaling in EDS1-dependent responses has been suggested to involve 
the FLAVIN-DEPENDENT MONOOXYGENASE 1 (FMO1) gene (Bartsch et al. 
2006), since fmo1 mutant plants are able to accumulate SA during Pst infection but 
lose resistance to Cala2 (Bartsch et al. 2006).  
Another gene that has been associated with pathogen responses through 
EDS1 signaling is the Nudix Hydrolase NUDT7 (Bartsch et al. 2006). The phenotype 
of nudt-7 mutant plants, which are characterised by extended cell death and 
reduced growth is abolished in the nudt7-1/eds1-2 double mutant but not in a nudt7-
1/sid2-1 mutant line (Bartsch et al. 2006). This observation indicates that NUDT7 
regulation relies entirely in EDS1 signaling (Bartsch et al. 2006). Additionally, both 
double mutant lines exhibit similar levels of free SA suggesting that the cell death is 
not caused by accumulation of SA (Bartsch et al. 2006). These findings show that 
priming of cell death in nudt7 mutant lines requires EDS1 but is antagonised by SA 
that derives from the ICS1 biosynthetic pathway (Bartsch et al. 2006). A nudt7-
1/eds1-2/sid2-1 line abolishes the nudt7-1/sid2-1 phenotype but shows the same 
increased susceptibility to Noco2 indicating balance between promoting and 
inhibiting SA production is vital for resistance (Straus et al. 2010). The increased 
severity of trailing necrosis that is observed in Ey1.5-2 c-ics1 and Fei-0 c-ics1 can 
be attributed to the absence of SA being the reason of the “uncontrolled” cell death 
due to EDS1 signaling. 
To conclude, SA accumulation does not appear to contribute to the resistant 
phenotype of flecking necrosis but it does affect the severity of the trailing necrosis 
symptoms during 14OHMLP04 infection of partially resistant accessions (Figure 2.7 
and 2.8). Further investigation is needed to elucidate the mechanism of SA signaling 
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regarding the pathogenicity of the 14OHMLP04. Quantification of FMO1 expression 
levels during infection in the wild type and ics1 mutants plants could provide 
information as to whether the FMO1 pathway can partially bypass the ICS1 pathway 
in these accessions. 
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Conclusions 
This study led to two major conclusions. First, our findings showed an effect 
of SA on flowering time regulation that was much smaller than what was reported in 
several other studies.  
During Psm4326 infection I was not able to observe significant induction of 
SA in the ics1 mutant lines. The accumulation of SA in the wild-type plants during 
the infection was guided strongly by the genetic background along with the 
treatment. 
Finally, during the H. arabidopsisdis (14OHMLP04) infection no significant 
accumulation of SA was observed suggesting an SA-independent response 
regarding the resistance. A potential response during the resistance could be 
attributed to FMO1 signalling. During partial resistance (trailing necrosis), increased 
cell death was observed suggesting that SA can antagonise the EDS1 primed cell 
death. Further investigation is required to unravel the exact mechanism of the 
response to the 14OHMLP04 isolate. 
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Chapter 3 
Investigation of off-target cleavage sites in the Arabidopsis thaliana genome 
when ICS1 gene is targeted using the CRISPR/Cas system 
Introduction 
Genome editing describes the targeted alteration of the genetic code of an 
organism (insertion, deletion, replacement or modification). It can be achieved by 
using nucleases (ZFNs, TALENs or CRISPR/Cas) that have been engineered for 
targeting and cleaving DNA by creating double stranded breaks (DSBs). 
Unfortunately, all current nucleases have one common limitation: the unintentional 
editing of additional regions in the genome that have not been targeted, called “off-
targets” (Figure 3.1) (Gaj et al. 2013; Osborn et al. 2016; Gutierrez-Guerrero et al. 
2018). Many studies have been focused on predicting potential off-target regions 
based on their similarity with the targeted one (Sapranauskas et al. 2011; Jinek et al. 
2012; Gaj et al. 2013). Since their discovery, off-target editing events have been 
studied with type II and III CRISPR systems, and single mismatches at the 5’ end of 
the crRNA to the respective PAM sites have been shown to be insufficient to prevent 
these (Sapranauskas et al. 2011; Jinek et al. 2012). 
 
Figure 3.1: Graphical representation of “on” and “off” targeting. The red underline indicates the 
target site in the genome (protospacer) that is followed by the PAM site and the black underline (5 nt) 
indicates the seed region of the protospacer. The green region of the sgRNA is the spacer (crRNA) 
that recognizes the target site and the black region is the scaffold (tracrRNA). The “X”s point to the 
position of cleavage by Cas9. (a) On-targeting: cleavage occurs with perfect complementarity 
between sgRNA and one strand of target site. (b) Off-targeting: potential cleavage occurs when there 
is recognition between sgRNA and a target sequence (eg. a mismatch (“S”) in the target) because of 
partial complementarity.  
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The same year as the first CRISPR/Cas application was published, studies 
focusing on investigating the specificity of the sgRNA/DNA complex in human cell 
lines and bacteria reported that cleavage may happen with imperfect 
complementarity to the guide RNA (Cong et al. 2013; Fu et al. 2013; Hsu et al. 2013; 
Pattanayak et al. 2013). Using a fluorescent density (eGFP) approach, off-target 
cleavage was evaluated using mutagenised single guide RNAs (sgRNAs) (Fu et al. 
2013). Differences in the cleavage activity of each sgRNA were attributed to the 
number of mismatches and their position in the sgRNA (Fu et al. 2013). Two 
mismatches in the 10 bp region upstream of the PAM site decreased cleavage 
activity to ~5% (Fu et al. 2013). When endogenous genomic regions were targeted, 
the number of potential off-target sites based on the sequence similarity was 
between 43 to 64 sites, and the detected off-target cleavage fluctuated between 0%-
26% for the different sites (Fu et al. 2013). Additionally, when endogenous loci in the 
genome were targeted in different regions, a list of potential off-target sites was 
generated based on similarity and at 3.4% of them, considerable alteration activity 
could be detected (Hsu et al. 2013). The scaffold of the sgRNA also affects off-target 
cleavage, with longer scaffolds being more problematic (Pattanayak et al. 2013). 
The differences in off-target cleavage activity was dependent on the specific sgRNA 
sequence, with sites showing ~40-90% of difference in off-target cleavage activity 
(Pattanayak et al. 2013).  
For better selection of sgRNAs, in silico tools were developed to predict off-
target sites based on features that were previously reported by (Hsu et al. 2013) and 
(Fu et al. 2013) regarding number of mismatches and their position. These tools are 
programmed either for designing target sites and reporting predicted off-target sites, 
or exclusively for the prediction of the off-targets for a given target site. There are 
numerous online tools that have been designed to improve the selection of a 
targeted region like CRISPR-P 2.0, CHOPCHOP v2.0, CCTop, Cas-OFFinder and 
CRISPR design (Bae et al. 2014; Stemmer et al. 2015; Labun et al. 2016; Liu et al. 
2017); http://crispr.mit.edu/). The developers used different pipelines to predict and 
score off-targets sites but all of them follow the same principle. Off-target sites are 
ranked based on their similarity to the targeted site. They are scored based on the 
number and position of mismatches, the presence of a PAM site, and location of the 
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off-target region. Finally, the sgRNA is also scored regarding its specificity based on 
the number of predicted off-target sites and their scores. These tools’ prediction 
ability is limited by the assumption of similarity between regions, the number of 
allowed mismatches, and the PAM requirement (Bae et al. 2014; Stemmer et al. 
2015; Labun et al. 2016; Liu et al. 2017); http://crispr.mit.edu/).  
While it is understandable that initial efforts focused on predicted off-targets, it 
is important to conduct unbiased evaluation of off-target cleavage without 
assumptions regarding sequence similarity ot the sgRNA (Crosetto et al. 2013; 
Frock et al. 2015; Kim et al. 2015; Tsai et al. 2015; Wang et al. 2015). IDLV 
(integration defective lentiviral vector), GUIDE-seq and BLESS (direct in situ breaks 
labeling, enrichment on streptavidin and next-generation sequencing) are based on 
identification of DSBs that occur during application of nucleases, either by 
integrating known molecules to the break or by labelling it (Gabriel et al. 2011; 
Crosetto et al. 2013; Tsai et al. 2015). Others are based on the identification of 
chromosomal translocations that occur due to on-/off- target cleavage (HTGS; high-
throughput, genome-wide, translocation sequencing) (Frock et al. 2015), or the in 
vitro identification of indels generated during in vivo application (digenome-seq; in 
vitro Cas9-digested whole-genome sequencing) (Kim et al. 2015). 
All aforementioned studies were conducted using human cell lines. Studies 
for plants are much more limited (Scheben et al. 2017). In silico predicted off-target 
sites based on similarity exhibited no off-target cleavage when they were tested 
during CRISPR/Cas application in Brassica napus, bread wheat (Triticum aestivum), 
cotton (Gossypium hirsutum), cacao (Theobroma cacao), tomato, rice or A. thaliana 
(Feng et al. 2014; Zhang et al. 2016; Nekrasov et al. 2017; Ueta et al. 2017; Yang et 
al. 2017; Wang et al. 2017; Fister et al. 2018; Macovei et al. 2018; Sánchez-León et 
al. 2018). However, evidence of off-target cleavage has been reported in cases 
where the off-target sites are nearly identical with the targeted region (1-6 
nucleotides difference) in rice, soybean and maize (Shan et al. 2013; Jacobs et al. 
2015; Svitashev et al. 2015; Li et al. 2016). According to (Jacobs et al. 2015), the 
mutation frequency at the off-target site was 2-13% comparing to 95% at the 
targeted region, while in another study, by (Li et al. 2016), the off-target modification 
frequency was 47.5% and 67% for regions differing by one or two nucleotides from 
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the targeted site, respectively. Based on all the aforementioned reports, the 
specificity of sgRNAs is complex with many unknown variables yet to be determined. 
Aims  
Exploration of off-target cleavage in plant species has been conducted mainly 
by focusing on in silico predicted sites that rely on sequence similarity between the 
regions and presence of canonical PAM site (Feng et al. 2014; Zhang et al. 2014; 
Peterson et al. 2016; Nekrasov et al. 2017; Macovei et al. 2018; Yang et al. 2017). 
These approaches create biases since noncanonical PAM sites have been observed 
when studies assess off-target cleavage (Tsai et al. 2015). Additionally, in human 
cell lines, regions without similarity to the targeted one have been identified as 
putative off-target cleavage sites (Veres et al. 2014). In this study, I investigated the 
presence of off-target cleavage sites of Cas9 when the ICS1 gene is targeted with 
two sgRNAs in the commonly used Col-0 accession (Figure 2.1, Chapter 2). Using 
the pEC1.1 promoter, which is active at the egg cell of the female gametophyte, for 
Cas9 expression allowed me to focus on germline mutations (Sprunck et al. 2012). I 
generated a bioinformatic pipeline to analyze sequencing data for potential off-target 
events in a genome-wide, unbiased manner and without a priori assumptions on 
putative hotspots of off-target cleavage sites regarding sequence similarity.  
 
 
 
 77 
Results 
An experimental set-up to investigate CRISPR-Cas9 off-
target editing events 
My aim was to investigate the prevalence of off-target editing events following 
the application of CRISPR/Cas to introduce loss-of-function mutations in the ICS1 
locus in A. thaliana. To this end, I engineered a transgenic construct with Cas9 
driven by the EGG CELL 1.1 (EC1.1) promoter, which is specifically expressed in 
the egg cell tissue, and two sgRNAs driven by two U6 promoters targeting the ICS1 
gene in the 3rd exon (refer to Figure 2.1 of Chapter 2). The commonly used Col-0 
TAIR10 reference accession was used as genetic background for transformation. 
Because the EC1.1 promoter is active in the egg cell (Sprunck et al. 2012), 
mutations should be primarily induced in the germline and therefore be heritable, as 
confirmed in the previous chapter.  
To select the primary transformants, I used the seed coat expressed mCherry 
marker (Gao et al. 2016). I genotyped selected plants at the targeted positions using 
amplicon deep sequencing as described in Chapter 1. I detected no mutations in 
any of the primary transformants (0/15), as expected, and propagated two randomly 
chosen T1 plants (line 3 and 4) carrying the Cas9 transgene to the next (T2) 
generation (Figure 3.2). The T2 plants were classified as wild type or heterozygous 
at the respective targeted position; no homozygous or trans-heterozygous events 
were detected. Based on the experimental evidence regarding on-target cleavage 
and the expression pattern of the EC1.1 promoter (Sprunck et al. 2012), I 
hypothesised that inheritance of off-target events will occur in the same manner as 
for on-target mutations.  
To this end, I followed the progeny of three T2 plants for which the Cas9 
transgene was carried as a single copy and would therefore be lost in ¼ of the 
progeny. Two were heterozygous mutant at the target position (plant lines 3 7; het 
3_7  and line 3 32; het 3_32) and derived from the same parent, and one exhibited 
wild type reads for the target position (plant line wt 4 7; wt 4_7) and derived from a 
different parent (Figure 3.2). Focusing on T3 plants that lost the Cas9 transgene due 
to segregation, I randomly selected twenty of them from each of the three families 
 78 
and prepared three equimolar DNA pools. By using a large number of randomly 
selected plants from each line, the mutant sequencing reads at the target locus 
should reflect segregation of mutant plants in each family, and serve as positive 
control during data processing. From now on, I will term each pool/sample based on 
their genotype in the T2 generation (het 3_7, het 3_32 and wt 4_7). If my hypothesis 
that off-target variants occur in an inherited manner is correct, and considering the 
Mendelian law of segregation, the mutated allele should have a frequency of 50% in 
the final pool. Finally, I used a fourth pool of twenty untransformed T1 plants as a 
control for the experiments (Figure 3.2). 
 
Figure 3.2: Representation of selection process and selected plants. Two T1 plants that were 
carrying Cas9 and showed no mutation in the targeted region were followed to the subsequent 
generation with Cas9. Three T2 plants were selected that were carrying Cas9. Two of the plants were 
heterozygous offspring from the same parent, while the third one was offspring of a different parent 
and had no mutations in the targeted region. At the next generation, only plants without Cas9 were 
sown out from each parent; 20 of them were randomly selected without genotyping the targeted 
region and pooled in order to generate the samples for sequencing. As a control I used a pool of 20 
randomly picked T1 plants that underwent the transformation procedure but the transgene was not 
T3 plants
wt/wt wt/mut mut/mut
het 3_7
het 3_32
wt 4_7
T1 plants T2 plants
T1 
untransformed
Cas9
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integrated (untransformed). The different graphical representation of each genotype and component 
of the figure are explained at the bottom. 
Sample sequencing and BAM file processing 
To investigate off-target cleavage occurrence, the four pools were sequenced 
on a HiSeq3000 Illumina (Illumina, USA) instrument aiming for average genome 
coverage of 50x. Reads were mapped to the  TAIR10 reference using BOWTIE2 
(v2.2.3) and downstream processing was performed using samtools (v1.3.1), GATK 
(v3.5) and PICARD (v2.2.1) softwares (Li et al. 2009; McKenna et al. 2010; 
Langmead & Salzberg 2012); (Arabidopsis Genome Initiative 
2000)http://broadinstitute.github.io/picard(Arabidopsis Genome Initiative 2000). 
Using samtools (v1.3.1), an estimation of the average number of reads covering a 
base pair in the genome was calculated (Li et al. 2009) (Figure 3.3).  
 
Figure 3.3: Density plot of read coverage (sequencing depth) in four samples. The black lines 
indicate the depth cut off (30 to 90) that I used during the filtering. 
 
 Variants were called using FREEBAYES (v1.1.0) with standard parameters, 
and the datasets of variants (VCF files)  for each sample were filtered for high 
quality calls (Garrison & Marth 2012b) (Figure 3.4a). No dramatic difference in the 
initial number of variants was observed among the CRISPR/Cas9 samples as well 
as the control (pool of untransformed T1 plants) (Figure 3.4a). Finally, applying each 
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filter either one at a time after intersection, or one after the other, I was able to 
eliminate the possibility of bias towards a specific filtering parameter or a sample 
(Figure 3.4b,c). The filters used were controlling for the reads covering a region 
(DP), the mean mapping quality of observed variant (MQM), the probability of 
observing a variant in the specific region (QUAL), the number of reads supporting a 
variant (AO) and the number of reads covering the variant further away from each 
end of the read (RPR and RPL). After all filters, between 20 and 48 variants were 
left in each set. At this point the genotype of the remaining variants has not been 
controlled. 
 
 
Figure 3.4: Initial variant calling and filtering. (a) Variants were called with FREEBAYES v1.1.0 
with default settings (Garrison & Marth 2012b), and the filtering was performed with the vcffilter option 
from the vcflib package. (b) Effects of sequential filtering. (c) Results of separate filtering.  
Parameters used were DP=30-90, MQM >30, QUAL >30, QUAL/AO >10, RPR >1 and RPL >1. For 
(b) and (c) the filters were applied in the intersected vcf files of each sample and for this reason the 
control sample is missing. 
Identification and validation of unique variants 
The analyzed samples came from the reference accession Col-0, but it is 
expected that the Col-0 line used in the lab has a number of shared variants that 
distinguish it from the TAIR reference genome, since new mutations accumulate at a 
rate of about 1 per generation (Ossowski et al. 2010). Mutations induced by 
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CRISPR/Cas9 are expected to be unique to each sample. In order to identify such 
unique variants in the samples, the variants called in the control sample (pool of T1 
untransformed plants) were intersected with the variants called in each of the 
experimental samples. After filtering based on the aforementioned parameters (read 
depth, mapping quality, supporting reads) (details in material and methods) further 
removal of variants located in repeats regions was performed (removed variants 8-
16). Shared variants between samples het 3_7 and het 3_32 (10 in total) were also 
removed in order to eliminate mutations that were unique to the shared T1 founder. 
Moreover, variants with strong strand bias that was calculated based on (Guo et al. 
2012) were removed along with variants that were supported even by one read at 
the control sample (T1 untransformed variants). Finally, homozygous variants were 
removed based on the hypothesis that the CRISPR/Cas mutations were occurred in 
a heterozygote manner in the previous generation. 
het 3_7 and het 3_32 samples both had different indels in the targeted region, 
and these were identified with my filtering approach (Figure 3.5). The number of 
unique variants after removing the on-target variants were two, zero and five for the 
het 3_7, het 3_32 and wt 4_7 samples, respectively (Figure 3.5).   
I evaluated the unique variants with Sanger sequencing of six individual 
plants from each line (i.e., before pooling) (Table 3.1). All variants were confirmed.  
 
Figure 3.5: Unique variants in each sample. For the samples het 3_7 and het 3_32, the only 
insertion is in the targeted region. After intersection and filtering of the vcf file, variants in repeat 
regions, with strong strand bias and variants that were supported with at least one read in the control 
sample were removed. 
 
Spontaneous mutations occur primarily in the form of single nucleotide 
substitutions (Ossowski et al. 2010). I recovered more indels than SNPs. All the 
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variants were located within 5 nt distance from a canonical or non-canonical PAM 
site (PAM sites that do not follow the expected NGG motif), (Table 3.1) (Hsu et al. 
2013; Jiang et al. 2013; Tsai et al. 2015).  
The rate of de novo generated mutations in A. thaliana is approximately one 
per haploid genome per generation, which means that there is an approximately 
14% chance that no new mutation occurs in a single generation, 27% that a single 
new mutation occurs, and 59% that more than one new mutation occurs, which does 
not differ from the unique variants that I identified in this study (Ossowski et al. 
2010). Thus, the number of observed variants is close to that expected from the 
background mutation rate. 
 
Table 3.1: Sanger validation of unique variants. 6 individual plants were sequenced for each 
variant. On-target mutations highlighted in purple. For het 3_7 in position chr1 117403331, one 
sample failed sequencing. The parenthesis next to the proposed PAM site indicates the distance of 
the variants from the PAM site. The “-” indicates that the proposed PAM was part of the identified 
deletion. The alignments of the sgRNA sequences to the positions of the off-target cleavage sites can 
be found at the Appendix Figure 2.  
 
Prediction off-target tools 
Using several in silico methods (CRISPR-P 2.0, CCTop, CRISPR design, 
CHOPCHOP v2 and Cas-OFFinder), I generated a list with predicted off-target 
cleavage sites (Bae et al. 2014; Stemmer et al. 2015; Labun et al. 2016; Liu et al. 
2017); http://crispr.mit.edu/). The CHOPCHOP v2 prediction tool did not predict  off-
target cleavage sites for either of my sgRNAs, while Cas-OFFinder generated a list 
of >31,000 potential off-target cleavage sites. This is not surprising because it allows 
up to 9 mismatched nucleotides and DNA/sgRNA bulges (Bae et al. 2014; Lin et al. 
2014). A more reasonable number of potential off-target sites, of 7 to 19, was 
generated by the CCTop, CRISPR design and CRISPR-P 2.0 tools (Stemmer et al. 
2015; Liu et al. 2017); http://crispr.mit.edu/) (Appendix Table 4). I investigated my 
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sequencing data for the presence of variants in all predicted off-target cleavage sites 
either by visualization of reads in IGV or bioinformatically. No variants were 
detected. 
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Discussion 
A controversial issue in the use of genome editing is the question of 
unintended off-target effects (Yee 2016; Scheben et al. 2017). This question has 
only been partially addressed in plants, and I used a line in which Cas9 activity is 
restricted to the egg cell to investigate heritable off-target effects. Using deep 
sequencing, I found a mutation rate that was not measurably different from the rate 
of spontaneous de novo mutations in A. thaliana (Ossowski et al. 2010). 
There have been multiple studies conducted in human cell lines, investigating 
off-target cleavage during CRISPR/Cas system application by evaluating the 
specificity of sgRNAs through its mutagenesis or by creating libraries of fragments 
carrying potential off-target cleavage sites (Fu et al. 2013; Hsu et al. 2013; 
Pattanayak et al. 2013). Their conclusion was that mutations can be tolerated by 
Cas9, especially 8 nucleotides distal to the PAM site, and that off-target cleavage 
can take place, but that more mutations decrease off-target cleavage likelihood (Fu 
et al. 2013; Hsu et al. 2013; Pattanayak et al. 2013). Among the mutations that I 
found in my lines, none affected a sequence with fewer than 10 mismatches to the 
target sequence (10-13 mismatches) (Appendix Figure 2). Based on the 
aforementioned studies and the number of mismatches between the sgRNAs and 
the regions with the identified mutations it seems that it is unlikely to be occurred 
due to Cas9 activity.  
Off-target mutations induced by Cas9 have been investigated in several 
plants, including rice, Brassica napus, bread wheat, cotton, cacao, tomato and A. 
thaliana. None reported mutations at predicted off-target sites (Feng et al. 2014; 
Zhang et al. 2016; Nekrasov et al. 2017; Ueta et al. 2017; Yang et al. 2017; Wang et 
al. 2017; Fister et al. 2018; Macovei et al. 2018; Sánchez-León et al. 2018). This is a 
concern because in other systems, off-target cleavage sites were identified in 
regions of the genome adjacent to non-canonical PAM sites (NAG, NGA, NAA, 
NGT, NGC and NCG) (Tsai et al. 2015) (Table 3.1).  In contrast to these prior 
studies, I have not restricted my analyses to predicted off-target cleavage sites, but 
searched for off-target mutations in an entirely unbiased manner. It is unclear how 
well available tools can predict potential off-target cleavage sites. Several tools 
(CRISPR-P 2.0, CHOPCHOP v2, Cas-OFFinder, CRISPR design and CCTop) 
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predicted various number of different off-target sites or none at all, generating 
inconsistent results (Bae et al. 2014; Stemmer et al. 2015; Labun et al. 2016; Liu et 
al. 2017); http://crispr.mit.edu/).  
Surprisingly, when in silico tools were used for predicting off-target cleavage 
sites in bread wheat, no Cas9 cleavage activity was detected at these sites; when 
very close homologues were investigated, however, it was found that one mismatch 
can be tolerated and cleavage activity was observed at similar rates as the targeted 
region (Zhang et al. 2016). Findings have been reported in rice, maize and soybean 
studies, with the mutation rate at off-target cleavage sites fluctuating between 2% 
and 67% indicating great variability (Shan et al. 2013; Jacobs et al. 2015; Svitashev 
et al. 2015; Li et al. 2016). Another study in rice exploited the off-target cleavage 
activity of Cas9 for targeting three highly homologous regions using a single sgRNA 
(Endo et al. 2014). These findings suggest that off-target cleavage can occur in plant 
genomes in regions that share high homology (Shan et al. 2013; Endo et al. 2014; 
Jacobs et al. 2015; Svitashev et al. 2015; Li et al. 2016). Based on my findings I was 
not able to detect any mutation in regions with high homology to the targeted (10-13 
mismatches between sgRNAs and region carrying identified mutation). 
Approaches for investigation of potential off-target cleavage sites have been 
developed mainly based on the identification of DSBs that are created due to Cas9 
cleavage activity, generated translocations, or in vitro identification of InDels 
(Crosetto et al. 2013; Frock et al. 2015; Tsai et al. 2015; Kim et al. 2015; Wang et al. 
2016). These methods can lead to overestimation of off-target cleavage incidents 
due to naturally occuring DSBs because of cellular physiology, genomic regions that 
are more fragile, and the likelihood of mutation generation given a particular cell line 
(Lieber 2010; Hussein et al. 2011; Gore et al. 2011; Ma et al. 2012). The approach 
used in the present study was based on generation of stable, heritable mutations 
(Table 3.1).  
To conclude, off-target cleavage has been described in the literature as the 
unintended binding and cleavage of Cas9 to regions beside the targeted one (Yee 
2016). During this study, I investigated the presence of off-target cleavage when the 
ICS1 gene was targeted with two sgRNAs in A. thaliana. Based on my findings off-
target cleavage can potentially occur with a low frequency (0, 2 or 5 variants 
depending on the line in question) similar to de novo generated mutations (~ one per 
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generation) (Ossowski et al. 2010). This similarity in numbers makes it hard to 
unambiguously assign the variants to Cas9 cleavage activity. 
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General Conclusions 
The studies described here further our understanding of the involvement of 
salicylic acid in different natural accessions of A. thaliana in flowering time regulation 
and immune responses. By eliminating the ICS1 activity using CRISPR/Cas system, 
the main SA biosynthetic pathway was disrupted. This allowed us to observe 
individuals with decreased levels of SA. The study followed three main directions. 
To streamline the identification of CRISPR/Cas9 induced mutations, I   
introduced a high throughput (up to 900 samples/run), precise and cost-efficient 
screening method for reliably identifying individuals that carry events at targeted 
positions (CRISPR-finder). Using this method I was able to successfully identify 
individuals from seven natural accessions carrying mutations that generate a 
premature stop codon at the ICS1 gene.  
With the ics1 mutant lines in hand, I investigated the effects of reduced SA 
accumulation on flowering and immune responses. There is considerable 
controversy in the literature regarding a role of SA in flowering time control (Martínez 
et al. 2004a; Wang et al. 2011; Villajuana-Bonequi et al. 2014b; Liu et al. 2014). My 
ics1 mutants did not have consistent flowering time changes, arguing against an 
important role of SA in the control of this life history trait. . 
In all genetic backgrounds tests, induction of SA in ics1 mutants after 
infection with Psm4326 was either eliminated or greatly reduced.  The residual 
induction of SA accumulation in some backgrounds points to differential activity of 
ICS2 and/or PAL pathways in different accessions, such that they are partially 
redundant with the ICS1 pathway in some, but not in other accessions. 
In contrast to Psm4326, infection with H. arabidopsidis (14OHMLP04) does 
not significantly induce SA. In agreement, accessions that were completely resistant 
to this pathogen did not develop disease when ICS1 was mutated, suggesting an 
SA-independent response for conferring resistance. However, partially resistant 
accessions showed increased cell death during the trailing necrosis symptom when 
ICS1 was mutated. This observation could be attributed to the lack of sufficient SA 
accumulation to antagonise the cell death that is primed due to EDS1 signalling 
(Bartsch et al. 2006; Straus et al. 2010). A third group of accessions was completely 
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susceptible to H. arabidopsidis (14OHMLP04) already when ICS1 was functional, 
and no conclusion can be drawn as to the importance of SA in these systems.  
Finally, the third part of this study was focused on the investigation of 
mutations generated due to off-target cleavage of Cas9 (Yee 2016). It has been 
reported in various experiments in human cell lines and in few cases in plant 
genomes--only in regions with high homology (Hsu et al. 2013; Pattanayak et al. 
2013; Jacobs et al. 2015; Li et al. 2016). Using the Col-0 accession and its high 
quality genome sequence I was able to examine the occurrence of such events 
when ICS1 gene was targeted with the two sgRNAs. I did not find evidence for an 
increased mutation rate in three lines examined in detail, indicating that off-target 
effects are not an issue of great concern in A. thaliana, and potentially neither in 
other plants.  
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Material and Methods   
Chemicals were mainly obtained from Sigma-Aldrich (Taufkirchen, Germany), Roth 
(Karlsruhe, Germany), and VWR/Merck (Darmstadt, Germany) unless otherwise 
stated. Buffers, media and protocols were mostly prepared according to Sambrook 
and Russell (2001). 
Plant growth conditions 
Arabidopsis thaliana accessions were used throughout this study. The seeds were 
kept at -80°C prior to sterilisation for an overnight and then surface-sterilised with 
70% ethanol and 0.05% (v/v) Triton X-100 for 5 minutes, followed by 100% ethanol 
for 5 minutes. Seeds were air-dried in a sterile hood until all residual ethanol had 
evaporated. Seeds were stratified in 0.1% (w/v) agar-agar for 7 days in the dark at 
4°C prior to sowing. Late flowering accessions were vernalized for seven weeks in 
4°C short-day (8 h light/16 h dark) and then were moved to 23°C long-day (16 h 
light/8 h dark). The other accessions were grown from the beginning in 23°C long-
day (16 h light/8 h dark). 
Plants used for the Chapter 2 phenotyping experiment were grown in 23°C 
short-day (8 h light/16 h dark).  
Unchallenged plants used in Chapter 2 for measuring salicylic acid (SA) were 
grown in 23oC short-day (8 h light/16 h dark) for 38 days. 
Plants used for Psm4326 infections in Chapter 2 were grown in 23°C short-
day (8 h light/16 h dark) for 35 days, and after infiltration, were returned to the same 
conditions for another 2 days.  
Plants used for 14OHMLP04 infection in Chapter 2 were grown in 23°C short-
day (8 h light/16 h dark) for 20 days and then moved to a Percival Arabidopsis 
growth cabinet in 16°C for 3 days. After spray inoculation with spores, plants were 
returned to the percival for another 12 days (more detailed description in another 
paragraph).  
The light bulbs for the growth rooms were in a 2:1 ratio of TLED 18W (deep 
red/white, ca. 15% blue) and 20W (white, ca. 25% blue) Philips GreenPower with a 
photon stream of 70%. 
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pcoCas9 mutagenesis 
In order to introduce the pcoCas9 gene to the cloning system (Greengate) I had to 
remove Eco31I sites that were present in the gene. Eco31I is the main enzyme 
being utilised for the final cloning of the system (Lampropoulos et al. 2013) and by 
removing present sites I aimed to increase the efficiency of the reaction. For 
mutating Eco31I sites in the pcoCas9 gene, overlapping PCR amplification was 
carried out to alter one base pair of each recognition site. The choice of the new 
nucleotide was based on the frequency of the codon in Arabidopsis thaliana. 
pcoCas9 was separated into six parts based on the location of Eco31I 
recognition sites (Figure 5). For amplifying five individual fragments, a plasmid 
containing the pcoCas9 sequence (courtesy of Prof. Dr. Jen Sheen; (J.-F. Li et al. 
2013)) was used as template (2.5 ng) with 0.5 μM forward oligonucleotide, 0.5 μM 
reverse oligonucleotide, 1x Phusion HF buffer (1.5 mM MgCl2), 0.2 mM dNTPs 
(Thermo Fisher Scientific, #R0182) and 0.02 U/μL Phusion High-Fidelity DNA 
polymerase (Thermo Fisher Scientific Inc.) to a final volume of 25 μL. The 
oligonucleotide set for the generation of each fragment and the cycling conditions for 
each amplification can be found in Table 1.  
 
 
Figure 5: Schematic representation of pcoCas9 gene. The purple lines indicate positions of 
Eco31I recognition sites that were mutated. The arrows represent the oligonucleotide position for 
altering the recognition sites. The blue segment indicates the location of the potato IV2 intron (J.-F. Li 
et al. 2013). 
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Table 1: Oligonucleotide sets and cycling conditions used for generating the initial six 
fragments from the pcoCas9 gene. 
fragment Oligonucleotide set 
Conditions 
Annealing temp (oC) Extension time 
1 G-38382/G-38369 55 30’’ 
2 G-38368/G-38371 55 30’’ 
3 G-38370/G-38373 55 1’ 
4 G-38372/G-38375 55 1’ 40’’ 
5 G-38374/G-38377 55 30’’ 
6 G-38376/G-38383 55 1’ 
 
The fragments 1-2-3 and 4-5 were fused. Equimolar pools of fragments 1-2-3 
and 5-6 were used as template for each reaction. The 1st amplification of the overlap 
PCRs consisted of 1x Phusion HF buffer (1.5 mM MgCl2), 0.2 mM dNTPs (Thermo 
Fisher scientific, #R0182) and 0.02 U/μL Phusion High-Fidelity DNA polymerase 
(Thermo Fisher scientific, #F530) to a final volume of 25 μL. The cycling program 
was designed with 60oC annealing temperature for 30 seconds and extension of 1 
minute at 72oC for 15 cycles. In the same tube, another reaction of 0.5 μM forward 
oligonucleotide, 0.5 μM reverse oligonucleotide, 1x Phusion HF buffer (1.5 mM 
MgCl2), 0.2 mM dNTPs (#R0182) and 0.02 U/μL Phusion High-Fidelity DNA 
polymerase (#F530) to a final volume of 50 μL. The cycling program was designed 
with annealing temperature at 55oC for 30 seconds and extension time of 2 minutes 
and 30 seconds at 72oC for 35 cycles following with 10 minutes of final extension at 
72oC. 
Finally, the same approach was followed for fusing the final three fragments 
(1/2/3 + 4 + 5/6). The reaction and the first cycling program remained the 
same,except that the cycling program was carried out for 20 cycles. The added 
reaction and the final cycling program remained the same as before with extension 
of 3 minutes and 30 seconds for 35 cycles. Oligos and detailed cycling conditions for 
fusing the pcoCas9 fragments together can be found in Table 2. 
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Table 2: Overview of oligonucleotide sets and amplification conditions used for fusing the 
different fragments of pcoCas9 together. Tm: annealing temperature  
Fused 
fragment 
Oligonucleotide 
set for 2nd PCR 
Conditions 
1st PCR 2nd PCR 
Tm (oC) Ext. time Tm (oC) Ext. time 
1+2+3 G-38382/G-38373 60 1’ 55 2’ 30’’ 
5+6 G-38368/G-38371 60 1’ 55 2’ 30’’ 
1/2/3+4+5/6 G-38382/G-38383 60 1’ 30’’ 55 3’ 30’’ 
 
Plasmid generation 
The transgene constructs were generated using the GreenGate cloning system 
(Lampropoulos et al. 2013). The five different constructs used are described in 
Supplementary File 1. Two versions of Cas9 were used: the plant codon optimised 
(pcoCas9) (J.-F. Li et al. 2013) and the Arabidopsis codon optimised (AthCas9) 
(Fauser et al. 2014). The promoters used were CaMV35S, ICU2 and EC1.1 
(courtesy of Dr. Martin Bayer) (Sprunck et al. 2012; Hyun et al. 2013; Lampropoulos 
et al. 2013). 
Plant transformation 
Plants were transformed using the flora dip method as described by (Clough & Bent 
1998).  
Selection of Cas9-free plants 
Two selection markers were used, resistance to glufosinate ammonium (BASTA SL, 
Bayer Crop Science, Leverkusen, Germany) and AT2S3::mCherry (Gao et al. 2016). 
To select transgenic free plants that no longer carried the BASTA resistance, leaves 
were brushed a solution with diluted from the original stock (200 g/l) BASTA (1:1000 
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or 1:2000).  The treatment caused leaves from plants without the transgene to 
become wrinkled and yellowish. 
Seeds from plants that were carrying the AT2S3::mCherry (Kroj et al. 2003) 
cassette were screened for fluorescence or absence thereof under a fluorescent 
microscope (LEICA MZFLIII fluorescence stereoscope with SOLA SM Light Engine© 
lamp). 
DNA isolation 
Genomic DNA was extracted following a protocol by (Edwards et al. 1991), with an 
additional ethanol wash. DNA was resuspended in 100 μL of ddH2O.  
Plasmid DNA was isolated using GeneJET Plasmid Miniprep kit (K0503) from 
Thermo Fisher Scientific according to the protocols provided by the manufacturers. 
GeneJET Gel Extraction kit (K0692) from Thermo Fisher Scientific was used 
for the extraction of DNA fragments from agarose gels according to the protocols 
provided by the manufacturers. 
Polymerase chain reaction (PCR)  
For all PCR amplification, the same protocol was used unless otherwise stated. For 
each reaction, 1-6 ng of plasmid or 5-50 ng of genomic DNA were used as template 
with 0.5 μM forward oligonucleotide, 0.5 μM reverse oligonucleotide, 1x Phusion HF 
buffer (1.5 mM MgCl2), 0.2 mM dNTPs (#R0182) and 0.02 U/μL Phusion High-
Fidelity DNA polymerase (#F530) to a final volume of 25 μL. Oligonucleotide sets 
can be found summarised in Appendix Table 2. 
Agarose gel electrophoresis 
PCR products and restriction enzyme fragments were separated in agarose gel 
prepared with 1x TAE [2.0 M Tris Acetate, 0.05 M EDTA buffered by glacial acetic 
acid (~57.1 mL per liter) to pH 8.2 – 8.4]. The concentration of the gel varied (1-1.5 
% w/v, with the expected fragment size of products loaded. Loading buffer (50% 
(v/v) glycerol with orange G) was mixed with PCR products and restriction 
fragments, for visualization and tracking of the electrophoresis progression. A 
molecular-weight size marker (GeneRuler DNA ladder mix, #SM0331) was loaded 
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on to wells adjacent to the samples being resolved. The gels were run at 130 V/cm 
until the desired separation was observed. The fragments were visualised with UV 
light (302 nm) and documented using Alphamager (Alpha Innotech, Genetic 
Technologies, Inc., Florida, USA).  
Salicylic acid quantification 
The protocol was adapted from (Marek et al. 2010). Fresh tissue was collected and 
frozen at -80°C overnight. For every 175 mg of fresh tissue, 250 μL  of 0.1 M pH 5.5 
sodium acetate was added post grinding for further vortexing. Acinetobacter sp. 
ADPWH_lux strain was used (Huang et al. 2006) for the quantification of salicylic 
acid. Overnight culture of Acinetobacter sp. ADPWH_lux at 37°C was diluted (1:20) 
and grown at 37°C shaking at 200 rpm until it reached O.D.600 of 0.4. For 
measuring free and 2-O-β-D-glucoside (SAG) SA, plant crude from the samples was 
incubated at 37oC for 1.5 hours with 0.4 U/μL of β-glucosidase prior to 
measurement. 
Black optiplates (96 wells, greiner bio-one, ref:655906) were used for the 
measurements. They were prepared with 50 μL  of LB, 60 μL of the cell culture and 
30 μL of the plant extract. The standards that were prepared with 50 μL of LB, 60 μL 
of the cell culture, 10 μL of  known SA concentrations and 20 μL of plant extract 
from NahG plant (Col-0 background) (prepared the same way as the samples). The 
plates were incubated at 37°C for 2 hours without shaking and the luminescence 
was measured using the TECAN infinite F200 instrument and the i-control 1.12 
software. 
 
Chapter 1 
Amplicon Libraries 
The amplicon libraries were generated by a two-step PCR. The first reaction 
consisted of 1 μL of genomic DNA as template, 0.5 μM forward oligonucleotide (G-
40598/ G-40599/ G-40600/ G-40604/ G-40605/ G-40606/ G-40606/ G-42015), 0.5 
μM reverse oligonucleotide (G-40601/ G-40602/ G-40603/ G-40607/ G-40608/ G-
40609/ G-42016), 1x Phusion HF buffer (1.5 mM MgCl2), 0.2 mM dNTPs (#R0182) 
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and 0.02 U/μL Phusion High-Fidelity DNA polymerase (#F530) to a final volume of 
25 μL. 
The second PCR amplification consisted of 2.5 μL of the cleaned PCR 
product of the previous reaction, 0.5 μM forward oligonucleotide (G-40610), 0.25 μM 
reverse oligonucleotide that had one of the 96 indices(Lundberg et al. 2013), 1x 
Phusion HF buffer (1.5 mM MgCl2), 0.2 mM dNTPs (ThermoFisher scientific, 
#R0182) and 0.02 U/μL Phusion High-Fidelity DNA polymerase (Thermo Fisher 
Scientific Inc.) to a final volume of 25 μL. 
Sequencing libraries were also prepared using the Q5® High-Fidelity DNA 
polymerase (New England BioLabs® Inc., #M0491) in a final concentration of 0.02 
U/μL along with 1x Q5 reaction buffer (2 mM MgCl2). The rest of the reaction 
components (DNA template, dNTPs) remained the same. 
The MJ Research PTC225 peltier or the BIO-RAD C1000 TouchTM thermal 
cyclers were used. The PCR programs had 15 cycles in which the denaturing 
temperature was 94°C for 30 s, followed by annealing at 60°C for 30 s, and 
extension at 72°C for 10 s for program 1, and 15 s for program 2. A final extension 
step was at 72°C for 2 minutes. 
Bead clean up 
For the generation of the amplicon libraries, two bead-based clean-up steps were 
carried out using SPRI beads (Sera-Mag™ Magnetic SpeedBeads™ (GE 
Healthcare No.:65152105050250)). The first PCR product was cleaned using a ratio 
of 1:0.9 and resuspended in 17 μL of ddH2O. The second PCR product was cleaned 
using a ratio of 1:0.9 for ICS1 and 1:0.8 for FLC. The ratios of clean ups were 
chosen after optimisation. 
Quant-iTTM PicoGreen® dsDNA assay 
Amplicons were quantified using the Quant-iTTM PicoGreen® dsDNA assay. One μL 
of each amplicon was used according to the manufacturer’s instructions for the 
quantification. The samples were prepared in black microplates with 96 well, F-
bottom, non-binding (Item No.: 655906), and the TECAN infinite M200 PRO plate 
reader was used for all the measurements using the Magellan 7.2. 
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Pooling procedure 
To roughly normalize samples when pooling, the DNA concentration of all samples 
in each 96 well plate was first measured fluorometrically (PicoGreen assay). First, all 
the 96 samples from each plate were pooled, creating subpools. From samples with 
concentrations less than half of the mean, 6 μL were taken. From samples with 
concentrations more than twice the mean, 1.5 μL was taken. For all other samples 
falling between these extremes, 3 μL was taken. After each plate was pooled in this 
way, the subpools representing entire plates were again measured fluorometrically 
(Qubit®  assay) and pooled in an equimolar manner to create a final pool containing 
all samples.   
Qubit® fluorometer analysis 
The concentration of the subpools and the final pool were evaluated using the Qubit 
dsDNA-HS assay kit where the samples were prepared according to the 
manufacturer’s instructions. 
Bioanalyzer 
Each pool was analyzed on the Agilent 2100 Bioanalyzer (Agilent Technologies) 
according to the manufacturer’s instructions. DNA1000 chips were used for the 
amplicon libraries, and the High Sensitivity chip was used for the off-target cleavage 
investigation libraries. 
Chapter 2 
N. benthamiana infiltration 
Agrobacterium tumefaciens (ASE) carrying pEF008 (Cas9 expression cassette) 
were grown overnight at 28oC in an orbital shaker (HTC Infors Multitron, Einsbach, 
Germany) at 200 rpm in 5 mL of LB containing antibiotics (kanamycin 50 μg/mL, 
spectinomycin 100 μg/mL, chloramphenicol 25 μg/mL and tetracyclin 5 μg/mL). The 
next day, 2 mL of the cultured cells were diluted into 50 mL of LB with appropriate 
antibiotics for another overnight incubation at the same conditions. After incubation, 
the cells were recovered by centrifugation at 2000 x g for 15 minutes. The cells were 
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resuspended in infiltration medium (10 mM MgCl2, 10 mM MES, 150 uM 
acetosyringone) to an OD600 of 0.5, and further incubated for 3 hours at room 
temperature with gentle shaking. The suspension was used for manual infiltration 
using 1 mL needleless syringe into the abaxial side of 4- to 5-week-old N. 
benthamiana leaves of plants growing at 23oC SD. As a control, leaves were 
infiltrated with uninoculated infiltration medium. The infiltrated plants were kept in the 
growth room for 2 more days, then the leaves were collected for protein extraction. 
Protein extraction 
 Infiltrated N. benthamiana leaf tissue equivalent to 100 μL was collected and 
homogenised in 100 μL of CelLyticTM P cell lysis buffer. The supernatant containing 
the protein extract was used for downstream analysis. 
Western blot 
Proteins were resuspended in 4 x Laemmli sample buffer (240 mM Tris-HCl 
pH 6.8, 8% SDS, 40% Glycerol, 5% B- mercaptoethanol, 0.04% Bromophenol blue), 
boiled for 10 min at 95°C, separated on a 7% SDS-PAGE (in a volume of 8 mL gel: 
1.4 mL of 40% Acrylamide, 2 mL of 1.5 M Tris pH 8.8, 80 μL of 10% SDS, 80 μL of 
10% APS, 8 μL of TEMED) and immunoblotted on PVDF membrane (Bio-Rad, 
Foster City, CA, USA). The membrane was incubated with anti-FLAG primary 
antibody (Sigma-Aldrich, #F1804, 2012) at the recommended dilution. As a 
secondary, the anti-mouse antibody was used (Millipore, #AP124p, 2012). 
Incomplete block design 
The lines used for this part of the study were randomised based on an incomplete 
block design. In total there were 8 replicates divided into 2 sets. Each line was 
represented once in each replicate with five plants. Two of these plants were used 
for the Psm4326 infections, one for measuring SA of unchallenged plants, one for 
evaluating flowering time phenotype and one as a back-up (Figure 6). For the 
generation of each set the agricolae R package was used (De Mendiburu & Simon 
2015). 
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Figure 6: Schematic representation of the randomisation plan and the tray organisation of the 
experiment. Each rosette represents one plant and each row one genotype. One replicate consisted 
of three trays and each set of four replicates. There were two sets in total. From each genotype one 
plant was used for different experiments or measurements as noted at the box on the top right. 
P. syringae pv. maculicola ES4326 infections 
The P. syringae pv. maculicola ES4326 strain was streaked on KB medium agar 
plates with 25 mg/L streptomycin and and incubated at 30oC for 2 days. A single 
colony was selected and transferred to a liquid culture of 4 mL KB medium with 25 
mg/L streptomycin for ~18 hours at 28oC. The next day, the cells were spun down at 
4,000 x g for 8 minutes and the pellet was washed twice with 2 mL of 10 mM MgCl2. 
Finally the pellet was resuspended in 500 μL of 10 mM MgCl2 and the OD600 was 
adjusted at 0.001 which is equivalent to 106 cfu/mL.  
 The suspension was used for manual infiltration using 1 mL needle-less 
syringe into the abaxial side of 35 days old A. thaliana plants until leaves were 
saturated. As control, 10 mM MgCl2 was used for infiltration. In total, 8 biological 
replicates were used for each treatment (Psm4326 or buffer) and there was a pair at 
each tray. Two days after inoculation, infiltrated leaf tissue was collected and 
processed for SA quantification. 
H. arabidopsidis 14OHMLP04 infections 
The isolate was provided by Dr Gautam Shirsekar and it was collected in Indiana, USA. 
Active spores were already available in the laboratory and they were propagated by 
infection of eds1-1 mutant plants. Leaves of infected plants were collected and 
washed in ddH2O, and spore counting was performed using a improved Bauer 
haemocytometer chamber. Spores were adjusted to 50,000 spores/mL and the 
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suspension was used for spray inoculation of 21 day old A. thaliana plants. In 
parallel, the same set of A. thaliana lines was spray inoculated with ddH2O as 
control. Each set was kept in separate trays in order to avoid contamination. 
 Each line was represented by 4 biological replicates per treatment and each 
biological replicate consisted of 4-5 plants. After inoculation trays were kept in a 
Percival Arabidopsis growth cabinet (at 15oC with 50% humidity) in the dark 
overnight. The next day, the trays were uncovered for the inoculum to dry. Seven 
days later, the humidity was increased by spraying the lids of the trays to promote 
sporulation. Twelve days post inoculation, plants were imaged for phenotyping and 
leaf tissue was collected for SA measurements. Thirteen days post inoculation, leaf 
tissue was collected for cell death and pathogen growth assess (Trypan blue 
staining).  
Trypan blue staining 
Leaf tissue harvested 13 days post inoculation was fully immersed in lacto-
phenol/Trypan blue solution ( 10 mL lactic acid, 10 mL glycerol, 10 mL phenol, 10 
mg Trypan blue and 10 mL water) in 24-well plate for staining. Plates were placed at 
a 70oC incubator for 1 hour and then left at room temperature for 1 hour more. Next, 
the staining solution was aspirated out and replaced with chloral hydrate solution 
(2.5g/mL) for destaining the leaf tissues. Samples were kept at room temperature for 
~16 hours, then the chloral hydrate was replaced with fresh solution and incubated 
for another day. Samples were kept in 50% glycerol for long-term storage or prior to 
fixation. 
Statistical analysis 
The packages used during the statistical analysis were:  
● lme4 (Bates et al. 2015), 
● MASS (Anon n.d.), 
● multcomp (Anon n.d.) 
The flowering time phenotype data were fitted in a linear mixed effect model 
calculating the variance originate from the genetic background and the incomplete 
block design. Dunnett tests was carried out for calculating the significance between 
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wild type and corresponding ics1 mutant line using the multcomp package (Anon 
n.d.). 
flowering_time <- lmer(trait~ genotype+(1 | background)+(1 | set)+(1 | rep:set)+(1 | 
block:rep:set), data=$data) 
 For evaluating the effect of the genotype and treatment during pathogen 
infection experiment regarding SA accumulation only the measurements of the wild 
type plants were used. The quantified weight of SA was box-cox normalized and 
three different linear models were generated. Likelihood ratio tests were carried out 
between the full model and each one of the two reduced ones. 
 
modelFull <-lmer(weightbc~treatment+(1|genotype), data = $data) (full model) 
modelGenotype <-lmer(weightbc~(1|genotype), data = $data) (reduced 1) 
modelTreatment<-lm(weightbc~treatment, data = $data) (reduced 2) 
 
lrtest(modelFull,modelGenotype) 
lrtest(modelFull,modelTreatment). 
Chapter 3 
Whole genome library preparation  
Genomic DNA was extracted as described by (Karasov et al. 2018) and was 
quantified using Qubit. From each line (het 3_7, het 3_32, wt 4_7 and ctrl_t1) 20 
plants were used for library preparation. 25 ng of DNA was pooled from each plant 
so each pool consisted of 500 ng of DNA. CovarisTM S2 (Covaris, Inc., USA) was 
used to shear the DNA using standard parameters (10% duty factor, 5 intensity, 200 
cycles/burst, 45 seconds, sweeping frequency at 5-6oC). Each pool was cleaned 
using SPRI beads in 1:1.8 ratio prior to library preparation. The NEBNext®  UltraTM II 
DNA library prep kit for Illumina®  (New England BioLabs®  Inc., E7645) was used 
for preparing the libraries according to manufacturer’s instruction. Each library was 
amplified for 6 cycles of 98oC for 10 seconds, 65oC for 1 minute and 15 seconds 
followed by a 5-minute extension at 65oC. Final libraries were evaluated using 
bioanalyzer and quantified using qubit. Final, libraries were loaded in two lanes of a 
HiSeq3000 Illumina platform (Illumina, USA). 
 101 
Off-target identification pipeline 
The reads were trimmed and filtered using the SKEWER (v0.2.2) software (-q 20, -l 
30 -n) (Jiang et al. 2014). The processed data were aligned to the reference genome 
(TAIR10 (Arabidopsis Genome Initiative 2000) with the used construct added as an 
extra chromosome) using BOWTIE2 (v2.2.3) with default parameters (Arabidopsis 
Genome Initiative 2000; Langmead & Salzberg 2012). Only mapped reads with 
mapping quality above 30 were used for the downstream analysis using Samtools 
(v1.3.1) (Li et al. 2009). Additionally, the PCR duplicates were removed using the 
PICARD (v2.2.1) algorithm (http://broadinstitute.github.io/picard). Furthermore, I 
used the GATK (v3.5) software (DePristo et al. 2011; McKenna et al. 2010) and 
specifically the RealignerTargetCreator and IndelRealigner functions for improving 
the alignments around positions with insertions and deletions (InDels). Samtools 
depth was used for estimating the average number of reads covering a base pair in 
the genome. 
FREEBAYES (v1.1.0) was used for variant calling using default parameters 
(Garrison & Marth 2012b). The variant calling format (VCF) files of the samples were 
intersected using the vcflib package, written by the same provider, with VCF file of 
the control sample for identification of the unique variants 
(https://github.com/vcflib/vcflib). The remaining unique variants were filtered using 
vcflib filter option (vcffilter) for high quality. The filtering parameters concerned the 
number of reads covering a region (DP; 30 < DP < 90), the mean mapping quality of 
observed variant (MQM; MQM > 30), the probability of observing a variant in the 
specific region (QUAL; QUAL > 30), the number of reads supporting a variant (AO; 
QUAL / AO > 10) and the number of reads covering the variant further away from 
each end of the read (RPR and RPL; RPR > 1 and RPL >1). 
A Browser Extensible Data (BED) file, generated using the RepeatMasker 
software with default parameters, was used for removing variants in repeat regions 
(Smit, AFA et al. 2013-2015). Finally, the strand bias was calculated based on (Guo 
et al. 2012) to remove affected variants. 
Unique variant evaluation 
The unique variants were verified by PCR amplification of the surrounding region 
and Sanger sequencing of 6 or 20 samples. The PCR programs had 42 cycles in 
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which the denaturing temperature was 98°C for 30 seconds, followed by annealing 
at 55°C for 30 seconds (for deletion1,2,3,4 and SNP2,3) or  60°C for 30 seconds (for 
SNP1 and the on-target variants), and extension at 72°C for 45 seconds. A final 
extension step was at 72°C for 3 minutes. Next, PCR fragments were Sanger 
sequenced and the genotype of the respective variant was evaluated by examining 
the peaks of the chromatograph. 
In silico prediction tools 
CCTop (Stemmer et al. 2015) 
 
Figure 7: Screenshot of the specifications used for predicting of off-target cleavage sites with 
CCTop (Stemmer et al. 2015). The software was accessed January 2018. 
 
CRISPR-P 2.0 and CRISPR design (Liu et al. 2017); http://crispr.mit.edu/(Liu et 
al. 2017) 
After selecting the appropriate organism as input, default parameters were used for 
predicting off-target cleavage sites for the two sgRNAs. 
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CHOPCHOP v2 (Labun et al. 2016) 
 
Figure 8: Screenshot of the specifications used for predicting of off-target cleavage sites with 
CHOPCHOP v2 (Labun et al. 2016). The software was accessed January 2018. 
Cas-OFFinder (Bae et al. 2014) 
 
Figure 9: Screenshot of the specifications used for predicting of off-target cleavage sites with 
Cas-OFFinder (Bae et al. 2014). The software was accessed January 2018.  
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Appendix 
Appendix Table 1: A list of all the binary constructs that were used during the amplicon 
screening development.  
Appendix Table 2: List of all oligonucleotides used during this study. The blue bold nucleotides 
of the oligonucleotides G-40599, G-40600, G-40602, G-40603, G-40605, G-40606, G-42015, G-
40608, G-40609 and G-42016 indicate the frameshifting nucleotides used during the amplicon 
generation. 
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Appendix Table 2: List of all oligonucleotides used during this study. The blue bold nucleotides 
of the oligonucleotides G-40599, G-40600, G-40602, G-40603, G-40605, G-40606, G-42015, G-
40608, G-40609 and G-42016 indicate the frameshifting nucleotides used during the amplicon 
generation (continue). 
 
 
Appendix Table 3: List of constructs used during this study. 
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Appendix Table 4: List of predicted off-target cleavage sites using the in silico tools, CRISPR-
P 2.0, CRISPR design and CCTop (Stemmer et al. 2015; Liu et al. 2017). 
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Appendix Figure 1: Alignment of the amino acid sequences that were generated after the 
CRISPR mutations at the ICS1 targeted region against the wild type sequence. The blue line 
indicates the chorismate binding domain of the protein. 1: Col-0 c-ics1 and  Fei-0 c-ics1, 2: Ey1.5-2 c-
ics1, Yeg-1 c-ics1 and TüWa1-2 c-ics1-2, 3: Koch-1 c-ics1, 4: ICE50 c-ics1 and 5: TüWa1-2 c-ics1-1. 
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Appendix Figure 2: Alignments of the regions where the off-target variants were located 
against one of the sgRNA sequence. For each region that potential target was chosen based on 
the best alignments (lower number of mismatches). The underlined part of each region indicates the 
location of the variant (deletion or SNP). 
 
  
