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Abstract. We show a collection of scripts, called G-strongly positive scripts, which
is used to recognize critical configurations of a CFG (chip firing game) on a multi-
digraph with a global sink. To decrease the time of the process of recognition caused
by the stabilization we present an algorithm to find the minimum G-strongly positive
script. From that we prove the non-stability of configurations obtained from a critical
configuration by firing inversely any non-empty multi-subset of vertices. This result is a
generalization of a very recent one by Aval et.al which is applied for CFG on undirected
graphs. Last, we give a combinatorial proof for the duality between critical and super-
stable configurations.
1. Introduction
CFG (chip firing game) is a game on a (di)graph G introduced by Bjorner, Lova´sz and
Shor [3]: each vertex contains some chips, and a move consists of selecting a vertex with
at least chips as many as its (out-going) degree and firing it by sending one chip along
each out-going edge from it. The game converges if there is no such vertex. They consider
the convergence of the game and prove that the convergent configuration is independent
on the moves.
The version of CFG on undirected graphs also appears earlier under the name Abelian
Sandpile Model in [6] to study the criticality of some self-organized systems in physics.
Herein he considers a class of configurations of CFG, called critical configurations, which
are recurrent by the addition of chips and applying several steps of moves. He proves that
only critical configurations have a non-zero probability of occurrence by the Markovian
evolution. Furthermore, this non-zero is the same for all critical configurations. Since
then, critical configurations have been shown of plenty interesting properties relating to a
wide variety of known objects such as spanning trees, sandpile group, G-parking functions,
Tutte polynomial [4, 10, 13].
CFG on directed graph is introduced systematically in [2]. Its critical configurations
are investigated with nice results concerning to rooted spanning trees, rotor router in [8].
Much of theory developed for undirected graphs works for directed graphs but not always.
For recognizing critical configurations on undirected graphs, Dhar introduces burning
algorithm [6]. Then Speer [14] developed it into script algorithm for the recognition
problem on digraphs with a global sink and another strongly connected component. He
also shows the minimum testing script and proves that all its parts are equal to 1 for
digraphs with no selfish site with the noticing that undirected graphs belong this digraphs.
In this manuscript, we give some characterizations of critical configurations of CFG
whose support graph is directed with a global sink. Section 2 presents some basic defini-
tions and properties of critical configurations of CFG. In Section 3, we show a collection
Key words and phrases. critical configuration, super-stable configuration, duality, script algorithm, chip
firing games.
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of scripts, called G-strongly positive scripts, which are used to recognize critical configura-
tions. To find the minimum G-strongly positive script σM , for reducing the stabilization
process in the recognition, we introduce the strongly script algorithm which consists of
running the script algorithm several times (with a determined order) on strongly connected
components of G. Using this minimum script, we prove a characterization of critical con-
figurations via the non-stability of configurations obtained from them by inversely firing
any multi-subsets of vertices of G as well as any multi-subsets of σM . This result gen-
eralizes a result in [1] which is applied for undirected graphs. At the end of the section,
we give the affirmative answer for a question raised in [12] concerning the maximum of
weight of critical configurations among stable configurations in its equivalent class. Last,
we present in Section 4 a combinatorial proof for the duality between critical and super-
stable configurations based on the non-stability characterization of critical configurations
given in Section 3.
2. Preliminaries
LetG = (V,E) be a directed multi-graph (digraphs) with n+1 vertices V = {1, 2, . . . , n+
1}. We assume that G has a global sink at vertex n+ 1, i.e., the out-going degree of n+ 1
is equal to 0 and there exists a directed path from any vertex other than n + 1 to n + 1.
The vertex n + 1 is called the sink of G. Denote d+i , d
−
i and eij the out-going degree,
in-going degree of i and the number of edges from i to j respectively in G. The Laplacian
matrix ∆˜ of G is an (n+ 1)× (n+ 1) matrix defined as follows
∆˜ij =
{
d+i if i = j,
−eij if i 6= j.
The reduced Laplacian matrix of G, denoted by ∆, is the matrix obtained from ∆˜ by
deleting its row and column n+ 1. Let ∆i be the ith row-vector of ∆. The Picard group,
also called Sandpile group, of G is defined by
SG(G) = Zn/〈∆1, . . . ,∆n〉.
We recall some facts on Laplacian and its reduced matrices:
• ∆˜ is not invertible and rank ∆˜ = n.
• The sum of row-vectors of ∆˜ is vector zero.
• ∆ is invertible and all entries of ∆−1 are non-negative.
• The sum of entries on each row of ∆ is non-negative.
Definition 1. Let a, b ∈ Zn. We said that a is linear equivalent to b, denoted by a ∼ b,
if they are in a same coset of SG(G).
Notice that since ∆ is invertible, if a ∼ b then b = a + τ∆ where τ = (b − a)∆−1 is
determined unique.
Now let G be a digraph with a global sink. A CFG (chip firing game) is defined on G, G
is call support of CFG. It includes the set of configurations and a firing rule transferring
between configurations. A configuration of a CFG on G is a map
a : V \ n+ 1→ Z
and a(i) is the number of chips stored at vertex i. Sometimes we prefer to write a config-
uration on G as an element of Zn where part i is equal to a(i). Vertex i of a configuration
a is called active if a(i) ≥ d+i . The firing rule is applied at an active vertex i and it will
pass d+i chips stored at i on its neighbors along its out-going edges (taking into account
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the multiple edges). As a sequence, if we apply the firing rule at i, or say simple firing i,
of a, chips on a are redistributed to a new one b such that
b(j) =
{
a(j)− d+i if j = i,
a(j) + eij if otherwise,
or equivalently,
b = a−∆i,
where recall that ∆i is the row i of the reduced Laplacian matrix of G.
A configuration a is called non-negative if a(i) ≥ 0 for all i = 1, 2, . . . , n. Moreover,
a is called stable if a is non-negative and a(i) does not exceed more than d+i − 1 for
i = 1, 2, . . . , n. The weight of a, denoted by w(a), is the sum of all parts of a.
From definition, sometimes chips at a vertex will be transferred to the sink and so the
sink could contain some chips. However, in this manuscript when considering configu-
rations we discard chips stored at sink. Furthermore, there is no any vertex of a stable
configuration which is active.
Definition 2. i) A sequence of vertices (s1, . . . , sk) of V \ n + 1 is called a firing
sequence of a if vertex s1 of a is active and after firing consecutively from a vertices
s1, s2, . . . , si the vertex si+1 is active for each i = 2, . . . , k − 1.
ii) A firing script of a firing sequence (s1, s2, . . . , sk) of CFG on G is a sequence of
n non-negative integers τ = (τ1, τ2, . . . , τn), where τi is the number of occurrences
vertex i in the firing sequence (s1, s2, . . . , sk).
It is remarkable that if we apply the firing sequence (s1, s2, . . . , sk) on a with the corre-
sponding firing script τ , we get b = a− τ∆ and so b is linear equivalent to a. The inverse
does not hold in general. It is a fact that if b ∼ a, then b = a− τ∆ with τ = (a− b)∆−1
which is not necessary non-negative. Even τ is non-negative, it does not make sure that
there exists a firing sequence from a to b.
Notice that from a non-negative configuration a, we could apply several steps of firing
rule on a to get a stable configuration. The process of firing from a to a stable configuration
is called a stabilization of a.
Lemma 1 ([9]). Let G be a digraph with a global sink and a be a non-negative configura-
tion. Then the system CFG(G) starting from a converges to a unique stable configuration.
Furthermore, if s and s′ are two different firing sequences in the stabilization of a, then s
and s′ have the same firing script.
Denote ao the unique stable configuration obtained from a by firing vertices. By the
lemma above although there may have many firing sequences in the stabilization, there
is unique firing script. In this manuscript we also consider sequences whose part i is the
number of occurrences of vertex i and so their parts are non-negative. These sequences are
very likely to the firing scripts and they play an important role in our next investigation
on critical configurations of CFG. We refer a sequence of non-negative integers for such
purpose as a script and as an n-script if its length is n. It is readily that a firing script of
a configuration is a script but as noticed above a script is not necessary a firing sequence.
Before presenting the definition of critical configurations of CFG we need some notations
and operations on Zn. Denote  the containment order in Zn, that means a  b if ai ≥ bi
for all i = 1, 2, . . . , n. The element (0, 0, . . . , 0) ∈ Zn is denoted by ~0. The support of an
element a ∈ Zn, denoted by supp(a), is defined by
supp(a) := {i : ai 6= 0}.
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The addition of two sequences and the scalar product with a number δ ∈ Z are imple-
mented in Zn as follows:
a+ b = (a1 + b1, . . . , an + bn),
and
δa = (δa1, δa2, . . . , δan).
For convenience of writing expressions, we also write
a+ δ = (a1 + δ, a2 + δ, . . . , an + δ).
Let
amax = (d
+
1 − 1, d+2 − 1, . . . , d+n − 1).
Then amax is the maximum stable configuration of CFG(G) with the containment order.
Definition 3. A configuration a of CFG(G) is called critical if it is stable and there exists
a non-negative configuration c such that a = (amax + c)
o.
We recall some facts on critical configurations:
Lemma 2 ([8]). Each equivalent class of SG(G) contains exactly one critical configuration.
Lemma 3 ([8]). Let a be a configuration on CFG(G). The following statements are true:
i) Let b be a stable configuration of CFG and b  a. If a is critical, then b is critical
too.
ii) a is critical if and only if for any configuration b there exists a non-negative con-
figuration c such that a = (b+ c)o.
iii) The configuration
(
a+ (2amax + 2)− (2amax + 2)o
)o
is critical. Moreover, it is the
unique critical configuration in the equivalent class of a.
Notice that there may have some equivalent definitions of critical configurations on
digraphs. Holroyd et.al. use the sufficient statement of Lemma 3(ii) as a definition for
the criticality [8]. Lemma 3(iii) could be used to find the critical configuration in the
same equivalent class of a. However, this process could take time since the stabilization
is exhausted.
3. G-strongly positive scripts and critical configurations
In this section we introduce a collection of scripts which is used to recognize critical
configurations for digraphs with a global sink. The class of these scripts is calledG-strongly
positive script σM . For reducing the process of stabilization in the recognition, we also
present an algorithm to find the minimum G-strongly positive script. This algorithm is
a concatenation of script algorithms [14] on strongly connected components of G. Using
this script, we give a non-stability characterization of critical configurations when firing
inversely multi-subsets of vertices of G as well as of σM (Theorem 9). This property
will be used for the proof of the duality between critical and super-stable configurations
combinatorially next section. We first present a property of firing scripts.
Lemma 4. Let σ = (σ1, . . . , σn) be an n-script. Let a be a stable configuration of CFG(G).
Let τ be the firing script in the stabilization process of a+ σ∆. Then τ  σ.
Proof. Let b = a+ σ∆. Since a is stable, we have
0 ≤ ai = bi − σi∆ii +
n∑
j=1
σj∆ji < ∆ii, for all i = 1, 2 . . . , n.
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Let s = (s1, s2, . . . , sk) be a firing sequence in the stabilization process of b. Notice that
si could repeat. Denote s
≤t = (s1, s2, . . . , st) the firing sequence of s till the time t. Let
τ≤t be the n-script associated to firing sequence s≤t, i.e. τ≤tj equal to the occurrences of
vertex j in the sequence s≤t for j = 1, 2, . . . , n. Assume to the contrary that τ  σ. Let t0
be the first time in the processing of firing sequence s such that the number of occurrences
of vertex st0 in the firing sequence s
≤t0 greater than σst0 . Let i = st0 then we have{
τ≤t0j = σj + 1 if j = i,
τ≤t0j ≤ σj if j ∈ {1, 2, . . . , n} and j 6= i.
Therefore, after firing st0 in the firing sequence s, we consider the chips at vertex i. Since
b is stable and ∆ij < 0 for i 6= j, we have the following evaluation:
bi − τ≤t0t ∆ii −
∑
j 6=i
τ≤t0j ∆ji ≤ bi − (σi + 1)∆ii −
∑
j 6=i
σj∆ji < 0.
This is a contradiction to the condition that s is a firing sequence. 
Before presenting a criterion for the criticality of a configuration on digraph in Theorem
6 which is very similar to Dhar’s algorithm, we need some definitions.
Definition 4. Let G be a digraph with a global sink and reduced Laplacian matrix ∆.
Let σ be an n-script. Then
i) σ is called a G-positive script if σ∆  ~0
ii) σ is called a G-strongly positive script if σ is G-positive script and the support of
σ∆ intersects to each strongly connected component except for the sink component
of G non-empty.
Remark 1. - In case G contains one strongly connected component different from
the sink, then the properties of G-positive and G-strongly positive coincide.
- A G-strongly positive script is a G-positive script but the inverse is not true. For
instance, let G be given as Figure 1. Then the reduced Laplacian matrix of G is
given by
∆ =
 7 −6 0−1 4 −3
0 0 2
 .
Hence, G has three strongly connected components {v1, v2}, {v3}, {s}. We have
(1, 2, 3)∆ = (5, 2, 0) and (0, 0, 1)∆ = (0, 0, 2). Hence, (1, 2, 3) and (0, 0, 1) are G-
positive scripts. However, both (1, 2, 3) and (0, 0, 1) are not G-strongly positive
since the support of (1, 2, 3)∆ (resp. (0, 0, 1)∆) is {v1, v2} (resp. {v3}) which
intersects to the strongly connected component {v3} (resp. {v1, v2}) empty.
- The positive scripts and strongly positive scripts of a non-trivial graph with a
global sink exist. Thus, let σ = a∆−1. Therefore, we could choose many a such
that the parts of σ are integer. Notice that ∆−1 is non-negative matrix. Hence, if
a is non-negative, then σ is G-positive script. If all parts of a are positive, then σ
is G-strongly positive.
The following lemma gives us an evaluation on the weight of a configuration when firing
inversely it by a positive script.
Lemma 5. Let σ be a G-positive script and let a, b be non-negative configuration such
that b = (a+ σ∆)o. Then w(b) ≥ w(a).
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Figure 1. A graph with global sink s
Proof. Let τ be the firing script in the stabilization process of (a+σ∆). Recall that in the
stabilization of a configuration, chips which are sent to the sink never come back. Hence,
w(b) = w(a+ σ∆)−
∑
i:(i,n+1)∈E
τiei(n+1).
Furthermore, since
∑n+1
i=1 ∆˜i = 0, we have
w(a+ σ∆) = w(a) +
∑
i:(i,n+1)∈E
σiei(n+1).
By Lemma 4, we have σi ≥ τi. Hence, w(b) ≥ w(a). 
The statement of the following result appeared in a different form in [11]. However,
since we did not find any proofs for it in the literature, we restate it with the full proof as
below.
Theorem 6. Let a be a stable configuration and σ be a G-strongly positive script. Then
a is critical if and only if (a + σ∆)o = a. Moreover, if a is critical then the firing script
in the stabilization process of (a+ σ∆) is σ.
Proof. We first prove that (amax + σ∆)
o = amax. By Lemma 5, we have w(amax + σ∆)
o ≥
w(amax). Since (amax + σ∆)
o is stable, we must have (amax + σ∆)
o  amax. Therefore,
(amax + σ∆)
o = amax. Now let a be critical. By definition, there exists c  0 such that
a = (amax + c)
o. We have
(a+ σ∆)o = ((amax + c)
o + σ∆)o
= (amax + c+ σ∆)
o (since c  ~0)
= ((amax + σ∆)
o + c)o (since σ∆  ~0)
= (amax + c)
o
= a.
Conversely, assume that (a + σ∆)o = a. Since σ is G-strongly positive, the support
of σ∆ on each strongly connected component are non-zero. There exists a large enough
m such that after applying several firings on (a + mσ∆) we could obtain a configuration
greater (with respect to the containment order) than amax. This means there exists c  0
and a firing sequence of firing script k such that starting from a + mσ∆, after firing by
the firing script k we get
amax + c = (a+mσ∆)− k∆.
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Since (a+ σ∆)o = a and σ∆  ~0, we have
(a+ 2σ∆)o = (a+ σ∆ + σ∆)o = ((a+ σ∆)o + σ∆)o = (a+ σ∆)o = a.
Therefore,
a = (a+ σ∆)o =
(
a+mσ∆
)o
=
(
(a+mσ∆)− k∆)o = (amax + c)o.
So a is critical.
Last, let τ be the firing script in the stabilization process of a+ σ∆. Since a is critical,
we have (a + σ∆)o = a. Hence, a + σ∆ − τ∆ = a and so (σ − τ)∆ = 0. Since ∆ is
invertible, we have σ = τ . 
It remarks that we cannot replace the condition G-strongly positive by the G-positive
of σ in Theorem 6. For instance, consider the graph given in Figure 1. Let σ = (0, 0, 1)
and σ′ = (1, 2, 4). We have σ∆ = (0, 0, 2) and σ′∆ = (5, 2, 2). Hence, σ is G-positive but
not G-strongly positive and σ′ is G-strongly positive. Let a = (1, 1, 1) be a configuration
of CFG on that graph. We have (a+σ′∆)o = (6, 3, 3) and by Theorem 6, a is not critical.
However, if we replace σ′ by σ, then (a+ σ∆)o = (1, 1, 1) = a which is recurrent.
Recall that Speer [14] gave an algorithm, called script algorithm, to find the minimum
G-positive script in case G has only one strongly connected component different from
the sink. From that an algorithm like ”burning algorithm” [6] for testing the criticality
of a configuration was presented. Moreover, for general G (with the global sink), he
showed that each critical configuration of G is a concatenation of critical configurations of
some certain digraphs with a global sink and one strongly connected component different
from the sink, which are induced by the strongly connected components of G. However,
he did not show explicit the minimum testing script. In fact, this testing script is not
a concatenation of the minimum scripts on each its induced component. The reason
for this un-wanted fact is that the firing caused by the minimum script on an induced
component affects to the firing on another induced component. To improve this we use
the (modifying) script algorithm for each induced component with a given order (will be
defined later) such that the inverse firing of the latter does not affect to the positiveness
of the former ones. We first modify the script algorithm for finding the minimum script
σ such that σ∆  a with a given non-negative configuration a on a digraph having one
strongly connected component different from the sink. The algorithm, called a-script
algorithm, is as follows: We construct a sequence of increasing scripts {σka}k by recurrence
and will prove it terminates at step M to obtain the script σMa (which will be the minimum
script). We start from σ1a = (1, 0, . . . , 0). Assume that we had σ
k−1
a . At step k, if there
exists a vertex ik such that (σ
k−1
a ∆)ik < aik , then we increase part ik of σ
k−1
a by one.
Hence, σka = σ
k−1
a + eik , where eik denotes the unit vector at the ikth coordinate. The
following lemma shows the existence and uniqueness of σMa .
Lemma 7. Let G be a digraph with a global sink. Assume that G contains only one
strongly connected component except for the sink. Let a be non-negative configuration of
CFG on G. The following statements hold:
i) The a-script algorithm above terminates and results the unique script σMa ;
ii) σMa  (1, 1, . . . , 1) and (σMa ∆)i ≤ ai + d+i for all i = 1, 2, . . . , n. Moreover, the
equality of the latter happens if and only if n = 1;
iii) If σ is a script such that σ∆  a, then σ  σMa .
Proof. The proof of this lemma is very similar to the one presented in [14](Lemma 7)
which is equivalent to the case a = ~0. We represent shortly the proof as follows:
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i) We use the diamond property of the sequence {σia : i = 1, 2, . . . ,M} for a  ~0: The
increasing part i at each step by the recurrence in the a-script algorithm does not
decreasing the ability of the ”having to increase” the part j at next steps. This
fact will imply the termination and uniqueness of σMa .
ii) The increasing a part i of a script in the construction absorbs chips of vertices
going-out from i: The strongly connectivity of [V \ s] and the non-negativity of
all parts of a lead to σMa  (1, 1, . . . , 1). The rest of (ii) is clear because of the
construction of σMa .
iii) By induction on i that σ  σia for all i = 1, 2, . . . ,M .

By Theorem 6, we will find the minimum G-strongly positive script for general di-
graphs with a global sink. Before presenting the algorithm, we need some definitions and
notations.
Assume that
V = V1 unionsq V2 · · · unionsq Vk unionsq {n+ 1},
where Vi are strongly connected components of G. We say that component Vi is at level 0
if there is no edge of G to Vi from out side Vi. By recurrence, component Vi is at level ` if
there is at least one edge of G from a component at level `−1 to Vi and there is no edge of
G to Vi from components out side components at level 0, 1, 2, . . . , `− 1. Let G[Vi] be the
extended graph defined as follows: The vertices are Vi ∪ si where si is a new vertex which
will be the global sink of G[Vi]; The edges are edges of G with endpoints in Vi and all edges
(v, si) (including the multiple edges) for each (v, u) is an edge from v to a vertex u out
side Vi. It is easy to see that G[Vi] has a global sink si. To find the minimum G-strongly
positive script for general G, we implement the algorithm, called strongly script algorithm,
as follows:
• Step 1: Find all the minimum G[Vi]-strongly positive script σMi~0 (G[Vi]) of each
strongly connected components Vi at level 0 of G.
• Step 2: Update the last configuration, called a, by firing inversely from configura-
tion ~0 all vertices of Vi by the script σ
Mi
~0
(G[Vi]) for all Vi at level 0.
• Step 3: Running the a|Vi-script algorithms on the graph G[Vi] to find σMia|Vi(G[Vi])
for all Vi at level 1 with a|Vi denoted the configuration −a restricted on component
Vi.
• Step 4: Update the last configuration by firing inversely from a all vertices of Vi
by the script σMia|Vi for all Vi at level 1.• Continuing the step 3 and 4 sequentially for components at level 2,3,... until all
strongly connected components are well fired inversely. The script obtained by
assembling all the scripts of all connected components found above. This script is
denoted by σM .
The following facts on the minimum of the script σM are implied easily from Lemma 7:
Proposition 8. The script σM satisfies the followings:
i) σM is the minimum G-strongly positive script of G;
ii) σM  (1, 1, . . . , 1) and (σM∆)i ≤ d+i for all i = 1, 2, . . . , n. Moreover, (σM∆)i =
d+i if and only if i is a source of G, that means d
−
i = 0.
We have shown a way to determine the minimum G-strongly positive script by inversely
firing strongly connected components in an order from components of low levels to high
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levels. Components are fired (inversely) first like the argents causing the consecutive firings
of components of higher levels. Comparing to the Dhar’s algorithm when the minimum
script is 1 at every parts, firing the sink first in Dhar’s algorithm is equivalent to firing
inversely all vertices and each vertices once.
v1
v2
v3
v4
v5
v6
v7
s
v9 v8
Figure 2. Graph with many strongly connected components
Let us consider an example for illustrating the algorithm. Figure 3 shows a digraph
G = (V,E) of 9 normal vertices and a global sink s. G has the decomposition into strongly
connected components:
V = {v1, v2} unionsq {v3, v4, v5} unionsq {v6} unionsq {v7, v8} unionsq {v9} unionsq {s}.
Components {v1, v2} and {v6} are at level 0; Component {v9} is at level 1; Component
{v3, v4, v5} is at level 2 and component {v7, v8} is at level 3. By the strongly script
algorithm above, we find strongly positive scripts for components at level 0: the result
script for G[v1, v2] is (1, 1); for G[v6] is (1); The update configuration for G[v9] by inversely
firing in result scripts of components at level 0 is (−1) and so the (1)-script algorithm for
G[v9] returns the script (1). The update configuration on G[v3, v4, v5] by inversely firing
in result scripts of components at level 0 and 1 is (−2,−1,−1) and so the corresponding
script is (7, 8, 5). The update configuration on G[v7, v8] is (−5,−2) and the corresponding
script is (8, 10) by (5, 2)-script algorithm for G[v7, v8]. Hence, the minimum G-strongly
positive script for digraph in Figure 3 is (1, 1, 7, 8, 5, 1, 8, 10, 1).
Next, we use the minimum G-strongly positive script to present a result which gener-
alizes the result [1] for undirected graphs. Moreover, instead of firing a single subset of
vertices it fires a multi-subset of its vertices as well as a subset of a multi-set σM . This
helps us to prove combinatorially the duality between critical and super-stable configura-
tion which the firing a multi-subset is not allowed.
Theorem 9. Let σM be the min G-strongly positive script of CFG(G). The following
statements are equivalent:
i) a is critical;
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ii) a+ τ∆ is not stable for all τ  ~0;
iii) a+ τ∆ is not stable for all ~0 ≺ τ  σM .
Proof. We will show that (i) ⇒ (ii) ⇒ (iii) ⇒ (i). First, assume that a is critical and
there exists a script τ  ~0 such that a + τ∆ is stable. Let b = a + τ∆ and m be a
large enough integer such that m > max{τi : i = 1, 2, . . . , n}. Put σ = mσM . Since
σM  (1, 1, . . . , 1), we have σ  τ . On the other hand, since σM is G-strongly positive, σ
is also G-strongly positive. By Theorem 6, we have (a+ σ∆)o = a. Therefore,
a+ σ∆ = a+ τ∆ + (σ − τ)∆ = b+ (σ − τ)∆.
By Lemma 4 and due to the stability of b, the firing script in the stabilization process of
b+(σ−τ)∆ does not exceed σ−τ and so does the firing script in the stabilization process
of a+ σ∆. This conflicts the critical condition of a by Theorem 6.
(ii)⇒ (iii): Straightforward.
(iii)⇒ (i): Suppose that a is not critical. Let b = (a+ σM∆)o. We assume that b 6= a.
Let τ be the script of a firing sequence in the stabilization process of (a + σM∆). By
Lemma 4, we have τ ≺ σM (since a 6= b) and b = a + σM∆ − τ∆. Let ν = σM − τ . We
have 0 ≺ ν  σM and a+ ν∆ is stable which conflicts the hypothesis. 
Perrot and Trung [12] raised a question that ”do critical configurations have the max-
imum weights among stable configurations in their equivalent class?”. They gave an
affirmative answer for CFG on Eulerian graphs and also claimed that critical configura-
tions are not the only ones in their equivalent classes having the maximum weight by an
encounter example. We end this section by proving the claim for CFG on graphs with a
global sink.
Theorem 10. Let a be a critical configuration and b be a stable configuration in the same
equivalent class with a. Then w(a) ≥ w(b).
Proof. Let σ be a G-strongly positive script. We consider the sequence of stable config-
urations as follows: (b + σ∆)o, (b + 2σ∆)o, (b + 3σ∆)o, . . . . Since the number of stable
configurations of CFG(G) is finite, by the pigeonhole principle there exist two indices k
and l such that k < ` and (b+ kσ∆)o = (b+ `σ∆)o. Denote b(i) = (b+ iσ∆)o. For each i,
we have
b(i+1) = (b+ (i+ 1)σ∆)o
= (b+ iσ∆ + σ∆)o
=
(
(b+ iσ∆)o + σ∆
)o
(since σ∆  0)
= (b(i) + σ∆)o.
So that if we let τ (i) be the scripts in the stabilization of b(i) + σ∆. However, by Lemma
4 we have τ (i)  σ and
b(i+1) = b(i) + σ∆− τ (i)∆.
Generally,
b(k) = b(`) = b(k) + (`− k)σ∆− (τ (k) + τ (k+1) + · · ·+ τ (`−1))∆.
Hence,
(`− k)σ∆− (τ (k) + τ (k+1) + · · ·+ τ (`−1))∆ = ~0.
Since ∆ is invertible, we have (`− k)σ = (τ (k) + τ (k+1) + · · ·+ s(`−1)). However, τ (i)  σ
for i = k, k+1, . . . , ` which implies that τ (k) = τ (k+1) = · · · = τ (`−1) and so b(k) = b(k+1) =
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· · · = b(`). Particularly, the firing script in the stabilization process of b(k) + σ∆ is exactly
σ which confirms that b(k) is critical. Moreover, since b(k) ∼ a, b(k) = a. By Lemma 5,
w(a) = w(b(k)) ≥ w(b) which completes the proof. 
4. The duality between critical and super-stable configurations
As mentioned, this section presents a combinatorial proof for the duality of critical
configurations with super-stable configurations by using Theorem 9. As a sequence, we
give a deterministic way for the super-stabilization process of a given configuration by
using the minimum script.
We first recall that a configuration a of CFG(G) is non-negative if a  0.
Definition 5. Let a be a non-negative configuration on CFG(G). We say that a is super-
stable if for all script σ ∈ (Z+)n and σ  0 we have a− σ∆ is not non-negative.
It is readily that if a is super-stable and b  a, then b is super-stable too. We have the
duality between critical and super-stable configurations as follows:
Theorem 11 (Duality Theorem). Let a be a stable configuration. Then a is critical if
and only if amax − a is super-stable.
Proof. Assume that a is critical and amax − a is not super-stable. By the definition, there
exists a script σ  0 such that amax − a− σ∆ is non-negative. Let b = (amax − a− σ∆)o
and τ be the firing script in the stabilization process of amax − a− σ∆. We have
b = amax − a− σ∆− τ∆
⇔ a+ (σ + τ)∆ = amax − b.
Since b is stable, amax − b is stable. Therefore, a + (σ + τ)∆ is stable which conflicts
Theorem 9(ii).
Conversely, assume that a is super-stable. We prove that amax − a is critical. On the
contrary, by Theorem 9(ii) there exists an n-script σ such that amax − a + σ∆ is stable.
Put b = amax− a+σ∆. We have a−σ∆ = amax− b which is a non-negative configuration
(since b is stable). By the definition, a is not super-stable. This completes the proof. 
Notice that the duality between critical and super-stable configurations on undirected
as well as Eulerian graphs is mentioned in [7, 8]. On digraphs with a global sink, it is
proved in [11]. However, the proofs are based on the third intermediate object sandpile
group. They all show that the number of critical configurations and the number of super-
stable configurations are all equal to the order of sandpile group by using toppling ideal.
The proof presented above seems more natural and quite direct from the definition of
super-stable configurations.
The following corollary allows us to reduce the checking definition of a super-stable
configuration.
Corollary 12. Let a be a stable configuration and σM be the minimum G-strongly positive
script. The following statements are equivalent:
i) a is super-stable;
ii) a− σ∆ is not non-negative for all 0 ≺ σ ≤ σM ;
iii) a− σ∆ is not stable for all 0 ≺ σ  σM .
Proof. (i) ⇒ (ii): By the definition of super-stable configuration;
(ii) ⇒ (iii): Straightforward;
(iii) ⇒ (i): Straightforward from Theorems 9(iii) and 11. 
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The next corollary shows us the minimum of weight of super-stable configurations in
its equivalent class.
Corollary 13. Each equivalent class of SP(G) contains exactly one super-stable configu-
ration. Furthermore, if a is a super-stable configuration, then w(a) ≤ w(b) for all b such
that b ∼ a.
Proof. Since b ∼ bo and w(b) ≥ w(bo), we can assume that b is stable. It is readily that
if a ∼ b, then amax − a ∼ amax − b. Therefore, the conclusion of the statement is a
consequence of Theorems 10 and 11. 
Concerning to the rank of non-negative configurations on complete graphs, investiga-
tions by Cori and Le Borgne [5] lead to the computing of the super-stable configuration
equivalent to a given configuration, which is also called the super-stabilization of a configu-
ration. A natural way is using the duality between critical and super-stable configuration.
Precisely, if we denote ss(a) (resp. crit(a)) the super-stable (resp. critical) configuration
equivalent to a stable configuration a, then
ss(a) = amax − crit(amax − a).
The rest is applying Lemma 3(iii) for computing crit(amax − a). However, we could do it
directly and deterministically by using σM as follows:
i) Calculate ao;
ii) Calculate ao − σM∆;
iii) We add rows ∆i of ∆ satisfying (a
o − σM∆)i < 0 to ao − σM∆.
iv) Repeat step (iii) until we obtain a non-negative configuration which is the super-
stable configuration in the equivalent class of a.
This could be considered as a deterministic way which is a generalization of the way Cori
and Le Borgne have done on complete graph in [5].
Now we present an example to illustrate the results.
Let G be a graph with V = {v1, v2, v3, s} and
E = {(v1, v2)3, (v1, v3)2, (v2, v3), (v2, s), (v3, v1), (v3, v2)}.
Then
∆ =
 5 −3 −20 2 −1
−1 −1 2
 ; σM = (1, 3, 3); σM∆ = (2, 0, 1).
G has 8 critical configurations and also 8 super-stable configurations, denoted by Crit(G)
and SS(G) respectively, as follows:
Crit(G) = {(4, 1, 1), (4, 1, 0), (4, 0, 1), (3, 1, 1), (3, 1, 0), (3, 0, 1), (2, 1, 1), (2, 0, 1)};
SS(G) = {(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 0, 1), (1, 1, 0), (2, 0, 0), (2, 1, 0)};
To find the super-stable configuration in the equivalent class of (4, 0, 0) for instance, we
do as follows: Consider configuration (4, 0, 0) − σM∆, which equals (2, 0,−1). Since its
third component is negative, we add the 3th row (−1,−1, 2) of ∆ to (2, 0,−1) and get
(1,−1, 1). Since the second component of (1,−1, 1) is negative, we add ∆2 = (0, 2,−1)
to it and get (1, 1, 0) of non-negative components. Hence, (1, 1, 0) is the super-stable
configuration equivalent to (4, 0, 0). Similarly, we could find equivalent classes on the set
G-STRONGLY POSITIVE SCRIPTS AND CRITICAL CONFIGURATIONS 13
of stable configurations of G are:
(4, 1, 1) ∼ (2, 1, 0)
(4, 1, 0) ∼ (1, 0, 1)
(4, 0, 1) ∼ (2, 0, 0) ∼ (1, 1, 1)
(3, 1, 1) ∼ (1, 1, 0) ∼ (4, 0, 0)
(3, 1, 0) ∼ (0, 0, 1)
(3, 0, 1) ∼ (1, 0, 0) ∼ (0, 1, 1)
(2, 1, 1) ∼ (0, 1, 0)
(2, 0, 1) ∼ (0, 0, 0).
We also notice that maximal super-stable configurations on digraphs do not have the same
weight. For instance, super-stable configurations (2, 1, 0) and (1, 0, 1) shown above.
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