We attach Bessel functions to generic representations of GL(3, k) where k is a p-adic field and study their asymptotics.
Introduction and main results.
Let k be a non-archimedean local field. Bessel functions for the double cover of GL(2, k) were constructed by Gelbart and Piatetski-Shapiro in [G-PS] and used to compute some epsilon factors. A more detailed analysis of the Bessel functions for GL(2, k) was obtained by Soudry in [S] and again used to compute some epsilon factors. Bessel functions for GL(2, R) were defined and analyzed by . Bessel functions were also discussed in Averbuch's thesis [Av] . In [Ba] we attached Bessel functions to every generic representation of a quasi-split reductive group over k using a distribution approach similar to Harish-Chandra's approach for the character functions. In the present paper we attach Bessel functions to generic representations of GL(3, k) using a different method and study their asymptotics. In [Ba2] we use the results of this paper to show that both approaches yield the same Bessel functions.
Main results.
We state here our main theorems. We shall only consider here the main Bessel function of a representation which is the one attached to the open Bruhat cell. Other Bessel functions are described in Section 6.
Let G = GL(3, k) and let B be the Borel subgroup of upper triangular matrices, A the subgrooup of diagonal matrices and N the subgroup of upper unipotent matrices. Let ψ be a nondegenerate character of N . Let W = N (A)/A be the Weyl group where N (A) is the normalizer of A. We identify W with the set of six permutation matrices in N (A). Let
be the longest Weyl element in W. Let (π, V ) be an irreducible admissible representation of G. We say that π is generic if there exist a nonzero functional L : V → C such that
L(π(n)v) = ψ(n)L(v) n ∈ N, v ∈ V.
It is well-known that such a functional is unique up to scalar multiples. We call this functional a ψ Whittaker functional. Now define
(1.1) and let G act on the space of these functions by right translations. Then the map v → W v gives a realization of π on a space of Whittaker functions satisfying W v (ng) = ψ(n)W v (g) n ∈ N, g ∈ G. We denote this space by W (π, ψ) . In Section 4 we define the subspace W 0 (π, ψ) of W (π, ψ) . In the case where π is supercuspidal we have that W 0 (π, ψ) = W(π, ψ). Let α 1 , α 2 be the positive roots realized as functions on A (See (2.9)). Let M > 0 be a constant and let Proof. Write g = n 1 aw 0 n 2 and choose M large enough such that a ∈ A M . Since W (gn) = ψ(n 1 )W (aw 0 n 2 n) the result follows from Theorem 1.1. This result allows us to define Bessel functions for supercuspidal representations. In order to treat all irreducible admissible representations we will need the following result which allows us to move from W(π, ψ) to W 0 (π, ψ).
Theorem 1.3. Let W ∈ W(π, ψ). There exist a compact open subgroup
Here W N 0 ,ψ is defined by Applying Fubini and changing variables n = n 1 n 2 we get that the last integral is the same as Nm W (gn)ψ −1 (n)dn.
By Theorem 1.1 the function n → W N 0 ,ψ (gn) is compactly supported in N , hence we can take the limit m → ∞ in (1.3) to get the value
It is clear that this value is independent of the filtration N .
Let g ∈ Bw 0 B and define the linear functional
It is easy to see that L g is a Whittaker functional, hence it follows from the uniqueness of Whittaker functionals that there exist a scalar j π,ψ (g) such that
for all v ∈ V . We call j π = j π,ψ the Bessel function of π. (See Section 6 for other Bessel functions.) The Bessel function j π is defined on the set Bw 0 B and we will prove that it is locally constant there. It is clear that j π (g) satisfies
hence it is determined by its values on the set Aw 0 . As is the case with the character of the representation [HC] , the Bessel function j π is expected to be locally integrable on G. Harish-Chandra's proof of the local integrability of the character depended on certain relations between the asymptotics of the character and certain orbital integrals. In this paper we establish that the asymptotics of j π are the same as the asymptotics of certain orbital integrals which were studied by Jacquet and Ye [J-Y1] . This result will allow us to show in [Ba2] that j π is locally integrable and gives the Bessel distribution on G. We now describe the relation between the Bessel functions and orbital integrals.
Let C ∞ c (G) be the space of locally constant and compactly supported functions on G. Let Z be the center of G and let ω be a quasi character on Z.
For φ ∈ C ∞ c (G) and g ∈ Bw 0 B we define the orbital integral (see [J- 
It follows from [J-Y1] 
for all g ∈ U x . Remark 1.8. Since j π,ψ and J ψ,ωπ are only defined on Bw 0 B we are really asserting the equality on Bw 0 B ∩ U x . Another option is to define these functions as having value zero outside of Bw 0 B in which case the equality above does hold. In any case, the equality is true up to a set of measure zero.
is locally integrable as a function on G for every φ ∈ C ∞ c (G) then j π,ψ is locally integrable on G. Hence the question of local integrability of the Bessel function reduces to the question of the local integrability of the orbital integral. As mentioned above, we shall consider this question in [Ba2] .
Our paper is divided as follows: In Section 2 we introduce some notations and study certain root and weight spaces. In Section 3 we describe the method of proof used for our main results and prove a result which is needed later using this method. In Section 4 we prove a more general version of Theorem 1.1. In Section 5 we prove Theorem 1.3. In Section 6 we define Bessel functions including Bessel functions attached to other Weyl elements. In Section 7 we prove Theorem 1.7.
Notations and preliminaries.
Let k be a non-archimedean local field. Let O be the ring of integers in k and let P be the maximal ideal in k. Let be a generator of P . We denote by |x| the normalized absolute value of x ∈ k. Let q = |O/P | be the order of the residue field of k. Then | | = q −1 . Let G = GL(3, k) and let A be the group of diagonal matrices in G consisting of matrices of the form
We let
Let X(A) = Hom k (A, k) be the group of rational homomorphisms. Then each α ∈ X(A) is of the form α(d(a 1 , a 2 , a 3 )) = a n 1 1 a n 2 2 a n 3 3 with n 1 , n 2 , n 3 ∈ Z. We view X(A) as a group under addition where the addition is defined by
We let |X| = X(A) ⊗ R. Then we shall identify |X| with the vector space of functions |α| = |α| λ 1 ,λ 2 ,λ 3 from A to R of the form
where λ 1 , λ 2 , λ 3 ∈ R. Here addition is defined as in (2.2) and scalar multiplication is defined by
We define an inner product on |X| by
We have that Φ = Φ + ∪ Φ − where Φ + = {α i ,j : i < j} is the set of positive roots and Φ − is the set of negative roots. Let E i,j be the matrix whose (i, j)th entry is 1 and all other entries are zero. For α = α i,j ∈ Φ and for b ∈ k we let
We shall identify W with S 3 , the symmetric group. In particular if σ ∈ S 3 then we let w σ be the associated permutation matrix. For every α = α i,j ∈ Φ we set w α = w (i,j) where (i, j) is a transposition in S 3 . W acts on Φ and |Φ| in a natural way. We have that if i = j then
Let N be the subgroup of upper unipotent matrices. Then every n ∈ N can be written uniquely in the form
2.1. Roots, weights and Weyl elements. The root system |Φ| spans a subspace |V | of |X| given by
Then ∆ = {|α| 1,2 , |α| 2,3 } is a basis for |V | consisting of simple roots. If B is a basis for |V | then we denote by B * the dual basis (up to scalars) with respect to (2.4). In particular, the fundamental weights λ 1 , λ 2 give the basis dual to ∆ where
We write ∆ = {α 1 , α 2 } and ∆ * = {λ 1 , λ 2 } with α 1 = |α| 1,2 = |α| 1,−1,0 , α 2 = |α| 2,3 = |α| 0,1,−1 (2.9) and λ 1 , λ 2 as in (2.8). If S ⊆ ∆ then we let
where γ i is defined by
We let B * (S) = (B(S)) * (up to scalars). We shall fix the following sets:
(2.11)
For each α ∈ Φ we let w α ∈ W be the reflection associated with α. In particular, w α 1,2 = w (1,2) and w α 2,3 = w (2, 3) . Since W is generated by w (1,2) and w (2, 3) it follows that each w can be written as a product of these transpositions. We define S(w) ⊂ ∆ to be
where w = w β 1 · · · w β k is a minimal decomposition of w into a product of such transpositions. In particular we have
It is well-known that S(w) is independent of the minimal decomposition. We define (2.13) and
Method of proof.
The main method of proof in this paper is a careful analysis of the relation between the Bruhat Decomposition and the Iwasawa decomposition of our group. Such relations were explored by previous authors such as [Bo-HC] , [Bo] , [J-PS-S] . In this paper we present an explicit method of obtaining such information which follows a simple pattern. The idea is to analyze the Bruhat cells inductively going from the closed cell up to the open cell. The induction is on the length of the respective Weyl element. Another induction takes place inside an individual cell where we "peel" the root groups one by one. We find it very striking that the three main results in this paper were all proved using this method. In this section we present a new proof for a well-known result which demonstrates best how the method works. Since we have only four different lengths for the Weyl elements of GL(3) we shall not employ induction in this paper. The induction process will be used in a future paper on GL(n). Before we go to the main result of this section we shall indicate how the method works. Then every g ∈ BwB can be written uniquely in the form
with n ∈ N, a ∈ A and b 1 , b 2 ∈ k. Our "peeling" proceeds in the following way: If we have a function F which is smooth on the right then for large enough |b 2 | we have that F (gx 3,2 (−b
In particular, if g ∈ BwB is written as above then g 1 = gx 3,2 (−b
−1
2 ) ∈ Bw 1 B with Bw 1 B being a smaller cell than BwB, that is, the length of w 1 is less than the length of w. At this point we know that the values of F on such g for which |b 2 | is large are determined by the values of F on smaller cells and we can use the induction hypothesis (whatever that may be for each proof) to conclude the result for such b 2 . To continue, we need to control the values of F for bounded |b 2 | which depends on the result we are trying to prove. Once this is complete we have "peeled" the root subgroup {x 2,3 (b 2 )} and we are left to treat the case g = nawx 1,3 (b 1 ). At this point we look at the case where |b 1 | is large and multiply g by x 1,3 (−b
with length of w 2 less than the length of w. The argument continues in this way.
Iwasawa decomposition. Let
For every |α| ∈ |X| we extend |α| (see [J-PS-S] ) to G by defining
where g = nak, n ∈ N, a ∈ A, k ∈ K, is an Iwasawa decomposition of g. It is easy to see that |α| is independent of the choice of decomposition.
Recall that ∆ * = {λ 1 , λ 2 } is the set of fundamental weights where λ 1 = |α| 2,−1,−1 and λ 2 = |α| 1,1,−2 (See (2.3).) We view λ 1 and λ 2 as functions on G as above. The main theorem of this section is the following:
Proof. The proof is a case by case argument starting with the smaller Bruhat cells and moving to the larger cells.
In this case N − w = {e}. Hence, wn = e. Since λ(e) = 1 we are done. Case 2. w = w (1, 2) .
In this case
Case 3. w = w (2, 3) . This case is similar to Case 2 and is omitted.
We first look at a special case where
For the general case, assume
and since λ(n h 3,1 (b 2 )w (1,2) n ) = λ(h 3,1 (b 2 ))λ(w (1,2) n ) we can use the assumption on |b 2 | and Case 2 to conclude that λ(wn) ≤ 1.
Case 5. w = w (1, 3, 2) .
This case is similar to Case 4 and is omitted.
In this case N − w = N . We first prove two special cases. We show that λ(wx 1,3 (b 1 )) ≤ 1 and λ(wx 1,3 (b 1 )x 2,3 (b 2 )) ≤ 1. The proof is similar to Case 4 and is omitted. The general case follows the same pat-
. Hence λ(g ) = λ(h 3,2 (b 3 ))λ(w (1,3,2) n ) ≤ 1 by Case 4 and by the condition on |b 3 |.
Spaces of Whittaker functions.
In this section we define a subspace of the space of Whittaker functions on G and prove some properties of this subspace. In particular we prove Theorem 4.6 which asserts that certain functions on unipotent subgroups are compactly supported. This is one of our main theorems in this paper.
Whittaker functions.
Let ψ k be a character of k and assume that ψ k is identically one on O and nontrivial on P −1 . For a unipotent matrix n ∈ N we set
where n i,j are the entries of n. Then
We let W = W(G, ψ) be the set of functions W : G → C such that W is smooth on the right and
Examples of such functions are Whittaker functions associated with generic representations of G. Other examples are given by projecting compactly supported and locally constant functions to this space as follows:
We shall study the space of such functions {W f : f ∈ C ∞ c (G)} in Section 7. For every |α| ∈ |X| we extend |α| to G as in (3.1). For w ∈ W we set
where S(ww 0 ) is defined in (2.12).
Definition 4.1. Let W = W(G, ψ) be the space of Whittaker functions defined above. We define W 0 = W 0 (G, ψ) ⊂ W to be the set of functions W ∈ W such that for every w ∈ W and every α ∈ S 0 (w) there exist positive constants
In other words, W ∈ W 0 if for each w ∈ W and each α ∈ S 0 (w) the support of W in BwB has bounded image under α.
Remark 4.2. The condition |α|(g) < E α , α ∈ S 0 (w) that appears in (4.3) is redundant since by [J-PS-S] the support of W is contained in the set {g : |α|(g) < K, α ∈ ∆} for some positive number K. Moreover, if W is a Whittaker function in the Whittaker model of a supercuspidal representation of G then it follows from [J-PS-S] that W is compactly supported mod NZ.
Hence it follows that W satisfies condition (4.3) for every α ∈ ∆ and every g ∈ G and in particular W ∈ W 0 . Definition 4.3. Let α ∈ ∆. we define the sets
and the sets
Lemma 4.4. Let α ∈ ∆, C 1 < C 2 positive numbers and R a compact set in G. Then:
(a) There exist constants C 1 < C 2 such that
Since KR is a a compact set in G and |α| is continuous the result follows.
(b) Let y ∈ Y and let y = n 0 a 0 k 0 be an Iwasawa decomposition for y.
is invariant under right integration by compact open subset of closed subgroups of B, i.e., if H is a closed subgroup of B and X ⊂ H is open and compact in H then for every
Proof. (a) We take R to be the Singleton,
Since W is smooth on the right, W X is a finite linear combination of
For each w ∈ W we let B(S 0 (w)) be the basis of |V | defined in (2.10) and let B * (S 0 (w)) be the dual basis (up to scalars) that we fixed in (2.11). Let M be a positive constant. We define the multiplicative cone
Our first main theorem of this paper is the following:
w then n is in some compact set independent of a.
Since N − w = N in that case, Theorem 1.1 follows from the above theorem.
Proof. We prove the theorem for w = e, w = w (1,2) , w = w (1,2,3) and w = w (1,3) = w 0 . The case w = w (2,3) is similar to the case w = w (1,2) and the case w = w (1, 3, 2) is similar to the case w = w (1,2,3) , hence they will be omitted.
In this case, N − w = {e} and there is nothing to prove. Case 2. w = w (1, 2) .
. We need to prove that W (awx 1,2 (b)) = 0 implies that there is a constant C independent of a ∈ A M (w) such that |b| < C. Since W is smooth on the right, there exist a constant C 1 such that W (gx 2,1 (−b −1 )) = W (g) for all |b| > C 1 and all g ∈ G. Hence, if |b| > C 1 it follows from (2.6) that
We have that S 0 (e) = ∆ = {|α| 1,2 , |α| 2,3 }. Since W (ah 1,2 (b)) = 0 and since W ∈ W 0 it follows that both |α| 1,2 and |α| 2,3 are bounded on ah 2,1 (b). Hence
Hence there exist positive constants E 1 and E 2 such that
On the other hand S 0 (w 1,2 ) = ∆ and B * (S 0 
The proof is similar to Case 2.
Case 4. w = w (1, 2, 3) . In this case
We first prove a special case. Assume that W (awx 1,3 (b 1 )) = 0 and a ∈ A M (w). If |b 1 | is large enough then we have 3) ) for some n ∈ N . Since S 0 (w (2,3) ) = ∆, w (2,3) ∈ K and W ∈ W 0 it follows that |α| 1,2 and |α| 2,3 are bounded on ah 2,1 (b 1 ). In particular, |α| 1,3 (ah 2,1 (b 1 )) = (|α| 1,2 + |α| 2,3 )(ah 2,1 (b 1 )) = |a 1 a
3 | < M hence it follows that |b 1 | is bounded from above which is what we need.
For the general case, assume W (awx 1,3 (b 1 )x 2,3 (b 2 )) = 0 and a ∈ A M (w). If |b 2 | is large enough then we can write
2 )) for some n ∈ N . This lands us in Case 2! To use Case 2, we need to show that if a ∈ A M (w (1,2,3) ) and |b 2 | is large then ah 3,1 (b 2 ) ∈ A M 1 (w (1,2) ) for some positive constant M 1 . Assume |b 2 | > D. Then |α| 2,−1,−1 (ah 3,1 (b 2 )) = |α| 2,−1,−1 (a)|α| 2,−1,−1 (h 3,1 (b 2 )) = |α| 2,−1,−1 (a)||b
Hence we can choose
It follows that we can now use Case 2 to conclude that
2 )) = 0 with the above conditions on a and b 2 implies that
2 ). (Here b 1 and b 2 and a are allowed to change but are subject to the conditions |b 2 | > C, a ∈ A M (w) and
2 | is bounded it follows from Lemma 4.4 (b) that |α| 2,3 is bounded on ah 3,1 (b 2 ). In particular, |α| 2,3 (ah 3,1 (b 2 )) = |a 2 a −1
So we can assume that |b 2 | ≤ C 1 for some positive constant C 1 . Since W is smooth on the right it follows that the space spanned by the func- 
where λ i is a scalar depending on b 2 . Since W (awx 1,3 (b 1 )x 2,3 (b 2 )) = 0, it follows that there exist i such that
This case is proved in the same way as Case 4.
Case 6. w = w (1,3) = w 0 . This case is similar to Case 4. We will outline the proof: In this case N − w = N . We need to prove that
implies that there is a constant C independent of a ∈ A M (w) such that |b 1 | < C, |b 2 | < C and |b 3 | < C. We first prove two special cases. In the first case we show that W (awx 1,3 (b 1 )) = 0 implies that there is a constant C independent of a ∈ A M (w) such that |b 1 | < C. In the second case we show that W (awx 1,3 (b 1 )x 2,3 (b 2 )) = 0 implies that there is a constant C independent of a ∈ A M (w) such that |b 1 | < C and |b 2 | < C. The proof follows the same lines as in Case 4 and is omitted.
For the general case we assume that |b 3 | is large. Then
3 ) = n ah 3,2 (b 3 )w (1,2,3) n for some n ∈ N and n ∈ N − w (1, 2, 3) . Hence
Here we landed in Case 4. The proof continues as in the general step of Case 4.
Projection into W 0 (G, ψ).
In this section we shall show that every W ∈ W(G, ψ) can be projected into W 0 (G, ψ) by integrating it on a compact unipotent group versus a character of that group. We start with some preliminary results about Howe vectors.
Howe vectors.
For a positive integer m we denote by K m the congruence subgroup of K given by
Notice that J m is expanding above the main diagonal and shrinking on and below the main diagonal. Let
It is easy to see that
We fix a character ψ k on k as Section 4. In particular ψ k (O) = 1 and ψ k (P −1 ) = 1. Let ψ be a character of N obtained from ψ as in (4.1). For m ≥ 1 we define a character ψ m on J m by
It is clear that W m satisfies (5.5). On the other hand we have vol(B
Looking at (5.1) it is easy to see that B m ⊆ K M , hence b ∈ B m fixes W , and we get that W m = W m .
Formulating Lemma 5.1 for functions we get that
We call a vector W in a representation space of G satisfying (5.5) (or (5.6)) a Howe vector. The above Lemma shows that if the representation space affords a nontrivial Whittaker functional then nonzero Howe vectors exist. This property and some uniqueness properties of Howe vectors for irreducible admissible representations of GL n (k) were established in [H] . We now continue to study the behavior of Whittaker functions satisfying (5.6).
Lemma 5.2. Let m > 0 and assume that W ∈ W(G, ψ) satisfies (5.6).
Let a ∈ A. Then W (a) = 0 implies that α 1,2 (a) ∈ 1 + P m and α 2,3 (a) ∈ 1 + P m . In particular, |α| 1,2 and |α| 2,3 are bounded on a.
Since W (a) = 0 then ψ(b) = ψ(α 1,2 (a)b) for every b such that |b| ≤ q m hence using that ψ has conductor O we get that α 1,2 (a) ∈ 1 + P m . A similar proof works for α 2,3 .
Let χ X be the characteristic function of the set X.
Corollary 5.3. Assume that W ∈ W(G, ψ) satisfies (5.6). Then
Let N 2 ⊂ GL(2, k) be the subgroup of upper unipotent matrices and let
The following Lemma is not needed for the proof of the main results in this paper. It is needed for our result on Bessel distributions in [Ba2] .
Lemma 5.4. Assume that W ∈ W(G, ψ) satisfies (5.6). Let h ∈ GL(2, k). Then
where ψ is the natural restriction of ψ to N 2 .
Proof. Let
and let I y 1 ∈ J m where y = y 1 y 2 and the above matrix being in J m is equivalent to y 1 ∈ P −3m and y 2 ∈ P −m . We have
Assume that
Then we have ψ(h 2,1 y 1 + (h 2,2 − 1)y 2 ) = 1 for all y 1 and y 2 as above hence by the assumptions on the conductor of ψ we have that h 2,1 ∈ P 3m and h 2,2 ∈ 1 + P m . It follows that we can write h = y 1 y 2 0 y 3 1 0 x 1 with x ∈ P 3m . Using (5.6) and Corollary 5.3 we get that h ∈ N 2 B 2,m hence we proved the first statement. Using the equivariance of W on the left by N and on the right by J m we get the second statement.
Lemma 5.5. Assume that W ∈ W(G, ψ) satisfies (5.6). Then W (aw (1,2) ) = 0 and W (aw (2,3) ) = 0 for every a ∈ A.
Proof. Let b ∈ P −m be such that ψ(b) = 1. Then
Since ψ(b) = 0 we get that W (aw (1,2) ) = 0. A similar proof will show that W (aw 2,3 ) = 0.
Lemma 5.6. Assume that W ∈ W(G, ψ) satisfies (5.6). Then W (aw (1,2,3) ) = 0 implies that α 2,3 (a) ∈ 1 + P m and in particular |α| 2,3 is bounded on a. Also, W (aw (1,3,2) ) = 0 implies that α 1,2 (a) ∈ 1 + P m and in particular |α| 1,2 is bounded on a.
Hence, W (aw (1,2,3) ) = 0 implies that ψ(b) = ψ(α 2,3 (a)b) for all b ∈ P −m hence α 2,3 (a) ∈ 1+P m . A similar proof works for the case where W (aw (1,3,2) ) = 0.
We now prove the second main theorem of this paper. It was stated in the introduction as Theorem 1.3. Let W 0 (G, ψ) be the subspace of W(G, ψ) introduced in Definition 4.1.
Theorem 5.7. Let W ∈ W(G, ψ). Then there exist a positive integer
Proof. We need to show that there exist M such that for every fixed m ≥ M and every w ∈ W, the support of W m in BwB has bounded image under every |α| ∈ S 0 (w). It is enough to show this for each individual cell and then take the maximum of these M s that we obtain.
We now show that given w ∈ W there exist an integer M such that if m ≥ M and if W m (g) = 0 then |α|(g) is in a fixed bounded set in R * for every α ∈ S 0 (w).
In that case S 0 (w) = {|α| 1,2 , |α| 2,3 }. Let M be such that W m is a Howe vector (that is satisfies (5.6)) for m ≥ M . We need to show that if g ∈ BwB = B and W m (g) = 0 then both |α| 1,2 and |α| 2,3 are bounded on g. Since g ∈ B we can write g = na for n ∈ N and a ∈ A. We have that |α|(g) = |α|(a) for every |α| ∈ |X|. Also, W m (g) = ψ(n)W m (a) hence W m (g) = 0 implies that W m (a) = 0. Now the theorem follows from Lemma 5.2.
Case 2. w = w (1, 2) .
In that case S 0 (w) = {|α| 1,2 , |α| 2,3 }. Let M 1 be such that W m is a Howe vector for m ≥ M 1 and let M = 3M 1 . Let m ≥ M . Let g ∈ BwB and assume W m (g) = 0. We can write g = naw (1,2) x 1,2 (b) for some n ∈ N , a ∈ A and b ∈ k. To make the proof more clear we shall consider three cases although two may suffice. The first case is when |b| ≥ q 3m . In that case x 2,1 (−b −1 ) ∈ J m hence by (5.6) we have
where g = gx 2,1 (−b −1 ) ∈ B. By Case 1 it follows that W ( g) = 0 implies that |α| 1,2 ( g) and |α| 2,3 ( g) are in a fixed compact set. Hence if we let R = {x 2,1 (−b −1 ) : |b| ≥ q 3m } ∪ {e} then R is a compact set in G and the above argument implies that for each g of the above form such that |b| ≥ q 3m and such that W m (g) = 0 there exist r = r g ∈ R such that |α| 1,2 (gr) and |α| 2,3 (gr) are in fixed compact set of R * . Hence, by Lemma 4.4 (b) we get that |α| 1,2 (g) and |α| 2,3 (g) are in compact sets independent of g, (depending only on m and W ). The second case is when q m < |b| < q 3m . By (5.4) we can write
Hence, if W m (g) = 0 there exist n ∈ N m such that W M 1 (gn ) = 0. We have that gn = n aw (1,2) x 1,2 ( b) for some n ∈ N and b ∈ k such that
we can use the argument above to conclude that |α| 1,2 (gn x 2,1 (− b −1 )) and |α| 2,3 (gn x 2,1 (− b −1 )) are in fixed compact sets in R * independent of g. Let Q = {x 2,1 (c) : |c| ≤ q −m }. Then R = N m Q is a compact set in G and we can use Lemma 4.4 (b) to conclude that |α| 1,2 (g) and |α| 2,3 (g) are in fixed compact sets in R * for all such g. The last case is when |b| ≤ q m . In that case x 1,2 (b) ∈ J m and we have
where the last equality is Lemma 5.5.
Case 4. w = w (1, 2, 3) . In this case S 0 (w) = {|α| 2,3 }. Let M 2 be such that W m satisfies (5.6) and such that W m satisfies the support conditions for the theorem on the Bruhat cells covered by Cases 1, 2 and 3 for every m ≥ M 2 . (Since an appropriate M exist for each case we can take M 2 to be the maximum of the three.) Let M 1 = 3M 2 and M = 3M 1 = 9M 2 . We need to show that for a fixed m ≥ M , |α| 2,3 is bounded on the set of g ∈ BwB such that W m (g) = 0. We can write
where n ∈ N , a ∈ A and b 1 , b 2 ∈ k. We first show that for a fixed m ≥ M 1 , |α| 2,3 is bounded on the set of g of the form (5.7) satisfying W m (g) = 0 and |b 2 | > q m . In that case we can write
Since W m (g) = 0 we get that W M 2 (gn ) = 0 for some n ∈ N m . Writing gn in the form (5.7) with b 2 replacing b 2 it is easy to see that
2 ) ∈ Bw (1,2) B and our assumptions on M 2 imply that |α| 2,3 ( g) is in a fixed compact set in R * depending only on 
By Lemma 5.6 we have that |α| 2,3 (a) is in a fixed compact set in R. But |α| 2,3 (a) = |α| 2,3 (gx 2,3 (−b 2 )x 1,3 (−b 1 )) = |α| 2,3 (g n) for n ∈ N m . Hence, by Lemma 4.4 (b) we get that |α| 2,3 (g) is in a fixed compact set. Now assume |b 1 | > q 3m . As before we write
Again we have that there exist n ∈ N m such that W M 1 (gn ) = 0. Write
as in (5.7). It is easy to see that
We now separate into two cases. If | b 2 | > q M 1 then we are in the case already discussed above hence we have that |α| 2,3 (gn ) is in a fixed compact set hence |α| 2,3 (g) is in a fixed compact set. Now assume that 3) B and by our assumptions on M 1 , |α| 2,3 (g ) is in a fixed compact set. Since g = g x 3,1 (− b
1 ) we get that |α| 2,3 (g) is in a fixed compact set. Case 5. w = w (1, 3, 2) .
Case 6. w = w (1,3) = w 0 . In this case, S 0 (w) = ∅ and there is nothing to prove.
Bessel functions.
In this section we attach Bessel functions to generic representations of G. Each Bessel function will be defined on one of three Bruhat cells and will be left and right invariant by (N, ψ) . The most significant one is the Bessel function attached to the open Bruhat cell Bw 0 B. Let w ∈ W. Let N + w and N − w be the subgroups of N as defined in (2.14). We define the subtorus A w to be
Here n g = gng −1 . It is easy to see that
Let w = w (1, 2, 3) or w = w (1, 3, 2) . It is easy to check that N + w normalizes N − w . If n + ∈ N + w then the mapping u → n + u(n + ) −1 is measure preserving on N − w and we also have
. We let dn = dn + dn − be a Haar measure on N where dn + and dn − are Haar measures on N + w and N − w respectively.
Proof. By Theorem 4.6 the integrals above converge absolutely. If w = e then N − w = {e} and there is nothing to prove. If w = w (1,2) or w = w (2,3) then A w = ∅ and there is nothing to prove. If w = w (1, 3) then N − w = N and the proposition follows from a simple use of Fubini's theorem. So we assume w = w (1,2,3) or w = w (1, 3, 2) . We first notice that if g = n 1 awn 2 where n 1 ∈ N and n 2 ∈ N − w then
and similarly for the second integral. Hence, using the assumption on g, it is enough to prove the equality for g = aw with a ∈ A w . In that case we have
It follows from Theorem 4.6 that the function u → W (awun + n − ) is supported on a compact set in N − w independent of n + ∈ N + m and n − ∈ N − m hence the above integral converges absolutely and we can use Fubini and the change of variables u → (n + ) −1 un + and (6.2) to get that the above integral equals
By (6.1) it follows that if a ∈ A w and n + ∈ N + w then W (awn + un − ) = ψ(n + )W (awun − ). Hence the last integral equals
By applying Proposition 6.1 to F = W M and using that F m = vol(N M )W m if m ≥ M we see that the above integral equals
hence it is independent of m.
Remark 6.2. It follows from Proposition 6.1 that if W ∈ W 0 then
Remark 6.3. For w = w 0 = w (1,3) we have that N − w = N . In that case we have that if f is a compactly supported function on
which can be viewed as a principal valued p-adic integral. (See Definition 1.5.)
Proof. Let F = ρ(n)W . Pick m large enough so that F m ∈ W 0 and such that n ∈ N m . For such m we have that F m = ψ(n)W m and the result follows from the definition of J g,w .
We now return to the setting of Section 1.1. Let π be an irreducible admissible representation of G on a complex vector space
It is easy to see that W v ∈ W(G, ψ) and that the space W(π, ψ) = {W v : v ∈ V } is a subspace of W(G, ψ) which is isomorphic to (π, V ). G acts on W(G, ψ) by right translations (that is, by ρ). Let w ∈ W and g ∈ NA w wN − w . It follows from Lemma 6.4 that the restriction of the functional J g,w defined in (6.3) to W(π, ψ) is a Whittaker functional. From the uniqueness of the Whittaker functional it follows that there exist a scalar j π,ψ,w (g) such that
If w = w 0 = w (1,3) then we let j π,ψ (g) = j π,ψ,w 0 (g) and we call j π,ψ (g) the Bessel function of π.
Remark 6.5. The Bessel functions defined above are independent of the choice of initial Whittaker functional L. They do depend on the choice of Haar measure for N .
Remark 6.6. Since L is assumed to be nonzero there exist W ∈ W(π, ψ) such that W (e) = 0. Since W m (e) = vol(N m )W (e) it follows from Theorem 5.7 that there exist W ∈ W 0 (π, ψ) such that W (e) = 0. Hence,
(This is Corollary 1.4.) If we choose W ∈ W 0 (π, ψ) such that W (e) = 1 we get that J g,w (W ) = j π,ψ,w (g). By Remark 6.2 it follows that for such W we have
for every g ∈ NA w wN − w . Remark 6.7. It follows from (6.5) that j π,ψ,w (g) satisfies
Remark 6.8. If π is supercuspidal then it follows from Remark 4.2 that W 0 (π, ψ) = W(π, ψ). Hence j π,ψ,w is defined by the equation
for all W ∈ W(G, ψ) and g ∈ NA w wN − w . Lemma 6.9. j π,ψ,w is locally constant on NA w wN − w . Proof. Using the invariance of j π,ψ,w given by (6.6) it is enough to show that j π,ψ,w is locally constant on A w w. We write j π,ψ,w as an integral of a function W ∈ W 0 (π, ψ) as in (6.5). By Theorem 4.6 n → W (awn) is compactly supported on N − w uniformly for a ∈ A M (w) for every positive constant M . Since the sets A M (w) are open sets of A which cover A the result is clear.
We finish this section by describing the Bessel functions associated to the contragredient representation. Let π be an irreducible admissible representation of G with a ψ Whittaker functional L as above. Letπ be the representation contragredient to π. Let τ be the involution of G defined by
By [J-PS-S] Proof. If g ∈ G is written in the Iwasawa decomposition in the form g = nak where n is upper triangular a is diagonal and k ∈ GL 3 (O) then
is an Iwasawa decomposition for τ (g). If w ∈ W and g ∈ BwB then τ (g) ∈ Bw 0 ww 0 B. It is easy to check that α 1,2 (a) = α 2,3 (w 0 a −1 w 0 ) and that α 1,2 ∈ S 0 (w) if and only if α 2,3 ∈ S 0 (w 0 ww 0 ). Hence if W ∈ W 0 (π, ψ) and W τ (g) = 0 we get that each α ∈ S 0 (w 0 ww 0 ) is bounded on w 0 a −1 w 0 hence each α ∈ S 0 (w) is bounded on a.
Proof. Let W ∈ W 0 (π, ψ) such that W (e) = 1. (There exists such W by Remark 6.6.) Then by Lemma 6.10, W τ ∈ W 0 (π, ψ −1 ) and W τ (e) = 1. By (6.5) we have
On the other hand
Corollary 6.12.
It is clear that both the functions on the right-hand side and of the left-hand side of the equality we are trying to prove are equivariant from the left and right by (N, ψ −1 ). Hence it is enough to prove the equality for g = aw 0 . If g = aw 0 then τ (g) = g −1 and we are done.
Orbital integrals.
In this section we show that the Bessel functions defined in Section 6 are given locally by orbital integrals. These integrals were studied in [J-Y1] . We will do this in two steps. We will show that the Bessel function restricted to a small open set around an arbitrary element g ∈ G is given by an integral of a Whittaker function which is compactly supported mod N . That is, if we restrict ourselves to this small neighborhood, we can replace a Whittaker function in the representation space with a different Whittaker function (not necessarily in the representation space) which is compactly supported mod N . Then we use the fact that each Whittaker function which is compactly supported mod N comes from an integral of a function in C ∞ c (G). We will start from the second part.
Let ω be a character of Z and let W ω (G, ψ) ⊆ W(G, ψ) be the subspace of functions W ∈ W(G, ψ) satisfying
Let C ∞ c (G) be the space of locally constant functions on G with compact support. For each f ∈ C ∞ c (G) we let
It is clear that W f ∈ W(G, ψ). We also define
The image of these maps is well-known. We thank H. Jacquet for providing us with the following proof which we include for the sake of completeness: Proof. The only nontrivial claim is that the map is onto. Assume W ∈ W(G, ψ) is compactly supported mod N . We would like to show that
Since W is smooth there exist an open compact group U such that W (gu) = W (u) for all g ∈ G and u ∈ U . Since W is compactly supported mod N , it follows that it is supported on a finite number of double cosets of the form NgU. Hence, it is enough to prove the result for W which is supported on one double coset NgU. For such W we have that W (ngu) = ψ(n)W (g) for all n ∈ N and u ∈ U and W (x) = 0 if
It is easy to check that f is well-defined and that W f = W .
The same proof works for our second projection: 
Let |V | be the subspace of |X| given by |V | = {|α| r 1 ,r 2 ,r 3 : r 1 +r 2 +r 3 = 0}. (See (2.7).) Let Q = {β 1 , β 2 } be a basis for |V |. Let C 1 < C 2 be positive constants and define
Lemma 7.3. A function W on G is compactly supported mod NZ if and only if there exist constants
Since Q is a basis it is clear that A is compact. Hence if W is supported on NA Q (C 1 , C 2 )K then it is compactly supported mod NZ. Now assume W is compactly supported mod NZ. Then W is supported on a set of the form NZR for some compact set R. Since the sets NA Q (C 1 , C 2 )K for different choices of C 1 and C 2 are open sets that cover G we get that the sets of the form NA Q (C 1 , C 2 )K cover R. Since R is compact there exist constants
For each w ∈ W we define the set M (w) ⊂ ∆ * as follows:
Remark 7.4. It is easily checked that the set M (w) ∪ S 0 (w) is a basis for |V |.
Let E be a positive constant. We let
Theorem 7.5. Let W ∈ W 0 , w ∈ W and E > 0. There exist a function F ∈ W 0 compactly supported mod NZ such that
for all a ∈ A M (w) (E) and n 1 , n 2 ∈ N . Remark 7.6. Let C 1 < C 2 be positive constants and let A C 1 ,C 2 = A ∆ (C 1 , C 2 ). By Lemma 7.3 we have that F being compactly supported mod NZ is equivalent to F being supported on a set of the form NA C 1 ,C 2 K for some C 1 , C 2 . Hence we can find F ∈ W 0 compactly supported mod NZ such that (7.3) holds if and only if we can find constants C 1 , C 2 such that the function
otherwise, (7.4) satisfies (7.3). Hence, we shall use (7.4) to define the desired F . Notice that if we define F by (7.4) then W (g) = 0 ⇒ F (g) = 0 hence we only need to prove (7.3) for g = n 1 awn 2 such that a ∈ A M (w) (E) and W (g) = 0.
Proof. We proceed with a case by case analysis as in the proofs of Theorem 3.1, Theorem 4.6 and Theorem 5.7.
In this case S 0 (w) = ∆, M (w) = ∅ and N − w = {e}. Since W ∈ W 0 it follows that the support of W on B is contained in a set of the form NA C 1 ,C 2 . Define F as in (7.4). Then F satisfies the requirements of the theorem.
In this case S 0 (w) = ∆ and M (w) = ∅. Since W ∈ W 0 it follows that the support of W on BwB is contained in NA C 1 ,C 2 K for some constants C 1 , C 2 . Hence, if we define F by (7.4) then F = W on BwB. Thus F will satisfy the requirements of the theorem.
Case 3. w = w (2, 3) .
This case is the same as Case 2.
We consider a special case. Assume that W (awx 1,3 (b)) = 0 and |α| 2,−1,−1 (a) > E (that is, a ∈ A M (w) (E)). If |b| is large then x 3,1 (−b −1 ) stabilizes W and we have 3) B and by Case 3 we can choose F as in (7.4) so that F (g) = W (g) for every g ∈ Bw (2,3) B. Since F is smooth F satisfies an equation such as (7.5) for |b| large enough hence we have that there exist a constant D such that
Now assume |b| ≤ D. It follows from the proof of Lemma 4.4 (a) that there exist a constant E 1 such that |α| 2,−1,−1 (awx 1,3 (b)) > E 1 for every |b| ≤ D and every a such that |α| 2,−1,−1 (a) > E. Since we assumed that W (awx 1,3 (b)) = 0 and since |α| 2,−1,−1 is a positive linear combination of |α| 1,2 and |α 2,3 | it follows from [J-PS-S] (see also Remark 4.2) that there exist a constant E 2 such that |α| 2,−1,−1 (awx 1,3 (b)) < E 2 . Since W ∈ W 0 there exist constants D 1 , D 2 such that D 1 < |α| 0,1,−1 (awx 1,3 (b)) < D 2 . Hence it follows from Lemma 7.3 that awx 1,3 (b) ∈ NA C 1 ,C 2 K for some constants C 1 , C 2 and if we define F by (7.4) we get that F (awx 1,3 (b)) = W (awx 1,3 (b)) (7.7) for every a ∈ A such that |α| 2,−1,−1 (a) > E and every b ∈ k such that |b| ≤ D. From (7.6), and (7.7) it follows that we can choose the constants C 1 and C 2 to cover both cases and then the F defined by (7.4) will satisfy F (awx 1,3 (b)) = W (awx 1,3 (b)) (7.8) for every a ∈ A such that |α| 2,−1,−1 (a) > E and every b ∈ k.
For the general case we consider the values of the function W (awx 1,3 (b 1 )x 2,3 (b 2 )),
with |α| 2,−1,−1 (a) > E. If |b 2 | is very large then we argue as in the special case that there exist constants C 1 , C 2 and a function F given by (7.4) such that F (awx 1,3 (b 1 )x 2,3 (b 2 )) = W (awx 1,3 (b 1 )x 2,3 (b 2 )) (7.9) for every for every a ∈ A such that |α| 2,−1,−1 (a) > E and every b 2 ∈ k such that |b 2 | is larger than some constant D.
Assume |b for every a ∈ A such that |α| 2,−1,−1 (a) > E. Let y ∈ k with |y| ≤ D and define F y = c 1 (y)ρ(x 2,3 (−y))F 1 + · · · + c l (y)ρ(x 2,3 (−y))F l . Then we have F y (awx 1,3 (b 1 )x 2,3 (y)) = W (awx 1,3 (b 1 )x 2,3 (y)) (7.10) for every a ∈ A such that |α| 2,−1,−1 (a) > E. Since every function in sight is locally constant the equality in (7.10) will remain true if we fix F y but change x 2,3 (y) to x 2,3 (y ) for some y in a small neighborhood of y. Since F y is compactly supported mod NZ it follows from Remark 7.6 that we can choose F as in (7.4) so that (7.9) will hold for every a as above and every |b 2 | ≤ D in a small neighborhood of y. Since we need only a finite number of such y to cover the set {b 2 : |b 2 | ≤ D} we can change the constants C 1 and C 2 in the definition of F in (7.4) to get the conclusion of the theorem.
Case 6. w = w 0 = w (1, 3) . In this case S 0 (w) = ∅ hence M (w) = ∆ * = {λ 1 , λ 2 }. Also N − w = N . We first consider two special cases. Since the arguments are the same as in Case 4 and as in our general case below we omit them.
In the first special case we prove that there exist constants C 1 , C 2 depending on E such that if F is given by (7.4) then F (awx 1,3 (b)) = W (awx 1,3 (b)) for every a ∈ A such that λ 1 (a) > E and λ 2 (a) > E. The proof of this case is the same as the proof of the special case of Case 4.
In the second special case we prove that there exist constants C 1 , C 2 depending on E such that if F is given by (7.4) then F (awx 1,3 (b 1 )x 2,3 (b 2 )) = W (awx 1,3 (b 1 )x 2,3 (b 2 )) for every a ∈ A such that λ 1 (a) > E and λ 2 (a) > E. The proof of this case uses the first special case and is similar to our general case below.
We consider 3 ). Then we can write g = n 1 aw (1,2,3) n 2 with n 1 ∈ N , a ∈ A and n 2 ∈ N − w (1, 2, 3) . It is also easy to see that a = ah 3,2 (b 2 ). Since λ 1 (ah 3,2 (b 2 )) = λ 1 (a) it follows from Case 4 that there exist constants C 1 , C 2 depending on E such that if F is defined by (7.4) then F (n 1 ah 3,2 (b 2 )w (1,2,3) n 2 ) = W (n 1 ah 3,2 (b 2 )w (1,2,3) n 2 ) for every |a| such that λ 1 (a) > E. Since F is smooth it follows that there exist a constant |D| such that Proof. Let ∆ * = {λ 1 , λ 2 } as above. Since U x is compact it follows that λ 1 and λ 2 are both bounded on U x . Hence there exist a constant E such that λ 1 (g) > E and λ 2 (g) > E for every g ∈ U x . Let g ∈ U x Bw 0 B. Then g = n 1 aw 0 n 2 for some n 1 , n 2 ∈ N and a ∈ A. By Theorem 3.1 we have λ i (g) = λ i (n 1 aw 0 n 2 ) = λ i (a)λ(w 0 n 2 ) ≤ λ i (a) for i = 1, 2. Since λ i (g) > E it follows that λ i (a) > E for i = 1, 2. By Theorem 7.5 we can find F in W compactly supported mod NZ such that F (aw 0 n) = W (aw 0 n)
