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Abstract
In this paper we present a novel strategy to solve optimization problems within
a hybrid quantum-classical scheme based on quantum annealing, with a particular
focus on QUBO problems. The proposed algorithm is based on an iterative structure
where the representation of an objective function into the annealer architecture is
learned and already visited solutions are penalized by a tabu-inspired search. The
result is a heuristic search equipped with a learning mechanism to improve the en-
coding of the problem into the quantum architecture. We prove the convergence
of the algorithm to a global optimum in the case of general QUBO problems. Our
technique is an alternative to the direct reduction of a given optimization problem
into the sparse annealer graph.
1 Introduction
Quantum Annealing (QA) is a type of heuristic search to solve optimization prob-
lems [DC05, KN98, MG14]. The solution to a given problem corresponds to the
ground state of a quantum system with total energy described by a problem Hamil-
tonian HP that is a self-adjoint operator on the Hilbert space where the considered
quantum system is described. The main idea is to set a time evolution in the interval
[0, T ] given by a time-dependent Hamiltonian {H(t)}t∈[0,T ] such that H(T ) = HP
providing that the quantum system ends in the ground state of HP with high prob-
ability. In QA the time-dependent Hamiltonian of the considered quantum system
(typically a n-qubit system) is:
H(t) = HP + γ(t)HD, (1)
where γ : [0, T ]→ R is a smooth monotone function decreasing to 0. HD is the so-
called disorder Hamiltonian which does not commute with HP , and it introduces the
quantum fluctuations to allow the heuristic search escaping local minima [MG14].
1The authors contributed equally.
1
ar
X
iv
:1
81
0.
09
34
2v
3 
 [q
ua
nt-
ph
]  
13
 A
ug
 20
19
The annealing procedure is implemented decreasing the kinetic contribution of HD.
The difference between QA and Simulated Annealing (SA) is that QA exploits the
tunnel effect to escape local minima instead of thermal hill-climbing.
QA can be physically realized considering a quantum spin glass that is a network
of qubits arranged on the vertices of a graph whose edges represent the interactions
between neighbors. In particular the D-Wave quantum annealer implements a graph
with the Chimera topology (or the more recent Pegasus topology) [CH18, Jo18] and
a general problem Hamiltonian HΘ, as defined below in (4), while a transverse
external field implements the disorder Hamiltonian HD as defined in (5).
The general optimization problem that the D-Wave’s machine solves is expressed in
terms of the Ising model, i.e. its solution z0 ∈ {−1, 1}n is given by the minimization
of the following cost function:
E(Θ, z) =
∑
i∈V
θizi +
∑
(i,j)∈E
θijzizj z = (z1, ..., zn) ∈ {−1, 1}n (2)
where (V,E), with |V | = n, is a subgraph of the architecture employing Chimera
(Pegasus) topology, the binary variables zi ∈ {−1, 1} are physically realized by the
outcomes of measurements on the qubits located in the vertices and Θ is the matrix
of the coefficients of E, called weights, defined as:
Θij :=

θi i = j
θij (i, j) ∈ E
0 (i, j) 6∈ E.
(3)
The cost function (2) is realized by means of the Hamiltonian of a spin glass:
HΘ =
∑
i∈V
θiσ
(i)
z +
∑
(i,j)∈E
θijσ
(i)
z σ
(j)
z . (4)
HΘ is an operator on the Hilbert space H = (C2)⊗n with σ
(i)
z := I2⊗· · ·⊗σz⊗· · ·⊗I2
where I2 is the 2× 2 identity matrix and the Pauli matrix
σz =
(
1 0
0 −1
)
is the i-th tensor factor.
A transverse field gives the kinetic Hamiltonian to realize the quantum fluctuations:
HD =
∑
i∈V
σ(i)x , (5)
where we adopt the same notation of (4) and σx is the Pauli matrix:
σx =
(
0 1
1 0
)
.
Given a problem with a binary encoding, the annealer is initialized by a suitable
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choice of the weights Θ and a definition of a mapping of the binary variables in
the corresponding qubits. The satisfying assignment of the considered problem
corresponds to the ground state |z0〉 of the system whose energy eigenvalue is:
z0 = argmin
z∈{−1,1}|V |
E(Θ, z). (6)
If the problem presents distinct solutions then HP has a degenerate ground state
such that the quantum annealing process and a subsequent measurement produce
one of the possible solutions. In the case of the real machine we have also to take
into account the repetitions of the annealing and measurement processes. In fact
the annealer returns a sample of solutions which may or not may contain an optimal
one, so we also consider the behavior of quantum annealer as an estimation of z0:
zˆ0 = ̂argmin
z∈{−1,1}|V |
E(Θ, z) (7)
where the right-hand term represents a process that includes the runs of the an-
nealer and the computation of an estimate from their results. For our purpose this
estimation could be either the selection of one of the values or a statistic on the
annealer outputs, for example the mode. Details about QA, its realization by means
of spin glasses and its application to solve optimization problems can be found in
literature [DC05, KN98, MN08].
In this work we propose a procedure based on iterated modifications of the Hamil-
tonian (4) to implement a tabu-inspired search to solve optimization problems that
cannot be directly mapped in the architecture of a quantum annealer. In particular
we will focus on the quadratic unconstrained binary optimization (QUBO) problem
that is defined by:
Minimize the function f(z) = zTQz z ∈ {−1, 1}n, (8)
where Q is a n × n symmetric matrix of real coefficients. The qubit network of a
quantum annealer can represent a QUBO problem at the price of restricting the
QUBO structure into a graph with less vertices and edges (imposed by the hard-
ware architecture), such a mapping is the subject of intense research activity (e.g.
[Bi17]). Our approach is different: Implementing an iterative representation of the
objective function and a tabu search, we can solve a QUBO problem by means of
an original utilization of a quantum annealer without the direct representation of
the problem into the annealer graph.
Let us recall that tabu search is a kind of local search where worse candidate so-
lutions can be accepted with nonzero probability and already visited solutions are
penalized [Gl89, Gl90]. In the next section we describe our general procedure to
implement a tabu-inspired search iterating the initialization of a quantum annealer.
The considered scheme produces the candidate solutions for the evaluation of the
objective function alternating annealing and re-initialization of the weights in order
to penalize already-visited solutions. There is no a list of forbidden moves like in
standard tabu search but rather the implementation of a prescription to discour-
age certain moves and to encourage others towards a better representation of the
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problem into the quantum architecture. In Section 3 we propose the algorithms:
Algorithm 1 is a general scheme of learning search on a quantum annealer and Algo-
rithm 2 is a specific version to solve QUBO problems for which we give a convergence
proof (Section 4).
2 Learning search on a quantum annealer
In order to introduce the main idea of a learning strategy for local search in the
context of quantum annealing, let us consider a simple example of two qubits where
(V,E) = ({v1, v2}, {e}) and the cost function (energy) is given by:
E(Θ, z) = θ1z1 + θ2z2 + θ12z1z2. (9)
Moreover, let us also consider an objective function f : {−1, 1}2 → R to minimize
(not necessary a QUBO problem for now). The heuristic search starts with the ran-
dom initialization of the weights Θ1 and Θ2, then two annealing processes produce
the first two candidate solutions: zg and zb with f(zg) ≤ f(zb), i.e. zg is the current
solution. The basic idea is to generate a set of new weights Θ′ for a subsequent run
of the quantum annealer such that the bad candidate zb = (zb1, zb2, zb3), i.e. the
already discarded solution, is energetically penalized:
θ′1 = zb1
θ′2 = zb2
θ′12 = zb1zb2.
(10)
Once the weights (10) are initialized a new candidate solution is produced. Let us
assume that the corresponding value of f is different from f(zg) then we have two
bad candidates z
(1)
b and z
(2)
b . In this case the weight initialization for the next run
of the annealer will be: 
θ′′1 = z
(1)
b1 + z
(2)
b1
θ′′2 = z
(1)
b2 + z
(2)
b2
θ′′12 = z
(1)
b1 z
(1)
b2 + z
(2)
b1 z
(2)
b2 .
(11)
Example 1 (Toy model for two qubits) After the two initial annealing processes
suppose the outputs be zg = (1, 1) and zb = (1,−1) then E(Θ′, z) = z1 − z2 − z1z2
with:
argmin
z∈{−1,1}2
E(Θ′, z) = {(1, 1), (−1, 1), (−1,−1)}
then assume to perform an annealing process producing the result (−1, 1) satisfying
f(−1, 1) < f(1, 1), so we have two bad candidates: z(1)b = (1,−1) and z(2)b = (1, 1)
and a new current solution zg = (−1, 1). The weight initialization for the next
annealing process will be: 
θ′′1 = 2
θ′′2 = 0
θ′′12 = 0
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so E(Θ′′, z) = z1 for which argminE(Θ′′, z) = {(−1, 1), (−1,−1)}. If z∗ = (−1,−1)
is the global optimum for the objective function f then the last step of this toy
learning search is the initialization of the cost function:
E(Θ′′′, z) = z1 + z2 − z1z2
attaining the global minimum in z∗.
Since the function E does not encode any information about f the search sketched
in the example above is obviously equivalent to an exhaustive search at this stage.
Let us give a first generalization of the argument above considering n qubits. Sup-
pose to have collected a list {z(α)}α∈I ⊂ {−1, 1}n of discarded candidates, i.e. there
is a current solution zg such that f(z
(α)) ≥ f(zg) for any α ∈ I. These elements
can be penalized by the following choice of the weights as a direct generalization of
(10) and (11): 
θi = B
∑
α∈I z
(α)
i
θij = C
∑
α∈I z
(α)
i z
(α)
j (i, j) ∈ E
(12)
where B and C are positive constants.
Let us define the tabu matrix as the n× n symmetric matrix with integer elements
given by (12):
S :=
∑
α∈I
[z(α) ⊗ z(α) − In + diag(z(α))]. (13)
A tabu procedure updates the matrix S when the number of rejected candidates
increases (details in Section 3), so we consider its equivalent definition by recursion:
S := S + z⊗ z− In + diag(z), (14)
with S initialized as the null matrix and z ranging in the list of bad candidates.
In order to encode information of the objective function f into the weights of the
energy function E we introduce a map µ : O → E from the set of objective functions
O := {f : {−1, 1}n → R} to the set of energy functions:
E := {E(Θ, ·) |Θ ∈ME}, (15)
where ME denotes the set of matrices of the form (3). The general form of µ that
we consider is the following:
µ[f ](z) := E(Θ[f ], pi(z)), (16)
where Θ[f ] is the matrix of weights associated to f according to a certain law and
pi is a permutation of the variables changing the binary encoding into the qubits of
the annealer.
We are interested in the implementation of the learning search by means of the tabu
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matrix S (13) which encodes the energetic penalization of the rejected candidate
solutions. To this end we need to clarify how the matrix S and the permutation
pi interact. Let S be the tabu matrix generated by the bad candidates {z(α)}α∈I
according to (13) and Spi be the tabu matrix generated by {pi(z(α))}α∈I , if Ppi is
the matrix of the permutation pi then Spi = P
T
pi SPpi. So the tabu-implementing
encoding of f into the cost function can be defined by:
µ[f ](z) := E(Θ[f ] + λSpi ◦ A, pi(z)), (17)
where A is the adjacency matrix of the annealer graph, the Hadamard product ◦
maps Spi into a matrix ofME , and the factor λ > 0 balances the contribution of the
tabu matrix and the weights Θ[f ] that carry information about f . The basic idea
of definition (17) is that the additive contribution of the tabu matrix energetically
penalizes the already-rejected candidate solutions. The goal of λ is to avoid that
the action of the tabu matrix S obscures the information about f , in general λ is a
decreasing function of the number of bad candidates penalized by S.
Once the quantum annealing process has produced an estimate of the global mini-
mum of (17), one must apply pi−1 on the result to read the solution in the original
variable encoding. During the iterative search a sequence of µ-mappings is gener-
ated to explore the structure of the objective function. We use a permutation of the
variables in (16) and (17) for sake of simplicity but any invertible transformation
on {−1, 1}n is eligible. This class includes the permutations composed with local
changes of sign, however it is not clear which advantage these further transforma-
tions could give within the considered scheme.
In the specific case of QUBO problems, the objective function is a quadratic form
f : {−1, 1}n → R with f(z) = zTQz where Q is a real symmetric n×n matrix. The
tabu strategy and the evolving representation of the problem in the annealer can be
summarized as follows: The matrix Q representing the objective quadratic form is
piecewise mapped into the annealer architecture and deformed by means of the tabu
matrix to energetically penalize the spin configurations corresponding to solutions
that are far from the optimum. Note that in general the current representation of
the problem is not a subproblem. More precisely let us define the mapping µ in the
QUBO case:
µ[fQ] := E(P
TQP ◦ A, Pz), (18)
where P is a permutation matrix of order n and P T is its transpose. Thus the
action of µ is realized by mapping some elements of Q into the weights, the mapped
elements are selected by P . The tabu-implementing encoding of Q into the annealer
induced by the permutation matrix P turns out to be:
µ[fQ](z) = E(P
TQP ◦ A+ λP TSP ◦ A, Pz) = (19)
= E(P T (Q+ λS)P ◦ A, Pz).
In the next section, the form (17) of the tabu-implementing encoding is included in
a general scheme for quantum annealing learning search, whose QUBO version uses
(19) instead.
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3 Hybrid quantum-classical learning search
The idea of penalizing some solutions in the annealer initialization can be exploited
for defining quantum-classical hybrid schemes for search algorithms with a learning
mechanism of the problem encoding into the quantum architecture. Algorithm 1
shows their general form. The goal is to find the minimum of f with a quantum
annealer whose adjacency matrix is A and its energy function is E(Θ, z).
Data: Annealer adjacency matrix A of order n
Input: f(z) to be minimized with respect to z ∈ {−1, 1}n, annealer energy function
E(Θ, z)
Result: z∗ vector minimum of f
1 randomly generate two maps µ1 and µ2 of f : µ1[f ](z) := E(Θ1[f ], pi1(z)) ≡
≡ E(Θ1, pi1(z)) and µ2[f ](z) := E(Θ2[f ], pi2(z)) ≡ E(Θ2, pi2(z)) where pi1 and pi2 are
permutations of the variables;
2 find z1 and z2 whose images pi1(z1), pi2(z2) estimate the minima of E(Θ1, ·) and E(Θ2, ·)
in the annealer;
3 evaluate f(z1) and f(z2);
4 use the best to initialize z∗ and the map µ∗;
5 use the worst to initialize z′;
6 initialize the tabu matrix: S ← z′ ⊗ z′ − In + diag(z′); initialize the balancing factor λ;
7 repeat
8 from µ∗ and S generate Θ[f ] and pi:
9 apply the mapping µ[f ](z) := E(Θ[f ] + λSpi ◦ A, pi(z)) ≡ E(Θ, pi(z)) with
Spi = P
T
pi SPpi where Ppi is the matrix of the permutation pi;
10 find z′ whose image pi(z′) estimate the minimum of E(Θ, ·) in the annealer;
11 if z′ 6= z∗ then
12 evaluate f(z′);
13 if z′ is better of z∗ then
14 swap(z′, z∗); µ∗ ← µ;
15 end
16 use z′ to update the tabu matrix S: S ← S + z′ ⊗ z′ − In + diag(z′);
17 update the balancing factor λ;
18 end
19 until convergence or maximum number of iterations conditions;
20 return z∗;
Algorithm 1: Quantum Annealing Learning Search General Scheme
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Data: Matrix Q of order n encoding a QUBO problem, annealer adjacency matrix A of order n
Input: Energy function of the annealer E(Θ, z), permutation modification function g(P, p),
minimum probability 0 < pδ < 0.5 of permutation modification, probability decreasing
rate η > 0, candidate perturbation probability q > 0, number N of iterations at constant
p, initial balancing factor λ0 > 0, number of annealer runs k ≥ 1, termination parameters
imax, Nmax, dmin
Result: z∗ vector with n elements in {−1, 1} solution of the QUBO problem
1 function fQ(x):
2 return xTQx ;
3 P ← In;
4 p← 1;
5 P1 ← g(P, 1);P2 ← g(P, 1); // call Algorithm 3 for generating two permutation matrices
6 Θ1 ← PT1 QP1 ◦ A; Θ2 ← PT2 QP2 ◦ A; // weights initialization according to (20)
7 run the annealer k times with weights Θ1 and Θ2
8 z1 ← PT1 ârgminz(E(Θ1, z)); z2 ← PT2 ârgminz(E(Θ2, z)); // estimate energy argmin, PT1 and PT2
map back the variables
9 f1 ← fQ(z1); f2 ← fQ(z2) ; // evaluate fQ
// use the best to initialize z∗ and P ∗; use the worst to initialize z′
10 if f1 < f2 then
11 z∗ ← z1; f∗ ← f1; P ∗ ← P1 z′ ← z2;
12 else
13 z∗ ← z2 ; f∗ ← f2; P ∗ ← P2; z′ ← z1;
14 end
15 if f1 6= f2 then S ← z′ ⊗ z′ − In + diag(z′); // use z′ to initialize the tabu matrix S
16 else S ← 0; // otherwise set all the elements of S to zero
17 e← 0; d← 0; i← 0; λ← λ0;
18 repeat
19 Q′ ← Q+ λS; // scale and add the tabu matrix
20 if N divides i then
21 p← p− (p− pδ)η;
22 end
23 P ← g(P ∗, p); // call Algorithm 3 that returns a modified permutation
24 Θ′ ← PTQ′P ◦ A; // weights initialization according to (21)
25 run the annealer k times with weights Θ′
26 z′ ← PT ârgminz(E(Θ′, z)); // estimate energy argmin, PT maps back the variables
27 with probability q z′ ← h(z′, p); // possibly perturb the candidate by calling Algorithm 4
28 if z′ 6= z∗ then
29 f ′ ← fQ(z′); // evaluate fQ
30 if f ′ < f∗ then
31 swap(z′, z∗); f∗ ← f ′; P ∗ ← P ; e← 0; d← 0; // z′ is better
32 S ← S + z′ ⊗ z′ − In + diag(z′); // use z′ to update the tabu matrix S
33 else
34 d← d+ 1;
35 with probability p(f
′−f∗) swap(z′, z∗); f∗ ← f ′; P ∗ ← P ; e← 0 ;
36 end
37 update the balancing factor λ with λ ≤ λ0;
38 else
39 e← e+ 1;
40 end
41 i← i+ 1;
42 until i = imax or (e+ d ≥ Nmax and d < dmin);
43 return z∗;
Algorithm 2: Quantum Annealing Learning Search for QUBO problems.
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The key point of the learning scheme is the definition and updating of the tabu
matrix S. Initially two candidate solutions are generated (Algorithm 1, lines 1-6)
and while the best is used for a usual initialization (Algorithm 1, line 4) the worst
is used for initializing the tabu matrix (Algorithm 1, lines 5-6). In the iterative
part of the scheme (Algorithm 1, lines 7-18) new candidate solutions are repeatedly
generated and tested, the candidates that are discarded are used to upgrade the tabu
matrix (Algorithm 1, line 16). This permits to generate successive encodings µ :
O → E of the objective function into the energy function, and consequently solutions
(Algorithm 1, lines 8-9), that take into account: 1) the mapping corresponding to
the best solution so far and 2) the tabu matrix scaled by a balancing factor λ. In
general λ is dynamically updated (Algorithm 1, line 17) so it can take into account
the number of rejected solutions and/or the actual values of the matrix S. The
balancing factor balances the contributions of the tabu matrix and the objective
function (Algorithm 1, line 9).
Algorithm 2 instantiates the general scheme of quantum annealing learning search
in the QUBO case, and it takes the structure of a simulated annealing with quan-
tum annealer calls. Differently from Algorithm 1, the encodings are here completely
specified by randomly generated permutations. The candidate solution generation
combines the tabu strategy of Algorithm 1 with a random perturbation of the candi-
date. The candidate solution acceptance allows for random acceptance of suboptimal
candidates and the termination conditions are explicitly given. The details of Al-
gorithm 2 are presented below.
Encodings. In Algorithm 2 the tabu-implementing encodings are generated with
permutations according to formulas (18) and (19). To this end we call an addi-
tional function g(P, pr) (Algorithm 3) that modifies a permutation by considering
for shuffling each element with probability p. The function g(P, pr) produces the
permutations that induce the mappings of the objective function into the annealer
architecture (Algorithm 2 lines 5 and 23). The mappings to the parameters of the
annealer take into account the actual annealer topology represented by the graph
matrix A (Algorithm 2, lines 6 and 24). The permutations are also used to remap
the solutions found by the annealer to the initial space of solutions of the problem
(Algorithm 2, lines 8 and 26) and to represent the best map P ∗. As an effect of
Algorithm 3, if p = 1 the resulting permutation is purely random; with 0 < p < 1
the permutation resembles partially the initial one; if p = 0 the output permutation
would coincide with the input one. However, this last circumstance does not occur
because periodically the probability of an element to be shuffled decreases to the
value 0 < pδ < 0.5 with rate η (Algorithm 2, lines 20-22).
Candidate solution generation. The matrix Q of the QUBO problem interacts
additively with the tabu matrix S scaled by a balancing factor λ (Algorithm 2,
line 19) in order to guide the search of the solution by quantum annealing with an
energy profile consistent with (19). A crucial effect of this summation is that, in its
iterative part, the algorithm does not search anymore for solutions of subproblems
as done instead in its initialization. In fact, S contains information about the bad
candidates (Algorithm 2, lines 15 and 32) whose objective function values are greater
than f∗. The balancing factor λ, initially set to λ0, is decreased (Algorithm 2, line
9
37), for example a sensible choice could be λ ← min
{
λ0,
λ0
2+i−e
}
where 2 + i − e
is the current number of rejected solutions. The candidate solution found by the
annealer (Algorithm 2, line 26) is then perturbed with probability q (Algorithm 2,
line 27) by the function h(z′, p) (Algorithm 4) in order to guarantee the convergence
(see Section 4).
Input: A permutation matrix P of order n (pi row vector of P ), a probability pr
of an element to be considered for shuffling
Result: A permutation Matrix P ′
1 associative map m;
2 foreach i← 1 . . . n do
3 with probability pr m[i]← i; // select the elements to be shuffled
4 end
5 shuffle map m;
6 foreach i← 1 . . . n do
7 if i ∈ m then
8 pi
′ ← pm[i]
9 else
10 pi
′ ← pi
11 end
12 end
13 return P’;
Algorithm 3: Permutation Matrix modification function g(P, pr)
Candidate solution acceptance. At line 35 of Algorithm 2 a suboptimal solution
is accepted with probability p(f
′−f∗). By direct comparison with the common rule
of acceptation in simulated annealing, namely p(f
′−f∗) = e−
(f ′−f∗)
T , it is possible to
interpret the role of p by observing that p = e−1/T . Namely, in terms of simulated
annealing, the parameter p is the probability to accept a suboptimal solution at
temperature T = −ln−1p when the objective function worses of a unity.
Input: A vector z ∈ {−1, 1}n, a probability pr of a component to be switched
Result: A vector in {−1, 1}n
1 foreach i← 1 . . . n do
2 with probability pr zi ← −zi; // switch the component
3 end
4 return z;
Algorithm 4: Candidate perturbation function h(z, pr)
Termination conditions. The cycle of Algorithm 2 ends with convergence or when
the maximum number of iterations is reached. Line 17 of Algorithm 2 defines three
counters for controlling the end of the cycle: e counts the number of consecutive
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times that a current solution is generated (Algorithm 2, line 39); d counts the
number of times the current solution and the new solution differ and the current
is better (Algorithm 2, line 34); finally, the variable i simply counts the number of
iterations. The counters are compared against input parameters in the termination
condition.
Let us illustrate the form that the mappings (16) and (17), included in Algorithm 1,
have in Algorithm 2 where they are induced by permutations as in (18) and (19).
More precisely, in Algorithm 2 the maps µ1, µ2, introduced in the general scheme
(Algorithm 1, line 1), are:
j = 1, 2 µj [f ](z) = E(Θj , pi(z)) = E(P
T
j QPj ◦ A, Pjz). (20)
Moreover, in Algorithm 2 the map µ (generated at line 8 in the general scheme of
Algorithm 1) is:
µ[f ](z) = E(Θ, pi(z)) = E(P T (Q+ λS)P ◦ A, Pz). (21)
A comparison between (20) and (21) shows that during the initialization the can-
didates are found as solutions of subproblems whereas the problems solved in the
iterative part are not in general subproblems of the full problem.
Let us remark that in the real QA setting the weights do not range over all R, a
physical machine is characterized by bounded ranges so that: θi ∈ [−δ,+δ] and
θij ∈ [−γ,+γ], for the D-Wave 2000Q δ = 2 and γ = 1 [Bi17]. However the D-Wave
system has a built-in scaling function that automatically scales the problem to make
maximum use of the available ranges [CH18], so arbitrary real weights can be used
as inputs.
4 Convergence
Algorithm 2 has characteristics, including its simulated annealing structure, that
permit to reach conclusions about its convergence. In order to prove that it con-
verges to a global optimum of the considered QUBO problem we basically apply a
result [FK92] for simulated annealing modeled in terms of Markov processes.
Let us summarize the general result which implies the convergence of our algorithm.
Consider a simulated annealing process to find the global minimum of an objective
function F : X → R defined on a finite set X = {x1, ..., xn}. Let A be a stochastic
(n × n)-matrix2, called generation matrix, defined as follows: If xi is the current
solution then the element aij is the probability that xj is found as a candidate for
the next solution. Once a candidate solution is selected an acceptance probability
must be defined. Let us assume that if xj is a candidate to be the successor of xi
then it is accepted as the new current solution with probability:
Pij(T ) =
{
1 F (xj) < F (xi)
e−
F (xj)−F (xi)
T otherwise
(22)
2Namely the elements {aij} of A satisfy: aij ≥ 0 ∀i, j and
∑
j aij = 1 ∀i.
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where T is the decreasing temperature parameter of the simulated annealing. Defi-
nition (22) entails that a suboptimal solution has nonzero probability to be accepted
and it vanishes as T → 0.
For A and Pij given, the single steps of the process are described by the transition
matrix M(T ) whose elements
mij(T ) := aij · Pij(T ) (23)
are the probability that if the current solution is xi then the next solution will be
xj at temperature T . Modeling a simulated annealing process as a Markov chain
we can state the following definition.
Definition 2 Let M(T ) be the transition matrix at temperature T of a simulated
annealing process with objective function F : X → R. The probability distribution
piT on X satisfying
piT (xj) =
n∑
i=1
piT (xi)mij(T ) (24)
is called stationary distribution of M(T ).
Assuming the transition matrix M(T ) to be irreducible in the sense of Markov
chains, i.e. xi is accessible from xj for all i, j, and it is aperiodic for any T > 0 then
M(T ) has a unique stationary distribution piT for any T > 0 and limT→0 piT exists
[Ha¨02].
Following [FK92] a simulated annealing scheme can be explicitly realized by means
of a number L of decreasing temperature levels T1 ≥ · · · ≥ TL ' 0 and a number N
of iterations at each temperature level. So the statistic produced by many iterations
at the temperature level Tl reproduces the distribution piTl . Now let us consider a
remarkable result about Markov chains [AF87a, AF87b] in the following proposition.
Proposition 3 Let {M(T )}T>0 be a family of transition matrices and {Tl}m=1,...,L
a set of temperature levels such that T1 ≥ · · · ≥ TL ' 0.
If the inhomogeneous Markov chain defined by {M(Tl)}l=1,...,L converges then its
limit distribution corresponds to
pi∗ = lim
T→0
piT , (25)
where piT is the stationary distribution of M(T ) for any T > 0.
As a consequence the annealing process modeled by the chain is successful, i.e. there
is the convergence to one of the global optima, when {M(Tl)}l=1,...,L converges and
pi∗ is nonzero only on the global minima of the objective function. About the
convergence of the inhomogeneous Markov chain we have that it converges if the
temperature descent is sufficiently slow [AF87a, AF87b], i.e. N · L→ +∞ (a good
choice is considered to be L ' 10 and N ' 103 [FK92]).
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In order to check whether pi∗ of the considered simulated annealing process recog-
nizes the global optima we must consider the neighborhood graph, i.e. the directed
graph G = (X,E) defined by X as the vertex set and E := {(xi, xj) : aij > 0} where
A = {aij} is the generation matrix defined above. The assumption that M(T ) is
irreducible for every T > 0 is equivalent to the fact that G is strongly connected3.
Definition 4 The neighborhood graph G = (X,E) is said to be weakly reversible
when for every F˜ ∈ R and any xi, xj ∈ X we have that xj can be reached from xi
along a direct path (xi, y1, ..., ym, xj) such that F (yk) ≤ F˜ ∀k = 1, ...,m if and only
if xi can be reached form xj along such a path.
Now let us consider a more general model where the generation matrix may be vary-
ing with the temperature parameter, indeed we have a family of generation matrices
{A(T )}T>0. This is a remarkable feature for the tabu search applications [FK92]
where the generation matrix does not depend only on T but also on the informa-
tion gained in previous iterations. In [FK91] there is a crucial result to establish
the convergence of a generalized simulated annealing algorithm characterized by a
family {A(T )}T>0 of generation matrices.
Theorem 5 Let {A(T )}T>0 be a family of generation matrices for a simulated
annealing process modeled as a Markov chain within the above scheme.
If:
i) There exists a δ > 0 such that aij(T ) > 0 implies aij(T ) ≥ δ for i 6= j and
∀T > 0;
ii) The neighborhood graph G of A(T ) does not depend on T ;
iii) G is weakly reversible;
then pi∗(x) > 0 if and only if x ∈ X is an optimal solution.
We can apply Theorem 5 to prove the convergence of Algorithm 2, in fact our
iterative scheme can be considered a simulated annealing process where the role
of temperature parameter is played by the probability p by means of the relation
T = − ln−1 p. Moreover the search realized by Algorithm 2 presents the structure
of temperature levels with many runs at each level, in fact the parameter p is
constant for N iterations. These cycles provide the convergence of the iterative
search modeled as an inhomogeneous Markov chain.
Proposition 6 Algorithm 2 converges to one of the global minima of xTQx.
Proof. To prove the statement we show that 1) the proposed algorithm presents the
structure described above and 2) it verifies the hypotheses of Theorem 5.
1) First of all let us recall that the generation of a new candidate solution, with a
corresponding generation matrix, is described from line 19 to line 27. Moreover let
3G is strongly connected if for any pair of vertices xi and xj there is a direct path connecting them.
13
us check that the acceptation probability is of the form (22), i.e. if z∗ is the current
solution then the probability that z′ is accepted as the new current solution has the
following form:
P(z∗, z′, T ) :=
{
1 f ′ < f∗
e−
f ′−f∗
T otherwise
(26)
where f ′ = f(z′) and f∗ = f(z∗). The acceptation probability of our search cor-
responds to (26) by posing T = −ln−1p as shown from line 30 to line 36 of the
algorithm. The temperature lowering of this simulated annealing process is de-
scribed by line 21.
For a fixed value of p we can identify a single step of the iterative search from line
19 to line 41 that can be described by a transition matrix M(p). The repeat-until,
and the if statement of lines 20-22 realize the structure of temperature levels, so
the corresponding inhomogeneous Markov chain converges as imax → +∞.
2) Let us initially focus on hypothesis iii) of Theorem 5. It suffices to show that
if a solution was reached from another solution then it is also possible to do the
contrary because this implies weak reversibility. By denoting with s the number of
components that are equal between the two solutions, the probability to generate
again the previous solution is q ·(1−p)s ·pn−s as an effect of line 27 and Algorithm 4.
Since pδ < 0.5, we have that q · (1 − p)s · pn−s ≥ q · (ηpδ)n. This last observation
leads to see that also hypothesis i) holds, in fact q · (ηpδ)n corresponds to δ > 0 of
Theorem 5, for q, η and pδ are strictly positive.
The above observation holds indeed for any pair of solutions. Consequently hypoth-
esis ii) is also satisfied because the neighborhood graph associated to the generation
is complete for any p, in fact from any current solution z∗ there is a probability larger
than q · (ηpδ)n to reach any other solution.
Let us make apparent how an aspect of the proposed Quantum Annealing Learning
Search does not have any consequence on its convergence. Describing Algorithm 1
and Algorithm 2 we have not assumed that the quantum annealer always returns
the optimal solution to the annealer energy function (6) in favor of the realistic
assumption that the annealer returns a sample of solutions which may or not may
contain an optimal one (7). However, even if the estimation of the ground state
solution in (7) and used in lines 8 ad 26 of Algorithm 2 was perfect, namely it
coincided to (6), the algorithm converges anyway. In fact there is always a non-null
probability that a non-optimal solution is accepted (Algorithm 2, line 35). On the
other hand, the algorithm converges also when the quantum machine returns a poor
estimation of a global minimum of the annealer energy function most of the time.
In this case the procedure reduces to a classical simulated annealing with random
generation of the candidate solutions whose convergence is guaranteed [FK92].
Note that Proposition 6 holds for any QUBO problem, including also those whose
solution does not contain solutions of subproblems, namely a violation of the so-
called optimal-substructure property. In fact our algorithm does not decompose the
problem in subproblems but solves a series of problems defined by the additive inter-
action between the weights that carry information about f and the tabu matrix. In
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general this series is not composed by subproblems of the full problem consistently
with the possible absence of the optimal-substructure property.
A crucial aspect for convergence of Algorithm 2 is the probabilistic behavior of the
scheme. Let us point out where quantum and classical probabilities intervene in
the iterative part of the algorithm: 1) Quantum probability in the output of the
annealer (Algorithm 2, lines 25 and 26); 2) Classical probability p of permutation
modification (line 23); 3) Classical probability q of solution perturbation (line 27);
4) Classical probability pf
′−f∗ of acceptance of suboptimal solutions (line 35). The
probabilities 1-3) characterize the process of solution generation whereas 4) influ-
ences the solution acceptance probability. As shown in the proof of Proposition 6,
classical probabilities p and q allow for a nonzero probability to reach any candidate
solution, this fact is the keystone of the convergence argument.
The proof of Proposition 6 makes evident that our algorithm presents the structure
of a simulated annealing that delegates part of the search to a quantum annealer.
However the quantum annealer does not search purely on a representation of the
objective function. In fact we stress that the tabu-implementing encoding produces
its effects in the quantum part of the scheme. Thus the presented algorithm cannot
be reduced to a simple wrapping of quantum annealer calls in a simulated annealing
procedure. This implies that the power of the quantum annealing acts on a mixed
representation of the objective function and of the current state of the search that
includes the bad elements arranged in the tabu matrix. This circumstance may
give computational advantages that must be further analytically and empirically
investigated.
Let us clarify that the given proof ensures the convergence asymptotically as the
number of iterations goes to infinity. Empirical evaluation is needed to elucidate
the actual number of iterations required in practice for each class of problems. It
is interesting to note that Proposition 6 also shows a constructive way of finding
values of parameters Θ that encode the very same minima of the QUBO problem.
This means that it would be possible for a class of QUBO problems to run several
times the algorithm on different instances and learn the mapping into the annealer
architecture from examples. In this way the learned mapping could be used to ini-
tialize other instances of the same class of problems decreasing the required number
of iterations.
5 Related work
Tran et al. [Tr16] propose a hybrid quantum-classical approach that includes a
quantum annealer. In their proposal the classical part of the algorithm maintains
a search tree and decides which of two solvers, a quantum annealer and classical
one, to call on a subproblem. Notably they implemented their approach on a D-
Wave quantum annealer and their goal is to realize a complete search. Earlier
proposals of quantum-classical schemes include the work of Rosenberg et al. [Ro16]
who proposed to decompose a big problem in subproblems that can be solved by
the annealer and validated their approach using simulated annealing. More recently
Abbott et al. [Ab18] suggested that the search for the embedding of the problem
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into the annealer topology can be critical in the quest to achieve a quantum speed-up
for an hybrid quantum-classical algorithm. The D-Wave handbook [CH18] reports
at page 74 that their QSage package implements a hybrid tabu search algorithm
for problem decomposition for the annealer. Moreover, D-Wave also released the
software qbsolv that allows for a decomposition of large QUBO problems.
Our approach differs from what previously published in two fundamental ways: 1)
we inserted the tabu mechanism inside the annealer stage by means of the matrix
S and 2) we provide a proof of convergence by mapping the classical part to results
about tabu/SA procedures.
6 Conclusion and future work
We have presented a general scheme for the application of a nonstandard variation
of tabu search to define a learning search, a specific instance of a hybrid quantum-
classical algorithm, and proved its convergence.
The general strategy of the proposed algorithm is to implement a search by defining
and updating a tabu matrix that deforms the weights of the annealer energy func-
tion. Moreover the representation of the objective function into the annealer graph
evolves during the search depending on the current solution and the tabu matrix.
In Algorithm 2, the evolution of the encoding is determined by the generation of
permutations depending on a probability that can be interpreted as the decreasing
temperature of a simulated annealing process. Applying some results about con-
vergence of SA processes modeled by Markov chains, we proved the convergence of
Algorithm 2 to a solution of the QUBO problem.
The main direction for further investigation is the estimation of the run time of the
presented algorithm (Algorithm 2) and its empirical validation. Let us point out
that if we choose to construct 10 temperature levels with 103 iterations for each
level, we need to call the annealer k · 104 times, where k is the number of annealer
calls per iteration, with an annealing time for a single anneal of 20µs (D-Wave
2X [Tr16]). However our algorithm improves the representation of the objective
function into the annealer during the search, thus we can conjecture a gain in the
number of annealer calls and a consequent speed-up of the optimization.
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