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After the 2011 Mw 9.0 Tohoku earthquake, the extremely active seismic activity caused serious issues for the 
earthquake real-time monitoring system in Japan. The earthquake early warning (EEW) system issued many false 
alarms due to the failure of correctly determining the source location and magnitude in the case of multiple 
concurrent earthquakes. The production system of earthquake catalog in Japan Meteorological Agency (JMA) also 
faced severe problems. The large number of aftershocks and induced earthquakes caused delay of the catalog 
production. 
In this thesis, we first proposed the Integrated Particle Filter method (IPF method) to distinguish multiple 
concurrent events for EEW. We used the estimates of epicentral distance and azimuth computed by a B-Δ method 
and principal component analysis, together with P-wave arrival times and amplitudes of triggered stations. The 
information of non-triggered stations is also used to constrain the locations. We constructed a likelihood function 
using the source parameters and solve this optimization problem using the particle filter which is a heuristic method 
based on Bayesian estimation. The appropriate choice of a likelihood function improves the accuracy of the location 
determination, and the probabilistic framework evaluates the uncertainty of the hypocenters. We applied this method 
to 72 events for which warnings were issued after the 2011 Tohoku earthquake. The performance of EEW was 
greatly improved, reducing the false alarms from 22 to 0. The IPF method have started its operation for the JMA 
EEW in December 2016. 
We also utilized Bayesian estimation for the production of the JMA unified earthquake catalog. We developed 
the Phase combination Forward search method (PF method) to identify multiple concurrent earthquakes for the JMA 
unified earthquake catalog. The PF method makes integrated use of P- and S-wave arrival times and maximum 
amplitude. We applied this method to earthquakes in the vicinity of Japan. The ratio of detected earthquakes 
compared with those in the manually checked events is almost 100% (M ≥ 1.0) at inland and shallow areas. At 
offshore or deep areas, it is about 80% (M ≥ 1.0). 
The new seismic monitoring system using the PF method have started its operation in the JMA on April 1, 2016. 
In the 2016 Kumamoto earthquake, which began on April 14, the ability of the method was fully demonstrated. By 
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the end of May, 2016, the number of hypocenter determinations reached about 70,000, which was far more than the 
number possible by manual inspection, and the system played an important role to grasp the spatio-temporal 
characteristics of the activity. Now about 70% of the earthquakes listed in the JMA unified catalog are automatically 
processed hypocenters. The automated process also contributes to lower completeness magnitude of the catalog. 
The improved catalog can be used for the detailed earthquake statistics such as b-value variations. In the 2016 
Kumamoto earthquake, the b-value of foreshock sequence (after the M6.5, April 14 earthquake) was lower than that 
of aftershock sequence (after the M7.3, April 16 earthquake). To confirm whether the low b-value of foreshocks 
was observed also in other foreshock activity, we carried out the systematic and objective clustering method (the 
nearest-neighbor distance). We found that the low b-value can be frequently observed in the wide mainshock 
magnitude range. It suggests that some stress change or aseismic processes contribute the occurrence of the 
mainshock in addition to the stochastic effect. We also confirmed that the characteristics of foreshock activity such 
as the difference in the magnitude, the origin time, and the epicentral distance between the mainshock and the 
maximum foreshock. These characteristics are informative to understand and assess the risk of earthquakes. 
In addition to the detailed analysis after the earthquake, the real-time monitoring technology is an indispensable 
and extremely important task. We have to monitor and process their big data in real time, such as developing the 
high-density and high-performance seismic observation networks, identifying noise and simultaneous multiple 
earthquakes, and providing timely and accurately warning, information to the residents. The development of real-
time monitoring system of earthquakes can open a new path for earthquake disaster mitigation. 
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Chapter 1 Introduction 
 
1.1 Real-time earthquake monitoring system in Japan 
 
Protecting the life and property of human beings from earthquake disasters is an eternal task from the seed of 
seismology. In the establishment of the seismological society of Japan, Milne (1880) mentioned the ideas that now 
we call a tsunami warning and an earthquake early warning. Milne also addressed that “These last remarks have 
been made, not with the hope that they may help to convince those who regard the foretelling of an earthquake as a 
problem too difficult to be solved, and to show them it is by no means so utterly beyond our reach as might, at first 
sight, be anticipated.” [Tsukada, 2014]. The fundamentals of the earthquake early warning also have been proposed 
by J.F. Cooper in the 1868 San Francisco Daily Evening Bulletin [Nakamura and Saita, 2007]. 
The modern observation of earthquakes in Japan began in 1875 at the Tokyo Meteorological Observatory. After 
that, by repeatedly improving many years, from the 1970’s to the 1980’s, the digitization, telemetering, 
miniaturization, and sophistication of seismographs and processing equipment advanced [Hamada, 2000, 2007]. 
The automatic process for seismic waves became developed and practically used in those days. For example, Allen 
(1978) and Yokota et al. (1981) developed a method for automatically detecting seismic waves from changes in 
amplitude and frequency. The development of such measurement and signal processing technology has led to the 
development of a practical system that automatically estimates the hypocenter at universities and the Japan 
Meteorological Agency (JMA) [Matsumura, 1989]. The main purpose of the automatically event detection in the 
1980’s was to inform the operator the occurrence of the earthquake. After that, the operator picked the phase (P and 
S wave arrival times) manually, determines the hypocentral location and magnitude, and preserve the result as an 
earthquake catalog. In the 1990s, the rapidity of processing further advanced, the ground motion could be detected 
at the station close to the epicenter immediately after the occurrence of the earthquake, and the shaking prediction 
of the near future became provided before the ground motion reached residents. This research field is called “real-




For example, in California, the California Institute of Technology and the US Geological Survey initiated the 
CUBE project in 1990, which provide rapid notification of earthquakes [Kanamori et al., 1991]. In Japan, JMA also 
provided the rapid information of the earthquake, its seismic intensity, and tsunami warnings/advisories to the public 
within three to five minutes after the earthquake occurrence. As a ground motion prediction system, UrEDAS detects 
ground motion and decelerates and stops the Shinkansen [Nakamura and Saita, 2007]. In Mexico, SASMEX system 
transmits alarms to residents of Mexico City when the strong ground motion is detected around the coast line 
(Guerrero gap) [Espinosa Aranda, et al., 2009]. Now many countries and regions, such as Mexico, Taiwan, Turkey, 
Italy, the USA, have been developing and operating the ground motion prediction system [Allen et al., 2009]. In 
order to perform these ground motion prediction systems, it is necessary to completely and automatically perform 
a series of processing; that is, seismic observation data transmission, waveform processing, noise discrimination, 
hypocenter determination, threshold judgment, and information provision. The system in the 1990’s to the 2000’s 
provides warnings to the society directly as it is while the system in the 1980’s was the system for notifying the 
operator. 
In Japan, JMA issues warnings/advisories and information in a timely manner to the public. JMA collects real-
time data from its own seismometers, seismic intensity meters, tidal gauges, and other instruments and those of 
other organizations to support the monitoring of earthquake and tsunamis on a 24/7 basis. To support the collection 
and rapid analysis of seismic and tsunami data, JMA have been developing and operating the comprehensive 
Earthquake Phenomena Observation System (EPOS) since 1987 [Yokota and Yamamoto, 1989; Ozaki, 2004]. Fig 
1.1(a) shows an outline of the EPOS. In order to provide a ground motion prediction, JMA also incorporated 
technologies developed by Railway Technical Research Institute (RTRI) and National Research Institute for Earth 
Science and Disaster Resilience (NIED), and finally launched the provision of Earthquake Early Warning (EEW) 
in 2007. This is the second country to provide the ground motion prediction to the public after Mexico, which began 
operation in 1993. However, while SASMEX is an idea of detecting an earthquake occurring in a specific epicenter 
to protect a specific city, EPOS is targeting unspecified earthquakes occurring throughout the country. 
For example, in the case of the 2008 Iwate-Miyagi Nairiku earthquake, JMA could provide the forecast at 3.5 s 
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later and warning to the general public at 4.5 s from the first detection of the seismic wave [Kamigaichi et al., 2009]. 
There are some problems that provision of EEW is too late to mitigate the strong shake for the vicinity of the 
epicenter. However, one of the goals that Cooper and Milne imagined more than 100 years ago can steadily progress 
and now we are able to become providing the prediction of ground motion. 
The development and evolution of seismic observation networks and processing systems contribute the 
earthquake catalog as well as the EEW. The earthquake catalog is an important research tool to analyze the history 
of seismic activity, understand the earthquake mechanisms, and elucidate the underground structure of seismogenic 
zones. It was an essential task to produce a high-quality earthquake catalog consistently compiled over a wide 
spatiotemporal range. By the system development in the 1980s mentioned above, each university, NIED, and JMA 
have basically created their own catalogs with their seismographs that were installed independently. The JMA has 
started the seismic observation in 1875, but since the seismograph has been installed on the meteorological 
observatory nationwide in order, the hypocentral data since January 1923 is being maintained as an JMA earthquake 
catalog. After the 1995 Southern Hyogo prefecture earthquake (Kobe Earthquake), the Headquarters for Earthquake 
Research Promotion of Japan was established in order to promote research on earthquakes centralizedly. From 
October 1997, the JMA started to produce a unified earthquake catalog in cooperation with the Ministry of Education, 
Culture, Sports, Science and Technology (MEXT), by using seismic waveforms recorded by the JMA, the NIED, 
universities, and other institutes. For about 100 years, we have accumulated the earthquake catalog of Japan [JMA, 
2018, Schorlemmer et al., 2018]. This catalog (the JMA unified catalog) is published and routinely updated on the 
web and is widely used for research, promotion of disaster prevention activities, and other purposes. As an example 
of research using this long-term, high quality, and homogeneous catalog, Tamaribuchi et al. (2010) examined the 
earthquake catalogs and waveforms recorded over 40 years carefully and found M5 class and M4 class repeating 
earthquakes occur constantly. It contributes the monitoring the interplate creep rate as well as the earthquake forecast 
from its recurrence interval. The homogeneous catalog also contributes to forecast aftershock activities. Ogata 
(1988) proposed the Epidemic Type Aftershock Sequence (ETAS) model. The ETAS model is widely used to 
estimate the aftershock probability. 
Compared to the EEW, in case of production of the catalog, rapidity is not so required, but a catalog production 
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system is also important. The JMA has been operating the Regional Earthquake Data Center system (REDC) as 
shown in Fig 1.1(b) to produce the JMA unified earthquake catalog [Kiyomoto et al., 2013]. In 2000, Hi-net was 
deployed by the NIED, and the number of stations increased to approximately 1,400. The number of detectable 
earthquakes also increases with age, and as of 2010, about 100,000 to 130,000 epicenters are determined. When 
large earthquakes occur, seismic activity is particularly active. Early grasp of such seismic activity will contribute 
to the grasp of the trend of aftershock activity, spread of aftershock area, transition of swarm earthquake activity. 
For example, Omi et al. (2016) showed a real-time forecast of aftershocks using automatic processed hypocenters 
of Hi-net. Kato et al. (2012, 2016) showed a migration of the foreshock area of the 2011 Tohoku earthquake and the 
2016 Kumamoto earthquake using automatic processed hypocenters by matched filter technique. These automatic 
processed hypocenters enable us to understand accumulation of stress, crustal deformation as well as a quick 




(a) EPOS (Earthquake Phenomena Observation System) 
 
 
(b) REDC (Regional Earthquake Data Center system) 
 
Figure 1.1 Flow of earthquake monitoring systems in JMA. 
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1.2 Issues of the 2011 off the Pacific coast of Tohoku Earthquake and its aftershocks 
 
The 2011 Mw9.0 off the Pacific coast of Tohoku Earthquake (Tohoku earthquake) caused enormous damage by 
the tsunami. After detecting the seismic wave at Ishinomaki city, Miyagi prefecture closest to the epicenter, JMA 
provided an EEW forecast after 5.4 s and a warning to Iwate, Miyagi, Fukushima, Yamagata and Akita prefectures 
in 8.6 s. This warning was widely transmitted to the public through television, radio, mobile phone, and so on. At 
this time, it is estimated that the time from when the alarm was announced to the observation of actual shaking 
(seismic intensity 5-lower or more) was about 15 seconds even in Ishinomaki city, Miyagi Prefecture, which is 
closest to the epicenter [Hoshiba et al., 2011]. 
On the other hand, we confronted challenges to the real-time monitoring system in the 2011 Tohoku earthquake. 
One of the problems was no warning was issued in the Kanto regions although these regions observed seismic 
intensity 5-lower to 6-upper [Hoshiba et al., 2011]. Another problem was a large number of aftershocks occurred in 
a wide area. Many cases caused that multiple stations triggered by different earthquakes were erroneously 
recognized as one earthquake, thus, the shaking was overestimated. Indeed, among the 112 cases that issued 
warnings since the 2011 Tohoku earthquake (March 2011 – August 2012), 36 cases were the seismic intensity was 
less than 3 in all waring areas (false alarm), and 34 cases were seismic intensity was less than 3 in at least one 
warning area (inaccurate alarm). JMA (2012) reported that the 46 among a total of 70 cases were due to the 
misidentification of simultaneous occurrence of earthquakes. Fig 1.2 shows one example. 
The aftershocks of the 2011 Tohoku earthquake also brought a big hit in the earthquake catalog. Since the JMA 
unified catalog was required visual inspection, all of the event detected by automatic processing were manually 
checked. Consequently, the production has delayed and it was difficult to grasp the seismic activity in real time. 
Indeed, until 2010, the number of detectable earthquakes has observed from 100,000 to 130,000 per year, but after 
the 2011 Tohoku earthquake, the seismic activity became extremely active over a wide area (Fig 1.3). It was 
estimated that approximately 1 million earthquakes, more than ten times as many as usual, occurred in a year. To 
make matters worse, since the aftershocks occurred frequently, the earthquake ground motion level increased and it 
was difficult to detect the earthquake sufficiently by automatic processing. Therefore, operator had to check the 
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continuous waveform visually and performed the phase pickings to extract the events. To cope with this situation, 
the catalog was limited to events within the Tohoku region of M ≥ 2 (JMA magnitude) for inland locations and M 
≥ 3 for offshore areas. Nevertheless, it took over two years to determine over 250,000 hypocenters that occurred 
during 2011. In this way, the automatic hypocenter determination system has been struck by a major problem that 
in order to provide Earthquake Early Warnings and earthquake catalog. Simultaneous occurrence of multiple 




Figure 1.2 Example of the false alarm due to the simultaneous occurrence of earthquakes.  
(a) Map view of the hypocenters. Pink crosses indicate true hypocenters (M1.8, M3.3). Red crosses indicate 
estimated hypocenters (M5.5, M5.8). Triangles show triggered stations. (b) Seismographs of each station arranged 
from the north (the UD component). M1.8 and M3.3 small quakes occurred at the same time, but system could not 
identify these events correctly. Consequently, JMA issued overestimated EEWs, which is M5.5 (for the 1st forecast) 





















Figure 1.3 Monthly frequency of events in the JMA unified catalog since 1990.  
Blue bars indicate the number of earthquakes. The red line indicates the number of stations. Automatic hypocenter 










1.3 Previous studies 
 
Many studies have been conducted to detect and determine aftershocks. In the normal period, Allen et al. (1978) 
developed an algorithm to calculate short-term-average / long-term-average (STA / LTA) from seismic waves and 
detect initial motion of seismic waves. Trigger detection by STA / LTA can properly detect the initial motion usually. 
To pick the phase more accurately, many studies have examined to extract features, such as an envelope function 
[Bear and Kradolfer, 1987], kurtosis and skewness [Saragiotis et al., 2002], an autoregressive model [Yokota et al., 
1981; Takanami and Kitagawa, 1991], a neural network [Dai and MacBeth, 1995]. On the other hand, to detect P 
wave arrival, STA / LTA has been widely used in the practical system over 20 years. STA / LTA can be applied easily 
and the computational cost is low (Fig 1.4(a)). JMA also adopted the STA / LTA method to detect earthquakes for 
the EEW and earthquake catalog. However, when earthquakes occur frequently, there is a problem that the LTA 
rises and some events cannot be detected appropriately (Fig 1.4(b)). 
Hypocenter determination is mainly performed using P and S wave arrival times [Geiger, 1910; Hamada et al., 
1983; Hirata and Matsu'ura, 1987]. However, if an outlier picking is included in the pick dataset, the hypocenter 
could be determined as an erroneous location. To avoid this situation, for example, Hamada et al. (1983) recalculated 
by removing pickings with large travel time residuals. However, it requires sufficient phase pickings, so it is not 
always possible to properly identify from the travel time residuals. In the real situation, if the number of phase 
pickings was small or the distribution of the stations was biased like an offshore area, the outlier pickings led to the 
erroneous hypocenter location. 
Kanamori (1993) proposed a method that uses amplitude distribution to estimate the hypocenter location, and it 
can be performed even in situations where there is no phase picking. Liu and Yamada (2014) further develops this, 
divides it into the amplitude after reaching the P wave, the amplitude after reaching the S wave, and further shows 
the possibility of classifying the hypocenter by using the noise level data of each station. On the other hand, when 
phase reading is not used, it is difficult to estimate the depth in the offshore area. 
On the other hand, when the hypocenters occur regionally and frequently such as aftershocks and swarms, the 
seismic waveforms are also sufficiently similar. A method using waveform similarity has also been proposed 
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[Gibbons and Ringdal, 2006]. There is an advantage that seismic waves can be detected in a low signal-to-noise 
level without STA / LTA. This is called Matched Filter technique, and it is applied to low frequency earthquakes, 
swarm earthquakes, aftershocks [Shelly et al., 2007; Moriwaki, 2017]. Although there are applications also for wide 
aftershocks [Kato et al., 2012, 2016], it is necessary to prepare the seismic waveform as a template by setting the 
location of the target area beforehand. In addition, Source scanning algorithm [Kao and Shan, 2004; Grigoli et al., 
2014] handles characteristics as continuous waveforms, stacks them back on the grid by subtracting the traveling 
time. FAST [Yoon et al., 2015] can also monitor earthquake occurrence using fingerprint which processed 
earthquake waveform. It might be difficult to apply to the 24/7 basis system because memory usage increases with 
the lapse of time. Although these automatic processes play a major role in later processing of earthquakes occurring 
in specific areas, it is desirable for the 24/7 basis system not to require new settings especially after a large 
earthquake occurs. 
As described, there are two steps for hypocenter determination process; (1) processing the seismic waves to 
extract the feature, and (2) searching optimal parameters (location, origin time, and magnitude) from the obtained 
features. There are many features such as phase pickings, maximum amplitude, principal component analysis, and 
others for feature extraction. For optimal parameters search, grid search or Geiger method have been used. However, 
these features are used independently in each method, and are not necessarily used comprehensively. In this thesis, 
we propose a framework that seamlessly identify hypocenters for Earthquake Early Warnings and the JMA unified 





Figure 1.4 Example of the waveform trace.  
(a) In a normal period, (b) in a swarm period. Each trace indicates raw seismogram, filtered seismogram, root mean 
square (RMS) of filtered seismogram, STA/LTA of filtered seismogram, and trigger ON or OFF by STA/LTA. In 

















1.4 Outline of this thesis 
 
There are basically no differences in the automatic framework for the EEW and the earthquake catalog as shown 
in Fig 1.1. That is, (1) transmitting seismic waveforms from stations, (2) detecting seismic waves from changes in 
amplitude, period, and other factors, (3) if multiple stations were detected, judging that whether these stations were 
triggered by same earthquake or different earthquakes (earthquake identification), and (4) if it is judged as one event, 
performing the hypocenter determination using the P and S wave arrival time, and other factors. However, the 
essential difference is that while the EEW should be estimated during the shaking, the earthquake catalog can be 
estimated after the ground motion has passed by. In addition, the EEW is targeted for relatively large earthquakes 
that people feel the shake, whereas the earthquake catalog must detect small earthquakes that nobody feel the shake. 
There is also another difference that the EEW is nerves for false alarms compared to the earthquake catalog. 
Therefore, in this thesis, we will discuss automatic hypocenter determinations for the Earthquake Early Warning 
and the earthquake catalog separately. In Chapter 2, we describe the determination system for the EEW and its past 
research, and then describes the newly developed automatic hypocenter determination algorithm (IPF method: 
Integrated Particle Filter method). We apply this IPF method to 72 warning cases and state that the false alarms have 
been greatly improved. 
In Chapter 3, the framework of IPF method described in Chapter 2 was applied to earthquake catalog including 
microearthquakes. That is, in order to improve efficiency and grasp the aftershock activity more quickly, we will 
describe the new algorithm (PF method: Phase combination forward search method) that automatically detects many 
phases and classifies them into individual earthquakes. 
In Chapter 4, we confirmed that the result of long-term application of the method developed in Chapter 3 to the 
real data was evaluated as a conventional automatic hypocenter and ensured the accuracy of the JMA unified catalog. 
Moreover, we show that real-time aftershock monitoring became possible by taking the 2016 Kumamoto earthquake. 
In Chapter 5, we will investigate the statistical features of the foreshock activity using the obtained hypocenter 
and describe the estimation of the stress state before the main shock occurs. 
In Chapter 6, we will summarize the thesis. 
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There are four published articles related to this study. Tamaribuchi et al. (2014) developed the earthquake 
identification and the hypocenter determination method using Bayesian estimation for the earthquake early warning, 
which is in Chapter 2 in this thesis. Tamaribuchi et al. (2016) also developed the hypocenter determination method 
for earthquake catalog, which is in Chapter 3 in this thesis. Tamaribuchi (2018a) and Tamaribuchi et al. (2018b) 






Chapter 2 IPF method: Identification in simultaneous occurrence of earthquakes 
for Earthquake Early Warning 
 
2.1 Operation of Earthquake Early Warning and its problem after the 2011 Tohoku Earthquake 
 
An earthquake early warning (EEW) is a real-time alert system that predicts a shake of strong ground motion and 
tells the residents before immediately after detecting P waves at the closest seismic observation stations to the 
epicenter. Many countries and regions, such as Mexico, Taiwan, Turkey, Italy, the USA, have been developing and 
operating [Allen et al., 2009]. The Japan Meteorological Agency (JMA) operates a practical nationwide EEW, which 
consists of a forecast and a warning report. A forecast is issued to advanced users, such as hospitals and railway 
companies, when the estimated JMA magnitude (M) 3.5 or more or the predicted JMA seismic intensity is 3 or more. 
The forecast started in August 2006. The warning is issued to the public when predicted seismic intensity is 5-lower 
or more. In this case, the EEW warning is issued to the area with predicted seismic intensity 4 or more. The EEW 
to the public started from October 2007, and legally positioned warning in December 2007 [Hoshiba et al., 2008]. 
In the case of the 2011 off the Pacific coast of Tohoku earthquake (Tohoku earthquake), forecast (1st report) is given 
5.4 seconds after P wave is detected by seismometer installed in Ishinomaki city, Miyagi prefecture closest to the 
epicenter. After 8.6 seconds, a warning at the time of updating the forecast (4th report) was issued. This warning 
was widely transmitted to the public through television, radio, mobile phone, and so on. At this time, it is estimated 
that the time from when the alarm was announced until the actual shaking of more than 5 seismic intensity was 
about 15 seconds even in Ishinomaki city, Miyagi prefecture, which is closest to the epicenter [Hoshiba et al., 2011]. 
In Japan, the JMA EEW system is based on a point source model. Since the EEW has to be issued in real time, 
the hypocenter location is estimated from the limited information, that is we can use only one to several triggered 
stations. To achieve both quickness and reliability, a plurality of methods is applied according to the increase of the 
triggered stations. The hypocenter determination method before December 2016 operated by JMA has three 
processes as shown in Fig 2.1 (a). 
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One method uses about 200 seismometers belonging to the JMA deployed nationwide. If the only one or two 
triggered stations are available immediately after the occurrence of the earthquake, we used a B-Δ method for the 
estimating epicentral distance [Odaka et al., 2003; Tsukada et al., 2004], a principal component analysis method for 
the hypocentral back azimuth [Yokota, 1985], and a territory method based on Voronoi division [Kamigaichi, 2004]. 
When the time elapses and triggered stations reach 3 to 5 stations, switch to the grid search method [Kamigaichi, 
2004] to update the hypocenter location and its accuracy. 
The second is processing of the not-yet-arrived data method [Horiuchi et al., 2005] using about 800 Hi-net stations 
[Okada et al., 2004]. This method is performed when two or more Hi-net stations triggered, and assuming that non-
triggered stations is the stations which P wave has not yet arrived. The method searches for an optimal hypocenter 
that satisfy both of the theoretical travel times of triggered and non-triggered stations. However, it is difficult to 
determine the location where the Hi-net stations are sparse such as offshore area and islands. 
The third is an automatically hypocenter determination method that has been conducted in EPOS prior to the 
EEW operation. This method uses the AR-AIC method [Yokota et al., 1981] for P- and S-phases picking from data 
belonging to the JMA and Hi-net. This method also uses the least-squares method to determine the hypocenter 
location [Geiger, 1910; Hamada et al., 1983]. Since the calculation is required to five or more phase data, the 
accuracy is higher than other two methods but the rapidity is inferior. 
To complementarily exploit the advantages of the rapidity and the accuracy of hypocenter estimation of each 
method, the above three methods are performed independently, and when the calculation results are obtained 
respectively, the latter estimation is prioritized and used for the location of the EEW. 
For the estimation of the magnitude, we used seismometers of JMA to compute the P wave magnitude (𝑀𝑀𝑃𝑃) 
estimated from the maximum displacement amplitude of the P wave, and S wave magnitude (𝑀𝑀𝑑𝑑) are used properly 
based on the theoretical travel time [Kamigaichi, 2004; JMA, 2010; JMA, 2012], that is, we calculate 𝑀𝑀𝑃𝑃 first, and 
switch to 𝑀𝑀𝑑𝑑 at the time of theoretical S wave arrival. 




𝐴𝐴𝑑𝑑 is the maximum displacement amplitude (10 μm), R is the hypocentral distance (km), and dep is the depth of 
the hypocenter (km). As an 𝐴𝐴𝑑𝑑, three-dimensional vector summation of the displacement is used to be free from 
the phase polarization character. For calculation of magnitude, a method using the average magnitude calculated at 
each observation point is common, but for the EEW processing, JMA adopts the median of the closest five stations 
from the epicenter to alleviate the influence of an outlier. However, when the maximum displacement amplitude is 
small and does not reach the threshold, magnitude is estimated using the maximum velocity amplitude by Hi-net 
[Yamamoto et al., 2008]. 
In the EEW system, since the hypocenter is estimated from time-limited data, when multiple earthquakes occur 
simultaneously, sometimes recognize them as one earthquake. Consequence, the false alarm is issued in such 
situation. Therefore, the EEW system has to classify whether the multiple triggered data in other stations are due to 
the same earthquake or a plurality of different earthquakes (hereinafter referred to as "earthquake identification"). 
The earthquake identification is made by the logical sum of the following two conditions. The first condition based 
on the hypocenter, which compares the P wave theoretical travel time and observed arrival time in the common 
station. It judges it to be one earthquake if the difference is within a predetermined threshold range. The second 
condition does not depend on the hypocenter location but uses the apparent velocity between the stations (the 
distance between two triggered stations divided by difference of the arrival times in each stations). It judges it to be 
one earthquake if the apparent velocity is equal or faster than the P wave velocity. In this way, the earthquake 
identification uses only arrival times at the triggered stations. In principle, the stations triggered at almost the same 
time are recognized to the same earthquake. On the other hand, the not-yet-arrived data method uses information 
on non-triggered stations as well as triggered stations, and there is an advantage that it can be separated to some 
extent compared to the above-mentioned identification. However, it remains difficult to determination in sparse 
seismic network areas. 
Indeed, 135 warnings issued in six years from October 2007 when the start of the EEW operation (until July 7, 
2013). The 31 cases of them observed the seismic intensity 2 or lower in all warning area. It is also reported that 
about 80% of false alarms (25 cases) is due to misidentification of simultaneous occurrence of earthquakes [JMA, 
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2013]. In particular, since the M 2.3 earthquake that occurred in the northern part of Wakayama prefecture on August 
8, 2013 and the noise from the ocean bottom seismometer installed off the east coast of the Wakayama prefecture 
were identified as one earthquake, the magnitude was estimated to be extremely large. Consequently, the false alarm 
was issued to wide area from Kanto district to Kyushu district. Therefore, it is essential and urgent for improving 
the accuracy of EEW to identify simultaneous occurrence of multiple earthquakes and discrimination from noise. 
To address this problem, Hoshiba (2013) proposed the monitoring of wavefield and propagation using data 
assimilation and the boundary integral equation method. In this method, there is no need to estimate the hypocenter 
location and magnitude, and there is an advantage that it can cope with the simultaneous multiple earthquake and 
the wide source region. On the other hand, it requires a dense observation network to grasp the wavefield, and it is 
difficult to apply to the island area where the observation network is sparse. In principle, the strong shake can only 
be predicted after a strong shake is observed at the surrounding stations. That is, the lead time might be short. 
Liu and Yamada (2014) proposed a hypocenter determination method that better identifies multiple simultaneous 
earthquakes using Bayesian estimation. This method shows the possibility of simultaneous multiple earthquake 
identification which does not depend on travel time data by creating a likelihood function only from the maximum 
amplitude distribution. However, since this method uses only the amplitude distribution, the stability of the 
hypocenter location and the accuracy of the depth in the offshore area have problems. 
In this chapter, we tried to estimate the hypocenters by developing the method of Liu and Yamada (2014) by using 
the arrival time data as well as the amplitude distribution. For the likelihood function, we used the maximum 
amplitude, the travel time, the information of non-triggered, the epicentral distance estimated by the B-Δ method, 
and the hypocentral back azimuth estimated by the principal component analysis method. These pieces of 
information are used in the conventional JMA EEW system independently. In the earthquake identification, we also 
developed a method for more rigorous identification by using the arrival time and the amplitude, and also 
considering the uncertainty of the hypocenter. We report on the hypocenter estimation method that can identify more 










The targets in this study are 71 warning cases between March 1 and April 30, 2011 shown in Table 2.1, and 
additional 1 false alarm case, on August 8, 2013. It is a total of 72 cases. The data used as input is the result of single 
station processing at each station currently being used in the JMA EEW system (about 200 sites of multifunction 
type accelerometer [Harada, 2007]). Single station processing performs waveform processing individually at each 
station as below. First, STA (Short Term Average) / LTA (Long Term Average) is constantly monitored, and when 
the STA / LTA is below a predefined criterion, survival information (keepalive) is transmitted to the JMA once every 
minute. When the STA / LTA exceeds the criterion, it is judged as a trigger. From the triggered time back to the time 
when the absolute value of the amplitude exceeds the noise level, it is set as the P wave arrival time. Second, during 
the first 2 seconds from the P wave arrival time, the epicentral distance by the B-Δ method and the hypocentral back 
azimuth by the principal component analysis method, the maximum displacement amplitude of the three-component 
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processing results to central processing system (EPOS) of JMA [JMA, 2016a]. Since the maximum amplitude is 





2.3.1 Concept of method 
 
This method is a central processing, which processes the results of single station processing described in the 
previous section. Now we call this method Integrated Particle Filter method (IPF method). Generally, it is difficult 
to precisely determine the true hypocenter in situations where the number of triggered stations is only one to several. 
Therefore, we will consider the probabilistic way of the most likely hypocenter by arranging the assumed 
hypocenters in a wide range. It is like a grid search method. In this study, latitude, longitude and depth are assumed 
as the assumed hypocenter’s parameter 𝜃𝜃 (that is, 𝜃𝜃 = {𝑙𝑙𝑙𝑙𝛥𝛥, 𝑙𝑙𝑙𝑙𝑙𝑙,𝑑𝑑𝑑𝑑𝑑𝑑}). The origin time (T0) and the magnitude 
(M) are described in detail in Sections 2.3.3.2 and 2.3.3.3. When hypocenter location, 𝜃𝜃, is assumed, T0 and M can 
be analytically calculated from observed values (P wave arrival times and maximum amplitudes). Bayesian 
estimation that can easily handle data of different physical quantities was used for estimating hypocenter parameters. 
When 𝐃𝐃𝑡𝑡 is described as the observation values obtained by time t, Bayes' theorem is as below. 
 
𝑃𝑃(𝜃𝜃|𝐃𝐃𝑡𝑡) = 𝐿𝐿(𝐃𝐃𝑡𝑡|𝜃𝜃)𝑃𝑃(𝜃𝜃)𝑃𝑃(𝐃𝐃𝑡𝑡) , (2.3) 
 
Here, 𝑃𝑃(𝜃𝜃|𝐃𝐃𝑡𝑡) is a posterior probability distribution, 𝐿𝐿(𝐃𝐃𝑡𝑡|𝜃𝜃) is a likelihood function, and 𝑃𝑃(𝜃𝜃) is a prior 
probability distribution. The denominator is a probability density distribution with respect to observations so that 
𝑃𝑃(𝐃𝐃𝑡𝑡) is a constant. In other words, Bayesian estimation is able to probabilistically estimate hypocenter parameters 
as a posterior probability distribution by using known information (prior probability distribution) and a likelihood 
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function defined by observation values. 
The processing flow is shown in Fig 2.1(b). First of all, assuming that only one hypocenter occurred, we search for 
the hypocenter location that can explain all the observations obtained up to time t. If a certain observation value 
cannot be explained by the one estimated hypocenter, the number of estimated hypocenters is incremented one, then 
estimate the new hypocenter location. From the obtained estimation result of the hypocenter, magnitude and seismic 
intensities at each station are calculated based on the distance attenuation formula and used as the estimated value 
at time t. This is repeated every second. As the observation value obtained increases, the estimation accuracy of the 
hypocenter is expected to improve. 
 
 
2.3.2 Prior probability distribution 
 
The prior probability distribution 𝑃𝑃(𝜃𝜃) could be defined by a uniform distribution in noninformation, but it is 
desirable to give it as a priori knowledge if it is known to a certain extent in advance about the hypocenter. In this 
study, the prior probability distribution was defined based on the past seismicity and geographic areas divided into 
Voronoi cells (Fig 2.2). 
The prior probability distribution of past seismic activity is: 
 
𝑃𝑃𝑠𝑠(𝜃𝜃) ∝ � 0.010.01𝑙𝑙𝑠𝑠1     𝑖𝑖𝑖𝑖 0 = 𝑙𝑙𝑠𝑠𝑖𝑖𝑖𝑖 0 < 𝑙𝑙𝑠𝑠 ≤ 100𝑖𝑖𝑖𝑖 100 < 𝑙𝑙𝑠𝑠 . (2.4) 
 
where 𝑃𝑃𝑠𝑠(𝜃𝜃) is the prior probability of past seismic activity and 𝑙𝑙𝑠𝑠 is the number of past hypocenters within a 
0.5° square grid cell 10 km deep. The past hypocenters are referred from the JMA unified catalog (JMA, 2018; from 
October 1997 to December 2012). Note that the maximum search range of the assumed hypocenters in the IPF 




Voronoi cells are spatial divisions defined by points equidistant from the nearest neighbor stations. Assuming that 
the key phase station is the observation station where P-phase arrive first, the hypocenter is expected to be in the 
Voronoi cell to which the key phase station belongs. Considering that a few stations fail to be triggered in the single 
station process, the prior probability of extended Voronoi cells, 𝑃𝑃𝑣𝑣(𝜃𝜃), is defined as: 
 
𝑃𝑃𝑣𝑣(𝜃𝜃) ∝ exp�− (𝑘𝑘 − 1)22𝑐𝑐12 � , (2.5) 
 
where k is the order of station by distance from the key phase station and 𝑐𝑐1 is a constant, that is, 𝑐𝑐1 = 10. (In 
basic Voronoi cells, 𝑃𝑃𝑣𝑣(𝜃𝜃) ∝ 1 if 𝑘𝑘 = 1,𝑃𝑃𝑣𝑣(𝜃𝜃) = 0 if 𝑘𝑘 > 1.) The total prior probability distribution is defined by 
multiplying equations (2.4) and (2.5) as follows: 
 
𝑃𝑃(𝜃𝜃) = 𝑃𝑃𝑠𝑠(𝜃𝜃)𝑃𝑃𝑣𝑣(𝜃𝜃)
∫ 𝑃𝑃𝑠𝑠(𝜃𝜃)𝑃𝑃𝑣𝑣(𝜃𝜃)𝑑𝑑𝜃𝜃𝜃𝜃   . (2.6) 
 
 
Figure 2.2 Example of prior probability density at the depth of 10km.  
(a) Past seismicity, (b) Voronoi cell, and (c) product of (a) and (b). Open triangles show location of stations. A filled 
triangle shows the 1st triggered station. Bottom figures show the cross-section at the triggered station. Black dots 
show the seismicity between 1997 and 2012. Color indicates prior probability. Note that each color is normalized. 









2.3.3 Likelihood function 
 
In this study, we used epicentral distances by B-Δ method, hypocentral back azimuths by principal component 
analysis method, P wave arrival times, and maximum amplitude for likelihood function to estimate hypocenter. 
First, we define the elements of the likelihood function for each observed value. A likelihood function of the 
difference between each observed value and the theoretical value at assumed hypocenter θ can be approximated by 
a Gaussian distribution. Using x for the observed value, μ for the theoretical value, and σ for its standard error, the 
Gaussian distribution 𝑖𝑖(𝑥𝑥|𝜇𝜇,𝜎𝜎) is:  
 
𝑖𝑖(𝑥𝑥|𝜇𝜇,𝜎𝜎) = 1
√2𝜋𝜋𝜎𝜎 exp �− (𝑥𝑥 − 𝜇𝜇)22𝜎𝜎2 � .  (2.7) 
 
However, abnormal values such as noise and phases triggered by other events may significantly lower the 
likelihood. To alleviate this effect, the modified likelihood function and the lower limit (𝑔𝑔0) are defined for abnormal 
values as: 
 
𝑔𝑔(𝑥𝑥|𝜇𝜇,𝜎𝜎, 𝑘𝑘𝑖𝑖) = �1 − 𝑔𝑔0(𝑘𝑘𝑖𝑖)� exp�− (𝑥𝑥 − 𝜇𝜇)22𝜎𝜎2 � + 𝑔𝑔0(𝑘𝑘𝑖𝑖), (2.8) 
𝑔𝑔0(𝑘𝑘𝑖𝑖) = 1 − 12 exp�− (𝑘𝑘𝑖𝑖 − 1)22𝑐𝑐22 � , (2.9) 
 
where 𝑘𝑘𝑖𝑖 indicates the position of station i in order of epicentral distance from the assumed hypocenter. To reduce 
the influence of distant stations, the lower limit value (𝑔𝑔0) is defined to increase with distance from the epicenter 
according to parameter 𝑐𝑐2 = 10 (const.). Fig 2.3 shows an example of likelihood function of g and g0. Now we 
define the likelihood functions for the element of each observed value as below: the epicentral distance and the 
hypocentral back azimuth, 𝐿𝐿𝑏𝑏, the P wave arrival time, 𝐿𝐿𝑡𝑡, and the maximum amplitude, 𝐿𝐿𝑀𝑀. When each element 




𝐿𝐿(𝐃𝐃𝑡𝑡|𝜃𝜃) = 𝐿𝐿𝑏𝑏(𝐃𝐃𝑡𝑡|𝜃𝜃) ∙ 𝐿𝐿𝑡𝑡(𝐃𝐃𝑡𝑡|𝜃𝜃) ∙ 𝐿𝐿𝑀𝑀(𝐃𝐃𝑡𝑡|𝜃𝜃). (2.10) 
 
Fig 2.4 shows the example of each element of likelihood distribution. We describe each likelihood elements in 




Figure 2.3 (a) A function of lower bound g0 in equation (2.9). (b) Probability density function g with μ=0 and σ=1 






Figure 2.4 Examples of likelihood for (a) B-Δ, (b) travel time, and (c) amplitude.  
Filled and open triangles show triggered and non-triggered stations, respectively. Note that each color is normalized. 
 
 
2.3.3.1 Epicentral distance and hypocentral back azimuth 
 
The likelihood function of the epicentral distance by the B-Δ method and the hypocentral back azimuth by the 
principle component analysis method, 𝐿𝐿𝑏𝑏, is defined as: 
 
















where 𝑅𝑅�𝛥𝛥𝑖𝑖 ,  𝑅𝑅�𝑎𝑎𝑖𝑖  are the distance and the azimuth obtained at station i, and 𝑅𝑅𝛥𝛥𝑖𝑖 , 𝑅𝑅𝑎𝑎𝑖𝑖  are their theoretical values at 
the assumed hypocenter 𝜃𝜃, respectively; 𝜎𝜎Δ and 𝜎𝜎𝑎𝑎 are the standard errors of the B-Δ method and the principle 
component analysis method (𝜎𝜎Δ = 100𝑘𝑘𝑘𝑘 and 𝜎𝜎𝑎𝑎 = 20°); and N is the number of stations. If there is no observed 
value at station i, we defined 𝑔𝑔(𝑥𝑥|𝜇𝜇,𝜎𝜎, 𝑘𝑘𝑖𝑖) = 𝑔𝑔0(𝑘𝑘𝑖𝑖). 
 
 
2.3.3.2 P wave arrival time 
 
To define the likelihood function of the P arrival time, we estimated the origin time 𝑇𝑇0 as follows. First, using 
the hypocenter location parameter 𝜃𝜃, we can obtain the P wave theoretical travel time of the 1st trigger station. By 
subtracting the travel time from the P wave arrival time of the 1st trigger station, we obtain the tentative value of 
the origin time. From the obtained tentative origin time and 𝜃𝜃, we predict the P-wave arrival time at each station, 
and the arrival time within the range of ± 3 seconds of the predicted arrival time was selected at each station. By 
subtracting the P wave theoretical travel time from the selected arrival time, the estimated origin time was obtained 
at each station and the average value was taken as the origin time 𝑇𝑇0. 
Next, we defined the likelihood function of the P wave arrival time. Since we can estimate the theoretical P wave 









𝑖𝑖|𝜃𝜃� = �𝑔𝑔�𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖 |𝑇𝑇𝑐𝑐𝑎𝑎𝑐𝑐𝑖𝑖 ,𝜎𝜎𝑡𝑡 ,𝑘𝑘𝑖𝑖�𝑔𝑔�𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛|𝑇𝑇𝑐𝑐𝑎𝑎𝑐𝑐𝑖𝑖 ,𝜎𝜎𝑡𝑡 ,𝑘𝑘𝑖𝑖�
𝑔𝑔0(𝑘𝑘𝑖𝑖)
 𝑖𝑖𝑖𝑖 𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖  𝑑𝑑𝑥𝑥𝑖𝑖𝑒𝑒𝛥𝛥𝑒𝑒,(∗)




where 𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖  is the P wave arrival time estimated by the single station processing, 𝜎𝜎𝑡𝑡 is the standard error of the P 
wave travel time (𝜎𝜎𝑡𝑡 = 1.5𝑒𝑒 ). 𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛 is the current time of the central processing system. The condition (*) in 
equation (2.13) means that the penalty (𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑇𝑇𝑐𝑐𝑎𝑎𝑐𝑐𝑖𝑖 ) is given as the residual if there is no triggered data at station i, 
which based on the not-yet-arrived data method. The likelihood in other stations with 𝑘𝑘𝑖𝑖 > 5  is defined to 
𝑔𝑔(𝑥𝑥|𝜇𝜇,𝜎𝜎, 𝑘𝑘𝑖𝑖) = 𝑔𝑔0(𝑘𝑘𝑖𝑖) if there is no triggered data. 
 
 
2.3.3.3 Maximum amplitude 
 
The likelihood function of the maximum amplitude 𝐿𝐿𝑀𝑀(𝐃𝐃|𝜃𝜃) can be defined by the residuals from median of 
each station magnitude. Magnitude is calculated the equation of Funasaki et al (2004) as: 
 
𝑀𝑀𝑣𝑣
𝑖𝑖 = 𝛼𝛼 log�𝐴𝐴𝑣𝑣𝑖𝑖 �+ 𝛽𝛽𝑣𝑣�𝑅𝑅𝛥𝛥𝑖𝑖 ,𝑑𝑑𝑑𝑑𝑑𝑑� + 𝐶𝐶𝑣𝑣, (2.14) 
 
where 𝑀𝑀𝑣𝑣𝑖𝑖  is the station magnitude calculated from the maximum amplitude (𝐴𝐴𝑣𝑣𝑖𝑖  ), 𝛼𝛼 is a constant, 𝛽𝛽𝑣𝑣 is a 
distance attenuation factor which depends on the epicentral distance (𝑅𝑅𝛥𝛥𝑖𝑖 ) and depth, and 𝐶𝐶𝑣𝑣 is a station correction. 
𝐿𝐿𝑀𝑀(𝐃𝐃|𝜃𝜃) is defined as: 
 




where 𝜎𝜎𝑀𝑀 is the standard error of the magnitude (𝜎𝜎𝑀𝑀 = 0.7 ), and 𝑀𝑀�  is the median of 𝑀𝑀𝑣𝑣𝑖𝑖  where five closest 
stations from 𝜃𝜃. We use the maximum velocity amplitude within 5 s from the P wave arrival time for the station 
magnitude because the sensitivity of velocity is higher and its amplitude decays faster than the displacement. It can 
reduce the influence of subsequent different earthquakes. The velocity amplitude may be saturated, but in likelihood, 
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it is sufficient to calculate only the residual of magnitude at each station. Furthermore, since we use only the 
maximum amplitude within 5 s, the problem of saturation is almost negligible. When the maximum velocity 
amplitude cannot be obtained at a station where the velocity sensor is not installed, the station magnitude is estimated 
from the maximum displacement amplitude using the equations (2.1) and (2.2). 
 
 
2.3.4 Particle filter 
 
To estimate the hypocenter in real time, efficiency of processing is one of the major tasks. Although it is possible 
to estimate the posterior probability mentioned in the section 2.3.3 even by using the grid search, we used a particle 
filter method which can perform processing more efficiently [e.g., Arulampalam et al., 2002]. The particle filter 
method is one of the Monte Carlo approach. It calculates the likelihood from observed values at an assumed 
hypocenter which is randomly arranged based on the prior probability distribution. And then sampling the next 
generation’s assumed hypocenters from around the hypocenters with high likelihood. Specifically, the hypocenter 
is estimated by repeating the following four steps (Step 1 is performed in only the first estimation). 
 
Step 1. Initialization: We draw m number of assumed hypocenters subject to the prior probability distribution 𝑃𝑃(𝜃𝜃) 
in equation (2.6) (m=1000). Specifically, the assumed hypocenters are randomly drawn within 2° of the 1st triggered 
station in a uniform distribution, and m hypocenters are resampled with replacement according to a prior probability 
distribution 𝑃𝑃(𝜃𝜃). 
Step 2. Likelihood calculation: For each assumed hypocenter, we calculate the likelihood 𝐿𝐿(𝐃𝐃𝑡𝑡|𝜃𝜃) in equation 
(2.10) using observed value obtained up to the current time. 
Step 3. Maximum likelihood estimation: The assumed hypocenter with the maximum likelihood is regarded as the 
optimal hypocenter 𝜃𝜃� at time t. 





∑ 𝐿𝐿(𝐃𝐃𝑡𝑡|𝜃𝜃(𝑗𝑗))𝑚𝑚𝑗𝑗=1  , (2.16) 
 
where 𝑒𝑒(𝑗𝑗) is the weight, 𝜃𝜃(𝑗𝑗) is the j th assumed hypocenter, and m is the number of assumed hypocenters (that 
is, m = 1000). Taking this weight distribution as a posterior probability distribution, we resample with replacement 
from this posterior. To avoid a local convergence, we add a slight random perturbation to the resampled hypocenters 
within a standard deviation of 0.1° for the horizontal range and 20 km for the depth range. In the next generation, 
steps 2, 3, and 4 are repeated using these assumed hypocenters. Note that observation data close to the epicenter is 
multiplied in the likelihood function many times. However, since the distant data is not so valuable, it is a practical 
design that emphasizes data close to the epicenter. 
In this way, the maximum likelihood hypocenter 𝜃𝜃� is repeatedly updated with the lapse of time. The reason for 
using the maximum likelihood instead of the weighted average as the optimal value 𝜃𝜃� at step 3 is to reduce the 
dependency of the prior probability at the early stage that the triggered stations are a few. If the number of triggered 
stations is 3 or less, or the epicentral distance from the closest triggered station is more than 150 km away, there is 
no depth accuracy so that the depth was fixed at 10 km. 
Magnitude used for EEW calculates from the maximum displacement amplitude of all triggered station and 
adopted the median of five closest stations from 𝜃𝜃�. To reduce the influence of other earthquakes and noise, we 
decided not to use magnitude at the station where the epicentral distance is farther than "the shortest epicentral 
distance from the triggered stations + 150 km". 
 
 
2.3.5 Earthquake identification 
 
To identify simultaneous occurrence of earthquakes, it is judged whether observed value 𝐷𝐷𝑡𝑡𝑖𝑖 at time t and station 
i can be explained by the weight distribution obtained by particle filter. The probability  𝑑𝑑�𝐷𝐷𝑡𝑡𝑖𝑖|𝜃𝜃� that the 𝐷𝐷𝑡𝑡𝑖𝑖 is 






�2𝜋𝜋𝜎𝜎𝑡𝑡2 exp �− �𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖 − 𝑇𝑇𝑐𝑐𝑎𝑎𝑐𝑐𝑖𝑖 �22𝜎𝜎𝑡𝑡2 � 1�2𝜋𝜋𝜎𝜎𝑀𝑀2 exp �−�𝑀𝑀𝑣𝑣𝑖𝑖 − 𝑀𝑀�𝑣𝑣�22𝜎𝜎𝑀𝑀2 �= 12𝜋𝜋𝜎𝜎𝑡𝑡𝜎𝜎𝑀𝑀 exp �−12 ��𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖 − 𝑇𝑇𝑐𝑐𝑎𝑎𝑐𝑐𝑖𝑖 �2𝜎𝜎𝑡𝑡2 + �𝑀𝑀𝑣𝑣𝑖𝑖 − 𝑀𝑀�𝑣𝑣�2𝜎𝜎𝑀𝑀2 �� . (2.17) 
 
Here, the condition of the earthquake identification is as follows: 
 
𝑑𝑑�𝐷𝐷𝑡𝑡
𝑖𝑖|𝜃𝜃� ≥ 12𝜋𝜋𝜎𝜎𝑡𝑡𝜎𝜎𝑀𝑀 exp�−𝐴𝐴22 � , (2.18) 
 
A is a threshold, and in this study A = 3. In other words, from the equations (2.17) and (2.18), the condition that the 







2 + �𝑀𝑀𝑣𝑣𝑖𝑖 − 𝑀𝑀�𝑣𝑣�2𝜎𝜎𝑀𝑀2 ≤ 𝐴𝐴2. (2.19) 
 
This means that it is regarded as the observed value by the same earthquake of 𝜃𝜃 if it is within the error ellipse 
range of about ± 3σ. At this time, the earthquake identification for the weight distribution can be represented by the 





12𝜋𝜋𝜎𝜎𝑡𝑡𝜎𝜎𝑀𝑀 exp�−𝐴𝐴22 � , (2.20) 
 
𝜃𝜃(𝑗𝑗) is the assumed hypocenter location drawn by particle filter, and 𝑒𝑒(𝑗𝑗) is the weight at 𝜃𝜃(𝑗𝑗) . Although the 
earthquake identification in the conventional method mainly depends on only the arrival time of each station, but 
the proposed method includes the amplitude factor as magnitude residuals and the arrival time factor as travel time 
residuals. It is possible to identify simultaneous occurrence of events more properly than the conventional method. 
In addition, by using weight distribution, uncertainty of hypocenter can also be taken into consideration. 
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The specification of the identification of the simultaneous occurrence of events is as follows. First, when a station 
𝑒𝑒1 detects a P wave as the 1st triggered station, we perform the particle filter described in Section 2.3.4 for the one 
earthquake. Next, when another station detects a P wave, we compare the weight distribution of the first earthquake 
with the observed value of second triggered station, and judges whether it can be regarded as the trigger by the first 
earthquake. This identification is repeated for each time step, and if a station cannot be satisfied with the condition 
of equation (2.20), it is judged that the second earthquake has occurred. And then the station is set as the 1st trigger 
station 𝑒𝑒1′  , the particle filter for second earthquake is performed. In the same way, the third and subsequent 
earthquakes are identified. If new observations can belong either of several earthquakes, observations are used for 
likelihood functions of both events. 
Conversely, even if one earthquake is splitted due to noise or other factors, it is necessary to merge it later. 
Therefore, it is confirmed whether observation satisfies the condition of equation (2.20) by two splitted earthquakes. 
If more than half of the observations satisfying the condition of equation (2.20) for both earthquakes, we decided to 
merge the two earthquakes into one earthquake. For example, there are five observations 𝐷𝐷𝑡𝑡1, 𝐷𝐷𝑡𝑡2, 𝐷𝐷𝑡𝑡3, 𝐷𝐷𝑡𝑡4, and 
𝐷𝐷𝑡𝑡
5 that satisfy the condition of the equation (2.20) for the first earthquake and three observations 𝐷𝐷𝑡𝑡4, 𝐷𝐷𝑡𝑡5, and 𝐷𝐷𝑡𝑡6 
that satisfy the condition for the second earthquake. Here, observations 𝐷𝐷𝑡𝑡4 and 𝐷𝐷𝑡𝑡5 satisfy the condition of 
equation (2.20) for both earthquakes. Since two thirds of observations (𝐷𝐷𝑡𝑡4 , 𝐷𝐷𝑡𝑡5 ) are duplicated in the second 
earthquake, they are merged. In addition, we compare the likelihood of each optimal assumed hypocenter, and adopt 
an earthquake with a higher likelihood. For earthquakes with small likelihood, we decided not to continue particle 
filtering any further. 
 
 
2.4. Result and discussion 
 
2.4.1 Single event (the 2011 off the Pacific coast of Tohoku Earthquake) 
 
We examined a case of single earthquake (the Mw9.0 2011 off the Pacific coast of Tohoku Earthquake occurred 
31 
 
at 14:46 on March 11, 2011). The EEW in the conventional processing predicted M7.2 (maximum seismic intensity 
5-lower) at 8.6 s after the first trigger at the Ishinomaki Ouri (OURI) station closest to the epicenter and issued a 
warning. The prediction of magnitude gradually increased with the lapse of time, and finally M8.1 (maximum 
seismic intensity 6-lower) was predicted 105.0 s after the 1st trigger time. 
In this study, the assumed hypocenters were drawn based on the prior probability distribution at 2.1 s after the 1st 
trigger time at the OURI station closest to the epicenter. Fig 2.5(a) shows the hypocenter distribution at the time. 
The color of the assumed hypocenters indicates the weight. After that, M7.4 (maximum seismic intensity 5-lower) 
was predicted at 9.1 s after 1st trigger time (Fig 2.5(b)). This indicates that there is almost no delay in warning 
issued time compared with conventional processing. In addition, according to the comparison of magnitude, the 
hypocenter horizontal location and depth shown in Fig 2.5(c), (d), and (e), no significant difference was confirmed 






Figure 2.5 Example of the Tohoku Earthquake. 
Distribution of samples at (a) t=2.1s and (b) t=9.1s. Color indicates the weight of each sample. A cross shows an 
optimal parameter 𝜃𝜃� at the time. Open star shows the hypocenter location in the JMA unified catalog. Time series 
of (c) estimated magnitude, (d) distance error of estimated location, (e) estimated depth. Dashed line shows the 













2.4.2 Simultaneous occurrence of events (the case of 6:18 on March 19, 2011) 
 
Next, we examined a case of the simultaneous occurrence of earthquakes. In the case of March 19, 2011, the 
M2.5 earthquake (maximum seismic intensity 1) occurred at the northern part of Tochigi prefecture at 6:18:48, and 
another M4.8 earthquake (maximum seismic intensity 2) occurred at the off Ibaraki prefecture at 6:18:53. In the 
conventional processing, since the theoretical travel time of the earthquake in the northern part of Tochigi prefecture 
and the P wave arrival time of the event in the off Ibaraki prefecture overlapped, these earthquakes were identified 
as one earthquake. As a result, we misused the amplitudes of the two earthquakes and overestimated its magnitude 
(M5.8, the maximum seismic intensity 5-lower), so that JMA issued a false alarm [JMA, 2012]. 
In the IPF method, processing of the first earthquake started 2.1 s after the 1st trigger time (Fig 2.6 (a)). At 14.2 
s after the 1st trigger time, P wave was detected at Choshi Tennoudai (TENNOD) station. As a result of the 
earthquake identification, we judged that this data (TENNOD) was not belong to the first earthquake and separated 
appropriately into two earthquakes (Fig 2.6 (b)). The second earthquake at the off Ibaraki prefecture (M4.8) is shown 
in Fig 2.6 (c)–(e). In the IPF method, since the hypocenter could be separated into two from the early stage, the 
estimation of magnitude of the off Ibaraki prefecture was about M4.6–4.8, and the residual decreased to 0.2 (Fig 
2.6(c)). Comparing with the location of the JMA unified catalog, the hypocenter estimated by the conventional 
method was determined at 150 km or more away from the location of the JMA unified catalog after 30 s from the 
1st trigger time (Fig 2.6(d)). Conversely, in the IPF method, the horizontal distance was greatly improved to about 
50 km. As for the depth, the IPF method estimated about 30 km, which is roughly consistent with the depth of the 






Figure 2.6 Example of two small earthquakes on Mar. 19, 2011. 
Distribution of samples at (a) t=2.1s and (b) t=14.2s. Color indicates the weight of each sample. A cross shows an 
optimal parameter 𝜃𝜃� at the time. Open star shows the hypocenter location in the JMA unified catalog. Time series 
of (c) estimated magnitude, (d) distance error of estimated location, (e) estimated depth. Dashed line shows the 












2.4.3 Simultaneous occurrence of earthquake and noise (the case of August 8, 2013) 
 
In the case of the M2.3 earthquake (nobody felt the shake) occurred in the northern part of Wakayama prefecture 
at 16:56 on August 8, 2013. The noise from Tonankai OBS was detected at 17.4 s after 1st trigger time. The 
conventional EEW processing misidentified them as one earthquake, and the noise of OBS used for the magnitude 
estimation, thus M7.8 (maximum seismic intensity 7) are predicted, issued a false alarm. The direct cause of this 
noise was due to the trouble of the land relay system, but as with thunder noise, the seismometer always has the 
possibility to send erroneous trigger. 
In the IPF method, as shown in Fig 2.7(a), estimation of the hypocenter was started immediately after detecting 
the trigger by the earthquake in northern Wakayama prefecture. At 17.4 s after the 1st trigger time, a trigger was 
detected at the Tonankai OBS (TT3OBS). At this time, the observation of Tonankai OBS was judged not to belong 
to the earthquake in northern part of Wakayama prefecture based on its P wave arrival time and its maximum 
amplitude, and another processing started as the second earthquake (Fig 2.7 (b)). This second earthquake ended 
processing after about 60 s because data of other stations did not identify to be the same events. Regarding the 
second earthquake, even if the magnitude is calculated using an excessive amplitude, it is not possible to issue a 
false alarm because it is necessary to detect at two or more stations to issue a warning. Magnitude in the northern 
part of Wakayama prefecture will stably estimate about M2 (velocity magnitude) from the early stage and will not 
issue a forecast as well as a warning (Fig 2.7(c)). As for the location and depth of the hypocenter, we did not 
misunderstand the location compared to the JMA unified catalog because we properly separated the noise (Fig 2.7 






Figure 2.7 Example of a small earthquake and noise on Aug. 8, 2013.  
Distribution of samples at (a) t=1.4s and (b) t=17.4s. Color indicates the weight of each sample. A cross shows an 
optimal parameter 𝜃𝜃� at the time. Open star shows the hypocenter location in the JMA unified catalog. Time series 
of (c) estimated magnitude, (d) distance error of estimated location, (e) estimated depth. Dashed line shows the 
value in the catalog. Horizontal axis shows the elapsed time from 1st triggered time. 
 
 
2.4.4 Summary of all 72 cases 
 
For the all 72 cases examined in this study, we compared the warning area estimated in this study and the area 
actually observed with the seismic intensity 3 or more. We defined three categories of estimation accuracy; accurate, 
inaccurate, and false. Accurate is the case that the maximum seismic intensity 3 or more was observed in the all 
warning area. Inaccurate is the case that the maximum seismic intensity 2 or less was observed in at least one 











classification results are shown in Fig 2.8. 22 cases were classified as false alarms in the conventional process. In 
the IPF method, however, all of them was improved and no false alarms was issued. In addition, while the inaccurate 
and false alarms rate was 66% (48/72 cases) in the conventional process, it was also improved to 6% (4/72 cases) 
in the IPF method. Fig 2.9 shows the seismic intensity difference between prediction and observation by the 
conventional method and the IPF method. It can be seen that overestimated cases in the conventional method were 
alleviated. Moreover, the underestimated cases were also improved slightly. Note that the JMA seismic intensity is 
defined 10 categories as 0 (no felt) to 7 and 5-lower and upper, 6-lower and upper. 
In the IPF method, four cases were classified as inaccurate. Two cases of them (the case of Fukushima prefecture 
at 20:24 on April 14, and the case of the southern part of Akita prefecture at 4:14 pm on May 19) are overestimated 
the magnitude because the hypocentral distance is very close and remarkable large amplitude was observed at the 
closest station. Improvement of the distance attenuation formula in the close to the hypocenter and the seismic 
intensity estimation is a future task. Among the other two cases, another small earthquake occurred almost at the 
same place several seconds before the event of off the coast of Fukushima prefecture at 3:11 on March 12, the 
ground level increased and the station closest to the epicenter did not trigger. In the IPF method, since processing is 
performed assuming that the non-triggered station is not shaken yet, this case possibly causes an inaccurate alarm. 
Also, in the case of the northern part of Ibaraki Prefecture (M4.0, maximum seismic intensity 4) at 18:56 on March 
19, 2011, an earthquake of M6.1 occurred in approximately the same place after about 30 seconds. Although these 
hypocenters could be separated properly, the amplitude due to the latter earthquake was mixed in the magnitude 
estimation of the former earthquake, and magnitude was overestimated. These cases that the closest stations do not 
trigger, or when earthquakes occur very close to the space-time, it remains to be difficult to estimate the hypocenter 
and magnitude properly. We have to continue to improve them. 
Conversely, four cases were underestimated so that they will not exceed the warning criteria (miss alarms) despite 
seismic intensity was observed 5-lower or more. The two cases with a difference of more than two seismic intensity 
class among them are described below. The first case is an earthquake in Niigata Prefecture at 5:42 on March 12, 
2011 (M 5.3, the maximum seismic intensity 6-lower). In this case, a relatively large seismic intensity (6-lower) 
was observed for its magnitude (M5.3) because the hypocentral distance is very close and remarkable large 
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amplitude was observed at the closest station. Since the estimated magnitude by the IPF method was M 5.1 
(predicted maximum seismic intensity 4), the magnitude was properly estimated, but the residual of the seismic 
intensity was large. Another case is the earthquake in Fukushima prefecture at 7:36 on March 23, 2011 (M5.8, 
maximum seismic intensity 5-upper). In this case, an earthquake occurred in Fukushima prefecture at 7:34 two 
minutes ago, with M5.5 earthquake (maximum seismic intensity 5-upper, but no warning was issued in the 
conventional process) occurred. For the earthquake at 7:34, this proposed method can estimate appropriately, but in 
the earthquake at 7:36, only one station could trigger as the ground level increased. It is difficult to detect triggers 
by another earthquake in the vicinity immediately after large earthquake occurrence, which is also a future task. 
However, it is thought that improvements can be expected by using wave propagation method such as Hoshiba 
(2013). 
What is noteworthy in the IPF method is that it uses exactly the same observations used in conventional JMA 
EEW processing. That is, even within the scope of the existing framework, it is possible to greatly improve the 
hypocenter estimation accuracy of the EEW. The processing time is about 0.3 to 0.5 seconds per event in 12 thread 
parallel processing using OpenMP, which is a widely used application programming interface for parallel processing 
(the environment is CPU: Xeon 2.26 GHz, OS: Linux 2.6.32, memory: 32 GB, compiler: gcc ver.4.4.7). In other 
words, even if two earthquakes occurred simultaneously, the hypocentral information can be updated every 1 second 
and it is possible to perform the processing sufficiently in real time as an application of the EEW. 
In this study, we used only result of single processing installed by JMA. As a future work, in order to further 
improve the rapidity of EEW, high dense seismic network such as the OBS network (DONET, S-net), Hi-net, and 
KiK-net can be also integrated in this framework. It is necessary to further improve the efficiency of processing 






Figure 2.8 Performance of EEW issued by the conventional JMA system and IPF method.  




Figure 2.9 Relationship between the predicted and observed maximum seismic intensity scale.  
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In this chapter, we developed the IPF method to estimate a hypocenter in real time, using Bayesian estimation 
that can handle multiple observations with a priori information. Moreover, by using the amplitude and the 
information of non-triggered station, it became possible to properly separate the simultaneous occurrence of 
earthquakes. We applied the developed method to 71 cases which issued EEW from March 1 to April 30, 2011 and 
1 false alarm case issued on August 8, 2013. As a result, the 22 false alarms in conventional processing was improved 
to 0 case in the IPF method. In addition, the inaccurate rate has also been greatly improved from 66% (48/72 cases) 
to 6% (4/72 cases). Since the IPF method uses the same observations as the conventional JMA EEW processing, it 





Table 2.1 List of EEW from Mar. 1, 2011 to Apr. 30, 2011, and Aug. 8, 2013.  
Magnitude (M) and maximum observed seismic intensity (Obs. I.) in the JMA unified catalog, and maximum 
expected seismic intensity (Exp. I.) of the conventional JMA system and IPF method are listed. 
  Catalog   Issued warning   IPF method 
 Date Region M Obs. I.  Exp. I. Evaluation  Exp. I. Evaluation 
1 2011/3/11 14:46 Off Miyagi Pref. 9.0  7   6- Accurate   7  Accurate 
2  17:40 Fukushima Pref. 6.0  5+  5+ Accurate  5- Accurate 
3  19:35 Off Fukushima Pref. 5.1  4  5+ Inaccurate*1  4  (No warning) 
4 2011/3/12 3:11 Off Fukushima Pref. 6.0  3  5- Accurate  5- Inaccurate*3 
5  3:59 Niigata Pref. 6.7  6+  6- Accurate  6+ Accurate 
6  4:08 Off Ibaraki Pref. 5.2  4  5- Accurate  5- Accurate 
7  4:16 Off Fukushima Pref. 4.0  3  5+ Inaccurate*2  4  (No warning) 
8  4:31 Niigata Pref. 5.9  6-  5+ Inaccurate*2  6- Accurate 
9  5:11 Off Miyagi Pref. 6.4  3  5+ False*2  4  (No warning) 
10  5:42 Niigata Pref. 5.3  6-  5- Accurate  4  (No warning)*5 
11  6:19 Nagano Pref. 3.7  3  6- False*2  4  (No warning) 
12  6:34 Off Fukushima Pref. 4.8  3  6+ Inaccurate*2  4  (No warning) 
13  6:48 E off Chiba Pref. 4.6  3  5- Inaccurate*3  4  (No warning) 
14  22:15 Off Fukushima Pref. 6.2  5-  5- Inaccurate*1  5+ Accurate 
15  22:24 Off Iwate Pref. 5.0  3  5- Inaccurate*3  - (No warning) 
16  22:26 Off Iwate Pref. 5.4  2  5- False*2  4  (No warning) 
17  23:34 Niigata Pref. 3.7  5-  6+ Inaccurate*2  4  (No warning) 
18  23:43 Off Iwate Pref. 5.9  4  5- Accurate  5- Accurate 
19 2011/3/13 8:25 Off Miyagi Pref. 6.2  5-  5- Inaccurate*1  5- Accurate 
20  10:26 Off Ibaraki Pref. 6.6  4  5- Inaccurate*1  5- (No warning)*6 
21 2011/3/14 10:02 Off Ibaraki Pref. 6.2  5-  5- Accurate  5+ Accurate 
22  15:12 Off Fukushima Pref. 5.2  4  6- False*2  4  (No warning) 
23  16:25 Off Ibaraki Pref. 5.0  3  6- False*2  3  (No warning) 
24 2011/3/15 1:36 Tokyo Bay 3.3  2  5- False*2  3  (No warning) 
25  5:33 E off Chiba Pref. 3.6  1  5+ False*2  3  (No warning) 
26  7:29 Fukushima Pref. 4.3  3  6+ Inaccurate*2  4  (No warning) 
27  22:31 Yamanashi Pref. 6.4  6+  5- Accurate  6- Accurate 
28 2011/3/16 2:40 Chiba Pref. 4.0  2  5+ False*2  4  (No warning) 
29  12:23 Off Fukushima Pref. 4.7  2  5- False*2  3  (No warning) 
30  12:52 E off Chiba Pref. 6.1  5-  6- Accurate  6- Accurate 
31 2011/3/17 21:32 E off Chiba Pref. 5.7  4  5- Inaccurate*3  5- Accurate 
32 2011/3/19 6:18 Off Ibaraki Pref. 4.8  2  5- False*2  3  (No warning) 
33  8:32 Off Iwate Pref. 5.7  4  5- Inaccurate*2  4  (No warning) 
34  18:56 Ibaraki Pref. 4.0  4  5+ Accurate  6- Inaccurate*3 
35  
18:57 Ibaraki Pref. 6.1  5+ 
 5- False*4  
6- Accurate 
36   5+ False*4  
37 2011/3/20 14:19 Fukushima Pref. 4.7  3  6- Inaccurate*2  4  (No warning) 
38 2011/3/22 12:38 E off Chiba Pref. 5.9  4  6+ Inaccurate*2  4  (No warning) 
39 2011/3/23 1:12 Off Ibaraki Pref. 5.4  3  6+ Inaccurate*2  3  (No warning) 
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40  7:12 Fukushima Pref. 6.0  5+  5+ Accurate  6- Accurate 
41  7:36 Fukushima Pref. 5.8  5+  5+ Accurate  5+ (No warning)*6 
42  8:46 E off Chiba Pref. 5.0  2  5- False*3  3  (No warning) 
43 2011/3/25 20:36 Off Miyagi Pref. 6.3  4  6- Inaccurate*3  5- Accurate 
44 2011/3/27 19:23 E off Chiba Pref. 5.0  2  5+ False*2  3  (No warning) 
45 2011/3/28 7:23 Off Miyagi Pref. 6.5  5-  6- Inaccurate*2  5- Accurate 
46 2011/4/1 19:49 Akita Pref. 5.0  5+  5- Accurate  5- Accurate 
47 2011/4/3 16:38 Off Fukushima Pref. 5.4  4  5+ Inaccurate*2  4  (No warning) 
48 2011/4/4 18:29 Off Fukushima Pref. 4.0  2  5+ False*2  3  (No warning) 
49 2011/4/7 23:33 Off Miyagi Pref. 7.2  6+  6- Accurate  6- Accurate 
50 2011/4/11 17:16 Fukushima Pref. 7.0  6-  6+ Accurate  7  Accurate 
51  17:26 Fukushima Pref. 5.4  5-  5- Accurate  5+ Accurate 
52  18:05 Fukushima Pref. 5.1  4  5- Accurate  5- Accurate 
53  20:42 Off Fukushima Pref. 5.9  5-  6- Accurate  4  (No warning) 
54 2011/4/12 
8:08 E off Chiba Pref. 6.4  5- 
 7 Inaccurate*2  
5- Accurate 
55   5- Inaccurate*2  
56  10:23 Chiba Pref. 4.2  2  5+ False*2  2  (No warning) 
57  12:20 E off Chiba Pref. 3.8  2  5- False*2  - (No warning) 
58  14:07 Fukushima Pref. 6.4  6-  6- Accurate  6+ Accurate 
59  16:14 Nagano Pref. 3.1  2  6- False*3  4  (No warning) 
60 2011/4/13 10:07 Fukushima Pref. 5.7  5-  6+ Inaccurate*2  5- Accurate 
61 2011/4/14 6:43 Fukushima Pref. 4.1  3  6- False*2  3  (No warning) 
62  12:08 Fukushima Pref. 5.4  4  5- Accurate  4  (No warning) 
63  20:24 Fukushima Pref. 4.4  3  6- Inaccurate*2  5- Inaccurate*3 
64  21:24 Fukushima Pref. 3.9  3  5- Accurate  4  (No warning) 
65 2011/4/15 23:34 Off Iwate Pref. 5.0  3  6+ False*2  3  (No warning) 
66 2011/4/16 11:19 Ibaraki Pref. 5.9  5+  5- Accurate  6+ Accurate 
67 2011/4/19 4:14 Akita Pref. 4.9  5-  5- Inaccurate*3  6- Inaccurate*3 
68  6:33 Ibaraki Pref. 4.8  3  5- Inaccurate*3  3  (No warning) 
69 2011/4/21 22:37 Chiba Pref. 6.0  5-  5- Accurate  5- Accurate 
70 2011/4/24 20:50 Fukushima Pref. 3.1  3  6- Inaccurate*2  4  (No warning) 
71 2011/4/30 2:04 E off Chiba Pref. 4.7  3  6+ False*2  4  (No warning) 
72 2013/8/8 16:56 Wakayama Pref. 2.3  0   7 False*3   - (No warning) 
*1 Observation Blackout 
*2 Simultaneous Occurrence 
*3 The other 
*4 Two events make three warnings 
*5 Underestimate 






Chapter 3 PF method: Hypocenter determination in swarms for JMA unified 
catalog 
 
3.1 Operation of the JMA unified catalog and its problem after the 2011 Tohoku Earthquake 
 
A high-quality earthquake catalog, consistently compiled over a wide spatiotemporal range, is an important 
research tool to analyze the history of seismicity, understand earthquake mechanisms, and elucidate the underground 
structure of seismogenic zones. The Japan Meteorological Agency (JMA) has recorded earthquake data in Japan for 
over 100 years [e.g., Schorlemmer et al., 2018]. In October 1997, after the 1995 Kobe earthquake, the JMA started 
to produce a consistent catalog of seismic events (the JMA unified catalog) in cooperation with the Ministry of 
Education, Culture, Sports, Science and Technology (MEXT), by using seismic waveforms recorded by the JMA, 
the National Research Institute for Earth Science and Disaster Resilience (NIED), universities, and other institutes. 
The JMA unified catalog is published and routinely updated on the web [JMA, 2018] and is widely used for research, 
promotion of disaster prevention activities, and other purposes. 
The 2011 Mw 9.0 Tohoku earthquake produced an enormous number of aftershocks and induced earthquakes in 
and around Japan. Because all hypocenters required a visual check before being added to the catalog, publication 
of the catalog was considerably delayed. To cope with this situation, the catalog was limited to events within the 
Tohoku region of M ≥ 2 (JMA magnitude) for inland locations and M ≥ 3 for offshore areas. Nevertheless, it took 
over two years to determine over 250,000 hypocenters that occurred during 2011. In addition, the number of monthly 
events in the JMA unified catalog doubled after 2000 with the deployment of Hi-net observation stations by NIED 
from 2000 to 2002 (Okada et al. 2004). The number of detected earthquakes will further increase with the 
deployment of seafloor seismic observation stations such as those in DONET1 and DONET2, developed by the 
Japan Agency for Marine-Earth Science and Technology (JAMSTEC) and operated by NIED, and S-net, developed 
and operated by NIED. In order to process such a large number of hypocenters quickly, it is necessary to automate 
the detection and hypocenter determination. 
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Various kinds of automated processing methods of detection and hypocenter determination have been developed 
[Yokota et al., 1981; Urabe and Tsukada, 1992; Horiuchi et al., 1999]. Many of these methods consist of (1) trigger 
detection using waveforms at each observation station, (2) event detection by multiple observation station, (3) 
automatic phase picking and hypocenter determination. In the JMA, earthquake detection and hypocenter 
determination are performed automatically from the seismic waveform data by the Regional Earthquake Data Center 
system (REDC) [Kiyomoto et al., 2013] as mentioned in Chapter 1. 
Here we will focus on the conventional Group Trigger method (GT method), previously used for the JMA unified 
catalog since its beginning in October 1997, and describe its problems. 
Fig 3.1 (a) presents flow diagrams for the GT methods. In the GT method, the ratio of the long-term average 
(LTA) and short-term average (STA) amplitude, STA/LTA [e.g., Allen, 1978], is calculated for seismic waveforms 
at each observation station, and when the ratio exceeds a threshold value, the observation station is regarded as 
triggered. When a certain number of stations are triggered within a certain time range within a predefined group of 
stations (for example, four or more stations are triggered within 120 s), it is defined as an event detection. At this 
point, the trigger time at each station is taken as the P-phase arrival time and a hypocenter is calculated from the P-
phases (first round hypocenter calculation). On the basis of the theoretical travel times from this initial hypocenter 
estimation, P- and S-wave arrivals are automatically picked again and a revised hypocenter is calculated from the 
P- and S-phases (second round hypocenter calculation). Phase-picking is repeated, based on travel times from 
successively revised hypocenters, until the hypocenters converge to a stable location. An advantage of the GT 
method is that it is possible to exclude local noise that affects a single station. Also, even when the hypocenter does 
not converge, an event detection can alert the operators to perform a visual inspection and correctly determine the 
hypocenter. 
Because the GT method assumes that noise rarely occurs at the same time as earthquakes, it can ignore isolated 
local noise. However, when an earthquake and noise coincide, or when two or more earthquakes occur 
simultaneously, the method leads to incorrect locations in the first-round hypocenter calculation. Also, when many 
earthquakes occur, such as during aftershocks and swarms, the LTA value is high, so the detection capability of the 
method is degraded. Consequently, after large earthquakes, the GT method failed to detect some events and 
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operators were required to check continuous seismic waveforms visually. 
As a method for detecting events appropriately in case of noise and phases of multiple earthquakes, a method 
applying pattern recognition [Tsukada and Ohtake, 2001], a not-yet-arrived data method [Horiuchi et al., 2005], a 
method applying particle filter [Liu and Yamada, 2014] have been proposed. In each of these methods, features are 
extracted from seismic waveforms at each observation station, and hypocenter location that can best explain features 
of each observation station are searched inductively like a grid search. These features vary depending on the point 
of view of the method, for example, Tsukada and Ohtake (2001) uses binarized trigger (on / off) by setting a 
threshold value in STA / LTA, or Liu and Yamada (2014) uses amplitude information. Both methods showed that 
event detection can be improved compared with the group trigger method by using the information of the non-
triggered station, in addition to the information of the observation station where the seismic wave arrived. 
However, features such as non-trigger and maximum amplitude may fail to detect the trigger and the amplitude 
may be hidden by the amplitude of other earthquakes when the magnitude of the earthquake is small or many 
earthquakes occur. For this reason, it is not always sufficient to determine the hypocenters using only those features 
individually. Also, as described above, it is difficult to distinguish abnormal values (outliers) only by the time 
information when abnormal values are mixed in the features such as the P-phase and the S-phase arrival time used 
in the conventional hypocenter calculation. In order to compensate for the disadvantages of each feature and to take 
advantage of merit, it is important to treat features integrally, not individually. 
As one method of integrally handling different features using Bayesian estimation (Integrated Particle Filter 
method: IPF method) as mentioned in Chapter 2. The IPF method integrates features such as non-trigger and 
maximum amplitude in addition to the trigger time. Therefore, in this Chapter, using the idea of this Bayesian 
estimation method, we integrate features such as P-phase and S-phase arrival time and maximum amplitude for the 
automated process of the JMA unified catalog (Phase combination Forward search method: PF method), which can 











3.2.1 Feature extraction 
 
The Phase combination Forward search (PF) method has two main processes (Fig 3.1): a feature extraction 
process from continuous seismic waveform data, and a forward search process to determine an optimal hypocenter 
location and magnitude from the extracted features. 
The feature extraction process picks phase arrivals (P- and S-wave arrival times) and amplitudes from continuous 

































(1) Apply a band-pass filter 
The waveform comprises data from three-component velocity sensors, recorded at a sampling rate of 100 Hz. All 
seismograms are band-pass filtered (5–10 Hz) to reduce noise from tidal or distant events. 
 
(2) Calculate the variance ratio and characteristic function ratio 
We read phases from the filtered seismograms on the basis of a variance ratio and a characteristic function ratio 
(Allen 1978). The variance ratio 𝛥𝛥𝜎𝜎 is defined as 
 
𝛥𝛥𝜎𝜎(𝛥𝛥) = � �𝑥𝑥𝑖𝑖 − ?̅?𝑥(𝛥𝛥)�2𝑡𝑡+𝑁𝑁−1
𝑖𝑖=𝑡𝑡




where 𝛥𝛥𝜎𝜎(𝛥𝛥) is the variance ratio at time t, 𝑥𝑥𝑖𝑖 is the filtered wave data at time i, ?̅?𝑥(𝛥𝛥) is the average of wave data 
at time t (= ∑ 𝑥𝑥𝑖𝑖𝑡𝑡+𝑁𝑁−1𝑖𝑖=𝑡𝑡 𝑁𝑁⁄ ), and N is the length of the data, that is, N = 100. The characteristic function ratio rcf is 
defined as 
 





𝐹𝐹(𝑖𝑖) = 𝑥𝑥𝑖𝑖2 + 𝐶𝐶(𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑖𝑖−1)2, (3.3) 
 
where C is a constant, that is, C = 100. As these ratios are expected to have maximum values near P or S arrival 
times, we regard maximum values of these two ratios as phase candidates when they exceed a preset threshold. Note 
that we do not use STA/LTA ratios to determine a trigger: it is difficult to detect phases during periods of aftershocks 
or swarms because LTA is high. 
 
(3) Read phases 
Candidate phases are picked with the autoregressive (AR) Akaike Information Criterion (AIC) method [Yokota et 
al., 1981] by using the maxima in the variance ratio and characteristic function ratio, obtained above, as initial 
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arrival estimates. In the AR-AIC method, periods of a few seconds before and after each estimated arrival are treated 
as stationary noise and signal, respectively, and modeled as an AR process. The time series of the AIC value is 
expected to minimize at the phase arrival time. P-phase candidates are read independently in the up-down 
component waveform, and S-phase candidates are read independently in the two horizontal component waveforms. 
 
(4) Discriminate P- and S-phases 
Because steps (2) and (3) identify P- and S-phase candidates independently, P- and S-phases can be read at almost 
the same time (for example within 1 s of each other). We discriminate P- and S-phases from the ratio of the horizontal 








2 + 𝑑𝑑𝑡𝑡2� , (3.5) 
 
where 𝑙𝑙𝑡𝑡, 𝑑𝑑𝑡𝑡, and 𝑢𝑢𝑡𝑡 are the north-south, east-west, and up-down components, respectively, and t = 0 is the arrival 
time of the phase candidate. We take the largest value among the five data points nearest to the arrival time. If 
𝑣𝑣 ℎ⁄ > 2.0, we adopt the P-phase candidate and delete the S-phase candidate, and if 𝑣𝑣 ℎ⁄ < 0.5, we adopt the S-
phase candidate and delete the P-phase candidate. In all other cases, 0.5 ≤ 𝑣𝑣 ℎ⁄ ≤ 2.0, it is hard to distinguish P- 
and S-phases, so neither candidate is deleted in this step. 
 
(5) Check duplicate candidates 
We check the duplicate phase candidates read by the variance ratio, the characteristic function ratio, and the AR-
AIC method. If the arrival times of these candidates are less than 1 s apart, the candidate read by AR-AIC is 
prioritized and other candidates are deleted. Similarly, the arrival times of candidates read by the characteristic 
function ratio are prioritized over the variance ratio. If the arrival times of these candidates are more than 1 s apart, 
both candidates are used in the next step. 
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Finally, we read the maximum amplitude during the 5 s period after the P- and S-phase arrival times in the raw 
waveform data without band-pass filtering. The output of this process, consisting of the arrival time, the phase type 
(P or S), and the maximum amplitude, is entered into the hypocenter determination process. 
 
 
3.2.2 Phase combination search 
 
The hypocenter determination process searches for the optimal combination of phase candidates (P- and S-arrival 




























(1) Judge group trigger 
The P-phase candidate with the earliest arrival time is used as a reference, called the key phase. We extract the 
10 stations nearest to the station that recorded the key phase and calculate the time difference between their P arrivals 
and the key phase. If three or more stations record P arrivals compatible with the key phase, as calculated from 
theoretical travel times, an event is considered as detected and step (2) is performed. 
 
(2) Initialize 
When an event is detected in step (1), the hypocenter determination process is started. In the initialization of this 
process, “assumed hypocenters” θ = {latitude, longitude, depth} are plotted at random, subject to a prior probability 
distribution 𝑃𝑃(𝜃𝜃). We draw m number of assumed hypocenters (m = 1000). Specifically, the assumed hypocenters 
are randomly drawn within 2° of the key phase station in a uniform distribution, and m hypocenters are resampled 
with replacement according to a prior probability distribution 𝑃𝑃(𝜃𝜃), defined as the sum of probability distributions 
for past seismicity and for geographic areas divided into Voronoi cells. 𝑃𝑃(𝜃𝜃) is same as equations (2.4), (2.5), and 
(2.6) described in Chapter 2. 
 
(3) Calculate likelihood 
We calculate a likelihood 𝐿𝐿(𝐃𝐃|𝜃𝜃) for each assumed hypocenter drawn in step (2). D is the set of phase candidate 
data read in the feature extraction process. We use phase candidates at the 20 stations nearest the key station in the 
time range –30 s ≤ t ≤ 60 s, where t = 0 is the arrival time of the key phase. Because the location of the assumed 
hypocenter is known by assumption, we can estimate the assumed origin time at its location by subtracting the 
theoretical travel time of the P-wave to the key station from the assumed hypocenter. We then search phase 
candidates within ±1.5 s for theoretical P-wave arrival times and ±3.0 s for theoretical S-wave arrival times. A 
likelihood function is defined using P- and S-wave arrival times and the maximum amplitudes of the phase 
candidates: 




where 𝐿𝐿𝑡𝑡(𝐃𝐃|𝜃𝜃) is the likelihood of the arrival time and 𝐿𝐿𝑀𝑀(𝐃𝐃|𝜃𝜃) is the likelihood of the maximum amplitude. 
First, we define the elements of the likelihood function for each observed value. A likelihood function of the 
difference between each observed value and the theoretical value at assumed hypocenter θ can be approximated by 
a Gaussian distribution. Using x for the observed value, μ for the theoretical value, and σ for its standard error, the 
Gaussian distribution 𝑖𝑖(𝑥𝑥|𝜇𝜇,𝜎𝜎) is:  
 
𝑖𝑖(𝑥𝑥|𝜇𝜇,𝜎𝜎) = 1
√2𝜋𝜋𝜎𝜎 exp �− (𝑥𝑥 − 𝜇𝜇)22𝜎𝜎2 � .  (3.7) 
 
However, abnormal values such as noise and phases triggered by other events may significantly lower the likelihood. 
To acknowledge this effect, the modified likelihood function and the lower limit (𝑔𝑔0) are defined for abnormal 
values as: 
 
𝑔𝑔(𝑥𝑥|𝜇𝜇,𝜎𝜎, 𝑘𝑘𝑖𝑖) = �1 − 𝑔𝑔0(𝑘𝑘𝑖𝑖)� exp�− (𝑥𝑥 − 𝜇𝜇)22𝜎𝜎2 � + 𝑔𝑔0(𝑘𝑘𝑖𝑖), (3.8) 
𝑔𝑔0(𝑘𝑘𝑖𝑖) = 1 − 12 exp�− (𝑘𝑘𝑖𝑖 − 1)22𝑐𝑐2 � , (3.9) 
 
where 𝑘𝑘𝑖𝑖 indicates the position of station i in order of epicentral distance from the assumed hypocenter. To reduce 
the influence of distant stations, the lower limit value (𝑔𝑔0) is defined to increase with distance from the epicenter 
according to parameter c, set at 10. 
The likelihood function of the arrival time 𝐿𝐿𝑡𝑡(𝐃𝐃|𝜃𝜃) is defined as: 
 




where 𝑇𝑇𝑃𝑃𝑖𝑖  and 𝑇𝑇𝑆𝑆𝑖𝑖 are the observed P- and S-wave arrival times and 𝑇𝑇𝑃𝑃𝑐𝑐𝑎𝑎𝑐𝑐𝑖𝑖  and 𝑇𝑇𝑆𝑆𝑐𝑐𝑎𝑎𝑐𝑐𝑖𝑖  are the theoretical P- and S-
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wave arrival times at station i, respectively; 𝜎𝜎𝑃𝑃 and 𝜎𝜎𝑆𝑆 are the standard errors of the P- and S-phases (𝜎𝜎𝑃𝑃 = 0.3 
and 𝜎𝜎𝑆𝑆 = 0.6 ); and N is the number of stations. If there is no observed arrival time at station i, we define 
𝑔𝑔(𝑥𝑥|𝜇𝜇,𝜎𝜎, 𝑘𝑘𝑖𝑖) = 𝑔𝑔0(𝑘𝑘𝑖𝑖). The origin time of the assumed hypocenter is the weighted average value of the P-wave 
arrival time minus the P-wave travel time at each station. The weighted value was defined by Ueno et al. (2002). 
The likelihood function of the maximum amplitude 𝐿𝐿𝑀𝑀(𝐃𝐃|𝜃𝜃) is defined as: 
 




where 𝑀𝑀𝑃𝑃𝑖𝑖  and 𝑀𝑀𝑆𝑆𝑖𝑖  are the magnitudes calculated from the maximum amplitude within 5 s of the arrival of the P- 
or S-phases, respectively, 𝜎𝜎𝑀𝑀 is the standard error of the magnitude (𝜎𝜎𝑀𝑀 = 0.4), and 𝑀𝑀�  is the average of 𝑀𝑀𝑃𝑃𝑖𝑖 . The 
magnitude is obtained from the up-down component of the velocity amplitude (Funasaki et al. 2004). We use the P-
wave magnitude for the average magnitude because a relatively large earthquake that occurs after a small earthquake 
contaminates the amplitude. 
 
(4) Resampling 
After obtaining the likelihood of each assumed hypocenter in step (3), we normalize the likelihood: 
 
𝑒𝑒(𝑗𝑗) = 𝐿𝐿�𝐃𝐃|𝜃𝜃(𝑗𝑗)�
∑ 𝐿𝐿(𝐃𝐃|𝜃𝜃(𝑗𝑗))𝑚𝑚𝑗𝑗=1 , (3.12) 
 
where 𝑒𝑒(𝑗𝑗) is the weight, 𝜃𝜃(𝑗𝑗) is the assumed hypocenter from sample j, and m is the number of assumed 
hypocenters (that is, m = 1000). Taking this weight distribution as a posterior probability distribution, we resample 
with replacement from this posterior. To avoid a local convergence, we add a slight random perturbation to the 
resampled hypocenters within a standard deviation of 0.1° for the horizontal range and 10 km for the depth range. 
In the next generation, steps (3) and (4) are repeated using these assumed hypocenters, a procedure generally known 




(5) Judge convergence 
As steps (3) and (4) are repeated, the assumed hypocenters are expected to gradually approach the true hypocenter, 
which corresponds to the maximum likelihood. Once the assumed hypocenter with the maximum likelihood does 
not change after three successive iterations, the hypocenter is considered converged. In most cases, convergence is 
reached in about five iterations, but sometimes more than 15 are required. 
 
(6) Evaluation 
Finally, we empirically evaluate the hypocenter’s accuracy. If any one of the following criteria is met, the 
hypocenter is rejected: 
• The total number of P- and S-phases from the 20 nearest stations to the hypocenter is less than 5. 
• No P-phase is recorded from the 20 stations nearest the hypocenter. 
• Fewer than 10 P-phases are recorded and fewer than 2 of the 20 stations nearest the hypocenter record both 
a P- and an S-phase. 
• The root mean square of the residual of the P-phases is larger than 2σP. 
• The root mean square of the residual of the S-phases is larger than 2σS. 
• The horizontal error is larger than 10′ (0.167°). 
• The origin time error is larger than 2 s. 
 
After this step, the system returns to step (1) and awaits the next P-wave phase candidate. So as not to process 
the same earthquake again, phase candidates near the theoretical arrival time of previously processed hypocenters 
are ignored. In addition, recalculation is performed by the hypocenter calculation program HYPOON (Hamada et 







3.3.1 Application to the seismic activity around Japan 
 
We applied this method to 1425 stations with velocity seismometer installed nationwide. The time spans 24 hours 
from 18:00, September 3, 2011 to 18:00, September 4, 2011. The station distribution is shown in Fig 3.3 (a). 
Fig 3.3 (b) shows the epicentral distribution of the JMA unified catalog. Figs 3.3 (c), (d) show the epicentral 
distribution of the automatic hypocenter determined by this method. Fig 3.3 (c) shows the distribution of 
successfully determined hypocenters, and (d) shows the distribution of false detections. The automatically 
determined hypocenters were defined as ‘successfully’ if the origin time difference was within 5 s and the latitude 
and longitude differences were within 0.5° from the JMA unified earthquake (as a reference). Also, in case that it 
was not listed in the JMA unified catalog, the waveform was visually checked whether false detection or not. Fig 
3.3 shows the number of successful automatic determination (N=1239) is more than twice the JMA unified catalog 
(N=596), and there is no difference in the seismic activity distribution in both epicentral distribution. 
Fig 3.4 shows the comparison of Probability of Detection (POD) and False Alarm Rate (FAR) by magnitude. 
Here, POD is the ratio of the number of successful determinations of automatic hypocenters among the number of 
the JMA unified catalog. The miss rate is 1 - POD. Also, the FAR is the ratio of the number of false determinations 
of automatic hypocenters among the number of automatic hypocenters. For shallow inland earthquakes (≤ 30 km), 
the POD is almost 100% (M ≥ 1). For offshore areas ore deep earthquakes, the POD is approximately 80% (M ≥ 1). 
In addition, we compared this method with the conventional method (Group trigger method). The distribution of 
POD (M ≥ 1) of the conventional method has deteriorated to 40% in the inland area of Tohoku region where seismic 
activity is very active. In contrast, this method could determine almost 100% including coastal areas of the Tohoku 
region as shown in Fig 3.5. 
Furthermore, in the Pacific coast of Tohoku and Kanto regions, we were able to identify many earthquakes that 
were not listed in the JMA unified catalog. In the aftershock area of the 2011 Tohoku earthquake, the threshold 
magnitude was set to M ≥ 2 for inland and for M ≥ 3 offshore areas. It is the reason why 751 earthquakes could be 
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determined only by this automatic determination method. One of examples that not listed in the JMA unified 
catalog shows in Fig 3.6. 
For the matched earthquakes, which means determined by both the JMA unified catalog and the automatic 
determined hypocenters, the residuals from the JMA unified catalog are shown in Fig 3.7. The average value of the 
residuals for the horizontal distance and the depth is 0.5 km or less, and there is no systematic bias. The standard 
deviation is also 3 – 4 km for the horizontal distance and approximately 6 km for depth. It is within the range of the 
hypocentral error considering that stations are installed at intervals of about 20 km. For the magnitude comparison, 
we also see a tendency to underestimate magnitudes for M ≥ 4. It is because velocity magnitude was saturated; in 
the JMA unified catalog, JMA uses displacement magnitude for M ≥ 4 to avoid this situation. For small earthquakes 
(M < 4), we have no systematic bias. 
On the other hand, Fig 3.8 shows examples of false determination. In the example in Fig 3.8 (a), we separated 
the M4.7 earthquake that occurred at the 89 km depth in the eastern part of Saitama Prefecture into two or more, 
and determined one of the epicenters at off Urakawa. Thus, when a large earthquake occurs, a lot of phases were 
detected nationwide, and the difference between the theoretical and observed travel time increases at stations away 
from the epicenter, so it makes false detection as a plurality of events. In order to eliminate such erroneous detection, 
it is conceivable to make output criteria for event detection and accuracy evaluation at 3.2.2 (f) severe, but it is 
necessary to consider with the balance between the POD and the FAR. Reducing the FAR while maintaining the 
POD is a future task. In addition, as shown in Fig 3.8 (b), when earthquakes of approximately the same magnitude 
occur continuously, it is impossible to properly separate the hypocenters at the arrival time and the maximum 
amplitude. Sometimes the P- and the S-phase of the following earthquake are mixed so that the epicenter is 
determined at the false location, which is also a future subject to be solved. 
It should be noted that the processing time of this method is about 4 hours for 24 hours and 1,400 stations’ 
waveforms by using parallel processing of 12 threads using OpenMP, which is a simple parallel processing 
(Environment, CPU : Xeon 2.26 Hz, OS: Linux 2.6.32, Memory: 32 GB, Compiler: gcc ver. 4.4.7). Although it 
varies depending on the occurrence situation of the earthquake, it corresponds to being able to perform in about two 






Figure 3.3 Station distribution and hypocentral distribution around Japan during 24 hours from 18:00 on September 
3, 2011.  
(a) Station distribution. Red dots indicate stations. (b) Manually checked hypocenters, (c) successful determination 








Figure 3.4 Comparison of numbers of manual hypocenters and automatic hypocenters in each magnitude range.  
(a) Inland and shallow events (depth≦30km), (b) others such as offshore or deep events. (POD: probability of 























POD = MS/(MM+MS) FAR = NF/(MS+NS+NF)
Manual & automatic misdetermination (MM)
Manual & automatic successful determination (MS)
Manually missed & automatic successful determination (NS)





Figure 3.5 Probability of detection (POD) distribution (M≧1.0) in a grid of 1×1 degree of (a) PF method, and (b) 












Figure 3.7 Distribution of residuals between manual and automatic determined hypocenters.  
(a) Horizontal residual distribution. Histogram shows the number of residuals per 1 km. (b) Depth residual 
distribution. Mean and error bar averaged every 10 km. (c) Magnitude residual distribution. Mean and error bar 


























Figure 3.8 Examples of false determination.  
(a) An earthquake occurred at Eastern Saitama Prefecture (89km depth, M4.7), but the PF method made a false 






Figure 3.8 Examples of false determination (continued).  
(b) False determination of multiple earthquakes off Fukushima Prefecture (M1.5, Event 1) and off Miyagi Prefecture 
(M undefined, Event 2). Each seismogram shows band-pass-filtered (5–10 Hz) UD-component. 
 
  





3.3.2 Application to the aftershock activity in northern Nagano Prefecture on November 22, 2014 
 
We show the results of applying this method retrospectively to aftershock activity of M6.7 (maximum seismic 
intensity: 6-lower) in the northern part of Nagano Prefecture on November 22, 2014. The data period was 24 hours 
from 22:00 on November 22, 2014 to 22:00 on November 23, 2014. In the conventional method (Group trigger 
method) can determined only one event automatically (red arrow in Fig 3.9) in the 10 minute-period in which 
aftershocks frequently occurred. In contrast, this method could determine 10 hypocenters automatically. 
Approximately 24 hours after the mainshock, the conventional method could determine 251 events automatically 
determined, but this method was able to determine 1705 events, which is about 7 times. The JMA unified catalog 
lists 919 events in the same period, and it took several days for the manual inspection. Fig 3.10 (a, b) shows 
epicentral distribution maps of the JMA unified catalog and automatically determined hypocenters by this method, 
respectively. The standard deviation of the residual of the JMA unified catalog and the automatically determined 
hypocenters is 1 – 2 km for the horizontal distance and 2 km for the depth. Therefore, the automatically determined 
hypocenters can contribute us to grasp the seismic activity in real time and properly. Also, you can see the east-
down slope, you can grasp the characteristics of the seismic activity almost the same as the JMA unified catalog. 
Furthermore, as shown in Fig 3.10 (c), a heat map (by counting and plotting the number of automatic hypocenters 
within 1 km of the hypocentral distance of each automatic hypocenters) help us to understand that there are two 
active sub-clusters in the northern part of the aftershock area. The east down slope in the sub-cluster in the north is 
more clearly visible, and grasp in real time (after a few minutes) from the automatic hypocenters without visual 






Figure 3.9 Plot of seismograms in the case of aftershocks in northern Nagano Prefecture during a 10 minute-period.  
P- and S- wave arrival times picked by PF method are shown by yellow and red bars, respectively. The conventional 





Figure 3.10 Hypocentral distribution of the earthquakes (M>0.5) in northern Nagano Prefecture for the period of 
24 hours after the main shock on November 22, 2014 (M6.8).  
(a) Manual hypocenters, (b) automatic hypocenters detected by PF method, and (c) frequency distribution of 
automatic hypocenters detected by PF method. Frequency distribution shows a number of hypocenters within a 







In this chapter, we developed the PF method to estimate hypocenters automatically for the JMA unified catalog. 
The PF method makes integrated use of P- and S-wave arrival times and maximum amplitude. We applied the PF 
method to earthquakes in the vicinity of Japan. The probability of detection (POD) compared with the JMA unified 
catalog is almost 100% (M ≥ 1.0) at inland and shallow areas. At offshore or deep areas, it is about 80% (M ≥ 1.0). 
We also applied the PF method to the aftershock activity in northern Nagano Prefecture on November 22, 2014. In 
this case, this method can detect more than 1,700 events in 24 hours, although the conventional system could detect 





Chapter 4 Evaluation and application to real-time monitoring of automatic 
processed hypocenters 
 
4.1 Application the PF method to the JMA unified catalog and its processing pipeline 
 
The PF method can detect simultaneously occurring earthquakes by using a Bayesian estimation approach as 
described in Chapter 3. In this Chapter, we describe the application to the JMA unified catalog. After the 2011 Mw 
9.0 Tohoku earthquake, to aid prompt processing of large amounts of data from these high-sensitivity seismic 
networks, the Earthquake Research Committee (ERC) of the Headquarters for Earthquake Research Promotion of 
Japan established three policies: (1) maintaining the present detection limits of the catalog, (2) cataloging all 
detected earthquakes, and (3) categorizing events based on a quality control procedure (ERC 2014). Based on these 
policies, in April 2016 the JMA adopted the Phase combination Forward search method (PF method) for automatic 
hypocenter determination to streamline production of the JMA unified catalog.  
Automatically processed hypocenters are added to the JMA unified catalog after quality control by visual 
inspection and the assignment of a status flag to each event that characterizes its magnitude and accuracy. The 
procedure for large events did not change in April 2016; that is, all events greater than the threshold magnitude 
(such as Mth = 1.7 in shallow inland areas and increasing to Mth = 3.5 with distance from land; see also JMA 2018 
in detail) are visually inspected before adding to the catalog. For events smaller than the threshold magnitude, the 
automatically estimated hypocenter is cataloged when the inspector finds that it was properly determined. 
Hypocenters that are not properly determined can still be cataloged after a simple review. With this change in 
procedure, the magnitude limitation in the Tohoku earthquake aftershock area was canceled at the end of March 
2016. 
Enough time has elapsed since the change in the catalog procedure to evaluate whether the new procedure caused 
a systematic bias in the quality of the JMA unified catalog. This evaluation, reported in this chapter, is important to 
ensure the continued reliability of the JMA unified catalog for seismic research. In addition, it is important to 
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evaluate the use of initial hypocenter determinations (before visual inspection) for real-time monitoring of seismic 
activity, especially for the abundant aftershocks of large events. In this chapter, we use the M 7.3 Kumamoto 
earthquake sequence between April and May 2016. 
Fig 4.1 shows the detailed workflow of earthquake identifications, and the flags assigned to each event by the 
operator are summarized in Table 1. For further details, refer to the online publication of the JMA unified catalog 
[JMA, 2018]. For automatically detected events that are larger than the threshold magnitude, the operator inspects 
the phases and does a full conventional hypocenter calculation (“fully reviewed hypocenter”) and assigns it a quality 
flag of “K” or “S” for high or low accuracy, respectively. For events that are smaller than the threshold magnitude 
and for which the automatically processed phases appear valid, the automatically processed hypocenter is cataloged 
without modification (“automatically processed hypocenter”) and the operator assigns it a flag of “A” or “a” for 
high or low accuracy, respectively. If the determination is not good, the operator inspects and corrects the appropriate 
phases and then calculates the hypocenter (“simply reviewed hypocenter”). Small events are then assigned a flag of 
“k” or “s” for high or low accuracy, respectively, and large events are fully reviewed as previously described. In this 
way, all hypocenters are classified on the basis of the detection method and their accuracy while the capability of 
conventional hypocenter detection is preserved. Because the PF method is relatively deficient in detecting slow 
earthquakes and in determining hypocenters in island areas such as the Okinawa region, both the GT and PF methods 







Figure 4.1 Production pipeline of the JMA unified catalog.  
(a) Conventional flow (before April 2016) and (b) current flow (after April 2016). “Auto” means the automatically 
processed hypocenter. The flow from “Event list” to “Simple review” indicates the Group Trigger (GT) event 
without automatically processed hypocenter. 
 
 
Table 4.1 Hypocenter flags. 
Flag Determination method Accuracy 
K Fully reviewed High 
S Fully reviewed Low 
k Simply reviewed High 
s Simply reviewed Low 
A Automatically processed High 
a Automatically processed Low 
 
 
4.2 Evaluation of automatically processed hypocenters 
 
The monthly number of detected hypocenters nearly doubled after the PF method was introduced (Fig 1.3). 
Although aftershocks of the 2016 Kumamoto earthquake immediately after the change took place in April 2016 
Automatic process














(in the aftershock area 

















boosted the number of detected hypocenters, the increase persisted through the end of our analytical period in 
December 2017. 
To confirm that the PF method improves detection of seismic events, we performed a detailed analysis of the 
JMA unified catalog in terms of completeness magnitude Mc, the event magnitude above which all events are 
reliably detected, using the Entire-Magnitude-Range (EMR) method proposed by Woessner and Wiemer (2005) and 
coded by Mignan and Woessner (2012). In a Monte Carlo approximation of the bootstrap method, we calculated the 
mean value of Mc from 200 trials, each of which resampled the catalog by picking at least 50 hypocenters at depths 
≤ 50 km, in 1.0° × 1.0° grid cells overlapping by 0.5°. Fig 4.2 (a) shows maps of Mc values before and after the 
procedure changed in April 2016. Mc became lower in a few places, particularly in coastal areas near the Tohoku 
earthquake rupture zone, but remained largely unchanged elsewhere. Fig 4.2 (b) compares the year-long period 
before March 2011 with the 21-month period after April 2016 in an effort to avoid the influence of the March 2011 
Tohoku earthquake. It shows that Mc was slightly higher than it was before the earthquake in and near the rupture 
area, but slightly lower elsewhere. That was because the seismicity was still high in and near the rupture area (Fig 
4.3). 
An analysis of automatically processed hypocenters in the JMA unified catalog from April 2016 to December 
2017 (Fig 4.4) shows that 63.7% of the events added to the JMA unified catalog had automatically processed 
hypocenters (58.5% for flag “A”, 5.2% for flag “a”). Among smaller events (M < Mth), 73.2% had automatically 
processed hypocenters without modification (67.3% for flag “A”, 5.9% for flag “a”), signifying a great improvement 
in the efficiency of the JMA unified catalog procedure. Because all hypocenters with M ≥ Mth must be fully 
reviewed, all larger events were flagged “K” or “S”. 
As a further check, we compared events between April 2016 and December 2017 that were flagged “K” (fully 
reviewed) in the JMA unified catalog and the hypocenters derived by the PF method before their visual inspection. 
For this comparison, we chose hypocenter pairs with epicenters ≤ 50 km apart and within 60 s of each other. Among 
inland and shallow earthquakes (depth ≤ 30 km), which were surrounded by a seismic observation network giving 
good azimuthal coverage, approximately 90% of automatically processed events were within 1 km of the fully 
reviewed hypocenters (Fig 4.5 and Table 4.2). Among offshore or deep earthquakes, approximately 90% of 
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automatically processed events were within 5 km of the fully reviewed hypocenters. These results show that the 
current seismic observation network, installed at an interval of about 20 km, can obtain automatically processed 
hypocenters with acceptable reliability. Likewise, there was little or no bias in the automatic magnitude 
determinations in almost all areas (Fig 4.5 (b)). The automatic hypocenters near Taiwan had relatively high 
magnitudes compared with the JMA unified catalog because data delays prevented the use of IRIS stations in the 
automatic process. Nearly all hypocenters in the Taiwan region therefore required a full review. In the same way, 
we also compared flagged “k” (simply reviewed) and the hypocenters derived by the PF method (Table 4.3). 
Standard deviations of hypocentral location and magnitude are larger than that of fully reviewed hypocenters (Table 
4.2). Also, magnitudes of automatic processing tend to be 0.1 unit greater than that of simply reviewed hypocenters 
on average. We need not elaborate on this point because the simply review is required only for inaccurate 





Figure 4.2 Distribution of completeness magnitude (Mc); depth range 0–50 km.  
(a) Comparison of the periods April 2015 to March 2016 and April 2016 to December 2017, before and after the 
introduction of the automatic process. (b) Comparison of March 2010 to February 2011 and April 2016 to December 
2017 (before and after the 2011 Tohoku earthquake). 
 
 
(a) Comparison of periods before and after the 2016 earthquake














Figure 4.3 Temporal variation of completeness magnitude (Mc).  
Panels A–D correspond to region A–D in left panel. Region A excludes events in region D. The left panel shows 
epicentral distribution (March 1, 2010 to December 31, 2017; depth range 0–50 km). The blue squares in right 
panels show Mc. The time window (90 days) to calculate Mc is shown by horizontal lines and shifted every 45 days. 
The time window is 180 days for region D before March 11, 2011. Mc is calculated by Entire-Magnitude-Range 
method. Gray circles show event magnitude. The vertical red lines show March 11, 2011 (the Mw9.0 Tohoku 






Figure 4.4 Proportion of flags in the JMA unified catalog since April 2016.  
All: full range of magnitudes, which includes events requiring full inspection; M < Mth: small events only not 
requiring full inspection. 
 
 
Figure 4.5 Residual distributions between fully reviewed hypocenters and automatically processed hypocenters.  
Distribution of (a) location and (b) magnitude residuals between fully reviewed hypocenters in the JMA unified 
catalog (flag K, depth range 0–50 km) and their associated automatically processed hypocenters (before visual 

































April 2016 to December 2017
(b) Magnitude residual




Table 4.2 Residuals between fully reviewed events (flag “K”) in the JMA unified catalog and their corresponding 
automatically processed hypocenters by the PF method.  
(a) Averages (ave.) and standard deviations (𝜎𝜎), (b) proportions of automatically processed hypocenters within 1 
and 5 km and 0.1 and 0.5 units of the fully reviewed hypocentral location and magnitude in the JMA unified catalog, 
respectively. 
a Latitude (km) Longitude (km) Depth (km) Magnitude 
 ave. σ ave. σ ave. σ ave. σ 
All events 0.21  4.31  0.10  4.03  0.13  8.57  –0.01  0.15  
Shallow inland 0.17  3.29  –0.25  3.25  –0.09  4.16  –0.02  0.15  
Deep/offshore 0.24  4.80  0.30  4.40  0.25  10.28  –0.01  0.14  
         
b Latitude Longitude Depth Magnitude 
 <1 km <5 km <1 km <5 km <1 km <5 km <0.1 unit <0.5 unit 
All events 72.6% 93.0% 67.7% 91.9% 52.6% 85.7% 84.5% 99.1% 
Shallow inland 88.8% 95.9% 88.9% 96.3% 67.2% 94.4% 85.4% 98.9% 
Deep/offshore 63.3% 91.4% 55.5% 89.4% 44.3% 80.8% 84.0% 99.2% 
 
Table 4.3 Residuals between simply reviewed events (flag “k”) in the JMA unified catalog and their corresponding 
automatically processed hypocenters by the PF method.  
(a) averages (ave.) and standard deviations (σ), (b) proportions of automatically processed hypocenters within 1 and 
5 km and 0.1 and 0.5 units of the simply reviewed hypocentral location and magnitude in the JMA unified catalog, 
respectively. 
a Latitude (km) Longitude (km) Depth (km) Magnitude 
 
ave. σ ave. σ ave. σ ave. σ 
All region 0.23  4.87  -0.03  5.16  -0.10  8.20  -0.11  0.23  
Shallow inland 0.21  4.21  -0.04  4.28  -0.63  5.36  -0.10  0.23  
Deep/offshore 0.26  5.82  -0.01  6.41  0.81  11.44  -0.11  0.21  
         
b Latitude [km] Longitude [km] Depth [km] Magnitude 
 
<1km <5km <1km <5km <1km <5km <0.1unit <0.5unit 
All region 55.7% 87.7% 53.1% 86.0% 33.6% 74.0% 61.0% 95.9% 
Shallow inland 63.0% 89.5% 62.6% 88.6% 37.6% 78.3% 61.2% 95.7% 





4.3 Application to the 2016 Kumamoto earthquake 
 
It is instructive to examine the effect of the revised process in the case of the 2016 Kumamoto earthquake, which 
occurred immediately after the PF method was incorporated. Fig 4.6 (a) shows the epicentral distribution of the 
automatically processed hypocenters. The dataset spans the period from April 14 to May 31, 2016. To single out the 
effect of the automatic process in real time, we used the provisional JMA unified catalog of June 6, 2016 as a 
reference. Because events in the JMA unified catalog must undergo a visual inspection, the number of events since 
April 14 in the provisional catalog as of June 6 was 5,084, whereas the automatic process detected 69,814 events in 
that time, of which 54,843 events had time errors within 0.2 s and horizontal errors within 0.5′. During that same 
period, the GT method detected 18,744 events of which 10,139 had time errors within 0.2 s and horizontal errors 
within 0.5′. In sum, the PF method determined about five times as many epicenters as the GT method and an order 
of magnitude more events than human reviewers could add to the catalog in the 7 weeks after the earthquake series 
began. We stressed that PF method can determine hypocenters within 3 minutes from origin time on average. 
Fig 4.6 (b) shows the spatiotemporal distribution of events, with cataloged events shown in red and automatically 
determined events in gray or black. The length of the area of seismicity, as bounded by the automatically processed 
hypocenters, expanded from 20 km immediately after the M 6.5 foreshock at 21:26 April 14 to about 35 km at 01:25 
April 16, just before the M 7.3 mainshock. This trend was also reported by Kato et al. (2016), who used the Matched 
filter technique [Gibbons and Ringdal, 2006]. This result shows that the PF method makes it possible to follow 
changes in the hypocentral distribution in real time. 
Fig 4.7 graphs the frequency-magnitude distribution of the automatically processed hypocenters and the events 
in the provisional JMA unified catalog of June 6, 2016. The two frequency curves are almost identical from M 4 to 
M 2, but the curve for the JMA unified catalog departs from the Gutenberg-Richter law below M 2 because the 
catalog did not list small events whereas automatic processing can detect events as small as M 0. 
The abundance of small events obtained in real time permits a detailed analysis of seismic activity. Here, we 
investigated the b-value distribution of the frequency-magnitude distribution, using the maximum likelihood method 
[Aki, 1965; Utsu, 1965] and estimating Mc using the EMR method [Woessner and Wiemer, 2005; Mignan and 
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Woessner, 2012]. To estimate the uncertainty of the b-value, we adopted a Monte Carlo approximation of the 
bootstrap method, calculating the mean and variance of the b-values in 200 trials using resamples (with replacement) 
from the automatically processed catalog. We calculated the b-values at points separated by 0.05º, using 100 or 
more hypocenters within 5 km. 
Before the 2016 Kumamoto earthquake sequence, the b-value along the Futagawa-Hinagu fault zone was lower 
than in other areas (Fig 4.8 (a)). Whereas the b-value along the fault zone further decreased after the M 6.5 foreshock 
on April 14, it increased after the M 7.3 mainshock on April 16. Between April 18 and May 16, the b-value along 
the Futagawa fault zone, the site of the mainshock rupture [Asano and Iwata, 2016; JMA, 2017], recovered to its 
pre-earthquake value. It remained low in the southern part of the Hinagu fault zone (Fig. 4.8 (d)), which suggests 






Figure 4.6 Hypocentral distribution of the 2016 Kumamoto earthquake sequence for events shallower than 50 km 
(21:00 April 14 to 24:00 May 31, 2018; depth range 0–50 km).  
(a) Epicentral distribution (21:00 April 14 to 24:00 May 31, 2018). (b) Spatiotemporal distribution (21:00 April 14 
to 24:00 April 17, 2018) projected onto line A–B in (a). (c) Magnitude-time diagram (21:00 April 14 to 24:00 May 
31, 2018). Red dots along the bottom indicate events whose magnitude undefined. Red, black, and gray dots indicate 
events in the JMA unified catalog (as of June 6, 2016), high-quality automatically processed hypocenters (time error 
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Figure 4.7 Frequency-magnitude distribution of events related to the 2016 Kumamoto earthquake.  
Solid symbols indicate events in the JMA unified catalog and open symbols indicate automatically processed 

























Figure 4.8 Distribution of b-values before and during the 2016 Kumamoto earthquake sequence (depth range 0–50 
km).  
(a) January 1, 2006 to April 13, 2016 (before the earthquake) from the JMA unified catalog. Automatically processed 
hypocenters (PF method) are shown for (b) April 14–15, 2016 (including M 6.5 and M 6.4 foreshocks), (c) April 
16–17, 2016 (including M 7.3 mainshock), and (d) April 18 to May 16, 2016. 
 
 
4.4 Discussion and conclusion 
 
We have shown that automatic hypocenter determination by the PF method resulted in dramatic gains in 





activity. This capability promises to contribute to future forecasts of earthquake probability, as well as rapid 
assessment of the extent of aftershock areas and changes in the extent of seismic activity. Combined with quality 
inspection by human experts, this method yields event determinations as accurate as those from conventional 
methods.  
These automatically processed hypocenters, even before quality inspection, aid analyses of aftershock activities 
immediately after large earthquakes. In fact, the JMA’s first press release, issued 2 hours after the M 6.5 foreshock 
at 23:30 April 14 (JMA 2016), relied on uninspected hypocenters for the explanation of seismic activity and its 
relation to the causative fault zone. 
This automatic process may also lend itself to forecasts of seismic activity. For example, Omi et al. (2013, 2015, 
2016) demonstrated real-time forecasts of aftershock probability by using Bayesian estimates based on the Omori-
Utsu formula and the Epidemic Type Aftershock Sequence (ETAS) model [Ogata, 1988]. Future research should 
lead to more rapid risk assessment of aftershocks and foreshocks. 
There are obvious avenues for further improvement of this automatic process. For example, hypocenter accuracy 
can benefit from high-precision hypocenter determination techniques such as the double-difference method 
[Waldhauser and Ellsworth, 2000; Yano et al., 2017] and utilization of three-dimensional velocity structures 
[Katsumata, 2015], which are growing in importance with the enhancement of ocean bottom seismometer networks 
(S-net, DONET). In addition, low-frequency earthquakes are not determined by this method. Alternative automatic 
hypocenter determination processes such as the Matched Filter technique [Gibbons and Ringdal, 2006; Shelly et al., 






Chapter 5 Characteristics of foreshock for real-time risk assessment 
 
5.1 Foreshock activities and its characteristics in previous studies 
 
Foreshocks are earthquakes that occur prior to the mainshock, which is defined as the largest-magnitude event in 
an earthquake sequence. As the case of the 2016 Kumamoto earthquake sequence mentioned in Chapter 4, the 
foreshock activity often shows significant differences compared with the ordinary seismic activity such as a 
decreased b-value [e.g., Suyehiro, 1966; Enescu and Ito, 2001; Nanjo et al., 2012; Tormann et al., 2015] and 
migration and acceleration prior to the mainshock [e.g., Kato et al., 2012; Marsan et al., 2014]. While these 
foreshock characteristics may reflect the accumulation of stress and/or the occurrence of slow slip within the 
seismogenic zone, Helmstetter et al. (2003) showed that such features may also be explained by simply using the 
ETAS statistical model of seismicity [Ogata et al., 1988] and Gutenberg–Richter law (G–R law). Thus, they may 
reflect stochastic rather than physical processes. 
Two recent large earthquakes, the 2011 M9.0 earthquake off the Pacific coast of Tohoku (Tohoku) and the 2016 
M7.3 Kumamoto earthquakes, were accompanied by M6–7 foreshock activities [e.g., Kato et al., 2012, 2016; 
Marsan and Enescu, 2012]. For the case of the 2016 Kumamoto sequence, the Japan Meteorological Agency (JMA) 
issued aftershock probabilities following the April 14 M6.5 earthquake based on the Earthquake Research 
Committee (ERC) protocol [ERC, 1998, 2016]. However, a larger earthquake, the M7.3 Kumamoto Earthquake (the 
mainshock), occurred on April 16. This case illustrates that it is impossible to determine if an earthquake is a 
foreshock before the occurrence of the mainshock. However, by statistically analyzing past foreshock sequences, 
researchers have attempted to probabilistically forecast the occurrence of a larger event, the mainshock [Jones, 1985; 
Abercrombie and Mori, 1996; Maeda, 1996; Reasenberg, 1999; Ogata and Katsura, 2012]. In many of these studies, 
relatively large magnitude thresholds were used, for example, M ≥ 4 [Ogata and Katsura, 2012], due to the 
incomplete detection of smaller events. Because the foreshock activity has a wide range of magnitudes and diverse 
patterns, it is important to detect smaller events and potentially reveal foreshock patterns over a wide magnitude 
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range (such as M0–6) to understand the foreshock characteristics. 
The publication of the JMA unified catalog started in October 1997 and the data has been archived for 
approximately 20 years. Fig 1.3 in Chapter 1 shows the number of events in the catalog from October 1997 to July 
2017. As described in Chapter 4, in April 2016, the JMA adopted the PF method to more accurately and quickly 
determine small earthquakes; thus, the number of M < 1 quakes significantly increased (Fig 1.3 in Chapter 1; see 
details in JMA, 2017). In this chapter, we report the characteristics of foreshocks and aftershocks over a wide 





Figure 5.1 The JMA unified catalog for 20 years starting in October 1997.  
(a) Epicentral distribution (October 1, 1997 to July 25, 2017, M ≥ 1). Dots indicate epicenters in the inland area 
(depth ≤30km). Stars indicate M ≥ 7 earthquakes (also shown as A, B, C, and D). Color shows depth. (b) Magnitude–











5.2 Data and Method 
 
We used the JMA unified catalog and targeted the shallow (depth ≤ 30 km) inland seismicity in Japan, which has 
a near-homogeneous completeness magnitude of approximately 1.0 (e.g., Nanjo et al. 2010). Note that we estimated 
the magnitude of completeness before determining (and discussing) the b-values of foreshocks and aftershocks to 
avoid any possible bias, as explained in detail at the end of this section. The data span over the period from October 
1, 1997 to July 25, 2017 (M ≥ 1; long-term period). We also investigated the period from April 1, 2016 to July 25, 
2017 (M ≥ 0; short-term period) to confirm the effect of the improvement of the JMA unified catalog. By effectively 
using this catalog, we can investigate the seismic activity over a wide magnitude range. 
First, we clustered the seismic activity to extract foreshocks and aftershocks from numerous hypocenters. Several 
automatic clustering methods have already been proposed [e.g., Frohlich and Davis, 1990; Ogata and Katsura, 2014], 
which are suitable for the analysis of big datasets. In this study, we used the nearest-neighbor distance method 
[Baiesi and Paczuski, 2004; Zaliapin and Ben-Zion, 2013], which can clearly and objectively distinguish the 
clustered and background earthquakes. We used a program by Kasahara (2016) for the analysis, which is faster than 
the general implementation [the calculation cost is reduced from 𝑂𝑂(𝑁𝑁2) to 𝑂𝑂�𝑁𝑁√𝑁𝑁�] and allows the method to 
be applied to large earthquake catalogs. The seismic activity was clustered by defining a new metric (called 
“distance”) between events and determined using the epicentral distance, time difference between event pairs, and 
magnitude information. The new metric was defined by the following equation: 
 
�𝜂𝜂𝑖𝑖𝑗𝑗 = 𝛥𝛥𝑖𝑖𝑗𝑗�𝛥𝛥𝑖𝑖𝑗𝑗�𝑑𝑑𝑓𝑓10−𝑏𝑏𝑚𝑚𝑖𝑖 , 𝛥𝛥𝑖𝑖𝑗𝑗 > 0,
𝜂𝜂𝑖𝑖𝑗𝑗 = ∞, 𝛥𝛥𝑖𝑖𝑗𝑗 ≤ 0. (5.1) 
 
The parameter, 𝜂𝜂𝑖𝑖𝑗𝑗, is the distance between the events, i and j; 𝛥𝛥𝑖𝑖𝑗𝑗 is the difference in the origin time (year); 𝛥𝛥𝑖𝑖𝑗𝑗 is 
the epicentral distance (km); 𝑘𝑘𝑖𝑖 is the magnitude of the parent event, i; df and b are the fractal dimensions of the 
epicentral distributions of earthquakes and b-value, respectively. By dividing the aforementioned equation into time 
and spatial components, that is, 𝑇𝑇𝑖𝑖𝑗𝑗 = 𝛥𝛥𝑖𝑖𝑗𝑗10−𝑞𝑞𝑏𝑏𝑚𝑚𝑖𝑖  and 𝑅𝑅𝑖𝑖𝑗𝑗 = �𝛥𝛥𝑖𝑖𝑗𝑗�𝑑𝑑𝑓𝑓10−(1−𝑞𝑞)𝑏𝑏𝑚𝑚𝑖𝑖 , respectively, we can also 
86 
 
describe equation (5.1) as 𝜂𝜂𝑖𝑖𝑗𝑗 = 𝑇𝑇𝑖𝑖𝑗𝑗𝑅𝑅𝑖𝑖𝑗𝑗. q is a free parameter. Each parameter was set by following Zaliapin and 
Ben-Zion (2013), that is, df = 1.6, b = 1.0, and q = 0.5. Based on this algorithm, the distance, 𝜂𝜂𝑖𝑖𝑗𝑗, was calculated 
for each event, j, and the shortest distance, 𝜂𝜂𝑖𝑖𝑗𝑗, between the parent event, i, and the child event, j, was taken as the 
nearest-neighbor distance. 
Second, based on Zaliapin and Ben-Zion (2013), we defined a threshold, 𝜂𝜂0, that distinguishes whether two 
events are strongly or weakly linked. In other words, in the case of 𝜂𝜂 < 𝜂𝜂0 , the event pair is strongly linked 
(clustered), while the event pair is weakly linked in the case of 𝜂𝜂 ≥ 𝜂𝜂0 (the events may belong to background 
seismicity). Weakly linked events are well described by a Poisson (random) process. The histogram of 𝜂𝜂 was fitted 
assuming two mixed Weibull distributions for the strongly and weakly linked seismicity (Fig 5.2 (a,b)). The 
threshold, 𝜂𝜂0, is defined as the intersection of the two fitted distributions. By sequentially linking strongly related 
pairs, we can build clusters of events. For each cluster, we defined the foreshocks, mainshock, and aftershocks in 
the same way as in conventional studies. The mainshock is defined as the earthquake of largest magnitude in each 
cluster while the foreshocks and aftershocks are earthquakes occurring before and after the mainshock, respectively. 
If there are two or more earthquakes of the same largest magnitude, the one that occurred earlier is considered to be 
the mainshock. Events with 𝜂𝜂 ≥ 𝜂𝜂0 that have no child events are referred as singles. Clusters that have a mainshock, 
foreshocks, and/or aftershocks are referred as families; that is, one “family” has two or more events in contrast to a 
“single”, which comprises one event. 
We estimated the b-values of the clusters using the maximum likelihood method [Aki, 1965; Utsu, 1965]. To 
calculate the standard error of the b-values, 𝜎𝜎𝑏𝑏, we used the equation of Shi and Bolt (1982). We determined the 
completeness magnitude, Mc, based on the “MAXC” approach, proposed by Wiemer and Wyss (2000), which 
considers the highest frequency of events in the noncumulative frequency–magnitude distribution. The magnitude 
of completeness is defined as MAXC + 0.2 according to Woessner and Wiemer (2005). When b-values for different 






Figure 5.2 Distance measure using the nearest-neighbor distance analysis.  
(a,b) Schematic view, (c,d) the short-term data, and (e,f) the long-term data. (a,c,e) Log𝜂𝜂 histogram. The gray area 
shows the frequency of log𝜂𝜂 , the blue dotted line shows the optimal solution when assuming two Weibull 
distributions, and the red line shows the sum (theoretical value) of the mixed Weibull distribution. (b,d,f) Joint 





































Fig 5.2 (c,d) shows the histogram of the nearest-neighbor distance, 𝜂𝜂, between earthquakes based on short-term 
data; the long-term data are also shown in Fig 5.2 (e,f). The histogram of both datasets shows a bimodal distribution. 
The threshold for the long-term data, log (𝜂𝜂0) = −4.2, is slightly larger than the threshold of Zaliapin and Ben-
Zion (2013) of log (𝜂𝜂0) = −5.0. This trend was also observed for the short-term data (log (𝜂𝜂0) = −4.5). We also 
experimented with other values for b and df in equation (5.1) of the short-term data but did not show significant 
variations in the results (Table 5.1). 
We extracted 58,509 clusters from the analysis of 241,946 events for the short-term data. The clusters included 
6,103 families with multiple events in a cluster and 52,406 singles, which comprise one event. 
An example of an extracted cluster for the 2016 M7.3 Kumamoto Earthquake sequence is shown in Fig 5.3. If 
the magnitude of the parent event (e.g., mainshock) is large, subsequent earthquakes that occur shortly after the 
parent event may be included in the same cluster as their parent, as child events, due to the characteristics of equation 
(5.1), although they occur at very large distances from the parent event (e.g., in Hokkaido for the Kumamoto 
mainshock). However, the events in the blue rectangle in Fig 5.3 (a) dominate the sequence over the whole period, 
that is, 98,682 events (97.2% of 101,489 events). In the period from April 14 to 18 (same time span as in Fig 5.3), 
9,868 events (94.3% of 10,465 events) are observed in the rectangle. Therefore, fewer distant events occurred 
outside the blue rectangle. Notably, 83,280 events (82.1% of 101,489 events) are hypocenters automatically 
processed by the PF method. As already shown in Chapter 4, this automatic process substantially contributes to the 
improvement of the JMA unified catalog.  
In Fig 5.4, we show the earthquake sequence associated with an M6.6 event that occurred in the central Tottori 
Prefecture on October 21, 2016, as another example of clustering. In this case, the mainshock (M6.6) occurred at 
14:07, but the foreshock activity, including a M4.2 event, started at 12:12, approximately 2 hours before the 
mainshock. The sequence comprises 26,156 events of which 19,814 (75.8%) were processed automatically. Because 
the number of foreshocks is limited (only 72 events), it is difficult to properly estimate the magnitude of the 
completeness and thus a reliable b-value in this case. 
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We reconfirmed the b-value difference between foreshocks and aftershocks for the 2016 Kumamoto Earthquake 
sequence. Since the aftershock period continues to the present, we decided to calculate the b-value of aftershocks 
using the data from the mainshock until April 2017 (Fig 5.5). However, the mainshock is not included in the dataset 
of the foreshocks or aftershocks. Fig 5.5 (a) shows the frequency–magnitude distribution of the dataset that includes 
both foreshocks and aftershocks while the foreshocks and aftershocks in Fig 5.5 (b) were separately calculated. The 
b-value is 0.62 ± 0.02 for foreshocks and 0.68 ± 0.01 for aftershocks in the case of Mc = 2.0; the b-value of the 
foreshocks is slightly lower than that of the aftershocks. We confirmed whether this b-value difference was 
significant by using the ΔAIC test [Utsu, 1999]. The AIC [Akaike, 1974] is often used as an indicator of comparison 
between models. One model (model 1) assumed that all earthquakes (foreshocks and aftershocks) have the same b-
value, while the other model (model 2) assumed that foreshocks and aftershocks have their own (different) b-value. 
We calculated the AIC values of two models, and we obtained the difference of their AIC; ΔAIC = AIC(model 1) - 
AIC(model 2). The b-value difference is considered to be statistically significant if ΔAIC > 2. According to the 
ΔAIC test, this difference is significant (ΔAIC = 3.0; Fig 5.5). However, the b-value seems to depend on the lower 
magnitude threshold (Mth) as shown in Fig 5.5 (c,d). Immediately after a large earthquake, such as the Kumamoto 
Earthquake (M7.3), many small events are usually missing; thus, Mc = 2.0, estimated by MAXC method, might 
underestimate the completeness magnitude shortly after the mainshock. Therefore, we also confirmed the b-value 
for the cases of Mc = 3.0 or 4.0. Even in these cases, the b-value of the foreshocks is lower, that is, 0.74 ± 0.06 for 
foreshocks compared with 0.86 ± 0.03 for aftershocks (M ≥ 3.0) and the b-value of 0.68 ± 0.13 for foreshocks 
compared with 0.79 ± 0.09 for the aftershocks (M ≥ 4.0). However, we cannot conclude that there is a statistically 
significant difference according to the ΔAIC test (ΔAIC = 1.6 for M ≥ 3.0, and ΔAIC = -1.6 for M ≥ 4.0). To confirm 
the obtained b-values, we also used the AftFore program (https://github.com/omitakahiro/AftFore) proposed and 
coded by Omi et al. (2013), which takes the temporal change of Mc into consideration. They adopted the time-
dependent function of the detection rate and estimated the b-value more robustly. We used the data starting one day 
after the April 14 M6.5 earthquake for the foreshocks and that from the April 16 M7.3 earthquake (mainshock) for 
the aftershocks. In this case, the mainshock is included in the aftershock dataset. The resulting b-value is 0.65 ± 
0.19 for the foreshocks and 0.98 ± 0.22 for the aftershocks; thus, the b-value of the foreshocks is lower than that of 
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the aftershocks as reported by Nanjo et al. (2017) and ERC (2016). We also mention that the same b-value is obtained 
even if the mainshock is excluded from the aftershock dataset. 
To extract detailed seismicity characteristics for the whole catalog, we classified all earthquakes of the long-term 
data as families (mainshocks, foreshocks, and aftershocks) and singles. Table 5.2 summarizes the classification 
results. Among all the detected earthquakes, 12% were foreshocks and 62% were aftershocks. There are four 
sequences with a M7 mainshock: (A) the M7.3 Western Tottori Earthquake on October 6, 2000; (B) M7.2 Iwate-
Miyagi Nairiku Earthquake on June 14, 2008; (C) M7.0 Eastern Fukushima Earthquake on April 11, 2011; and (D) 
M7.3 Kumamoto Earthquake on April 16, 2016 (Fig 5.1). The M7.3 Western Tottori Earthquake did not show a 
foreshock activity, while the M7.2 Iwate-Miyagi Nairiku Earthquake had a M1.3 foreshock at 8:11, only 30 minutes 
before the mainshock. In the case of the M7.0 Eastern Fukushima Earthquake, the foreshock activity started with 
the M5.7 quake on March 11, shortly after the 2011 Tohoku Earthquake. As already mentioned, two large foreshocks 
of M > 6.0 were recorded in the case of the 2016 Kumamoto Earthquake sequence, that is, the April 14 M6.5 and 
April 15 M6.4 earthquakes. 
We further extracted both foreshocks and aftershocks of families with 200 or more events and investigated the b-
value difference between the foreshocks and aftershocks. Aftershocks usually span over a considerably longer 
period compared to the foreshock activity. To focus on the b-value characteristics close to the time of the mainshock 
occurrence, we chose a time window of 200 events (for which we determined Mc and b). Because b-values likely 
depend on the tectonic region in which the seismic activity takes place, we compared the b-values of the foreshocks 
and aftershocks with the b-value of the background seismicity. The b-value of the background seismicity was 
calculated using hypocenters other than the target cluster within a range of ±0.4° from the mainshock’s epicenter of 
the target cluster. The comparison of the b-value differences for different magnitudes of the mainshock is shown in 
Fig 5.6 (a) and Table 5.3 (a). Most b-value differences are insignificant according to the ΔAIC test; however, the 
overall tendency does not depend on the mainshock magnitude (Mmain), and the b-value of the foreshocks tends to 
be relatively low. When the mainshock magnitude increases, the b-values of both aftershocks and foreshocks tend 
to be lower than the background b-value. In case of the large mainshocks (Mmain ≥ 5.5), the lack of catalog data 
immediately after the mainshock may lead to b-value underestimation. Therefore, we also estimated the b-value by 
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fixing Mc = Mmain–3.5 for Mmain ≥ 5.5. Under this condition, the tendency toward a low b-value of the foreshocks 
does not change, although the number of events (≥ Mc) decreases (Fig 5.7 (a) and Table 5.3 (b)). However, when 
calculating the b-value of aftershocks (≥ 200 events) for sequences without foreshocks or with a small number of 
foreshocks (< 200 events), the variation is quite large (Fig 5.7), and thus it would be difficult to judge from the b-
values alone, in near real time, if it is a foreshock or an aftershock sequence. The anomalously high b-value (Δb > 
1.0, Group ID #6 in Table 5.3 (a)) is associated with swarm-like activities around the Mt. Sharitake volcano in the 
eastern part of Hokkaido. Notably, this b-value is out of range in Fig 5.6 (a) and Fig 5.7 (a). 
Earthquake forecasting applications would benefit from examining how often the mainshock would occur (and 
its magnitude, timing, and location) when assuming that ongoing clustered seismicity is a foreshock activity. 
Therefore, the percentage of families with a foreshock activity was determined to verify how many mainshocks 
were accompanied by foreshocks. Fig 5.8 (a) shows that the percentage of families (without singles) with a 
foreshock activity is approximately 30%–40% in the range of M1–5 for the mainshocks and approximately 70% in 
the range of M5–7. When focusing on at least 100 samples, the percentage (rate) of foreshock occurrence appears 
to be independent of the mainshock magnitude (M1–5). The number of singles increases for smaller magnitudes. 
Therefore, if singles are included in the calculations, the percentage of foreshock occurrence approaches zero in the 
small magnitude range (see Fig 5.8 (a), dashed red line). We also observed that the frequency distribution of the 
magnitude difference between the mainshock and largest foreshock (Fig 5.8 (b)) follows a power law; that is, the 
mainshock magnitude tends to be close to the magnitude of the largest foreshock. The frequency of ΔM decreases 
by 1/10 per unit. 
Fig 5.9 shows the time difference and epicentral distance of the largest foreshock relative to its mainshock, 
respectively. Approximately 50% of the mainshocks occurred within a day after the largest foreshock (M ≥ 1.0, Fig 
5.9a), and the time difference between the largest foreshock and mainshock (𝛥𝛥𝛥𝛥) attenuates as 1/𝛥𝛥𝛥𝛥 between 0.1 
and 10 days (Fig 5.9 (c)). However, approximately one week is required for the mainshock to occur in 50% of the 
cases of M ≥ 2.5 foreshocks. The larger the magnitude of the foreshock, the longer is the time difference between 
the largest foreshock and mainshock. Because, generally, larger mainshocks have larger foreshocks (see above), a 
strong link between them at longer time differences is more commonly observed. The distribution of the distance 
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between the largest foreshock and mainshock (𝛥𝛥𝛥𝛥) is shown in Fig 5.9 (b). Approximately 90% of the mainshocks 
occur within a range of 1 km from their largest foreshock. The frequency of 𝛥𝛥𝛥𝛥 attenuates as 1/𝛥𝛥𝛥𝛥2 (Fig 5.9 (d)). 
The distribution does not strongly depend on the magnitude of the foreshock, in contrast to the time difference. 
Whether purely statistical in nature or reflecting some physical generation mechanisms, the time difference and 
epicentral distance characteristics may be useful for better hazard assessment of large earthquakes (Fig 5.9). 
 
 
Table 5.1 Parameter validity check.  
The input parameters, b and df. The meaning of FP and FN is explained in Fig 5.2 (a). 
b df η0 FP (%) FN (%) 
1.0  1.6  -4.5  1.9  3.3  
0.8  1.6  -3.3  3.6  3.9  
1.2  1.6  -5.7  2.5  2.4  
1.0  1.4  -4.7  2.1  3.9  
1.0  1.8  -4.3  2.6  2.9  
 
 
Table 5.2 Statistics of singles, mainshocks, aftershocks, and foreshocks using the nearest-neighbor distance analysis 






All events: M ≥ 0 93938 22% 17700 4% 265656 62% 52332 12% 429626
1 ≤ M < 2 87014 24% 9990 3% 219297 61% 41847 12% 358148
2 ≤ M < 3 6676 11% 5934 10% 39884 65% 8960 15% 61454
3 ≤ M < 4 245 3% 1480 17% 5674 65% 1315 15% 8714
4 ≤ M < 5 3 0% 248 22% 718 62% 184 16% 1153
5 ≤ M < 6 0 0% 35 27% 76 58% 20 15% 131
6 ≤ M < 7 0 0% 9 41% 7 32% 6 27% 22






Figure 5.3 Space–time–magnitude distributions of the 2016 Kumamoto earthquake sequence.  
(a) Epicentral distribution, (b) spatiotemporal distribution, and (c) magnitude versus time diagram. The light red 
open circles, red squares, and dark stars indicate foreshocks, aftershocks, and mainshock, respectively. The gray 















Figure 5.4 Space–time–magnitude distributions of the Central Tottori earthquake (from October 21, 2016 to 
October 23, 2016).  
(a) Epicentral distribution, (b) spatiotemporal distribution, and (c) magnitude versus time diagram. The light red 
open circles, red squares, and dark stars indicate foreshocks, aftershocks, and mainshock, respectively. The gray 














Figure 5.5 Frequency–magnitude distributions of the 2016 Kumamoto earthquake sequence.  
(a,b) Frequency-magnitude distributions and (c,d) b-value versus magnitude: (a,c) for the entire sequence 
(foreshocks and aftershocks), mainshock excluded, and (b,d) for the foreshocks and aftershocks, separately. The red 
and blue colors indicate foreshocks (b1) and aftershocks (b2), respectively. The frequency–magnitude distributions 
show both the cumulative (black) and noncumulative number (light gray) of events. The dashed black line indicates 


























Figure 5.6 Comparison of b-value differences. Mc was chosen as MAXC+0.2 for the entire magnitude range. 
(a,b) Comparison of the magnitude of the mainshock and b-value differences. The magnitude of the mainshock is 
shown on the horizontal axis; the vertical axis shows the b-value difference. (a) Foreshocks – aftershocks (with 200 
foreshocks and 200 aftershocks), (b) foreshocks – background (with 200 foreshocks, red circle), and aftershocks – 
background (with 200 aftershocks, black circle). (c) Histogram of b-value differences. The frequency of the b-value 
differences is on the left axis and the cumulative probability is shown on the right axis. The b-value of the 
background was calculated using hypocenters other than the target cluster within the range of ± 0.4 degree of the 




















Figure 5.7 Comparison of b-value differences. Mc was chosen as MAXC+0.2 for Mmain < 5.5; Mmain–3.5 for Mmain 
≥ 5.5. 
(a,b) Comparison of the magnitude of the mainshock and b-value differences. The magnitude of the mainshock is 
shown on the horizontal axis; the vertical axis shows the b-value difference. (a) Foreshocks – aftershocks (with 200 
foreshocks and 200 aftershocks), (b) foreshocks – background (with 200 foreshocks, red circle), and aftershocks – 
background (with 200 aftershocks, black circle). (c) Histogram of b-value differences. The frequency of the b-value 
differences is on the left axis and the cumulative probability is shown on the right axis. The b-value of the 
background was calculated using hypocenters other than the target cluster within the range of ± 0.4 degree of the 




















Table 5.3 Statistics of clusters with 200 or more foreshocks and aftershocks.  
Lat., Lon., and M indicate the latitude, longitude, and magnitude of the mainshock, respectively. Mc indicates the 
completeness magnitude. The parameters, b and σb, are the b-value and its uncertainty, respectively. ΔAIC indicates 
the difference of AIC values [Utsu, 1999]. a Mc was chosen as MAXC+0.2 for the entire magnitude range, b Mc 
was chosen as Mmain -3.5 for Mmain ≥ 5.5. 
 
(a) Mc = MAXC + 0.2 for the entire magnitude range 
 
 




ID Lat (°) Lon(°) M Mc N (≥Mc) b σb N (≥Mc) b σb N (≥Mc) b σb ΔAIC
1 31.84 130.29 4.2 1.2 131 0.95 0.09 140 1.15 0.10 4171 1.04 0.02 0.5
2 34.96 139.18 5.9 1.3 153 0.50 0.03 155 0.59 0.03 3234 0.86 0.01 0.3
3 36.33 137.63 5.6 1.7 92 0.75 0.08 87 0.90 0.09 2826 0.85 0.02 -0.6
4 35.28 135.93 5.2 1.3 110 1.02 0.12 105 0.98 0.09 4055 0.89 0.01 -1.9
5 42.50 140.83 4.9 1.8 65 1.12 0.13 71 1.16 0.11 37 0.80 0.11 -2.0
6 43.74 144.70 4.8 1.6 42 2.53 0.25 56 1.06 0.13 360 0.93 0.06 14.9
7 37.30 136.84 5.3 2.7 71 0.75 0.08 23 0.83 0.12 19 0.68 0.12 -1.9
8 34.96 139.13 5.1 1.4 78 1.11 0.10 89 0.87 0.09 5362 0.76 0.01 0.5
9 36.95 140.67 7.0 3.2 30 0.57 0.10 114 0.63 0.05 9 1.04 0.24 -1.8
10 32.75 130.76 7.3 3.1 50 0.69 0.10 126 0.72 0.06 166 1.00 0.07 -1.9
11 31.38 130.62 5.3 1.8 27 1.02 0.20 34 1.16 0.15 275 1.15 0.06 -1.8
BackgroundMainshock Foreshock Aftershock
Group
ID Lat(°) Lon(°) M Mc N (≥Mc) b σb N (≥Mc) b σb N (≥Mc) b σb ΔAIC
2 34.96 139.18 5.9 2.4 47 0.82 0.11 31 0.96 0.12 3234 0.86 0.01 -1.5
3 36.33 137.63 5.6 2.1 45 0.74 0.11 40 1.00 0.15 2826 0.85 0.02 0.0
9 36.95 140.67 7.0 3.5 21 0.59 0.12 81 0.71 0.06 9 1.04 0.24 -1.4
10 32.75 130.76 7.3 3.8 15 0.62 0.18 42 0.89 0.15 166 1.00 0.07 -0.5




Figure 5.8 Frequency–magnitude distribution and relationship between the largest foreshock and its mainshock for 
the long-term data.  
(a) Frequency–magnitude distribution and percentage of foreshock occurrence. The white solid and dashed 
histograms show the frequency of mainshocks versus their magnitude for all families (without singles) and clusters 
(with singles), respectively; the gray histogram shows the frequency of mainshocks that are accompanied by 
foreshocks (left axis). The red solid and dashed lines show the proportion of sequences that have foreshocks for all 
families and clusters, respectively (right axis). (b) Relationship between the magnitude of the largest foreshock and 
the corresponding mainshock magnitude for each earthquake cluster. The gray shading indicates M ≤ 1.0 (potentially 
incomplete data). The lower right inset shows the frequency distribution of the magnitude difference between the 
mainshock and largest foreshock. The dashed line has a slope of 1.0. The black dots, blue triangles, and red crosses 









Figure 5.9 Cumulative probability and frequency density distribution of the time difference (𝛥𝛥𝛥𝛥) and the epicentral 
distance (𝛥𝛥𝛥𝛥) betweeen the largest foreshock and mainshock for long-term data.  
(a,c) Time difference (𝛥𝛥𝛥𝛥 ), and (b,d) epicentral distance (𝛥𝛥𝛥𝛥 ). (a,b) Cumulative probability distribution. (b,d) 
Probability density distribution. The dashed lines have slopes of −1.0, −1.5, and −2.0, as indicated in the figure. The 
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The b-value difference between foreshocks and aftershocks has been discussed in many studies. Recently, several 
studies pointed out that the b-value of foreshocks decreases before major subduction-zone earthquakes, such as the 
2011 Tohoku and 2014 Iquique earthquakes, due to the stress accumulation before the megathrust events [e.g., Nanjo 
et al., 2012; Tormann et al., 2015; Schurr et al., 2014]. The b-value after the 2011 Tohoku Earthquake increased 
relatively rapidly, which may reflect the heterogeneous stress recovery process after the megathrust event [Tormann 
et al., 2015, 2016]. As Tormann et al. (2016) suggested, the b-values possibly react less to the absolute stress levels 
and more to the homogeneity of the stress field, which would have been disturbed during the mainshock rupture 
and could likely recover more easily via aftershocks. Fig 5.7 shows not only a b-value difference between foreshocks 
and aftershocks for the large Kumamoto Earthquake (Fig 5.5) but also over a wide magnitude range of M3–7 for 
the entire analyzed catalog. If the b-value is related to differential stress, as discussed in laboratory and actual 
seismicity studies [Scholz, 1968; Amitrano, 2003; Schorlemmer et al., 2005; Scholz, 2015], this would indicate the 
stress accumulation before mainshocks. However, from the point of view of classifying foreshocks and aftershocks 
based on their b-values, our results suggest that it is quite difficult to distinguish them. Further investigations are 
necessary to describe them probabilistically in more detail. 
If the “stress level” reflects the closeness to a critical threshold of differential stress [Scholz, 1968], the b-value 
change during foreshocks and aftershocks is likely due to the spatial heterogeneity of the stress distribution. 
Generally, when the increase in the stress at long wavelengths is dominant, the rupture tends to expand (i.e., larger 
earthquakes tend to occur more frequently), which results in lower b-values. Conversely, when the increase in the 
stress at short wavelengths is dominant, the rupture does not spread smoothly, which results in higher b-values 
[Scholz, 1968]. A decrease in the b-values before the mainshocks corresponds to the predominance of long 
wavelengths, relatively large stress levels and is caused by the stress accumulation process before the earthquake. 
Short-wavelength (i.e., highly heterogeneous) stresses become dominant after the mainshock, and the b-value 
increases due to the stress release for the “wavelength” that corresponds to the mainshock magnitude. Considering 
that the increase in stress at long wavelengths (e.g., those caused by the Earth tides [Ide et al., 2016]) leads to a 
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decrease in the b-value and relatively high probability of the occurrence of a large earthquake, stress changes should 
be observed at various wavelengths to understand the preparation process of huge earthquakes. 
Fig 5.8 (a) shows that the percentage of clusters (without singles) with a foreshock activity is approximately 
30%–40% in the range of M1–4 for the mainshocks. This percentage (rate) of foreshock occurrence appears to be 
independent of the mainshock magnitude. Abercrombie and Mori (1996) showed that the rate of foreshock 
occurrence in California is approximately 40% in the range of M5–6 for the mainshocks, without magnitude 
dependence. This result suggests that the rate of foreshock occurrence might be relatively constant (30%–40%) for 
a wider magnitude range. 
The frequency distribution of the magnitude difference between the mainshock and largest foreshock follows a 
power law (Fig 5.8 (b)). Investigation of the physical nature of this power law in detail is beyond the scope of this 
study; however, our results suggest that the size of the mainshock could be estimated from the foreshock activity in 
a probabilistic way [Jones, 1985]. As shown in Fig 5.9, the time difference and epicentral distance between the 
mainshock and largest foreshock can also contribute to the estimation of the probability of mainshock occurrence. 
By further extending the completeness and homogeneity of earthquake catalogs, probabilistic forecasting of 
earthquakes is expected to improve based on better statistics and a wider, more complete magnitude range. The 
progress in the development of automatic processing techniques (e.g., Yoon et al. (2015) for hypocenter 





We analyzed the long-term and wide magnitude range of foreshock activity using the JMA unified catalog from 
1997 to 2017. By objectively clustering the inland, shallow seismicity, we identified foreshocks and aftershocks and 
analyzed their statistical characteristics. Our systematic investigation supports the previous findings, mainly based 
on the analysis of individual sequences, that the b-value of foreshocks is slightly lower than that of the aftershocks 
over a wide magnitude range of M3–7 (although the differences are rather subtle and, probably, still difficult to use 
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for prospective earthquake forecasting). This result suggests that factors, such as the stress interactions induced 
either seismically or aseismically, may also contribute to the mainshock-triggering/nucleation process. We also 
analyzed the characteristics of the magnitude and occurrence time differences, as well as epicentral distance between 
the mainshock and the largest foreshock and confirmed that they follow a power law. We expect that the 
characteristics of seismic activity will become clearer with further enhancement of the number of cataloged 







Chapter 6 Summary 
 
In this thesis, we developed a framework of automatic hypocenter determination system to identify simultaneous 
occurrence of earthquakes. The proposed framework uses not only arrival time but also maximum amplitude and 
other factors integrally by Bayesian estimation. We applied this framework to the earthquake early warning system 
(EPOS) and production system of the JMA unified catalog (REDC), and showed that it contributes to the 
improvement of the accuracy of the early warning and the early estimation of the JMA unified catalog. 
In Chapter 2, we analyzed the 72 warning cases (of which 22 false alarms) issued by the conventional method, 
and showed that all false alarm can be avoided in 22 cases by the proposed method (IPF method). 
In Chapter 3, we applied the method (PF method) to early estimation of the micro-seismicity nationwide and 
aftershock sequences (in November 22, 2014 in Northern Nagano Prefecture). At normal times, the detection rate 
is approximately 100% with shallow inland earthquakes (M > 1) and 80% with offshore area or deep earthquakes. 
Even in case of swarms and aftershocks, it is possible to grasp the spread of aftershock area and migration of seismic 
activity. 
IPF and PF methods were introduced to EPOS and REDC which are main operation systems in JMA, respectively. 
It is noteworthy that there was no change of input data as conventional method and the performances are improved 
by these algorithms. 
In Chapter 4, we investigated the effect of introducing the PF method in the JMA unified catalog. In the 2016 
Kumamoto earthquake that occurred immediately after the introduction, the PF method produced as many as 70,000 
hypocenters automatically during 7 weeks since April 14, 2016. These hypocenters contributed greatly to the 
monitoring of the foreshocks and aftershocks activity such as the relationship between seismicity and possible fault 
zones. In addition, since a large number of earthquakes can be obtained, detailed b-value change in spatiotemporal 
was captured. In the 2016 Kumamoto earthquake, it was confirmed that the b-value of the foreshock was low, and 
the b-value after the mainshock recovered to the state before foreshocks occurred. Since change in b-value is thought 




In Chapter 5, furthermore, in order to confirm whether the b-value change in the foreshock activity such as the 
2016 Kumamoto earthquake occurred also in other seismic activity, objective clustering method of the earthquake 
catalog from 1997 and showed that the foreshock b-value tends to be lower even if the mainshock magnitude is 
small. In addition, the spatiotemporal features of foreshocks were sorted out. 
By this thesis, it became possible to issue earthquake early warnings accurately in simultaneous occurrence of 
earthquakes and make earthquake catalog automatically to monitor the occurrence of the earthquake in real time. 
This seamlessly contributes to mitigation of earthquake disasters such as emergency response immediately after the 
large earthquake and reduction of aftershocks threat (Fig 6.1). Combine with the development of ETAS model 
[Ogata, 1988; Omi et al, 2013, 2015, 2016], the provision of aftershock probability will be quick and its accuracy 
will be improved. In addition, the characteristics of the foreshock shown in Chapter 5 contribute to the risk 
assessment of multiple earthquakes and foreshock probability. By monitoring statistical values such as b-value, it 
leads to detection of abnormal seismic activity. Our mission is to establish a monitoring system science of earth 
phenomena using dense seismic observation network and monitoring technology of ground motion. Machine 
learnings may also contribute this field [e.g. Perol et al., 2018; Li et al., 2018]. The further development is necessary 














Real-time analysis of 








[Tamaribuchi et al., 2010]
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