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Chapter 1
Introduction
This dissertation is concerned with asymptotic statistical inference for non-
Gaussian locally stationary processes and their discriminant and cluster analy-
ses. The statistical techniques for stationary time series have been well estab-
lished, and therefore very often used in applications. However stationary time
series model is not plausible to describe the real world. For instance, the rela-
tively long stretches of time series data may contain either slow or rapid changes
in the spectrum. Even in situations where obviously a nonstationary models are
more adequate, stationary models and techniques are used frequently. One of
the difficult problems when we deal with nonstationary processes is how to set
up an adequate model. Otherwise, the observations in the future will bring
no information for the present structure. Recently, Dahalhaus (1996a, 1996b,
1996c, 1997) has proposed an important class of nonstationary processes, called
locally stationary processes, and elucidated some fundamental results of sta-
tistical inference. Locally stationary processes have so-called the time varying
spectral densities whose spectral structures are smoothly change in time. In
this dissertation we deal with the following problems for non-Gaussian locally
stationary processes.
First we study fundamental asymptotic inference for locally stationary pro-
cesses based on the LAN theorem, under the assumption of the non-Gaussianity.
Then we apply the LAN theorem to estimation and testing theory, non-Gaussian
robustness and adaptive estimation. Our LAN theorem elucidates various non-
Gaussian asymptotics. Next we develop asymptotic theory for discriminant and
cluster analyses of non-Gaussian locally stationary processes. Based on this,
non-Gaussian robustness of our classification statistics is discussed. Both of
Gaussian and non-Gaussian optimal classifications are also proposed. Further-
more, peak robustness of nonlinear classifications is shown in time domain, as
well as in frequency domain.
In all the chapters, numerical studies for the theoretical results are given.
Especially, in Chapter 4 we apply the clustering methods to stock prices of
Tokyo Stock Exchange.
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This dissertation is organized as follows. In Chapter 2, we derive the LAN
theorem for a class of locally stationary processes under non-Gaussianity and ap-
ply the results to asymptotically optimal estimation and testing problems. For
a class F of statistics which includes important statistics, we derive the asymp-
totic distributions of statistics in F under contiguous alternatives of unknown
parameter vector. Because the asymptotics depend on the non-Gaussianity of
the process, we discuss the non-Gaussian robustness. An interesting feature of
effect of non-Gaussianity is elucidated in terms of LAN. Furthermore, the LAN
theorem is applied to adaptive estimation which leads to the efficient estimation
even when the innovation density is unknown.
Chapter 3 discusses discriminant analysis for multivariate non-Gaussian lo-
cally stationary processes. The extension of classical discriminant analysis tech-
niques in multivariate analysis to time series data is a problem of practical
interest. Discrimination between different classes of multivariate locally sta-
tionary processes, which constitute a class of non-stationary processes, can be
characterized by differing covariance or time varying spectral structures. For
discrimination between the multivariate non-Gaussian locally stationary pro-
cesses, Gaussian Kullback-Leibler discrimination information measure has been
developed. In this Chapter, asymptotic error rates and limiting distributions
are given for a generalized nonlinear integral functional of time varying spectral
disparity measures that include not only foregoing criteria but also Chernoff
information measure as special cases. It is well known that the log-likelihood
ratio based on observed stretch gives optimal classification. It is shown that the
discriminant criteria based on such generalized disparity measures are Gaussian
optimal and the sufficient conditions of non-Gaussian robustness of these dis-
criminations are given. A genuine non-Gaussian optimal discriminant criterion
is also proposed in view of the LAN theorem.
In Chapter 4, we discuss a clustering problem for stock prices in Tokyo Stock
Exchange. In recent years, the field of financial engineering has been developed
as a huge integration of economics, probability theory, statistics and time se-
ries etc. Empirical people in financial econometrics studied various numerical
aspects of financial data by means of statistical inference method. However, we
have still hardly found the financial engineering based on time series methodolo-
gies. One of the main topics in financial engineering is the rating problem which
classifies several companies into some class of credit from their data. Usually
people in this field has employed discriminant criterion based on independent
observations. Alternatively, we propose nonparametric approach based on gen-
eralized nonlinear integral functional measures of time varying spectral densi-
ties. These generalized nonlinear measures include Gaussian Kullback-Leibler
information and Chernoff information measures. Peak robustness of Chernoff
measure is shown in time domain, and the result is confirmed by the simulation.
Finally, in Chapter 5, we place the proofs of the theorems and lemmata.
2
Chapter 2
LAN Theorem for
Non-Gaussian Locally
Stationary Processes and
Its Applications
2.1 Introduction
Time series analysis under stationary assumption is well established. The as-
sumption of stationarity guarantees that the increase of sample size provides
more and more information of the same kind which is basic for an asymptotic
theory to make sense. However it is not sufficient for stationary time series mod-
els to describe the real world. Many empirical studies show that real time series
data are generally non-stationary. Therefore the assumption of non-stationarity
is natural in time series analysis. When we deal with non-stationary processes,
one of the difficult problems to solve is how to set up an adequate asymptotic
theory. Recently, to overcome this problem, Dahlhaus (1996a, 1996b, 1997)
proposed an important class of locally stationary processes and elucidated some
fundamental results of the statistical inference.
In statistical asymptotic theory local asymptotic normality (LAN) (see e.g.
LeCam (1986), Strasser (1985)) is one of the most fundamental concept and
describes the optimal solution of virtually all asymptotic inference and test-
ing problems. The LAN approach has been introduced in time series analysis.
Swensen (1985) established LAN for autoregressive models of finite order with a
regression trend and applied it in the derivation of the local power of the Durbin-
Watson test. Kreiss (1987, 1990) also proved the LAN property for ARMA and
AR(∞) models, and constructed locally asymptotically minimax LAM adap-
tive estimators, as well as locally asymptotically maximin tests. For time series
regression models with long memory disturbance, Hallin et al. (1999) showed
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LAN theorem and discussed an adaptive estimation. Taniguchi and Kakizawa
(2000) gave an extensive review for LAN approach in time series analysis.
For non-stationary case, Dahlhaus (1996b) developed asymptotic theory for
Gaussian locally stationary processes and derived the LAN property. In this
chapter we drop the Gaussian assumption, i.e., we prove the LAN theorem for
non-Gaussian locally stationary processes, and apply the results to the asymp-
totic estimation and testing theory. Our LAN theorem elucidates the non-
Gaussian asymptotics and the proof and method contain a lot of different parts
from Gaussian case. We discuss a non-Gaussian robustness for a class of sa-
tatistics which have quadratic forms. The class includes the main order term
of QMLE, tests and discriminant statistics etc. Hence, in this sense it contains
a lot of important statistics. We are often interested in the local asymptotics
under θT = θ +
h√
T
. In view of LeCam’s third lemma, together with the LAN
results we give the limit distributions of the quadratic forms under θT , which de-
pend on non-Gaussian quantities. If they are independent of the non-Gaussian
quantities, we say that they are non-Gaussian robust. Then we give a set of suf-
ficient conditions for the non-Gaussian robustness, which illuminate new scope
of non-Gaussian approach. Also some numerical studies are given, and show
unexpected features. Finally, we apply the LAN theorem to construct adap-
tive estimators. When the innovation density is unknown, the asymptotically
efficient estimator is given, as well as when the innovation density is known.
This chapter organized as follows. Section 2.2 explains the locally stationary
processes with unknown parameter, and provides the likelihood ratio between
contiguous parameter hypotheses. In Section 2.3 we prove the LAN theorem.
Based on this, asymptotically optimal estimator and test statistic are given. Sec-
tion 2.4 addresses a non-Gaussian robustness for a class F of statistics, which
includes the main order term of QMLE, tests and discriminant statistics. We
derive the asymptotic distributions for statistics in F under contiguous alter-
natives. Because they depend on non-Gaussianity of the process concerned,
we illuminate when they are independent of the non-Gaussianity. From this
some interesting features are observed. Section 2.5 discusses adaptive estima-
tion when the innovation density is unknown. Using an estimated innovation
density, we construct an asymptotically efficient (adaptive) estimator. Proofs
of theorems and the related lemmata are placed in Section 5.1.
2.2 Non-Gaussian Locally Stationary Processes
When we deal with nonstationary processes, one of the difficult problems to
solve is how to set up an adequate asymptotic theory. To meet this Dahlhaus
(1996a, 1996b, 1997) introduced an important class of nonstationary processes
and developed the statistical inference. We give the precise definition which is
due to Dahlhaus (1996a, 1996b, 1997).
Definition 2.1. A sequence of stochastic processes Xt,T (t = 1, . . . , T ;T ≥ 1) is
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called locally stationary with transfer function A◦ if there exists a representation
Xt,T =
∫ π
−π
exp (iλt)A◦t,T (λ)dξ(λ), (2.1)
where
(i) ξ(λ) is a stochastic process on [−π, π] with ξ(λ) = ξ(−λ) and
cum{dξ(λ1), . . . , dξ(λk)} = η(
k∑
j=1
λj)hk(λ1, . . . , λk−1)dλ1 . . . dλk−1,
(2.2)
where cum{. . .} denotes the cumulant of k-th order, h1 = 0, h2(λ) = 12π ,
hk(λ1, . . . , λk−1) = hk(2π)k−1 for all k and η(λ) =
∑∞
j=−∞ δ(λ+ 2πj) is the
period 2π extension of the Dirac delta function.
(ii) There exists a constant K and a 2π-periodic function A : [0, 1] × R → C
with A(u,−λ) = A(u, λ) and
sup
t,λ
∣∣∣∣A◦t,T (λ) −A( tT , λ)
∣∣∣∣ ≤ KT−1 (2.3)
for all T . A(u, λ) is assumed to be continuous in u.
Let X1,T , . . . , XT,T be realizations of a locally stationary process with trans-
fer function A◦θ where the corresponding Aθ is uniformly bounded from above
and below and time varying spectral density fθ(u, λ) := |Aθ(u, λ)|2 depends
on a parameter vector θ = (θ1, . . . , θq) ∈ Θ ⊂ Rq. Introducing the notations
∇i = ∂∂θi , ∇ = (∇1, . . . ,∇q)′, ∇ij = ∂∂θi ∂∂θj , ∇2 = (∇ij)ij=1,...,q, we make the
following assumption.
Assumption 2.1. (A1) There exists a constant K with
sup
t,λ
∣∣∣∣∇s{A◦θ,t,T −Aθ( tT , λ)}
∣∣∣∣ ≤ KT−1 (2.4)
for s = 0, 1, 2. The components of Aθ(u, λ), ∇Aθ(u, λ) and ∇2Aθ(u, λ)
are differentiable in u and λ with uniformly continuous derivatives ∂∂u
∂
∂λ .
Writing
εt =
∫ π
−π
exp (iλt)dξ(λ), (2.5)
we assume the followings.
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Assumption 2.2. (B1) εt’s are i.i.d. random variables with mean 0, variance
1 and finite fourth order moment E(ε4t ). Furthermore the distribution
is absolutely continuous with respect to Lebesgue measure, and has the
probability density p(z) > 0 on R.
(B2) p(·) satisfies
lim
|z|→∞
p(z) = 0, and lim
|z|→∞
zp(z) = 0. (2.6)
(B3) The continuous derivatives Dp and D2p ≡ D(Dp) of p(·) exist on R, and
D2p satisfies the Lipschitz condition.
(B4)
F(p) =
∫
(φ(z))2p(z)dz <∞, (2.7)
E(εtφ
2(εt)), E(ε
2
tφ
2(εt)) and E(φ(z))
4 <∞ (2.8)
and ∫
D2p(z)dz = 0, lim
|z|→∞
Dp(z)z2 = 0, (2.9)
where φ(z) = Dp(z)p(z) .
Assumption 2.3. (C1) {Xt,T} has the MA(∞) and AR(∞) representations
Xt,T =
∞∑
j=0
a◦θ,t,T (j)εt−j , (2.10)
a◦θ,t,T (0)εt =
∞∑
k=0
b◦θ,t,T (k)Xt−k,T , (2.11)
where a◦θ,t,T (j), b
◦
θ,t,T (k) ∈ R, b◦θ,t,T (0) ≡ 1 and a◦θ,t,T (j) = a◦θ,0,T (j) =
a◦θ(j) for t ≤ 0.
(C2) Every a◦θ,t,T (j) is continuously three times differentiable with respect to θ,
and the derivatives satisfy
sup
t,T

∞∑
j=0
(1 + j)|∇i1 · · ·∇isa◦θ,t,T (j)|
 <∞ for s = 0, 1, 2, 3.
(2.12)
(C3) Every b◦θ,t,T (k) is continuously three times differentiable with respect to θ,
and the derivatives satisfy
sup
t,T
{ ∞∑
k=0
(1 + k)|∇i1 · · · ∇isb◦θ,t,T (k)|
}
<∞ for s = 0, 1, 2, 3. (2.13)
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(C4)
a◦θ,t,T (0) = exp
{
1
2
1
2π
∫ π
−π
log(f◦θ,t,T (λ))dλ
}
, (2.14)
where f◦θ,t,T (λ) = |A◦θ,t,T (λ)|2.
By (2.10) and (2.11) we have
a◦θ,t,T (0)εt =
t−1∑
k=0
b◦θ,t,T (k)Xt−k,T +
∞∑
r=0
c◦θ,t,T (r)ε−r , (2.15)
where
c◦θ,t,T (r) =
r∑
s=0
b◦θ,t,T (t+ s)a
◦
θ(r − s). (2.16)
From Assumption 2.3 it follows that
∞∑
r=0
|c◦θ,t,T (r)| ≤
∞∑
k=t
∞∑
l=0
|b◦θ,t,T (k)||a◦θ(l)|
≤
∞∑
l=0
|a◦θ(l)|
1
t
∞∑
k=t
k|b◦θ,t,T (k)| = O(t−1). (2.17)
Let Pθ,T and Pε be the probability distributions of (εs, s ≤ 0, X1,T , . . . , XT,T )
and (εs, s ≤ 0), respectively. It is easy to see that a linear transformation Lθ ex-
ists (whose Jacobian is
∏T
t=1
1
a◦
θ,t,T
(0) ), which maps (εs, s ≤ 0, X1,T , . . . , XT,T )
into (εs, s ≤ 0, ε1, . . . , εT ). Then recalling (2.15), we obtain
dPθ,T =
T∏
t=1
1
a◦θ,t,T (0)
p
{∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T +
∑∞
r=0 c
◦
θ,t,T (r)ε−r
a◦θ,t,T (0)
}
dPε.
(2.18)
Let a◦θ,t,T (0)εt ≡ zθ,t,T , then zθ,t,T has p.d.f.
gθ,t,T (·) = 1
a◦θ,t,T (0)
p
(
·
a◦θ,t,T (0)
)
. (2.19)
Denote by H(p; θ) the hypothesis under which the underlying parameter is
θ ∈ Θ and the probability density of εt is p = p(·). We define
θT = θ +
1√
T
h, h = (h1, . . . , hq)
′ ∈ H ⊂ Rq. (2.20)
For two hypothetical values θ, θT ∈ Θ, the log-likelihood ratio is
ΛT (θ, θT ) ≡ log dPθT ,T
dPθ,T = 2
T∑
t=1
logΦt,T (θ, θT ), (2.21)
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where
Φ2t,T (θ, θT ) =
gθT ,t,T
(∑t−1
k=0 b
◦
θT ,t,T
(k)Xt−k,T +
∑∞
r=0 c
◦
θT ,t,T
(r)ε−r
)
gθ,t,T
(∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T +
∑∞
r=0 c
◦
θ,t,T (r)ε−r
)
=
gθT ,t,T (zθ,t,T + qt,T )
gθ,t,T (zθ,t,T )
(2.22)
with
qt,T =
t−1∑
k=1
(b◦θT ,t,T (k)− b◦θ,t,T (k))Xt−k,T +
∞∑
r=0
(c◦θT ,t,T (r) − c◦θ,t,T (r))ε−r
=
t−1∑
k=1
{
1√
T
h′∇b◦θ,t,T (k) +
1
2T
h′∇2b◦θ∗,t,T (k)h
}
Xt−k,T
+
∞∑
r=0
1√
T
h′∇c◦θ∗∗,t,T (r)ε−r. (2.23)
Here θ∗ and θ∗∗ are points on the segment between θ and θ + h/
√
T . Now
we can state the local asymptotic normality (LAN) for the concerned locally
stationary processes.
2.3 Fundamental Asymptotic Results
Dahlhaus (1996b) developed asymptotic theory for Gaussian locally stationary
processes and derived the local asymptotic normal (LAN) property. In this
section we generalize his results to the case of non-Gaussian locally stationary
processes and apply the results to the asymptotic estimation and testing theory.
Theorem 2.1 (LAN). Suppose that Assumptions 2.1-2.3 hold. Then the se-
quence of experiments
ET =
{
R
Z,BZ, {Pθ,T : θ ∈ Θ ⊂ Rq}
}
, T ∈ N, (2.24)
where BZ denotes the Borel σ-field on RZ, is locally asymptotically normal and
equicontinuous on compact subset C of H. That is
(i) For all θ ∈ Θ, the log-likelihood ratio ΛT (θ, θT ) admits, under H(p; θ), as
T →∞, the asymptotic representation
ΛT (θ, θT ) = h
′∆T (θ)− 1
2
h′Γ(θ)h+ op(1), (2.25)
where
∆T (θ) =
T∑
t=1
{
φ(εt)√
Ta◦θ,t,T (0)
t−1∑
k=1
∇b◦θ,t,T (k)Xt−k,T
− ∇a
◦
θ,t,T (0)√
Ta◦θ,t,T (0)
{1 + φ(εt)εt}
}
(2.26)
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and
Γ(θ) =
∫ 1
0
{
F(p)
4π
∫ π
−π
(∇fθ(u, λ))(∇fθ(u, λ))′
|fθ(u, λ)|2 dλ
+
1
16π2
{
E(ε2tφ
2(εt))− 2F(p)− 1
}
·
{∫ π
−π
∇fθ(u, λ)
fθ(u, λ)
dλ
}{∫ π
−π
∇fθ(u, λ)
fθ(u, λ)
dλ
}′}
du. (2.27)
(ii) Under H(p; θ),
∆T (θ)
D→ N (0,Γ(θ)). (2.28)
(iii) For all T ∈ N and all h ∈ H, the mapping h → PθT ,T is continuous with
respect to the variational distance
‖P −Q‖ = sup{|P(A)−Q(A)| : A ∈ BZ}. (2.29)
Although Dahlhaus (1996b) proved the LAN theorem for Gaussian locally
stationary processes, our LAN theorem elucidates the non-Gaussian asymp-
totics, and the proof contains a lot of different parts from Gaussian case.
Next, we discuss the estimation theory for θ. In what follows the distribution
law of a random vector YT under Pθ,T is denoted by L(YT |Pθ,T ), and the weak
convergence to Z is denoted by L(YT |Pθ,T ) D→ Z. We define the class A of
sequence of estimators of θ, {ST }, as follows
A =
[
{ST} : L
(√
T (ST − θT )|PθT ,T
) D→ Zθ(·) : a probability distribution] ,
(2.30)
where Zθ, in general, depends on {ST}. Let L be the class of all loss functions
l : Rq → [0,∞) of the form l(x) = τ(|x|) which satisfies τ(0) = 0 and τ(a) ≤ τ(b)
if a ≤ b.
Assume that the LAN property (2.25) holds. Then, a sequence {θ̂T } of
estimators of θ is said to be a sequence of asymptotically centering estimators
if √
T (θ̂T − θ)− Γ(θ)−1∆T (θ) = op(1) in Pθ,T . (2.31)
The following proposition can be verified by following the arguments in
Strasser (1985).
Proposition 2.1. Assume the LAN property (2.25) for the locally stationary
model. Let {ST } be a sequence of estimators of θ that belongs to A. Let ∆ be a
random vector distributed as N(0q,Γ(θ)). Then the following statements hold.
(i) For any l ∈ L with E(l(∆)) <∞,
lim inf
T→∞
E
[
l(
√
T (ST − θ))|Pθ,T
]
≥ E (l(Γ−1∆)) . (2.32)
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(ii) If
lim sup
T→∞
E
[
l(
√
T (ST − θ))|Pθ,T
]
≤ E (l(Γ−1∆)) (2.33)
for a nonconstant l ∈ L with E(l(∆)) < ∞, then ST is a sequence of
asymptotically centering estimators.
In view of the above result, a sequence of estimators {θ̂T} ∈ A of θ is
asymptotically efficient if it is a sequence of asymptotically centering estimators.
Now we construct an asymptotically efficient estimator in the sense of (2.31).
The likelihood function of (εs, s ≤ 0, X1,T , . . . , XT,T ) is given by
dPθ,T =
T∏
t=1
1
a◦θ,t,T (0)
p
{∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T +
∑∞
r=0 c
◦
θ,t,T (r)ε−r
a◦θ,t,T (0)
}
dPε,
(2.34)
where dPε is the probability distribution of (εs, s ≤ 0) (recall (2.18)). Since
(εs, s ≤ 0) are unobservable we use the “ quasi-likelihood”
LT (θ) =
T∏
t=1
1
a◦θ,t,T (0)
p
{∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
}
(2.35)
for estimation of θ. A quasi-likelihood estimator θ̂QML of θ is defined as a
solution of the equation
∇
[
T∑
t=1
log p
{∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
}
− log a◦θ,t,T (0)
]
= 0 (2.36)
with respect to θ. Henceforth we denote the true value of θ by θ0.
Theorem 2.2. Assume Assumptions 2.1-2.3. Then the following statements
holds
(i) There exists a statistic θ̂QML that solves (2.36) such that for some c1 > 0,
Pθ0,T (
√
T (θ̂QML − θ0) ≤ c1 logT ) = 1− o(1) (2.37)
uniformly for θ0 ∈ C, where C is compact subset of Θ.
(ii) The estimator θ̂QML satisfying (2.37) is asymptotically centering in the
sense of (2.31) and belongs to the class A. Therefore θ̂QML is asymptoti-
cally efficient.
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In the case of non-Gaussian innovation densities, a typical example is logistic
distribution. Consider the following logistic distribution LG(0,
√
3/π), whose
density is given by
p(x) =
π√
3
exp(−πx/√3)(
1 + exp(−πx/√3))2 . (2.38)
To test the performance of the quasi-likelihood estimator θ̂QML, we carry
out the simulation for the following model:
Xt,T + bθ
(
t
T
)
Xt−1,T = εt, (2.39)
where bθ(u) =
1
2 cos((u−θ)π), θ ∈ (0, 1), and εt’s are i.i.d. LG(0,
√
3/π) random
variables. The Gaussian quasi-likelihood estimator (GQML) is defined by
θ̂GQML := argminθ∈ΘLT (θ)
= argminθ∈Θ
{
1
4π
T∑
t=1
∫ π
−π
(
log fθ
(
t
T
, λ
)
+
I˜T (t/T, λ)
fθ(t/T, λ)
)
dλ
}
, (2.40)
where
I˜T (u, λ) :=
1
2π
∑
k:1≤[uT+1/2±k/2]≤T
X[uT+1/2+k/2],TX[uT+1/2−k/2],T exp(−iλk)
(2.41)
and is given in Dahlhaus (2000) as a local version of the periodgram. Here [x]
denotes the largest integer less or equal to x. Note that for this time varying
AR(1) model, LT (θ) becomes
T∑
t=1
1 + bθ
(
t
T
)2
2
X2t,T +
T−1∑
t=1
bθ
(
t
T
)
Xt,TXt+1,T
+
1
4π
T∑
t=1
∫ π
−π
log fθ
(
t
T
, λ
)
dλ. (2.42)
The mean squared errors (MSE) of QML and GQML for T = 28, θ = 0.3
and 100 times simulations are given in Table 2.1. From Table 2.1, it is seen
that the MSE of QML is smaller than that of GQML if the innovation density
is non-Gaussian.
We are now interested in testing composite hypothesis for the process {Xt,T}.
For a general theory on locally asymptotically optimal test in LAN families, refer
to Strasser (1985) or LeCam (1986).
Let L0 be a linear subspace of R
q whose orthogonal complement space L⊥0
is a finite-dimensional subspace. We consider the testing problem (H,A):
H : h ∈ L0 against A : h ∈ Rq − L0. (2.43)
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Table 2.1: The mean squared errors (MSE) of QML and GQML for T = 28,
θ = 0.3 and 100 times simulations.
θ̂QML θ̂GQML
MSE 0.00263382 0.003906631
Henceforth, we denote PθT ,T with θT = θ0+ h√T by PT,h and the expectation
with respect to PT,h by ET,h(·).
Definition 2.2. A sequence of tests ϕT is asymptotically unbiased of level α ∈
[0, 1] for the testing problem (2.43) if
lim sup
T→∞
ET,h(ϕT ) ≤ α if h ∈ L0,
lim inf
T→∞
ET,h(ϕT ) ≥ α if h ∈ Rq − L0. (2.44)
We can describe asymptotic optimal test as follows.
Proposition 2.2. Suppose that Assumptions 2.1-2.3 hold. We denote ∆˜T =
Γ−1/2∆T . For α ∈ [0, 1], let kα ∈ [0,∞) be
lim
T→∞
Pθ,T
{
‖(id− πL0) ◦ ∆˜T ‖ > kα
}
= α, (2.45)
where ‖·‖ is the Euclidean norm, id is the identity map and πL0 is the orthogonal
projection of ∆˜T onto L0. Then the following assertions are true.
(i) The sequence of tests
ϕ∗T =
{
1 if ‖(id− πL0) ◦ ∆˜T ‖ > kα
0 if ‖(id− πL0) ◦ ∆˜T ‖ < kα,
(2.46)
is asymptotically unbiased of level α for (H,A).
(ii) If {ϕT } is another sequence that is asymptotically unbiased of level α for
(H,A), then
lim sup
T→∞
inf
h∈Bc
ET,h(ϕT ) ≤ lim
T→∞
inf
h∈Bc
ET,h(ϕ
∗
T ), (2.47)
where Bc = {h ∈ Rq : ‖h− πL0(h)‖ = c}, c > 0. If the equality holds, we
say that {ϕT } is locally asymptotically optimal.
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Let us give an explicit example of locally asymptotically optimal test (c.f.
Sakiyama and Taniguchi (2003)). Let L0 ≡
{
(h(1)
′
,0′q−l) : h
(1)′ ∈ Rl
}
. Con-
sider the problem of testing composite hypothesis
H : h′ = (h(1)
′
, h(2)
′
) ∈ L0 against A : h′ ∈ Rq − L0, (2.48)
where 0q−l is the (q − l)-dimensional zero vector, that is,
H : θ = (θ
(1)
T , θ
(2)
0 ) against A : θ = (θ
(1)
T , θ
(2)
T ), (2.49)
with θ
(i)
T = θ
(i)
0 +
1√
T
h(i), i = 1, 2.
Write θ̂QML = (θ̂
(1)
QML
′, θ̂(2)QML
′)′, and we may use the Wald test
W = T (θ̂
(2)
QML − θ(2)0 )′
[
B[Γ(θ̂QML)]
−1B′
]−1
(θ̂
(2)
QML − θ(2)0 ), (2.50)
where B = [0, Iq−l]; (q − l)× q matirix with Iq−l; the (q − l)× (q − l) identity
matrix. Write
Γ(θ) ≡
(
Γ11 Γ12
Γ21 Γ22
)
,
then
W =
√
T (θ̂
(2)
QML − θ(2)0 )′Γ1/222.1
′√
TΓ
1/2
22.1(θ̂
(2)
QML − θ(2)0 ) + oPθ0,T (1)
≡ k′wkw + oPθ0,T (1), (2.51)
where Γ22.1 ≡ Γ22 − Γ21Γ−111 Γ12.
Since it is seen that, under Pθ0,T ,
(
√
T (θ̂QML − θ0)′,ΛT (θ0, θT ))′ D−→ N(m,Σ), (2.52)
where m′ = (0′,− 12h′Γ(θ0)h) and
Σ =
(
Γ(θ0)
−1 h
h′ h′Γ(θ0)h
)
, (2.53)
using Lemma 5.4 in Section 5.1.2, we obtain
L(
√
T (θ̂QML − θ0)|PT,h) D−→ N((h(1)′, h(2)′)′,Γ(θ0)−1). (2.54)
Therefore, under PT,h,
kw = Γ
1/2
22.1B
√
T (θ̂QML − θ0) D−→ N(Γ1/222.1h(2), Iq−l), (2.55)
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hence, in terms of the original tests we have
W
D−→ χ2q−l(h(2)
′
Γ22.1h
(2)), (2.56)
where χ2k(δ
2) is a non-central χ2 distribution with k degrees of freedom and
non-centrality parameter δ2. Thus, we have, under H ,
W
D−→ χ2q−l (2.57)
and, under A,
W
D−→ χ2q−l(h(2)
′
Γ22.1h
(2)). (2.58)
From the construction of W , it is seen that W is asymptotically optimal in
the sense of (2.47).
2.4 Non-Gaussian robustness
In this section we discuss a non-Gaussian robustness for a class of statistics. For
XT = (X1,T , . . . , XT,T )
′, the class of statistics concerned is
F =
{
QT ;QT = 1√
T
{X′TBTXT − E(X′TBTXT )}
}
, (2.59)
with
{BT }s,t = 1
2π
∫ π
−π
B◦s,T (λ)B
◦
t,T (−λ) exp(i(s− t)λ)dλ, (2.60)
where BT fulfills Assumption 2.1. We assume that XT and B
T have time
varying spectral density fθ(u, λ) =
1
2π |Aθ(u, λ)|2 and fB(u, λ) = 12π |B(u, λ)|2,
respectively. The class includes the main order term of QMLE, tests and dis-
criminant statistics etc. (see Dahlhaus (1996a, 1996b, 1997), Sakiyama and
Taniguchi (2004)). Hence, it is sufficiently rich.
Let {Xt,T} be the linear process defined by
Xt,T =
∑
s∈Z
α◦θ,t,T (s)εt−s, t = 1, . . . , T, (2.61)
where for all t = 1, . . . , T , α◦θ,t,T (s), s ∈ Z are real,
∑
s∈Z |s||α◦θ,t,T (s)| <∞ and
εt, t ∈ Z is an i.i.d sequence with mean 0, variance 1 and finite cumulants of all
order. Write
A◦θ,t,T (λ) =
∑
s∈Z
α◦θ,t,T (s) exp(−isλ), (2.62)
hence
α◦θ,t,T (s) =
1
2π
∫ π
−π
A◦θ,t,T (λ) exp(isλ)dλ. (2.63)
First, we have
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Theorem 2.3. For QT ∈ F , under H(p; θ),
QT D→ N(0, σ2), (2.64)
where
σ2 = 16π3
∫ 1
0
∫ π
−π
(fθ(u, λ)fB(u, λ))
2
dλdu
+4π2κ4
∫ 1
0
(∫ π
−π
fθ(u, λ)fB(u, λ)dλ
)2
du. (2.65)
Here κ4 is the fourth order cumulant of εt.
We are often interested in the local asymptotics under θT = θ +
h√
T
for
QT ∈ F .
If we can prove, under H(p; θ),
(QT ,ΛT )′ D→ N(ν,Σ), (2.66)
where
ν =
(
0,−1
2
h′Γ(θ)h
)′
, (2.67)
Σ =
(
σ2 m
m h′Γ(θ)h
)
(2.68)
and
m =
3E (φ(εt)εt)− E
(
φ(εt)ε
3
t
)
2
·
∫ 1
0
(∫ π
−π
h′∇ log fθ(u, λ)dλ
∫ π
−π
fB(u, µ)fθ(u, µ)dµ
)
du
−4πE (φ(εt)εt)
∫ 1
0
∫ π
−π
fB(u, µ)fθ(u, µ)
h′∇Aθ(u, µ)
Aθ(u, µ)
dµdu, (2.69)
then, in view of LeCam’s third lemma (Lemma 5.4 in Section 5.1.2) we obtain
the following theorem.
Theorem 2.4. Under H(p; θT ), θT = θ +
h√
T
, the limiting distribution of
QT ∈ F is given by
QT D→ N(m,σ2). (2.70)
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The above theorem shows that the asymptotics of QT ∈ F depend on non-
Gaussian quantities κ4, E (φ(εt)εt) and E
(
φ(εt)ε
3
t
)
. Henceforth we say that
QT ∈ F is non-Gaussian robust if the asymptotics are independent of the non-
Gaussian quantities. To describe the non-Gaussian robustness we introduce the
following concept. We say that θ is innovation-free if∫ π
−π
∇fθ(u, λ)
fθ(u, λ)
dλ = 0. (2.71)
This condition is satisfied if the time varying innovation a◦θ,t,T (0)εt is inde-
pendent of θ.
Theorem 2.5. Assume that (i) θ is innovation-free, (ii) fB(u, λ) =
h′∇fθ(u,λ)
|fθ(u,λ)|2
and (iii) lim|z|→∞ zp(z) = 0. Then the asymptotic mean and variance of QT ∈
F become
m = 2π
∫ 1
0
∫ π
−π
(
h′∇fθ(u, λ)
fθ(u, λ)
)2
dλdu (2.72)
and
σ2 = 16π3
∫ 1
0
∫ π
−π
(
h′∇fθ(u, λ)
fθ(u, λ)
)2
dλdu, (2.73)
respectively, hence QT is non-Gaussian robust.
2.4.1 Numerical example
To observe the non-Gaussian effect on QT , we consider the following model:
Xt,T + bθT
(
t
T
)
Xt−1,T = aθT
(
t
T
)
εt t = 1, . . . T, (2.74)
where aθ(u) = a exp(− (u−θ)
2
2 ), bθ(u) = b cos(uθ), |a|, |b| < 1, and εt’s are i.i.d.
Exp(0, 1) random variables with probability density
p(x) = exp(−(x+ 1)), x > −1. (2.75)
Then the time varying spectral density is given by
fθ(u, λ) =
1
2π
∣∣∣∣ aθ(u)1 + bθ(u) exp(−iλ)
∣∣∣∣2 . (2.76)
Let fB(u, λ) =
h′∇fθ(u,λ)
|fθ(u,λ)|2 , then
m = 2π
∫ 1
0
∫ π
−π
(
h′∇fθ(u, λ)
fθ(u, λ)
)2
dλdu
−1
2
∫ 1
0
(∫ π
−π
h′∇fθ(u, λ)
fθ(u, λ)
dλ
)2
du
= mG − 8π
∫ 1
0
(
h′∇aθ(u)
aθ(u)
)2
du ≡ mG +mNG, (say), (2.77)
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and
σ2 = 16π3
∫ 1
0
∫ π
−π
(
h′∇fθ(u, λ)
fθ(u, λ)
)2
dλdu
+24π2
∫ 1
0
(∫ π
−π
h′∇fθ(u, λ)
fθ(u, λ)
dλ
)2
du
= σ2G + 384π
4
∫ 1
0
(
h′∇aθ(u)
aθ(u)
)2
du ≡ σ2G + σ2NG, (say). (2.78)
The quantity σ2NG is non-Gaussian effect on the asymtotic variance σ
2 of
QT . σ2NG for model (2.74) is plotted in Figure 2.1. From the figure we observe
that the non-Gaussian effect becomes large as |h| and |θ − 12 | tend to large.
Figure 2.1: σ2NG = 384π
4h2(θ2 − θ + 1/3) for model (2.74).
2.5 Adaptive estimation
Another application of the LAN property is adaptive estimation. This section
discusses adaptive estimation for locally stationary processes.
2.5.1 Estimation of θ when the innovation density is known
For the sake of simplicity we assume that a◦θ,t,T (0) ≡ 1, for all t = 1, . . . , T .
Then, the LAN property of Theorem 2.1 is described as
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Theorem 2.1′. (i) For all θ ∈ Θ, the log-likelihood ratio ΛT (θ, θT ) admits,
under H(p; θ), as T →∞, the asymptotic representation
ΛT (θ, θT ) = h
′∆T (θ)− 1
2
h′F(p)Γ(θ)h+ op(1), (2.79)
where
∆T (θ) =
T∑
t=1
φ(εt(θ))√
T
t−1∑
k=1
∇b◦θ,t,T (k)Xt−k,T
and
Γ(θ) =
1
4π
∫ 1
0
∫ π
−π
(∇fθ(u, λ))(∇fθ(u, λ))′
|fθ(u, λ)|2 dλdu
(ii) Under H(p; θ),
∆T (θ)
D→ N (0,F(p)Γ(θ)). (2.80)
We construct asymptotically efficient estimators of θ0. For this the existence
of
√
T -consistent initial estimators {θ˜T} is essential.
Assumption 2.4. There exists a sequence of estimators {θ˜T } which satisfies√
T (θ˜T − θ0) = OPθ0 (1).
For technical reasons we restrict ourselves to discrete sequences of estimators
{θ¯T }.
Definition 2.3. For any sequence of estimators {θ˜T }, define the descretized
estimator {θ¯T } to be the nearest vertices of {θ : θ = T−1/2(i1, . . . , iq), ij ∈ Z}.
The great advantage of discrete estimators is the following result, which goes
back to LeCam.
Lemma 2.1. Assume that {ST (θ), T ∈ N} is a sequence of random variables
which depends on θ ∈ Θ. If for each sequence θT ∈ Θ satisfying that
√
T (θT − θ0) is bounded by a constant c > 0, (2.81)
we have ST (θT ) = oPθ0 (1), then ST (θ¯T ) = oPθ0 (1) holds for any discrete esti-
mators {θ¯T } which are
√
T -consistent.
Next we make the following assumption for the score function φ = Dpp .
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Assumption 2.5. (i)
lim
u→0
∫
{φ(x+ u)− φ(x)}2p(x)dx = 0. (2.82)
(ii)
lim
u→0
∫
φ(x − u)− φ(x)
u
p(x)dx = F(p). (2.83)
We can establish
Theorem 2.6. Assume that Assumptions 2.1-2.5 hold and that {θ¯T} is discrete
and
√
T -consistent for θ0 ∈ Θ. Then the estimator θ̂T defined by (2.84) below
is asymptotically efficient:
θ̂T = θ¯T +
1√
T
Γ̂T (θ¯T )
−1
F(p) ∆T (θ¯T ) (2.84)
with
Γ̂T (θ¯T ) =
1
T
T∑
t=1
W˜t,T (θ¯T )W˜t,T (θ¯T )
′, (2.85)
where
W˜t,T (θ) =
t−1∑
k=1
∇b◦θ,t,T (k)Xt−k,T .
2.5.2 Estimation of θ when the innovation density is un-
known
Here we discuss estimation for θ0 in the case of unknown p(·). To simplify the
problem, we further assume the following.
Assumption 2.6. (i) p is symmetric about the origin.
(ii)
∫
x4p(x)dx <∞.
Introduce the following non parametric density estimator:
p̂τ,t(x; θ) =
1
2(T − 1)
T∑
s=1,s6=t
{g(x+ ε̂s(θ); τ) + g(x− ε̂s(θ); τ)}
=
1
2(T − 1)
T∑
s=1,s6=t
{g(x+ εs(θ); τ) + g(x− εs(θ); τ)} + oPθ (1), (2.86)
t = 1, . . . , T,
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where
g(x; τ) =
1√
2πτ2
exp(− x
2
2τ2
), x ∈ R (2.87)
and
εt(θ) =
∞∑
k=0
b◦θ,t,T (k)Xt−k,T
=
t−1∑
k=0
b◦θ,t,T (k)Xt−k,T +
∞∑
r=0
c◦θ,t,T (r)ε−r
≡ ε̂t(θ) +
∞∑
r=0
c◦θ,t,T (r)ε−r
= ε̂t(θ) +OPθ (t
−1). (2.88)
Denote
pτ (x) = Eθ(p̂τ,t(x; θ)) =
∫ ∞
−∞
g(x− y; τ)p(y)dy + o(1). (2.89)
As an estimator of φ, define
q̂t,T (x; θ) =

Dbpτ(T ),t(x;θ)
bpτ(T ),t(x;θ) , if
 p̂τ(T ),t(x; θ) ≥ dT|Dp̂τ(T ),t(x; θ)| ≤ cT p̂τ(T ),t(x; θ)|x| ≤ eT
0, else,
(2.90)
where cT →∞, eT →∞, τ(T )→ 0, dT → 0. Let
∆˜T (θ) =
T∑
t=1
q̂t,T (ε̂t(θ); θ)√
T
W˜t,T (θ) (2.91)
be an estimated version of ∆T (θ),
F̂T = 1
T
T∑
t=1
q̂2t,T (ε̂t(θ¯T ); θ¯T ), (2.92)
as Kreiss (1987) (5.8), which is a consistent estimator of F(p), and let
̂̂
θT = θ¯T +
1√
T
Γ̂T (θ¯T )
−1
F̂T
∆˜T (θ¯T ), (2.93)
with {θ¯T } a discrete and
√
T -consistent sequence of estimators of θ0.
Theorem 2.7. Assume that Assumptions 2.1-2.6 hold and that {θ¯T } is a dis-
crete and
√
T -consistent sequence of estimators of θ0. Then
√
T (
̂̂
θT − θ0) = Γ(θ0)
−1
F(p) ∆T (θ0) + oPθ0 (1) (2.94)
holds, if cT →∞, eT →∞, τ(T )→ 0, dT → 0, τ(T )cT → 0, eT (τ(T ))−4/T →
0 and T (τ(T ))9 stays bounded.
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Evidently
̂̂
θT is asymptotically efficient although the density p is unknown.
We call
̂̂
θT an adaptive estimator.
Note that from (2.80), ∆T (θ0)
D→ N (0,F(p)Γ(θ0)), hence, in view of (2.94)
the asymptotic variance of the normalized adaptive estimator, i.e.,
√
T (
̂̂
θT −θ0),
is {F(p)Γ(θ0)}−1, which can be estimated by
{
F̂T Γ̂T (θ¯T )
}−1
consistently.
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Chapter 3
Discriminant Analysis for
Multivariate Non-Gaussian
Locally Stationary
Processes
3.1 Introduction
In multivariate analysis, many methods of discriminant analysis have been in-
vestigated in detail (e.g. Anderson, 1984). The extension of classical discrimi-
nant analysis techniques in multivariate analysis to time series data is a prob-
lem of practical interest. Shumway (1982) gave an extensive review of various
discriminant problems in time series. Zhang and Taniguchi (1994) discussed
the parametric discriminant problems for non-Gaussian vector linear processes,
and showed that discriminant criterion based on an integral functional of peri-
odogram has some good properties, for example, asymptotic normality and non-
Gaussian robustness, etc. Zhang and Taniguchi (1995) have shown robustness
of Chernoff information measure to peak contamination in spectra of the process
concerned. For discrimination between non-Gaussian multivariate time series,
Kakizawa et al. (1998) have introduced a disparity measure, which includes
the Kullback-Leibler discrimination information and the Chernoff information
measure, and gave applications to the problems of classifying earthquakes and
mining explosions.
Although the analysis for stationary time series is well established, stationary
time series models are not plausible to describe the real world. Dahlhaus (1996a,
1996b, 1996c, 1997) has introduced an important class of non-stationary pro-
cesses, called locally stationary processes, and established the asymptotic theory
of statistical inference. Discrimination between different classes of multivariate
time series that can be characterized by differing covariance or time varying
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structures is important in applications of occurring in the analysis of seismic
records and biometrics data. Sakiyama and Taniguchi (2004) investigated the
problems of classifying a multivariate non-Gaussian locally stationary process
{Xt,T } into one of two categories described by two hypotheses Πi : fi(u, λ),
i = 1, 2, where fi(u, λ) are time varying spectral density matrices. They used
an approximation of the Gaussian Kullback-Leibler information measure as a
classification statistic for this problem and showed that this statistic is consis-
tent. The misclassification probabilities were also evaluated under contiguous
hypotheses. In this chapter, we generalize this measure to non-linear time vary-
ing spectral measures which include the Kullback-Leibler information and the
Cernoff information measure. We also propose a genuine non-Gaussian optimal
discrimination criterion based on another approach.
The time series data recoded in real phenomena such as seismic record and
financial time series, are often non-stationary and non-Gaussian. To investigate
the actual performance of our classifying methods to such multivariate non-
stationary and non-Gaussian time series data will be increasing importance.
For this problem, in Section 3.4 we executes clustering of stock data in Tokyo
Stock Exchange via clustering rule based on above measure.
This chapter is organized as follows. In Section 3.2 we define the multi-
variate non-Gaussian locally stationary processes, and introduce a nonparamet-
ric time varying spectral density estimator, which is due to Dahlhaus (1996a,
1996b, 1997). Section 3.3 gives a generalized measure of disparity which in-
cludes Kullbuck-Leibler and Chernoff information measure. In Section 3.4, we
derive the limiting distributions and asymptotic error rates of our discriminant
statistics. We also discuss conditions for non-Gaussian robustness, and show
that our discriminant criterion is Gaussian optimal. Peak robustness of our
discrimination criterion is studied, and some numerical examples are given. In
Section 3.5, we propose a genuine non-Gaussian optimal discrimination criterion
based on the LAN property. All the proofs of Theorems are given in Section
5.2.
3.2 Non parametric spectral estimator of multi-
variate locally stationary processes
When we deal with nonstationary processes, one of the difficult problems to
solve is how to set up an adequate asymptotic theory. To meet this Dahlhaus
(1996a, 1996b, 1997) introduced an important class of nonstationary processes
and developed the statistical inference. We give the precise definition of multi-
variate locally stationary processes which is due to Dahlhaus (2000).
Definition 3.1. A sequence of multivariate stochastic processes Xt,T = (X
(1)
t,T ,
. . . , X
(m)
t,T )
′, (t = 2 −N/2, . . . , 1, . . . , T, . . . , T +N/2;T,N ≥ 1) is called locally
stationary with mean vector 0 and transfer function matrix A◦ if there exists a
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representation
Xt,T =
∫ π
−π
exp (iλt)A◦t,T (λ)dξ(λ), (3.1)
where
(i) ξ(λ) = (ξ1(λ), . . . , ξm(λ))
′
is a complex valued stochastic vector process on
[−π, π] with ξa(λ) = ξa(−λ) and
cum{dξa1(λ1), . . . , dξak(λk)} = η(
k∑
j=1
λj)
κa1,...,ak
(2π)k−1
dλ1 . . . dλk−1, (3.2)
for k ≥ 2, a1, . . . , ak = 1, . . . ,m, where cum{. . .} denotes the cumulant of
k-th order, and η(λ) =
∑∞
j=−∞ δ(λ + 2πj) is the period 2π extension of
the Dirac delta function.
(ii) There exists a constant K and a 2π-periodic matrix valued function A :
[0, 1]× R → Cm×m with A(u,−λ) = A(u, λ) and
sup
t,λ
∣∣∣∣∣A◦t,T (λ)a,b −A
(
t
T
, λ
)
a,b
∣∣∣∣∣ ≤ KT−1 (3.3)
for all a, b = 1, . . . ,m and T ∈ N. A(u, λ) is assumed to be continuous in
u.
f(u, λ) := A(u, λ)ΩA(u, λ)∗ is called the time varying spectral density ma-
trix of the process, where Ω = (κa,b)a,b=1,...,m and D
∗ denotes the complex
conjugate of matrix D. Write
εt :=
∫ π
−π
exp(iλt)dξ(λ), (3.4)
then E(εt) = 0, E(εtε
′
t) = Ω and E(εtε
′
s) for t 6= s is a zero matrix. We make
the following assumption.
Assumption 3.1. Xt,T has the MA(∞) representation
Xt,T =
∞∑
s=−∞
at,T (s)εt−s, (3.5)
that is,
A◦t,T (λ) =
∞∑
s=−∞
at,T (s) exp(−iλs), (3.6)
where the coefficients fulfill
sup
t
∞∑
s=−∞
∣∣∣∣{at,T (s)− as ( tT
)}
cd
∣∣∣∣ = O(T−1) (3.7)
24
for all c, d = 1, . . .m, with continuous matrix function as(u). Then, the condi-
tion (3.3) is fulfilled for
A(u, λ) =
∞∑
s=−∞
as(u) exp(−iλs). (3.8)
Furthermore we make the following assumption on the transfer function
matrix A(u, λ).
Assumption 3.2. (i) The transfer function matrix A(u, λ) is 2π-periodic in λ
and the periodic extension is twice differentiable in u and λ with uniformly
bounded continuous derivatives ∂
2
∂u2A,
∂2
∂λ2A and
∂2
∂u2
∂
∂λA.
(ii) All the eigenvalues of f(u, λ) are bounded from below and above by some
constants δ1, δ2 > 0 uniformly in u and λ.
As an estimator of f(u, λ), we use the nonparametric estimator of kernel
type defined by
f̂T (u, λ) =
∫ π
−π
WT (λ− µ)IN (u, µ)dµ, (3.9)
where WT (ω) =M
∑∞
ν=−∞W (M(ω + 2πν)) is the weight function and M > 0
depends on T , and IN (u, λ) is the data tapered periodogram matrix over the
segment {[uT ]−N/2 + 1, [uT ] +N/2} defined as
IN (u, λ) =
1
2πH2,N
{
N∑
s=1
h
( s
N
)
X[uT ]−N/2+s,T exp{iλs}
}
·
{
N∑
r=1
h
( r
N
)
X[uT ]−N/2+r,T exp{iλr}
}∗
. (3.10)
Here h : [0, 1] → R is a data taper and H2,N =
∑N
s=1 h
(
s
N
)2
. It should be
noted that IN (u, λ) is not a consistent estimator of the spectral density. To
make a consistent estimator of f(u, λ) we have to smooth it over neighbouring
frequencies.
Now we impose the following assumptions on W (·) and h(·).
Assumption 3.3. The weighted functionW : R → [0,∞] satisfiesW (x) = 0 for
x /∈ [−1/2, 1/2], and is a continuous and even function satisfying ∫ 1/2−1/2W (x)dx =
1 and
∫ 1/2
−1/2 x
2W (x)dx <∞.
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Assumption 3.4. The data taper h : R → R satisfies (i) h(x) = 0 for all
x /∈ [0, 1] and h(x) = h(1− x), (ii) h(x) is continuous on R, twice differentiable
at all x /∈ U where U is a finite set of R, and supx/∈U |h′′(x)| <∞. Write
Kt(x) :=
{∫ 1
0
h(x)2dx
}−1
h(x+ 1/2)2, x ∈ [−1/2, 1/2], (3.11)
which plays a role of kernel in the time domain.
Furthermore, we assume
Assumption 3.5. M =M(T ) and N = N(T ), M ≪ N ≪ T satisfy
√
T
M2
= o(1),
N2
T
3
2
= o(1),
√
T logN
N
= o(1). (3.12)
The following lemmas are multivariate version of Theorem 2.2 of Dahlhaus
(1996c) and Theorem A.2 of Dahlhaus (1997) (See also Sakiyama and Taniguchi
(2003)).
Lemma 3.1. Assume that Assumptions 3.1-3.5 hold. Then
(i)
E(IN (u, λ)) = f(u, λ) +
N2
2T 2
∫ 1/2
−1/2
x2Kt(x)
2dx
∂2
∂u2
f(u, λ)
+o
(
N2
T 2
)
+O
(
logN
N
)
, (3.13)
(ii)
E(f̂ (u, λ)) = f(u, λ) +
N2
2T 2
∫ 1/2
−1/2
x2Kt(x)
2dx
∂2
∂u2
f(u, λ)
+
1
2M2
∫ 1/2
−1/2
x2W (x)2dx
∂2
∂λ2
f(u, λ)
+o
(
N2
T 2
+M−2
)
+O
(
logN
N
)
, (3.14)
(iii)
m∑
i,j=1
V ar
(
f̂i,j(u, λ)
)
=
M
N
m∑
i,j=1
fi,j(u, λ)
2
∫ 1/2
−1/2
Kt(x)
2dx
·
∫ 1/2
−1/2
W (x)2dx(2π + 2π{λ ≡ 0 modπ}) + o
(
M
N
)
. (3.15)
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Hence, we have
E
∥∥∥f̂(u, λ)− f(u, λ)∥∥∥2 = O(M
N
)
+O
(
M−2 +N2T−2
)2
= O
(
M
N
)
, (3.16)
where ‖A‖ is the Euclidean norm of the matrix A; ‖A‖ = {tr{AA∗}}1/2.
Lemma 3.2. Assume that Assumptions 3.1-3.5 hold. Let φj(u, λ), j = 1, . . . , k
be m ×m matrix-valued continuous function on [0, 1] × [−π, π] which satisfies
the same conditions as the transfer function matrix A(u, λ) in Assumption 3.2
and φj(u, λ)
∗ = φj(u, λ), φj(u,−λ) = φj(u, λ)∗. Then
LT (φj) =
√
T
{
1
T
T∑
t=1
∫ π
−π
tr
{
φj
(
t
T
, λ
)
IN
(
t
T
, λ
)}
dλ
−
∫ 1
0
∫ π
−π
tr {φj (u, λ) f (u, λ)} dλdu
}
, j = 1, . . . , k (3.17)
have, asymptotically, a normal distribution with zero mean vector and covari-
ance matrix V whose (i, j)-the element is
4π
∫ 1
0
[∫ π
−π
tr{φi(u, λ)f(u, λ)φj(u, λ)f(u, λ)}dλ
+
1
4π2
∑
a1,a2,a3,a4
∑
b1,b2,b3,b4
κb1,b2,b3,b4
∫ π
−π
∫ π
−π
φi(u, λ)a1,a2φj(u, µ)a4,a3
·A(u, λ)a2,b1A(u,−λ)a1,b2A(u,−µ)a4,b3A(u, µ)a3,b4dλdµ
]
du. (3.18)
Assumption 3.5 does not coincide with Assumption A.1 (ii) of Dahlhaus
(1997). As mentioned in A.3 Remarks of Dahlhaus (1997), Assumption A.1 (ii)
of Dahlhaus (1997) is required because of the
√
T -unbiasedness at the boundary
0 and 1. If we assume that {X2−N/2,T , . . . ,X0,T } and {XT+1,T , . . . ,XT+N/2,T}
are available with Assumption 3.5, then from Lemma 3.1 (i)
E (LT (φj)) =
√
TE
{
1
T
T∑
t=1
∫ π
−π
tr
{
φj
(
t
T
, λ
)
IN
(
t
T
, λ
)}
dλ
−
∫ 1
0
∫ π
−π
tr {φj (u, λ) f (u, λ)} dλdu
}
= O
(√
T
(
N2
T 2
+
logN
N
+
1
T
))
= o (1) . (3.19)
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3.3 Measures of disparity
We suppose that we have a collection of zero-mean m-dimensional vector lo-
cally stationary time series Xt,T = (X
(1)
t,T , X
(2)
t,T , . . . , X
(m)
t,T )
′, t = 1, 2, . . . , T .
Denote by pi(x), i = 1, 2, the probability density functions of the mT × 1
vector x = (X′1,T ,X
′
2,T , . . . ,X
′
T,T )
′ under two hypotheses Πi, i = 1, 2, respec-
tively. In the case of locally stationary processes, Πi, i = 1, 2 are, respectively,
described by the time varying spectral density matrices fi(u, λ), i = 1, 2 corre-
sponding to mT × mT matrices ΣT (pi), i = 1, 2. Although theory developed
later transcends the usual normal theory, it is convenient to use the normal as-
sumption temporarily to motivate measures of disparity between the densities
pi(·), i = 1, 2.
One classical measure of disparity between two multivariate densities is the
Kullback Leibler (KL) discrimination information, defined by
K(pj; pk) = Epj
{
log
pj(x)
pk(x)
}
, (3.20)
where Ep denotes the expectation under the density p(·). The KL discrimination
information takes the form
K(pj ; pk) =
1
2
(
tr{ΣT (pj)ΣT (pk)−1} − log |ΣT (pj)||ΣT (pk)| −mT
)
(3.21)
when pi(x) correspond to two hypothetical zero-mean multivariate normal dis-
tributions. ThemT×mT covariance matrices ΣT (pi) contain them×mmatrices
ΣTs,t(pi), s, t = 1, . . . , T as blocks, where
ΣTs,t(pi) =
1
2π
∫ π
−π
exp (iλ(s− t))A◦s,T (λ)ΩA◦t,T (−λ)′dλ. (3.22)
Parzen (1990) proposed to use the Chernoff (CH) information measure
Bα(pj ; pk) = − logEpj
{(
pk(x)
pj(x)
)α}
, (3.23)
as a measure of disparity between the two densities, where the measure is in-
dexed by α, 0 < α < 1. For α = 12 , the Chernoff information measure is the
symmetric divergence measure. For two normal random vectors differing only
in the covariance structure, the measure (3.23) takes the form
Bα(pj ; pk) =
1
2
(
log
|αΣT (pj) + (1− α)ΣT (pk)|
|ΣT (pk)| − α log
|ΣT (pj)|
|ΣT (pk)|
)
. (3.24)
It is of interest to note the antisymmetry property Bα(pj ; pk) = B1−α(pk; pj)
and that Bα(pj ; pk), scaled by α(1−α) converges to K(pj; pk) for α→ 0 and to
K(pk; pj) for α→ 1. Hence the Cernoff measure behaves like the two Kullback-
Leibler measures for values of the parameter α that are near the boundaries 0
and 1.
28
It should be recognized that the information measures (3.21) and (3.24) both
involve mT × mT matrices whose dimensions tend to infinity as T → ∞. As
in the case of stationary processes, it is natural to use spectral approximations
in terms of the time varying spectral density matrices fi(u, λ), i = 1, 2. The
appropriate versions of (3.21) and (3.24) are
K(fj ; fk) = lim
T→∞
T−1K(pj ; pk)
=
1
2
∫ 1
0
∫ π
−π
(
tr{fj(u, λ)f−1k (u, λ)} − log
|fj(u, λ)|
|fk(u, λ)| −m
)
dλ
2π
du (3.25)
and
Bα(fj ; fk) = lim
T→∞
T−1Bα(pj ; pk)
=
1
2
∫ 1
0
∫ π
−π
(
log
|αfj(u, λ) + (1− α)fk(u, λ)|
|fk(u, λ)| − α log
|fj(u, λ)|
|fk(u, λ)|
)
dλ
2π
du. (3.26)
Note here that the time-varying spectral matrices fi(u, λ) correspond to the
multivariate densities pi(x). The advantage of (3.25) and (3.26) is that the
evaluation problem is reduced to inverting m×m matrices. Both forms (3.25)
and (3.26) are functions of the matrix product fj(u, λ)f
−1
k (u, λ) and can be
generalized to the following disparity measure
DH(fj ; fk) =
1
2
∫ 1
0
∫ π
−π
H(fj(u, λ)f
−1
k (u, λ))
dλ
2π
du (3.27)
where H(·) is some functional. To ensure that DH(fj ; fk) has the quasi-distance
property, we require DH(fj ; fk) ≥ 0, and that the equality holds if and only if
fj = fk almost everywhere. The function H(Z) must have a unique minimum
at Z = Em, the identity matrix. There are many possible choices of H(Z) such
that DH(·; ·) satisfies the quasi-distance property, but we consider only the two
cases corresponding to (3.25) and (3.26):
HK(Z) = tr{Z} − log |Z| −m (3.28)
and
HBα(Z) = log |αZ+ (1 − α)Em| − α log |Z|. (3.29)
Note that another possible choice is the quadratic function
HQ(Z) =
1
2
tr (Z−Em)2 . (3.30)
Generally, DH(·; ·) is not symmetric but can easily be made so by defining
H˜(Z) = H(Z) +H(Z−1). (3.31)
The general form (3.27) can be approximated by sums over frequencies of
the form λs = 2πs/T and time ut = t/T , s, t = 1, 2, . . . T , i.e.,
DH(fj ; fk) ≈ 1
2
T−2
T∑
s,t=1
H
(
fj(ut, λs)f
−1
k (ut, λs)
)
. (3.32)
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3.4 Discriminant analysis
Suppose that we wish to investigate the problem of classifying a realization
XT = (X
′
2−N/2,T , . . . ,X
′
1,T , . . . ,X
′
T,T , . . . ,X
′
T+N/2,T )
′ into one of two known
categories Πj , j = 1, 2, where Πj is described by the time varying spectral
density matrix fj(u, λ). Let f̂T (u, λ) be the nonparametric time varying spectral
density estimator given by (3.9), which is based on observation to be classified.
We measure the disparity between the sample spectrum of XT and category Πj
by DH(f̂T ; fj). Then the proposed rule is to classify XT into Π1 or Π2 according
to DH > 0 or DH ≤ 0, where DH is the discriminant function defined by
DH = DH(f̂T ; f2)−DH(f̂T ; f1). (3.33)
In this section we examine the asymptotic properties of discriminant function
(3.33). Assume that the category Πj is an m-variate linear process of the form
Xt,T =
∑∞
k=−∞ a
(j)
t,T (k)εt−k, wherem×mmatrices a(j)t,T (k)’s and i.i.d. m×1 zero
mean vectors εt’s satisfy Assumptions 3.1 and 3.2. The use of f̂T (u, λ) instead
of the data tapered periodogram IN (u, λ) is essential, because DH(IN ;g) does
not converge in probability to DH(fj ;g) under Πj if DH(IN ;g) is nonlinear with
respect to IN (See Taniguchi and Kakizawa (2000)).
We discuss the performance of the discriminant function (3.33). First, we
evaluate the asymptotics of the misclassification probabilities based on DH ;
PDH (2|1) = Pr(DH ≤ 0|Π1) (3.34)
and
PDH (1|2) = Pr(DH > 0|Π2). (3.35)
It is shown that PDH (2|1) and PDH (1|2) converge to zero as T → ∞ if
f1(u, λ) 6= f2(u, λ). Next assuming that Π1 is contiguous to Π2, the limit of
the two misclassification probabilities is evaluated. Then we will elucidate the
asymptotic optimality and robustness.
In what follows, set (j, k) = (1, 2) or (2, 1). We give the following assump-
tions on H(Z).
Assumption 3.6. (i) H : Cm×m → R is real-valued holomorphic function
defined on an open set D in Cm×m.
(ii) H(Em) = 0 and H
(1)(Em) = 0 (m ×m zero matrix), where H(1)({·}) is
the first derivative of Z at {·} whose (a, b)-th element is ∂∂ZabH(Z). The
m2 ×m2 Hessian matrix of H(Z), defined by
∂
∂(vec Z)′
(
∂
∂(vec Z)′
H(Z)
)′
(3.36)
is positive definite at Z = Em. That is, H(Z) has a unique minimum zero
at Z = Em.
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(iii) The m×m matrix Qj,k(u, λ) defined by
Qj,k(u, λ) = f
−1
k (u, λ)
[
H(1)
(
fj(u, λ)f
−1
k (u, λ)
)]′
(3.37)
satisfies Qj,k(u, λ)
∗ = Qj,k(u, λ) and Qj,k(u,−λ) = Qj,k(u, λ)′.
Theorem 3.1. Under the Assumptions 3.1-3.6, suppose that f1(u, λ) 6= f2(u, λ)
on a set of positive Lebesgue measure. Then under Πj, DH
P→ (−1)j+1DH(fj ; fk)
and
√
T{DH + (−1)jDH(fj ; fk)} D→ N(0, V 2H(j, k)), as T →∞, (3.38)
where DH(fj ; fk) is the integral disparity (3.27) and
V 2H(j, k) =
∫ 1
0
[
1
4π
∫ π
−π
tr{Qj,k(u, λ)fj(u, λ)}2dλ
+
1
64π4
∑
a,b,c,d
κa,b,c,dγ
(j,k)
a,b (u)γ
(j,k)
c,d (u)
]
du, (3.39)
with
Γ
(j,k)
H (u) =
{
γ
(j,k)
a,b (u)
}
a,b=1,...,m
=
∫ π
−π
A∗j (u, λ)Qj,k(u, λ)Ak(u, λ)dλ. (3.40)
In view of Theorem 3.1, the limiting forms of misclassification probabili-
ties (3.34) and (3.35) satisfy limT→∞ PDH (k|j) = 0 for (j, k) = (1, 2), (2, 1).
This shows that the discriminant DH is consistent. From (3.38), one may also
approximate them as the normal integrals
PDH (k|j) ≈ Φ
(
−
√
T
DH(fj ; fk)
VH(j, k)
)
, (3.41)
which depend on the fourth-order cumulants unless (3.40) is a zero matrix. To
look at robustness, we assume that the hypothetical m-variate linear process is
generated by
Xt,T =
∞∑
s=−∞
a
(1)
t,T (s)εt−s (3.42)
under Π1 and by
Xt,T =
∞∑
s=−∞
{
a
(1)
t,T (s) + T
−1/2a(2)t,T (s)
}
εt−s (3.43)
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under Π2. Thus, the time varying spectral densities associated with Π1 and Π2
are
f1(u, λ) = A
(1)(u, λ)ΩA(1)(u, λ)∗ (3.44)
and
f2(u, λ) =
{
A(1)(u, λ) + T−1/2A(2)(u, λ)
}
Ω{
A(1)(u, λ) + T−1/2A(2)(u, λ)
}∗
, (3.45)
with A(i)(u, λ) =
∑∞
s=−∞ a
(i)
s (u) exp{−iλs}, i = 1, 2. The quantities DH(fj ; fk)
and VH(j, k) are determined by the local property of the function H(Z) at
Z = Em.
Assumption 3.7. The m2×m2 Hessian matrix of H(Z) at Em is cKm, where
Km is the commutation matrix (e.g., Magnus and Neudecker (1988)) and c > 0.
Note that HK , HBα and HQ in (3.28), (3.29) and (3.30) satisfy Assumptions
3.6 and 3.7.
Theorem 3.2. Let f1 and f2, defined by (3.44) and (3.45), be the hypothetical
time varying spectral density matrices of m-variate linear processes (3.42) and
(3.43), respectively. Under Assumptions 3.1-3.7, if a
(2)
0 (u) = 0 (m × m zero
matrix), the asymptotic misclassification probabilities are independent of the
non-Gaussinanity of the process, and are given by
lim
T→∞
PDH (2|1) = lim
T→∞
PDH (1|2)
= Φ
−1
2
√
1
4π
∫ 1
0
∫ π
−π
tr{∆(u, λ)}2dλdu
 , (3.46)
with
∆(u, λ) = {A(1)(u, λ)ΩA(2)(u, λ)∗ +A(2)(u, λ)ΩA(1)(u, λ)∗}
{A(1)(u, λ)ΩA(1)(u, λ)∗}−1. (3.47)
Furthermore, if the process concerned is Gaussian, the exact Gaussian log-
likelihood ratio is
ΛT (p1, p2) ≡ 1
T
Gaussian log likelihood ratio
=
1
2T
X′T
(
ΣT (p1)
−1 − ΣT (p2)−1
)
XT − 1
2T
log
|ΣT (p2)|
|ΣT (p1)| . (3.48)
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According to Proposition 2.5 and Lemma A.8 of Dahlhaus (2000), it is seen
that, under Πj , for each ε > 0,
E
(√
TΛT (p1, p2)
)
=
√
T
2T
{
tr
{
ΣT (pj)
(
ΣT (p1)
−1 − ΣT (p2)−1
)}− log |ΣT (p2)||ΣT (p1)|
}
=
√
T
4π
∫ 1
0
∫ π
−π
{
tr
{
fj(u, λ)
(
f−12 (u, λ)− f−11 (u, λ)
)}
− log |f2(u, λ)||f1(u, λ)|
}
dλdu +O(T−
1
2+ε + T−
1
2 log11 T )
= (−1)j+1
√
TDHK (fj ; fk) + o(1) (3.49)
and
V ar
(√
TΛT (p1, p2)
)
=
1
2T
tr
{
ΣT (pj)
(
ΣT (p1)
−1 − ΣT (p2)−1
)}2
=
1
4π
∫ 1
0
∫ π
−π
tr
{
fj(u, λ)
(
f−12 (u, λ)− f−11 (u, λ)
)}2
dλdu
+O(T−1 log23 T ). (3.50)
Therefore,
lim
T→∞
PGLR(2|1) = lim
T→∞
PGLR(1|2)
= lim
T→∞
PDH (2|1) = lim
T→∞
PDH (1|2)
= Φ
−1
2
√
1
4π
∫ 1
0
∫ π
−π
tr{∆(u, λ)}2dλdu
 , (3.51)
where
PGLR(2|1) = Pr(ΛT (p1, p2) ≤ 0|Π1) (3.52)
and
PGLR(1|2) = Pr(ΛT (p1, p2) > 0|Π2), (3.53)
that is, the discriminant criterion based on DH is asymptotically Gaussian op-
timal.
Remark 3.1. Peak Robustness of Bα. We consider a case where the time
varying spectral density of XT is contaminated by a sharp peak. In this case,
we can see that Bα(fj ; fk) is robust with respect to peak, but K(fj ; fk) is not so.
Define
f¯i(u, λ) =
{
fi(u, λ) on Ω = [−π, π]− Ωǫ;
fi(u, λ)/ǫ
r on Ωǫ,
(3.54)
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where Ωǫ = [λ0, λ0 + ǫ] is an interval in [−π, π] for sufficiently small ǫ > 0 and
r > 1. Suppose that f1(u, λ) 6≡ f2(u, λ) on a set of a positive Lebesgue measure.
Then, under Assumption 3.2, it can be shown that
lim
ǫ→0
|Bα(f¯j , fj , fk) + (−1)jBα(fj , fk)| = 0 for α ∈ (0, 1), (3.55)
lim
ǫ→0
|K(f¯j , fj , fk) + (−1)jK(fj , fk)| =∞, (3.56)
where
Bα(f¯j , fj , fk) = Bα(f¯j , fk)−Bα(f¯j , fj) (3.57)
and
K(f¯j , fj , fk) = K(f¯j , fk)−K(f¯j , fj)
=
1
4π
∫ 1
0
∫ π
−π
{
log
|fk(u, λ)|
|fj(u, λ)|
+tr
{
f¯j(u, λ)
(
f−1k (u, λ)− f−1j (u, λ)
)}}
dλdu. (3.58)
That is, Bα(fj ; fk) is insensitive to sharp peak in the spectral density, while
K(fj ; fk) is sensitive. Thus, the discriminant statistic Bα(fj ; fk) is better than
K(fj ; fk) if the time varying spectral density of XT is contaminated by a sharp
peak.
Numerical example. We consider the time varying AR(2) model
Xt,T = b
(1)
θ
(
t
T
)
Xt−1,T + b
(2)
θ
(
t
T
)
Xt−2,T + εt, (3.59)
with b
(i)
θ (u) = θ
(i) exp(−2θ(i)(u+1)), i = 1, 2, and εt are i.i.d. random variables
with probability density
p(x) = exp (−(x+ 1)) , x > −1. (3.60)
Then the time varying spectral density is given by
fθ(u, λ) =
1
2π
∣∣∣∣ 11− θ(1) exp(−2θ(1)(u+ 1)) exp(iλ)
−θ(2) exp(−2θ(2)(u + 1)) exp(2iλ)
∣∣∣∣2 . (3.61)
Now, we give two examples for the model (3.59);
Example 1 (θ(1), θ(2)) = (0.8, 0) : AR(1) model.
Example 2 (θ(1), θ(2)) = (0.8, 0.2) : AR(2) model.
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In Figure 3.1, AR(1) coefficient b
(1)
θ (u) (real line) and AR(2) coefficient
b
(2)
θ (u) (dotted line) of Example 2 are plotted. From this figure, it is seen that
b
(1)
θ (u) decreases as u→ 1, on the other hand b(2)θ (u) is almost constant.
Figures 3.1 is about here.
For Examples 1 and 2, the observed stretch {Xt,T} with T = 28 are plotted
in Figures 3.2 and 3.3, respectively. The time varying spectral densities of them
are, respectively, given in Figures 3.4 and 3.5.
Figures 3.2 and 3.3 are about here.
Figures 3.4 and 3.5 are about here.
Next, in Example 1, let the time varying spectral densities associated with
Π1 and Π2 be
Π1 : f1(u, λ) =
1
2π
∣∣∣∣ 11−θ(1)1 exp(−2θ(1)1 (u+1)) exp(iλ)
∣∣∣∣2
Π2 : f2(u, λ) =
1
2π
∣∣∣∣ 11−θ(1)2 exp(−2θ(1)2 (u+1)) exp(iλ)
∣∣∣∣2 , (3.62)
respectively.
We consider the following two cases;
CASE I The time varying spectral density of process concerned is not contam-
inated by a sharp peak, That is, we actually observe
Yt,T = Xt,T . (3.63)
CASE II The time varying spectral density of process concerned is contami-
nated by a sharp peak. That is, we actually observe
Yt,T = X
1
t,T +X
2
t,T , (3.64)
where
X1t,T = Xt,T (3.65)
and
X2t,T =
∫ π
−π
{
ǫ−r/2 − 1
}
Aθ
(
t
T
, λ
)
exp(iλt)I(λ0,λ0+ǫ]dξ(λ)
≈
{
ǫ−r/2 − 1
}
Aθ
(
t
T
, λ0
)
exp(iλ0t) (ξ(λo + ǫ)− ξ(λ0))
≈
{
ǫ−r/2 − 1
}
Aθ
(
t
T
, λ0
)
exp(iλ0t)
· 1
2π
n∑
j=−n
εj
exp(−ij (λ0 + ǫ))− exp (−ijλ0)
−ij . (3.66)
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For the cases II, the observed stretch {Yt,T } with T = 28, θ(1) = 0.8, λ0 =
−π/4, r = 3 and ǫ = 0.01 are plotted in Figure 3.6. The time varying spectral
density f¯1(u, λ) are given in Figure 3.7.
Figures 3.6 and 3.7 are about here.
Finally, in Figures 3.8 and 3.9, we plot the pair graphs K(f¯1, f1, f2), K(f1, f2)
and B1/2(f¯1, f1, f2), B1/2(f1, f2) with (θ
(1)
1 , θ
(1)
2 ) = (0.8, 0.9), respectively. From
Figures 3.8 and 3.9, it is seen that K(f¯1, f1, f2) diverges as ǫ→ 0, on the other
hand B1/2(f¯1, f1, f2) converges to B1/2(f1, f2) as ǫ tends to 0.
Figures 3.8 and 3.9 are about here.
3.5 Asymptotically non-Gaussian optimal clas-
sification
Suppose that XT = (X1,T , . . . , XT,T )
′ is a realization of a scalar-valued locally
stationary process with transfer function A◦θ where the corresponding Aθ is
uniformly bounded from above and below, and time varying spectral density
fθ(u, λ) := |Aθ(u, λ)|2 depends on a parameter vector θ = (θ1, . . . , θq) ∈ Θ ⊂ Rq.
Let Π1 and Π2 be two categories with probability density functions p1(X)
and p2(X), respectively. We investigate the problems of classifying a locally
stationary process {XT } into one of two categories described by two hypotheses:
Π1 : f1(u, λ) = f (u, λ|θ)
Π2 : f2(u, λ) = f
(
u, λ|θT = θ + h√
T
)
, (3.67)
where θ ∈ Θ ⊂ Rq and h = (h1, . . . , hq)′. We assign the observed stretch XT to
category Π1 if XT falls into region R1; otherwise we assign it to Π2, where R1
and R2 are exclusive and exhaustive regions in R
T . It is well known that the
classification regions defined by
R1 =
[
XT : ΛT (p1, p2) = log
p1(XT )
p2(XT )
> 0
]
(3.68)
give the optimal classification (See Anderson (1984)).
Introducing the notations∇i = ∂∂θi , ∇ = (∇1, . . . ,∇q)′, ∇ij = ∂∂θi ∂∂θj , ∇2 =
(∇ij)ij=1,...,q, we make the following assumption.
Assumption 3.8. (A1) There exists a constant K with
sup
t,λ
∣∣∣∣∇s{A◦θ,t,T −Aθ( tT , λ)}
∣∣∣∣ ≤ KT−1 (3.69)
for s = 0, 1, 2. The components of Aθ(u, λ), ∇Aθ(u, λ) and ∇2Aθ(u, λ)
are differentiable in u and λ with uniformly continuous derivatives ∂∂u
∂
∂λ .
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Writing
εt =
∫ π
−π
exp (iλt)dξ(λ), (3.70)
we assume the followings.
Assumption 3.9. (B1) εt’s are i.i.d. random variables with mean 0, variance
1 and finite fourth order moment E(ε4t ). Furthermore the distribution
is absolutely continuous with respect to Lebesgue measure, and has the
probability density p(z) > 0 on R.
(B2) p(·) satisfies
lim
|z|→∞
p(z) = 0, and lim
|z|→∞
zp(z) = 0. (3.71)
(B3) The continuous derivatives Dp, D2p ≡ D(Dp) and D3p ≡ D(D2p) of p(·)
exist on R, and D3p satisfies the Lipschitz condition.
(B4)
F(p) =
∫
(φ(z))2p(z)dz <∞, (3.72)∫
(Dsφ(z))2p(z)dz <∞, s = 1, 2, (3.73)
E(εtφ
2(εt)), E(ε
2
tφ
2(εt)) and E(φ(z))
4 <∞ (3.74)
and ∫
D2p(z)dz = 0, lim
|z|→∞
Dp(z)z2 = 0, (3.75)
where φ(z) = Dp(z)p(z) .
Assumption 3.10. (C1) {Xt,T } has the MA(∞) and AR(∞) representations
Xt,T =
∞∑
j=0
a◦θ,t,T (j)εt−j , (3.76)
a◦θ,t,T (0)εt =
∞∑
k=0
b◦θ,t,T (k)Xt−k,T , (3.77)
where a◦θ,t,T (j), b
◦
θ,t,T (k) ∈ R, b◦θ,t,T (0) ≡ 1 and a◦θ,t,T (j) = a◦θ,0,T (j) =
a◦θ(j) for t ≤ 0.
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(C2) Every a◦θ,t,T (j) is continuously three times differentiable with respect to θ,
and the derivatives satisfy
sup
t,T

∞∑
j=0
(1 + j)|∇i1 · · ·∇isa◦θ,t,T (j)|
 <∞ for s = 0, 1, 2, 3.
(3.78)
(C3) Every b◦θ,t,T (k) is continuously three times differentiable with respect to θ,
and the derivatives satisfy
sup
t,T
{ ∞∑
k=0
(1 + k)|∇i1 · · · ∇isb◦θ,t,T (k)|
}
<∞ for s = 0, 1, 2, 3. (3.79)
(C4)
a◦θ,t,T (0) = exp
{
1
2
1
2π
∫ π
−π
log(f◦θ,t,T (λ))dλ
}
, (3.80)
where f◦θ,t,T (λ) = |A◦θ,t,T (λ)|2.
By (3.76) and (3.77) we have
a◦θ,t,T (0)εt =
t−1∑
k=0
b◦θ,t,T (k)Xt−k,T +
∞∑
r=0
c◦θ,t,T (r)ε−r , (3.81)
where
c◦θ,t,T (r) =
r∑
s=0
b◦θ,t,T (t+ s)a
◦
θ(r − s). (3.82)
From Assumption 3.10 it follows that
∞∑
r=0
|c◦θ,t,T (r)| ≤
∞∑
k=t
∞∑
l=0
|b◦θ,t,T (k)||a◦θ(l)|
≤
∞∑
l=0
|a◦θ(l)|
1
t
∞∑
k=t
k|b◦θ,t,T (k)| = O(t−1). (3.83)
By Theorem 1 of Hirukawa and Taniguchi (2005), we have for all θ ∈ Θ,
under Π1, as T → ∞, the log-likelihood ratio ΛT (p1, p2) has, asymptotically,
normal distribution N (12h′Γ(θ)h, h′Γ(θ)h), where
Γ(θ) =
∫ 1
0
{
F(p)
4π
∫ π
−π
(∇fθ(u, λ))(∇fθ(u, λ))′
|fθ(u, λ)|2 dλ
+
1
16π2
{
E(ε2tφ
2(εt))− 2F(p)− 1
}
·
{∫ π
−π
∇fθ(u, λ)
fθ(u, λ)
dλ
}{∫ π
−π
∇fθ(u, λ)
fθ(u, λ)
dλ
}′}
du. (3.84)
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Furthermore, under Π2, ΛT (p1, p2)
D→ N (− 12h′Γ(θ)h, h′Γ(θ)h), hence
lim
T→∞
PLR(2|1) = lim
T→∞
PLR(1|2)
= Φ
(
−1
2
√
h′Γ(θ)h
)
, (3.85)
where
PLR(2|1) = Pr(ΛT (p1, p2) ≤ 0|Π1) (3.86)
and
PLR(1|2) = Pr(ΛT (p1, p2) > 0|Π2). (3.87)
Since (εs, s ≤ 0) are unobservable, instead of ΛT (p1, p2) we use the “quasi-
log-likelihood ratio”
FT (p1, p2) = log
FT (θ)
FT (θT )
(3.88)
with
FT (θ) =
T∏
t=1
1
a◦θ,t,T (0)
p
{∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
}
, (3.89)
for classification criterion.
Theorem 3.3. The discriminant criterion based on the quasi-log-likelihood ratio
is asymptotically optimal.
Since hypotheses are often unknown, when there are training samples, the
results may also be extended to the plug-in version ofDH , obtained by replacing
fj with the estimator f˜j based on the training samples.
39
0.00 0.20 0.39 0.59 0.78 0.98
u
0.00
0.05
0.10
0.15
Figure 3.1: The time varying coefficient functions b
(1)
θ (u) (real line) and b
(2)
θ (u)
(dotted line).
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Figure 3.2: The observation {Xt,T } of Example 1.
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Figure 3.3: The observation {Xt,T } of Example 2.
Figure 3.4: The time varying spectral density function f(u, λ) for Example 1.
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Figure 3.5: The time varying spectral density function f(u, λ) for Example 2.
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Figure 3.6: The observation {Yt,T } which is contaminated by a sharp peak.
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Figure 3.7: The time varying spectral density f¯1(u, λ) which is contaminated
by a sharp peak.
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Figure 3.8: The pair of graphs K(f¯1, f1, f2) (real line) and K(f1, f2) (dotted
line).
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Figure 3.9: The pair of graphs B1/2(f¯1, f1, f2) (real line) and B1/2(f¯1, f1, f2)
(dotted line).
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Chapter 4
Cluster Analysis for
non-Gaussian Locally
Stationary Processes
4.1 Introduction
In recent years, the field of financial engineering has been developed as a huge
integration of economics, probability theory, statistics and time series etc. There
are mainly two streams in financial engineering. The one which probabilists de-
veloped focuses highly sophisticated mathematical theory, by using stochastic
differential equations. On the other hand empirical people in financial economet-
rics studied various numerical aspects of financial data by means of statistical
inference method. However, we have still hardly found the financial engineering
based on time series methodologies. One of the main topics in financial engi-
neering is the rating problem which classifies several companies into some class
of credit from their data. Usually people in this field has employed discriminant
criterion based on independent observations. The extension of classical discrimi-
nant analysis techniques in multivariate analysis to time series data is a problem
of practical interest. It engages our attention to cluster the observed time series
data into similar categories, and classify new observed series known to belong to
one of two or more categories. Shumway (1982) gave an extensive review of vari-
ous discriminant problems in time series. Zhang and Taniguchi (1994) discussed
the parametric discriminant problems for non-Gaussian vector linear processes,
and showed that discriminant criterion based on Gaussian Kullback-Leibper
information measure which is an integral functional of periodogram has some
good properties, for example, asymptotic normality and non-Gaussian robust-
ness, etc. Alternatively, Zhang and Taniguchi (1995) have employed Chernoff
information measure and shown peak robustness of it in frequency domain. For
discrimination between non-Gaussian multivariate time series, Kakizawa et al.
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(1998) have introduced a general disparity measure which includes the forego-
ing information measures and given applications to the problems of classifying
earthquakes and mining explosions.
Although the analysis for stationary time series has been well established,
empirical studies show that most of time series data has non-stationary be-
havior. In the actual, either slow or rapid changes in the spectrum should
be contained in relatively long stretches of time series data. One of the most
important classes of non-stationary processes has been recently formulated in a
rigorous asymptotic framework by Dahlhaus (1996a, 1996b, 1996c, 1997), called
locally stationary processes. Locally stationary processes have time varying
spectral densities whose spectral structures smoothly change in time. Discrim-
ination and clustering of locally stationary processes that can be characterized
by differing covariance or time varying spectral structures are important in ap-
plications of occurring in the analysis of financial data, seismic records and
biometrics data etc. Sakiyama and Taniguchi (2004) investigated the problems
of classifying a multivariate non-Gaussian locally stationary process into one of
two categories which have hypotheses described by time varying spectral den-
sity matrices. They used an approximation of the Gaussian Kullback-Leibler
information measure as a classification statistic. Hirukawa (2004) has gener-
alized this measure to non-linear integral functional measures of time varying
spectral densities which include the Gaussian Kullback-Leibler and the Chernoff
information measure.
The time series data recoded in real phenomena such as seismic record and
financial time series, are often non-stationary and non-Gaussian. To investi-
gate the actual performance of the classifying to such non-stationary and non-
Gaussian time series data will be increasing importance. Sakiyama (2002) has
discussed a clustering problem of stock data of 5 companies in New York stock
exchange and employed the parametric approach for the estimating time varying
spectral densities. Shumway (2003) has exploited using locally stationary and
Gaussian Kullback-Leibler discrimination measures of distance for classifying
earthquakes and mining explosions at regional distances. In this chapter, we
consider a clustering problem of stock prices of 13 companies in Tokyo Stock
Exchange. We employ the generalized integral functional symmetric measure
of time varying spectrum introduced in Hirukawa (2004), which is based on a
nonparametric estimators of time varying spectral densities. Consequently, we
obtain the clustering results of well extracting the features of the relationships
among the companies. Furthermore, we discuss robustness of Chernoff informa-
tion measure to sharp peak of sample time varying spectrum in time domain
which is corresponding to one of the phenomena of rapid changes in the spectral
structure.
This chapter organized as follows. In Section 4.2 we introduce the non-
Gaussian locally stationary processes, and a nonparametric time varying spec-
tral density estimator which is due to Dahlhaus (1996c, 1997). Section 4.3
gives the generalized integral functional symmetric disparity measures of time
varying spectrum which include Gaussian Kullback-Leibler and Chernoff infor-
mation. Peak robustness of our disparity measure is studied. In Section 4.4 our
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clustering methods are executed to stock price of 13 companies in Tokyo Stock
Exchange. Peak robustness of Chernoff measure in time domain is also verified
by the simulation.
4.2 Non-Gaussian locally stationary processes
Viewing a actual time series data, one may often find the case that however it
has locally stationary behavior, the entire time series data has spectrum which
smoothly changes in time. Of course, such a case is included in non-stationary
processes. Dahlhaus (1996a, 1996b, 1996c, 1997) has introduced the model
which describes such a time series, called locally stationary processes defined as
follows.
Definition 4.1. A sequence of stochastic processes {Xt,T} = {Xt,T : t = 2 −
N/2, . . . , 1, . . . , T, . . . , T+N/2;T, N ≥ 1)} is called locally stationary with mean
0 and transfer function A◦ if there exists a representation
Xt,T =
∫ π
−π
exp (iλt)A◦t,T (λ)dξ(λ), (4.1)
where
(i) ξ(λ) is a complex valued stochastic process on [−π, π] with ξ(λ) = ξ(−λ)
and
cum{dξ(λ1), . . . , dξ(λk)} = η
 k∑
j=1
λj
 κk
(2π)k−1
dλ1 . . . dλk−1, (4.2)
for k ≥ 2, where cum{. . .} denotes the cumulant of k-th order, and η(λ) =∑∞
j=−∞ δ(λ+2πj) is the period 2π extension of the Dirac delta function.
(ii) There exists a constant K and a 2π-periodic function A : [0, 1] × R → C
with A(u,−λ) = A(u, λ) and
sup
t,λ
∣∣∣∣A◦t,T (λ)−A( tT , λ
)∣∣∣∣ ≤ KT−1 (4.3)
for all T ∈ N. A(u, λ) is assumed to be continuous in u.
f(u, λ) := κ2 |A(u, λ)|2 is called the time varying spectral density of the
process. Write
εt :=
∫ π
−π
exp(iλt)dξ(λ), (4.4)
then E(εt) = 0 and E(ε
2
t ) = κ2. Furthermore we make the following assumption
on the transfer function A(u, λ).
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Assumption 4.1. (i) The transfer function A(u, λ) is 2π-periodic in λ and
the periodic extension is twice differentiable in u and λ with uniformly
bounded continuous derivatives ∂
2
∂u2A,
∂2
∂λ2A and
∂2
∂u2
∂
∂λA.
(ii) The time varying spectral density f(u, λ) is bounded from below and above
by some constants δ1, δ2 > 0 uniformly in u and λ.
To develop a general nonstationary theory, we have to pay careful attention
to constituting a suitable model, otherwise the observations obtained in the
future give no information about the present structure. It has been shown that
locally stationary processes have several good asymptotically properties, such as
asymptotical normalities and
√
T -consistencies of various estimators, and local
asymptotic normality (LAN) (See Dahlhaus (1996a, 1996b, 1996c, 1997) and
Hirukawa and Taniguchi (2005)).
As an estimator of time varying spectral density f(u, λ), we use the non-
parametric estimator of kernel type defined by
f̂T (u, λ) =
∫ π
−π
WT (λ− µ)IN (u, µ)dµ, (4.5)
where WT (ω) =M
∑∞
ν=−∞W (M(ω + 2πν)) is the weight function and M > 0
depends on T , and IN (u, λ) is the data tapered periodogram over the segment
{[uT ]−N/2 + 1, [uT ] +N/2}, defined as
IN (u, λ) =
1
2πH2,N
∣∣∣∣∣
N∑
s=1
h
( s
N
)
X[uT ]−N/2+s,T exp{iλs}
∣∣∣∣∣
2
.
Here h : [0, 1] → R is a data taper and H2,N =
∑N
s=1 h
(
s
N
)2
. Henceforth we
call this IN (u, λ) as localized periodogram at time u. It should be noted that
even in stationary case IN (u, λ) is not a consistent estimator of the spectral
density. To make a consistent estimator of f(u, λ) we have to smooth it over
neighbouring frequencies.
Now we impose the following assumptions on W (·) and h(·).
Assumption 4.2. The weighted functionW : R → [0,∞] satisfiesW (x) = 0 for
x /∈ [−1/2, 1/2], and is a continuous and even function satisfying ∫ 1/2−1/2W (x)dx =
1 and
∫ 1/2
−1/2 x
2W (x)dx <∞.
Assumption 4.3. The data taper h : R → R satisfies (i) h(x) = 0 for all
x /∈ [0, 1] and h(x) = h(1− x), (ii) h(x) is continuous on R, twice differentiable
at all x /∈ U where U is a finite set of R, and supx/∈U |h′′(x)| <∞. Write
Kt(x) :=
{∫ 1
0
h(x)2dx
}−1
h(x+ 1/2)2, x ∈ [−1/2, 1/2], (4.6)
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which plays a role of kernel in the time domain.
To ensure linear integral functional of local periodogram IN (u, λ) has
√
T -
consistency, we need the followings.
Assumption 4.4. (i) M =M(T ) and N = N(T ), M ≪ N ≪ T satisfy
√
T
M2
= o(1),
N2
T
3
2
= o(1),
√
T logN
N
= o(1). (4.7)
(ii) The stretches of the observations {X2−N/2,T , . . . , X0,T } and {XT+1,T , . . . ,
XT+N/2,T } are available.
Assumption 4.4 (i) does not coincide with Assumption A.1 (ii) of Dahlhaus
(1997). Adding Assumption 4.4 (ii) to (i), we have
√
T -consistency of linear inte-
gral functional of IN (u, λ). Furthermore, note that the use of f̂(u, λ) instead of
IN (u, λ) is essential, because non-linear integral functional of local periodogram
does not have
√
T -consistency, even after integrated.
4.3 Symmetric measure of disparity
To execute classifying and clustering given observations of locally stationary
processes, first we have to decide how to measure the disparity between different
locally stationary processes which have time varying spectral densities fi(u, λ),
i = 1, 2. Along with Kakizawa et al. (1998), Hirukawa (2004) has employed
the generalized non-linear integral functional disparity measures of time varying
spectral density, defined as
DH(fj ; fk) =
1
2
∫ 1
0
∫ π
−π
H(fj(u, λ)f
−1
k (u, λ))
dλ
2π
du, (4.8)
whereH(·) is some functional of fj(u, λ)f−1k (u, λ) and (j, k) = (1, 2) or (2, 1). To
ensure that DH(fj ; fk) has the quasi-distance property, we requireDH(fj ; fk) ≥
0, and that the equality holds if and only if fj(u, λ) = fk(u, λ), almost every-
where.
Denote by pi(x), i = 1, 2, the probability density functions of the observed
time series XT = (X1,T , . . . , XT,T )
′ under two hypotheses Πi, i = 1, 2, respec-
tively. Let under Πi, XT is corresponding to zero mean Gaussian locally station-
ary process with time varying spectral density fi(u, λ), i = 1, 2. Then, it is seen
that this disparity measure DH(fj ; fk) includes the Gaussian Kullback-Leibler
discriminant information ratio
DHK (fj ; fk) = lim
T→∞
T−1
∫
log pj(x)
pj(x)
pk(x)
dx
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=∫ 1
0
∫ π
−π
HK(fj(u, λ)f
−1
k (u, λ))
dλ
4π
du (4.9)
and the Chernoff information measure
DHBα (fj; fk) = − limT→∞T
−1 log
∫
pj(x)
(
pk(x)
pj(x)
)α
dx
=
∫ 1
0
∫ π
−π
HBα(fj(u, λ)f
−1
k (u, λ))
dλ
4π
du, (4.10)
where
HK(z) = z − log(z)− 1 (4.11)
and
HBα(z) = log(αz + 1− α) − α log(z). (4.12)
Note that another possible choice is the quadratic function
HQ(z) =
1
2
(z − 1)2. (4.13)
Disparity measureDH(fj ; fk) is not a real distance because it is not symmet-
ric and doesn’t satisfy triangle inequality. For clustering it is more convenient
to use the symmetric information divergence
D˜H(fj ; fk) = DH(fj ; fk) +DH(fk; fj)
=
∫ 1
0
∫ π
−π
H˜(fj(u, λ)f
−1
k (u, λ))
dλ
4π
du, (4.14)
where
H˜K(z) = z + z
−1 − 2, (4.15)
H˜Bα(z) = log(αz + 1− α) + log(αz−1 + 1− α) (4.16)
and
H˜Q(z) =
1
2
(z − 1)2 + 1
2
(z−1 − 1)2. (4.17)
Next, we turn to discuss peak robustness of Chernoff measure D˜HBα . We
consider the case where the sample time varying spectral density of XT is con-
taminated by a sharp peak in time domain. Such case corresponds to one of
the phenomena of rapid changes in the spectral structure. We shall prove that
D˜HBα (fj ; fk) is robust with respect to peak, but D˜HK (fj ; fk) is not so. Define
f¯i(u, λ) =
{
fi(u, λ) on Ω = [0, 1]− Ωǫ;
fi(u, λ)/ǫ
r on Ωǫ,
(4.18)
where Ωǫ = [u0, u0 + ǫ] is an interval in [0, 1] for sufficiently small ǫ > 0 and
r > 1. Suppose that f1(u, λ) 6≡ f2(u, λ) on a set of a positive Lebesgue measure.
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Then, under Assumption 4.1, it is seen that
D˜HBα (f¯j ; fk)− D˜HBα (fj ; fk)
=
∫
Ωǫ
∫ π
−π
log{fj(u, λ)f−1k (u, λ) + (1− α)ǫr} − r log (ǫ)
+ log{ǫrfk(u, λ)f−1j (u, λ) + 1− α}
dλ
4π
du
−
∫
Ωǫ
∫ π
−π
H˜Bα(fj ; fk)
dλ
4π
du, (4.19)
which converges to zero, as ǫ→ 0. On the other hand we have
D˜HK (f¯j ; fk)− D˜HK (fj ; fk)
=
∫
Ωǫ
∫ π
−π
{
ǫ−rfj(u, λ)f−1k (u, λ) + ǫ
rfk(u, λ)f
−1
j (u, λ)
} dλ
4π
du
−
∫
Ωǫ
∫ π
−π
H˜K(fj; fk)
dλ
4π
du, (4.20)
which diverges, as ǫ→ 0. Therefore we can see that D˜HBα is insensitive to peak
in the spectrum, while D˜HK is sensitive. Thus, D˜HBα is better than D˜HK if the
sample spectrum is contaminated by sharp peak.
4.4 Hierarchical clustering
In this section we execute clustering of stock prices in Tokyo Stock Exchange.
The data are daily log-returns of 13 companies; 1:HITACHI 2:MATSUSHITA
3:SHARP 4:SONY 5:DENSO 6:KYOCERA 7:NISSAN 8:TOYOTA 9:HONDA
10:CANON 11:NTT 12:KDDI 13:NTTDOCOMO. The individual time series
are 1174 data points since December 28, 1999 until October 1, 2004. Table
4.1 shows the stock data of Tokyo Stock Exchange. The last colum of Table
4.1 is the stock prices of each company on October 1, 2004, which consist of
(stock price)×(stock unit), so they are minimum unit prices which one can buy.
Figures 4.1-4.4 are the stock prices and the daily log-returns of MATUSHITA
and NTTDOCOMO.
Table 4.1 is about here.
Figures 4.1-4.4 are about here.
For the nonparametric estimators of time varying spectral densities, we em-
ploy the following window function
W (x) =
{
π
2 cos(πx) x ∈ [− 12 , 12 ]
0 otherwise.
(4.21)
To simplify the calculation, we take kernel function as h(x) ≡ 1. The
nonparametric time varying spectral density estimators of MATUSHITA and
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NTTDOCOMO are plotted in Figures 4.5 and 4.6, where the selected param-
eters are T = 1000, N = 175 and M = 8. From these figures it is seen that
spectra change as the time changes.
Figures 4.5 and 4.6 are about here.
We compute the distance between two different stocks via the measures of
disparity given by integral functional of nonparametric time varying spectral
density estimators:
D˜H(f̂j ; f̂k) =
1
4π
∫ 1
0
∫ π
−π
H˜
(
f̂j(u, λ)
f̂k(u, λ)
)
dλdu
≈ 1
2T 2
T∑
t=1
T∑
s=1
H˜
(
f̂j(
t
T ,
2πs
T )
f̂k(
t
T ,
2πs
T )
)
. (4.22)
First, we compute the distances of each stock by Gaussian Kullback-Leibler
disparity measure or Chernoff measures with α = 0.1, 0.3 or 0.5. We make two
elements of minimum distance into one cluster. Then, we can iteratively define
the distance between clusters as the average of the distances between each ele-
ment of the clusters. In Figures 4.7-4.10, the clusters identified at each distance
value are displayed as dendrograms. All the results of clustering show that the
first main cluster is HITACHI, MATSUSHITA, SHARP and SONY which are
electric appliances companies. Furthermore, the distances between NISSAN and
HONDA which are transportation equipment companies, and between NTT and
NTTDOCOMOwhich are Information and communication companies, are close,
respectively. Note that DENSO and TOYOTA, which are a kind of branching
companies, are classified into one category. Taking into account all the above
results, we can conclude our clustering method works well.
Figures 4.7-4.10 are about here.
Next, we examine peak robustness of Chernoff measure D˜HBα (fj; fk). Now, we
assume that the sample spectrum of MATSUSHITA is contaminated by a sharp
peak, that is, the sample spectrum of MATSUSHITA is given by (4.18) with
u0 = 0.5, ǫ = 0.001 and r = 1.5, and plotted in Figure 4.11. For this case, the
clusters identified at each distance value be displayed as dendrograms in Figures
4.12-4.15. It can be seen that Chernoff measure with α not close to zero works
well, while Kullback-Leibler measure does not work. These results coincide with
theoretical result, because Chernoff measure tends to Kullback-Leibler measure
as α tends to zero.
Figures 4.11-4.15 are about here.
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Table 4.1: Stock data of Tokyo Stock Exchange
Company Code Name Industry Price
1 6501 HITACHI, LTD. Electric 664
Appliances ×1000
2 6752 MATSUSHITA Electric 1487
ELECTRIC Appliances ×1000
IND. CO., LTD.
3 6753 SHARP CORP. Electric 1512
Appliances ×1000
4 6758 SONY CORP. Electric 3780
Appliances ×100
5 6902 DENSO CORP. Transportation 2655
Equipment ×100
6 6971 KYOCERA CORP. Electric 7880
Appliances ×100
7 7201 NISSAN MOTOR Transportation 1210
CO., LTD. Equipment ×100
8 7203 TOYOTA MOTOR Transportation 4210
CORP. Equipment ×100
9 7267 HONDA MOTOR Transportation 5420
CO., LTD. Equipment ×100
10 7751 CANON INC. Electric 5210
Appliances ×100
11 9432 NIPPON TELEGRAPH & Information & 442000
TELEPHONE CORP. Communication
12 9433 KDDI CORP. Information & 535000
Communication
13 9437 NTT DOCOMO, INC. Information & 192000
Communication
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Figure 4.1: The stock price of MATUSHITA.
Figure 4.2: The stock price of NTTDOCOMO.
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Figure 4.3: The daily log-return of MATUSHITA.
Figure 4.4: The daily log-return of NTTDOCOMO.
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Figure 4.5: The nonparametric time varying spectral density estimator of MAT-
SUSHITA.
Figure 4.6: The nonparametric time varying spectral density estimator of
NTTDOCOMO.
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Figure 4.7: Result of average distance hierarchical clustering using Kullback-
Leibler disparity measure.
Figure 4.8: Result of average distance hierarchical clustering using Chernoff
disparity measure with α = 0.1.
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Figure 4.9: Result of average distance hierarchical clustering using Chernoff
disparity measure with α = 0.3.
Figure 4.10: Result of average distance hierarchical clustering using Chernoff
disparity measure with α = 0.5.
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Figure 4.11: The sample spectrum of MATSUSHITA contaminated by sharp
peak.
Figure 4.12: Result of average distance hierarchical clustering using Kullback-
Leibler disparity measure (MATSUSHITA is contaminated by sharp peak).
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Figure 4.13: Result of average distance hierarchical clustering using Chernoff
disparity measure with α = 0.1 (MATSUSHITA is contaminated by sharp peak).
Figure 4.14: Result of average distance hierarchical clustering using Chernoff
disparity measure with α = 0.3 (MATSUSHITA is contaminated by sharp peak).
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Figure 4.15: Result of average distance hierarchical clustering using Chernoff
disparity measure with α = 0.5 (MATSUSHITA is contaminated by sharp peak).
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Chapter 5
Proofs
5.1 Proofs of Chapter 2
In this section we give the proofs of theorems, and state some lemmas related
to the theorems.
5.1.1 Proof of Theorem 2.1
To prove Theorem 2.1 we prepare some lemmas. The first one is essentialy due
to Garel and Hallin (1995).
Lemma 5.1. Suppose that Assumption 2.2 holds. Then
(i) for all v ∈ R∫
{p1/2(u + v)− p1/2(u)− vDp1/2(u)}2du ≤ v2F (p). (5.1)
(ii) for all v → 0 (0 6= v ∈ R)
v−2
∫
{p1/2(u+ v)− p1/2(u)−Dp1/2(u)}2du→ 0, (5.2)
that is, p1/2 is mean-square differentiable with mean square gradient Dp1/2.
(iii) for any vn → 0 (vn ∈ R) and for all c > 0,
lim
n
sup
|u|≤c
∫
|n−1/2u+ vn|−2{p1/2(x+ n−1/2u+ vn)
−p1/2(x)− (n−1/2u+ vn)Dp1/2(x)}2dx = 0. (5.3)
Next we need the following preparation for locally stationary processes.
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Assumption 5.1. Suppose that A : [0, 1]×R → C is a 2π-periodic function with
A(u,−λ) = A(u, λ) which is differentiable in u and λ with uniformly bounded
derivative (∂/∂u)(∂/∂λ)A. A◦t,T : R → C are 2π-periodic functions with
sup
t,λ
∣∣∣∣A◦t,T (λ)−A( tT , λ)
∣∣∣∣ ≤ KT−1. (5.4)
We set
ΣT (A
◦, B◦) =
{∫ π
−π
exp(iλ(r − s))A◦r,T (λ)B◦s,T (−λ)dλ
}
r,s=1,...,T.
(5.5)
For an n× n matirix D, we define the spectral norm by
‖D‖ = sup
x∈Cn
|Dx|
|x| = [maximum characteristic root of D
∗D]1/2,
where D∗ denotes the conjugate transpose of D. The following two lemmas are
due to Dahlhaus (1996a).
Lemma 5.2. Suppose that A and B fulfill Assumption 5.1. Then we have, with
C1 = supu,λ |A(u, λ)B(u, λ)| and C2 = infu,λ |A(u, λ)|2,
sup
|x|=1
|x∗ΣT (A◦, B◦)x| ≤ 2πC1 + o(1) (5.6)
inf
|x|=1
|x∗ΣT (A◦, A◦)x| ≥ 2πC2 + o(1) (5.7)
and ‖ΣT (A◦, A◦)‖ ≤ 2πC1 + o(1), ‖Σ−1T (A◦, A◦)‖ ≤ (2πC2 + o(1))−1. (5.8)
Let LN : R → R, N ∈ N, be the periodic extension (with period 2π) of
L∗N(λ) :=
{
N 0 ≤ |λ| ≤ πN
π
λ
π
N ≤ |λ| ≤ π.
(5.9)
Furthermore, let
HN (f(·), λ) :=
N∑
t=1
f(t) exp(−itλ) (5.10)
and
HN (λ) := HN (1, λ). (5.11)
Lemma 5.3. Suppose ψ : [0, 1] → R is differentiable with bounded derivative.
Then we have for 0 ≤ s ≤ T
HT
(
ψ
( ·
T
)
, λ
)
= ψ
( s
T
)
HT (λ) +O
(
sup
u
|ψ′(u)|LT (λ)
)
= O
(
{sup
u
|ψ(u)|+ sup
u
|ψ′(u)|}LT (λ)
)
. (5.12)
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The same holds, if ψ(·/T ) is replaced on the left hand side by numbers ψt,T
with supt |ψt,T − ψ(t/T )| = O(T−1).
Proof of Theorem 2.1. In order to prove this theorem we check sufficient
conditions (S1)-(S6) (below) for the LAN given by Swensen (1985). Let Ft be
the σ-algebra generated by {εs, s ≤ 0, X1,T , . . . , Xt,T }, t ≤ T . Since Xt,T fulfills
difference equations (2.15) we obtain
a◦θ,t,T (0) =
t−1∑
k=0
b◦θ,t,T (k)A
◦
θ,t−k,T (λ) exp(−iλk)
+
∞∑
r=0
c◦θ,t,T (r) exp(−iλ(r + t)), a.e. (5.13)
Hence we get
t−1∑
k=1
∇b◦θ,t,T (k)A◦θ,t−k,T (λ) exp(−iλk)
= ∇a◦θ,t,T (0)−
t−1∑
k=0
b◦θ,t,T (k)∇A◦θ,t−k,T (λ) exp(−iλk)
−
∞∑
r=0
∇c◦θ,t,T (r) exp(−iλ(r + t)), a.e. (5.14)
We set down
Yt,T = Φt,T (θ, θT )− 1, (5.15)
I
(1)
t,T =
φ(εt)
2
√
Ta◦θ,t,T (0)
t−1∑
k=1
h′∇b◦θ,t,T (k)Xt−k,T , (5.16)
I
(2)
t,T = −
h′∇a◦θ,t,T (0)
2
√
Ta◦θ,t,T (0)
{1 + εtφ(εt)} (5.17)
and
Wt,T = I
(1)
t,T + I
(2)
t,T . (5.18)
(S1) E(Wt,T |Ft−1) = 0 a.e. (t = 1, . . . , T ).
Evidently,
E(Wt,T |Ft−1) = E(I(1)t,T + I(2)t,T |Ft−1). (5.19)
E(I
(1)
t,T |Ft−1) = 0 is easily checked and
E(I
(2)
t,T |Ft−1) = −
h′∇a◦θ,t,T (0)
2
√
Ta◦θ,t,T (0)
{1 + E (εtφ(εt))} . (5.20)
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In view of Assumption 2.2 we can see that
E (εtφ(εt)) =
∫ ∞
−∞
Dp(εt)εtdεt
=
[
p(εt)εt
]∞
−∞
−
∫ ∞
−∞
p(εt)dεt = −1, (5.21)
hence the assertion (S1) holds.
(S2) E{∑Tt=1(Yt,T −Wt,T )2} → 0.
First, recalling (2.23) we have
E(
√
Tqt,T )
2 ≤ 2E
(
t−1∑
k=1
h′∇b◦θ,t,T (k)Xt−k,T
)2
+2E
(
1
2
√
T
h′∇2b◦θ∗,t,T (k)hXt−k,T +
∞∑
r=0
h′∇c◦θ∗∗,t,T (r)ε−r
)2
=M
(1)
t.T +M
(2)
t,T (say), (5.22)
where
M
(1)
t,T = 2
t−1∑
k1,k2=1
h′∇b◦θ,t,T (k1)h′∇b◦θ,t,T (k2)
(
ΣT (A
◦
θ , A
◦
θ)
)
t−k1,t−k2.
(5.23)
Let
b˜◦θ,t,T (l) =
{
b◦θ,t,T (t− l) l = 1, . . . , t
0 l = t+ 1, . . . , T,
(5.24)
and
b˜◦θ,t,T =
(
b˜◦θ,t,T (1), . . . , b˜
◦
θ,t,T (T )
)′
, (5.25)
then
M
(1)
t,T = 2
t−1∑
k1,k2=1
h′∇b˜◦θ,t,T (k1)h′∇b˜◦θ,t,T (k2)
(
ΣT (A
◦
θ , A
◦
θ)
)
k1,k2
= 2
(
h′∇b˜◦θ,t,T
)′
ΣT (A
◦
θ, A
◦
θ)
(
h′∇b˜◦θ,t,T
)
≤ 2 ‖ΣT (A◦θ , A◦θ)‖
∣∣∣h′∇b˜◦θ,t,T ∣∣∣2
= 2 ‖ΣT (A◦θ , A◦θ)‖
t−1∑
k=0
∣∣h′∇b◦θ,t,T (k)∣∣2 . (5.26)
According to Lemma 5.2, ‖ΣT (A◦θ , A◦θ)‖ is bounded, then, from (C3) it fol-
lows that M
(1)
t,T <∞. Next
M
(2)
t,T =
1
2T
{ t−1∑
k,l=1
h′∇2b◦θ∗,t,T (k)hh′∇2b◦θ∗,t,T (l)hE(Xt−k,TXt−l,T )
}
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+2
∞∑
r,s=0
h′∇c◦θ∗∗,t,T (r)h′∇c◦θ∗∗,t,T (s)E(ε−rε−s)
+
2√
T
{ t−1∑
k=1
∞∑
r=0
h′∇2b◦θ∗,t,T (k)hh′∇c◦θ∗∗,t,T (r)E(Xt−k,T ε−r)
}
=M
(2,1)
t,T +M
(2,2)
t,T +M
(2,3)
t,T (say). (5.27)
From
M
(2,1)
t,T =
1
2T
t−1∑
k,l=1
h′∇2b◦θ∗,t,T (k)hh′∇2b◦θ∗,t,T (l)h (Σt(A◦θ, A◦θ))t−k,t−l
≤ 1
2T
‖Σt(A◦θ , A◦θ)‖
t−1∑
k=1
∣∣h′∇2b◦θ∗,t,T (k)h∣∣2 = O(T−1), (5.28)
M
(2,2)
t,T = 2
∞∑
r=0
∣∣h′∇c◦θ∗∗,t,T (r)∣∣2
≤ 2 sup
t.r
{|h′∇c◦θ∗∗,t,T (r)|}
∞∑
r=0
∣∣h′∇c◦θ∗∗,t,T (r)∣∣ = O(t−1) (5.29)
(similarly as in (2.17)) and
M
(2,3)
t,T =
2√
T
t−1∑
k=1
∞∑
r=0
h′∇2b◦θ∗,t,T (k)hh′∇c◦θ∗∗,t,T (r)a◦θ,t−k,T (t− k + r)
≤ 2√
T
sup
t,l
{|a◦θ,t,T (l)|}
t−1∑
k=1
|h′∇2b◦θ∗,t,T (k)h|
∞∑
r=0
|h′∇c◦θ∗∗,t,T (r)|
= O(T−1/2t−1). (5.30)
We have
M
(2)
t,T = O(t
−1), and E(
√
Tqt,T )
2 = O(1 + t−1), (5.31)
hence
lim
T→∞
T∑
t=1
E(qt,T )
2 <∞ (5.32)
and
lim
T→∞
T∑
t=1
E
(
qt,T −
t−1∑
k=1
h′∇b◦θ,t,T (k)Xt−k,T
)2
= lim
T→∞
1
2T
T∑
t=1
M
(2)
t,T = 0. (5.33)
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Now we turn to the proof of the assertion (S2). We can see that
Yt,T ≡ Yt,T (θ, θT ) =
g
1/2
θT ,t,T
(zθ,t,T + qt,T )− g1/2θ,t,T (zθ,t,T )
g
1/2
θ,t,T (zθ,t,T )
=
qt,TDg
1/2
θ,t,T (zθ,t,T )
g
1/2
θ,t,T (zθ,t,T )
+
g
1/2
θT ,t,T
(zθ,t,T + qt,T )− g1/2θ,t,T (zθ,t,T + qt,T )
g
1/2
θ,t,T (zθ,t,T )
+
g
1/2
θ,t,T (zθ,t,T + qt,T )− g1/2θ,t,T (zθ,t,T )− qt,TDg1/2θ,t,T (zθ,t,T )
g
1/2
θ,t,T (zθ,t,T )
= J
(1)
t,T + J
(2)
t,T + J
(3)
t,T (say). (5.34)
Let
∇˜i = ∂
∂θ˜i
, ∇˜ = (∇˜1, . . . , ∇˜q)′, ∇˜ij = ∂
∂θ˜i
∂
∂θ˜j
, ∇˜2 = (∇˜ij)ij=1,...,q, (5.35)
then
J
(1)
t,T =
qt,Tφ(εt)
2a◦θ,t,T (0)
, (5.36)
and from
g
1/2
eθ,t,T (zθ,t,T + qt.T ) = g
1/2
eθ,t,T (zθ,t,T ) + qt,TDg
1/2
eθ,t,T (zθ,t,T )
+
q2t,T
2
D2g
1/2
eθ,t,T (zθ,t,T + αqt.T ) (5.37)
with 0 < α < 1, it is seen that
J
(2)
t,T =
{g1/2θT ,t,T (zθ,t,T )− g
1/2
θ,t,T (zθ,t,T )}
g
1/2
θ,t,T (zθ,t,T )
+
qt,T{Dg1/2θT ,t,T (zθ,t,T )−Dg
1/2
θ,t,T (zθ,t,T )}
g
1/2
θ,t,T (zθ,t,T )
+ q2t,TR1(εt)
=
h′∇˜g1/2eθ,t,T (zθ,t,T )|eθ=θ√
Tg
1/2
θ,t,T (zθ,t,T )
+
h′∇˜2g1/2eθ,t,T (zθ,t,T )h|eθ=eθ∗
2Tg
1/2
θ,t,T (zθ,t,T )
+
qt,Th
′∇˜Dg1/2eθ,t,T (zθ,t,T )|eθ=eθ∗∗√
Tg
1/2
θ,t,T (zθ,t,T )
+ q2t,TR1(εt)
= − h
′∇a◦θ,t,T (0)
2
√
Ta◦θ,t,T (0)
{1 + εtφ(εt)}+ T−1R2(εt)
+
qt,T√
T
R3(εt) + q
2
t,TR1(εt), (5.38)
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where θ˜∗ and θ˜∗∗ are points on the segment between θ and θ + h/
√
T .
E(Yt,T −Wt,T )2 ≤ 2E(J (1)t,T − I(1)t,T )2 + 2E(J (2)t,T − I(2)t,T )2 + 2E(J (3)t,T )2
=
F(p)
2|a◦θ,t,T (0)|2
E
{
qt,T − 1√
T
t−1∑
k=1
h′∇b◦θ,t,T (k)Xt−k,T
}2
+2E
{
q2t,TR1(εt) + T
−1R2(εt) +
qt,T√
T
R3(εt)
}2
+ 2E(J
(3)
t,T )
2
= 2E(J
(3)
t,T )
2 +O(T−1t−1 + T−2). (5.39)
For every c1 > 0,
T∑
t=1
E(J
(3)
t,T )
2 =
T∑
t=1
E
{
χ
(√
T
|qt,T |
|a◦θ,t,T (0)|
≤ c1
)
· (J (3)t,T )2
}
+
T∑
t=1
E
{
χ
(√
T
|qt,T |
|a◦θ,t,T (0)|
> c1
)
· (J (3)t,T )2
}
= E1 + E2 (say). (5.40)
Recalling (iii) of Lemma 5.1, we can see that
E1 ≤
T∑
t=1
E
{
χ
(√
T
|qt,T |
|a◦θ,t,T (0)|
≤ c1
)
·E((J (3)t,T )2|Ft−1)
}
≤
(
T∑
t=1
E
|qt,T |2
|a◦θ,t,T (0)|2
)
oc1(1), (5.41)
where oc1(1) converges to zero as T →∞ for any given c1 > 0. We next evaluate
E2. It follows from (i) of Lemma 5.1 that
E2 ≤ F(p)
T
T∑
t=1
E
{
χ
(√
T
|qt,T |
|a◦θ,t,T (0)|
> c1
)
T
|qt,T |2
|a◦θ,t,T (0)|2
}
. (5.42)
From (5.31) it is shown that T
|qt,T |2
|a◦
θ,t,T
(0)|2 is uniformly integrable, hence E2 →
0 as c1 → ∞. This, together with (5.39), completes the proof of the assertion
(S2).
(S3) supT E(
∑T
t=1W
2
t,T ) <∞.
E(W 2t,T ) = E(I
(1)
t,T + I
(2)
t,T )
2 = E(I
(1)
t,T )
2 + E(I
(2)
t,T )
2, (5.43)
where
E(I
(1)
t,T )
2 =
F(p)
4T |a◦θ,t,T (0)|2
E
∣∣∣∣∣
t−1∑
k=1
h′∇b◦θ,t,T (k)Xt−k,T
∣∣∣∣∣
2
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=
F(p)
8πT |a◦θ,t,T (0)|2
∫ π
−π
∣∣∣∣∣
t−1∑
k=1
h′∇b◦θ,t,T (k)A◦θ,t−k,T (λ) exp(−iλk)
∣∣∣∣∣
2
dλ
=
F(p)
8πT |a◦θ,t,T (0)|2
∫ π
−π
∣∣∣∣∣h′∇a◦θ,t,T (0)
−
t−1∑
k=0
b◦θ,t,T (k)h
′∇A◦θ,t−k,T (λ) exp(−iλk)
−
∞∑
r=0
h′∇c◦θ,t,T (r) exp(−iλ(r + t))
∣∣∣∣∣
2
dλ (by (5.14))
=
F(p)
8πT |a◦θ,t,T (0)|2
{∫ π
−π
∣∣∣ t−1∑
k=0
b◦θ,t,T (k)h
′∇A◦θ,t−k,T (λ) exp(−iλk)
∣∣∣2dλ
−2
∫ π
−π
ℜ
{
h′∇a◦θ,t,T (0)
t−1∑
k=0
b◦θ,t,T (k)h
′∇A◦θ,t−k,T (λ) exp(−iλk)
}
dλ
+|h′∇a◦θ,t,T (0)|22π
}
+O(T−1t−1)
≡ G(1)t,T +G(2)t,T +G(3)t,T +O(T−1t−1) (5.44)
and
E(I
(2)
t,T )
2 =
|h′a◦θ,t,T (0)|2
4T |a◦θ,t,T (0)|2
E(1 + εtφ(εt))
2
=
|h′a◦θ,t,T (0)|2
4T |a◦θ,t,T (0)|2
{E(ε2tφ2(εt))− 1}. (5.45)
G
(1)
t,T =
F(p)
8πT
∫ π
−π
{ ∣∣∣∣∣
∑t−1
k=0 b
◦
θ,t,T (k)h
′∇A◦θ,t−k,T (λ) exp(−iλk)
a◦θ,t,T (0)
∣∣∣∣∣
2
−
∣∣∣∣h′∇Aθ( tT , λ)
∣∣∣∣2 ·
∣∣∣∣∣
t−1∑
k=0
b◦θ,t,T (k) exp(−iλk)
a◦θ,t,T (0)
∣∣∣∣∣
2 }
dλ
+
F(p)
8πT
∫ π
−π
∣∣∣∣h′∇Aθ( tT , λ)
∣∣∣∣2
·
{ ∣∣∣∣∣
t−1∑
k=0
b◦θ,t,T (k) exp(−iλk)
a◦θ,t,T (0)
∣∣∣∣∣
2
− 1∣∣Aθ( tT , λ)∣∣2
}
dλ
+
F(p)
8πT
∫ π
−π
∣∣h′∇Aθ( tT , λ)∣∣2∣∣Aθ( tT , λ)∣∣2 dλ
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=
F(p)
8πT
∫ π
−π
∣∣h′∇Aθ( tT , λ)∣∣2∣∣Aθ( tT , λ)∣∣2 dλ+O(t−1T−1 + T−2). (5.46)
G
(2)
t,T = −
F(p)h′∇a◦θ,t,T (0)
4πTa◦θ,t,T (0)
∫ π
−π
ℜ
{
h′∇Aθ( tT , λ)
Aθ(
t
T , λ)
}
dλ
+O(t−1T−1 + T−2). (5.47)
Since
∇a◦θ,t,T (0)
a◦θ,t,T (0)
=
1
4π
∫ π
−π
∇ log f◦θ,t,T (λ)dλ
=
1
4π
∫ π
−π
∇ log fθ( t
T
, λ)dλ+O(T−1), (5.48)
∣∣∣∣h′∇Aθ( tT , λ)Aθ( tT , λ)
∣∣∣∣2 = 12
∣∣∣∣h′∇fθ( tT , λ)fθ( tT , λ)
∣∣∣∣2−ℜ{h′∇Aθ( tT , λ)Aθ( tT , λ) h
′∇Aθ( tT , λ)
Aθ(
t
T , λ)
}
, (5.49)∫ π
−π
ℜ
{
h′∇Aθ( tT , λ)
Aθ(
t
T , λ)
}
dλ = 2π
h′∇a◦θ,t,T (0)
a◦θ,t,T (0)
+O(T−1) (5.50)
and∫ π
−π
ℜ
{
h′∇Aθ( tT , λ)
Aθ(
t
T , λ)
h′∇Aθ( tT , λ)
Aθ(
t
T , λ)
}
dλ = 2π
∣∣∣∣∣h′∇a◦θ,t,T (0)a◦θ,t,T (0)
∣∣∣∣∣
2
+O(T−1), (5.51)
we can see that
E(Wt,T )
2 =
F(p)
16πT
∫ π
−π
|h′∇fθ( tT , λ)|2
|fθ( tT , λ)|2
dλ
+
1
64Tπ2
{
E(ε2tφ
2(εt))− 2F(p)− 1
}{∫ π
−π
h′∇fθ( tT , λ)
fθ(
t
T , λ)
dλ
}2
+O(t−1T−1),
so that
T∑
t=1
E(Wt,T )
2 =
∫ 1
0
{
F(p)
16π
∫ π
−π
|h′∇fθ(u, λ)|2
|fθ(u, λ)|2 dλ
+
1
64π2
{
E(ε2tφ
2(εt))− 2F(p)− 1
}{∫ π
−π
h′∇fθ(u, λ)
fθ(u, λ)
dλ
}2}
du+ o(1).
(S4) maxt |Wt,T | P→ 0.
Application of Markov inequality yields
P
(
max
t
|Wt,T | > ǫ
)
≤ P
(
T∑
t=1
W 2t,Tχ(|Wt,T | > ǫ) > ǫ2
)
≤ ǫ−2T−1
T∑
t=1
E
{
TW 2t,Tχ(
√
T |Wt,T | >
√
Tǫ) > ǫ2
}
, (5.52)
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for every ǫ > 0. From (5.26)
E(
√
TWt,T )
2
= E
(
φ(εt)
2a◦θ,t,T (0)
t−1∑
k=1
h′∇b◦θ,t,T (k)Xt−k,T −
h′∇a◦θ,t,T (0)
2a◦θ,t,T (0)
{1 + εtφ(εt)}
)2
≤ F(p)
4|a◦θ,t,T (0)|2
M
(1)
t,T +
|h′∇a◦θ,t,T (0)|2
2|a◦θ,t,T (0)|2
E {1 + εtφ(εt)}2 = O(1),
it is shown that TW 2t,T is uniformly integrable, hence (5.52) converges to zero
as T →∞.
(S5)
∑T
t=1E(W
2
t,T |Ft−1) P→ τ2/4.
From the definition of Wt,T and (B2) we can see that
E(W 2t,T |Ft−1) =
F(p)
4T |a◦θ,t,T (0)|2
∣∣∣∣∣
t−1∑
k=1
h′∇b◦θ,t,T (k)Xt−k,T
∣∣∣∣∣
2
−h
′∇a◦θ,t,T (0)E(εtφ2(εt))
2T |a◦θ,t,T (0)|2
t−1∑
k=1
h′∇b◦θ,t,T (k)Xt−k,T + E(I(2)t,T )2
≡ L(1)t,T + L(2)t,T + E(I(2)t,T )2, (5.53)
hence
V ar
(
T∑
t=1
E(W 2t,T |Ft−1)
)
=
T∑
t1,t2=1
cum
(
E(W 2t1,T |Ft1−1), E(W 2t2,T |Ft2−1)
)
=
T∑
t1,t2=1
cum
(
L
(1)
t1,T
+ L
(2)
t1,T
, L
(1)
t2,T
+ L
(2)
t2,T
)
=
T∑
t1,t2=1
{
cum
(
L
(1)
t1,T
, L
(1)
t2,T
)
+ cum
(
L
(2)
t1,T
, L
(2)
t2,T
)
+ 2cum
(
L
(1)
t1,T
, L
(2)
t2,T
)}
≡ L(1) + L(2) + L(3). (5.54)
Write W˜t,T =
Pt−1
k=1 h
′∇b◦θ,t,T (k)Xt−k,T
a◦
θ,t,T
(0) , then it follows that
L(1) =
(F(p))2
16T 2
T∑
t1,t2=1
cum
(
W˜ 2t1,T , W˜
2
t2,T
)
=
(F(p))2
16T 2
T∑
t1,t2=1
cum(W˜t1,T , W˜ t1,T , W˜t2,T , W˜ t2,T )
+
(F(p))2
16T 2
T∑
t1,t2=1
cum(W˜t1,T , W˜ t2,T )cum(W˜ t1,T , W˜t2,T )
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+
(F(p))2
16T 2
T∑
t1,t2=1
cum(W˜t1,T , W˜t2,T )cum(W˜ t1,T , W˜ t2,T )
≡ L(1,1) + L(1,2) + L(1,3). (5.55)
Again using (5.13) (5.14) and (5.48) leads to
cum(W˜t1,T , W˜t2,T ) = cum(W˜t1,T , W˜ t2,T )
=
1
2π
∫ π
−π
{∑t1−1
k1=1
h′∇b◦θ,t1,T (k1)A◦θ,t1−k1,T (λ) exp(−iλk1)
a◦θ,t,T (0)
}
exp(iλt1)
·
{∑t2−1
k2=1
h′∇b◦θ,t2,T (k2)A◦θ,t2−k2,T (−λ) exp(iλk2)
a◦θ,t,T (0)
}
exp(−iλt2)dλ
=
1
2π
[∫ π
−π
{
1
4π
∫ π
−π
h′∇ log fθ( t1
T
, ν)dν − h
′∇Aθ( t1T , λ)
Aθ(
t1
T , λ)
}
·
{
1
4π
∫ π
−π
h′∇ log fθ( t2
T
, ν)dν − h
′∇Aθ( t2T ,−λ)
Aθ(
t2
T ,−λ)
}
· exp(iλ(t1 − t2))dλ+O(t−11 + t−12 + T−1)
]
, (5.56)
so that we can see that
L(1,2) = L(1,3)
=
(F(p))2
64π2T 2
T∑
t1,t2=1
∫ π
−π
∫ π
−π
ϕ(
t1
T
, λ)ϕ(
t2
T
,−λ)ϕ( t1
T
,−µ)ϕ( t2
T
, µ)
· exp(i(λ− µ)(t1 − t2))dλdµ
+
1
T
T∑
t1=1
O(t−11 ) +
1
T
T∑
t2=1
O(t−12 ) +
1
T 2
T∑
t1,t2=1
O(t−11 t
−1
2 ), (5.57)
where
ϕ(u, λ) =
1
4π
∫ π
−π
h′∇ log fθ(u, ν)dν − h
′∇Aθ(u, λ)
Aθ(u, λ)
. (5.58)
According to Lemma 5.3, this is bounded by
K
T 2
∫ π
−π
∫ π
−π
LT (λ− µ)LT (−λ+ µ)dλdµ + o(1)
=
2πK
T 2
∫ π
−π
L2T (ν)dν + o(1)
=
2πK
T 2
O(T ) + o(1) = O(T−1) + o(1). (5.59)
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On the other hand, from
L(1,1) =
K
T 2
T∑
t1,t2=1
∫ π
−π
∫ π
−π
∫ π
−π
ϕ(
t1
T
, λ1)ϕ(
t1
T
,−λ2)ϕ( t1
T
, µ1)
·ϕ( t1
T
,−λ1 + λ2 − µ1) exp(i(λ1 − λ2)(t1 − t2))dλ1dλ2dµ1
+
1
T 2
T∑
t1,t2=1
O(t−11 + t
−1
2 )
≤ K
′
T 2
∫ π
−π
∫ π
−π
∫ π
−π
|LT (λ1 − λ2)|2dλ1dλ2dµ1 + o(1)
≤ K
′
T 2
4π2O(T ) + o(1) = O(T−1) + o(1), (5.60)
L(2) =
T∑
t1,t2=1
E(zφ2(z))2
4T 2
h′∇a◦θ,t1,T (0)
a◦θ,t1,T (0)
h′∇a◦θ,t2,T (0)
a◦θ,t2,T (0)
cum(W˜t1,T , W˜t2,T )
= K
T∑
t1,t2=1
{∫ π
−π
h′∇fθ( t1
T
, µ)dµ+O(T−1)
}
·
{∫ π
−π
h′∇fθ( t2
T
, µ)dµ+O(T−1)
}
·
{∫ π
−π
ϕ(
t1
T
, λ)ϕ(
t2
T
,−λ) exp(iλ(t1 − t2))dλ +O(t−11 + t−12 + T−1)
}
= O(T−1) + o(1) (5.61)
and similarly L(3) = o(1), we can see that
V ar(
T∑
t=1
E(W 2t,T |Ft−1))→ 0 as T →∞, (5.62)
hence
T∑
t=1
E(W 2t,T |Ft−1) P→
h′Γ(θ)h
4
. (5.63)
(S6) The assertion
T∑
t=1
E
{
W 2t,Tχ(|Wt,T | > ǫ)|Ft−1
}→ 0 for every ǫ > 0, (5.64)
follows from the fact
T∑
t=1
E
{
W 2t,Tχ(|Wt,T | > ǫ)
} P→ 0 for every ǫ > 0 as T →∞, (5.65)
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which was shown in the proof of (S4). Hence the proofs of (i) and (ii) of the
theorem are completed.
Finally, (iii) of the theorem follows from Scheffe´’s theorem and the continuity
of p(·).
5.1.2 Proof of Theorem 2.2
Since we need to derive the asymptotic distribution of statistics under AT , we
prepare the following lemma.
Lemma 5.4 (LeCam’s third lemma). Assume that a p-dimensional statistic
Sn satisfies
(S′n, logLn)
′ D→ Np+1(m,Σ) under{Pn}, (5.66)
where m′ = (m1, . . . ,mp+1) = (µ′,−σ22/2) and
Σ =
(
Σ11 σ12
σ21 σ22
)
. (5.67)
Then
Sn
D→ Np(µ+ σ12,Σ11) under {Qn}. (5.68)
Returning to the proof of Theorem 2.2, we write
lT (θ) = ∇
[
T∑
t=1
log p
{∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
}
− log a◦θ,t,T (0)
]
, (5.69)
then
0 =
1√
T
lT (θ0) +
[
1
T
(∇lT (θ0))′ +RT (θ∗)
]√
T (θ̂QML − θ0), (5.70)
where RT (θ
∗) = 1T [(∇lT (θ∗))′ − (∇lT (θ0))′] with |θ∗ − θ0| ≤ |θ̂QML − θ0|.
The i-th component of 1√
T
lT (θ) and (i, j)-th component of
1
T (∇lT (θ))′ are
1√
T
T∑
t=1
∇ip
{Pt−1
k=0 b
◦
θ,t,T (k)Xt−k,T
a◦
θ,t,T
(0)
}
p
{Pt−1
k=0 b
◦
θ,t,T
(k)Xt−k,T
a◦
θ,t,T
(0)
} − ∇ia◦θ,t,T (0)
a◦θ,t,T (0)

=
1√
T
T∑
t=1
[∑t−1
k=1∇ib◦θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
φ
(∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
)
−∇ia
◦
θ,t,T (0)
a◦θ,t,T (0)
(
1 +
∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
φ
(∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
))]
= g
(T )
θ (i) (say) (5.71)
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and
1
T
T∑
t=1
[{∑t−1
k=1∇ijb◦θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
−∇ja
◦
θ,t,T (0)
∑t−1
k=1∇ib◦θ,t,T (k)Xt−k,T
|a◦θ,t,T (0)|2
−∇ija
◦
θ,t,T (0)
∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
|a◦θ,t,T (0)|2
−∇ia
◦
θ,t,T (0)
∑t−1
k=1∇jb◦θ,t,T (k)Xt−k,T
|a◦θ,t,T (0)|2
+
2∇ia◦θ,t,T (0)∇ja◦θ,t,T (0)
∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
(a◦θ,t,T (0))3
}
·φ
(∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
)
+
a◦θ,t,T (0)
∑t−1
k=1∇ib◦θ,t,T (k)Xt−k,T −∇ia◦θ,t,T (0)
∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
|a◦θ,t,T (0)|2
·a
◦
θ,t,T (0)
∑t−1
k=1∇jb◦θ,t,T (k)Xt−k,T −∇ja◦θ,t,T (0)
∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
|a◦θ,t,T (0)|2
·Dφ
(∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
)
−∇ija
◦
θ,t,T (0)
a◦θ,t,T (0)
+
∇ia◦θ,t,T (0)∇ja◦θ,t,T (0)
|a◦θ,t,T (0)|2
]
= h
(T )
θ (i, j) (say), (5.72)
respectively. Under Assumptions 2.1-2.3, it can be shown that
g
(T )
θ (i) =
1√
T
T∑
t=1
[∑t−1
k=1∇ib◦θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
φ(εt +OP(t−1))
−∇ia
◦
θ,t,T (0)
a◦θ,t,T (0)
(
1 + (εt +OP(t−1))φ(εt +OP (t−1))
) ]
= ∆T (θ) +OP
(
logT√
T
)
(5.73)
and
h
(T )
θ (i, j) =
1
T
T∑
t=1
[{
− ∇ija
◦
θ,t,T (0)
a◦θ,t,T (0)
+ 2
∇ia◦θ,t,T (0)∇ja◦θ,t,T (0)
|a◦θ,t,T (0)|2
}
εtφ(εt)
−
{∑t−1
k=1∇ib◦θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
− ∇ia
◦
θ,t,T (0)
a◦θ,t,T (0)
εt
}
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·
{∑t−1
k=1∇jb◦θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
− ∇ja
◦
θ,t,T (0)
a◦θ,t,T (0)
εt
}
(φ(εt))
2
+
{∇ia◦θ,t,T (0)∇ja◦θ,t,T (0)
|a◦θ,t,T (0)|2
}ε2tD2p(εt)
p(εt)
−∇ija
◦
θ,t,T (0)
a◦θ,t,T (0)
+
∇ia◦θ,t,T (0)∇ja◦θ,t,T (0)
|a◦θ,t,T (0)|2
]
+OP
(
logT
T
)
. (5.74)
Hence we can see that there exist positive constants d1 and d2 such that
Pθ0,T (|g(T )θ (i)| > d1 logT ) = o(1), i = 1, . . . , q, (5.75)
Pθ0,T (‖RT (θ∗)‖ > |θ̂QML − θ0|d2 logT ) = o(1) (5.76)
and
h
(T )
θ (i, j)
P−→ −Γ(θ)i,j . (5.77)
Therefore, on a set having Pθ0,T -probability at least 1− o(1), for some con-
stants d3 > 0 and d4 > 0 we can rewrite (5.70) as
√
T (θ̂QML − θ0) =
[
Γ(θ0) + ηT + d4|θ̂QML − θ0|ζT
]−1
δT , (5.78)
where ηT and ζT are random matrices satisfying ‖ζT ‖ ≤ d3 logT and ‖ηT ‖ ≤ ǫT
for some ǫT → 0, and δT is a random vector whose norm is less than √qd1 logT .
Then there exists sufficiently large d5 > 0 and an integer t0 such that if T > t0
and |θ̂QML − θ0| ≤ d5T−1/2 logT , the right hand side of (5.78) is less than
d5 logT . Applying the Brouwer fixed point theorem to the right hand side of
(5.78), we have proved the assertion (i).
(ii) From the above discussion it follows that
√
T (θ̂QML − θ0)− Γ(θ0)−1∆T = oP(1), in Pθ0,T . (5.79)
Finally we show θ̂QML ∈ A. Let θT = θ0 + h√T . Then log-likelihood ratio is
expressed as
ΛT (θ0, θT ) = h
′∆T − 1
2
h′Γ(θ0)h+ oPθ0,T (1), (5.80)
where ∆T
D−→ N(0,Γ(θ0)), and
(
√
T (θ̂QML−θ0)′,ΛT (θ0, θT ))′ = (Γ(θ0)−1, h)′∆T+(0′,−1
2
h′Γ(θ0)h)′+oPθ0,T (1).
(5.81)
Put
m′ = (0′,−1
2
h′Γ(θ0)h) (5.82)
Σ = (Γ(θ0)
−1, h)′Γ(θ0)(Γ(θ0)−1, h)
=
(
Γ(θ0)
−1 h
h′ h′Γ(θ0)h
)
. (5.83)
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Therefore, use of the LeCam’s third lemma yields
L(
√
T (θ̂QML − θT )|PθT .T ) D−→ N(0,Γ(θ0)−1), (5.84)
which implies θ̂QML ∈ A. Hence θ̂QML is asymptotically efficient.
5.1.3 Proof of Theorem 2.3
We define Gt,T (λ), G(u, λ), λ ∈ [−π, π] and gt,T (s) as
Gt,T (λ) = A
◦
θ,t,T (λ)B
◦
t,T (−λ), (5.85)
G(u, λ) = Aθ(u, λ)B(u,−λ) (5.86)
and
gt,T (s) =
1
2π
∫ π
−π
Gt,T (λ) exp (isλ)dλ, (5.87)
respectively. Let X˜t,T =
∑
s∈Z gt,T (s)εt−s and ST =
1√
T
∑T
t=1
{
X˜2t,T
−E(X˜2t,T )
}
. Theorem 2.3 follows from the lemmas below.
Lemma 5.5.
V ar(QT − ST ) = o(1). (5.88)
Lemma 5.6.
ST
D→ N(0, σ2). (5.89)
Proof of Lemma 5.5. Consider an infinite sum
S =
∑
u1,u2∈Z
c(u1, u2) (εu1εu2 − E(εu1εu2)) , (5.90)
with real coefficients c(u1, u2). Then
V ar(S) =
∑
u1 6=u2
2c2(u1, u2) + (2 + κ4)
∑
u∈Z
c2(u, u)
≤ C
∑
u1,u2∈Z
c2(u1, u2), (5.91)
where C is a constant. Set
d1,T (u1, u2) =
T∑
s,t=1
{
BT
}
s,t
α◦θ,s,T (s− u1)α◦θ,t,T (t− u2), (5.92)
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d2,T (u1, u2) =
T∑
s,t=1
δs,tgs,T (s− u1)gt,T (t− u2)
=
T∑
t=1
gt,T (t− u1)gt,T (t− u2), (5.93)
where gt,T (s) are given by (5.87). By (5.91)
V ar(QT − ST ) ≤ C
T
∑
u1,u2∈Z
(d1,T (u1, u2)− d2,T (u1, u2))2 . (5.94)
Writing
D1,T (λ, µ) =
T∑
s,t=1
{BT }s,tA◦θ,s,T (λ)A◦θ,t,T (µ) exp(i(sλ+ tµ))
=
1
2π
∫ π
−π
T∑
s,t=1
B◦s,T (ν)B
◦
t,T (−ν)A◦θ,s,T (λ)A◦θ,t,T (µ)
· exp(is(λ+ ν) + it(µ− ν))dν, (5.95)
D2,T (λ, µ) =
T∑
s,t=1
δs,tGs,T (λ)Gt,T (µ) exp(i(sλ+ tµ))
=
1
2π
∫ π
−π
T∑
s,t=1
Gs,T (λ)Gt,T (µ) exp(is(λ+ ν) + it(µ− ν))dν,
=
1
2π
∫ π
−π
T∑
s,t=1
A◦θ,s,T (λ)B
◦
s,T (−λ)A◦θ,t,T (µ)B◦t,T (−µ)
· exp(is(λ+ ν) + it(µ− ν))dν, (5.96)
we can see that
d1,T (u1, u2)− d2,T (u1, u2)
=
1
(2π)2
∫ π
−π
∫ π
−π
{D1,T (λ, µ) −D2,T (λ, µ)} exp(−i(u1λ+ u2µ))dλdµ. (5.97)
By Parseval’s identity∑
u1,u2∈Z
(d1,T (u1, u2)− d2,T (u1, u2))2
=
1
(2π)2
∫ π
−π
∫ π
−π
(D1,T (λ, µ) −D2,T (λ, µ))2 dλdµ. (5.98)
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According to Lemma 5.3, and using the fact that |α|LT (α) ≤ K (See e.g.
Lemma A.4 (d) of Dahlhaus (1997)),
D1,T (λ, µ) −D2,T (λ, µ)
=
1
2π
∫ π
−π
T∑
s,t=1
{
B◦s,T (ν)B
◦
t,T (−ν)−B◦s,T (−λ)B◦t,T (−µ)
}
·A◦θ,s,T (λ)A◦θ,t,T (µ) exp(is(λ+ ν) + it(µ− ν))dν
=
1
2π
∫ π
−π
T∑
s,t=1
{
(ν + λ)
∂
∂ω
B◦s,T (ω
∗)B◦t,T (−ν)
+B◦s,T (−λ)(µ− ν)
∂
∂ω
B◦t,T (ω
∗∗)
}
·A◦θ,s,T (λ)A◦θ,t,T (µ) exp(is(λ+ ν) + it(µ− ν))dν
≤ C
∫ π
−π
LT (λ+ ν)LT (µ− ν) {|ν + λ|+ |µ− ν|} dν
≤ CK
∫ π
−π
{LT (λ+ ν) + LT (µ− ν)} dν = O(log T ), (5.99)
where ω∗, ω∗∗ are points on the segment between ν and −λ, −ν and −µ, re-
spectively, hence we can see that V ar(QT − ST ) = O(T−1 log2 T ) = o(1).
Proof of Lemma 5.6. First we prove
V ar(ST )→ σ2, as T →∞. (5.100)
Note that
V ar(ST ) =
2
T
T∑
t,s=1
cum(X˜t,T , X˜s,T )cum(X˜t,T , X˜s,T )
+
1
T
T∑
t,s=1
cum(X˜t,T , X˜t,T , X˜s,T , X˜s,T )
=
2
T
∑
u1,u2∈Z
(d2,T (u1, u2))
2 +
κ4
T
∑
u∈Z
(d2,T (u, u))
2
≡ E(1) + E(2), (5.101)
E(1) =
1
2π2T
∫ π
−π
∫ π
−π
(D2,T (λ, µ))
2dλdµ
=
1
2π2T
∫ π
−π
∫ π
−π
∣∣∣∣∣
T∑
t=1
Gt,T (λ)Gt,T (µ) exp(it(λ+ µ))
∣∣∣∣∣
2
dλdµ
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=
1
2π2T
∫ π
−π
∫ π
−π
T∑
s,t=1
Gs,T (λ)Gs,T (µ)Gt,T (−λ)Gt,T (−µ)
· exp(i(t− s)(λ+ µ))dλdµ
=
1
2π2T
∫ π
−π
∫ π
−π
T∑
s,t=1
Gs,T (λ)Gs,T (ω − λ)Gt,T (−λ)Gt,T (λ− ω)
· exp(i(t− s)ω)dλdω
=
1
2π2T
∫ π
−π
T∑
s,t=1
|Gs,T (λ)|2|Gt,T (λ)|2dλ
∫ π
−π
exp(i(t− s)ω)dω
+O
(∫ π
−π
|ω|L2T (ω)
T
dω
)
=
1
πT
T∑
t=1
∫ π
−π
|Gt,T (λ)|4dλ+O
(
logT
T
)
=
1
πT
T∑
t=1
∫ π
−π
|Aθ( t
T
, λ)B(
t
T
,−λ)|4dλ+O
(
T−1 +
log T
T
)
= 16π3
∫ 1
0
∫ π
−π
(fθ(u, λ)fB(u, λ))
2dλdu + o(1). (5.102)
Recalling (5.96), we can rewrite it as
D2,T (λ) =
1
2π
∫ π
−π
T∑
t=1
Gt,T (µ)Gt,T (λ− µ) exp(itλ)dµ. (5.103)
Since
d2,T (u, u) =
1
2π
∫ π
−π
D2,T (λ) exp(−iuλ)dλ, (5.104)
we observe that
E(2) =
κ4
2πT
∫ π
−π
(D2,T (λ))
2dλ
=
κ4
8π3T
∫ π
−π
∣∣∣∣∣
∫ π
−π
T∑
t=1
Gt,T (µ)Gt,T (λ− µ) exp(itλ)dµ
∣∣∣∣∣
2
dλ
=
κ4
8π3T
∫ π
−π
∫ π
−π
∫ π
−π
T∑
s,t=1
Gs,T (µ1)Gs,T (λ− µ1)Gt,T (−µ2)Gt,T (µ2 − λ)
· exp(i(t− s)λ)dλdµ1dµ2
=
κ4
8π3T
T∑
s,t=1
∫ π
−π
∫ π
−π
|Gs,T (µ1)|2|Gt,T (µ2)|2dµ1dµ2
∫ π
−π
exp(i(t− s)λ)dλ
+O
(∫ π
−π
|λ|L2T (λ)
T
dλ
)
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= 4π2κ4
∫ 1
0
(∫ π
−π
fθ(u, µ)fB(u, µ)dµ
)2
du+ o(1). (5.105)
Next we prove, for k ≥ 3
cum(ST , . . . , ST ) = T
−k2
T∑
t1,...,tk=1
cum(X˜2t1,T , . . . , X˜
2
tk,T
) = o(1). (5.106)
Using the product theorem for cumulants, we have
cum(X˜2t1,T , . . . , X˜
2
tk,T
)
=
∑
ν
cum(X˜(ti,j),T ; (ti, j) ∈ ν1) · · · cum(X˜(ti,j),T ; (ti, j) ∈ νp),
where X˜(ti,j),T = X˜ti,T , j = 1, 2, for all i = 1, . . . , k and the summation is over
all indecomposable partitions ν = ν1 ∪ · · · ∪ νp with |νr| ≥ 2 of the Table
(t1, 1) (t1, 2)
...
...
(tk, 1) (tk, 2).
(5.107)
Note that, for s ≥ 2,
cum(X˜l1,T , . . . , X˜ls,T ) = κs
∑
u∈Z
gl1,T (l1 − u) · · · gls,T (ls − u)
=
κs
(2π)s−1
∫
Πs−1
Gl1,T (λ1) · · ·Gls−1,T (λs−1)Gls,T (−λ1 − · · · − λs−1)
· exp(i(l1λ1 + · · ·+ ls−1λs−1))
· exp(ils(−λ1 − · · · − λs−1))dλ1 · · ·dλs−1, (5.108)
where κs is the sth-order cumulant of εt. Then we can see that
T−
k
2
T∑
t1,...,tk=1
cum(X˜2t1,T , . . . , X˜
2
tk,T
)
= O
(
(logT )k−2
T
k
2
∫ π
−π
L2T (λ)dλ
)
= O
(
(logT )k−2
T
k−2
2
)
= o(1), (5.109)
which implies the asymptotic normality of ST .
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5.1.4 Proof of (2.66)
First, we evaluate
Cov(ΛT ,QT ) = Cov(h′∆T , 1√
T
X′TB
TXT ) + o(1)
= cum
(
T∑
t=1
φ(εt)√
Ta◦θ,t,T (0)
t−1∑
k=1
h′∇b◦θ,t,T (k)Xt−k,T ,
1√
T
X′TB
TXT
)
−
T∑
t=1
cum
(
h′∇a◦θ,t,T (0)√
Ta◦θ,t,T (0)
{1 + φ(εt)εt} , 1√
T
X′TB
TXT
)
+ o(1)
≡ S(1) − S(2) + o(1). (5.110)
Then
S(1) =
1
T
T∑
t=1
t−1∑
k=1
T∑
l,j=1
h′∇b◦θ,t,T (k)
a◦θ,t,T (0)
BTl,jcum (φ(εt)Xt−k,T , Xl,TXj,T )
=
2
T
T∑
t=1
t−1∑
k=1
h′∇b◦θ,t,T (k)
a◦θ,t,T (0)
T∑
l,j=1
BTl,jcum (φ(εt), Xl,T )cum(Xt−k,T , Xj,T ) .(5.111)
Here we can see that
cum (φ(εt), Xl,T )cum(Xt−k,T , Xj,T )
= α◦θ,l,T (l − t)E (φ(εt)εt)
∑
u∈Z
α◦θ,t−k,T (t− k − u)α◦θ,j,T (j − u)
= α◦θ,l,T (l − t)E (φ(εt)εt)
1
2π
∫ π
−π
A◦θ,t−k,T (µ)A
◦
θ,j,T (−µ)
· exp(i(t− k − j)µ)dµ
=
E (φ(εt)εt)
4π2
∫ π
−π
∫ π
−π
A◦θ,l,T (λ)A
◦
θ,t−k,T (µ)A
◦
θ,j,T (−µ)
· exp(i(lλ− (j + k)µ+ t(µ− λ)))dλdµ. (5.112)
Recalling (5.13) and (5.14) in the proof of Theorem 2.1,
q◦θ,t,T (µ) ≡
t−1∑
k=1
h′∇b◦θ,t,T (k)A◦θ,t−k,T (µ) exp(−ikµ)
a◦θ,t,T (0)
=
h′∇a◦θ,t,T (0)
a◦θ,t,T (0)
− h
′∇A◦θ,t,T (µ)
A◦θ,t,T (µ)
+O(t−1 + T−1), a.e. (5.113)
we obtain
S(1) =
E (φ(ε)ε)
4π3T
T∑
l,j,t=1
∫
Π3
B◦l,T (ω)B
◦
j,T (−ω)A◦θ,l,T (λ)A◦θ,j,T (−µ)q◦θ,t,T (µ)
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· exp(i(l(λ+ ω)− j(µ+ ω) + t(µ− λ)))dλdµdω
=
E (φ(ε)ε)
4π3T
T∑
l,j,t=1
∫
Π3
B◦l,T (ω)B
◦
j,T (−ω)A◦θ,l,T (µ+ τ)A◦θ,j,T (−µ)q◦θ,t,T (µ)
· exp(i((l − j)(µ+ ω) + (l − t)τ))dτdµdω
=
E (φ(ε)ε)
2π2T
T∑
j,t=1
∫
Π2
B◦t,T (ω)B
◦
j,T (−ω)A◦θ,t,T (µ)A◦θ,j,T (−µ)q◦θ,t,T (µ)
· exp(i(t− j)(µ+ ω))dµdω +O
(
logT
T
∫ π
−π
|τ |L2T (τ)dτ
)
(By Lemma A.4 (e) of Dahlhaus (1997))
=
E (φ(ε)ε)
2π2T
T∑
j,t=1
∫
Π2
B◦t,T (λ− µ)B◦j,T (µ− λ)A◦θ,t,T (µ)A◦θ,j,T (−µ)q◦θ,t,T (µ)
· exp(i(t− j)λ)dµdλ +O
(
log2 T
T
)
=
E (φ(ε)ε)
πT
T∑
t=1
∫ π
−π
|B◦t,T (µ)|2|A◦θ,t,T (µ)|2q◦θ,t,T (µ)dµ
+O
(∫ π
−π
|λ|L2T (λ)
T
dλ+
log2 T
T
)
= 4πE (φ(ε)ε)
∫ 1
0
∫ π
−π
fB(u, µ)fθ(u, µ)
{ 1
4π
∫ π
−π
h′∇ log fθ(u, λ)dλ
−h
′∇Aθ(u, µ)
Aθ(u, µ)
}
dµdu +O
(
1 + log2 T
T
)
= E (φ(ε)ε)
∫ 1
0
(∫ π
−π
h′∇ log fθ(u, λ)dλ
∫ π
−π
fB(u, µ)fθ(u, µ)dµ
)
du
−4πE (φ(ε)ε)
∫ 1
0
∫ π
−π
fB(u, µ)fθ(u, µ)
h′∇Aθ(u, µ)
Aθ(u, µ)
dµdu
+O
(
log2 T
T
)
. (5.114)
On the other hand
S(2) =
1
T
T∑
t=1
T∑
k,j=1
h′∇a◦θ,t,T (0)
a◦θ,t,T (0)
BTj,kcum (φ(εt)εt, Xj,TXk,T )
=
1
T
T∑
t=1
1
4π
∫ π
−π
h′∇ log fθ( t
T
, λ)dλ
T∑
k,j=1
BTj,k
{
cum (φ(εt), εt, Xj,T , Xk,T )
+2cum (φ(εt), Xj,T ) cum (εt, Xk,T )
}
+O(T−1). (5.115)
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Here
T∑
k,j=1
BTj,k {cum (φ(εt), εt, Xj,T , Xk,T ) + 2cum (φ(εt), Xj,T ) cum (εt, Xk,T )}
=
T∑
k,j=1
BTj,k
{
E
(
φ(εt)ε
3
t
)− E (φ(εt)εt)}α◦θ,j,T (j − t)α◦θ,k,T (k − t)
=
E
(
φ(εt)ε
3
t
)− E (φ(εt)εt)
4π2
∫ π
−π
∫ π
−π
T∑
k,j=1
BTj,kA
◦
θ,j,T (λ)A
◦
θ,k,T (µ)
· exp(i(jλ+ kµ− t(λ+ µ)))dλdµ
=
E
(
φ(εt)ε
3
t
)− E (φ(εt)εt)
8π3
∫ π
−π
∫ π
−π
∫ π
−π
T∑
k,j=1
B◦j,T (ν)B
◦
k,T (−ν)
·A◦θ,j,T (λ)A◦θ,k,T (µ) exp(i(j(λ+ ν) + k(µ− ν)− t(λ+ µ)))dλdµdν
=
E
(
φ(εt)ε
3
t
)− E (φ(εt)εt)
8π3
∫ π
−π
∫ π
−π
∫ π
−π
T∑
k,j=1
B◦j,T (ν)B
◦
k,T (−ν)
·A◦θ,j,T (λ)A◦θ,k,T (ω − λ) exp(i(j − k)(λ+ ν) + (k − t)ω))dλdνdω.(5.116)
Then we can see that
S(2) =
E
(
φ(ε)ε3
)− E (φ(ε)ε)
16π3T
T∑
t=1
∫ π
−π
h′∇ log fθ( t
T
, τ)dτ
·
∫ π
−π
∫ π
−π
T∑
j=1
B◦j,T (ν)B
◦
t,T (−ν)A◦θ,j,T (λ)A◦θ,t,T (−λ)
· exp(i(j − t)(λ+ ν))dλdν +O
(
logT
T
∫ π
−π
|ω|L2T (ω)dω
)
=
E
(
φ(ε)ε3
)− E (φ(ε)ε)
8π2T
T∑
t=1
∫ π
−π
h′∇ log fθ( t
T
, τ)dτ
·
∫ π
−π
|B◦t,T (ν)|2|A◦θ,t,T (ν)|2dν +O
(∫ π
−π
|ω|L2T (ω)
T
dω
)
+O
(
log2 T
T
)
=
E
(
φ(ε)ε3
)− E (φ(ε)ε)
2
∫ 1
0
(∫ π
−π
h′∇ log fθ(u, τ)dτ
·
∫ π
−π
fB(u, ν)fθ(u, ν)dν
)
du+O
(
log2 T
T
)
. (5.117)
Combining (5.114) and (5.117) yields Cov(ΛT ,QT ) = m+ o(1).
For any real a, b, let ZT = aQT + bΛT , then
E(ZT ) = − b
2
h′Γ(θ)h+ o(1) (5.118)
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and
V ar(ZT ) = a
2σ2 + b2h′Γ(θ)h+ 2abm+ o(1). (5.119)
Furthermore, using the product theorem for cumulants, and procedures in
this section, we can show that, for k ≥ 3
Cumk(ZT , . . . , ZT ) = o(1). (5.120)
That is, ZT
D→ N ((a, b)ν, (a, b)Σ(a, b)′), hence, (2.66) follows by “ Crame´r-
Wold device”.
5.1.5 Proof of Theorem 2.6
Let us start with the following lemmas.
Lemma 5.7. Let θT be a sequence satisfying (2.81). Then
Γ̂T (θT )→ Γ(θ0), as T →∞, (5.121)
in Pθ0-probability.
Proof. It is easy to verify that there exist a positive constant K and a neigh-
borhood Nθ0 of θ0 on which
Eθ0
∣∣∣Γ̂T (θ1)− Γ̂T (θ2)∣∣∣
≤ T−1
T∑
t=1
Eθ0
∣∣∣W˜t,T (θ1)W˜t,T (θ1)′ − W˜t,T (θ2)W˜t,T (θ2)′∣∣∣ ≤ K|θ1 − θ2|.(5.122)
On the other hand, the same argument as in the proof of Theorem 2.1 leads
to
Γ̂T (θ0) = T
−1
T∑
t=1
W˜t,T (θ0)W˜t,T (θ0)
′
Pθ0−→ 1
4π
∫ 1
0
∫ π
−π
(∇fθ0(u, λ))(∇fθ0(u, λ))′
|fθ0(u, λ)|2
dλdu = Γ(θ0). (5.123)
Since
√
T (θT − θ0) is bounded, we can see that
Γ̂T (θT )
Pθ0−→ Γ(θ0). (5.124)
In order to proof of Theorem 2.6, the following asymptotic linearity is es-
sential:
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Lemma 5.8. Let {θT} be a sequence satisfying (2.81). Then
∆T (θT )−∆T (θ0) = −Γ(θ0)F(p)
√
T (θT − θ0) + oPθ0 (1). (5.125)
Proof. Since Eθ0
(
φ(εt(θ0))W˜t,T (θ)|Ft−1
)
= W˜t,T (θ)Eθ0 (φ(εt(θ0))) = 0, we
obtain
∆T (θT )−∆T (θ0) = 1√
T
T∑
t=1
{
φ(εt(θT ))W˜t,T (θT )− φ(εt(θ0))W˜t,T (θ0)
}
=
1√
T
T∑
t=1
[
W˜t,T (θT ) {φ(εt(θT ))− φ(εt(θ0))}
−Eθ0
(
W˜t,T (θT ) {φ(εt(θT )) − φ(εt(θ0))} |Ft−1
) ]
+
1√
T
T∑
t=1
[
φ(εt(θ0))
{
W˜t,T (θT )− W˜t,T (θ0)
}
−Eθ0
(
φ(εt(θ0))
{
W˜t,T (θT )− W˜t,T (θ0)
}
|Ft−1
) ]
+
1√
T
T∑
t=1
[
Eθ0
(
W˜t,T (θT )φ(εt(θT ))|Ft−1
)
−Eθ0
(
W˜t,T (θT )φ(εt(θ0))|Ft−1
)]
≡ 1√
T
T∑
t=1
{
L
(1)
t,T + L
(2)
t,T + L
(3)
t,T
}
. (5.126)
Since L
(1)
t,T is a martingale difference sequence with respect to Ft−1, we can
see that
1
T
Eθ0
(
(
T∑
t=1
L
(1)
t,T )(
T∑
t=1
L
(1)
t,T )
′
)
=
1
T
T∑
t=1
Eθ0
(
(L
(1)
t,T )(L
(1)
t,T )
′
)
≤ 1
T
T∑
t=1
Eθ0
(
W˜t,T (θT )W˜t,T (θT )
′ {φ(εt(θT ))− φ(εt(θ0))}2
)
=
1
T
T∑
t=1
Eθ0
(
W˜t,T (θT )W˜t,T (θT )
′
·
∫
{φ (εt + (εt(θT )− εt(θ0)))− φ(εt)}2 p(εt)dεt
)
. (5.127)
From Assumption 2.5 (ii), since Eθ0
(
W˜t,T (θT )W˜t,T (θT )
′
)
is bounded uni-
formly in t, T and εt(θT ) − εt(θ0) = (θT − θ0)′W˜t,T (θ0) + O(t−1T−1/2 + T−1),
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the right hand side of (5.127) converges to zero. Similarly
1
T
Eθ0
(
(
T∑
t=1
L
(2)
t,T )(
T∑
t=1
L
(2)
t,T )
′
)
≤ 1
T
T∑
t=1
Eθ0
(
φ(εt(θ0))
2
{
W˜t,T (θT )− W˜t,T (θ0)
}{
W˜t,T (θT )− W˜t,T (θ0)
}′)
=
F(p)
T
T∑
t=1
Eθ0
({
W˜t,T (θT )− W˜t,T (θ0)
}{
W˜t,T (θT )− W˜t,T (θ0)
}′)
= O(|θT − θ0|2). (5.128)
From Assumption 2.5 (ii), we get
∆T (θT )−∆T (θ0) = 1√
T
T∑
t=1
L
(3)
t,T + oPθ0 (1)
=
1√
T
T∑
t=1
W˜t,T (θT )
∫
(εt − εt(θT ))φ(εt − (εt − εt(θT ))− φ(εt)
εt − εt(θT ) p(εt)dεt
+oPθ0 (1)
=
F(p)√
T
T∑
t=1
W˜t,T (θT )W˜t,T (θT )
′(θ0 − θT ) + oPθ0 (1)
=
√
TF(p)Γ̂(θT )(θ0 − θT ) + oPθ0 (1), (5.129)
hence, the assertion follows from Lemma 5.7.
From lemmas 2.1, 5.7 and 5.8, we obtain asymptotic efficiency of θ̂T .
5.1.6 Proof of Theorem 2.7
Assume that {θT} is a discrete and
√
T -consistent sequence of estimator for θ0.
Then
Lemma 5.9.
∆˜T (θ¯T )−∆T (θ¯T ) = oPθ0 (1). (5.130)
Let θT be a sequence satisfying (2.81). By construction, q̂t,T (x; θ) and φ(x)
are antisymmetric about zero, that is,
q̂t,T (−x; θ) = −q̂t,T (x; θ), and φ(−x) = −φ(x), (5.131)
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for all x. Therefore as in Kreiss (1987) (6.12), we obtain
EPθT |∆˜T (θT )−∆T (θT )|2
=
1
T
T∑
t=1
EPθT
[
|W˜t,T (θT )|2
∫
(q̂t,T (x; θT )− φ(x))2p(x)dx
]
+ o(1). (5.132)
Along the line of Bickel (1982) and Kreiss (1987) we will now establish a
number of auxiliary results.
Lemma 5.10. For each x ∈ R, there are constants c0 and c1 such that
S
(1)
T = EPθT
[
pτ(T )(x)
−1{p̂τ(T ),t(x; θT )− pτ(T )(x)}2|W˜t,T (θT )|2
]
≤ τ(T )
−1
n− 1
{
c0 +
c1x
2
n− 1
}
, 1 ≤ t ≤ T. (5.133)
Proof. Observe that we can rewrite(
W˜t,T (θT )
)
i
=
∞∑
s=1
(
r◦θT ,t,T (s)
)
i
εt−s(θT ), (5.134)
with
∑∞
s=1 |r◦θT ,t,T (s)|k = O(1), k = 1, 2. Note that from Stone (1975) (3.8),
V ar(Dip̂τ,t(x; θ)) ≤ κipτ (x)
(T − 1)τ2i+1 , (5.135)
and p̂τ(T ),t(x; θT ) depends on εt, 1 ≤ t ≤ T only, hence
S
(1)
T ≤ 2EPθT
pτ(T )(x)−1{p̂τ(T ),t(x; θT )− pτ(T )(x)}2
∣∣∣∣∣
t−1∑
s=1
r◦θT ,t,T (s)εt−s
∣∣∣∣∣
2

+
O(1)
(T − 1)τ(T ) . (5.136)
Next
EPθT
[
pτ(T )(x)
−1{p̂τ(T ),t(x; θT )− pτ(T )(x)}2ε2t−s
]
≤ 2EPθT
[
pτ(T )(x)
−1
{ 1
2(T − 1)
∑
l 6=t,l 6=t−s
{g(x+ εl; τ(T ))− pτ(T )(x)
+g(x− εl; τ(T ))− pτ(T )(x)}
}2
ε2t−s
]
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+2EPθT
[
pτ(T )(x)
−1
{ 1
2(T − 1){g(x+ εt−s; τ(T ))− pτ(T )(x) (5.137)
+g(x− εt−s; τ(T ))− pτ(T )(x)}
}2
ε2t−s
]
(note that the second part occurs only i − k 6= t). Since y2g(x + y; τ) ≤ 2τ +
2x2τ−1, these last expressions can be bounded by (τ(T )−1/(T − 1))(O(1) +
(x2/(T − 1))O(1)). Similar methods lead to∣∣∣EPθT [pτ(T )(x)−1{p̂τ(T ),t(x; θT )− pτ(T )(x)}2εt−sεt−k]∣∣∣
≤ x2τ(T )−1/(T − 1)2, s 6= k. (5.138)
Because
∑∞
s=1 |r◦θ,t,T |k = O(1), k = 1, 2, the assertion follows.
In the same way one can establish
Lemma 5.11. For each x ∈ R, there are constants C0 and C1 such that
S
(2)
T = EPθT
[
pτ(T )(x)
−1{Dp̂τ(T ),t(x; θT )−Dpτ(T )(x)}2|W˜t,T (θT )|2
]
≤ τ(T )
−3
n− 1
{
C0 +
C1x
2
n− 1
}
, 1 ≤ t ≤ T. (5.139)
From lemmas 5.10, 5.11 and that EPθT |W˜t,T (θT )|2 is bounded, independent
of t ∈ N, we can apply directly the results of Kreiss (1987) lemmas 6.7-6.9, we
obtain
Lemma 5.12.
1
T
T∑
t=1
EPθT
∫ {Dpτ(T )(x)√
pτ(T )(x)
− Dp(x)√
p(x)
}2
dx|W˜t,T (θT )|2
 = o(1), (5.140)
Lemma 5.13.
1
T
T∑
t=1
EPθT
∫ {q̂t,T (x; θT )− Dpτ(T )(x)√
pτ(T )(x)
}2
|W˜t,T (θT )|2pτ(T )(x)dx

= o(1), (5.141)
and
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Lemma 5.14.
1
T
T∑
t=1
EPθT
[∫
q̂2t,T (x; θT )
(√
pτ(T )(x) −
√
p(x)
)2
dx|W˜t,T (θT )|2
]
= o(1). (5.142)
Combining (5.132) and lemmas 5.12-5.14, we obtain
EPθT |∆˜T (θT )−∆T (θT )|2 = o(1), (5.143)
from which we can obtain Lemma 5.9, because of contiguity of Pθ0,T and PθT ,T ,
the measurability of ∆˜T (θT ) and ∆T (θT ) with respect to FT and Lemma 2.1,
so that Theorem 2.7 follows from the same argument of Theorem 5.2 of Kreiss
(1987).
5.2 Proofs of Chapter 3
This section provides the proofs of theorems.
5.2.1 Proof of Theorem 3.1
Let
Ĥj(u, λ) ≡ H
(
f̂T (u, λ)f
−1
k (u, λ)
)
−H (fj(u, λ)f−1k (u, λ))
−tr
{
Qj,k(u, λ)(f̂T (u, λ)− fj(u, λ))
}
, (5.144)
then from Lemma 3.1, the same argument as in Theorem 1 of Taniguchi et al.
(1996), leads to, under Πj
Ĥj(u, λ) = OP
(
M
N
)
(5.145)
and
H
(
f̂T (u, λ)f
−1
j (u, λ)
)
= OP
(
M
N
)
, (5.146)
uniformly in λ and u. Since, DH is written as
DH =
1
4π
∫ 1
0
∫ π
−π
[
H
(
f̂T (u, λ)f
−1
2 (u, λ)
)
−H
(
f̂T (u, λ)f
−1
1 (u, λ)bigg)
]
dλdu, (5.147)
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it follows from (5.145) and (5.146), under Πj
√
T{DH + (−1)jDH(fj ; fk)}
=
(−1)j+1√T
4π
∫ 1
0
∫ π
−π
tr
{
Qj,k(u, λ)(f̂T (u, λ)− fj(u, λ))
}
dλdu + oP (1)
=
(−1)j+1
4π
ST + oP (1) (say). (5.148)
According to Lemma 3.2,
LT
(
(−1)j+1
4π
Qj,k
)
=
(−1)j+1√T
4π
∫ 1
0
∫ π
−π
tr {Qj,k(u, λ)(IN (u, λ)− fj(u, λ))} dλdu +O(T− 12 )
=
(−1)j+1
4π
LT + o(1) (say) (5.149)
have, asymptotically, a normal distribution with zero mean vector and covari-
ance matrix V 2H(j, k). Thus, the proof of Theorem 3.1 is complete if we show
ST − LT = op(1). From the definition of f̂ , it follows that
ST − LT
=
√
T
∫ 1
0
∫ π
−π
tr
{
Qj,k(u, λ)
(∫ π
−π
WT (λ− µ)fj(u, µ)dµ− fj(u, λ)
)}
dλdu
+
√
T
∫ 1
0
∫ π
−π
tr
{
Qj,k(u, λ)
∫ π
−π
(IN (u, µ)− fj(u, µ))WT (λ− µ)dµ
}
dλdu
−
√
T
∫ 1
0
∫ π
−π
tr {Qj,k(u, µ) (IN (u, µ)− fj(u, µ))} dµdu
=
√
T
∫ 1
0
∫ π
−π
tr
{
Qj,k(u, λ)
(∫ π
−π
WT (λ− µ)fj(u, µ)dµ− fj(u, λ)
)}
dλdu
+
√
T
∫ 1
0
∫ π
−π
tr {D(u, µ) (IN (u, µ)− fj(u, µ))} dµdu
= L
(1)
T + L
(2)
T (say), (5.150)
where
D(u, µ) =
∫ ∞
−∞
{
Qj,k
(
u, µ+
x
M
)
−Qj,k(u, µ)
}
W (x)dx. (5.151)
By the dominated convergence theorem,
lim
T→∞
‖D(u, µ)‖ = 0 a.e. (µ ∈ [−π, π]), (5.152)
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therefore, from Lemma 3.2, V ar{L(2)T } = o(1), which implies L(2)T = op(1). On
the other hand, by Assumption 3.3, we have∫ π
−π
f(u, µ)WT (λ− µ)dµ− f(u, λ) = O(M−2), (5.153)
hence L
(1)
T = O
(√
T
M2
)
= o(1).
5.2.2 Proof of Theorem 3.2
From Assumptions 3.6, 3.7 and
fj(u, λ)fk(u, λ)
−1 = Em +
(−1)j√
T
∆(u, λ) +O(T−1), (5.154)
it is seen that
DH(fj ; fk) =
c
8πT
∫ 1
0
∫ π
−π
tr{∆(u, λ)}2dλdu + o(T−1) (5.155)
and
V 2H(j, k) =
c2
4πT
∫ 1
0
∫ π
−π
tr{∆(u, λ)}2dλdu
+
c2
64π4T
m∑
a1,a2,a3,a4=1
κa1,a2,a3,a4γa1,a2γa3,a4 + o(T
−1), (5.156)
where γa,b is the (a, b)-th element of the m×m matrix
ΓH =
∫ 1
0
∫ π
−π
A(1)(u, λ){A(1)(u, λ)ΩA(1)(u, λ)∗}−1
{A(1)(u, λ)ΩA(2)(u, λ)∗ +A(2)(u, λ)ΩA(1)(u, λ)∗}
{A(1)(u, λ)ΩA(1)(u, λ)∗}−1A(1)(u, λ)dλdu. (5.157)
If ΓH = 0, substituting them into (3.41), then the asymptotic misclassifica-
tion probabilities are given by
lim
T→∞
PDH (2|1) = lim
T→∞
PDH (1|2)
= Φ
−1
2
√
1
4π
∫ 1
0
∫ π
−π
tr{∆(u, λ)}2dλdu
 . (5.158)
Since
ΓH =
∫ 1
0
∫ π
−π
{A(2)(u, λ)∗A(1)(u, λ)∗−1Ω−1
+Ω−1A(1)(u, λ)−1A(2)(u, λ)}dλdu
= 2π
∫ 1
0
{
a
(2)
0 (u)
′a(1)0 (u)
−1′Ω−1 +Ω−1a(1)0 (u)
−1a(2)0 (u)
}
du, (5.159)
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vec ΓH = 2π
∫ 1
0
vec
{
{Km +Em}Ω−1a(1)0 (u)−1a(2)0 (u)
}
du
= 4π
∫ 1
0
{Em ⊗Ω−1a(1)0 (u)−1}vec a(2)0 (u)du, (5.160)
which implies that ΓH = 0 is equivalent to a
(2)
0 (u) ≡ 0.
5.2.3 Proof of Theorem 3.3
Under Π1, it is seen that
ΛT (p1, p2)− FT (p1, p2)
=
T∑
t=1
{
log p (εt)− log p
(∑t−1
k=0 b
◦
θT ,t,T
(k)Xt−k,T +
∑∞
r=0 c
◦
θT ,t,T
(r)ε−r
a◦θT ,t,T (0)
)
− log p
(∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
)
+ log p
(∑t−1
k=0 b
◦
θT ,t,T
(k)Xt−k,T
a◦θT ,t,T (0)
)}
=
T∑
t=1
{
qt,Tφ (εt) +
q2t,T
2
Dφ (εt)− rt,Tφ
(∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
)
−r
2
t,T
2
Dφ
(∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
)}
+OP
(
T−1/2
)
=
T∑
t=1
{
qt,Tφ (εt) +
q2t,T
2
Dφ (εt)− rt,Tφ (εt)−
r2t,T
2
Dφ (εt)
}
+OP
(
T−1/2
)
+ oP (1) , (5.161)
where
qt,T = rt,T +
∑∞
r=0 c
◦
θ,t,T (r)ε−r
a◦θ,t,T (0)
−
∑∞
r=0 c
◦
θT ,t,T
(r)ε−r
a◦θT ,t,T (0)
= rt,T +
h′√
T
∞∑
r=0
{
∇c◦θ∗,t,T (r)
a◦θ,t,T (0)
+
c◦θT ,t,T (r)∇a◦θ∗∗,t,T (0)
a◦θ,t,T (0)a
◦
θT ,t,T
(0)
}
ε−r
= rt,T +O
(
T−1/2t−1
)
(5.162)
and
rt,T =
∑t−1
k=0 b
◦
θ,t,T (k)Xt−k,T
a◦θ,t,T (0)
−
∑t−1
k=0 b
◦
θT ,t,T
(k)Xt−k,T
a◦θT ,t,T (0)
=
h′√
T
{
t−1∑
k=1
∇b◦θ∗∗∗,t,T (k)
a◦θ,t,T (0)
Xt−k,T +
t−1∑
k=0
b◦θT ,t,T (k)∇a◦θ∗∗,t,T (0)
a◦θ,t,T (0)a
◦
θT ,t,T
(0)
Xt−k,T
}
.(5.163)
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Here θ∗, θ∗∗ and θ∗∗∗ are points on the segment between θ and θT = θ +
h/
√
T .
From (5.161), (5.162) and (5.163) we can see that ΛT (p1, p2)−FT (p1, p2) =
oP (1) under Π1. Similarly, we have ΛT (p1, p2)− FT (p1, p2) = oP (1) under Π2.
Therefore, FT (p1, p2) has the same limit distribution of ΛT (p1, p2) under both
Π1 and Π2.
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