The dynamics of circuits in power electronics may often be modelled by means of systems of linear di erential equations with piecewise constant coe cients and sinusoidal inhomogeneities. The Static Var (Volt-Ampere reactive) Compensator (SVC, a device for power network control) is a representative example. Initial value problems of this type may be handled by means of the matrix exponential, whereas the construction of periodic solutions is in itself a linear problem.
Introduction
Over the last few years high power semi-conductor devices with intrinsic turn-o capability have b e c o m e a vailable. These devices, called gate turn-o (GTO) thyristors, consist of several layers of silicon with appropriate dotations they are able to turn o currents of 1000 Amperes at thousands of volts within microseconds. In circuits used in power electronics the usual resistive, inductive and capacitive circuit elements are combined with thyristors which m a y simply be considered as switches. This technology is still an active eld of research, and it has many important applications such a s A C/DC conversion (both ways), speed control of locomotives and electric cars, control of power stations and power networks, etc.
For every xed state of the thyristor switches Kirchho 's laws must be satis ed, and therefore the dynamical behavior of such a circuit is described by a system of linear ordinary di erential equations with constant coe cients, assuming linearity of the circuit elements. If the switches change their positions the structure of the circuit changes, but the nal state of the currents in the circuit before switching determines the initial conditions after the switching. Therefore the mathematical model of a circuit in power electronics is a system of linear di erential equations with piecewise constant coe cients if the switching times are neglected. We assume the dynamics of the circuit to be described by n continuous functions of time t, which are represented by t h e v ector x(t) 2 lR n of dependent v ariables. By using matrix notation the model may be written as _ x = A(t)x + p(t) (1) where dots denote derivatives with respect to time, A(t) is a step function, i.e., a given piecewise constant n n matrix, and p(t) 2 lR n is a given forcing function. In the environment o f AC (alternating current) circuits A(t) a n d p(t) are often periodic functions. With no loss of generality the period will be normalized to 2 , and in view of the Fourier decomposition of p(t) w e will use the rst harmonic as a model case. Usually the solution x(t) i s s p e c i e d b y initial conditions x(0) = x 0 , but other speci cations, e.g. periodicity of x(t), will be considered in Section 3.
The initial value problem of systems of linear di erential equations with a constant matrix A is a topic of elementary calculus (cf. 1]) and may be handled via the eigenvalues and eigenvectors of A or via the matrix exponential e At . Even if the matrix A(t) i s piecewise constant the explicit solution of the initial value problem is straight-forward, although quite laborious if A(t) has many discontinuities.
It turns out that the features of matlab allow a v ery elegant construction of the solution x(t) of this initial value problem. Also, periodic solutions may be easily calculated and plotted. In this article we will use a speci c device from the eld of electric power network control, the so-called Static Var Compensator (SVC), to explain the use of matlab in power electronics. Var stands for Volt-Ampere reactive.
SVCs are used in electric power networks to compensate for the voltage drop due to the losses in the power lines and due to a variable user load. In the usual three-phase AC system six switching operations per period are needed, in order to transfer an impulse 1 of reactive p o wer from one phase to another during an appropriate time interval in each period. Figure 1 a simpli ed SVC circuit including the mains is shown, the thyristors being represented by switches. For simplicity, no loads of the electric network are taken into consideration (they would branch o b e t ween L M and R C ). In each circuit corresponding to a single phase only one switch m a y be closed at any time. For the circuit of Figure 1 it is su cient t o c hoose n = 3 independent v ariables, e.g.
x 1 (t) = U(t) x 2 (t) = I R (t) x 3 (t) = 1 p 3 (I S (t) ; I T (t)) : (2) Then the dynamics of the circuit is described by Equation ( : (4) The switching angle '(t) i s a g i v en piecewise constant function that controls the operation of the thyristors. In the 6-pulse SVC i t i s c hosen as
where the shift is a parameter of the SVC t o b e c hosen in j j R. T ypical values of the parameters C L R, expressed in normalized units such that the period of the AC (often 0.02 sec) becomes 2 are C = 0 :2 L = 0 :15 R = 0 :005: (6) The practical orders of magnitude of C, L and R are 150 nF, 2Hy and 20 respectively. For more technical details the reader is referred to the textbooks 2], 3].
Linear Di erential Equations with Piecewise Constant Coe cients
We consider the di erential equation (1), _ x = A(t)x + p(t) for the unknown function x(t) 2 l R n . F or simplicity the given 2 -periodic forcing function p(t) is assumed to contain the rst harmonic only, p(t) = be it + be ;it b 2 l C n : (7) The use of complex notation turns out to be advantageous since it greatly simpli es the equations, and it is fully supported by matlab. The piecewise constant real matrix A(t) is assumed to be 2 -periodic as well. Therefore the m + 1 (possible) discontinuities (jumps) t k of A(t) will be introduced as 0 = t 0 < t 1 < t 2 < ::: < t m;1 < t m = 2 and the discrete values of the matrix are denoted by A(t) = A k in t k t < t k+1 k = 0 : : : m ; 1: (8) Given initial conditions x(0) = x 0 , Equation (1) has a unique solution x(t) its values at the jumps are denoted by x k := x(t k ) k = 0 : : : m : 3
First, we construct the explicit solution x(t) of (1) in the k-th subinterval t 2 t k t k+1 ] satisfying the appropriate di erential equation and initial condition:
x(t k ) = x k ) k = 0 : : : m ; 1: (9)
As usual we use the decomposition x(t) = y(t) + z(t) (10) into a conveniently chosen particular solution z(t) and the solution y(t) of the homogeneous problem satisfying _ y(t) = A k y(t) y(t k ) = x k ; z(t k ): (11) Using the well-known matrix exponential we o b t a i n y(t) = e A k t c k (12) with c k determined from the second equation of (11).
The computation of the matrix exponential is a non{trivial problem with a long history, as is seen from the title of the survey paper 4], \Nineteen Dubious Ways to Compute the Exponential of a Matrix". In the matlab command expm the \least dubious" way, the method of Pad e a p p r o ximation, is implemented a n d w orks reliably, accurately and quickly in almost all cases. It is an expensive operation, however, requiring up to 30n 3 ops for an n n matrix.
If the matrix B is diagonalizable e B may easily be computed via the eigenvalue factorization B = T D T ;1 , D = diag( 1 : : : n ) a s e B = Te D T ;1 e D = diag(e 1 : : : e n ) (13) where j is the j{th eigenvalue of B.
In the case of the matrix A(t) = B('(t)) de ned in (4) the eigenvalues turn out to be independent o f ' and may be written explicitly as 1 = ;r 2 3 = ;r=2 i! (14) where r = ;R=L ! = s 2=3 LC ; R 2 4L 2 : Therefore, 1 To complete the construction of the solution in the k{th time interval a particular solution z(t) of (9) has to be chosen. The simplest choice is a harmonic oscillation of the same frequency as p(t), i.e. z(t) = ;u k e it ; u k e ;it (15) where the complex vector u k 2 l C n must be determined such that (9) is satis ed. Inserting (15) into (9) yields the condition (A k ; iI)u k = b (16) a system of linear equations in C for u k , where I is the n n unit matrix. Therefore, the necessary and su cient condition for the existence of a solution of the form (15) is det(A k ; iI) 6 = 0 , i . e . i must not be an eigenvalue of A k . F rom (14) there follows that this is satis ed as long as R 6 = 0or 2 3 L C ; R 2 4 6 = L 2 (17) which is true for the speci c data given in (6). The resonant case (Condition (17) violated) may be handled by augmenting (15) with terms such a s v k te it , but this case will not be pursued further. Finally, combining (10), (12) and (15) yields the explicit solution x(t) = e A k t c k ; 2 R e ( u k e it ) t 2 t k t k+1 ] (18) with u k = ( A k ; iI) ;1 b (19) and c k = e ;A k t k (x k + 2 Re (u k e it k )) (20) as follows from (18) with t = t k . Putting t = t k+1 in (18) yields the value of x(t) a t t h e next jump, x k+1 = e A k t k+1 c k ; 2 R e ( u k e it k+1 ): (21) For evaluating x(t) at many p o i n ts it is best to pre-compute and store u k , c k , x k+1 according to Equations (19), (20) and (21) in a loop running over k = 0 : : : m; 1. Then (18) yields x(t) i n volving at most one matrix exponential.
Periodic Solutions
In technical applications such a s S V Cs one is often interested in periodic solutions of the corresponding di erential equations. However, periodic solutions are of practical signi cance only if they are attractive then they arise naturally after a long time from an arbitrary initial state in their basin of attraction.
In linear problems such as (1) the principle of superimposition holds therefore the stability of periodic solutions is determined by the corresponding homogeneous problem de ned by p(t) = 0 o r b = 0 (see Equation (7)). From Equations (19) 
(the product taken from right to left) is the so-called monodromy matrix. There follows that a periodic solution of (1) is globally attractive i f j j j < 1 holds for all eigenvalues j of M. It turns out that for the 6-pulse SVC g i v en by the matrix (4) and the switching function (5) the eigenvalues j are independent of the shift . In the example (6) the values 1 = 0:84311362558494 (25) 2 3 = ;0:77497080502505 0:42379742896324i
are obtained hence if a periodic solution exists it is globally attractive. To construct such a solution x(t) = x P (t), an initial value vector x 0 2 l R n h a s t o b e found such t h a t x m = x 0 or f (x 0 ) : = x m ; x 0 = 0 (27) in the notation of (21). Due to the linearity of the problem, the vector valued function f de ned in (27) is itself linear. Hence it su ces to compute n + 1 v alues of f in order to de ne the system of linear equations (27). This is necessary because f is de ned only indirectly by means of the rather complicated algorithm described at the end of Section 2.
The n + 1 p o i n ts of evaluation are conveniently chosen as the origin and the n unit where x = ( x 1 : : : x n ) T . The initial value x 0 satisfying f (x 0 ) = 0 is therefore obtained from the linear system Fx 0 = f 0 (30) where F is the matrix F = f 0 ; f 1 : : : f 0 ; f n ] : (31) A unique periodic solution exists if the matrix F is regular. In the numerical example (6) we obtain for all 2 ;R R] cond(F ) : = 1 1 :74, hence in this case F is far away from a singular matrix.
A matlab Implementation
In this section we will present a complete matlab program capable of carrying out the tasks listed below for the example of the 6-pulse SVC. It is based on the explicit solution of n = 3 linear di erential equations with piecewise constant coe cients as described in the previous sections. The program is kept general as much as possible although some particular features of the speci c example necessarily appear. This will enable the reader to adapt the program to any other problem involving linear ODEs with piecewise constant c o e c i e n ts. The main objectives of the code are e ciency and simplicity, not luxury of the input and output. However, compared to the shortness of the program a fair amount of luxury and a high degree of reliability i s a c hieved.
The core of the program is the function f = solution(x0) given in Algorithm 1. It solves (1) with the initial vector x0 = x 0 and returns the value f = f (x 0 ) of the function de ned in (27) . According to the number nargout of output arguments in the actual call (a permanent v ariable of matlab) the matrices xx, uu, M are also computed. The matrices A k speci c to this example (see Equations (4), (5)) are generated by the function A = matrix(k) in Algorithm 2. Table 1 describes the variables which are passed as global parameters for convenience. On exit from solution, xx will contain the values x k , uu the intermediate results u k and M the monodromy matrix. These variables are initialized in the rst lines of solution. In the subsequent l o o p o ver k we rst generate the matrix A k;1 by calling the function matrix. Then Equations (19), (20) and (21) are evaluated as described at the end of Section 2. The only modi cation is that c k in (21) has been substituted by the expression in (20). This halves the number of matrix exponentials to be computed. Furthermore, it turns out that storing the vectors c k can be avoided at almost no cost. Since the matlab indices are 1 the loop index k has been shifted by 1. The newly computed vectors u = u k , x = x k+1 are stored by appending them to the matrices uu and xx, respectively. In the same loop the partial product M is updated according to (24). The nal statement de nes the function value (27).
In Algorithm 3 the main program per.m performing the tasks (a) through (d) by means of calls to the function solution is given. After initializing some global variables, the input of the shift is done via a program request. In this way the sensitive dependence of the circuit's behavior on may easily be studied. In the next statement the array o f the jumps tt(1:m+1) (with the index shifted by 1) is de ned: tt(1) = 0 tt(1 + k) = t k = + ( k ; 1 2 ) 3 (k = 1 : : : 6) tt(8) = 2 (see (5)). Then the periodic solution x P together with its initial value x0 = x 0 is computed. The program closely follows Equations (28) through (31) and is self-explanatory.
In the next section of the program x P (t) is tabulated with step = 2 =N: xtab(: j) = x P ((j ; 1) ) j = 1 : : : N : In view of the subsequent F ourier analysis N must be a power of 2. The algorithm is organized to work e ciently if N m as follows. Given a value of t, the index k is such that t 2 t k t k+1 ). If t 2 t k t k+1 ) is the rst evaluation point i n t h i s i n terval, x P (t) m ust be calculated according to Equation (18). Hence we begin by computing the rst term of (18) as aux := e A k t c k = e A k (t;t k ) (x k + 2 R e ( u k e it k )) where the vectors x k and u k are taken from the arrays xx and uu, respectively. Furthermore, the matrix E := e A k is computed and stored at this point, thus avoiding its frequent re-computation at later points in the same interval. Otherwise, it su ces to update aux as aux := E*aux.
In the nal section of the program the rst component o f x P (t), i.e. U(t) (the voltage across the capacitance C) is plotted versus j = 1 + t= a s matlab Figure 1 . The second and third components, which are both variable currents, are simultaneously plotted as matlab Figure 2 . Finally, the 3 components of x P are separately Fourier-analyzed by means of the matlab command fft that requires a column vector as its argument. The matrix cc serves for printing the rst 32 complex Fourier coe cients of the three components of x(t).
The data (6) in the three cases = ;R, = ;0:375R and = R produce the plots presented in Figure 2 . The sensitivity to small changes in is obvious. Ideally, t h e currents x 2 (t), x 3 (t) should be sinusoidal. One goal of research in this eld is to reduce the disturbances due to the higher harmonics present in the periodic solution x P . Parameters: C = 0 :2, L = 0 :15, R = 0 :005 according to Equation (6). The three cases of the shifts = ;R, ;0:375R, R are shown. In the left-hand gures the voltage x 1 (t) = U(t) is plotted versus time t, whereas the currents x 2 (t) = I S (t) (solid line) and x 3 (t) = ( I S (t) ; I T (t))= p 3 (dashed line) are plotted in the right-hand gures.
5 Conclusions
A computer simulation of a technical process is a research tool useful in designing and optimizing the process. The above specialized circuit simulator is more than ten times faster than a general-purpose simulator on the same problem, and it produces highly accurate approximations (14 decimals) to the exact solutions of the mathematical model. This enables the user to obtain reliable spectra of periodic solutions to high order, which, in turn, enable the designer to eliminate some of the unwanted harmonics.
Clearly, the success of this simulation is largely due to the high standards of the matlab software. Best results are obtained, however, if good software is combined with a careful mathematical analysis.
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