Wireless Sensor Networks (WSNs) are commonly deployed in dynamic environments where events, such as moving sensor nodes and changing external interference, impact the performance, or Quality of Service (QoS), of the network. QoS is expressed by the values of multiple, possibly conflicting, network quality metrics, such as network lifetime and maximum latency of communicating a packet to the sink. Sufficient QoS should be provided by the WSN to ensure that the end-user can successfully use the WSN to perform its application. We propose a distributed reconfiguration approach that actively maintains a sufficient level of QoS at runtime for a heterogeneous WSN in a dynamic environment. Every node uses a feedback control strategy to resolve any difference between the current and required QoS of the network by adapting controllable parameters of the protocol stack. Example parameters are the transmission power and maximum number of packet retransmissions. Nodes collaborate such that, with the combined adaptations, the required network QoS is achieved. The behavior of the reconfiguration approach and the tradeoffs involved are analyzed in detail. With the use of simulations and experiments with actual deployments, we show that our approach allows a better optimization of QoS objectives while constraints are met; for example, it achieves the same packet loss with a significantly longer lifetime, compared to current (re-)configuration approaches. 
INTRODUCTION
A Wireless Sensor Network (WSN) consists of an often heterogeneous set of small autonomous devices, called nodes, that are capable of sensing, processing, and communicating wirelessly and collaborating to perform a task. A typical task is health monitoring of elderly people [Stankovic et al. 2005] . The (projected) percentage of the population that will be aged 60 or over is steadily increasing [United Nations Report 2009] . Furthermore, the ratio between workers and retirees is projected to fall from nine in 2009 to four persons of working age per person aged 65 or over in 2050. This Authors' address: Den Dolech 2, 5612 AZ Eindhoven, The Netherlands; email: m.c.w.geilen@tue.nl. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested fromA Distributed Reconfiguration Approach for QoS 34:3 network performance metrics, given a deployed network with selected protocols and its controllable parameters. Figure 1 shows a conceptual representation of our runtime reconfiguration approach. The goal is to match the current network QoS with the required QoS using a feedback control approach. The required QoS is in terms of constraints and optimization objectives. The current QoS is defined by the values of all the QoS metrics of interest. Based on the difference between the current and required QoS of the network, a configuration manager determines a new configuration of the network in order to bring the network QoS close to the required QoS. Using adaptive predictive models of how different controllable protocol parameters influence QoS, the new configuration is selected by adapting parameters. The new configuration influences the behavior of the WSN and its provided QoS. The QoS is again compared with the required QoS, closing the feedback loop. Based on observations of the current QoS and QoS before reconfiguration, the predictive models are updated to match the current impact of parameter adaptation. This results in a nested feedback control approach where both the configuration and predictive models are dynamically adapted at runtime. We want to achieve this (nested) feedback control in a fully decentralized, distributed manner. For this, we implement the feedback control strategy on every individual node, adapting each node's own parameters. Adaptations are done such that, together, they ensure network QoS.
An earlier version of the reconfiguration approach as discussed in this article was published in Steine et al. [2012] . This article incorporates and extends Steine et al. [2012] , with the following new contributions: -We provide a more elaborate discussion on how the distributed service as introduced in allows every node to estimate the network QoS information needed. -Instead of optimizing node power consumption, we optimize the network lifetime, since minimizing power consumption is not necessarily the same as maximizing the network lifetime. Optimizing lifetime is typically of more interest for batterypowered devices that, for instance, have different battery capacities or are powered up at different moments in time. -We offer an improved derivation of the local adaptation rate, which controls how much a node contributes to reducing any observed network QoS error. It results in a better balancing, between nodes, of the effort and allows a more intuitive interpretation. -We provide improved robustness by explicitly covering the case where nodes get disconnected from the main network so that they are no longer able to derive accurate network QoS estimates. -Instead of the simplistic static linear models used in Steine et al. [2012] , new adaptive predictive models are used to determine how parameters should be adapted to achieve a desired change in QoS. A feedback control approach is integrated, within the already-used feedback control strategy to control the configuration, to maintain accurate model parameters based on the current QoS and QoS before reconfiguration. These models more accurately reflect the changing impact of a reconfiguration in dynamic WSNs compared to the previously used static impact models. -We offer extensive simulations of the response of the reconfiguration approach to a single upset event, that is, the step response. This analysis provides insight into the behavior of the distributed approach. -We provide new experiments with an actual deployment for monitoring persons in a building showing the feasibility of our approach and improved QoS provisioning over current (re-)configuration approaches.
The remainder of this article is structured as follows. In Section 2, we discuss related work. Section 3 presents an example to show the need for a distributed reconfiguration approach and examines the required functionality of such a mechanism. It furthermore introduces terminology used throughout this article. In Section 4, we introduce our distributed reconfiguration approach. Section 5 states how nodes estimate the node and network QoS information that is locally needed. In Section 6, we explore the behavior and performance of the approach with the use of extensive simulations. Section 7 discusses the results of the integration of the feedback controller for actual monitoring scenarios and shows results. Section 8 concludes.
RELATED WORK
Configuring a WSN to provide a given QoS has become an important topic of research in the last few years. The starting point for this configuration problem is the required network QoS. We assume these network QoS requirements to be available. The derivation of these requirements could be an interesting challenge on its own, especially with multiple applications and conflicting tradeoffs [Hoes et al. 2009; Koubâa 2011] . QoS negotiation or management middleware on top of the configuration mechanism may be needed to balance the needs of the applications and actual QoS that can be provided by the network.
Current configuration approaches often focus on design-time techniques that ensure, before the actual deployment of the WSN, that a network QoS is achieved at runtime. This is done either by incorporating active QoS management in the design of the protocols or by anticipating for the worst case in the selection of the configuration. In Suriyachai et al. [2012] , an overview is given of MAC protocols that are designed with the goal of QoS provisioning in mind. The target applications are so-called mission critical, or real time, for which energy efficiency is not the only design concern. Delivery bounds in the time and reliability domain are also important. Well-known protocols in this domain are WirelessHART [HART Communication Foundation 2007] and GinMAC [Suriyachai et al. 2010] . WirelessHART is the first open wireless standard for process automation applications. The MAC protocol is based on the Time Synchronized Mesh Protocol [Pister and Doherty 2008] , combining TDMA and FDMA techniques. By specifying a time slot and frequency channel for communication links between nodes, WirelessHART aims to guarantee end-to-end latency and improve the end-to-end delivery ratio by channel hopping and retransmissions. The recent work of GinMAC uses offline network dimensioning, an exclusive TDMA schedule, and reliability control to guarantee the end-to-end latency and delivery ratio. All of the protocols discussed in Suriyachai et al. [2012] , including WirelessHART and GinMAC, rely on the assumption that the deployment has stable (worst-case) channel characteristics, and node mobility is not considered. Park et al. [2011] consider optimization of energy under latency and reliability constraints. It presents an offline optimization strategy by reduction to a convex optimization problem using approximate analytic models of IEEE 802.15.4. It adds limited runtime adaptivity through a centralized runtime repetition of the optimization procedure based on current worst-case link quality information gathered from the network. We aim our method, in contrast, at applications in which node mobility is inherent and channel conditions are unknown and dynamic. This does not allow us to make use of a design-time strategy to guarantee network QoS before network deployment.
The need for (additional) runtime reconfiguration, or adaptation, to respond to unpredictable dynamism in dynamic heterogeneous networks is recognized by many researchers. Proposed runtime reconfiguration approaches use either a centralized or a distributed reconfiguration strategy. With a centralized runtime reconfiguration approach, such as Kogekar et al. [2004] , Park et al. [2011] , and Ben Slimane et al. [2011] , information on the current quality in the network is collected, and reconfiguration decisions are made at a central location. The recent work of Zimmerling et al. [2012] proposes a centralized approach to determine how to adapt MAC protocol parameters based on centrally collected network QoS information. It supposes homogeneous configuration where all nodes use the same MAC parameters. The use of centralized approaches is difficult for WSNs that are heterogeneous and require a low overhead and fast response to dynamic changes. With distributed approaches, such as our own, nodes locally decide on adaptation of their parameters. Adaptation is based on approximate models of the behavior of protocol parameters. Bachorek et al. [2013] present experimental validation of linear regression models of local timeliness properties to be used in an online self-management strategy. Park et al. [2011 Park et al. [ , 2013 present analytic models of IEEE 802.15.4. Ben Slimane et al. [2011] describe a path-based, resourceaware, multiconstrained routing approach that uses analytic, approximate path models to represent constraints and costs to be optimized.
Distributed reconfiguration is incorporated in a large variety of protocols. MAC protocols such as RI-MAC [Sun et al. 2008] and SMAC [Ye et al. 2004 ] adapt their duty cycle based on the amount of traffic observed by the node in order to deal with the otherwise negative impact on latency or delivery. SPEED [He et al. 2003 ] employs feedback based on the local observations of traffic density and link quality to adapt and achieve a uniform delivery speed all over the network so that the end-to-end delay of a message is, on average, proportional to the physical distance between source and sink. MMSPEED [Felemban et al. 2006] extends SPEED with the ability to support different QoS classes with different delivery speeds and different levels of reliability across the network, such that differentiated QoS can be achieved using the same local feedback control principles of SPEED. Both SPEED and MMSPEED are dedicated solutions to specifically control the speed/latency and reliability service metrics. The speed metric allows network-level speed to be locally controlled from local observations due to the assumption that every node knows its own physical location as well as that of its neighbors and therefore the physical distance to neighbors. The reliability metric, on the other hand, is only controlled with local feedback on link quality. End-to-end reliability is estimated but not measured, and an estimated feed-forward approach is used as opposed to the feedback of end-to-end measured metrics of our approach. Moreover, our approach intends to provide a framework that extends more generally to other metrics as well, such as energy usage. It is to be expected that in the particular circumstances and metrics for which (MM)SPEED is intended, it will perform better and more efficiently than our approach. On the other hand, it lacks in generality and applies end-to-end control only on the speed metric and not on reliability.
In Park et al. [2013] , a distributed adaptive algorithm is proposed that minimizes power consumption while guaranteeing a given successful packet reception probability and delay. It only considers the adaptation of the parameters of the IEEE 802.15.4 MAC. The relation between parameter values and the metrics is accurately modeled by mathematical expressions. This model is a suitable predictive model for the particular case in which our approach is used for the IEEE 802.15.4 MAC. Local optimization of the expression is repeatedly done to find optimal parameter values. This results in the optimization of local QoS, for which it is unclear if network QoS constraints are met. Our approach considers global network QoS.
Our approach is not specific for any particular protocol to be used, and a number of controllable parameters may be considered. With the cross-layer adaptation of parameters, we can exploit the fact that the parameters from all protocols influence the behavior of the network. One could reconfigure at a coarser level by replacing complete components [Mottola et al. 2008; Szczodrak et al. 2013] . With component adaptation, the functionality of a protocol is modified by adding or replacing a component of the protocol or the complete protocol itself, such as the routing protocol. Unless the different components and protocols are known at design time and stored on the nodes, significant overhead is needed to consistently perform component adaptation. For infrequent changes with a large impact on network QoS, component adaptation may be a suitable reconfiguration strategy. Additional analysis is needed to explore their integration in our approach and to study the benefits of combining component adaptation with parameter adaptation.
In summary, our runtime reconfiguration approach distinguishes itself from existing work by its combination of being fully distributed, considering multiple QoS metrics at the network-level, adapting multiple parameters from different protocol layers, and being applicable in dynamic heterogeneous WSN.
THE GOAL OF QOS PROVISIONING
In this section, we discuss the goal of a re-active runtime reconfiguration approach for QoS provisioning in a dynamic heterogeneous WSN. In Section 3.1, we formalize the task of QoS provisioning. We introduce terminology in Section 3.2. Section 3.3 illustrates the desired functionality using an example.
QoS Provisioning
The WSN should provide sufficient QoS to successfully perform the task specified by the end-user. The performance of individual paths in the network is an important performance aspect in WSN. It directly affects the main task: communicating packets over a path to one or more sinks. Constraints on network QoS metrics such as end-toend latency and end-to-end packet-loss are path based. Our reconfiguration approach targets network QoS constraints that can be defined in terms of the performance of a path. This enables efficient distributed reconfiguration, as explained throughout this section.
The network configuration (i.e., values of the controllable parameters for every node) should establish that all constraints are met while the QoS objectives are optimized. Nonconflicting optimization objectives can be optimized simultaneously. We assume that a cost function is provided to weigh conflicting objectives. If no configuration exists that satisfies all constraints, reconfiguration aims at providing a QoS where the values of constrained metrics are as close as possible to the constraints. If such a situation persists, solutions beyond reconfiguration (e.g., adding more nodes or changing the protocol stack) may need to be applied.
Configuring a WSN typically involves setting one or more controllable parameters that result in tradeoffs between one or more constrained metrics and the (weighted) optimization objective(s). Given this tradeoff, the configuration should be selected such that a constrained metric, for instance, latency to any of the sinks, not only meets the constraint but also is close to the constraint to allow freedom to optimize the objective, say, maximize the lifetime. In practice, the QoS metric value of a path cannot be matched perfectly with the constraint, due to the discrete nature of the parameters and impact on the QoS metric. We therefore focus on keeping constrained QoS metrics between given lower and upper bounds, with lowerbound ≤ upperbound ≤ constraint (in case a lower metric value is better). When the interval between lower and upper bound is small and close to the constraint, small deviations may directly result in violations. Infrequent and short violations may be tolerable in practice. The upperbound can be selected to be lower than the constraint to provide a safety margin against violations of the upper bound. However, a large margin reduces the freedom for tradeoffs and optimization. The selection of the lower and upper bounds for a particular deployment strongly depends on the application and is outside the scope of this article.
In summary, our goal of QoS provisioning is defined as follows:
Definition 3.1 (QoS provisioning). The goal of QoS provisioning is to maintain the values of all constrained metrics between the respective predefined lower bounds and upper bounds while the QoS objectives are optimized. Figure 2 shows a simplified example of a WSN with nine nodes. The directed edges (both thin and thick) between two nodes represent the links that are actively used to communicate packets, either processed by the node itself or required to be forwarded, toward sink S. Some nodes send packets to multiple neighboring nodes. We assume a (loop-free) routing protocol to be available to select these parents from all neighboring nodes within a node's transmission range. Due to the broadcast nature of wireless communication, packets may be overheard by nodes that are not acting as parent, but they are ignored and not forwarded by such nodes. There are multiple paths to the sink present in the network.
Terminology
Definition 3.2 (Path). A path is a sequence of nodes, n 0 to n k , such that n i communicates packets to node n i+1 for all 0 ≤ i < k.
For this example, we assume the maximum latency of all packets sent to the single sink (independent of the route taken) as a constrained QoS metric and maximize the network lifetime to be the optimization objective. Reconfiguration results in a tradeoff between these two metrics. In this example, and the rest of this article, we define the network lifetime as the time until the first node runs out of battery. The values next to a link show the maximum latency of sending packets over the link at the current moment in time. The latency of individual packets may be lower, and the maximum might change over time. The values next to the nodes show the latency of the node's critical path for the latency constraint, the latency-critical path, and the expected remaining lifetime of the node in hours.
Definition 3.3 (Critical path of node n i for a given QoS constraint). A critical path of node n i for a given QoS constraint is a path from node n i with the worst value with respect to the constrained metric.
Every node has at least one critical path with respect to each of the constrained metrics. If multiple critical paths exist, one is randomly selected to be the critical path considered in the reconfiguration process. The thicker solid lines, in the example of Figure 2 , show the links that are part of a latency-critical path. Node D has two neighboring nodes, A and C, through which it sends packets to the sink. Packets sent through node A have a latency of 250 milliseconds to arrive at the sink, while through C it will cost 450 milliseconds. As a result, its critical path is the path through node C. We want all of the critical paths to comply with the constraint. As the latency can only increase with every additional hop, this is achieved by ensuring that all endto-end critical paths comply with the latency constraint. More specifically, for QoS provisioning, we want the latency of these end-to-end critical paths to be maintained between the respective predefined lower and upper bounds.
Definition 3.4 (End-to-end critical path for a given QoS constraint). An end-to-end critical path for a given QoS constraint is a critical path of a node n i to sink s, where n i is an end node of the critical paths; that is, n i has no inbound neighbors for which n i is part of their critical path.
There are three end-to-end critical paths (for the latency constraint) in Figure 2 with end nodes B, E, and H. Every end-to-end critical path consists of multiple nodes. Adaptation of a node influences its own remaining lifetime and link latency to neighboring nodes and thereby the latency of all end-to-end critical path(s) it is a part of. Note that nodes can be on multiple end-to-end critical paths. Node C is on the end-to-end critical paths from nodes E and H to the sink. As the path from node H has the highest end-to-end latency, it is the most important path to influence by adapting parameters and is defined to be the end-to-end critical path of node C. Definition 3.5 (End-to-end critical path of node n i for a given QoS constraint). Given a QoS constraint, from all the end-to-end critical paths containing n i , the end-to-end critical path of node n i is the one with the worst value for the constrained metric.
Note that every node has an end-to-end critical path. If multiple paths have the same value, one is randomly selected to be the path currently controlled by our approach. The end-to-end critical path of, for example, node C for the latency constraint starts from H, and for nodes A and B, the end-to-end critical path is from B to the sink.
Multiple nodes can share the same end-to-end critical path for a given QoS constraint. These collaborating nodes are involved in adapting the same end-to-end critical path and address the same goal of ensuring a satisfied QoS metric constraint for this path.
Definition 3.6 (Collaborating nodes for a given QoS constraint). A set of collaborating nodes consists of all nodes that share the same end-to-end critical path for the given QoS constraint.
For every end-to-end critical path, there is a unique set of collaborating nodes. This set may only consist of one node. In our example, nodes A and B form a collaborating set (for the end-to-end critical path from B), as well as D and E (for E), and C, F, G, and H (for H).
By the previous definitions, the set of collaborating nodes either consists of all nodes of the end-to-end critical path (for the end-to-end critical path from B and H) or forms a subpath starting at the end node of the end-to-end critical path until the node that does not share the same end-to-end critical path (for the end-to-end critical path from E, where node C does not share the same end-to-end critical path with D and E). We additionally introduce the concepts of a critical parent and critical child of a node. They are used later to distributively identify collaborating nodes.
Definition 3.7 (Critical parent of node n i ). Let the end-to-end critical path of node n i consist of nodes n 0 to n k . If n i = n k , the critical parent of node n i is n i+1 . If n i = n k , then n i is the sink node and has no critical parent.
Definition 3.8 (Critical child of node n i ). Let the end-to-end critical path of node n i consist of nodes n 0 to n k . If n i = n 0 , the critical child of node n i is n i−1 . If n i = n 0 , then n i is the end node of the end-to-end critical path and has no critical child.
The critical parent of C is S and its critical child is F. Node B has no critical child. Every node has at most one single critical parent and critical child. While the critical parent is the parent through which packets are sent resulting in the longest latency, the critical child is not necessarily the child from which the packets with the highest expected end-to-end latency are received. Node E receives packets from node H, but it has no critical child as these received packets are not critical in the latency of H. Figure 2 shows our example QoS of the network after one or more dynamic events. Assume we want a runtime reconfiguration approach to maintain the latency of the end-to-end critical path of node i, e2elat i for every node i, between the lowerbound of 900 milliseconds and the upperbound of 1,000 milliseconds, while we maximize the network lifetime. Three situations indicate violations of this goal that should be resolved by the combined effort of collaborating nodes adapting their parameters. The desired functionality of a node to establish this is discussed next. For tradeoffs between other QoS metrics, a similar discussion holds.
Running Example
(1) e2elat i > upperbound. The latency of the end-to-end critical path from node H to the sink is (much) higher than the upperbound. The error is (1,300 − 1,000 =) 300 milliseconds. A latency higher than the upperbound is often more harmful than a lower latency (think of the health-monitoring example). Nodes on the path should collectively reduce the latency to solve the error of 300 milliseconds by trading off a reduction in node lifetime (and thereby potentially the network lifetime) for the reduction in end-toend latency. Any of the collaborating nodes, C, F, G, and H, can adapt to achieve this. Since we want to maximize the minimum lifetime over all nodes, it is preferred that nodes with a longer remaining lifetime take a larger share of the tradeoff compared to the nodes with a lower lifetime. For example, G should contribute more than H.
(2) e2elat i < lowerbound and lifetime of the nodes on the path is not optimal. The latency of the end-to-end critical path from node B to the sink is (much) below the lowerbound. The error is (350−900 =) −550 milliseconds. This could signal an excessive use of power, with a negative impact on the lifetime. Adaptations where lifetime is increased at the expense of a higher latency may be possible. For the path from node B to the sink, nodes A and B can adapt and relax their latency. It is preferred for the lower-lifetime nodes, in this case node B, to get the largest increase in lifetime. (3) lowerbound ≤ e2elat i ≤ upperbound, but the lifetime in the network is not optimal. The latency of the path from E to the sink is within the required bounds, but the lifetimes on the path are not balanced. This potentially reduces network lifetime. Node E has a significantly longer remaining lifetime than D, and they are collaborating nodes. Node C, however, is not in the same collaborating set. It has more important things to do, namely, improve the latency from H, and should not take part in the adaptation of the path from E to the sink. A better balancing between nodes D and E would allow us to increase the lifetime of node D (while keeping the end-to-end latency within the bounds). This could be achieved by node E reducing its lifetime and latency while node D reconfigures to increase them.
Note that the adaptation strategy is not based only on the current value of the local latency to the parent. Instead of providing a good latency for every hop independent of how much power (or lifetime) this requires, our strategy lets nodes collaborate in a distributed fashion to reduce the error in latency while optimizing the lifetime of the entire network. Parameters are adapted based on the effort (i.e., lifetime) already spent on providing a good end-to-end latency compared to others. This results in a balancing of the effort. Figure 3 shows how the conceptual representation of our approach is translated to a practical implementation running on all nodes. Optimization and reconfiguration occur in rounds to cope with the continuous dynamics of typical WSNs. As a basis, an instantiation of a distributed service ] locally estimates the current network QoS. This service and the estimation of node QoS is discussed in Section 5. With the QoS estimates, in every round of optimization, nodes derive how far the current value of every constrained metric is from its intended range. How much a given node should exactly contribute to influence every constrained metric is based on the error and the amount of effort spent by collaborating nodes. If a node lacks connectivity to nodes essential for distributed network QoS estimation (e.g., the sink), accurate QoS estimates cannot be determined and reconfiguration will focus on restoring connectivity. A new configuration to locally influence network QoS is selected using information about the current configuration and the expected impact of changing any of the controllable parameters. The available controllable parameters depend on the selected protocol set. Adaptive predictive models are used to estimate, for every parameter, the expected impact on local QoS metrics (e.g., the link latency to the critical parent) that influence related network QoS (e.g., the latency to the sink). Given the required impact a reconfiguration should have on every constrained metric and the impact on the metrics given by the predictable model, a new configuration is selected. The predictive models are dynamically adapted at runtime to adjust to the dynamics in the network.
DISTRIBUTED RECONFIGURATION FOR QOS PROVISIONING
In theory, feedback control is a continuous process. In practice, it is realized as a repetitive process. Adapting parameters and observing the impact of reconfiguration take some processing time. Nodes perform an iteration of the reconfiguration approach at a given periodic interval, the already mentioned round. As the overhead of comparison and reconfiguration is typically low, we want to set the time between rounds to a low value, for example, 1 second. This sets a maximum frequency of reconfiguration but does not imply that a node reconfigures every round. The frequency of reconfiguration is determined by the actual error and speed, or loop gain, of the controller, as explained later. Every node runs its own instance of the feedback control mechanism, resulting in a distributed adaptation of the network configuration. Every node has its own notion of a round; synchronization is not needed, although the round length should typically be the same for all nodes so that the granularity of adaptation is the same among nodes.
The local approach used by every node to determine how much it should influence network QoS metrics is discussed in Section 4.1. Reconfiguring for restoring connectivity is discussed in Section 4.2. Section 4.3 discusses the adaptive predictable models. The selection of the parameters to adapt is discussed in Section 4.4. The runtime adaptation approach for maintaining the accuracy of predictive models is covered in Section 4.5.
Local Impact Calculation
For ease of explanation, we assume a single constrained metric, end-to-end latency, and focus on how much a node should contribute to resolve an error, given a tradeoff with network lifetime. The example of Figure 2 is used to support the discussion. The derivation of the local impact on other constrained metrics, or considering different optimization objectives, works in a similar way.
We assume that a local estimate of the current latency of the end-to-end critical path is available to node i, e2elat i . Based on this estimate, a node can locally determine if the latency is within the required range. If not, the latency error should be resolved by the combined adaptation of the collaborating nodes. If the latency is within range, the collaborating nodes adapt in order to balance their lifetimes. With the reconfiguration approach being an iterative approach, the local impact is expressed as an adaptation rate. The rate defines the (positive or negative) difference in end-to-end latency that a node is expected to achieve in every time unit (e.g., a second or the length of a round) by adapting its parameters. The local rate of adaptation for node i, rate i , is defined as follows:
This function states that node i should impact the latency of the end-to-end critical path with a fraction, f rac i , of the total amount, amount i . This should be achieved in a given time k i , defined in the number of time units (or rounds). With parameter k i , we adjust the overall speed, or loop gain, of the feedback control used by the node. Reconfiguration cannot achieve a change in latency instantaneously as many aspects, such as the impact of an adaptation on the QoS and the propagation of the feedback, take time. Therefore, the speed of the controller has an important impact on the behavior of a feedback control mechanism, such as the stability. An unstable solution, where the latency drifts away from the target latency, may occur due to excessive adaptation (e.g., caused by delayed propagation of latency information). The speed of the controller furthermore plays a role in the tradeoff between the accuracy of the controller in providing the required latency and the speed of convergence to the target. This is studied in detail in Sections 6 and 7. The values of amount i and f rac i differ between the nodes in any of the three possible cases, as explained in Section 3.1, and are discussed in the remainder of this subsection.
Latency outside required range. With the latency of the end-to-end critical path outside the required latency range (cases (1) and (2) of Section 3.3), the task of the collaborating nodes is to resolve the latency error. The error observed by node i, error i , is the difference between the node's own local estimate of the end-to-end critical latency, e2elat i , and the latency range as defined by the lowerbound and upperbound:
To resolve this error, the collaborating nodes have to collaboratively achieve an impact on the end-to-end latency, amount i , the inverse of this error:
The fraction of the total amount of latency, f rac i , 0 ≤ f rac i ≤ 1, that should be taken care of by node i (and thereby also the fraction (1 − f rac i ) that is expected to be solved by the other collaborating nodes together) depends on the extent of QoS objective optimization, in this case the remaining lifetime, compared to other collaborating nodes. The fraction is based on several considerations. First of all, we want j∈N f rac j = 1, where N is the set of collaborating nodes. This way, the error is solved by the combined adaptations of the nodes. For the case that e2elat i > upperbound, we furthermore want a higher fraction for a node with a higher expected remaining lifetime. This establishes the balancing of lifetime, thereby optimizing the minimum lifetime in the network. For scalability, packet size, and memory space reasons, we do not want every node to know the lifetime of all individual nodes, but rely on aggregated information. With an estimate of the sum of the lifetimes of the collaborating nodes, sumLi f e i , we can determine the fraction f rac i by comparing a node's own estimated remaining lifetime, li f etime i , with the sum. This distributed way, not requiring all nodes to know which nodes are in their collaborating set, used to derive all information related to lifetime is discussed in the next section. For the opposite case that e2elat i < lowerbound, we want a higher fraction for a node with a lower expected remaining lifetime. This can be achieved with local estimates of the sum of the inverses of the lifetimes of collaborating nodes, sumInvLi f e i , and the inverse of the lifetime, li f etime −1 . For the two cases, f rac i is defined by the following equations:
If we look at the path from node H to sink S in the example of Figure Latency within required range. As soon as the end-to-end latency is within the required range, that is, lowerbound ≤ e2elat i ≤ upperbound, situation (3) of the example of Section 3.3, there is no latency error to be solved by the collaborating nodes. Nodes with a larger remaining lifetime can reduce the end-to-end latency, allowing nodes with a shorter lifetime to improve their lifetime by increasing the latency. To reduce the probability of the end-to-end latency to get outside the target range, the total amount of latency increased should be in line with the amount reduced. We want j∈N f rac j = 0 to avoid a strong fluctuation in end-to-end latency. The latter is achieved by determining the fraction, f rac i , −1 ≤ f rac i ≤ 1, as described to follow, by subtracting the fraction a node would take in reducing the latency from the fraction it would take in increasing the latency:
Depending on the predominant factor, the fraction is either positive, indicating that the node wants to increase the latency to increase lifetime, or negative, indicating a reduction. If the lifetimes of all nodes are equal while the latency is within the suitable range, the fraction is 0 for every node. For solving a latency error, every collaborating node has the same goal of either reducing or increasing the latency. With balancing, collaborating nodes can have different goals, that is, a different assumption on what amount i should be. amount i should not be too large in this case to avoid strong fluctuations in end-to-end latency due to the discrete and distributed adaptations. We achieve this by the following definition of amount i , where the amount to balance depends on the freedom available between the current latency, e2elat i , and the defined bounds, lowerbound and upperbound. The used bound depends on whether latency is reduced or increased by the node:
Collaborating nodes D and E in the example of Figure 2 are on an end-to-end critical path with a latency in the required range, but their lifetimes are unbalanced. The positive fraction for node D, f rac D = 6 / 8 , indicates that this lowest-lifetime node can increase its latency to increase lifetime, while long-lifetime node E, with a fraction f rac E = − 6 / 8 , reduces its latency. The rate is expressed in terms of the required impact on the network QoS, that is, latency of the end-to-end critical path. By adapting parameters, nodes can only impact local QoS, that is, the latency to the critical parent. Therefore, the adaptation rate is translated to the local impact that is required on the link latency to achieve the desired change in end-to-end latency. In general, a function f is applied to the calculated rate, rate i , to get the local rate, localrate i :
For the end-to-end latency metric, this translation is straightforward as the change in the local link latency to the parent is directly proportional to the change to the network latency; that is, f is the identity function. For other parameters, a less trivial translation might be required. For example, a reduction of the delivery ratio to the parent of 10% does not result in a reduction of 10% for the entire path to the sink, unless the remainder of the path has a delivery ratio of 100%. The global rate has to be multiplied with the packet loss on the remainder of the path, remainder PathLoss, to get the local rate that is needed to achieve the global rate, that is, localrate i = remainder PathLoss * rate i .
Restore Connectivity
A reconfiguration or dynamic event, such as an increased distance between nodes, can result in nodes losing access to the main network. As a consequence, besides not being able to provide application data packets to the sink, no network QoS can be estimated and no local adaptation rates can be calculated by all of the nodes on the unconnected path. To avoid nodes being in this situation for significant amounts of time, fall-back reconfiguration is needed to ensure that nodes can restore connectivity. After being reconnected, network QoS estimates and adaptation rates can be calculated again.
Restoring the connectivity is activated by a node as soon as it is observed that the estimates of the network QoS, as provided using the approach discussed in Section 5, are outdated or nonexisting. After activation, the configuration selection procedure is, instead of being provided with a rate, requested to adapt parameters that have an expected positive impact on the connectivity of a node. The most obvious one is the transmission power. If more nodes are part of an unconnected path, all of them will try to get reconnected. After being reconnected, network QoS and adaptation rate are calculated again, also allowing one to revert any unnecessary reconfigurations.
Predictive Model
A set of controllable parameters is available to the node to change its local QoS (e.g., latency to the parent) and consequently the network QoS (e.g., end-to-end latency). For a reconfiguration to select appropriate new values for parameters, it needs a model to predict the expected impact of parameter adaptation. The advantage of the feedback control strategy in our reconfiguration approach is that it does not require perfectly accurate models as long as it is known whether a particular change will increase or decrease a particular QoS metric. If the impact is higher or lower than expected, this will be observed in the feedback and the controller will continue to adapt the latency to the target range. On the other hand, accurate knowledge of the impact can prevent many unnecessary reconfigurations needed to recover for adaptations that have a significantly different impact than expected. Therefore, it is worthwhile to model as accurately as possible while being simple enough to be easily stored on the sensor nodes and adapted at runtime.
To investigate how to efficiently model the adaptation impact, we start by looking at typical impact characteristics observed during various simulations. Figure 4 sketches the impact of changing the radio transmission power parameter of a node on the average packet loss and latency to the critical parent and expected network lifetime. An increasing transmission power reduces the loss as soon as the power is high enough to be connected and until the point that packet loss is minimal. Adapting the value after this point will not reduce the packet loss but does reduce the lifetime, which is of no interest to a reconfiguration approach. A similar thing holds for the latency metric. While impact curves may vary depending on the considered metric, parameter, and WSN deployment, an interval in which a change of parameter shows a significant impact on a tradeoff can always be given and is often smaller than the complete range of parameter values. We refer to this interval as the suitable range. Defining the significance of the impact depends on the considered metric.
Definition 4.1 (Suitable range). The suitable range of a parameter, with respect to a given QoS metric, is the interval between two parameter values in which parameter adaptation has a significant impact on a tradeoff.
Currently, runtime reconfiguration approaches typically rely on simplistic static impact models, where every adaptation step of a parameter is assumed to have the same impact on the metrics [Steine et al. 2012 ]. For such a static model, only a single value needs to be stored for every parameter-metric pair and no runtime overhead is involved with maintaining this model. The main downside is its lack of accuracy in dynamic networks. As impact of changing parameters strongly depends on changing runtime properties of the network, such as the topology and the configuration of other nodes, the suitable range can shift and become smaller or larger over time.
We propose an adaptive model for every parameter-metric pair to model the suitable range. The suitable range is approximated by the values x min and x max , with x min ≤ x max . The value of the QoS metric corresponding to x min is y min and for x max is y max . As a result, the model is represented by two points, (x min , y min ) and (x max , y max ), as shown in Figure 5 for a typical packet-loss trend. Note that, with a decreasing trend, y min is larger than y max . Inside the suitable parameter range, we make a linear approximation of the impact on the QoS metric. The behavior outside the suitable range of parameter values depends on the considered metric; it could remain the same as for the packet loss and lifetime, jump to an extreme value as the latency, or potentially even invert the trend. The model does not give QoS values outside the range, as, by definition, parameter values are expected not to influence any tradeoff with other QoS metrics. Given these models, solving simple linear equations results in the extraction of the expected QoS given a parameter value, and vice versa.
In the next subsection, we show how to use the predictive models to select a new configuration, assuming these models are available for every parameter-metric pair. How to initially set and dynamically adapt the model to maintain its accuracy is discussed in Section 4.5.
Parameter Adaptation
To achieve the calculated adaptation rate for every constrained metric, parameters are adapted using the predictive models. Instead of directly focusing on finding a set of parameters that achieves the rates for all metrics, we find parameters for every individual metric. The combined adaptations for individual metrics ensures that all metrics are adapted according to their specified rates. In theory, conflicting adaptation options may be suggested in the same round when using this approach; that is, to resolve the error of one metric, increasing the value of a parameter is suggested, while to resolve the error of another metric, reducing the value of the same parameter is suggested. Given that a suitable configuration exists, another parameter should be available to improve at least one of the two metrics, such that both can converge to their required value range. To avoid that a conflicting adaptation persists over time, nodes could occasionally select the second best adaptation option. An interesting direction for future work is to explore the tradeoffs involved with these potential conflicting adaptations performed by the individual maintenance of metrics.
In this subsection, we describe how to select one or more parameters to achieve a given latency rate, localrate i , calculated according to the strategy of Section 4.1. The selection strategy is similar for any other metric and optimization objective. Selecting the parameter(s) to adapt in this round in order to achieve a calculated rate consists of three steps. First, the best possible value for every parameter to achieve the rate is determined. From these adaptation alternatives, the best parameter is selected. What defines the "best" options is explained throughout this subsection. Finally, the selected parameter is adapted such that the adaptation rate is achieved. If adapting a single parameter is not sufficient for achieving the adaptation rate, the steps are repeated.
We split the discussion of our adaptation strategy into different parts. Pseudo-code for the overall adaptation strategy is shown in Algorithm 1. Global variables storing the current best adaptation option used in the pseudo-code of the different parts are summarized in Table I . Before determining the parameters to adapt, we define the change in latency, Lat, to be achieved this round. Assuming the rate is defined per round, this change is equal to the (absolute) local rate, localrate i (line 1). As long as the node has not achieved the required change in latency, indicated by rate Achieved (lines 2 and 3), the best possible parameter is selected from all controllable parameters (value, inside, lat, li f e) (line 4). The function getBestValueForParameter (line 5, later explained via Algorithm 2) determines to which value to adapt parameter p. It furthermore determines whether the new value is within the suitable range (given by Boolean value inside) and the predicted impact on latency, lat, and lifetime, li f e. This is needed by checkWhetherBestParameter (line 6, Algorithm 3), which checks whether the current evaluated parameter is the best option so far. If the current parameter, p, is found to be the best option so far, this is stored in the global parameters (lines 7-9) for comparison with the other adaptation options. A probabilistic adaptation approach, as defined by adaptParameter (line 11, Algorithm 4), is used to determine whether the best parameter should be adapted in this round. Finally, a check whether the parameter adaptation(s) so far are sufficient to achieve the rate is performed by checking the expected impact of the latest adaptation with the remaining required impact on latency (line 12). If the remaining rate is smaller, we repeat the selection of a parameter to adapt for the remaining latency (line 13). Otherwise, reconfiguration of the node stops (line 14). Selecting the best value for a parameter. The pseudo-code for the selection of the best value of parameter p given a required change in latency, Lat, is shown in Algorithm 2. We illustrate the code using a particular instance of parameter p where the parameter has a negative impact on the latency, y min > y max , as shown in Figure 6 . We assume Lat < 0. The predicted current latency value for the current value of p is provided by getCurrentLatency (line 1). The desired parameter value to achieve Lat is provided by getExactParValue (line 2). Values can typically not be selected from a continuous space but are discrete, such as the number of retransmissions. The selection of the best new parameter value thus needs to select a lower or higher value than desired (see Figure 6 ). These values are provided by getDiscreteParValues (line 3). If any of these values does not exist, for example, because the desired value is already higher than the highest possible option, the value is considered to be unknown, referred to by a special value unknown. The selected value can potentially be outside the suitable range. Since a predictive model is just an approximation and a different impact on the QoS than predicted might be observed in practice, especially in the presence of dynamics, one is required to explore the boundaries of the modeled suitable range, as explained in more detail in Section 4.5. We assume that the parameters of the predictive model are provided by function getParsOfPredModel (line 4).
The best adaptation option is selected from the lower and higher value (lines 6-16), starting by checking whether the options are viable. For our example, y min > y max and Lat < 0 (line 7), the desired value is higher than the current parameter value. The lower value is a possible adaptation option if it exists ( = unknown) and is not equal to the current parameter value (line 8). The higher value is possible if it exists (line 9). No check on equality with the current value is needed as the higher value is either higher than the current value or not existing. If possible, the lower value is selected (line 10). This conservative approach adapts with at most the required change in latency. Any remaining rate will be achieved by repeating the process. The symmetric cases work similarly.
If an adaptation option is available (line 18), it is checked whether the value is within the suitable range (line 19). Furthermore, the predicted change in latency (line 20) and lifetime (line 21) is determined using the predictive models. To allow comparison with options that are outside the suitable range, it is assumed that the model trend continues outside the suitable range. If the parameter does not have an adaptation option, it will not be considered in the rest of the adaptation process.
This discussion implicitly assumed that Lat can be achieved within the current suitable range of the considered parameter. If not, the desired value (calculated in line 2) is considered to be the closest value within the suitable range (leaving all remaining rate to be achieved by adapting other parameters).
Determining the best parameter to adapt. The pseudo-code to check whether the current option is the best so far is shown in Algorithm 3. The current best parameter value is stored in the global parameter best Par Id and is unknown if nonexisting. Initially, it is assumed that the current option is not better (line 1). If no best option currently exists, then the considered option is the best (line 2). We prefer adaptations within the suitable parameter range. If the current best adaptation option suggests adapting the value outside the suitable range, defined by global variable bestV alueIn, while the value for parameter p is adapted within range, adapting p is considered to be best (line 3). If both the current best and suggested adaptation option are outside or inside the parameter range (line 4), we determine the best option based on the ratio between the expected impact on latency and lifetime of the current parameter (line 5) and currently known best parameter (line 6). This ratio defines how much lifetime is needed to achieve a change in latency. If the required adaptation rate is negative, higher impact ratios are better (line 7). For a positive rate, we want the highest possible increase in lifetime, that is, the lowest-impact ratio (line 8). The result of the comparison is returned to the function caller (line 10).
(Probabilistic) Adaptation of best parameter. Algorithm 4 shows the steps involved in determining if the best parameter should be adapted in this round. If the predicted impact is less than the required impact, the parameter is directly adapted by informing the protocol stack (lines 1 and 2). We assume function Adapt to be an interface to the protocol stack to adapt controllable parameters. In the case that predicted impact is more than required, a probabilistic approach is used. The probability of adaptation is equal to the ratio of the desired step and the discrete step (line 4). For example, with a required adaptation rate of 10 milliseconds per round and an expected impact of adaptation of 100 milliseconds, the probability of adaptation is set to 10%. With the determined probability, the parameter is adapted (lines 5 and 6). In practice, we see that the required change in latency in a single round is typically low and a probabilistic adaptation is applied.
Besides to achieve a calculated rate, reconfiguration might be needed to restore connectivity. If the restoration of connectivity is triggered, as explained in Section 4.2, parameters are adapted that have an expected positive impact on the connectivity. This might either be fixed if known at design time or be based on the current predictive models. In the extreme case that adapting parameters is not possible anymore and a node is still unconnected to the main network, duty cycling between the most power-efficient and most power-hungry configuration (with higher probability of finding outbound neighbors) is performed to avoid an extensive drain of the battery. Even though situations like this may always occur in practice, they should be avoided as much as possible by design of the WSN (e.g., sufficient density of nodes).
Model Maintenance
We require initial predictive models to be available at the start of WSN operation. Simulations, for example, can be used to identify an initial model. After a reconfiguration of the node, the predictive model can be adapted as soon as the impact of reconfiguration is reflected in the local QoS estimates. If latency is averaged over the last minute, at least a minute is needed to see the full effect of a reconfiguration. The model is adapted based on the two available reference points: the QoS for the value before reconfiguration and the QoS for the value after reconfiguration (as explained later in more detail). In between adaptations, only the local estimates of QoS metrics for the current parameter value are used to update the predictions of the model, giving one reference point (per round) for model adaptation. Figure 7 (a) visualizes the adaptation of the model based on two reference points: the observed QoS, y old , for the previous parameter value, x old , and the current QoS value, y cur , for the current parameter value, x cur . The new model parameter values are such that the two points are predicted by the model. Algorithm 5 shows the pseudo-code for this step. Only the adaptation for a model with a decreasing trend, y min > y max , is discussed. For the symmetric case, where y min < y max , only the role of min and max interchange. The new model parameters are initially set to the current values (line 1). The first check is whether x old is within the suitable range (line 2). If not, the model is adapted based on only the observed QoS for the current parameter value, x cur , because no latency predictions can be made for x old (line 3, calling the function in Algorithm 6). Lines 4 and 5 check whether the observed impact is in line with the expected trend (in this case, decreasing). The trend is assumed to continue if at least a predefined minimum impact, minDi f , is observed after reconfiguration. If the trend does not continue, the suitable range is reduced to exclude the current parameter value, by adapting x max or x min , respectively. If the trend continues, the model is adapted such that both reference points are predicted by the model, by adapting y min and y max . We can additionally take into account (trivial) bounds, minQoS and max QoS, on the achievable QoS, such as 0% and 100% for the packet-loss metric. We limit the extrapolation of predicted latency, as shown in Figure 7 (b), for x newmin and y newmin (lines 9-12). If the current parameter value is outside the suitable range while the impact trend is observed to continue, the range is extended to include the new parameter value (lines 13-16). This is shown in Figure 7 (b), for x newmax and y newmax . Finally, the model is adapted based on the newly calculated parameter values (line 17). This function can either directly adapt the model to the new parameter values or take a stepwise approach where the model is adapted with a fraction of the deviation between the current and new model. The latter avoids that a single observed extreme QoS for the current parameter value strongly influences the model, as multiple observations are needed to adapt the model. Figure 8 visualizes how to adapt the predictive model using only the observed latency, y cur , for parameter value x cur . The model is translated in the vertical direction, maintaining the slope of the impact trend. Algorithm 6 shows the pseudo-code. Again, the adaptation for a model with a decreasing trend, y min > y max , is discussed. Initially, the new model parameters are equal to the old model (line 1). The model is only adapted if the current parameter value is within the suitable range (line 2). By extracting the predicted latency for x cur from the current predictive model (line 3), we can determine an error with the actual observed latency (line 4). This error cannot be determined with a parameter value outside the suitable range. The model is adapted to resolve the error by fitting the observed point on the line predicted by the model, by adapting the minimum and maximum QoS value (line 5). The expected QoS values are changed without extending the suitable range. We do reduce the suitable range based on (trivial) lower and upper bounds on the QoS (lines 6-9). This step is applied to x newmin and y newmin in Figure 8 . Finally, the model is adapted to the newly calculated parameter values (line 10).
Adapting the model based on observed impact of reconfiguration.

Adapting the model based on current QoS.
QUALITY-OF-SERVICE ESTIMATION
Both network and node QoS metric information are needed by the nodes to support our distributed re-active reconfiguration approach. This network QoS information is determined and disseminated using a generic distributed service . We again focus on the single tradeoff between latency and lifetime and instantiate the service accordingly. Estimating information for other tradeoffs works in a similar way. An example is given in Section 6.3. As explained in the previous section, a node needs estimates of the latency of its end-to-end critical path. Additionally, both the sum and the sum of the inverses of the remaining lifetime of the collaborating nodes, simply referred to as the sum and inverse sum, are needed. Section 5.1 summarizes the relevant aspects of the service and shows the equations characterizing our required network metrics. The local estimation of node QoS required to compute network QoS is discussed in Section 5.2.
Network QoS Estimation
The estimation of the required network QoS information involves several steps. The first step is for nodes to estimate their maximum latency to a given sink, lat i,s , which describes the estimated maximum time it takes to send a data packet from the node Fig. 9 . Distribution of the latency to sink S and latency of the end-to-end critical path.
(over one or more paths) to the sink. For the end nodes of every end-to-end critical path, the latency to the sink is equal to the latency of their end-to-end critical path, e2elat i , which is the value we want to keep within certain bounds. This value is distributed, allowing all other nodes to estimate their latency of the end-to-end critical path to the sink. As soon as the end-to-end critical path is locally known by all nodes, collaborating nodes can be defined and the sum and inverse sum of their lifetimes, sumLi f e i and sumInvLi f e i , can be estimated. Figure 9 shows the flow of information needed for nodes of a five-node network (including sink S) to locally estimate the maximum latency to the sink and the latency of the end-to-end critical path (to the same sink). The solid lines are links and the number next to them the latency to communicate over the link. The dashed lines show how the information is communicated and the order in which this is done. The sink (with known fixed maximum latency to the sink of 0) starts by observing the latency of the link from C to be 50 milliseconds and communicates this value added to its own maximum latency to all neighboring nodes, in this case only C (step 1). Depending on the efficiency of broadcasting for the used MAC protocol, either the neighboring nodes can be informed using a broadcast or the information can be communicated using a unicast to the individual neighbors. The service does not rely on the neighboring nodes to receive network QoS information at the same time, as long as all neighboring nodes a node can potentially communicate with are informed to ensure that the minimum-cost path is found. With the information received by node C, it determines its critical parent to be S and its maximum latency to the sink to be 50 milliseconds. Using this maximum latency and the observed latencies of nodes A and D, node C informs A and D about their maximum-latency to the sink when using C as a parent (125 and 150 milliseconds, respectively, step 2). With this information, they determine their critical parent to be C. Node A and D both individually inform B about its maximum latency when using it as their parent (step 3). With the latency through node A being the highest, node B selects A as its critical parent and its maximum latency to be 250 milliseconds. Note that the maximum is considered critical as we require the latency of every packet sent to be in between the required bounds, which is ensured if the path with the longest latency is within bounds.
Latency-related QoS estimation.
This procedure of estimating the maximum latency, lat i,s , of node i to sink s can be characterized by the fixed point of the following recursive definition, with which nodes can estimate their maximum latency to the sink based on both the maximum latency to the sink of all used parents, P i , and the link latency to send packets directly to these nodes, that is, ll i,x to neighbor x. P i is assumed to be available by the routing protocol, and p i is the critical parent:
It is straightforward to show that the equations have a unique solution.
Using the estimates of maximum latency to the sink and the critical parent, nodes can estimate the latency of the end-to-end critical path. For the example of Figure 9 , node B does not receive packets from other nodes, making its latency of the end-to-end critical path equal to its own maximum latency to the sink, that is, 250 milliseconds. Its critical parent A is part of the same end-to-end path and is informed about this value. At the same time, a latency value of 0 is communicated to the noncritical parent, D, to indicate that B is not on its critical path (step 4). Subsequently, node A determines node B to be its critical child and forwards the received end-to-end latency to C. At the same time, D observes that is has no critical child(ren) (i.e., it is the end node of its end-to-end critical path) and sends its own maximum latency to its critical parent C (step 5). C has learned that it is on multiple end-to-end critical paths. The maximum latency path is of interest and hence the critical child is selected to be A. C informs its own critical child S about this value (step 6).
The following recursive equation characterizes the local estimates of the latency of the end-to-end critical path, e2elat i . Let Ch i be the set of children of node i from which it receives application packets. C i is the set of nodes for which node i is the critical parent. From these nodes, the critical child, c i , is selected. For a node at the end of the critical path (i.e., that has no children that consider it as their critical parent), the latency of the end-to-end critical path is equal to its own latency to the sink, lat i,s . Starting from these end nodes, maximum end-to-end latency is communicated, allowing connected nodes to determine their value based on the end-to-end latency of their critical child, c i :
Lifetime-related QoS estimation. Given local knowledge of the critical parent and child, the sets of collaborating nodes are known and the related sum and inverse sum of their lifetimes can be estimated. Figure 10 shows the flow of information needed to locally estimate the sum and inverse sum for the same five-node example. The number next to the nodes represents the remaining lifetime of the node in hours. Starting at the leaves of the end-to-end critical paths, B and D, having no critical child, lifetime and inverse lifetime are sent to their critical parent (node A and C, respectively, step 1). Node C responds to the information received by (noncritical child) node D with a sum and inverse sum of 0 to indicate it is considering a different end-to-end critical path and is therefore not a collaborating node of D. At the same time, node A adds its own lifetime and inverse lifetime to the values received from its critical child, and hence its collaborating node, B, and forwards this information to critical parent C (step 2). Now node D knows it is not collaborating with any other node and has sufficient information to determine its sum to be 50 hours and inverse sum to be 1 / 50 hours. Node C has sink S as its critical parent, which is assumed to not take part in the reconfiguration and cannot be a collaborating node. As a result, node C is the end of the path with collaborating nodes starting at node B. It sends its own lifetime and inverse lifetime to node A, allowing it to determine the sum to be 200 (node B) + 100 (own lifetime) + 300 (node C) = 600, and inverse sum
/ 600 (step 3). Node A provides node B with the remaining information needed to determine the sum and inverse sum of all other collaborating nodes (i.e., A and C) to that node (step 4).
In contrast to the latency to the sink and the end-to-end critical path, distributed estimation of the sum and inverse sum, sumLi f e i and sumInvLi f e i , requires information about the sum and inverse sum from both the collaborating nodes on the inbound part of the critical path, sumIn i and sumInv In i , and outbound part of the end-to-end critical path, sumOut i and sumInv Out i . This is expressed by the following formulas:
sumLi f e i = sumIn i + li f etime i + sumOut i sumInvLi f e i = sumInv In i + li f etime
Recursive equations for estimating the sum and inverse sum of the collaborating nodes of the inbound and outbound part of the critical path are as follows. Recall that c i and p i are the critical child and critical parent of node i, respectively, with c p i thus indicating the critical child of the parent of node i (which is not necessarily node i itself):
The example suggests the network is in a static situation, with bidirectional links. Presence of any asymmetric, and potentially unidirectional, communication links [Kotz et al. 2003; Zhao and Govindan 2003] requires the information to be disseminated over multiple hops. The service provides solutions for that using a controlled n-hop forwarding approach where information is efficiently propagated to the n-hop neighborhood.
The data dissemination is repeated at a given update interval to avoid stale information due to dynamic changes in link qualities.
Node QoS Estimation
The latency of a packet can be determined by receiving nodes based on timestamps added to the packet by the sending side, assuming time synchronization. For the sending nodes to know their latency to neighboring nodes, communication of the observed information is needed, which can be combined with the distribution of the latency to the sink, as discussed in the previous subsection.
Estimating the remaining lifetime, defined by the time until the node runs out of battery, is nontrivial because of the unpredictable changes in power consumption due to, among others, future reconfigurations. We estimate the remaining lifetime by dividing the estimated remaining battery capacity (in mWh) by an estimate of the current power consumption (in mW). This assumes that the network stays in the current configuration (and that the estimation of the power dissipation is accurate). We are interested in the relative differences between the lifetime of nodes. The absolute value is of less interest but may be more accurately estimated using more elaborate models. The remaining battery capacity is determined based on recorded average power consumption since powering up the node and the initial battery capacity, for example, an AA battery of 1,500mAh at 1.5V. Power consumption estimates can be achieved by monitoring the time spent in different radio states. The radio is the dominant part of the power consumption [Prayati et al. 2010] and the most important part of the power controlled by reconfiguration. In TinyOS [TinyOS website 2013] , this monitoring can be done by adding counters at appropriate places in the MAC code. The power spent in different radio states can be obtained from the datasheet for the used radio chip (e.g. [TelosB Datasheet, Crossbow Inc.] ). We use this approach for all experiments. It takes all the packet communication into account, including the overhead incurred by the service.
CONTROLLER PERFORMANCE ANALYSIS
We start this section by discussing the approach used for performance analysis in more detail in Section 6.1. In Section 6.2, we discuss the parameters that influence the behavior of the reconfiguration approach in more detail. We continue with a qualitative analysis of the behavior of the feedback control strategy by looking at the so-called step response in Section 6.3. It gives us important insight into the behavior of our approach and its ability to control the QoS in a distributed manner, including its interaction with the adaptive predictive model. Additional experiments focus on the impact of using this particular dynamic model.
In Section 6.4, we analyze a dynamic monitoring WSN for which the reconfiguration approach constantly needs to respond to dynamic events, such as moving nodes. Furthermore, we compare our approach with existing (re-)configuration approaches. Finally, we discuss the scalability and cost of our approach in Section 6.5.
Introduction
During the distributed feedback control process of our reconfiguration approach, many actions happen at the same time, including the adaptation of parameters, propagation of network QoS information, and dynamic changes to the predictive model. The adaptation of parameters is discrete, and propagation of feedback takes time and is unreliable. The resulting behavior of the entire network, and impact on the network QoS, is therefore nontrivial to determine in advance. Due to the differences between the environment in which we use our controller and discrepancies with assumptions of common control theory (i.e., fully distributed control, discrete adaptation steps, feedback propagation that is delayed and unreliable, and the use of an adaptive predictive model), we cannot resort to the analytical reasoning of classical control theory, but we use an experimental analysis approach. A simulator gives us, in contrast to an actual deployment, a controllable environment where we can easily repeat and compare experiments using the same environmental characteristics. This helps us to get good insight into the behavior of the approach and the impact of its parameters. For the experiments in this section, we implemented the complete reconfiguration approach in OMNeT++ [OMNeT++ website 2013], a discrete-event simulation environment, with the use of MiXiM [MiXiM website 2013], a modeling framework for wireless networks. This implementation includes the node QoS estimation and service to propagate the required network QoS, where the service uses broadcasts to inform neighboring nodes. We assume a deployment scenario where 25 nodes with the characteristics of TelosB nodes [TelosB Datasheet, Crossbow Inc. 2004 ] are placed in a 5×5 grid with 10 meters between them. They communicate to a sink over one or multiple hops using a (dynamic) minimum-cost routing protocol, where the neighbor resulting in the lowest possible packet loss is selected as parent. Furthermore, the B-MAC [Polastre et al. 2004] protocol, available in MiXiM, is used to manage communication over the shared medium. The link quality is modeled by the commonly used log-normal shadowing path-loss model. The objective used in the experiments is to maximize the minimum remaining lifetime of the nodes in the network while the packet loss to the sink, averaged over the packets in the last minute, is maintained between 20% and 40%. The nodes send an application packet to the sink every 5 seconds. Nodes have the same initial battery capacity of 2 × 1,500mAh at 1.5V.
Parameters
An important parameter of our reconfiguration approach is the speed of every node i, k i , of the feedback control strategy (see Section 4.1). Note that the length of a round also impacts the (maximum) speed of reconfiguration (and model adaptation), but we assume it to be fixed to a low value such that we can control the speed with only parameter k i . The speed determines how fast individual nodes respond to changes in QoS. Increasing k i reduces the speed of the controller. Intuitively, it is expected that if a controller is slower, the configuration will be suboptimal for a longer time and QoS may differ too much from the required QoS. On the other hand, if it is too fast, feedback may not have propagated yet and large fluctuations in QoS may occur due to adaptations of many nodes at the same time, potentially resulting in never settling of the required QoS, or even instability of the network.
In our approach, local estimates of network QoS are provided by an underlying service. The parameters of the service determine the speed at which information for local estimates becomes available to the nodes. As the availability of network QoS information forms the basis of our reconfiguration approach, the speed of propagation is important for the stability, as we show in this section.
Step Response
The step response is a well-known form of analysis from control theory that investigates the behavior of a feedback controller after a single dynamic event [Tay et al. 1998 ]. We consider end-to-end packet loss to be the constrained metric, while we want to maximize lifetime. This shows the applicability of our approach for metrics other than the latency metric considered so far, but also has practical advantages as, in contrast with latency measurements, no time synchronization is required. The reconfiguration approach works in a similar way as described in this article, but the underlying service estimates the end-to-end packet loss instead of the end-to-end latency. Estimating the maximum end-to-end packet loss, 0 ≤ pl i,s ≤ 1, of node i to sink s, can be characterized by the fixed point of the following recursive definition, with which nodes can estimate their maximum packet loss to the sink based on both the maximum packet loss to the sink of all used parents, P i , and the packet loss of the links to these nodes, that is, lpl i,x to neighbor x. P i is assumed to be available by the routing protocol, and p i is the critical parent. Multiplying pl i,s by 100 gives a packet-loss percentage as used in the figures:
Of main interest is whether the controller is able to resolve the impact on packet loss caused by the dynamic change, that is, whether and how it gets the network back into a stable situation. In an unstable situation, the packet loss diverges from its target and may fluctuate between its extreme values. In a stable situation, this still needs time, referred to as the convergence time. The amount of variation in QoS during the stable situation is a measure of the accuracy of the system.
For the analysis of the stability, convergence speed, and accuracy, we start by selecting a suitable configuration and predictive model parameters, using simulations, for the initial scenario where nodes are placed in a grid with 10 meters between adjacent nodes. At the start of the analysis of the step response (t = 0 for the figures in this section), the distance between adjacent nodes is increased to 15 meters. This large step enforces a significant change in QoS for which the network needs to reconfigure. After this step, no other external dynamics are introduced and nodes are only affected by internal dynamics due to changing their parameters.
We set the length of a round to be 1 second and the service propagates network QoS information at an update interval of 5 seconds. We assume that this is the highest update frequency possible given the maximum allowed overhead of the service. The parameters that we allow to be controlled are the radio transmission power (any of the values specified in TelosB Datasheet, Crossbow Inc. [2004] ), number of transmissions of a single packet (between one and 10 times), and the number of received buffer spaces (between one and 10). This gives us a useful range of parameters to influence the tradeoff between packet loss and lifetime.
Impact of controller speed. Figure 11 shows the step responses for the first 2,000 seconds for three experiments with different speeds k i for all nodes in the network. Figure 11 (a) shows the step response for k i = 1 for all nodes. This setting means that the collaborating nodes together try to solve the observed error in a single round of 1 second. The step response shows large fluctuations in packet loss. Parameters are quickly adapted to one end of the suitable range to reduce the loss, because the impact of an adaptation is not fully observed before the next adaptation. Due to the suitable range restriction, we do not observe a repeated under-or overshooting of the target QoS, as was observed with a static model allowing the parameters to take every possible value from their range [Steine et al. 2012 ]. The dynamic model does not have the opportunity to adapt (because the time between adaptations is less than the averaging time of 60 seconds). This results in instability of the packet loss and should be avoided. Figure 11 (b) shows the step response for k i = 90. We see that the distributed adaptation of parameters is able to keep the packet loss within the target range, with only occasional outliers. It quickly converges to a stable situation. Small fluctuations remain due to discrete steps in the adapted parameter values and random variations in the packet loss of the links. Furthermore, inaccuracy in the predictive model can result in adaptations causing deviations from the target packet-loss range. Figure 11(c) shows the step response for k i = 250. The controller converges to an accurate stable situation but requires a long time to converge when dynamics cause the packet loss to be outside the required range. The controller is too slow, which is obviously not preferred. Figure 12 shows the percentage of time for the 2,000-second experiments that the maximum packet loss is outside the required range and the expected remaining lifetime of the network, for a larger range of k i . The results are averaged over 10 simulations per value of k i . The line is a polynomial approximation to show the trend. The remaining lifetime is the optimization goal. Our approach focuses on the optimization for the given deployment setup. If lifetime is still deemed to be insufficient, the deployment itself should be adapted (by reducing the number of communications and size of packets using, for example, data fusion). A low k i favors lifetime, at a cost of a larger percentage out of bounds. For a high k i , we have a slow convergence where most of the time a configuration is used with a lower packet loss than acceptable, costing in lifetime. The lifetime ranges between around 310 hours with the highest simulated speed, corresponding to a power consumption of the node with the shortest lifetime of around 15mW for this particular setup where we have a continuous operation of the nodes, and 190 hours with the lowest speed, for example, around 24mW.
We need to select the k i between around 75 and 125 such that we get the desired behavior as in Figure 11(b) . Analysis of the results reveals that the step response, and hence a suitable value of k i , strongly relates to the (average) time needed to propagate a change in network QoS information. A slow controller (Figure 11(c) ) will simply react unnecessarily slowly, leading to suboptimal QoS. For a fast controller, with a step response similar to Figure 11(a) , nodes repeatedly adapt based on inaccurate local information of the network QoS as time between adaptations is often lower than the time needed to propagate information updates. In other words, instability is caused by a mismatch between the speed of network QoS propagation of the service and the controller speed. Furthermore, with the averaging of network QoS information (e.g., average packet loss over 1 minute), it takes time for the impact of a parameter adaptation to be fully reflected in the network QoS.
Consider the case that the node closest to the sink on the longest critical path in the network experiences a change in link latency. Propagation of this change along the entire path is needed to update the (maximum) latency to the sink of all nodes. From the end node of the path, both the end-to-end latency and the sum and inverse sum of the inbound part of the critical path are communicated till the other end of the path. At that point, the sum and inverse sum of the outbound part of the path are propagated over the entire path. In other words, given a length l i of the end-to-end critical path of node i and an update interval of network QoS information of u seconds, the time needed to update all estimates on the path is 3 * l i * u, assuming bidirectional links and no packet loss. Losing packets and using multiple hops to communicate over asymmetric/unidirectional links may increase this time. On the other hand, several factors reduce the time needed to propagate a change. If the critical parent and child are known and do not change, lifetime information is propagated with the latency information. No lifetime update is needed at all if the collaborating set of nodes remains the same and lifetime has not significantly changed.
Which factors are dominant for the speed depends on network characteristics. The combined factors determine a scaling factor s, which is 1 if the factors are in balance. The resulting optimal controller speed is s * 3 * l i * u. Design-time analysis allows us to approximate s. For the deployment considered for our simulations, we observe a maximum path length of 8 and we use an update interval of 5 seconds. A suitable k i is expected to be in the order of 3 * 8 * 5 = 120, with s = 1. From simulations, we see that k i can be set lower, since the propagation time is lower on average. We approximate s = 2/3 and thereby an optimal speed of k i = 2/3 * 3 * l i * u = 80 for our experimental analysis.
At runtime, the impact of the factors influencing the optimal speed may change. The equation assumes knowledge of the worst-case end-to-end path length. In practice, we may only be able to determine a very conservative scaling factor at design time. This results in a controller that is stable but unnecessarily slow. Nodes may set the speed of the controller depending on the current length, or hop count, of its end-to-end critical path. As a result, the speed can differ between nodes matching the speed at which network QoS information is available. For our experimental analysis, we use a fixed s = 2/3 and dynamically changing l i based on the current hop count of the end-to-end critical path. The approach can be extended by measuring other runtime factors at runtime, such as the average packet loss of a link, to have a more fine-grained influence on the controller speed by dynamically adapting s as well. With a changing s, the update interval u can be adapted to maintain the speed of the controller.
Impact of the predictive models. An adaptive predictive model is expected to have a positive impact on the behavior of the controller (compared to a static model) at the expense of maintaining the model parameters. The following experiments focus on the accuracy of the predictive model compared to the static impact model, calibrated for the deployment. We furthermore compare to an "oracle," model, which predicts the impact of adaptation based on extensive simulations with all possible configurations. Figure 13 shows the average percentage of time the end-to-end packet loss is outside the required range and the resulting lifetime using the three predictive models for the same set of simulations. The static model results in a fairly large percentage of time in which the packet loss is out of bounds (i.e., either higher or lower than the predefined range). With the dynamic approach, the percentage reduces and lifetime increases from around 195 hours (which corresponds to a power consumption of 23mW for the node with the highest power consumption that determines the network lifetime) to 260 hours (17mW). Adaptation focuses on parameter values within the suitable range, while the static approach will continue to adapt parameters outside this range even though no significant impact on the metric is observed. The dynamic model still has some inaccuracy compared to the oracle model (with a theoretically optimal out-ofbounds packet loss and lifetime of 11% and 275 hours/16mW) as time is needed to find accurate model parameters, but the deviations are small, both in percentage out-ofbounds packet loss and in lifetime.
Dynamic Setup
In the remainder of this section, we consider a dynamic scenario by adding five mobile nodes to the setup, which we assume to have half the battery capacity of a static node. This results in network characteristics of monitoring scenarios, such as the health monitoring. With the heterogeneity in battery capacity, balancing the effort to provide the required QoS becomes even more important. The distance between (adjacent) static nodes is 15 meters and is not changed.
We first investigate the impact of dynamism on the efficiency of our reconfiguration approach. We assume that the mobile nodes move at walking speed (2 m/s) for 10 seconds in a random direction within the grid and remain at the resulting location for a given fixed amount of time. The amount of dynamism is determined by the length of this time interval between two node movements. It is expected that the slower and less frequent the dynamics are, the more efficient our approach will be as more time is available to determine network QoS and adapt to a suitable configuration. We verify and analyze this expectation next. Figure 14 shows both the average time the observed maximum packet loss to the sink is outside the target range and the expected network lifetime for various lengths of the interval between two mobile node movements. Simulations have a length of 5,000 seconds.
Impact of the amount of dynamics.
With a larger amount of dynamics, the ability of our controller to keep the maximum packet loss within the target range reduces. A lower amount of dynamics has a positive effect on the remaining lifetime of the network. For the short-interval lengths, there is no clear lifetime trend, as the remaining lifetime depends on the fluctuating ratio between time spent in situations where the packet loss is too low (spending too much lifetime) and too high (not spending enough lifetime).
For the explanation of this behavior, we have to look at the estimation error of the packet loss at the moment an adaptation is done. If a change is not fully reflected in estimates of other nodes, reconfiguration is done based on outdated QoS estimates. Moving nodes cause many and large changes in QoS, due to nodes joining and leaving critical paths. As a result, end-to-end critical paths change and collaborating sets need to be updated. For a given speed of the controller, faster movements cause a larger difference between the actual and estimated QoS. For this particular case, if the time between significant movements of nodes is at least 2 minutes, as is the typical case for, for example, health monitoring, the controller is able to efficiently provide QoS.
Comparison with existing (re-)configuration approaches. To compare our approach with existing (re-)configuration approaches, we first compare with a single, static, worst-case configuration approach. This configuration is selected by exploring the parameter space for the worst-case situation where the mobile nodes are the farthest away from the sink. Furthermore, we compare with what we believe is the most competitive approach based on local runtime adaptation strategies. This approach focuses on local QoS instead of network QoS. Because there exists no approach directly usable from current literature that considers adapting multiple parameters to control multiple conflicting network quality metrics in a generic way, we construct one with a straightforward integration of local QoS provisioning. It uses the same protocol stack and predictive models as our approach but, instead of adapting based on network QoS, the end-to-end packet loss in this case, it adapts to provide local QoS, the packet loss to the immediate parent, independent of the remaining lifetime and condition of other links. The number of hops to the sink determines the minimum packet loss every link should have to result in a packet loss to the sink within the range between 20% and 40%. As a local approach does not consider this network information, we have to make assumptions on this. We assume a maximum number of hops of eight to reach the sink and therefore focus on providing the packet loss of every link to be as low as 5%. The experiments confirm that this level is necessary and sufficient. Figure 15 shows the results for simulations of the dynamic setup with an interval between movements of 10 minutes using the three approaches. With this 10-minute interval, we model the behavior of nodes that infrequently change their location, such as the nodes attached to employees in an office building or elderly persons in a care center. For the single, worst-case configuration, a large percentage of time the packet loss is outside the target range, and the packet delivery ratio is higher than required. The goal of the worst-case approach is not to keep the packet loss in the target range, but to have a packet loss lower than the target in all cases. As a consequence of the tradeoff with lifetime, we observe a very low remaining lifetime. As expected, very power-expensive configurations are used to provide a low packet loss in all possible situations, while worst-case situations, for which these configurations are useful, are rare. The worst-case approach is clearly not a viable option for a dynamic environment requiring a long lifetime.
The other two approaches consider the tradeoff between packet loss and lifetime and keep packet loss in the target range. We do still see the packet loss to be occasionally outside the required range. For the local QoS provisioning approach, this percentage is slightly higher, as the packet loss is often found to be lower than necessary. This is because local decisions rely on worst-case assumptions about path length.
Looking at the remaining lifetime, we see a clear advantage of our approach from focusing on network QoS, including the overhead involved with network QoS propagation, instead of local QoS. The lifetime for the particular deployment increases from around 90 hours for the local QoS optimization approach (corresponding to a power consumption of around 24mW) to around 165 hours (14mW) for our approach. The main reason is that by focusing on controlling the packet loss to the parent, lower-lifetime nodes, and the mobile nodes in particular, have the same packet loss constraint as the higher-lifetime nodes. Low-lifetime nodes spend lifetime on providing a low packet loss to the parent, independent of the ability of other nodes on the path to do this more efficiently. Our approach balances the lifetime, forcing the higher-lifetime nodes to spend more on obtaining a low packet loss to the sink, providing more flexibility to the lower-lifetime nodes to extend their lifetime. 
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Scalability and Cost of the Approach
Scalability captures how well an approach is able to deal with increasing network sizes. In our case, scalability in the number of metrics and controllable parameters is also important. We can look at scalability from at least three different perspectives: computational effort, memory usage, and power consumption. For our distributed approach, both computational effort and memory usage are not influenced by the network size. The same computations are made, based on the same stored predictable models. With more metrics and/or controllable parameters, the computational effort and memory usage do change. The calculations for the local impact, new parameters, and model updates can easily be supported by resource-constrained nodes though, and only four values are stored per predictive model. The most important aspect influencing the scalability of our approach is the propagation of network QoS information, that is, the feedback. As the radio is often the most power-consuming part of the sensor node, the additional number of packets communicated to support the approach impacts power consumption. The parameters of packet size and service-packet transmission frequency and the number of hops packets are forwarded provide a tradeoff between the overhead and accuracy of the service. With an increasing network size, a higher transmission frequency may be needed to ensure that feedback is provided in time. Whether the packet overhead is manageable depends on the considered protocol stack and deployment. Scalability of the information dissemination service is analyzed in more detail in . Figure 16 shows the results of a performance evaluation of a network consisting of 100 static, relay nodes and 10 mobile nodes, broadcasting a packet every second. It shows the maximum percentage of packets sent by the 10 mobile nodes that are not received by the sink. A minimum-cost routing protocol is used to forward the packets to one particular static node, the sink. The routing relies on minimum-cost information disseminated by the service. Accurate information is needed to allow efficient routing. The goal of this analysis is to illustrate the tradeoff involved with the service overhead. With this analysis, the service update interval and number of hops, n, to disseminate are explored. Table II shows the corresponding overhead in terms of the average number of packets per update interval per node for the given value of n. We can observe that the number of packets increases with the number of hops traveled, as expected. We see that due to the increasing overhead, there is an optimum for the packet loss for a specific combination of parameter values: n = 2 and an update interval of 10 seconds. The interference caused by the increased overhead of the service for higher parameter values outweighs the benefit in these cases. Combining the information from the graph and the table, we can observe that with the optimal parameters of the service, every node will be broadcasting 10 data packets and around 4.5 service packets every 10 seconds. The service cost is more than earned back, illustrated by the longer network lifetime obtained by the approach, as shown, for example, by the experiments presented earlier in this section.
EXPERIMENTAL ANALYSIS
We have implemented our reconfiguration approach, with the distributed network QoS estimation service, in TinyOS [TinyOS website 2013], for TelosB [TelosB Datasheet, Crossbow Inc. 2004] and BSN [BSN website, ICL London] nodes. We performed two different experiments in our office building. The goal of these experiments is, on the one hand, to explore the feasibility and complexity of implementing our approach on common resource-constrained nodes and, on the other hand, to show the potential of the approach to be beneficial in practical situations. In the first experiment, the resulting QoS parameters of our approach are compared to two references, in line with the setups chosen for simulations in Section 6.4: a static configuration that provides sufficient QoS under worst-case conditions and an adaptive approach using only local QoS adaptation. We designed the latter reference to be the best possible competitor to our approach that uses only local information; the comparison shows the benefits that can be obtained from using global knowledge. The second experiment illustrates how the approach can deal with multiple metrics.
Office Monitoring Experiment
In our office building, 15 static TelosB [TelosB Datasheet, Crossbow Inc. 2004] nodes are deployed as shown in Figure 17 . We furthermore attached a BSN node to five persons, which occasionally move between different locations in the building. The mobile BSN nodes send application packets at a rate of one every 2 seconds to the sink (node 0), using the static nodes when needed. Static nodes generate no packets but only forward received packets. The payload of the packet generated by the mobile nodes is 18 bytes. A packets contains 1 byte for the unique node id, 1 byte sequence number, and four 4-byte values representing data of interest for the application. For this experimental setup, these values are used to communicate node QoS information.
We use the Low-Power-Listening MAC [Moss and Levis 2008] available in TinyOS for all nodes. It is a basic asynchronous MAC protocol that reduces idle listening by sampling the medium at a given interval. On top of this, we use an approach inspired by Blagojevic et al. [2011] , where we always retransmit a packet a given number of times instead of relying on the receiver to send acknowledgments. This avoids having to adapt the acknowledgment mechanism to deal with asymmetric links. The static nodes use a fixed (static) node to route data to. The mobile nodes repeatedly request packet-loss information from nodes in range. The node resulting in the lowest packet loss to the sink is used as parent.
The protocol stack has several controllable parameters. We focus on two of them. First, we consider the transmission power of the radio. An increase in transmission power can potentially reduce the packet loss to a given parent and result in mobile nodes finding neighboring nodes with a lower packet loss at the expense of a shorter node lifetime. Second, we look at the number of retransmissions of the MAC protocol. Extra retransmissions could reduce the link packet loss but will also result in a shorter lifetime.
The complete implementation of our reconfiguration approach requires around 7KB RAM and 40KB ROM for both the TelosB and BSN nodes, compared to a minimal stack containing only the MAC and routing protocol, which requires 3KB RAM and 10KB ROM. A large amount of the additional ROM storage is reserved for link quality estimation. Our approach fits comfortably on the considered nodes, but code optimization may still be possible to reduce size.
For this deployment, we want to maintain the configuration such that a constraint on end-to-end delivery ratio is met while network lifetime is maximized. We assume that the monitoring application of the end-user is able to function sufficiently accurately with an end-to-end delivery ratio of at least 60% of the packets sent by every mobile node in the last minute. To exploit the tradeoff with lifetime, our reconfiguration approach aims at establishing a packet delivery ratio between 60% and 70%.
Before the deployment can function, controllable parameters and parameters of the reconfiguration approach have to be initially set. Based on small-scale experiments, we select the length of a round of the service that collects information to be 10 seconds and the number of hops used to forward packets to be one to deal with asymmetric links. We set an initial value for the controllable parameters and determine suitable parameter ranges for the predictive models using simulations, small-scale experiments, and experience with the hardware. The selected values and ranges may be different for every node and may not be optimal. This is not a problem since the configuration and predictive model will be updated at runtime as needed. However, a good setting does reduce the initialization time in which the approach settles in a good configuration. Given the moderate setup size and regular structure of the network, manual parameter selection is feasible. Future work could focus on an automated phase where nodes calibrate the suitable range. Making use of accurate models of the deployment could also benefit guided selection of parameter values.
The size of the (service) packets, communicated to provide all nodes with the necessary network QoS information, is 27 bytes. This includes at most information of three neighboring nodes. We limit this amount to be able to fix the packet size at design time and keep control of the packet size. If more than three inbound neighbors are known, the three with the best link QoS are selected.
Besides exploring the performance of our reconfiguration approach, we compare with strategies. Based on analysis of small-scale experiments, we select the static approach to deal with worst-case conditions to use the highest possible transmission power and one retransmission for every node. For the local QoS approach, we assume that a maximum number of four hops is needed to reach the sink and we aim at a packet loss of 10% for every link.
Figure 18(a) shows the percentage of time that the maximum packet loss, of any of the nodes, to the sink is out of the target range, for a 3-hour experiment of the three approaches. Using knowledge of the maximum amount of received (application and service) packets and interpolating for lost packets, the sink determines the endto-end packet loss for every node every 10 seconds. Note that the figure considers the maximum packet loss over all nodes in the network, which does not necessarily refer to the same node during the entire experiment.
Figure 18(b) shows the resulting predicted network lifetime of the static and mobile nodes in the network. The estimated lifetime is locally calculated and added to the application packets, to be collected by the sink. For the TelosB nodes, we assume the initial energy available to be two full batteries at 1,500mAh at 1.5V, and a smaller full 750mAh at 1.5V battery for the BSN nodes.
We can make several observations. First, we have shown that our reconfiguration approach is simple enough to be implemented on resource-constrained nodes and can successfully respond to changes in network QoS in a distributed manner. Similar to the simulations, compared to a single worst-case configuration approach, we see a clear improvement in network lifetime, despite the negative impact caused by the overhead of network QoS estimation, as we avoid QoS overprovisioning for the non-worst-case situations. Compared to local QoS provisioning, our approach has a higher network lifetime of about 15% (despite the extra cost of collecting global information), while the percentage out of bounds is slightly reduced (around 5%). The local approach does not consider knowledge of the current state of the system, such as the actual number of hops a packet has to travel and existing heterogeneity in (remaining) node lifetime, in the QoS provisioning. As a result, shorter paths typically show QoS overprovisioning, and effort spent by the short-lifetime mobile nodes is the same as the long-lifetime static nodes. Compared to the setup used for the simulations, this setup shows less advantage of our approach over the local QoS approach. This is mainly caused by the more stable single-path routing to the sink, compared to the multipath grid deployment used in simulations. The local approach trades off lifetime to ensure a good quality of every link, independent of whether it is used for routing. The difference between the approaches is expected to be larger when using more parameters and with an increased heterogeneity and size of the network.
Multiple Tradeoff Experiment
In experiments so far, we balanced a single metric while optimizing a cost function of one or more others. In this subsection, we discuss the results of an experiment where we constrain two metrics while we optimize another.
We use the same static deployment of nodes of Figure 17 but do not consider mobile nodes. Every static node sends a packet to the sink, using other static nodes if needed, at a rate of one packet every 5 seconds. Every node uses a routing strategy, on top of the same LPL-MAC as used before, where nodes do not have a fixed parent, but where every packet is broadcast and communicated to all neighboring nodes. Nodes receiving a packet only forward it if not forwarded before. We use the transmission power as the only controllable parameter. There are no packet retransmissions, but the same packet can now travel over multiple paths to the sink. Other settings, such as the service update interval, are the same as in the previous experiment.
We want our approach to maintain the configuration such that constraints on both the average end-to-end delivery ratio (based on multiple paths to the sink) and average end-to-end latency (defined by the number of hops that the first arriving copy of a packet needs to reach the sink) are met, while the power consumption (related to the network lifetime) of the nodes is minimized. With the given protocol stack, changing the transmission power is expected to have a tradeoff between delivery ratio and lifetime, as well as latency and lifetime.
Similarly as done before, we instantiate the service to locally estimate required metric information. The size of the service packet is increased from 27 bytes for the previous experiment to 39 bytes, to include information about the end-to-end latency as well as the delivery ratio for every inbound neighbor. Note that also with a different instantiation of the service and different controlled network QoS metrics, the functionality of the configuration approach remains the same.
The graphs in Figure 19 show the results of a 30-minute experiment, where we initially want our reconfiguration approach to achieve an average end-to-end delivery ratio between 50% and 70% (allowing a packet loss between 30% and 50%) and an end-to-end latency between five and seven hops. After 15 minutes, we increase the importance of the latency and set the target end-to-end latency to an average between two and four hops and keep the same delivery ratio constraint. To achieve this, we start the nodes at (approximately) the same time and use a timer that changes the locally known constraint after 20 minutes. The first 5 minutes are used to set up the deployment. Shown results are collected ignoring these 5 minutes. As for the previous experiment, network QoS information is collected from the application packets. Figure 19(a) shows the maximum packet loss over time of all nodes determined at the sink every 10 seconds. Figure 19(b) shows the maximum latency. Packet loss and latency are averaged over the amount of packets sent and received in the last 2 minutes. The maximum power consumption is found to be around 20mW for both the first and second half of the experiment. No significant difference is observed as, even though a higher transmission power is used on average in the second 15 minutes, the average amount of hops traveled by packet is reduced, reducing the average amount of packets forwarded by a node.
From the results, we can make several observations. During the first 15 minutes, the controller is found to often adapt its transmission power. This is because no transmission power is able to obtain packet-loss and latency values within the required bounds. For example, when the delivery ratio is satisfied, the controller tries to reduce the transmission power to also get to the target range of the latency. This adaptation moves the delivery ratio out of bounds. This shows the conflicting nature of the two constrained metrics and the importance of selecting appropriate lower and upper bounds. While transmission power can potentially be found to get the value of the individual metrics within the target range, satisfying multiple target ranges might not be possible. After 15 minutes, the bounds are set such that a transmission power exists that is able to get both constrained metrics within the target range. We observe that the controller adapts the transmission power toward this value and stays fairly stable over the last 15 minutes. Averaging of the metric values influences the time needed to get the network QoS within bounds. Occasional adaptation of the transmission power remains necessary due to the balancing step of the controller and to response to random external interference influencing, especially, the packet loss. For this experiment, our controller is successfully used to control multiple metrics at the same time when suitable target ranges are selected for the constrained metrics.
CONCLUSIONS
To ensure that network-level QoS in wireless sensor networks, expressed by multiple metrics, is maintained at runtime, adaptation of controllable protocol parameters is needed. In this article, we introduced a re-active runtime distributed reconfiguration approach that actively maintains the required QoS of the network using feedback control. Nodes adapt their parameters based on deviations between the required and locally estimated current network QoS. To estimate QoS in a distributed manner, a generic distributed service is used and instantiated such that estimates of the current network QoS are available to the nodes. The impact of parameter changes on the QoS is predicted using an adaptive model. This model is updated using observations of the impact of reconfiguration on QoS. With simulations, we explored the parameters and characteristics of the approach. We showed, with analysis of the step response, that our distributed control approach is stable, if the speed of the controller, and the underlying service, is set in accordance with the deployment characteristics. Experiments with actual deployments showed that we are able to implement the controller on resource-constrained nodes. It provides appropriate QoS for a dynamic and heterogeneous deployment and is able to control multiple metrics at the same time. Compared to a worst-case single configuration and a local adaptation approach, which does not take network QoS knowledge into account, we are able to maintain required packet delivery ratios and extend the lifetime of the network.
