Abstract-In this paper we propose the two stage opportunistic sampling technique for the detection and classification of network anomalies. Literature review indicates the application of one stage sampling for network anomaly detection. It is observed that for specific-purpose applications such as anomaly detection, a large fraction of information is contained in a small fraction of flows. We demonstrate that by using opportunistic and preferential sampling, the appearance and detection of anomalies within the sampled data set can be improved. We implement the two stage sampling and show that the results obtained are more effective. The evaluation of intelligent sampling techniques for improved anomaly detection is based on the application of an entropy-based technique on a packet trace. The proposed two-stage sampling reduces the time taken for the process when compared to the one stage sampling. We have also evaluated the results with different entropy values and observed the variation in flow distribution characteristics.
I. INTRODUCTION
Performance and traffic monitoring in computer networks has become essential for efficient management and reliable operation of networks. Due to the large number of flows on a high-capacity link it is very difficult to store and process all the flow information with a limited amount of resources. Thus, sampling has attracted a great deal of attention as a method to collect statistical information about flows. Studies have been made to analyze and evaluate the tradeoffs between sampling accuracy and efficiency, referring to the issues of minimizing information loss while reducing the volume of collected data. In this work we have made an attempt to use the effectiveness of two-stage sampling for network anomaly detection when compared to the one-stage sampling proposed in the literature [1] .
Network anomaly detection is based on the concept that perturbations of normal behavior suggest the presence of anomalies (or attacks). The anomaly detection techniques rely on analysis of network traffic and characterization of the dynamic statistical properties of traffic [2] . Studies on the impact of random packet sampling on the blaster worm Ms. Sridevi Rachakulla is at present working as a software engineer trainee at Tata Consultancy Services Limited, Hyderabad, India (e-mail: sridevi.rachakulla@gmail.com) anomaly revealed that entropy-based metrics are less affected by sampling than volume-based metrics, and hence are more appropriate for anomaly detection purposes [3, 4] . Based on the observation that for anomaly detection, a large fraction of information is contained in a small fraction of flows, we demonstrate that by using intelligent sampling techniques, we achieve "magnification" of the appearance of anomalies within the sampled data set by preferentially selecting appropriate data. In order to qualitatively and quantitatively evaluate the impact of intelligent sampling [5] effectiveness, an entropy-based anomaly detection method is proposed.
II. NETWORK TRAFFIC ANOMALIES
We present three well-known malicious anomalies that could be characterized as network attacks; distributed denial of service (DDoS), worm propagation, and portscan. Two other common anomalies caused by legitimate network usage are: flash crowd and alpha flow. Figure 1 depicts these five anomalies in a network.
A. DDoS Attack
A Distributed Denial of Service (DDoS) attack [6] is characterized by an explicit attempt to prevent the legitimate use of service. DDoS attacks exploit known vulnerabilities of a communication protocol in order to disable the service requests. One common DDoS attack is SYNC flooding, where malicious sources send a large number of TCP SYNC packets to the victim's service, thus making the target machine unable to handle all these requests. Other types of DDoS attacks are UDP and ICMP flooding attacks where a high number of UDP or ICMP packets are sent toward the victim's network from multiple sources.
B. Worm propagation
The term worm [7] defines a malicious self-replicating program that tries to infect other machines by exploiting specific vulnerability. During the propagation phase, the infected machine sends a small number of packets per target to a large number of machines on the network.
C. Portscan activity
Portscan activity [8] includes traffic caused by a single machine that sends probe packets to a wide range of ports toward a specific host to check which services are available.
D. Flash crowd
A flash crowd event [9] consists of a large legitimate demand for a specific service (i.e. many clients simultaneously downloading the new release of a Linux distribution or a security patch from a HTTP/FTP server). This type of event results in the increase of both inbound 
III. TWO STAGE OPPORTUNISTIC SAMPLING
Sampling techniques can be divided in two major categories: packet-based and flow-based sampling. In packet-based sampling, packets are selected using either deterministic or nondeterministic method. In flow-based sampling, packets are first classified into flows. A flow is defined as a set of packets that have in common the packet header fields: source IP address, source port, destination IP address, destination port, and protocol. There are two stages for performing sampling: Sampling Stage and Prune Stage.
A. Sampling Stage
In this stage, sampling is performed in flows, which result in the selection of all packets that make up a particular flow. Application of packet sampling on network traffic measurements has been extensively studied in the literature [11, 12] , mainly for traffic analysis, planning, and management purposes. Recent results show that flow sampling improves estimation accuracy of flow statistics [11] . This fact makes flow sampling more suitable for anomaly detection purposes. Adaptive packet sampling techniques have also been studied [13] . We describe two well-known preferential flow-based sampling techniques. The first, called selective sampling [14] , targets small flows (in terms of number of packets), while the second, called smart sampling [15] , selects large flows. It has been demonstrated that small flows are usually the source of many network attacks (e.g., DDoS, portscans, and worm propagation) [2] ; therefore, they should be preferentially selected in order to achieve high anomaly detection effectiveness. Selective sampling [14] follows this paradigm, and the selection of an individual flow is based on the expression:
Where, x is the flow size in packets, 0 < c≤1, n ≤1 and z is a threshold (measured in packets).
From equation (1), it can be noted that flows that are smaller than z are sampled with a constant probability c, while flows that are larger in size than z are sampled with probability inversely proportional to their size. With an appropriate value for parameter c, a significant proportion of small flows can be selected without reducing the effectiveness of anomaly detection. Smart sampling [15] is a type of flow based sampling that focuses on the selection of large flows. In this, a flow of size x is selected with probability p(x) according to the expression:
Where x is the flow size in bytes and z is a threshold. In our work, we consider x as the flow size in packets. From equation 2 we observe that flows that are larger in size than z are sampled with probability 1, while flows that are smaller than z are sampled with probability proportional to their size. This sampling scheme is suitable for detecting anomalies caused by large flows such as flash crowd events and alpha flows.
B. Prune Stage
In this prune stage, pruning will be done on the already selected flows for anomaly detection process. Every time in the network there will be number of flows adding to it. The prune stage is introduced for every time-interval in the network. When the prune is completed, the sampling is repeated on the new flows. This will increase the efficiency of network anomaly detection process.
IV. ENTROPY
In this section, we present an entropy-based anomaly detection method that identifies network anomalies by examining some characteristic traffic feature distributions. This method is independent of network topology and traffic characteristics, and can be applied to monitor any type of network. Entropy has been extensively used for anomaly detection purposes [16] . The entropy H(X) of a data set X = {x 1 , x 2 … x n } is defined as,
Where N is the number of elements contained in data set X and p i is the probability P[X = x i ]. Entropy measures the randomness of a data set. High entropy values signify a more dispersed probability distribution, while low entropy values denote concentration of a distribution. Entropy values, as defined in Eq. 3, range between 0 and log 2 N. We normalize the entropy by dividing H(X) with the maximum entropy value log 2 N. The normalized entropy is given by the following equation, whose the values range in (0,1).
Some common traffic feature distributions that are valuable in network anomaly detection are: An anomaly such as an infected host that tries to infect other hosts in the Internet (worm propagation) results in decrease of the entropy of the source IP addresses. The infected machine produces a large number of flows, causing the same source IP address to dominate in the flow distribution of source IP addresses. On the other hand, during a port scanning activity, the entropy of the destination port increases due to the scan of random destination ports.
Based on these alterations, the network operator can identify the presence of an anomaly using predefined thresholds on the changes in the corresponding entropy values. Table-I summarizes the anomalies considered in this work and the corresponding changes in the traffic feature entropy values.
V. DISTRIBUTED DENIAL OF SERVICE ATTACK

A. Sampling Stage
To emulate a DDoS attack we injected a proportion of SYNC flooding traffic within the actual operational background traffic. We consider 200 attackers sending TCP SYNC packets. Each of the attackers sends 20 flows consisting of one to four packets per time window. This causes a significant decrease in destination IP address and destination port entropy since the IP address of the victim and the specific target port (in our case TCP port 80) occur numerous times in a time window. On the contrary, entropy values for the source IP address and source port do not show significant alteration. In the first case, we choose z = 4, c = 1.0, and n = 3 to achieve the selection of all attack flows, and in the second case, z = 8, c = 0.2, and n = 6 .
Fig. 2 Change in entropy due to DDoS attack
The behavior that shows entropy change effectiveness is attributed to the fact that in the first case of selective sampling all the attack flows have been selected while simultaneously a large proportion of normal large-sized flows has been discarded. In the second case, where z = 8, c = 0.2, and n = 6, the DDoS anomaly is again detected, but at a lower degree, as fewer attack flows have been selected. 
B. Prune Stage
In the pruning stage new flows are considered. The flow that contains the characteristics like similar source ip address, destination ip address are pruned for sampling. Only the flows that are not from same source and destination are considered for sampling and anomaly detection. Utilizing opportunistic sampling at the first stage, the final output would be a significantly reduced data set containing a great part of the anomalous traffic. The following tables show that every flow in the network initially checked for its existence. In Table- II all the flows in the network at a specified time window is considered. Each flow is recognized by its sourceIP address and destIP address.
The already sampled field in the Table-II specifies that whether the flow has already been performed the anomaly detection or not. If there is any flows whose anomaly detection process has already been completed such flows will be pruned. The remaining flows now have to be sampled for anomaly detection. In Table- III, flow 2 is considered whose bandwidth x and threshold z is taken at the time of flow initialization, this helps to classify the type of flow (small flow-large flow). As z>x., the flow is small flow and selective sampling is performed. In Table- IV for the experimental purpose we have injected the DDoS attack. After injection we observe the change in destIP address and destPort address. Hence the DDoS attack is detected.
VI. WORM PROPAGATION CASE
A. Sampling Stage
A worm propagation scenario based on the slammer worm [17] is considered. The worm propagation phase includes only a single UDP packet targeted to port 1434 that correspond to 10 percent of the total number of flows in a time window. The worm propagation results in significant decrease in source IP address and destination port entropy, while the destination IP address and source port entropy slightly increase. We choose preferentially small flows, using the selective sampling method, as in the DDoS case. Figures 4 and 5 show the change in source IP address and destination port entropy values between normal network operation and during the anomaly period. 
B. Prune Stage
In the prune stage new flows are considered. The flow that contains characteristics like similar source IP address, destination IP address are pruned for sampling. Only the flows that are not from same source and destination are considered for sampling and anomaly detection. Utilizing opportunistic sampling at the first stage, the final output would be a significantly reduced data set containing a great part of the anomalous traffic. Tables V,VI, and VII show that every flow in the network initially checked for its existence.
In Table- V all the flows in the network at a specified time window are considered. Each flow is recognized by its SourceIP address and DestIP address. The already sampled field in the table V specifies whether the flow has already been performed the anomaly detection or not. If there are any flows whose anomaly detection process has already been completed such flows will be pruned. The remaining flows have to be sampled for anomaly detection.
In Table- VI flow 1 is considered whose bandwidth x and threshold z are taken at the time of flow initialization. This helps to classify the type of flow (small flow or large flow). As z>x, the flow is small flow, so selective sampling is performed. In Table- VII for the experimental purpose we have injected the worm attack. After injection we observe the change in sourceIP address and destPort address. Hence the worm attack is detected.
VI. PORTSCAN ACTIVITY CASE
A. Sampling Stage
In the portscan activity case we inject portscan traffic. A machine sends probe packets toward 1400 ports of the target machine and causes significant decrease in source IP address, destination IP address, and source port entropy. To enhance the detection effectiveness, we choose flows using the selective sampling method, as in the DDoS case. Figures 6  and 7 show the feature entropies that present significant change.
B. Prune Stage
In the prune stage new flows are considered. The flow that contains the flow distributed characteristics like similar source IP address, destination IP address are pruned for sampling. Only flows that are not from same source and destination are considered for sampling and anomaly detection. Utilizing opportunistic sampling at the first stage, the final output would be a significantly reduced data set containing a great part of the anomalous traffic. Tables VIII, IX and X show that every flow in the network is initially checked for its existence. If any flows that have already been in the network are pruned then new flows are selected for the process. In table VIII all the flows in the network at a specified time window are considered. Table- VIII specifies that whether the flow has already been performed the anomaly detection or not. If there are any flows whose anomaly detection process has already been completed such flows will be pruned. The remaining flows have now to be sampled for anomaly detection. In table IX, flow1 is considered whose bandwidth x and threshold z aretaken at the time of flow initialization, this helps to classify the type of flow (small flow or large flow). As z>x, the flow is small, so selective sampling is performed. In Table- X for experimental purpose we have injected the portscan attack, After injection we can observe the change in sourceIP address, sourcePort address and destIP address. Hence the portscan attack is detected.
VII. FLASH CROWD CASE
A. Sampling Stage
We study a flash crowd scenario in which 500 different clients from the internet requesting a specific file from a web server creates severe increase of flows in both directions of data transfers depicted in Table- I. The flash crowd event causes a decrease of all entropy metrics. We make use of the smart sampling method to select the appropriate data and utilize the following values for the parameter z. In the first case we choose z = 400, considering that the data transferred from the web server use flows of 600 packets. In the second case, where z =200, we follow a more generic approach for targeting events that use large flows.
B. Prune Stage
In the prune stage new flows are considered. The flow that contains the flow distributed characteristics like similar source IP address, destination IP address are pruned for sampling. Only the flows that are not from same source and destination are considered for sampling and anomaly detection. Utilizing opportunistic sampling at the first stage, the final output would be a significantly reduced data set containing a great part of the anomalous traffic. Tables XI, XII, and XIII show that every flow in the network is initially checked for its existence. If any flow that has already been in the network is pruned, new flows are selected for the process. Figures 8 and 9 show the change in source IP address and source port and flow size values during normal network operation and the anomaly period. In Table XI all the flows in the network at a specified time window are considered. Each flow is recognized by its sourceIP address and destIP address. The already sampled field in the Table XI specifies whether the flow has already been performed the anomaly detection or not. If there are any flows whose anomaly detection process has already been completed such flows will be pruned. The remaining flows now have to be sampled for anomaly detection.
In Table XII , flow 0 is considered whose bandwidth x and threshold z are taken at the time of flow initialization. This helps to classify the type of flow (small flow-large flow). As z<x, the flow is large flow, so smart sampling is performed. In Table XIII for the experimental purpose we have injected the flash crowd attack and after injection we observe the change in sourceIP address, sourcePort address, destIP address and destPort address. Hence the flash crowd attack is detected.
IX. ALPHA FLOW CASE
A. Sampling Stage
For this type of anomaly, we study a scenario in which two different hosts conduct huge data transfers comprising of 50 flows of 1000 packets each. As summarized in Table-I , alpha traffic causes a small decrease in the entropy values of both source and destination IP addresses. We chose values as per flash crowd case. We observe the change in source IP address, destination IP address, and flow-size entropy values between normal network operation and the period during the anomaly.
B. Prune Stage
In the prune stage the new flows are considered. The flow that contains the flow distributed characteristics like Only the flows that are not from same source and destinations are considered for sampling and anomaly detection. To further reduce the amount of sampled data using the principle of two-stage sampling [18] , where in the first stage sampling is performed at the flow level, and in the second stage packets are sampled from the already selected flows. Utilizing opportunistic sampling at the first stage, the final output would be a significantly reduced data set containing a great part of the anomalous traffic. Results in the Tables XIV, XV, XVI show that every flow in the network is initially checked for its existence. Figures 10 and 11 show the change in source IP address and destination port entropy values between normal network operation and during the anomaly period for an alpha flow attack. In Table- XIV all the flows in the network at a specified time window are considered. Each flow is recognized by its sourceIP address and destIP address. The already sampled field in the Table- XIV specifies whether the flow has already been performed for anomaly detection or not.
If there are any flows whose anomaly detection process has already been completed such flows will be pruned. The remaining flows have to be sampled for anomaly detection. In Table- XV flow 1 is considered whose bandwidth x and threshold z are taken at the time of flow initialization. This helps to classify the type of flow (small flow or large flow). As z<x, the flow is large flow, so smart sampling is performed. In Table- XVI for the experimental purpose we have injected the alpha flow attack. After injection we observe the change in sourceIP address and destIP address. Hence the alpha flow attack is detected.
X. TIME COMPARISON Figure 12 shows the one-stage sampling and Figure 13 shows the two-stage opportunistic sampling. The graphs clearly indicate that with the increase of number of flows, the time taken to perform the anomaly detection process reduces in a two-stage sampling. For example in a time window where 40 flows are present in the network, the time taken for anomaly detection is 0.9 seconds. This is due to the pruning of already detected flows for every time window in the network by the prune stage of the process. Only the fresh flows are given for detection process. This will save lot of time in a network. On the other hand, in a one-stage sampling, the time taken for the anomaly detection process with increase in number of flows in a network also increases. For example for 40 flows in a network for a time window it takes 10 seconds which is ten times more than the time taken to perform in the two-stage. This change is due to the fact that the here there is only a sampling stage but no pruning stage. Every flow is considered for anomaly detection. XI. CONCLUSIONS In this work, the problem of improving network anomaly detection, effectiveness and classification through the application of two stage opportunistic flow sampling is discussed and experimental results are presented. The impact of two-stage flow based sampling technique on five different anomalies using an entropy based anomaly detection method has been evaluated, considering data that has been collected from an operational network. The experimental results demonstrate that even with small rates of anomalous traffic, intelligent sampling techniques significantly improve anomaly detection effectiveness and in several cases reveal anomalies that would otherwise be untraceable.
