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ABSTRACT
The goal of this work is to investigate what singing voice separation approaches based on neural
networks learn from the data. We examine the mapping functions of neural networks based on the
denoising autoencoder (DAE) model that are conditioned on the mixture magnitude spectra. To
approximate the mapping functions, we propose an algorithm inspired by the knowledge distillation,
denoted the neural couplings algorithm (NCA). The NCA yields a matrix that expresses the mapping
of the mixture to the target source magnitude information. Using the NCA, we examine the mapping
functions of three fundamental DAE-based models in music source separation; one with single-layer
encoder and decoder, one with multi-layer encoder and single-layer decoder, and one using skip-
filtering connections (SF) with a single-layer encoding and decoding. We first train these models
with realistic data to estimate the singing voice magnitude spectra from the corresponding mixture.
We then use the optimized models and test spectral data as input to the NCA. Our experimental
findings show that approaches based on the DAE model learn scalar filtering operators, exhibiting a
predominant diagonal structure in their corresponding mapping functions, limiting the exploitation of
inter-frequency structure of music data. In contrast, skip-filtering connections are shown to assist the
DAE model in learning filtering operators that exploit richer inter-frequency structures.
Keywords Music source separation, singing voice, denoising autoencoder, DAE, skip connections, neural couplings
algorithm, NCA.
1 Introduction
Signal enhancement and separation based on deep learning methods is an active research area that has attracted a lot of
attention [1]. The objective is to estimate an individual target signal from an observed corrupted version. In the context
of music source separation, the corrupted observation refers to the observed mixture signal, and the individual target
signal to the isolated music source, e.g. singing voice, drums, etc. A particularly challenging task in music source
separation is the estimation of singing voice from a single channel, i.e., monaural, mixture signal [2]. To that aim, deep
learning approaches are shown to yield state-of-the-art (SOTA) results [3].
The majority of deep learning approaches use the time-frequency representation of the mixture signal as input [3, 2].
However, depending on the target output signal they use, we can identify three different classes of approaches. The
approaches in the first class, referred to in this text as spectral approximation methods, use the time-frequency
representation of the target source as target output. This input-output relationship of signals follows the seminal work of
the DAE model presented in [4, 5]. The DAE is presented as a model for signal recovery from corrupted observations2.
∗Corresponding author: mis@idmt.fraunhofer.de
2The reader should note that the DAE model, as originally defined in [4, 5], is not restricted to symmetric encoding-decoding
functions with dimensionality reduction, commonly referred to as bottleneck [4][Sec. 5]. Following this definition, the current article
uses the term DAE in a broad sense to refer to methods for signal recovery from corrupted signals.
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In the second class of approaches, the target output signal is the pre-computed and source-dependent time-varying
filter, i.e., the mask, that is used for filtering the mixture input signal [6, 7, 8]. The methods in this category will be
referred to in the text as mask prediction methods. The usage of pre-computed masks requires the information of at
least two sources, the target and the interfering source(s) contained in the mixture [6, 7]. That is different from the first
class of approaches that require only the time-frequency representation of the target source [9, 10]. Furthermore, the
computation of masks imposes various assumptions regarding the additive properties of the sources [11, 12]. In some
cases, this leads to additional model retraining procedures such that it generalizes to more mixture signals [6]. This has
led to research advocating the need for masks to be subject to optimization [13].
Although the mask prediction approaches are not included in the analysis presented in Section 2, their relevance for
the current study comes from the fact that they inspired the third class of approaches. Approaches in the third class
conceptually combine spectral approximation and mask prediction, and are referred to in the text as skip-filtering
connections. Specifically, these methods allow deep learning approaches to implicitly mask the input mixture signal by
using the output of the deep learning model [14, 15, 16, 17]. This operation yields a filtered version of the mixture
signal that serves as an estimate of the target source signal, and is used to optimize the overall approach [14, 16, 17].
The optimization is performed using a signal reconstruction objective as done in the spectral approximation approaches.
In contrast to mask prediction methods [14, 18, 17, 19], methods based on skip-filtering connections do not require
pre-computed masks. While the terminology of skip-filtering connections is used in the context of music source
separation [16, 18, 19], the speech enhancement and separation community often refers to methods in the third class as
the signal approximation method [14, 20].
To estimate the target source signal(s), spectral approximation methods usually rely on an additional post-processing
step using the generalized Wiener filtering [9, 21, 22, 23, 6, 2, 18, 3]. This additional post-processing is an empirical
strategy to obtain target signals of better perceptual quality than the direct outputs of the DAEs [9, 21]. In contrast,
approaches based on skip-filtering connections, which implicitly mask the mixture signal, yield competitive, yet not
superior, results compared to the spectral approximation approaches, without the need of post-processing with Wiener
filtering [19, 17]. Furthermore, approaches based on skip-filtering connections tend to result in better separation
performance than mask prediction approaches [16, 18]. In relevant literature, for instance in the large-scale study
presented in [3], it is not clear why approaches that focus on spectral approximation of the target source [9, 23, 22]
require the post-processing step of generalized Wiener filtering. It is also intriguing to provide an explanation on why
methods based on skip-filtering connections [18, 14, 17] work well in practice. With this in mind, we formulate the first
research question of our work: RQ1 - Why is masking important in approaches based on the DAE model?
Additionally, the work presented in [24] underlines the tendency of the encoding and decoding functions of the DAE
to become symmetric during training. The composition of symmetric functions yields another function used to map
the input to the target signal, i.e., the mapping function, that shares many similarities with the identity function. For
spectral-based denoising, this is a trivial scaling of the mixture spectral content. That could potentially result in poor
estimation of the target source spectra, unless the learned function is derived from an ideal and time-variant frequency
mask [25], computed using an appropriate time-frequency masking technique [26]. Subsequently, the second research
question of our work is: RQ2 - Do DAEs that are commonly employed in music source separation learn trivial
solutions for the given problem?
In this study we focus on models that operate on the magnitude spectra of the observed audio mixture, and try to
answer these research questions. To that aim we examine the mapping functions of music source separation approaches
proposed to estimate the magnitude spectra of the singing voice. Since nearly all music separation approaches are
non-linear, the computation of the mapping function is not straightforward. To tackle that, we propose an experimentally
derived algorithm that approximates the mapping function of the non-linear model previously optimized for source
separation. The result of the algorithm is a matrix that is utilized to linearly map the magnitude information of the
mixture to the target source magnitude spectra. We will henceforth denote the algorithm as the neural couplings
algorithm (NCA).
The goal of the NCA is to compute a linear mapping function that describes how the input data are transformed to obtain
the desired target source, according to the approach under examination. The NCA differs from methods that aim at
explaining the neural network decisions, like for instance the layer-wise relevance propagation method presented in [27],
but shares many similarities with the optimal transportation theory, in the discrete case [28, 29], and the knowledge
distillation concept presented in [30]. The conceptual difference between the NCA and the previously stated methods is
that the NCA specifically approximates the mapping function of a pre-trained neural network model. It does not aim at
compressing the neural network model as in [30], or computing only distance-dependent mapping(s) between spectral
data distributions as in [29], or at pin-pointing input spectral features that affect the choice of the neural network model
as in [27].
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(a) DAE (b) MSS-DAE (c) SF
Figure 1: Illustration of the graphical models of encoder-decoder configurations examined in this work. (a) DAE: a
denoising auto-encoder model [4]. (b) MSS-DAE: a three layer example of a DAE model adapted to music source
separation [9, 23]. (c) SF: skip-filtering connections [16, 18, 14, 17]. Solid arrows are functions computed by neural
networks. Dashed arrows are the identity function. In the context of the input and latent variables, the symbol “”
refers to the multiplication of the corresponding variables.
In this study, we cluster the spectral approximation and the skip-filtering connection methods for music source separation
under the general family of DAEs, since these approaches follow the exact same principle as the DAE model presented
in [4, 5]; that is, to recover a target signal from its corrupted version. Specifically, we focus on three particular and
fundamental extensions of the DAE model for music source separation:
1. DAE: The DAE model presented in [4], as it forms the baseline that source separation approaches have built
upon.
2. MSS-DAE: The multi-layered extension of the DAE following the pioneering works in [9, 23].
3. SF: The implicit mask prediction via the skip-filtering (SF) connections employed in [16, 14, 17].
In the three models, we employ the rectified linear unit activation function (ReLU) as it was shown experimentally
to perform well in music source separation tasks [9]. The target signal to be estimated by each model is the singing
voice magnitude spectra. For assessing the mapping functions of each model, we use the outcome of the NCA, and
objectively compute a fraction of the magnitude contained in the main and off diagonal elements of the mapping matrix
computed by the NCA. This will be explained in details in the following sections.
The rest of this document is organized as follows: Section 2 provides background information on the DAEs and the
variations proposed for the problem of music source separation tasks. Our proposed NCA algorithm is described in
Section 3, followed by the experimental procedure described in Section 4. Our experimental findings are presented and
discussed in Section 5. Section 6 concludes this work and suggests future research directions.
2 Denoising Autoencoders in Music Source Separation
2.1 Background
Music source separation based on DAEs relies on a supervised learning scenario. Formally, given a data-set D =
{x˜(i), x(i)}Ki=1, comprised of K ∈ Z+ training examples indexed by i, the goal is to learn a denoising function f . The
function f is parameterized by θ, and estimates the clean x from the noisy x˜ observation, i.e., f : θ× x˜ 7→ x. Obtaining
x˜ involves a mixing process, which for audio signals, is commonly assumed to be the addition of the interfering or noise
signal xn and the target source signal x [18], i.e., x˜ = x+ xn. Given a reconstruction loss function L, the parameters θ
are optimized using
θo = arg
θ
min
K∑
i=1
L(x(i), xˆ(i)), (1)
where xˆ is an estimate of x, and θo is the (ideally optimal) parameter or set of parameters, that minimizes the cost. The
updates of the parameters towards obtaining θo is carried out using stochastic gradient descent over samples drawn
from the data-set D.
In [4], two functions are introduced through the DAE structure in order to approximate f , namely fenc : θenc × x˜ 7→ z
and fdec : θdec × z 7→ x. The parameters θ := {θenc, θdec} are optimized with respect to Eq. (1). In the context of music
source separation, the motivation is to learn the empirical distribution q(x|x˜) through the usage of a latent representation
z, and the utilization of the decoding process fdec. The benefit of incorporating the latent variable z into the model is
3
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that it provides a feature space that is useful for denoising auto-encoding [4] and music source separation [9, 6, 23]. An
illustration of the DAE model is given in Fig. 1a.
In music source separation approaches, the computation of the latent variable z plays an important role [6, 21, 23, 9].
Specifically, the performance of the methods and the approximation of the target source x is shown empirically to
be based on the computation of z`, a deeper hidden representations of z that leads to the conditional distribution
q(z`|z`−1) [6, 23, 9] . The subscript ` ∈ {1, 2, . . . , L} denotes the depth of the computed, hidden representations. The
corresponding graphical depiction of a three layer example of the MSS-DAE is given in Fig. 1b.
It is important to note that source separation approaches based on skip-filtering connections use the same two functions
as the DAE, i.e., fenc and fdec. The difference is that fdec : θdec × z 7→ m, and
x = m x˜, (2)
wherem is the mask. Eq. (2) is implemented by the skip connections which allow x˜ to be propagated to the encoding and
to the last decoding function of the model [16, 14, 20]. SF models the empirical distribution q(x|x˜) using q(m|x˜)q(x˜),
as illustrated in Fig.1c. Subject to the target source x, the empirical distribution leads to q(x|x˜)q(x˜) since both the mask
m and the target signal x are computed as a function of x˜, i.e., x = fdec(fenc(x˜)) x˜. This is conceptually different
from the DAE and MSS-DAE, which model q(x|x˜) directly. For the SF model and its corresponding conditional, the
product between distributions is the product of the probability values between the outcome of the DAE and x˜.
2.2 Prior Work
The most widely adopted way to perform music source separation using deep learning is to employ the magnitude
spectral representations computed using the short-time Fourier transform (STFT). This is performed in order to reduce
the overlap that the sources exhibit in the time-domain signal representation [31], and to exploit the wide-sense
stationarity and the phase-invariant structure(s) of specific types of music sources [32]. Therefore, we can think of the
variables of the DAE, MSS-DAE, and SF models as vectors containing magnitude spectral information and allow the
symbol “” to denote the Hadamard (element-wise) product. However, since the phase information is not considered,
the additive properties of the mixing process for computing x˜ do not longer hold, i.e., x˜ 6= x+ xn. More specifically,
x˜, xˆ, x ∈ RN≥0, and z ∈ RF are the mixture signal, the estimated target source signal, the target source signal, and the
latent representation after the application of the ReLU function, respectively. N and F denote the dimensionality of the
input and hidden representations, respectively.
For source estimation based on DAEs, the authors in [23] propose the use of multi-layered feed-forward neural networks,
using context information of past and future STFT magnitude spectra. Context information for spectral-based denoising
via feed-forward neural networks is also proposed in [9]. Aiming to model the dependencies of adjacent time-frames,
the work in [21] proposes to use bi-directional RNNs instead of feed-forward neural networks. In both approaches [21]
and [23], the estimated, by the DAE, target sources are further processed using the multi-channel Wiener filtering. In
contrast, the work presented in [6] proposes to explicitly predict pre-computed time-frequency masks using deep neural
networks. After the mask prediction, the masks are applied to the mixture signal and then refine the estimates using
DAEs. More robust approaches allow implicit mask prediction by introducing the time-frequency masking operation
into the computational graphs [16, 18, 14, 15, 33, 17, 34] by incorporating the skip connections described in Section 2.1.
The skip connections are a straightforward extension of the denoising source separation (DSS) framework in the
spectral domain presented in [25]. In the DSS framework, it is proposed to perform spectral-based denoising by
learning a sparse matrix with non-zero elements only on the main diagonal. These elements allow a scalar filtering
operation of each corresponding frequency sub-band [35]. In music source separation works based on deep learning, the
frequency sub-band scaling is achieved by employing the Hadamard product. That enables the usage of architectures
that encompass time varying information, such as RNNs and/or CNNs, and therefore the prediction of time varying
frequency masks. More specifically, the work in [15] proposes to employ deep RNNs for estimating the magnitude of
all the sources contained in the mixed signal. The output estimates are then given to a deterministic function which
yields source-dependent time-frequency masks by computing the ratio of the estimates. In this approach, RNNs do not
learn the masking process, but rather learn to deliver magnitude estimates of the source that can be used to compute the
mask. Aiming to also learn the masking process, i.e., allow the neural network to generate mask estimates without the
necessity of devising rational models like in [15], the skip-filtering connections were introduced in [16], where an RNN
encoder-decoder is responsible for the generation of a mask that estimates the singing voice. Extensions that improve
the mask generation process of the model presented in [16] are discussed in [18, 19]. An alternative architecture is
presented in [17], where ladder-like structured CNNs are proposed for singing voice separation via the aforementioned
mask generation process.
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2.3 Implementation of the Models
Focusing on the graphical models presented in Figure 1, we constrain the problem to fully connected, feed-forward
neural network (FNN) layers, and to the minimization of the mean squared error (MSE) loss function, defined as:
LMSE(x(i), xˆ(i)) = 1
N
||x(i) − xˆ(i)||22, (3)
where || · ||2 denotes the `2 vector norm.
Stochastic gradient descent is performed to optimize the model parameters with respect to Eq. (3). This training
configuration including the MSE was adopted from SOTA approaches in music source separation [22, 21, 16, 23, 9, 36].
An example of the calculation of z and the approximation of the i-th data example of the source xˆ, using the mixture
signal x˜ and the corresponding encoding and decoding functions is given in Eqs. (4)–(10) for the DAE, MSS-DAE, and
SF models.
z
(i)
DAE = g(Wencx˜
(i) + benc), (4)
xˆ
(i)
DAE = g(Wdecz
(i)
DAE + bdec), (5)
z
(i)
MSS-DAE = g(W
(`=1)g(Wencx˜
(i) + benc) + b
(`=1)), (6)
xˆ
(i)
MSS-DAE = g(W
′
decz
(i)
MSS-DAE + b
′
dec), (7)
z
(i)
SF = g(W
′′
encx˜
(i) + b′′enc), (8)
xˆ
(i)
SF = g(W
′′
decz
(i)
SF + b
′′
dec) x˜(i), where (9)
g(x) = max(0, x). (10)
Eqs. (4), (6), and (8) describe the encoding functions, and Eqs. (5), (7), and (9) the decoding functions of each model.
The weight matrices and bias terms are denoted by W and b, respectively, and the subscripts “enc” and “dec” stand for
encoder and decoder layers, respectively. The superscripts “′” and “′′” in the weights and biases are used to distinguish
between the parameters of different models (e.g. between W of MSS-DAE and DAE models). In more detail, Eqs. (4)
and (5) express the encoding and decoding functions for the DAE model. An example of a three layered MSS-DAE
model, with a single decoding function, for approximating the target source is given by Eqs. (6) and (7). The SF model
in Eqs. (8) and (9) employs the same encoding and decoding configuration as the DAE, with the only difference the
output of the decoding is element-wise multiplied with the input to the model. In the Eqs. (4)–(9) the encoding and
decoding functions are realized as linear operators, i.e., vector-matrix product, that are then followed by the ReLU
activation function expressed in Eq. (10).
3 Neural Couplings Algorithm
The NCA is an iterative method for approximating the mapping function of a non-linear source separation model.
The mapping function is defined as an affine transformation of magnitude spectral data. We constrain the affine
transformation to be linear and model-dependent in order to allow us to intuitively examine what each source separation
model has learned. The affine transformation is represented by a matrix that we denote the couplings matrix C ∈ RN×N .
The couplings matrix C is used to transform/map the input mixture magnitude spectrum x˜ to the output y ∈ RN≥0 of the
last layer of each corresponding model including the non-linearity, i.e., the output of the decoding matrix followed by
the ReLU function. The vector y is used to denote the output of the decoding function in each model. Specifically, the
output for the DAE and MSS-DAE models is the singing voice spectra, and for the SF model is the derived frequency
mask. The indexing by i in x˜ and y is dropped in order to denote the usage of spectral data that are not sampled from
the training data-set.
The reason for using the mask instead of singing voice spectra for the SF model follows naturally from the graphical
models illustrated in Fig. 1. Particularly for the SF model, the information of the mixture spectra is also necessary after
the decoding process in order to estimate the source via masking using the Hadamard product expressed in Eq. (9).
As masking is an additional operator that heavily depends on the mixture data, the computation of a single affine
transformation would fail to approximate both the masking and the mapping function of the model. A solution to this is
given by knowledge distillation [30]; that is, to use the last hierarchical variable that is computed using the model’s
parameters, leading to fair usage of information during the approximation of the NCA among source separation models.
In our study, we also include the ReLU function applied to the decoding stage since an algebraic expression for the
ReLU function is given in [37], and its relevance is explained later in this section.
In the ideal case that each model is linear, the couplings matrix, and thus the mapping function, is expressed algebraically
as the product of the corresponding encoding and decoding matrices. We denote that product as the linear composition.
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Neglecting the bias terms for brevity in the notation, the linear composition is computed for each model as follows:
Colinear-DAE = WdecWenc, (11)
Colinear-MSS-DAE = W
′
decW
(`=1)W′enc, and (12)
Colinear-SF = W
′′
decW
′′
enc. (13)
As the DAE, MSS-DAE, and SF, models are non-linear, directly employing Eqs. (11)–(13) would result into rather crude
approximations of the models’ mapping functions. Even the linear behaviour of the ReLU function in the non-negative
range, and of the vector-matrix products expressed in Eqs. (4)–(9), is not sufficient for the above linear composition
functions to hold. The ReLU function performs a thresholding operation on the variables that yield the latent z and
output y vectors that are learned through observations drawn from the training data-set. This in turn makes the models
highly non-linear [38]. An algebraic expression of the ReLU function that is related to the concept of thresholding
of negative values is presented in [37]. In [37][Sec. 3, Eq. (3)], a single application of the ReLU function for a given
input vector x˜ can be expressed as a binary diagonal matrix, that sets to 0 any negative value of the encoded vector.
We denote this matrix G. Consequently, to obtain the couplings matrix of the DAE, MSS-DAE, and SF models, it is
necessary to compute as many matrices G as the number of application of the ReLU function in the DAE, MSS-DAE,
and SF models:
Co = GdecWdec . . .GencWenc. (14)
Furthermore, to compute each matrix G∗ in Eq. (14), it is necessary to learn the model specific dependencies that
are captured by the DAE, MSS-DAE, and SF models during the supervised training [38, 37]. The asterisk “∗” in the
notation is used for brevity, and replaces the subscripts and/or superscripts of the layer identifiers initially used in
Eqs. (4)–(9). The data dependencies expressed by each G∗ refer to the algebraic operations between the mixture x˜ or
the corresponding latent vectors z, i.e., the encoding or decoding matrices W∗, and the corresponding bias terms b∗ as
in Eqs. (4)–(10).
A straightforward way to learn the data dependencies can be derived from the knowledge distillation concept presented
in [30]. In knowledge distillation, a neural network, i.e., the student, is optimized by means of (stochastic) gradient
descent to predict the output of a more complicated model (e.g. the non-linear DAE, MSS-DAE and SF). Subject to the
goal of this work, we employ gradient descent as in knowledge distillation [30], and we restrict the student network to
be a linear, affine transformation from x˜ to y. That transformation is based on the product of the mixture spectra x˜
and the couplings matrix C. For computing the couplings matrix C we propose to solve the following optimization
problem:
Co = arg
C
min ||y −Cx˜||, where (15)
|| · || is the `1 norm and x˜ is sampled from the testing data-set. The output vector y is computed by using x˜ as an
input to the corresponding model. We propose to use the `1 instead of the `2 norm, employed in the optimization
of the source separation models, because the vector y is expected to be sparse, due to the application of the ReLU
function [38]. Commonly, the `1 norm offers an attractive objective for error minimization between sparse vectors,
when the choice of the regularization strength parameter in the sparse aware setting of `2-based optimization is
difficult [39][Ch. 9]. Nonetheless, by minimizing the `1 norm of errors we assume that the expected reconstruction
error follows an exponential distribution. Given that Eq. (15) is inspired by the student network of the knowledge
distillation concept [30], we will denote this strategy as the student.
To compute Co , the student strategy employs the following partial derivatives, with E denoting the error of the `1 norm
contained in Eq. (15):
∆ :=
∂E
∂C
=
∂E
∂Cx˜
∂Cx˜
∂C
(16)
From Eq. (16), it follows that the gradient signal ∆ that is used to update C in an iterative manner is given by
∆ = sgn(Cx˜− y)x˜T , where sgn is the signum element-wise function and ·T is the vector/matrix transposition. The
gradient signal ∆ suggests that the optimal Co lies over the least affinity between the mixture magnitude spectra x˜ and
Cx˜− y. This means that the updates of C only favor the minimization of the reconstruction error term. Although this
strategy could yield simplified and robust surrogates of possibly deep and complex models for source separation (in
terms of reconstruction errors) [30], it neglects the learned data dependencies contained in the encoding and decoding
matrices of Eq. (14).
According to [40], the learned data dependencies of the encoding and decoding functions are the key ingredient to
characterize the functionality of a non-linear model. It is also shown in [40] that those dependencies are described by
linear systems that can be computed using observations of x˜, y and the corresponding weight matrices. Given that our
goal is to approximate the functionality of the model, i.e., including the knowledge captured by the encoding/decoding
6
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matrices W∗ and the bias terms b∗, we propose an alternative strategy that we denote as compositional. The proposed
strategy composes the couplings matrix C similar to the composition expressed in Eq. (14). In contrast to the method
presented in [40], the compositional approach does not require the explicit computation of the latent information z∗
of each model. Instead, it uses directly G∗ to extract data dependencies contained in each W∗, capturing both the
information of the encoding/decoding matrices and the spectral data. More specifically, we exploit the fact that the
ReLU function behaves linearly in the non-negative range where the mixture x˜, the output y, and the latent z vectors
reside in. Therefore, and according to Eqs. (4)–(9), the relevant components that affect which elements are thresholded
by the ReLU function for computing the latent z and output y vectors, are the row-vectors contained in each W∗ and
the corresponding bias term(s) b∗.
Inspired by [37], that models the ReLU function as a diagonal matrix G∗ that scales the row-vectors of W∗ in Eq. (14),
we build the couplings matrix for the compositional strategy as follows:
C = (Gdec Wdec) . . . (Genc Wenc). (17)
The Hadamard product in Eq. (17) accounts for each individual element of the row-vectors contained in the correspond-
ing W∗, rather than having a single scalar value per row-vector as in the case of the matrix product using the diagonal
matrix. Practically, this mitigates the usage of binary diagonal matrices allowing more degrees of freedom into the
approximation as the operator is applied to all the elements of the corresponding matrix vectors [37]. The reason for
accounting for all the elements, is that the sign and the magnitude of each corresponding element in each W∗ carry
the essential information in the model-dependent processing of non-negative vectors. To consider the influence of the
sign of the elements in each W∗, we restrict each matrix G∗ to be non-negative, i.e., G∗ ∈ RN×N≥0 . To do so, and to
account for the influence of the bias terms we compute each G∗ using:
G∗ = g(Gˆ∗) (18)
Gˆ∗ = P∗(W∗ + b∗)T . (19)
In Eq. (19) we use a less conventional notation to denote the matrix-vector addition. Given a matrix W and a vector b
we define the matrix-vector addition as Wˆα,β = Wα,β + bβ for all elements α and β that are available in W and b.
Specifically for Eq. (19), we add the bias vector b∗ to each column-vector of W∗. By the application of G∗ via the
Hadamard product, the elements in W∗ are either preserved and scaled or nullified. This depends on their relevance
for mapping the mixture magnitude spectra under linear constraints. The linear constraints are imposed by using the
matrix C to the optimization problem defined in Eq. (15). In order to compute the previously mentioned relevance, we
propose to learn an additional affine transformation computed for each matrix W∗ plus the corresponding bias term b∗.
This affine transformation is denoted by the matrix P∗. The corresponding basis vectors of P∗ are unknown for the
compositional strategy. To jointly compute the unknowns of the compositional strategy, we use the back-propagation
method.
To further analyze how the previously mentioned data dependencies are learned using the compositional strategy, let
us consider the case in which a single encoding and decoding matrix is used, as in the DAE and SF models. For the
compositional strategy, it is necessary to compute two matrices Penc and Pdec. The corresponding partial derivatives are
defined as ∂E∂Pdec =
∂E
∂C
∂C
∂Gdec
∂Gdec
∂Pdec
, and ∂E∂Penc =
∂E
∂C
∂C
∂Genc
∂Genc
∂Penc
, respectively. Using Eq.(16) the aforementioned partial
derivatives are as follows:
∂E
∂Pdec
= (∆(Wenc Genc)Wdec  g′(Gˆdec))(Wdec + bdec) (20)
∂E
∂Penc
= ((Wdec Gdec)T∆Wenc  g′(Gˆenc))(Wenc + benc), (21)
where g′(x) is the first derivative of the ReLU element-wise function, that is approximated by a function that is equal to
1 for positive inputs and 0 otherwise. Gdec and Genc are computed using Eq. (19). In Eqs. (20) and (21), instead of
considering only the gradient for minimizing the reconstruction error ∆, the models’ optimized parameters partake into
the optimization of the compositional strategy. Specifically, W* and b* contribute to the optimization in a similar vein
as the linear compositions described in Eqs. (11)–(13). This can be seen, by the products between the outer parentheses
that surround the encoding and decoding matrices in Eqs. (20) and (21). The Hadamard products including the g′(x)
inside the first parentheses of Eqs. (20) and (21) can be understood as the search of elements contained in the decoder
and encoder matrices that contribute to the mapping of the mixture to the corresponding output. From the above, it can
be said that the compositional strategy applies a layer-wise restriction. This is in contrast to the student strategy, which
does not take into account the information in each W∗ and b∗. The layer-wise restriction forces the couplings matrix
to be computed using the parameters of each model, similar to the linear composition that algebraically corresponds
to the mapping function. It should be mentioned that regardless of the strategy, i.e., student or compositional, the
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computed matrices C∗ are allowed to retain negative values. That is because the destructive property of the negatives
values during the computation of the vector-matrix products are helpful in estimating the target source’s magnitude
information. The pseudo-algorithm of the NCA for both strategies is given in Algorithm 1.
Algorithm 1 The Neural Couplings Algorithm
Require: Mixture spectra x˜, modelM(·), model’s parameters W∗,b∗, N × N
identity matrix IN , total number of layers in model L′, number of iterations
Nit, strategy S ∈ {student, compositional}, random generator function rnd,
optimizer/solver A(·)
y←M(x˜)
if S is student then
C← rnd
else
C← IN
for l′ := 1 to L′ do
Pl′ ← rnd
Gl′ ← g(Pl′(Wl′ + bl′)T )
C← (Wl′ Gl′)C
end for
end if
for i := 1 to Nit do
E ← ||y −Cx˜||
if S is student then
C← C−A( ∂E∂C )
else
C← IN
for l′ := 1 to L′ do
Pl′ ← Pl′ −A( ∂E∂Pl′ )
Gl′ ← g(Pl′(Wl′ + bl′)T )
C← (Wl′ Gl′)C
end for
end if
Co ← C
end for
return Co
4 Experimental Procedure
4.1 Training & Assessing the Source Separation Models
To optimize the parameters contained in Eqs. (5)–(9), we use the 100 two-channel multi-tracks available in the
MUSDB18 data-set [41] that were used in the SiSEC 2018 campaign [3]. The multi-track recordings are sampled at
44100 Hz. For each multi-track, we use the mixture and singing voice signals in the data-set, and average the two
available channels, i.e., monaural mixing. To construct the data-set D, the STFT analysis is performed for each mixture
and corresponding source signal, using a hamming windowing 46 ms long, a factor of 2 for zero-padding, a hop-size
of 8.7 ms, and a frequency analysis of N ′ = 4096 from which only the first N = 2049 frequency sub-bands are
retained (due to the redundancies of the discrete Fourier decomposition). After computing the magnitude of the complex
representation, each frequency sub-band is normalized to have a unit variance with respect to the time frames.
We use a single encoding and decoding layer for all models in all approaches. The number of hidden layers for
MSS-DAE is set to L = 2 (MSS-DAE has L′ = 4 layers in total). The dimensionality through the layers is preserved
the same in order to avoid any implicit model regularization [5, 4, 24]. The number of layers for the MSS-DAE model
was chosen experimentally according to the saturation in minimizing Eq. (3) during the training process, with respect to
the number of hidden layers. All the weight matrices are initialized with samples drawn from a normal distribution and
scaled by
√
1
N as proposed in [42]. The bias terms are initialized to zero. The data-set D is randomly shuffled, and the
training is performed using batches of 128 time-frames. For gradient-based optimization, the Adam algorithm [43] is
used with the initial learning rate set to 1e− 3, and decreased by half if no improvement to the loss was observed for
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two consecutive iterations over all available training data. The exponential decay rates for the first and second-order
moments of the Adam algorithm are set to 0.9 and 0.999, respectively, following the proposed settings presented in [43].
The training is terminated after no improvement is observed over four consecutive iterations throughout the training
data. We iterate through the whole model training procedure 50 times using different random initialization states. This
is performed in an attempt to minimize the induced bias of randomly initializing the models’ layers, thus more reliably
addressing our second research question. All our experiments are carried out using NVIDIAs GeForce GTX Titan X
and the PyTorch framework3.
To assess the source separation models, we focus on evaluating the ability of each model to exploit the structure in
music spectral representations. To do so, we use the couplings matrix computed with the NCA, which acts as a data
and model-specific filtering operator. According to [35], there are two broad classes of filtering operators. The first
class is the vector filtering operator, where the matrix responsible for filtering, i.e., the couplings matrix in our case,
contains high values of magnitude on off-diagonal elements. The main benefit of off-diagonal elements is that they
allow the exploitation of inter-frequency relationships of the spectral data. In contrast, the second class of filtering
operators is denoted as scalar filters. Scalar filters are characterized by magnitude only on the main diagonal of the
couplings matrix. Each element on the main diagonal scales individually the corresponding frequency sub-band. The
latter operation is equivalent to the application of a masking strategy [26]. In practice, source separation models are
optimized using many training examples. Consequently, learning a mapping function with activity on the main diagonal
could imply a limited performance in estimating the singing voice spectra.
Based on the previous argument, we define an objective measure denoted the trace-to-off-diagonal-ratio (TOD-R). The
TOD-R is computed as follows:
TOD-R(C∗) =
√
N
tr(|C∗|)
||C∗  (JN − IN )|| , (22)
where tr(·) is the trace function that adds up all the elements on the main diagonal of the matrix, IN is the N × N
identity matrix, and JN is the N × N with all elements equal to one. The scaling by
√
N is performed in order to
compensate for the initialization scaling described before, and due to the expected high values of the denominator in
Eq. (22) (since the norm is taken using far more matrix elements than the trace in the numerator). The element-wise
absolute | · | is computed prior to the computation of the trace to avoid biasing the ratio due to the norm (sum of absolute
values) in the denominator of Eq. (22). Small values of TOD-R indicate that the off-diagonal elements of the couplings
matrix retain higher magnitude values than the elements on the main diagonal and vice versa. High off-diagonal activity
suggests that the mapping function of the model exploits more inter-frequency relationships rather than estimating
values that scale the mixture spectra as in scalar-based filtering and frequency masking [35].
4.2 Computing & Assessing the Neural Couplings
For computing the neural couplings, i.e., solving the optimization problem in Eq.(15), we use the test subset from
the MUSDB18 data-set [41]. The test subset comprises 50 additional two-channel, multi-tracks sampled at 44100
Hz. For computing the STFT we employed the same parameters as during the construction of the training data-set D
reported in Sec. 4.1. As it is more informative to compute mapping functions that process multiple time-frame vectors
rather than a single instance, we use a batch of adjacent magnitude vectors drawn from the test subset. The batch size
is set to T = 350 (∼ 3.1 seconds long), and the hyper-parameter T is experimentally chosen based on the trade-off
between the number of vectors and computational resources. With this, we can simply reformulate the NCA using
matrix notation instead of vector notation: X˜ ∈ RN×T≥0 instead of x˜ ∈ RN≥0 and Y ∈ RN×T≥0 instead of y ∈ RN≥0. For
the solver denoted as A(·) in Algorithm 1, we use the Adam algorithm with a learning rate equal to 4e−4 and the same
exponential decay rates as in Sec. 4.1. The total number of iterations is set to 600, and the random function (rnd in
Algorithm 1) refers to drawing samples from a normal distribution scaled by
√
1
N as proposed in [42]. The above
mentioned hyper-parameters were chosen experimentally.
In comparison to the optimization of the music source separation models presented in Section 4.1, the couplings matrix
is computed for each model and for each batch of adjacent magnitude vectors drawn from the test subset of MUSDB18
data-set [41]. The pre-trained parameters of each one of the three models are randomly drawn from one of the 50
training instances. In our initial experiments it was observed that the silent segments in the used multi-tracks led to
randomly structured and sparse, i.e., low `1 norm values, row-vectors of the computed couplings matrix Co . Although
the observed convergence of the NCA was satisfactory for the silent segments, it significantly biased the TOD-R
measure in an unpredictable manner. Therefore, from each multi-track we select the 30 seconds that all music sources
3https://pytorch.org/
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Table 1: Assessing the mapping functions. The TOD-R metric (Eq. (22)) for each strategy and model.
Model
Strategy DAE MSS-DAE SF
Student 0.03 (±0.00) 0.03 (±0.00) 0.02 (±0.00)
Compositional 0.36 (±0.13) 0.14 (±0.04) 0.03 (±0.01)
available in the data-set are active. The selection of the active waveform regions, is based on the generator4 used in the
music source separation evaluation campaign [3].
As we have not provided any theoretical guarantees regarding the convergence of the NCA to an optimal solution, we
conduct a quantitative analysis to assess the ability of the NCA to accurately approximate the models’ outputs. We use
the signal to noise ratio (SNR) expressed in dB as an intuitive measure of the quality of the NCA approximations. For
the DAE and MSS-DAE models, the SNR is computed using the singing voice magnitude spectra estimated by the
NCA, and the singing voice magnitude spectra estimated by the corresponding models. For the SF model, the predicted
mask using the NCA is first applied to the input mixture, and the outcome is used to compute the SNR. This is done
because the SF model does not employ any pre-computed mask during its optimization that could be used for evaluating
the NCA. For baseline comparison, we use the linear composition and identity function as proxies to the couplings
matrix, i.e., C is computed using Eqs. (11)–(13) and C = IN , respectively. Since the SNR is computed using the
approximations of the NCA and the models’ outputs, different SNR values across the source separation models are
expected.
In addition to the above, we also compute the SNR using the NCA approximation and the true source singing voice
spectra, and compare it with the SNR using the models’ outputs and the true source singing voice spectra. This is
done in order to intuitively quantify the loss of information induced by the NCA. The previously mentioned analysis is
performed for each strategy, model, and segment in each multi-track. It is important to note that the goal here is to
understand the power of the NCA to deliver an accurate approximation of the model’s output. With this in mind, we
focus our analysis on the SNR and the TOD-R, and leave an analysis of the implications of model choice on separation
performance for future endeavours.
5 Results & Discussion
To address our research question “RQ2: Do DAEs that are commonly employed in music source separation learn
trivial solutions for the given problem?”, we compute the linear composition functions for the three models (DAE,
MSS-DAE, and SF) using Eqs. (11)–(13). The computation of the linear compositions follows the research findings
presented in [24] that underlines the tendency of encoding and decoding functions to become symmetric, that practically
leads to learning scalar filtering operators. The average result across the 50 experimental iterations from the composition
functions is illustrated in Fig.2. By observing Fig. 2 it is evident that the two models that map directly the mixture
magnitude spectra to the singing voice spectra (DAE and MSS-DAE) have a prominent main diagonal structure. This
means that through training, the corresponding encoding and decoding functions tend to become symmetric in order
to provide a solution in the MSE sense. Therefore, it is plausible that the DAE and MSS-DAE models learned trivial
solutions to the problem of singing voice separation, restricting the overall separation performance. On the other hand,
employing the skip-connections as performed in the SF model, it can be observed that the activity has been repelled
from the main diagonal (see the right column of Fig. 2). This can be explained by recalling that a solution for estimating
the singing voice spectra is the scaling of the individual frequency sub-bands of the mixture, which in turn is expressed
by a diagonal matrix. That statement provides a simple explanation on why skip-connections [44] and end-to-end
learning [45], where the time-domain signals are used instead of spectrograms, are emerging directions in music source
separation.
Aiming to address the other research question “RQ1: Why is masking important in approaches based on the DAE
model?”, we turn our focus to the computed mapping functions using the NCA, and the model assessment via the
TOD-R metric. Table 1 summarizes the TOD-R results for each model, both for the student and the compositional
strategies. The average TOD-R across all the segments of the test-subset is reported, and in the parentheses the standard
deviation of the corresponding measurements is provided. Bold faced numbers, indicate the smallest obtained value for
the TOD-R implying that the model has exploited a richer inter-frequency structure.
4Available at: https://github.com/sigsep/sigsep-mus-cutlist-generator
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Figure 2: The linear composition of the models’ encoding and decoding functions. The compositions are computed using
the Eqs. (11)–(13), and averaged across the 50 experimental iterations. The first 744 frequency sub-bands (∼ 8kHz) are
displayed for clarity. Left Column: Composition for the denoising auto-encoder model [4] (DAE). Middle Column:
Composition for the four layer extension of the DAE model, adapted to music source separation (MSS-DAE) [9, 23].
Right Column: Composition for the skip connections for filtering the input mixture (SF) [16, 14, 17].
Table 2: Assessing the approximation performance of the mappings computed by the NCA, compared to the models’
outputs. The mean and standard deviation of the SNR, expressed in dB, are reported. For comparison, the linear
composition and identity function are used. Bold faced values denote the best approximation performance.
Model
Strategy DAE MSS-DAE SF
Student 6.51(±1.79) 9.11(±1.09) 6.53(±2.31)
Compositional 4.78(±2.69) 9.25(±1.13) 5.98(±2.24)
Baseline DAE MSS-DAE SF
Linear Comp. 0.01(±0.01) −174.9(±18.4) 0(±0)
Identity Funct. 2.38(±0.81) 3.05(±0.66) 2.51(±1.03)
The results of Table 1 show that the SF model provides the smallest TOD-R value for both strategies. More specifically,
the TOD-R for the compositional strategy and the SF model is 12 times smaller than the DAE model, which has
equal number of encoding and decoding layers. In comparison to the MSS-DAE model that comprises two additional
hidden layers, the TOD-R value of the SF model is decreased by approximately 4.6 times. We could conclude that
skip connections can be seen as a simple method to repel source separation approaches from learning solutions that
concentrate most of the activity on the main diagonal of their corresponding mapping function(s).
Additionally, Table 2 presents the results from the evaluation of the approximation performance of the NCA strategies
by means of the SNR. The corresponding values are reported in dB. The average approximation performance of the
NCA for the DAE and SF models and both strategies, outperforms the linear composition by approximately 6dB, and by
a very large margin, greater than 100 dB, in the case of the MSS-DAE model. Experimental observations suggest that
the large margin is due to the exceeding norm of the spectra approximated by the linear composition. The exceeding
norm of the spectra is itself due to the high norm of the row-vectors of C, computed using the linear composition, that
are used to approximated the MSS-DAE’s output(s). This in turn, shows that by increasing the number of layers in
non-linear source separation models, the linear composition is a poor proxy of the models’ mapping functions. As for
the identity function, i.e., using the mixture instead of the models’ output spectral estimates, it is outperformed by the
NCA on average, across strategies and models, by ∼ 4dB. The student strategy outperforms the compositional strategy
on average across the source separation models by 0.7 dB. This is due to the fact that the student strategy employs
gradient updates that are related only to the reconstruction error minimization.
To further understand the approximation performance of the NCA, we also calculate the SNR values between the
NCA approximation and the true singing voice spectra (see Table 3). Results suggest that the NCA approximations
are marginally better than those obtained directly with the models’ outputs. More specifically and on average across
strategies and models, a small improvement of ∼ 0.17 dB is observed.
Focusing on the structure of the mapping functions that are computed using the NCA via the student strategy, illustrated
in the first row of Fig. 3, it can be seen that the couplings matrices, serving as the corresponding mapping functions, are
nearly identical between the DAE and MSS-DAE models, and marginally different from the SF model. The marginal
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(a) Student: DAE
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(b) Student: MSS-DAE
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(c) Student: SF
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(d) Compositional: DAE
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(e) Compositional: MSS-DAE
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Figure 3: The outcome of the NCA for the DAE, MSS-DAE, and SF models using a ∼ 3 seconds excerpt from the
file Al James - Schoolboy Fascination in the test sub-set of MUSDB18. First Row (a)–(c): The couplings matrices
approximating the mapping functions and the corresponding spectral estimates using the student strategy. Second Row:
(d)–(f): The couplings matrices approximating the mapping functions and the corresponding spectral estimates using the
compositional strategy. A row-wise maximum value normalization, and zooming of the couplings matrices is presented
for clarity.
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Table 3: Assessing the approximation performance of the mappings computed by the NCA, compared to the true
singing voice spectra. The mean and standard deviation of the SNR, expressed in dB, are reported. For comparison, the
models’ output is also reported.
Model
Strategy DAE MSS-DAE SF
Student −4.02(±2.43) −1.94(±2.03) −4.88(±3.06)
Compositional −5.50(±3.41) −2.36(±2.29) −4.15(±3.41)
Model Output −5.05(±3.05) −2.17(±2.43) −4.74(±3.15)
differences can be explained by the fact that the couplings matrix for the SF model was optimized according to Eq. (15)
using the output masks of the SF model as target function(s) Y, as opposed to the DAE and MSS-DAE models that use
the corresponding singing voice spectral estimates as target function(s).
The above tendency is also demonstrated in Table 1, where the statistics of the TOD-R metric for the student strategy are
exactly the same for the DAE and the MSS-DAE models. This shows that the mappings are nearly identical between the
models. This can be explained by recalling the Eqs. (15)–(16) that depict the approximation of the mapping functions
by observing only input-output and model-dependent relationships of spectral representations, and by neglecting the
parameters of the model. The disuse of the model’s parameters during the optimization of the NCA is a convex problem
that is experimentally shown to lead to similar solution during the experimental realization. However, according to [40]
the disuse of the model parameters leads to system solutions that do not characterize the functionality of the non-linear
model. Consequently, we turn our focus on the compositional strategy, that includes the knowledge of the parameters of
each model.
In the second row of Table 1 and in Figs. 3d–3e, a pattern that is evident among the mapping functions of the DAE and
MSS-DAE models is the high diagonal activity when compared to the SF model that employs the skip connections.
Specifically, the mapping function of the SF model has pushed most of its activity away from the main diagonal. For
small N , i.e., in the first matrix rows of the zoomed mapping function of Fig. 3f, it can be seen that elementary spectral
structures are formed. Those spectral structures are related to the target spectra of Fig.3f as both the spectral and the
mapping function illustrations concentrate magnitude information in same frequency sub-band regions. According
to the graphical model and its expected conditional, i.e., Fig. 1c and q(x|x˜)q(x˜), we can underline that the mapping
function of the SF model captures the relevant structure of the target source that has been observed in the mixture such
that a time-frequency mask can be applied to suppress the interfering sources. What is not evident in our results, is the
SF model’s capacity in learning spectral structures from the training data.
To this end, Fig. 3 also shows that the additional layers that the MSS-DAE model employs are essentially used to model
additional inter-frequency relationships, compared to the DAE model that comprises only two layers and concentrates
most of its activity on the main diagonal. The MSS-DAE model not only pushes its activity to off-diagonal elements
but also forms a structured matrix, mostly seen in the zoomed couplings matrix of Fig. 3e, that is roughly similar to
a circulant matrix with sparse entries. Those types of matrices are commonly used in digital signal processing for
convolutional operators. This observation somewhat justifies the advantage of incorporating additional computational
layers into a source separation model as proposed in [23, 9], and serves as an explanation on why convolutional layers
are attractive choices in source separation models [22]. On the other hand, the DAE model has a simpler structure
similar to a band matrix, with the minor off-diagonal activity denoting the spectral relationships, i.e., quasi-harmonic
structures of the singing voice.
The code for reproducing the above results and computing the gradients can be found under: https://zenodo.org/
record/2629650 and https://github.com/Js-Mim/nca_mss.
6 Conclusions & Future Research
In this study, we formalized two research questions related to the most commonly used neural network model in music
source separation, i.e., the denoising autoencoder presented in [4]: RQ1)“Why is masking important in approaches
based on the DAE model?”, and RQ2) “Do DAEs that are commonly employed in music source separation learn
trivial solutions for the given problem?”. To answer those questions we focused on the examination of the mapping
functions of the corresponding models applied to the particular problem of singing voice separation. For computing the
mapping functions, we proposed an experimentally derived algorithm and investigated two strategies to that aim. The
first one, denoted as the student strategy, is based on the neural network distillation concept presented in [30]. It was
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observed that the student strategy leads to ambiguous results regarding the approximation of the mapping functions as it
does not account for the model’s parameters. As an alternative, the compositional strategy was proposed for taking
into account the model’s already optimized parameters for the problem of singing voice separation, similarly to the
algebraic derivation of the mapping function.
Using the compositional strategy and the computed mapping functions we investigated the denoising autoencoder
(DAE) model, its multi-layered extension employed in relevant tasks (MSS-DAE) [23, 9, 21], and the denoising
autoencoder with skip-connections (SF) that are used to mask the mixture spectra similarly to a time-frequency filtering
operation [16, 14, 17]. By examining the overall structure of the mapping functions, we conclude that the source
separation models learn data-driven filtering functions when they are optimized for singing voice separation. The DAE
model learns trivial solutions because the corresponding encoding and decoding functions become symmetric during the
training procedure. Consequently, the filtering functions learned by the DAE act as scalar filters in the frequency domain
potentially limiting the overall source estimation performance. Furthermore, employing skip-connections as in the SF
model can be seen as a simple method to enforce DAEs to learn richer inter-frequency dependencies compared to the
DAE. This can justify the empirically observed performance boost over DAEs in previous works like [14, 18, 17, 19].
Finally, the additional computational layers employed in the MSS-DAE model, seem to promote the learning of filter
kernels with a sparse and circulant structure roughly similar to convolutional operations. However, those kernels share
also similarities with scalar filters, as in the case of the DAE, which reduce the overall filtering performance and support
the experimental results in [9] that promote the usage of masking as a post-processing step for estimating the target
source(s).
Although this study does not fully reflect the current trends in deep learning-based music source separation, it serves
as a first step towards understanding what non-linear models learn from data when they are optimized to separate
the singing voice. Furthermore, we investigated and provided the graphical model of an important skip connection
that has been extensively used in signal separation. For instance, in [17] a model that uses skip connections based on
ladder-like concatenations improved performance when skip-filtering connections were introduced. In addition to this,
the skip-filtering connections are also an important ingredient in the Conv-TasNet model [46] that has surpassed the
oracle performance in speech signal separation.
Directions for future research include the linking between the demonstrated mapping functions and the spectral
transportation matrices [29]. This could assist in a geometrical understanding of denoising functions in deep learning
based signal separation. Transportation analysis would also allow the examination of latent information [47] that our
work has not covered; however, the proposed method could be extended to that aim. Furthermore, examining another
important type of skip connections that are commonly referred to as residual connections is also relevant. Residual
connections play an important role in signal enhancement and denoising [44] and have been used in music source
separation [22] and evaluation [21]. Finally, expanding the proposed study to more advanced architectures is also
relevant. That is because the current study has solely focused on data-dependent inter-frequency relationships, whereas
it is well known that temporal information conveys much information in music signals. It should be stated though, that
the mappings, with respect to the frequency structure, for recurrent and convolutional neural networks are not expected
to deviate significantly from the mappings presented in this work. That is because the signal estimation is based on
vector and matrix products as the models examined in this work.
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