We introduce a robust clustering procedure for parsimonious model-based clustering. The classical mclust framework is robustified through impartial trimming and eigenvalue-ratio constraints (the tclust framework, which is robust but not affine invariant). An advantage of our resulting mtclust approach is that eigenvalue-ratio constraints are not needed for certain model formulations, leading to affine invariant robust parsimonious clustering. We illustrate the approach via simulations and a benchmark real data example. R code for the proposed method is available at https://github.com/afarcome/mtclust.
Introduction
Generally speaking multivariate methods can be inconsistent in presence of contamination. This can be particularly problematic with unsupervised classification methods, where even the difference between a small cluster and a scattered set of outliers may be very subtle. Even a single malicious observation can break down parameter estimates and completely hide the groupwise structure of the data [1] . Formal robustness to departures from model assumptions can be achieved in several ways, one of which being impartial trimming. The observations that are farthest from the bulk of any cluster are discarded simultaneously to cluster (parameter) estimation. We point the reader to Farcomeni and Ventura [2] , Farcomeni and Greco [3] , part II, and to Dotto [4] for general review of robust methods and especially of robust clustering. In robust clustering impartial trimming is additionally combined with some constraint to avoid spurious maximizers of the objective function [5, 6] , resulting in the tclust framework. Popular constraints are eigenvalue-ratio ones, which place bounds on the ratio of eigenvalues of the cluster-specific scatter matrices. There are two main limitations of the approaches discussed. First, choice of the tuning parameter is somehow subjective. Secondly, affine invariance is lost. Several other possibilities are listed in Farcomeni and Greco [3] , but alternatives are difficult to implement or similarly lead to loss of affine invariance. See also Coretto and Hennig [7] and Cerioli et al. [8] .
In this paper we focus on parsimonious model-based clustering methods, which are widely used. These are based on the assumption that data arise from a finite mixture of K parametric distributions. Each of these is often assumed to be multivariate normal, or at least elliptically-contoured. For general elliptically-contoured mixture components see e.g. McLachlan and Peel [9] , Zhang and Liang [10] or Bagnato et al. [11] . Finally, a structure is assumed for the cluster-specific covariance matrices. This is the well known mclust framework [12] [13] [14] [15] . Robust versions of mclust exist. A closely related paper is that of Punzo and McNicholas [16] , which deals with the presence of mild outliers. Their approach is very flexible but (admittedly) can not deal with gross outliers and has no formal robustness properties. Another approach, that is described in Fraley and Raftery [15] , involves specifying a number of outliers which are then modelled by assignment to a uniform mixture component.
We show that commonly used (and easily interpretable) constraints on the covariance matrices in parsimonious model-based clustering can sometimes replace eigenvalue-ratio or similar constraints, thus overcoming the issue of invariance and that of selecting one of the tuning parameters. A clear advantage is that just by trimming one can obtain a model that is robust, affine invariant, parsimonious, and interpretable. Invariance properties with respect to a certain class of transformations exist whenever once data are transformed within the class, the optimal estimates are changed through the same transformation. For example translation invariance means that adding a constant to all measurements leads to add the same constant to the elements of each centroid.
We outline how to estimate each model formulation, by building on the mclust and tclust frameworks. The resulting mtclust procedure can be seen as a trimmed (and formally robust) version of mclust, or as a shape-constrained (and hence, more flexible, parsimonious, affine invariant, and interpretable) version of tclust. Shape restrictions are readily imposed within the M-step of the estimation algorithm, with little or no computational overhead.
The rest of the paper is as follows: in the next section we recall several different parsimonious model-based clustering formulations from Fraley and Raftery [15] , summarizing what constraints are used in each case and the properties of the resulting estimators. In Section 3 we describe the mtclust methodology and show how to obtain robust parameter estimates. In Section 4 we report our simulation studies, and an application to a real data set is described in Section 5. Concluding remarks are in Section 6.
R code for the proposed mtclust algorithm, and the step-by-step data analysis for our real data example is available at https://github.com/afarcome/mtclust.
Set up
Let us consider a sample point x T i ∈ R d , i = 1, . . . , n, with density given by the finite mixture model:
where the number of components K is known and θ denotes the overall vector of parameters. In (1) π j denotes the a priori component probability, and φ(·; μ, ) the density of a d-variate Gaussian with mean μ and covariance matrix . For the (soft) robust version of mclust, an additional K+1th component is included whose distribution is a uniform in a subset of R d .
Celeux and Govaert [13] consider the eigenvalue decomposition given by:
where λ j = | j | 1/d is a measure of the volume of the kth cluster, A j is an orthogonal matrix with the eigenvalues of j on the diagonal and it describes the shape of each cluster; and D j is a matrix whose columns are given by the eigenvectors of j , and it summarizes the direction of each cluster. Of course, there is no difference between the completely general heterogeneous clustering model (1) and (2) until constraints are imposed. These usually take the form of homogeneity (over K) constraints of some (or even all) of the elements of (2) . Combining all the possible assumptions regarding scale, volume and orientation, Celeux and Govaert [13] describe 14 different models. A shorter list can be found in Fraley and Raftery [15] . We make a summary in Table 1 , where we report the model name as commonly referred (and as used in R library mclust), the final parameterization of j , cluster shapes and properties of invariance of the solutions (see the introduction for more details on invariance). The simplest model, EII, involves spherical clusters and its solution corresponds to homogeneous model-based clustering and K-means. The solution is invariant only with respect to isometric transformations (that is, preserving distances). Model VVV, on the other hand, corresponds to the unconstrained case (1) where j is arbitrary. Note that these models are usually fit using an EM algorithm, while we will use CEM for our robust parsimonious procedure.
It shall be noted that an open issue with model VVV (and also some other models in Table 1 ) is that spurious solutions may arise. Spurious solutions are cases in which the maximum of the likelihood corresponds to a solution far from the true underlying clustering model. They can happen if singleton clusters can be estimated, or if a subset of the data lie in a lower dimensional space. They correspond to unbounded likelihoods, usually with unbounded cluster volumes. We give an example in Figure 1 , panel (a). A solution is to impose (additional) constraints when estimating model parameters. Some constraints involve bounds on the determinant of the covariance matrices, or on the minimal cardinality of each cluster. See for instance Gallegos and Ritter [17] [18] [19] . Another popular constraint [5, 20] requires that the ratio between the largest and the smallest eigenvalue of the scatter matrices is bounded above by a fixed constant c ≥ 1:
where
is the dth largest eigenvalue of j . By constraining the parameter estimates to (3), spurious solutions can not occur. An example is given in Figure 1 , panel (b) . An open issue is selection of the constraint limit c, which is common to several robust clustering approaches. This choice is not necessary for certain model specifications we discuss. A formal procedure for the other cases is discussed below. As stated in Table 1 different parameterizations of the covariance matrix imply different properties in terms of invariance. Invariance is an important property as, in the lack of it, simply by scaling the data or adding a constant might otherwise affect the result in unpredictable and not intepretable ways. A notable drawback of (3) is that all properties of affine invariance are lost, as any affine transformation (except for traslations) lead to different eigenvalue ratios. Additionally, a direct interpretation of constraint (3) is not straightforward as soon as c > 1. We note here that spurious solutions need not arise under some parsimonious formulations, basically those pooling scale or volume across clusters. Hence constraints like (3) can be removed as soon as any of these (interpretable and often invariant) parsimonious assumptions is used. A full account on whether (3) is needed to avoid spurious solutions is given in the ER column of Table 1 .
All the models above are not resistant to contamination, even under (3) or similar constraints. It can be argued that even a single outlier can completely spoil the solution, making it arbitrarily distant from the true one. Under model VVV, an effective robust clustering approach is given by the tclust procedure [21] . The procedure uses impartial trimming to remove a pre-specified number of nα observations, and (3) to avoid spurious solutions. A central theme of this paper is that assumptions on the cluster shapes has clear advantages in terms of interpretability, and can be seen as a useful alternative to (3) in some cases. In the next section we show how to work with impartial trimming, parsimonious assumptions on the covariance matrix, and (3) only when needed.
Robust inference for constrained model-based clustering
In the following we adopt the usual (1) plus (2) formulation, leading to parsimonious model-based clustering. We robustly estimate model parameters by developing a CEM algorithm augmented with an impartial trimming step.
Our task is to maximize the classification log-likelihood
where z ij is a binary indicator that the ith observation belongs to the jth cluster, with j z ij ≤ 1 and ij z ij = n(1 − α), where α is a pre-specified trimming level. Consequently, nα observations are not classified into any cluster, and do not contribute to the objective function (4) or to parameter estimation. The full likelihood is a popular alternative, but in our context the classification approach is often preferred, also considering that impartial trimming is more naturally embedded within it (see Farcomeni and Greco [3] for a detailed discussion on this point). The use of a vector of weights π j , j = 1, . . . , K in connection with the classification likelihood leads to slightly more unbalanced cluster cardinalities with respect to the classical assumption that π j = 1/K. This is also known as penalized CEM; see for instance Symons [22] and Bryant [23] .
The model is completed by specifying a parsimonious assumption on (2) and, if needed, (3).
The mtclust algorithm
In order to maximize (4) under the constraints we can propose a general algorithm, which needs only minor changes for each specific model formulation.
The classification log-likelihood is maximized through an iterative algorithm, whose general iteration is made of two steps: Expectation-Classification-Trimming (ECT), Constrained Maximization (CM). Each step leads to an increase in the objective function.
The ECT-step proceeds by computing the posterior probabilities that each observation belongs to each cluster, as
Then, classification is performed by assigning each observation to the most likely cluster, that is, maximizing T ij for each i with respect to j. Secondly, trimming is performed by discarding (i.e. setting z ij = 0 ∀j) the nα observations with the smallest probabilities of belonging to their assigned cluster. The CM-step proceeds by estimating the clusters' centres using the sample mean of each cluster given by:μ
Note that trimmed observations do not contribute to the estimates of the sample means as z ij = 0 for all j. The sample covariance matrix is then estimated under model assumptions. Under model VVV there are no constraints and an initial estimate is given by
This initial estimate is then adjusted to satisfy (3) . A closed form for the covariance matrix exists also for most of the possible models. For instance under model EEI we have
Some models do not admit a closed form for the estimator of the covariance matrix. Such cases, for which an iterative procedure is needed, are discussed in Celeux and Govaert [13] . If ER is needed, we embed the numerical procedure in Dykstra [24] within the covariance estimation step, that is, the initial estimate is updated by iteratively censoring the outliers. Cluster weights are then updated as π j = n i=1 z ij /n. It shall be noted that, as expected, under model VVV our proposal coincides with tclust algorithm as proposed by Fritz et al. [25] .
As any (C)EM algorithm, our proposal can be trapped into local optima. As usual, in order to reduce the risk of incurring into sub-optimal maximizers, we repeat the estimation procedure from different initial solutions. Unless model VVV is specified, a deterministic initial solution is obtained using tclust, applying (2) , and pooling the estimates to have a feasible initial solution. The deterministic initial solution is then randomly perturbed to get the other ones.
It is straightforward to check that the proposed mtclust procedure inherits several properties of tclust, namely robustness, existence of a solution when n → ∞, and consistency. Robustness of tclust has been discussed in detail in a few papers. In particular see Ruwet et al. [26] where it is shown that if clusters are well separated, tclust can bear up to nα outliers under fairly general assumptions. Additionally, in Farcomeni [27, 28] it is discussed how tclust can bear up to nα/d scattered outliers. Since results for tclust precisely correspond to mtclust under model VVV, Ruwet et al. [26] directly applies to our case under model VVV. Since all other models are a restriction of VVV, and their likelihood can only be smaller or equal to that of VVV, their robustness directly follows. Similarly one can extend results regarding existence and consistency of tclust, which are discussed in García-Escudero et al. [21] . As a final remark we point out the reader to Ritter [29] for a detailed discussion regarding the identifiability of mixture models with respect to the different parametrizations available.
In order to choose the best model among the 14 possibilities outlined in Table 1 , we propose using robustified versions of AIC and BIC. These are directly obtained penalizing as usual the trimmed likelihood (that is, the likelihood based on the estimated parameters and the non-trimmed observations). We will argue in the simulation study below that this simple approach allows us to compare models belonging to different families and reach a proper compromise between parsimony and goodness of fit.
We conclude this section by discussing choice of c (when needed) and α. While there are several ways to do so, we focus here on one graphical heuristic tool for choosing K and α (the ctlcurves method of [30] ), and the recent proposal by Cerioli et al. [31] for selecting c conditional on K and α. Note that, as clearly noted in Cerioli et al. [31] , a formal choice of the triplet (K, α, c) is very cumbersome as these are clearly interrelated, and hence no solutions are so far available. The procedure of ctlcurves involves plotting the objective function at convergence as a function of α, for different values of K. Given that the objective function increases with α, the optimal one can be chosen as the minimal value after which there are no more substantial increases in the objective function. A similar reasoning applies for K. While in our procedure fixing c is usually not needed, in case one is considering models VII or VVV ctlcurves must be generated for one (large) value of c. After K and α are selected, Cerioli et al. [31] propose optimization (in c) of a modified information criterion based on minus twice the observed trimmed likelihood (4) plus a penalty parameter:
Note that one could in principle iterate the use of ctlcurves and minimization of (6) as a function of c, to achieve possibly a better tuning. Finally note that in our experience a careful tuning of α and (when needed) c is anyway not crucial in that similar results are often obtained for a wide range of values of α and c.
Simulation study

Data generation
In order to validate the proposed methodology we carried out an extensive simulation study. We generated the clean part of the data from a p-variate mixture of K Gaussian components with centres equal to Outliers are generated using the multivariate uniform distribution. We generated two types of mild outliers. Let X j C be the jth column of the clean part of the data and c be a fixed constant. The two hypercubes used for sampling outliers from the multivariate uniform distribution are fixed as follows (see Figure 2 for an example of the two types of outliers in d = 2 dimensions)
• Contamination type 1 ('close' mild outliers):
[min{X
As an illustrative purpose we report, in Figure 2 , the scatterplot of the simulated data in d = 2 dimensions with K = 2 clusters imposed and the two different type of contaminating points generated. As a final remark we point out that outliers' Mahalanobis distance from the true clusters' parameter is imposed to be grater than the .99 quantile of the χ 2 p distribution.
We also repeated data generation in each scenario using each of the 14 covariance structures outlined in Table 1 . The aim of varying the covariance parametrization is twofold: it allows us to compare the capability of the procedure involved in estimating cluster parameters and outliers' recognition; secondly, by varying the orientation we also vary the degree the overlap among the clusters. See Figure 3 for a graphical illustration of this phenomenon. By combining all the different parameters listed above we obtained 2 × 3 × 14 × 2 × 2 × 2 = 672 different simulation scenarios.
In our simulation study we use our newly proposed method in two different versions. In the first one (labeled as mtclust) we assume the correct parametrization of the covariance matrix is known and we fix the trimming level equal to the proportion of outliers. In the second one (labeled as mtclust BIC) we do not specify the parametrization: the proper model is automatically chosen by picking the one yeilding the minimum BIC score. The other procedures involved for comparison are tclust with c = 12 (default setting in R), robust mclust where a K+1th term involves noise as a first order Poisson process. See Fraley et al. [32] for more details. The proportion of outlying points is specified in advance and is set equal to the true contamination level. We also compare with Contaminated Mixtures as proposed by Punzo and McNicholas [16] and implemented in the ContaminatedMixt R package [33] and otrimle as proposed by Coretto and Hennig [7] where a 'pseudo-model where the noise is represented by an improper constant density over the whole Euclidean space' is used; and teigen [16, 34] , a new family of models based on mixtures of multivariate t distributions. Such approach may be involved against the effect of mild outliers due to the heavy tail of the Student t distribution.
In order to present the results we divide our simulation setting in 4 macro scenarios. These have been obtained by combining K = 2,4 and the two type of outliers generated, 'close' outliers and 'far' outliers. Each macro scenario summarizes 168 simulation scenarios for which we computed the Mean squared error and the misclassifcation rate. Those values Tables 2-13 .
It is straightforward to see that mtclust and mtclust-BIC are both more resistant to outliers with respect to the robustifed version of mclust and to the contaminated.mixt and teigen models; even though we did contaminate clusters with mild outliers. On the other hand the performance with respect to tclust and to otrimle is often quite similar. It shall be noted though that a minor MSE decrease is seen both for mtclust, and more importantly for mtclust-BIC. This small improvement is mostly linked to the decreased standard errors that one obtains by restricting appropriately the parameter space. Additionally, in our opinion the motivation of using mtclust with respect to tclust and otrimle is that the former is more interpretable and, when not using (3), also affine invariant. A further limitation of (3) is that sometimes the working constraint for the eigenvalue ratio is more restrictive than the true eigenvalue ratio. In our simulations we have used an upper bound of 12 (the default value in tclust R package). In our data generating scenarios the true eigen value ratio is sometimes larger, which has lead tclust and otrimle to a slightly worse performance as compared to the other settings. On the other hand, no such problem exists with mtclust and in particular with the model automatically chosen by selecting the parametrization having the best performance in terms of BIC.
Real data analysis
We apply the proposed method to the thyroid dataset available in the mclust package [15] . The dataset is made of n = 215 patients and p = 6 variables. As an exploratory tool we report, in Figure 6 , the pairs plot of data. Each point is coloured according to the value of the first categorical variable indicating whether the subject had euthyroidism (safe, coloured with green), hypothyroidism (colored in red) and hyperthyroidism (colored with blue).
The last two conditions are clinically relevant. The remaining variables are quantitative and record T3-resin uptake test (in percentage), T4 levels, T3 levels, TSH and the maximal absolute difference of TSH after injection of 200 micro grams of thyrotropin-releasing hormone. The aim of clustering, in this case, is to differentiate subjects with respect to their level of activity of the thyroid.
In order to proceed we need to select a trimming level. There are several ways to select this parameter now in the literature [3, 29, 30, 35] . One approach is that of using the ctlcurves method proposed in García-Escudero et al. [30] : in Figure 7 the objective function at convergence of the model VVV is plot for several choices of K and α. This is closely connected to the idea of monitoring [36, 37] . From Figure 7 we first of all note that there are three groups, as the lines for K = 2 and K = 3 are well separated while the lines for K = 3 and K = 4 are not. Additionally, for α > 10% the lines for K = 2 and K = 3 get closer, indicating that with those trimming level the smallest group is being emptied (and it is empty for α > 12.5%, approximately, as the two lines are not separated anymore). To formally validate our choices we report in Table 14 the BIC (or minimal BIC c over c ≤ 50, for models with an ER constraint), when α = 0. The formal information criterion approach confirms that there are K = 3 clusters and leads us to select model VEV. Since there is no formal procedure yet for selecting α, we tentatively fix it heuristically based on the ctlcurves as α = 5%, and then provide some evidence by proceeding along the lines of Hardin and Rocke [38] .
Using a 5% trimming level we end up by selecting the EVI model with K = 3 clusters (Table 15) , whose performance are reported in Table 16 .
Being are aware of the fact that these are somehow subjective considerations we formally provide some evidence by proceeding along the lines of Hardin and Rocke [38] : we compute the MCD estimator [39] in each cluster. We then compute the Mahalanobis distance of each observation from the MCD parameters and discard the ones exceeding the opportune quantile (i.e. .99) of its target distribution (the χ 2 distribution with d d.f). By doing so we end up estimating a percentage of outlying observations equal to 7% (a value very close to the one chosen by looking at the ctlcurves).
We then compute BIC (and inf c≤50 BIC c for models under an ER constraint) as in Table 14 and end up selecting once again the EV I model, with K = 3 clusters and α = 7%. This is particularly interesting as (i) tclust corresponds to VVV, which might be overparameterized as suggested by BIC and (ii) a similar reasoning applies to the optimal model with mclust, which is VVI, slightly more complex than EVI. By trimming as few as nα = 11 observations we were able to work with a more parsimonious model than mclust. A referee kindly pointed out that by trimming some information might be lost. This is indeed true but the trimmed observations could then be assigned to the closest robustly estimated centroid, and bias reduction almost always compensates variance increase due to trimming. See below for more on this point. (Table 17) In Table 18 we report the mtclust EVI estimated centroids, together with the measurements associated to the observations flagged as outlying. It is straightforward to see that the clusters are well separated and, at the same time, trimmed observations are far from clusters' centroids: the Mahalanobis distance of each outlying observation has a p-value smaller than the Bonferroni adjusted 0.05/11 level [40] .
Finally, we compare the grouping results with the actual classification based on clinical definitions of hypothyroidism, normal activity and hyperthyroidism. In Table 16 we report the misclassification rate and the modified Rand index for each method. Table 16 shows good performance in terms of classification for all procedures. It can be seen that mtclust can achieve the same performance of mclust, but with a more parsimonious model. Surprisingly, tclust achieves a slightly worse performance in terms of agreement between clinical and unsupervised classification. We believe this is due to the fact that it forcifully uses a VVV model, and the geometric constraints of parsimonious models may be useful for guiding towards the correct underlying clusters' shapes. As a referee kindly noted, trimming based methodologies may lead to loss of efficiency in terms of parameter estimation. This is indeed true but in the presence of contamination bias reduction can make robust methods more advantageous. In order to support this statement, we report that even after assignifing each observation initially flagged to its closest cluster, misclassification rates favoured our proposed approach, with mtclust having an overall misclassification rate of 3%, mclust 3%, and tclust 6%. In conclusion, by trimming few observations we obtain the same classification results of the mclust methodology and, at the same time, a more parsimonious model is obtained (which might, as intuitive, have a better performance on new data).
We conclude this section by repeating the analysis after artificially adding further contamination to the thyorid data. We do so by adding n 0 = 10 (mild) outliers. We generate them from a rectangular distribution similarly to the simulation study. For tclust and mtclust we set the trimming level at 9.3%, so that 21 observations are trimmed (as 10 new observations were added and there were already 11 anomalous ones in the data set). In Table 19 we report misclassification rate and modified Rand index of the three procedures with the same parameters chosen in the previous section. It can be seen that a larger fraction of outliers leads to a slight worsening of the performance of R-mclust. On the other hand, formally robust procedures are not affected much by the higher contamination level and the modified Rand index of tclust is even slightly increased.
Conclusions and further direction of research
We proposed a new clustering methodology based on trimming and different geometric constraints. There are, in our opinion, many advantages in using our proposed methodology. First of all, the procedure is robust thanks to trimming. The extensive simulation study and the application to the real data clearly showed that there are benefits in terms of both robustness and efficiency when compared with the other existing methodologies. A detailed discussion regarding the formal robustness properties of trimming based clustering methodologies is provided in García-Escudero et al. [41] . Secondly, the usage of geometric constraints has several advantages from both a theoretical and applied point of view. The researcher is simultaneously able to use interpratable constraints involved and, at the same, for some parametrization the estimators are equivariant.
As oftentimes happens in robust methodologies, tuning is needed. Improving both the heuristic tools and formal criteria for selecting the tuning parameters is an important route for further work.
