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ABSTRACT 
Echoes present on telephone circuits are a 
significant problem on long circuits where the 
round trip delay is greater than 100 mS. This is 
particularly so on satellite circuits where 
round trip delay is in the order of 500 mS each 
satellite hop. 
An echo canceller has been designed for 
New Zealand conditions which is less complex and, 
therefore, should be less expensive to produce than 
current overseas models. Although particularly 
applicab to New Zealand conditions, the techniques 
used have wider application. The general problems 
of echo canceller design are considered with some 
specific proposals being made. 
The two cancellers described here are non-adaptive 
and are based on a digital transversal ter. The 
later canceller employs Random Access Memory (RAM), 
uses pseudo random noise for system identification and 
compands the speech samples and filter coefficients 
in a true logarithmic format using multiplexing. 
techniques for bulky and costly components. 
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GLOSSARY 
A/D analogue to digital conversion 
D/A digital to analogue conversion 
ERLE echo return loss enhancement defined as the 
ratio of the echo at the input of transmit path 
of echo canceller and the residual echo appear-
ing at the output of the transmit path 
ETA echo transfer attenuation - defined as the ratio 
of the signal on the receive path (relative to 
traffic level) causing the echo to the echo on 
the transmit path (relative to traffic level) 
PCM 
RAM 
PROM 
PRBS 
DFT 
FFT 
h(kT) 
e (kT) 
e' (kT) 
r(kT) 
n (kT) 
pulse code modulation 
random access memory - solid state memory in 
this context 
programmable read only memory - solid state memory 
in this context 
pseudo random binary sequence 
discrete fourier transform 
fast fourier transform 
discrete impulse response of the echo path 
discrete samples of the -true echo 
discrete estimate of the echo 
discrete response of the echo path 
discre.te samples of noise appearing as an echo 
x 
s(kT) discrete samples of the signal leaving the 
canceller for the near end subscriber - is used 
to represent either speech or transmitted noise 
Sl (kT) extended version of the transmitted noise sequence 
~ , (kT) discrete correlation of the response of the echo 
s r 
path with the extended noise sequence 
W I (kT) discrete correlation of the extended noise sequence 
s s 
with the sequence itself 
~ I (kT) discrete correlation of the extended noise sequence 
s n 
with the noise on the echo path 
~ (kT) 
sr 
discrete correlation of the transmitted noise 
sequence with the response of the echo path to 
that sequence 
~ (kT) 
ss 
discrete auto-correlation of the transmitted 
sequence 
a standard deviation of a distribution 
dBm level in dB relative to 1 milliwatt in 600n 
dBmO level in dB relative to the R.H.S. value of the 
maximum amplitude signal to be carried without 
clipping 
2W 2 - wire 
4W 4 - wire 
Tx transmit 
Rx receive 
PREFACE 
Echoes have always been present on national 
telephone circuits due to the mismatch between 
local and national circuits. For calls internal 
to a country, the round trip delay for echoes is 
normally so short that the echoes are not perceived 
as §uch. With international calls and especially 
those via satellite, the delay is such that the 
echoes are clearly detectable. 
Advances in technology, especially over the 
last decade, have enabled new solutions to be found 
to this problem which has traditionally been handled 
with echo suppressors. Echo cancellation refers to 
the generation of an estimate of the expected echo, 
which is then used to cancel out the actual echo 
received. Echo suppressors rely on the introduction 
of loss into the return path to attenuate the echo. 
This thesis is primarily concerned with the 
development of an echo canceller designed specifically 
for New Zealand conditions, which should be economically 
competitive with the traditional suppressor. until now 
cancellers developed for and by other countries have 
been relatively complex and expensive, due partly to 
the conditions they have been required to meet. A 
xi 
simpler and consequently less expensive model is 
presented which while meeting New Zealand requirements 
could also adapted to similar situations overseas. 
This thesis describes two cancellers. The first 
is an ini 
inexpens 
attempt to provide a simple and 
unit. It is felt that this was a necess 
and important step in the evolution of the later design. 
In itself had certain inherent disadvantages but 
provided a background on which the later model was 
developed. This later model overcame the now obvious 
shortcomings of the first canceller and uses techniques 
not previously applied to the echo cancellation 
Other proposals are made which are not included in this 
design but are applicable to problems experienced outside 
New Zealand. "The use of" true logarithmic compression of 
speech and filter coefficients, pseudo random noise 
testing of the echo path and the application of the 
Hilbert Transform are among these. New material and 
applications are included in Chapters 2-7. 
In Chapter 1 an introduction is given to the reasons 
for echoes on communication circuits and their character-
istics. A summary of echo suppressor and echo canceller 
developments and a critical appraisal of their 
meri are given with an explanation of the reasons for, and 
direction of my research. The possibility of applying 
modern echo cancellation techniques to artificially enhance 
the acoustics of an auditorium is also briefly discussed. 
In Chapter 2 the first prototype canceller is 
described and the results of tests are given. The 
shortcomings are described. This canceller was an 
introduction to this field of research for the 
author. Attempts to simplify certain aspects in 
fact resulted in some undesirable complexities. 
The use of Random Access Memory proved convenient 
but the principle of analogue gain adjustment 
around the digital processing section might have 
been a source of difficulty in an operational 
situation. The policy of single impulse testing 
of the echo path; although attractive for its 
simplicity, could have proved ineffective without 
some form of averaging. 
In Chapter 3 the primary problem in echo 
canceller design is studied. Problems with the 
method for establishing the filter coefficients in 
the first canceller are explained. The development 
of a modified version of the widely used psuedo random 
binary sequence is explained as a suitable method of 
averaging out the noise contribution to errors in 
measuring the impulse response. Reasons are given 
for the choice of this method of obtaining the filter 
coefficients over the widely accepted practice of 
allowing coefficients to adapt or converge to their 
correct value. 
xiii 
In Chapter 4 true logarithmic companding is 
proposed as a suitable format for the storage and 
processing of speech samples and filter coefficients. 
The conversion from a 12 bit linear format to an 8 
bit logarithmic format not only reduces storage but 
drastically simplifies the convolution process. The 
suitable choice of a logarithmic base is explained 
along with the dynamic range considerations and the 
problem of taking logarithms near zero. 
In Chapter 5 the complications of time variance 
riv 
of echo path characteristics are discussed. A new 
method of tracking cyclic time variance is proposed 
which uses the predictability of this form of time 
variance to advantage. This problem severely restricts 
the performance of the normal adaptive canceller where 
it occurs. The problem had not previously been attacked 
in this manner. 
In Chapter 6 the Hilbert Transform is proposed as 
a means of generating a quadrature component of the 
echo estimate. The use of discrete convolution in the 
time domain to generate this quadrature component, 
enables the application of any phase shift, by the 
correct combination of the real and quadrature compon-
ents. A constant variation of this phase per unit 
time results in a frequency shift or phase roll. 
In Chapter 7 the design of the echo canceller 
based on the previously developed principles is 
discussed. A multiplexed system is shown which is 
very cost effective on a per channel basis, with 
xv 
most expensive components including coefficient measuring 
circuitry being time shared over many circuits. Results 
of interim tests on this coefficient measuring circuitry 
are given but cancellation tests are not completed. 
In Chapter 8 a summary of the project is given in 
light of the prescribed aims. A section headed 
'Hindsight' lists some of the errors of jUdgement and 
misdirected effort which are more easily recognised 
afterwards. The future of the project is considered 
as it becomes the responsibility of the Post Office. 
Papers completed to date on topics related to this 
thesis are as follows: 
Webb, Joseph A. and Kelly, H. W., "Telephone 
Echo Cancellation for Satellite Terminals" 
IEEE Conf. Proc., ICC
'
78, Vol. 1, pp. 10.5.1 -
10.5.5. 
Webb, Joseph A. and Kelly, M. W. "Delay Lines 
help generate Quadrature Voice for SSB" 
Electronics, April 1978, pp. 115 - 117. 
Webb, Joseph A. and Kelly, M. W., "An Improved 
Echo Cancellation Technique" 1979, paper 
resubmitted to IEEE Trans. Commun. as 
requested by assessors. 
Webb, Joseph A. and Kelly, M. W. "Practical 
Sampling Considerations" 1979, paper resubmitted 
to IEEE Trans. Comrnun. following request for 
further information. 
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Reprints of these papers can be found in Appendix I. 
CHAPTER ONE 
REVIEW OF ECHO SUPPRESSION AND CANCELLATION 
1.1 INTRODUCTION 
The presence of echoes on telephone circuits causes 
difficulty in communication where the round trip delay of 
the echo is long. This is the case with international 
circuits, ially where satellite circuits are 
encountered. The traditional method of reducing the 
level of echoes on telephone circuits has been to use 
echo suppressors. Suppressors have not been entirely 
satisfactory, especially where satellite circuits are 
involved, and the delay is excessive. 
With advances in modern technology, echo 
cancellation as a means of reducing echo levels has 
received a lot of attention. The causes of echoes, and 
the development of both suppressors and cancellers to 
control the problem, are explained in this chapter. 
A mention is also made of the application of 
the signal processing techniques used in echo canceller 
design to the processing of echoes inan auditorium. 
1.2 ECHOES ON TELEPHONE CIRCUITS 
The telephone network in any country oomprises 
two types of circuit: 
1 
2 
(i) The local circuit connecting the subscriber to 
his local telephone exchange, which comprises one 
bi-directional circuit, normally of one pair of 
wires. This circuit is termed a 2-wire (2W) circuit. 
(ii) The national circuit, which connects exchanges 
throughout the country on various types of 
transmission systems, comprises two uni-directional 
circuits and is often called a 4-wire (4W) circuit 
with separate send and receive paths. 
1.2.1 How Echoes Occur 
It is at the junction of the local and national 
circuits that echoes are assumed to be generated. Although 
this is not strictly true, as echoes can originate at any 
mismatch in the 2W circuit, it is a convenient and safe 
assumption. At this junction is the Hybrid Transformer 
2-wire to 4-wire interface circuit, which ideally passes all 
incoming speech from the national circuit out to the local 
circuit without passing any of this energy back on to the 
outgoing side of the national circuit. However, these 
units are never perfect and are seldom adequate. As these 
transformers are permanently associated with the national 
circuit, any local circuit may be connected to them, all 
of which will present a different load to the 2W connection 
on the Hybrid. A diagram showing a national telephone 
circuit can be seen in Fig. 1.1. ~ith a varying load on 
the Hybrid Transformer it cannot be satisfactorily adjusted 
(balanced) to suit all circuits, and the relatively high 
leve~s of leakage result in echoes. Although reflections at 
the subscriber's end of the local circuit are present, these 
3 
are of lower amplitude, with the hybrid leakage, therefore, 
normally being the major contributor. 
Hybrid --[>--- Hybrid 
Trans- Trans-
former former 
Fig. 1.1 National Telephone Circuit 
Although a typical attenuation figure for the leakage 
path is 20 dB, the relative level of send and receive on the 
4W connections to the hybrid is such that the echo is much 
less than 20~dB below the outgoing speech. These levels are 
shown in a diagram of the Hybrid in Fig. 1.2. 
... 
Typ ical 
Le 
-2 
akage 
OdB 
,< 
Signal +4 dBm 
4W Rx 
HYBRID 
TRANSFORJl:ER 
4Vl Tx 
Signal -8 dBm 
Echo -16 dBm 
L!!>ss 3.5 dB 
2W :4.5 dBro 
+0 ,,5 dBm 
fLoss 3;5 
Fig. 1.2 Hybrid Transformer Levels 
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It is, therefore, apparent that to some extent 
echoes will be present on all calls on the national network 
due to the imperfect nature of the match between local and 
national circuits. 
1.2.2 Characteristics of the Echo Path 
Many tests have been carried out on national 
telephone networks to establish the characteristics of the 
echoes encountered by subscribers. Results of tests on the 
French network and the American network have been published 
by CCITT(12) and Duffy(37) respectively. These results give 
a good basis for establishing echo characteristics. Levels 
of echo are given by the Echo Transfer Attenuation (E.T.A.), 
being defined as the relative level of the echo on the send 
path, to the signal producing the echo on the receive path, 
where both paths are at the same nominal traffic level. 
This figure, therefore, takes account of the different 
levels for each path at the hybrid and gives a true 
indication of the level of the echo relative to the speech 
generating it. Results from tests on the French network, 
published by CCITT(12~ give a mean E.T.A. of 13.6 dB with 
a standard deviation of 5.1 dB. A histogram showing 
distribution of E.T.A.s is reproduced from the CCITT report 
in Fig. 1.3. 
This means that the echo is typically only 13.6 dB 
below the incoming speech. This, however, is not a problem 
on National networks as the round trip delay for the echo 
is typically less than 32 mS according to test results 
already mentioned. For delays of this order, the echo is 
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Fig. 1.3 Histogram of Echo Transfer Attenuation 
Distribution. Reproduced from Ref. (12) 
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not perceived as an echo and appears as sidetone to the 
subscriber. 
The other characteristic of interest in echo 
canceller design is the pattern of the impulse response 
of the echo path and its energy distribution. The above 
tests established that the maximum length of the impulse 
response to the end of the active period was 32 mS. This 
may not be true of larger countries but is true of the 
New Zealand network. The impulse response comprises a 
delay portion where no activity is present, and then an 
active period where 99% of all energy is found in a period 
of 8 mS. To verify that these characteristics were also 
typical of the New Zealand network some impulse response 
measurements were made between Christchurch and Auckland, 
a distance of approximately 550 miles. An initial delay 
period of 11 mS, with an active period of 8 mS, was typical. 
As the distance between Christchurch and Auckland is two 
thirds of the maximum circuit length in New Zealand, a 32 mS 
impulse response would not be exceeded on the New Zealand 
network. A group of /typical impulse responses obtained are 
shown in Fig. 1.4, I'long with the test circuit used. 
Time variance of the echo path is another important 
consideration. Intermittent variations in the echo path 
can be caused by circuit switching or subscriber switching. 
Cyclic time variance is caused by a frequency shift around 
the echo path, due to non-synchronised oscillators in a 
Frequency Division Multiplexed system. This causes the 
phase of the impulse response to vary continuously at up to 
about 15 rad/sec in some networks. A more detailed 
o 
Christchurch 
A 
Termination 
4 Wire 
'fransmission Circuit 
til1le(2 ruS/cm) o 
o time(2 mS/om) 
graduations in em's 
Auckland 
l(ybrid 
antI 
Terrdn-
ation 
time ( 2mS/em) 
Fig. 1.4 Test Setup and Typical Impu~se Responses for 
Auckland-Christchurch Toll 
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8 
explanation this phenomena is given in Chapter 5. 
Results of tests on the Australian network(28) have 
shown 6.6% of all subscribers will encounter a circuit 
with phase roll on an international call, with a further 
8.2% possibly encountering one. Of these subscribers, 
30% will encounter phase roll greater than 0.5 Hz, with 
a maximum rate of phase roll at 5 Hz. 
1.2.3 The Effect of Delay on Speech Communication. 
There are two distinct effects of delay on 
communication between two subscribers on a telephone 
circuit. first is the effect of having to wait longer 
than normal for a reply. This effect causes no di 
until delay exceeds 50 milliseconds. The second is the 
effect that this delay has on echoes, which would otherwise 
provide no difficulty. The combination of these e 
causes confusion and considerable difficulty as the delay 
es. Subjective tests have been carried out by 
CCITT(20) to ascertain the relationship between echo level, 
round trip delay and difficulty experienced. A graph 
showing these relationships is given in Fig. 1.5, having 
been reproduced from this report. 
These difficulties are experienced to some extent 
in countries on national calls, but only the 
round trip delay exceeds about 50 mS. Otherwise national 
toll networks do not experience these difficul es in the 
case internal calls. 
t'> 
:z 
~ 
It: 
:z 
o 
CIl 
~l 
::0:: 
CIl 
z 
0:( 
It: 
I-
ECHO REFERENCE EOUIVALENT IN dB 
Fig. 1.5 Transmission rating vs Delay in Telephone 
Network. Reproduced from Ref. (20) 
On international telephone connections, however, 
the problem affects all countries. This is especially so 
where international connections are made via satellite. 
The physical length of the round trip path in this case 
becomes much greater than is the case for cable circuits. 
This results in a significantly increased delay for echoes. 
An illustration of the path lengths and subsequent delays 
9 
is shown in Fig. 1.6. with satellites being at an altitude 
of around 36,000 km, a minimum round trip delay of 500 mS 
for each satellite 'hop' is introduced. With this delay 
an echo is clearly perceptible, and for this reason the 
incorporation of more than one satellite hop in a telephone 
circuit is avoided whenever possible. For video and other 
transmissions, no such limitation applies. 
Inter-
Hybrid national 
Exchange 1----"" 
Hybrid 
Inter-
national r-~ ~--~ 3xchange 
125 mS 
Fig. 1.6 Delays caused by satellite circuits 
An interesting side effect of this confusion, 
caused by the presence of an echo, is the difficulty in 
speaking without stuttering. Gould & He1der(45) suggest 
that the annoyance could be due to the dislike of being 
mimicked. Tiffany & Hanley(83) have used delayed echoes 
as a means of determining a person's ability to hear, by 
that person's ability to talk without stuttering in the 
presence of echoes. 
Another variable studied recently by CCITT(25) is 
that of frequenc s which are most annoying in the echo. 
10 
It was found that a narrow bandwidth of echo between 500 Hz 
and 1 kHz was most easily detectable, with echoes being 
equally detectable at 250 Hz and 2 kHz needing to be 10 dB 
higher. Although this knowledge is of no obvious benefit, 
it is possible that echo control device design could benefit 
from this knowledge. Specifically, the device could be 
11 
designed so as to more accurately suppress these frequencies 
at the expense of others. 
Although echoes are a major contributor to 
conversational difficulties, the confusion caused by the 
delay alone is significant. This problem has been widely 
studied and the effects published. Richards(75) has been 
a major contributor in this area. 
1.3 ECHO CONTROL ON COMMUNICATION CIRCUITS 
There are two main methods of reducing echo levels 
on telephone circuits: 
(1) Echo Suppression 
(2) Echo Cancellation 
Echo suppression refers to the practice of inserting 
a fixed amount of attenuation - normally 50 dB - into the 
return path, to prevent the echo being retransmitted to the 
distant subscriber. Echo cancellation involves no such 
interruption to the path but relies on the generation of a 
second echo by a filter, which is then used to cancel out 
the genuine echo. Ideally the filter represents an accurate 
model of the true echo path, and the cancellation by 
subtraction is perfect. 
1.3.1 Echo Suppression 
Echo suppressors are the traditional method of 
reducing echoes, and they have proved quite satisfactory 
prior to the advent of satellite circuits for telephone 
connections. The principle of suppressors is to attenuate 
the echo on return path. A control circuit determines 
when the distant subscriber only is talking, and inserts 
50 dB of attenuation into ,the return path. When the near 
subscriber talks - even during the time vlhen both are 
talking - the at,tenuation is removed. A schematic diagram 
of this process is shown in Fig. 1.7. 
D~tant 
Subscriber 
A. uppress-
....----1 or 
Logic 
,0 dB 
A 
B 
H 
Fig. 1.7 Echo Suppressor Operation 
Practically some difficulty is experienced in 
determining whether speech present at IBI is due to ICI 
or an echo from IA'. If the decision was made as shown 
in the simple diagram above, an echo present due to IAI 
would appear as speech from IC I and the suppressor would 
never operate. A decision must, therefore, be made as to 
12 
the origin of the energy. The ever present conflict of cost 
versus performance means that wrong decisions are invariably 
made at times by the circuitry. These mistakes increase 
as delay and confusion increase the instances of double 
talking, i.e. when both parties talk together. These wrong 
decisions cause attenuation of the wanted speech signals, 
this being termed Ichopping'. The problem of determining 
which signals are echoes has been studied widely by many 
people including unrue(85}. 
Specifications quoted by S.T.C. for their echo 
suppressor models SP-lO and SP-20 give an example of the 
characteristics of modern suppressors. These suppressors 
insert a 60 dB loss in the transmit path when incoming 
speech only is present. When both transmit and receive 
paths are in use, the 'break-in' circuit inhibiting 
13 
suppressor operation comes in when the transmit signal level 
is higher than the receive level. During this time a 6 dB 
pad is inserted in the receive path. This same inhibited 
operation occurs when speech is only present on the transmit 
path. Those performance specifications of particular 
interest are: 
Operate times: 
Hangover times: 
Suppression: <5 mS 
Break-in: <30 mS (receive level 
constant) - typically 20 mS 
Suppression: 40-75 mS 
(typically 50-60 mS) 
Break-in: 150-350 mS 
(typically 200-300 mS) 
Suppression sensitivity: -31 dBmO +/- 0.3 dB at 1000 Hz 
Break-in sensitivity: -31 dBmO +/- 2 dB at 1000 Hz 
Echo suppressors at present represent the most widely 
used means of reducing echo levels, due mainly to their 
economic advantage over the much more complex and expensive 
canceller. At the time when suppressors were originally 
developed, cancellers were not considered because of the 
14 
technology of the time. 
1.3.2 Echo Cancellation 
with the problems experienced by echo sors-on 
long delay circuits, and with advances in technology 
appropriate to real-time signal processing, echo 
cane lation has received much attention recently. The 
basic principle is to model the echo path in the form of a 
Iter, to generate a replica of the expected echo, which 
is then used to cancel the echo that is received. A diagram 
illustrating this principle is shown in Fig. 1.8. 
lI'{W) Echo Path Hew) 
Fig. 1.8 Echo Canceller Operation 
The diagram in Fig. 1.8 is, of course, a gross 
over-simplification of the process involved but illustrates 
the principle. The automatic modelling of the transfer 
function H(w) by H' (w) is a complex and expensive process, 
and the means of obtaining the echo path characteristics 
are varied. Once the circuit characteristics are 
establ , however, the principles behind the filter 
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realisation are similar in all cancellers. 
The realisation of the filter is based on the 
convolution theorem. The proof of this theorem is given 
in Appendix II. The theorem states that the product of 
two functions in the frequency domain, has an equivalent 
operation in the time domain described by the convolution 
integral. In the canceller the product of the frequency 
domain representations of the speech and filter character-
istics S(w) and HI (w) respectively, is replaced by the 
convolution of the time domain representations of the two 
functions. 
E' (w) = S(w) x HI (w) 
becomes e I (t) = S (t) * hi (t) --- convolution theorem 
00 
or e l (t) = ~ hi (T)s(t-T)dT --- convolution integral 
-.co 
For signal processing this continuous case reduces 
to the discrete approximation, where samples of s(t) and 
hi (t) only are known, and they obey the sampling theorem. 
The equation for the discrete case becomes: 
00 
e l (kT) = l:h' (iT)s{(k-i)T} for k and i integer 
-00 
T is sample period 
The practical realisation of this equation limits 
the impulse response of the echo path hi (kT) to 0 ~ k ~ L , 
and e l (kT) is only calculated for one value of k, normally 
k = 1, as time k = 0 is generally considered to be a varying 
time reference. It is convenient to consider k o to 
the time the most recent sample of the speech waveform was 
taken. As only in an infinite bandwidth system will hI ( 
have any value at i = 0, the summation is further restr 
to 1 ~ i < L. 
The discrete convolution equation reali by 
filter then becomes 
e'(lT) = 
L L hl(iT)s{(l-i)T} 
i=l 
This, therefore, generates the estimate of the value 
echo waveform at time IT after the last speech sample was 
taken. The equation requires speech samples s(kT) 
time period 0 ~ k ~ (l-L) which must be held in memory, as 
must the L samples of hI (kT). 
16 
As was established earlier, the length of the impulse 
response required is 32 mS including the delay prior to the 
active period. With the maximum frequency less than 4 kHz, 
a sampling rate of 8 kHz is satisfactory and is an acc 
standard in time division multiplexed systems. The sample 
period is, therefore, 125 flS, meaning tha·t 256 samples are 
required to make up the discrete impulse response h' (kT). 
In the final form the discrete convolution equation becomes: 
256 
e'(lT) = L hI (iT)s{(l-i)T} 
i=l 
Another aspect of echo characteristics published by 
CCITT(12) , which is used to advantage in the first prototype 
canceller, is the concentration of energy within the 8 mS of 
activity. By knowing that only 8 mS or 64 samples of 
hi (kT) need be non zero, the length of the convolution 
equation can be reduced with an appropriate delay 
introduced. However, at this point the impulse response 
will be considered to be 256 samples long. 
The echo canceller can be realised either digitally 
or with analogue circuitry. with the advances in digital 
signal processing technology, especially in the area of 
memory, the trend is towards digital implementation. 
Another of the variables in canceller design is the method 
of obtaining the impulse response samples as filter 
coefficients. The main thrust of research in this field 
17 
has been towards a digital adaptive canceller which 
continually adapts its filter coefficients to minimise the 
echo. This enables variations in echo path characteristics 
to be followed, with the system converging to a satisfactory 
level of cancellation in the order of 1 sec. This method 
has its own set of problems as do other methods. Each 
alternative type of canceller will be dealt with 
individually to ascertain its relative advantages and 
disadvantages. 
1.3.2.1 Non-Iterative Echo Canceller 
One of the first canceller designs was by Akira 
Miura and others in 1969. This model was the simplest of 
all designs. Although having some basic practical problems, 
it is particularly attractive because of its simplicity and 
resultant low cost. A schematic diagram of this canceller 
is shown in Fig. 1.9. 
Tx In 
RESET 
AID C:mvert 
sign+7 '-'it 
8KHz Clock 
Rx In 
Rx Ollt ~.~ norm ~~~~~~~-~~----------------------~~--------------------q 
call r-::::I {;;\ Impulse ~Gcnc~ator 
Fig. 1.9 A Blockless Echo Suppressor. 
Reproduced from Ref. (63) 
To measure the impulse response of the circuit an impulse 
is transmitted around the echo path, and the response of 
the echo path measured directly. The resultant filter 
coefficients are stored in digital delay lines. The speech 
samples are also stored in digital delay. lines with both 
sets of samples being recirculated around the delay lines 
to permit access to them. Once entered the filter 
coefficients do not change, whereas for each new speech 
sample, the signal samples are advanced one position in the 
line. Consequently, the sample that has been in longest 
is lost. The products of the digitally represented samples 
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are achieved with multiplying Digital to Analogue (D/A) 
convertors. The output from the D/A convertor on the output 
of the stored coefficients provides the reference for the 
convertor on the speech samples. Results of tests 
illustrated that with 8 bit quantisation of coefficients 
and speech samples, a cancellation of 20 dB could be 
achieved. This reduction in echo level is termed Echo 
Return Loss Enhancement (ERLE). 
The main disadvantage of such a system is that the 
presence of any noise or subscriber's speech at the time 
of impulse response measurement will cause errors in the 
filter coefficients. This 8 bit linear quantisation also 
means quantisation noise error will be only 48 dB below 
the maximum level expected - or approximately 28 dB below 
the R.M.S. value of active speech. Dalhgaard & Nielson(33) 
found the R.M.S. value of active speech to be 17 dB below 
the R.M.S. value of the maximum level accommodated, or 
o dBmO. This noise will be present even in the absence 
of speech. A further complication is the necessity to 
check for unsatisfactory cancellation due to random and 
sometimes continuous changes of echo path characteristics. 
1.3.2.2 Analogue Adaptive Echo Cancellers 
The analogue adaptive canceller requires a vast 
amount of analogue circuitry to achieve the processing 
required. The products of the convolution equation are 
formed by analogue multiplication with a multiplier 
required for each coefficient. Furthermore, another 
multiplier is required to generate each coefficient which 
is obtained by correlating the cancelled echo with the 
speech samples. A simple explanatory diagram reproduced 
from Gould & Helder's paper(45) is shown in Fig. 1.10. 
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The complexity of the operation, using analogue multipliers, 
becomes clear on studying this diagram. 
Rec£'lve 5pc('ch x(l) F/cceive Pill" ----~------------------------------------------~~~>---~ 
Echo 
: Totl :\ 
: hybnd ; 
L. __ j~ 
Fig. 1.10 Analogue Adaptive Echo Canceller. 
Reproduced from Ref. (45) 
Operation of the circuit is as follows: Received 
speech samples x(t) are passed down a tapped analogue 
delay line, each tap output being multiplied by a filter 
coefficient before summing with all other products to form 
the echo estimate. The filter coefficients are generated 
by correlating the output of each tap with the cancelled 
echo. If there is no correlation the coefficient remains 
unchanged, but if there is some correlation then the value 
of the coefficient is 'steered' in the direction to decrease 
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this correlation. There are various algorithms for such 
a corrective process. This then represents the principle 
not only of analogue but also of digital adaptive 
cancellers. The main disadvantage with analogue 
realisations is the necessity to have multipliers for 
each coefficient resulting in duplicated circuitry. 
For this reason and others, analogue cancellers have 
£ound little favour with researchers in this field. 
Experiments by Brueggemann and others(5,6) working 
at the Australian Post Office Laboratories have also been 
based on the analogue adaptive canceller. A variation in 
the form of an initial transmission of a pseudo random noise 
I 
sequence for the filter to converge on is used, resulting 
in an initial convergence in 160 mS. Cancellation of around 
20 dB was achieved. 
1.3.2.3 Digital Adaptive Echo Cancellers 
The most comprehensive research, development and 
operational testing of echo cancellers has been undertaken 
by COMSAT under the sponsorship of INTELSAT. This commenced 
with an initial paper by Kato and others(9l) describing a 
prototype canceller. This first prototype incorporated an 
initial calibration where a single pulse was transmitted 
and the response sampled as in the case of the non-adaptive 
canceller described earlier. From that time on, the 
canceller was allowed to adapt to circuit changes. Shift 
registers were used for the storage of speech samples and 
filter coefficients. Initial testing indicated an echo 
return loss enhancement of around 20 dB which they 
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considered inadequate. The convergence time of the adaptive 
structure was around 1 sec, and this was unsatisfactory for 
following anything but slow rates of phase roll. 
Improvements on this basic canceller design in terms 
of the convergence algorithm were reported by Campanella 
and others(30). The initial calibration pulse was abandoned 
and it became a completely adaptive canceller.' The 
convergence time reduced to about 500 mS, and an echo return 
loss enhancement of 21 dB was achieved when converging on 
noise. For convergence on speech, a reduction of about 3 dB 
in ERLE was suffered. More detailed tests were carried out 
on the effects of phase roll, and it was found that the 
reduction in ERLE .was be·tween 2.4 dB/rad/sec and 6 dB/rad/ 
sec as the noise being used as a test signal vari~d from 
-10 dBmO to -30 dBmO respectively. A block diagram of this 
canceller is shown in Fig. 1.11. 
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F~g. 1.11 Block Diagram of Digital Adaptive Echo Canceller. 
Reproduced from Ref. (30) 
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The first results of field trials on this canceller 
were published by CCITT(24) on initial tests between the 
United States and the United Kingdom. The echo canceller 
performance was understandably compared with that of the 
echo suppressor. In about 80% of the cases, cancellers 
showed an improvement over the suppressor and in the other 
20% no significant difference was noted. 
More detailed technical results were reported 'by 
Suyderhoud and others(8l) in 1975, following world wide 
field trials. Convergence time of 3 words of a conversation 
and echo return loss enhancement figures in the order of 
25 dB were achieved. No cases of phase roll were noted 
and therefore no conclusions were drawn on the ability of 
the cancellers to follow it. It was accepted that the 
canceller would not work satisfactorily for phase roll 
rates greater than 0.5 Hz. The sUbjective assessments 
showed that cancellers significantly improve the quality of 
the call where echo is the primary problem. An important 
conclusion at this stage made by the authors was that the 
designs exceeded the limits of economic viability. Results 
of these same tests were also reported by CCITT(26) . 
Another major contribution in this field has been 
made by workers at Bell Labs. One of the first to work on 
adaptive cancellers was Sondhi(BO). The first canceller 
designed by Sondhi also relied on the initial transmission 
of an impulse, followed by an adaption process to follow 
time variances. 
The effect of noise on the operation of adaptive 
cancellers was studied by Rosenberger and Thomas (76) . 
The aim of this was to determine the effect of double talk 
on the performance of the adaptive section. It should be 
realised that these tests were limited to circuits which 
were time invariant. It was found that during convergence 
on speech it converged on a frequency selective basis, the 
fit being best in that portion of the spectrum where most 
energy was concentrated. Conversely, double talk caused a 
divergence also on a frequency selective basis. For this 
reason it is normal not to permit the filter coefficients 
to adjust during double talk. Any time variance must 
therefore be adjusted to following the period of double talk, 
therefore limiting its ability to handle phase roll. 
Gitlin and Weinstien(43) working at Bell Labs. 
also studied the effect of interference on the tracking 
ability of digital adaptive cancellers. Although 
restrictions needed to be placed on the step size of any 
adjustment, they showed that convergence was possible in 
the presence of double talk. This was desirable and in 
fact necessary in the case of long periods of double talk 
as encountered in the case of data transmission. 
Gitlin and Thompson(42) proposed a phase adaptive 
structure at a time when this author had developed just 
such an approach. The intentions are witnessed by an 
article by Webb and Kelly(87) on the use of a tapped delay 
line to generate a quadrature component of voice. By 
combining the true and quadrature component in the correct 
proportions any phase shift can be generated. The phase 
tracking can therefore be handled as a separate problem 
without varying the filter coefficients. Further details 
on this approach are given in chapters 5 and 6 as a 
contribution by this author. Gitlin and Thompson (42) , 
however, persist with the normal adaptive structure 
as well as the phase adaptive structure. 
A 12 channel digital adaptive canceller was 
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designed at Bell Labs. by Duttweiller(39). The time sharing 
or multiplexing of components was shown to make the 
otherwise conventional adaptive canceller more economically 
attractive. 
Working at the Research Department, Telecom 
Australia, Demytko and English(35) have studied the 
effect of time variance and, specifically, phase roll 
on the performance of echo cancellers. They show that 
a high speed adaptive canceller can satisfactorily handle 
phase roll up to 2 Hz. High speed adaptive cancellers 
are, however, susceptible to noise or near end speech and 
are not widely used. This of course is an example of the 
common compromise in control systems of a fast response 
being traded for noise immunity. The attention paid to 
phase roll in Australia is due to the relatively high 
probability of encountering this effect on the Australian 
telephone network. 
The coding of speech and impulse response samples 
in a pseudo logarithmic format was propo~ed by Horna(54). 
This is similar to the true logarithmic coding proposed 
in this thesis, and results in simplified generation of 
products in the convolution process. The use of the A-law 
companding code, as used by Horna, introduces errors when 
it is assumed in the processing that these are in fact 
true logarithms. It will be shown in chapter 4 that true 
logarithmic coding can be achieved despite the problem of 
taking logarithms of numbers near zero. 
The main distinguishing feature of the cancellers 
described in this thesis is their non-adaptive nature 
and resulting simplicity and cost advantage, without any 
compromise on performance. 
1.3.3 Area of Research 
The major factor inhibiting the widescale 
introduction of echo cancellers is the high per channel 
cost compared with suppressors. The main reason for the 
continued interest in the adaptive structure appears to be 
its ability to follow time variances. As they are in fact 
unable to follow satisfactorily phase roll of greater than 
about 1 Hz it seems a nevi approach is justified. 
It was therefore decided to adopt a direct 
measurement approach in finding the filter coefficients. 
As phase roll can be ignored on New Zealand circuits, an 
economical unit should be able to be designed. To give 
the canceller wider application, the problem of phase roll 
is treated separately. Any intermittent.time variance is 
accommodated by a complete re-calibration. 
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For a canceller to be a viable alternative to the 
suppressor it should have advantages proportionate to its 
extra cost. Existing cancellers do not meet this 
requirement. 
1.4 ECHO CONTROL IN AN AUDITORIUM 
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Although not directly related to communications 
ciircuits, the processing of the sound signal using similar 
techniques to those used in echo cancellers, could 
artificially enhance the acoustic properties of an 
auditorium. There are two aspects which the author 
considers as possible applications for these techniques. 
The first is the more directly related one of reducing 
echoes to prevent feedback causing instability. The second 
is to model the characteristics of an ideal auditorium as a 
transversal filter. To establish the feasibility of such a 
proposal, some measurements were made of the impulse 
response of the Ngaio Marsh theatre at the University of 
Canterbury. A photograph of the response of the auditorium 
at the microphone, to the transmission of an impulse is 
shown in Fig. 1.12, along with the test setup used for 
this measurement. 
As the length of the response is about 500 mS for 
90% of the energy, about 4000 samples of the impulse 
response would need to be used in the transversal filter 
to achieve a 10 dB reduction in the feedback at the 
microphone in a 0-3000 Hz public address system. This 
corresponds to a 8000 Hz sampling rate, and therefore 
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Pig. 1.12 Impulse Response and Test Setup 
for Ngaio Marsh Theatre. 
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4000 sample pairs must be multipled every 125 ~S using 
the same principles as discussed for echo cancellation 
in the previous section. As this impulse response of 
the auditorium was measured for an empty auditorium, it 
is expected that it would be shorter for a full auditorium. 
The worst case, however, must be catered for. 
The other aspect of echo control has potentially 
. 
more to offer and in itself would also overcome the 
problem of instability due to feedback. By modelling the 
trans function of an ideal auditorium as a transversal 
filter, the sound can be transmitted as though it had 
already been subjected to it. If it is transmitted into 
a dead auditorium, with no echoes, then it should sound as 
it would in that ideal auditorium. As the cost of 
physically constructing such auditoriums increases, the 
attractiveness of such a proposal becomes obvious. The 
application of this to outside theatres would also enhance 
the sound in an otherwise difficult environment. 
If a 0-15 kHz bandwidth is required, a 30 kHz 
minimum sampling rate would be needed. This is based 
on a high quality audio system for such applications as 
orchestral concerts. For an impulse response length of 
500 mS, 15,000 samples of it are required. This also 
means that 15,000 sample pair products must be calculated 
every 33 ~S. Although this seems impractical, with the 
speed of modern technology this may not be the case in 
the future. The advantage of this application over that 
of cancelling the echo is that the impulse response of 
the ideal transversal filter remains unchanged, which 
simpli s the circuitry. It is also possible that 
paral processing would make this technically 
feasible now. 
No further work has been carried out by the 
author on this proposal to date. 
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CHAPTER TWO 
FIRST PROTOTYPE ECHO CANCELLER 
2.1 INTRODUCTION 
The main feature of this canceller was in its use of 
Random Access Memories (RAMs) for storage of impulse res-
ponse and signal samples. This enables the samples to be 
accessed simply and efficiently reducing the speed required 
for processing. An experimental technique of scaling the 
impulse response and signal sanples provided for a reduction 
to 5 bit digital representation enabling simple digital 
mUltiplication. Multiplication was achieved by using a 
Progranunable Read Only 1',1emory (PROM) as a multiplication 
look-up table with the two 4 bit magnitudes providing the 
address and the output being the product of the two. 
2.2 NEW TECHNIQUES 
To enable the representation of signal and impulse 
response samples by 5 bit digital representation it was 
necessary to provide some form of gain control around the 
filter. This is best understood from an explanation of the 
scaling required for the impulse response sampies. 
2.2.1 Impulse Response Scaling 
As the echo level can vary up to 20 dB due to 
variations in the mismatch at the hybrid, then obviously 
the peak value of the response will vary by a similar 
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amount. If, for example, 8 bit quantisation is used, the 
gain prior to A/D conversion 1S adjusted so as the maximum 
peak expected will represent a full scale input to the 
converter and will be quantised to +/- 128 levels. This 
limits the possible echo reduction to 20 log 128 = 42 dB. 
However, an impulse response having a peak of only 1/10 
·the maximum peak expected will be quantised to only 
+/- 12 levels. The result is a possible echo reduction 
of only 20 log 12 = 22 dB. By adjusting the gain around 
the filter the peak of each impulse response represents 
full scale input to the A/D converter and hence equal 
quantisation and similar echo reduction is achieved. 
In this echo canceller only 5 bit representation was 
used with the gain being adjusted so that the impulse res-
ponse was quantised to +/- 15 levels. This was achieved by 
transmitting two pulses for calibration purposes. The first 
was used to determine the unscaled peak amplitude which was 
stored and used to control the gain so that the peak ampli-
tude of the response to the second pulse would be quantised 
to the full +/- 15 levels. This gain control prior to 
sampling took the form of a divider whose gain was inversely 
proportional to the control voltage which was derived from 
the peak value of the unscaled impulse response. The control 
voltage also determined the gain of a multiplying D/A 
converter which compensated for this gain adjustment 
after ltering. 
'2.2.2 gnal Sample Scaling 
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A similar arrangement provided for the scaling of 
the signal samples, although this was expected to be less 
satisfactory. The scaling factor was derived from a peak 
detector charging circuit and the gain adjusted by using 
this detector output to control the divider circuit. 
The "gain around the fi Iter was not permitted to vary by 
more than ~ the least significant bit over any 32 mS 
period. This ensured that signal samples quanti sed 
subject to this gain control were processed with the 
correct gain compensation at the output for the duration 
of their 32 mS storage period in the canceller. This 
requirement was not difficult to obtain for the decaying 
control voltage but difficulty arose with the occurrence 
of a new signal peak. The peak detector output at any 
time represented the current full scale input of the A/D 
converter. For a new and larger peak to be quantised the 
gain was immediately altered so that the new peak was 
represented by the full scale input to the converter. 
This meant that all samples stored in the previous 32 mS 
were processed with the wrong compensatory scaling at the 
output. This would cause a burst of echo of 32 mS duration. 
The severity of this would have needed to be rmined 
sUbjectively. Scaling enabled the 5 bit representation of 
signal samples also. 
2.2.3 Storage of Impulse Response and Signal Samples 
Perhaps the greatest advantage of this echo 
canceller was in its incorporation of high density solid 
.state memory. In using RAMs for storing the signal and 
impulse response samples, a more convenient method of 
accessing samples was available. This compares favour-
ably with existing methods of rotating samples around a 
shift reg'ister to enable access to them as they appear at 
the output. With RAHs it was merely a case of counting 
thr?ugh the consecutive memory addresses. 
This permitted another major improvement over 
existing methods. Although a total period of 32 mS was 
considered in the convolution it was known that only 8 roS 
of that period had non zero impulse response samples. This 
meant that only 64 samples of impulse response need be 
stored and only 64 of the 256 signal samples need be 
accessed for multiplication each sample period. By deter-
mining the delay to the active period of the impulse 
response by detecting the position of the unscaled impulse 
response peak, the delay prior to the beginning of the 
active period was calculated. The peak must occur within 
the first 1 mS of the active period (see Fig. 2.1) and, 
therefore, the impulse response samples are stored from a 
time 1 mS prior to the time of the peak to 7 mS after the 
peak. This initial delay has previously been accommodated 
by incorporating a separate delay for signal samples or by 
carrying out the convolution over the full 32 mS (256 
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samples) period. By using RAMs all previous 32 mS of signal 
samples are stored but only the 64 corresponding to the 
active period need be read each sample period. This 
negated the requirement for separate signal delay or the 
extra speed required to convolve 256 sample pairs. A 
pictorial representation of the storage of samples in RAM 
can be seen in Fig. 2.2. 
2.2.4 Accessing and Multiplying Sample Pairs 
The 64 impulse response samples were stored in RAM 
in ~inary address positions 000000 to 111111, with the 
first sample of the active period (- 1 mS on delay to peak) 
appearing in address 000000. The position of these impulse 
response samples in memory remained unchanged. To access 
these samples for multiplication it was necessary to count 
through the memory address 000000 to 111111. 
The storage of signal samples is slightly more 
complex. The first signal sample could be stored anywhere 
but each subsequent sample was stored at the binary address 
preceding that of the previous sample. A new sample was 
stored every 125 uS corresponding to an 8 KHz sampling 
rate. As signal samples were stored for 32 mS, 256 bytes 
of storage were required representing an 8 bit (0 to 255) 
address. If the previous sample was stored at address 
00000000 the next address for storage would be 11111111. 
The write address could then be provided by a decrementing 
8 bit binary counter clocked at 8 KHz. 
delay to ~..r 8 mS ----{1:-
aoti ve period I_ active period 
~'--__ delay to ~v "':.:.~- 7 mS -'It,,-
peak 
~ _____ ~t::::...otal impu].8~e,--_____ '!!I-
response length 
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Fig. 2.2 Storage of Signal and Impulse Response Samples 
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The address from which the 64 samples must be 'read' 
for multiplication were determined from the delay prior to 
the active period of the impulse response. If the delay to 
the peak was 1 mS then the delay to the first impulse 
response sample would be zero and the address of the first 
signal sample to be read would be the current write address. 
The next 63 samples were those in the next highest 63 
addresses. These are the last 64 signal samples stored. 
If the delay to the impulse response peak was 5 mS, the 
delay to the active period is 4 mS, and the first read 
address would be the current write address plus 32 
representing a delay of 4 mS or 32 samples. A pictorial 
representation of this is found in Fig. 2.2. 
with the read addresses for the impulse response 
and signal samples being incremented concurrently the 
sample pairs were used as an address for a PROM which had 
as its output the product of the 4 bit. magnitudes. As the 
samples are stored in a sign and magnitude format the pro-
duct of magnitudes is provided by the PROH. The 5 th bits 
(sign bits) are checked for parity, a lack of parity 
indicating a negative product, which is 2's complemented 
for use by the digital accumulator. A diagramatic repre-
sentation of this process is shown in Fig. 2.3. A more 
rigorous explanation of the calculation of the first read 
address follows. 
sign bits 
°1 
signal Signal 
sample R.A.M. °1 
address 
Os 
Multiply product 
A,., P.R.O.M. 
i_'5e { , °1 response Impulse 
sample Response 
address R.A.M. 
Os AO 
Fig. 2.3 Generation of Products 
The first read address is derived from the discrete 
convolution equation: 
N-I 
y{kT) ~l:h{iT) .x{{k-i)T) 
i=O 
As it takes one sample period to calculate the expected 
value of the echo at a given time, it is convenient to 
calculate it for a time of one sample period (IT) after 
the latest signal sample is taken. 
Now the total impulse response and set of signal 
samples cover 256 sample periods so: 
N = 256 
39 
k is required to be I as we are to calculate the value for 
I sample period T after the time of sampling defined to be 
t = 0 for convenience. 
If h(t) is the impulse response and is zero for all 
It' less than aT and for all 'tl greater than bT then we 
only need consider h (t) over the period aT ( iT ~ bT. As 
we have determined (b - a)T = 8 mS then b - a = 63 and 
b = a + 63. The surrunation therefore becomes: 
63+a 
y(T) =l:h(iT) .x(l - i)T 
a 
where 'a' is the delay in sample periods to the t 
impulse response sample. The first read address 
speech samples is (a + 1) greater than the current write 
address as x{(l - i)}T goes from x{(l - a)T} through to 
x {( I - 63 - a) T}. 
2.3 CONVENTIONAL CIRCUITRY 
Apart from the specifically mentioned atures of the 
circuit, it was conventional as far as echo cancellers are 
concerned. A block diagram is shown in Fig. 2.4 of the 
complete canceller. 
incoming speech which generated the echo was 
sampled and held and converted in the AID converter. The 
complementary offset binary output was converted to sign 
and magnitude format prior to storage in memory. 
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Following the mUltiplication of the sample pairs 
the summation required to complete the discrete convolution 
was achieved with adders whose output formed the second 
adder input by means of a latch which held the interim 
summation. At the end of each sample period the output 
from the latch was converted to analogue and scaled in 
amplitude according to pre-filter scaling by utilising 
the mUltiplying capability of two D/A converters. This 
gave an estimate of the amplitude of the echo at that 
time, which was subtracted from the natural echo in a 
differential amplifier. 
A complication which arose which appeared to have 
been neglected previously is that this estimate is only 
defined at one point in time. This was overcome by 
'holding' this value until the next value was calculated 
one sample period later. The act of holding this value 
modified it in a way that meant it no longer was a 
correct estimate of the natural echo unless the natural 
echo was subjected to the same modification. The effect 
of the holding circuit is explained in detail in Appendix 
III, but essentially acts as a sin x/x low pass filter, 
with the first zero of response being at the sampling 
frequency. Unless both the estimate and the natural 
echo are subject to its affect accurate cancellation 
cannot occur. This was overcome by sampling and holding 
the natural echo also prior to cancellation. 
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The impulse response in this experimental design 
was obtained by measuring the echo path response to a 5 uS 
rectangular pulse. As the bandwidth of the pulse is much 
wider than that of the system it can be considered to 
approximate a true delta function and have the character-
istics of white noise. 
2.4 PERFORMANCE 
Calculations were initially based on a 5 bit 
sentation of signal and impulse response samples. 
This was followed by calculations of the improvements 
expected by scaling t:he sample amplitudes. It resulted 
in a 20 - 24 dB reduction in echo level being expected. 
2.4.1 Impulse Response Quantisation 
As the A/D converter had a specific zero level to 
eliminate quantisation noise for no signal operation, 
are +16 and - 15 levels of quantisation and the magnitude 
must effectively be represented by 15 levels. The smallest 
magnitude recognised would, therefore, be 1/30 (~ LSB) of 
the maximum expected peak value of the impulse response. 
This meant any echo less than 1/30 of the maximum expected 
would not be 'seen' and hence this limited echo cancellation 
to 20 log (1/30) =-29.5 dB on the maximum expected. The 
~ LSB also represented the accuracy to which a sample was 
quantised giving the same limit to cancellation. Quanti sa-
tion noise must also be considered and the mean value of this 
would be 20 log (~ xl/IS), or-,3S.S dB below the maximum 
expected response peak. 
This, therefore, limited the performance of the 
canceller to providing a minimum echo level of - 29.5 dB 
below the maximum expected echo level. As the mean echo 
level is ted by CCITT(12) to be around 15 dB below 
the worst cted this indicates a mean echo reduction 
of only 14 dB. 
'2.4.2 Signal Sample Quantisation 
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with the peak magnitude of the signal value adjusted 
for full scale input to the AID converter (+1- levels) 
then any signal below ~ LSB would not be 'seen'. Any 
signal values below -29.5 dB would, therefore, not con-
tribute and the accuracy of quantisation would also limit 
cancellat.ion to - 29.5 dB relative to the echo generated by 
the peak signal. The ineffectiveness of this is realised 
from the study by Dahlgaard(33}. Dahlgaard shows the mean 
energy level over the active period of conversation to be 
- 17 dB relative to the maximum possible R.M.S. level. 
The mean reduction in echo level, there , could only 
be 12.5 dB with 5 bit quantisation. 
Quantisation noise must again be considered and this 
would again be 35.5 dB below the maximum level or 18.5 dB 
below the mean signal level. Having a zero magnitude level 
out of the AID converter ensured that no quantisation noise 
would be generated during no signal operation. Quantisation 
noise would only be generated as an echQ while the person 
was speaking thus avoiding degradation of service. 
2.4.3 Improvements Due To Scaling the Impulse Response 
The basis of the scaling procedure was to adjust 
the gain before and after the discrete convolution process 
to utilise all 31 levels of quantisation. with the peak 
value of the impulse response known to be +/- X volts and 
the range of the A/D converter +/- 2.Sv the gain before 
quantisation was adjusted to set the peak value at 
+/- 2.Sv. If X is less than 2.Sv the gain was increased 
prior to quantisation and decreased after convolution. 
The range over which this scaling procedure could 
operate was determined by the accuracy of the gain adjust.ment 
stages. The gain prior to quantisation was inversely pro-
portional to the peak value of the response and an analogue 
divider was used. The gain after convolution was propor-
tional to the peak value and a mUltiplying D/A converter 
was used. The divider circuit determined the range of 
operation as it was less accura·te than the multiplier. 
It was determined experimentally that the divider provided 
gain control over a IS dB dynamic range with an error of 
less than ~ LSB. The output voltage from the divider is 
defined as: 
v = (IOV. /V ) Ole 
where Vo is the output voltage 
V. is the input voltage 
1 
and V is the control voltage 
c 
By peak detecting V. and using this as the control voltage 
1 
V , V was plotted against V. to determine its useful range. 
COl 
This is illustrated with the results in Fig. 2.5. The output 
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Fig. 2.5 Divider Gain Control Characteristics 
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voltage for the above test is ideally constant as V is 
c 
proportional to V .. 
1 
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To achieve impulse response scaling an initial pulse 
was transmitted with V set to 10v, with the delay to the 
c 
peak and the amplitude of it stored digitally. A second 
pulse was transmitted 60 mS later with the control voltage 
derived from the output of a D/A converter whose input was 
the peak value of the initial unsealed impulse response. 
Fig. 2.6 shows a diagram of the impulse response scaling 
procedure. 
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and 
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CAL1- h II 2nd h II 
Fig. 2.6 Impulse Response Scaling Circuit 
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By scaling impulse response a gain of 15 dB was 
achieved over the previous limitation due to quantisation 
to +1- 15 levels. The limitation then became -44.5 dB 
below the maximum expected. This then allowed up to 29.5 dB 
reduction below the mean echo level instead of the peak 
expected level. 
2.4.4 Improvements Due '1'0 Scaling Signal Level 
The scaling of the signal level was a less definitive 
pro~ess. The ideal situation was to adjust the gain of the 
canceller so that the peak signal sample present in storage 
at arty one time was represented by the full scale output of 
the AID converter. This was not possib as a prediction 
of future signal values is impossible and the gain adjust-
ment must be changed gradually. 
However, it was felt some scaling could improve the 
performance. The divider again provided the pre-convolution 
scaling with the control voltage being the output of a peak 
detector. This control voltage also provided the compen-
satory gain control using a second multiplying DIA converter 
after convolution. As already explained the output of the 
peak detector (V ) represented the current full scale range 
c 
of the AID converter. After a peak occurred the control 
voltage Vc decayed at less than ~ LSB per 32 mS to avoid 
samples ady stored, being processed according to the 
wrong scale tor. The gain at the input gradually 
increased as V decayed until a peak value larger than 
c 
the present V occurred. At this point V immediately 
c c 
changed to allow this new peak to the full 
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scale value of the A/D converter. This'sudden change in 
gain would have caused a 32 mS burst of echo. The serious-
ness of its effect would have needed to be determined 
subjectively. This was due to the previous 32 mS of 
speech samples being scaled and stored using a different 
scale factor. A block diagram of this scaling arrangement 
is shown in g. 2.7. The range of V was limi -ted to a 
c 
15 dB range below the maximum value of lOve 
control voltage 
Convol-
ution 
x 
n/A 
Convert 
echo estimate 
Sample 
and 
Hold 
Fig. 2.7 Signal Sample Scaling Circuit 
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Depending on how closely V followed the signal peaks' 
c 
up to an extra 15 dB of cancellation could be expected on 
top of the previously calculated mean of 12 dB. A practical 
limit would be an improvement of about 9 dB giving an 
expected mean echo reduction of around 21 dB. Final figures 
should be determined experimentally but the above figures 
seem reasonable. 
2.5 TEST RESULTS 
Although many of the shortcomings were apparent prior 
to testing the device some tests on Christchurch - Auckland 
toll circuits were conducted. The results of these tests 
indicated that the canceller worked satisfactorily within 
the limitations of the design. Tests were carried out 
using tones only with no subjective assessments being made. 
No dynamic checks were, therefore, made of the operation of 
speech sample scaling circuitry. However, by changing 
the --gain of the echo path over a 15 dB range, the constant 
echo return loss enhancement indicated that the impulse 
response scaling circuitry operated satisfactorily within 
the limits of the design. 
A plot showing the degree of echo reduction achieved 
is shown in Fig. 2.8. This does not represent mean echo 
return loss enhancement as the tone testing was done at a 
constant level and in no way represen-ted speech. 
The reason more exhaustive tests were not performed, 
was the now obvious shortcomings in some aspects of the 
design. The scaling of speech samples especially was 
considered unsatisfactory and clumsy. Although the 
scaling of the impulse response proved satisfactory, the 
associated process of using single pulse testing had 
limitations in the presence of noise. However, some form 
scaling - even on a 6 dB per step (I bit per step) basis 
may in future be considered. The original attraction in 
simplifying the multiplication process has since been 
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overcome by using logarithmic coding, and even modern 
technology in the form of digital mul rs simpli es 
the prob m. 
cancellation 
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Fig. 2.8 Echo Return Loss Enhancement Results 
The convenience of using modern solid state memory 
although cted, was at that stage significant. The 
advantages over the use of shift registers proposed by 
other res at that stage was obvious as there was 
no need to continually rotate the samples around the lay 
lines to access to them. The policy of using only the 
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active period of the impulse response - although success-
ful - caused complexi ty which was only marginally justifiable. 
A-t the time the speed of accessi'ng memory made the reduced 
length convolution attractive, but now that access time for 
memory is shorter the full length of the impulse response 
can be accommodated. 
An interesting effect was noticed when the d. c. offset 
on the A/D converter was not adjusted correctly. When only 
64 samples of the impulse response were used, with the 
remainder assumed to be zero, the offset effectively raises 
the active period onto a pedestal. This appears as a rec-
tangular function of length 8 mS in the time domain being 
added to the impulse response. When the fourier transform 
of this function is added to the spectrum of the impulse 
response, the sin x/x amplitude spectrum of the pedestal 
with zero's at mUltiples of 125 Hz is clearly imposed on 
the spectrum. This error, therefore, as would be expected 
affects more than the d.c. term in the amplitude spectrum. 
with the apparent shortcomings in this design and a 
much greater depth of understanding in this field of research, 
efforts were made to further develop new techniques and ideas 
which had evolved over this period. 
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CHAPTER THREE 
SYSTEM IDENTIFICATION 
3.1 INTRODUCTION 
In the original canceller discussed in the previous 
chapter the impulse response coefficients were measured 
dire.ctly from the response to an impulse. This method 
has inherent problems as it is susceptible to noise. In 
tile next canceller the filter coefficients are calculated 
by correlating the echo path response to a single pseudo 
random noise sequence, with that sequence. The normal 
pseudo random binary sequence is modified to provide an 
essentially flat spectrum of noise over the frequency range 
of interest. The development of this modified sequence and 
the function which the response is correlated against is 
described. 
3.2 PSEUDO RANDOM BINARY NOISE 
Pseudo random noise is as the name implies, an 
approximation to true 'white noise'. It is easily generated 
in a binary or 2 level form and its randomness is limited 
only by the design criteria. In its most simple form it 
consists of digital shift register, with two of its taps 
connected by an 'EXCLUSIVE OR' gate back to the input of 
the shift register as illustrated in Fig. 3.1. 
Shift Register 
C"'--'---'-· I IJ 0: ~~ ~IIII 
Binary Waveform 
.... _-
- r--
-
r--
-
'-- '--
--+v, b 
----v, 
b 
Fig. 3.1 Pseudo Random Binary Sequence Generator and 
Waveform 
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The length of the sequence generated from this 
shift register can be up to 2N - 1 clock periods, where N 
is the number of stages in the register. Dixon(36) gives 
a detailed account of the properties of various sequences 
and shows that a maximal length sequence can be generated 
by using suitable feedback combinations for any length of 
shift register. A maximal length sequence is one that 
does not repeat itself inside the length 2N - 1. A 
mersenne prime s'equence is a classification of sequence 
which supposedly has desirable properties, these sequences 
N being of maximal length whose length 2 - 1 is a prime 
number. 
One of the most important properties of pseudo random 
sequences is their auto-correlation function. As the fourier 
transform of the auto-correlation of any function gives the 
energy or power density spectrum, this provides the power 
density spectrum for any sequence. Now the auto-correlation 
function of all maximum length sequences have a common form, 
and can, therefore, be assessed jointly. The auto-
correlation function of a pseudo random binary sequence of 
N length 2 - I is shown in Fig. 3.2 and compared with the 
auto-correlation function for true white noise. White 
noise of course has a completely flat frequency spectrum 
and a resulting delta function as its auto-correlation 
function. 
time 
~~~~==========~~============TI~~,~v.2 t=O b 
Autocorrelation Function for a PRES 
t = 0 time 
Autocorrelation Function for "Vlhite Noise 
Fig. 3.2 Auto-correlation Functions for a Pseudo Random 
Binary Sequence and True White Noise 
The appropriate function for the pseudo random 
binary sequence is obtained by correlating a continuoust.-
sequence with·a ·g.-ingle cycle of that. sequenc;::e . The 
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auto-correlation function itself is repetitive over a period 
of (2N - l)T and of a triangular nature at the point of 
maximum correlation. This is an approximation to the delta 
function obtained from the auto-correlation of true white 
noise. As N increases and T decreases this approximation 
'will become closer as the amplitude at the point of maximum 
correlation becomes higher and the width of the triangular 
function narrows. As N increases the distance between 
points of maximum correlation will also increase and the 
spectral lines of the amplitude spectrum will become closer 
until at the limit where N approaches infinity the spectrum 
becomes continuous. Two examples at both extremes are: 
(i) where N = 89, liT = 10 6 bits/sec, and 
the sequence period is 1.95 x 109 years. 
(ii) where N = 5, liT = 10 6 bit/sec, and the 
sequence period is 31 microseconds. 
Another ~mportant property of the PRBS is the band-
width of the ~oise when it is being used as a probing signal 
to establish the transfer function of some system. It is 
important that the transmitted signal have a rela vely fla't 
spectrum over the bandwidth of the system of interest. 
Otherwise the resultant spectrum that is calculated will be 
.assumed to be coloured by the system where fact it was 
a function of the transmitted signal. As already st~ted the 
power density spectrum is given by the fourier transform of 
the auto-correlation function with this being illustrated in 
Fig. 3.3 with the envelope only being a function of the clock 
• 
rate. 
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Fig. 3.3 Envelope of the Power I?ensity Spectrum for 
a Pseudo Random Binary Sequence 
The above diagram sho~s the envelope of the power. 
density spectrum. However, as the sequence is repetitive 
this spectrum should contain spectral lines spaced by a 
N 
frequency 1/(2 - l)T Hz. Only in the case of transmitting 
one cycle of the' sequence will the spectral lines be 
eliminated. 
A further consideration necessary is the effect of 
correlating a single cycle of the sequence· with itself. 
The result of this process is important in later consider-
~tion of the use of a single cycle of the sequence for 
channel identification. The correlation function 
shown in Fig. 3.2 is only obtained when a continuous 
sequence is correlated with a single sequence. The auto-
correlation of the single cycle of the sequence 
has a maximum correlation for zero shift but does not have 
a constant correlation for all other shifts as in the 
previous case. An example of this for a 1023 length 
sequence is shown in Fig. 3.4 below for a shift of 
+/- 256. 
,--
Fig. 3.4 Auto-correlation Function for One Cycle of a 
1023 Length Pseudo Random Sequence 
3.3 TRI-LEVEL SEQUENCE 
The development of the 3 level sequence resulted 
from the requirement to provide a flatter energy density 
spectrum over the frequency range of interest. With a 
sampling rate of 8 KHz (T=125 uS) the amplitude of the 
energy density spectrum is down to 2.11 dB below its 
maximruTI at 3 KHz. This is a result of the (sin x/x)2 
envelope di-scussed earlier. This does not provide a 
satisfactory spectrum of noise to determine channel 
characteristcs over the 0 - 3 KHz frequency range. It 
will be illustrated later that the sequence must be 
assumed to be flat over the range of interest for this 
system identification technique to be valid. If the 
binary sequence was used to determine the filter 
coefficients the error at 3 KHz due to the shape of the 
57 
spectrum, would mean that the amplitude of components at 
3 KHz would be 2.11 dB lower than the correct value. The 
resultant 38% error means a reduction in echo return loss 
enhancement of 4.15 dB. A diagram showing the difference 
between true and measured spectrum using the binary sequence 
is given in Fig. 3.5. 
J 
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Fig. 3.5 Amplitude Spectrum of a Filter and the Measured 
Spectrum Obtained Using a Pseudo Random Binary 
Sequence 
The normal method of overcoming this problem is to 
increase the clock rate thus extending the frequency range 
of the noise. The consequence of adopting this alternative 
would be the need either to increase the length the 
required sequence, response storage and computation, or to 
increase the R.M.S. value of the transmitted sequence. 
For these reasons a new approach was taken which resulted 
i.n a sequence of the same length with no extra storage or 
computation required. As the resultant impulse response 
coefficients are only required for a 300 - 3300 Hz system 
it is not necessary to use a faster clock rate for the 
transmitted sequence than 8 KHz. This also applies to 
the required samples of the response. 
A pseudo random binary sequence plocked at 8 KHz 
was modified so as the original sequence was used to 
determine the polarity of an impulse which was transmitted 
at an 8 KHz rate. The basic principle of this transmitted 
signal is shown in Fig. 3.6. 
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Fig. 3.6 Waveforms of the Two Level and Three'Level 
Pseudo Random Noise Sequences 
The effect of this modification is to extend the 
power density spectrum so instead of the first zero being 
at"f = liT, it now occurs atIlT effectively scaling the 
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frequency axis by TIT. Once again the fourier transform 
of the auto-correlation function p~ovides the power density 
spectrum as shown in Fig. 3.7. 
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Fig. 3.7 Auto-correlation Function of Tri-level Sequence 
and Envelope of Power Density Spectrum 
3.3.1 Limiting Case of Tri-level Sequence 
w 
I To substantiate the above statements on the resultant 
spectrum it is easiest to consider the resultant waveform of 
the tri-level sequence as a sampled version of the original 
binary sequence as shown in Fig. 3.5. This sampling process 
in .the limit as T approaches zero involves multiplying the 
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sequence by a train of delta functions. In the frequency 
domain this corresponds to convolving the amplitude ctrum 
sin (wT/2)/(wT/2) with the amplitude spectrum of the samplingr 
function. The illustration in Fig. 3.8 shows the limiting 
case as 1 + O. The new auto-correlation function can be 
easily analysed in the frequency domain by studying the two 
components of this function individuall~. The two compon-
ent waveforms are both trains of delta functions, one 
having a period PT and the other a period T, where P is the 
length of the sequence and T is the clock period. When the 
associated spectrums are summed together tl1e resultant 
spectrum is flat except for the spectral components at 
multiple!:) of the clock rate liT and the d.c. term as all 
other components appear in the first component function 
only. As the powel:' density ospectrum is flat over this 
range so too is the amplitude spectrum. 
3.3.2 General Case of Tri-level Sequence 
The general case of the tri-level sequence where the 
width of the impulses is not zero can be easily developed 
from the above case. If the train of bi-polar delta 
functions is convolved with a singular rectangular function 
of length 1 as illustrated in Fig. 3.9, then the train of 
rectangular, randomly polarised pulses to be used as the 
tri-level pseudo random noise will be achieved. 
The resultant amplitude spectrum of f l (t)*f2 (t) is 
simply the product of the fourier transforms of the two 
functions by the convolution theorem - see Appendix II. 
The resultant spectrum obtained from this product is shown 
in Fig. 3.10. 
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Fig. 3.8 Components of the Auto-correlation Function and 
its Spectrum of a Tri-level Sequence as T + O. 
(a) Auto-correlation function. 
(b) Component of (a). 
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(d) Spectrum of (b). 
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Fig. 3.10 Spectrum of General Case of Tri-level Sequence 
It is now clear that by modifying the binary sequence 
in this manner and reducing T sufficiently the spectrum of 
the generated noise can be ma'de to more closely approximate 
white noise. 
3.4 PSEUDO RANDOM NOISE FOR SYSTEr1 IDENTIFICATION 
It is possible to determine the time domain character-
tics of a communication channel either directly in the time 
domain or by transforming data obtained in the 
domain. If the time domain characteristics only are red 
is faster to measure these directly. 
On a noise free channel this can take the form of 
recording the response to a single impulse, thus gaining the 
impulse response as was the case in the earl r cancel r. 
However, on .real systems with noise present some form of 
averaging is required. The pseudo random binary s 
a very convenient interrogation signal for averaging. 
The time domain response is given directly by 
cross correlation of the channel response to an inte 
signal, with the interrogation signal itself, the proviso 
being that the interrogation signal has the characteris 
of white noise over the frequency range of interest. A 
pseudo random binary sequence carefully chosen can satisfy 
echo 
echo 
requirement. 
The application of this technique is direct. By 
tting such a sequence and correlating it with the 
d from the circuit the impulse response of the 
~1 will result. The result of this discrete correl-
ation so provides the coefficients required for the digital 
transver Iter which generates a replica of the expected 
echo. 
3.5 CHOICE OF INTERROGATION SIGNAL 
As the echo canceller is a discrete time device the 
clock rate of the sequence generator is required to be a 
multiple or sub-multiple of the predetermined 8 KHz clock 
rate. The other requirement of the sequence is that it 
have an essentially flat amplitude spectrum over the 
frequency range of interest. 
The normal pseudo random binary sequence is character-
ised by its length 'P', repetition rate I/PT and clock period 
'T'. These factors determine the amplitude spectrum and 
spectral component spacing. The envelope of the amplitude 
spectrum is weighted by the fourier transform of a rectang-
ular function in the time domain of length 'T'. This would 
give around 3 dB 'roll-off' at 3.3 KHz for an 8 KHz clock 
rate. The other limitation is the phase characteristics 
over the frequency range which results in a linear phase 
delay, corresponding to a constant time delay of T/2. As 
already explained these properties are clearer when the 
transform of the auto-correlation function are studied. 
The auto-correlation function for white noise is a true 
Dirac Delta function whereas the auto-correlation function 
for the PRBS is the triangular function of width 2T, being 
repetitive over a period PT. A comparison of these functions 
and their associated amplitude spectrums was shown in 
Fig. 3.2. 
To satisfy the first requirement of a flat amplitude 
spectrum the clock rate for a PRBS generator must be much 
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greater than 8 KHz. To ensure that the sequence appears as 
noise to the subscriber and not as a tone the tition 
rate must not be greater than a few Hz. These requirements 
lead to choice of a very long sequence length in 
6 
of lxlO. However, it is possible to use a much 
order 
sequence by modifying it to the three level sequence as 
scribed in Section 3.3 and illustrated again in 
Fig. 3.11. This eliminates the need for a faster clock 
rate and hence the need to increase the sequence length. 
The need to have a long sequence length to overcome the 
high repetition rate appearing as a tone to the subscriber 
also overcome by transmitting only one cycle of 
sequence. The truncation of the transmitted sequence to ' 
only one complete cycle results in some complicat.:i-on in the 
correlati.on process as will become clear. 
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Fig. 3.11 Modification of Bi-level Sequence to Generate a 
Tri.-level Sequence. 
3.6 THE TRUNCATED PSEUDO RANDO]\1 NOISE SEQUENCE 
To avoid a continuous transmission of the sequence 
which would mean continuous noise on the circuit and a 
continuous correlation of the response and sequence, the 
transmission is truncated to a single cycle of the sequence. 
The auto-correlation function of a single sequence, however, 
is no longer represented by the clean rectangular function 
as explained earlier. A portion of this function was shown 
in Fig. 3.4. This requires a modification to the function 
with which the response is correlated, this function being 
an extended version of that which is transmitted. This will 
be shown to overcome this problem. 
As the impulse response 1S required to be known for 
a digital transversal filter, only values at discrete time 
intervals spaced 'T' apart are required, where liT is the 
clock rate of the discrete system. Furthermore, these will 
be calculated from the systems response sampled at intervals 
of T. All correlations and convolutions will be discrete 
time processes. 
Let s(kT) be a discrete representation of the 
interrogation signal, being one cycle of a pseudo random 
tri-level sequence of length P, i.e. s(kT) is non zero only 
for 0 ~ k ~ P, and the discrete impulse response h (kT) be 
known to exist for O~k~L, i.e. h(kT) is non zero only 
for O~k<L. 
The response of the echo path to s(kT) is r(kT) and 
1S necessarily confined to time period 0 ~ k:( P+L, i.e. r(kT) 
is non zero only for 0 " k :( P+L. 
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Now s' (JeT) is an extended version of s (kT) such that 
the cross correlation of these two functions approximates a 
Dirac Delta function in the manner that the auto-correlation 
of udo random noise sequence does, over riod 
of interest. 
The discrete response r(kT) is given by convolu-
tion of the transmitted signal s(kT) and the impulse response 
h(kT) plus any noise (including speech) n(kT) present at the 
L 
r (k T) = L s { (k - i) T } h ( iT) +n (k T) 
i=O 
(5. 1) 
. Now the cross correlation of r(kT) and the function 
s' (kT) which is required to give 0 h(kT) I where 0 is a 
constant, is given by: 
P+L 
lP (kT) = \"' Sl {(k+j)T}r(jT) (5.2) 
sir L j=O 
the summation being over a limited range as r(jT) is non zero 
only for 0 ~ j ~ P+L as previously explained. 
Substituting for r(kT) in (5.2) 
P+L L 
lPslr (kT) = [Sl' {(k+j)T}L s{ (j-i)T}h(iT) 
j=O i=O 
P+L 
+ ["Sl {(k+j)T}n(jT) 
j=O' 
(5.3) 
Introducing variable A= j-i 
p+L-i L 
1/Js'r (kT) =[s' {(k+i+A)T} LS(AT)h(iT) 
A = -i i=O 
L 
P+L 
+L~' {(k+j)T}n(jT) 
j=O 
= \' 1/J , {(k+i) T}h (iT) + ~I , (kT) ~ s s s n (5. 4 ) 
; i=O 
where 1/J , (kT) is the cross correlation of the transmitted 
s s 
signal s(kT) and function s' (kT). 
h(iT) is the discrete impulse response 
1/J , (kT) is the cross correlation of the function 
s n 
s' (kT) and any system noise n(kT) including speech 
with a maximum R.M.S. value of -17 dBmo. 
substituting -m = k in (5.4) 
L 
1/J, (-mT) =\1/J ,'{(-m+i)T}h(iT) + 1/J, (-mT) 
s r ~ s s s n (5. 5) 
i=O 
As h (mT) is known to be non zero only for o ~ m < L 
1/J, (-mT) is only of interest for O~m~L if 
s r 
JjJ, (-mT) = 8h (mT) 
s r 
and for 1/J, (-mT) = 8h (mT) 
s r 
then; 
1);, (-mT) 
s r 
L 
= \' lP , ' {(-m+i) T}h (iT) L..J s s 
i=O 
iim 
+1/J , (OT)h(mT) 
s s 
+ 1/J , (-mT) (5.6) 
s n 
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where 1jJ , (OT) h (mT) is the 8h (mT) term. 
s s , 
As 1jJ , (OT) will always occur in the range 0 ~ i ~ L for any 
s s 
o ~ m ~ L, now the other two terms mus t approach zero. 
1jJ 1 ' {( -m+i) T} h (i T) 
s s 
is the auto-correlation error 
and 1jJ I (-mT) 
s n 
3.6.1 Minimis 
is the noise error 
Auto-correlation Error 
As discrete impulse response h (iT) is knmvn to 
be non zero only for 0 ~ i ( L then 1jJ t {( -m+i) T} must approach 
s s 
zero for 0 ~ i ~ Land i = m over the range 0" m" L. 
fore, ,1jJ' I {( -m+i) Y'} must approach zero 
s s 
(-L+O) ~(-m+i) .;;(r.J-O) and i -:} m. 
therefore, 1jJ , (kT) = 0 for -L ~ k t;; +L and k -:} 0 
s s 
now 
P 
1jJ I (kT) =~s'{(k+i)T}s(iT) as s( 
s s L 
i=O 
non zero only for O~ i~ P 
now for 1jJ , (kT) to approach zero for k = 0 when 
s s 
s(iT) is a pseudo random noise 
then s'{(k+i)T} must be a shifted version of s( 
for k =j: 0 
and s'{(k+i}T} must equal s(iT} k = 0 
is 
The length of s'{(k+i}T} is determined by the of k and 
ii 
-L ~ k ..; +L and 0 <;: i " P 
then s' {(k+i}T} must be an extended version of s(kT} over 
the range i -L .;; k+i <: P+L 
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now oh (mT)~1jJ I (OT)h (mT) = 1jJ (-rnT) s s sIr 
and h(mT)~(l/o)1jJ , (-mT) provided s' (kT) is an extended 
s r 
version of s (kT) for -L ~ k ~ P+L 
P+L 
h(mT) := (1/0) L s'{(-m+i)T}r(iT) 
i=O 
The sequence Sl (kT) is, therefore, an extended 
version of s(kT) in the positive and negative directions 
length L. A diagram showing all of these functions as 
mod~..1 for the pseudo random binary sequence are shown 
in g. 3.12. The response to the sequence r(kT) was the 
actual response read from the memory of the canceller us 
e principles for obtaining the filter coefficients. 
e ct of auto-correlating the single cycle of the 
without any extensi~n results in the function 1jJ (kT) , and 
ss 
the advantage of correlating the response with the extended 
sequence Sl (kT) instead of s(kT) are obvious. The noise on 
scaled impulse response 1jJ (kT) is the noise due to 
sr 
using the unextended sequence for correlation purposes. 
If the amplitude of s(kT) is +/- V and the amplitude 
s 
s' (kT) is V f the amplitude of the cross correlation 
s 
function 1jJ f (kT) will be +PV V f at k 
s s s s 
k non zero and -L ~ k ( +L. Outside this 
will have some random value but is out of 
o and -V V I for 
s s 
the function 
range of 
consideration. The cross correlation function 1jJ I (kT) 
s s 
remains only an approximation to a Dirac Delta function 
even \vithin the range of interest as it is non zero when 
k is non zero. 
----lr~m[-~--
-LT PT (P+L)T 
I ~lll'~1In~ ~J~ ~!,I~II!!lJl1il~t~ r\ ~ Uri I ~n! ~"~~~M . 11~1~ I~ ~ f\ ----------'1'~~rIH~~lr~ fl~i~~llll\li~l { W'I'J~\'~~I'lifl~111'lC ---jW ~lJV v ~-----.-. -..-.-_.-r(kT) 
s' (kT) 
,J~~lm~,j ~lr~lllll~TI~Ulm!~ 
~h t (kT) = h(kT) 
't'sr 
"'7 h (kT) r S3 
I 
Fig. 3.12 Functions Involved in 
Impulse Response Measurement 
.... ..,.,. ~ ....... 
3.7 QUANTITATIVE ERROR ANALYSIS 
To analyse errors due to the noise term ~ I (-kT) , 
s n 
and the imperfect cross correlation function ~ I (kT) in 
s s 
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its approximation to the Dirac Delta function, a statistical 
approach is used. The appropriate rules are governed by 
the distribution of means of a sampled population. 
If a population has a mean of zero and a standard 
deviation of 01 then the distribution of means of N samples 
of the population is a normal distribution. Moreover the 
mean of this distribution is zero and its standard deviation 
Now the standard deviation is nothing but the R.M.S. 
value of the distribution. 
The distribution of instantaneous amplitudes of a 
speech waveform on a telephone circuit was found by 
Dahlgaard(33) to have a mean of zero and an R.H.S. value of 
- 17 dBmo or - 20 dB relative to the maximum amplitude 
expected which is + 3 dBmO. 
By using the cross correlation function ~ I (kT) as 
s r 
a measure of the impulse response 8h(kT) there are inherent 
errors due to the assumption that ~ I (kT) is a delta func-
s s 
tion and that the cross correlation of s' (kT) and n(kT) 
i. e. ~ I (kT) will be zero. 
s n 
P+L 
n ow ~ , ( k T) = ~ , ' {( k + i ) T} h ( iT) + \" s I {( k + j ) T } n ( j T) 
s r s s L 
j==O 
(5.7) 
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but ~ , {(k+i}T} = PV V , at k = i and -V V , at k # 1 
S S S S S S 
therefore ~ , (kT) 
s r 
= PV V I h (kT) 
s s 
L 
VV,\h( 
s s L, 
P+L 
+ L s'{(k+j)T}n(jT) 
j=O 
i=O 
i~k 
The first term is the required result with 
(5.8) 
PV V I = 0, and the final two terms are the errors due to 
s s 
imper ct cross correlation function ~) I (kT) and the no 
s s 
term n (kT) . 
Rearranging (5.8) 
h (kT) 
L ~) , (kT) 
==s --:r;:-:;--__ + ~ L h (i T ) -
i=O 
i~k 
P+L 
PV 1 V \" s I { (k + j ) T} n ( j T) 
s s'~ 
J=O (5.9) 
second term being the cross correlation error and 
last term being the error term due to noise or speech. 
3.7.1 s Correlation Error 
This error is given by the term; 
L 
=~{Lh(iT) - h(kT)} 
i=O 
Now the term (l/P)h(kT) is 20 log(l/P) relative to 
e 
h(kT). For a sequence length of 1023 this error is -60 dB. 
'rhis is very small for this length sequence. The other 
L 
error term (liP) Lh(iT) must also be considered. 
i==O 
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This term can be considered as the sum of L samples 
of an in population whose mean is zero and standard 
deviation 0h2' Now the R.M.S. value of the mean stribu-
tion of samples will be 0h2 :::: 0hl/\fL. The sum of L samples 
will mean an increase in mean square power of L sand 
the R.M.S. value will be L x 
°h2 :::: °hl· So the sum of L 
samples will an R.M.S. value equal to that of 
impulse re However, this sun~ation then scaled 
by lip or - 60 dB. As this represents the error for one 
coefficient only, this error power will increase by 256 
time's or 24 dB for the full 256 coefficients. This I 
therefore, means that the error is 36 dB below R.M.S. 
value of th8 impulse response and, therefore, sents a 
noise to si ratio of - 36 dB. This is one limitation 
on the de of accuracy to which an echo est.imate can be 
made and gives a limit to echo return loss enhancement. This 
is for chosen sequence length of 1023, being one reason 
for the choice of this length. 
3.7.2 Error 
s error term is; 
P+L 
s' {(k+j) T}n (jT) 
j=O 
now VsVs,:::: 1 for h(kT} = (lip) ~s'r(kT} 
P+L 
therefore error = ~ L s' { (k+j) T}n (jT) 
j::::O 
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During active speech the R.M.S. value 0ln of the 
instantaneous ampli tude dist-::ribution of speech is - 17 dBmO. 
The R.M.S. or 02 of the distribution of means of P + L 
.n 
samples of n(kT) is, therefore, 02n = 0ln/P+L and the sum 
of P+L s 
reduced by 
s will be P+L x 02n = 0ln' This is then 
factor liP (-60 dB) to -77 dBmO for P 1023. 
Again this error is increased by 256 for the total contrib-
ution coe cient,s which raises the error to - 53 
dBmO. error is absolute and not related to impulse 
response amplitude, but represents the worst case when 
active ch is present during transmission of the 
sequence and measurement of the response. 
3.7.3 Colouring of Transmitted Noise Sequence 
The error due to using a finite width impulse train 
has given in Section 3.3. In the limiting case when 
T = T reduction in echo return loss enhancement is 
around 4 dB at 3.3 KHz. 
3.7.4 Total Error 
The e of these errors is a noise contribution 
re ting the accuracy of cancellation. maximum echo 
return loss enhancement possible after considering 
inaccuracies of the filter coefficients alone is 36 dB. 
The error due to the colouring of the noise can 
be for T«T. 
CHAPTER FOUR 
TRUE LOGARITHMIC COMPANDING 
4.1 INTRODUCTION 
Companding literally means to compress and expand. 
It essentially limits the dynamic range of amplitudes to 
utilise a co~unication channel more efficiently, by 
enhancing the level of lower amplitudes. There are two 
types of companding. Instantaneous companding refers to 
the instantaneous compression and expansion according -to 
fixed laws and is normally associated with Pulse Code 
Modulated (PCM) systems. Syllabic companding refers to 
the application of a fast automatic gain adjustment to 
raise the mean level of lower speech amplitudes relative 
to system noise. 
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Instantaneous companding is an integral part of any 
modern PCM system. It enables more accurate representation 
of lower amplitudes without the requirement for more discrete 
levels or bits. The characteristics of speech waveforms are 
particularly sui ted to this operation because of the probab-
ility distribution of instantaneous amplitudes. The effect 
of this is to lower the quantising error for lower amplit-
udes, therefore, tending towards a const~nt signal to noise 
ratio in contrast to the constant noise in a linearly 
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quantis system. The idle noise remains unchanged. The 
two common companding laws; the ~-law and the A - law codes 
are an approximation to a logarithmic curve. A true loga-
thmic law would give a constant signal to noise ratio. 
The re tis, +/- 128 levels are sufficient to represent 
the waveform. 
The use of any form of companding in echo canceller 
ign is relatively new but the true logarithmic format 
in this canceller has never been reported. Pseudo 
logarithmic. companding using the A - law code was used by 
Horna(54) but unnecessary errors are introduced when in 
subsequent processing the samples are used as if they were 
logarithmically encoded. 
A digital compandor is explained here which provides 
true logarithmic companding through use of a PROM look-up 
tab This in itself has advantages over analogue 
isations because of the stability factor. Digital 
companding has, however, been used previously but not in 
s form. The main advantage in the application of this 
to the echo canceller is in the simpli cation of finding 
product of binary coded numbers. 
4.2 SPEECH CHARACTERISTICS 
The inherent characteristics of the speech waveform 
mean that quantising samples into equally spaced levels 
results in many of the higher levels rarely being encount-
ered whereas the lower levels are much more likely to occur. 
The R.M.S. value of t.he speech waveform on a telephone 
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circuit during active speech is typically - 17 dBmO as found 
by Dahlgaard(33), or - 20 dB relative to the maximum value 
to be accommodated. A mathematical model of the instant-
aneous amplitude distribution of the speech waveform was 
(75) proposed by Richards . It was found that a gamma 
distribution given by; 
( ) k (1) L-l -kx P x = (x. e 
2r(L) 
where k - {L(L+l)}0.5 
x = v/v 
o 
v is the rms value 
o 
00 
anq f P (x) dx = 0.5 
o 
gave a good mathematical model of the distribution. The 
parameter L is varied to approximate distributions for 
different microphones. For a modern high quality telephone 
microphone a value of L between 0.2 and 0.5 gives a good 
approximation. When L = 1 the model reduces to the 
exponential distribution which is often used as a model. 
A comparison of the gamma distribution as a model with 
(34) 
measurements made by Davenport is shown in a plot of 
his results in Fig. 4.1. 
When the instantaneous amplitude probability 
distribution is plotted against the logarithmic amplitude 
of the speech samples the advantage of logarithmic encoding 
becomes clear. This is shown in Fig. 4.2 and shows a much 
more even spread of probabilities over the amplitude range. 
Compare this with the plot against the linear scale where 
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the vast majority of samples are bunched at the lower end 
and the logarithmic scale is clearly a better scale to have 
equally spaced levels for quantisation. Of course, the 
ideal distribution would be one where all levels had 
equal probability and although this is practical with a 
digital conversion it does not have the other advantage of 
arithmetical simplification. So far this has been a 
heuristic approach to the advantages of using something 
other than linear quantising but a more rigorous comparison 
will follow later. 
1.0 
0.8 
0.2 
1 st Probability Distribution 
of speech amplitude 
(normalised) 
Ganuna Model 
Measured results 
(Davenport) 
o 
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r 
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0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 0.1 0.2 
Amplitude X 
Fig. 4.1 A comparison of actual instantaneous distribution 
for a speech waveform with a mathematical model 
using the gamma distribution. 
Although the distribution in Fig. 4.2 is plotted 
against a true logarithmic. base this is a non-standard format 
81 
compared to other companding curves already used in 
communications. Two standard companding curves or laws are 
used in existing cOlnmunications systems. These are the 
A - law and the ~ - law codes. They are sometimes realised 
in a piecewise linear form to facilitate the separate treat~ 
ment of different octaves along the linear amplitude scale 
for digital conversion. A comparison between the common 
companding curves and the true logarithmic curve proposed 
here is shown in Fig. 4.3. 
1.0 
o. 
o 
.01 
1 st Probabili~ Distribution 
of speech amplitude 
( normalised) 
:1.0 
Amplitude (X/Xrms) 
10.0 
Fig. 4.2 Plot of instantaneous amplitude distribution 
against logarithmic amplitude scale. 
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Fig. 4.3 Comparison of Various Compression Curves 
4.3 IMPULSE RESPONSE CHARACTERISTICS 
The instantaneous amplitude distribution character-
istics for the impulse response are less well known. 
However, results published by the CCITT(12) of tests on the 
French network revealed a pattern of energy distribution 
which is used here to approximately determine the instant-
aneous amplitude distribution for the impulse response. The 
table of energy distributions published by the CCITT(12) is 
reproduced in Fig. 4.4. 
From these results the impulse response can be 
modelled as a series of sinusoids of appropriate amplitude 
for each millisecond period of the impulse response. As the 
instantaneous amplitude distribution of a sinusoid is well 
known it was not difficult to establish the distribution for 
the composite model as shown in Fig. 4.5. 
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Period 
Eql % E % Eq) % 
in roS. roe 
1 79.4 75.3 57.5 
2 85.1' 81.3 75.8 
4 91.2 90,2 93.3 
6' 97.7 96.6 96.3 
8 100 100 100 
Eql - Associated w:lth E.T.A.'3 below first quartile 
E .. .." .. the roedian 
roe • 
Eq) _ ", .. 11 .. third quartile 
Fig. 4.4 Impulse Response Energy Distribution Table. 
Reproduced from Ref. (12) 
Impulse Response Model 
time 
Fig. 4.5 The Model of the Impulse Response 
A comparison of the distributions for speech and the 
impulse response is shown in Fig. 4.6. 
1 
.. 8 
.2 
1 st Probability Distribution 
of Instantaneous Amplitude 
( normalised) 
response 
Ampl~tude X 
Fig. 4.6 Comparison of the instantaneous amplitude 
distributions for the speech and impulse 
response waveforms. 
From this model it is clear that for the mean level 
of echo the impulse response has a similar instantaneous 
amplitude distribution as that speech and, therefore, is 
also suited to a companded format. 
4.4 CHOICE OF LOGARITHMIC BASE 
According to Halliwell (47) a 12 bit linear and 8 bit 
companded format provide low enough idle noise and noise 
to signal ratio. This is based on the necessity to keep the 
idle noise governed by the linear quantising to a minimum, 
and to provide the dynamic range which is governed by the 
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compression curve. The signal to noise ratio during active 
ch will be shown to be directly related to the nunmer 
of levels on the compression curve. 
As already stated standard compression curves are 
not logarithmic to overcome the problem of having to find 
the logarithm of zero. This is one consideration which 
governs the choice of logarithm base here. 
An 11 bit linear magnitude must be converted to only 
a 7 bit logarithmic magnitude. To overcome the problem of 
nding logarithm of zero magnitude the AID convertor 
is et so as there is no zero level. Instead of the 
1 ar values then ranging from ~ to 2047+~, these values 
are considered to range from 1 to 4095 in steps of 2. This 
overcomes the problem of finding the logarithm of values 
less than unity and means that the logarithm of the smal t 
1 ar value 'I' will be zero whatever base is used. This 
of t and scaling arrangement is shown in Fig. 4.7. 
Linear ft,lD Converter Output Log Output 
11.11 11,11 1111 + 2047 .. 5 + 4095 + 127 11,11 1111 
• 
I 
I I ~caltt> <loi> I , I 
I I I I 1000 0000 0001 + 1.5 + 3 , I 
1000 0000 0000 :!: 2·2 - 0 + 1 + 0 10000000 0111-1111 1111- -
- .0.5 - 1 - 0 0000 0000 
011111.111110 - 1.5 - 3 ( I 
, I , 
I I 
J I 
I I , , • 0000 0000 0000 - 2047 .. 5 - 4095 - 127 0111 1111 
Fig. 4.7 Offsetting, scaling and logarithmic conversion of 
linear, digital values. 
86 
For the full 7 bit logarithmic magnitude to be 
util 
logm(4095) = 127 
and log (1) =0 
m 
127 
now m = 4095 
fore m = (4095)1/127 = 1.06768 
Of course, log (x) .is related to log (x) by the 
m e 
factor l/log (m), i.e. 
e 
127 
log (x) = log (x)/log (m) 
m e e 
base too low 
--------
-------
-----
-----
.--""--"'--
------~~--------------", ...... 
"," 
,,'" correct base 
I
,,"" 
, ~~~-~-~~-~-~-~-~-~--~-~, 
I ~~~~~~~ ... ~~~- base too high I 
I ,..,..,...,..,.,. 
J __ rAt"'" po I 
I . "" .. " 
I~ I 
1023 2047 3070 
Linear amplitude (X) 
I 
I 
I 
I 
4·095 
Fig. 4.8 Logarithmic compression curve showing the effect 
of varying the logarithm base. 
The logarithm curve used for companding shown in 
Fig. 4.8 and the effect of changing the base is also illus-
trated. If m is increased not all logarithmic levels are 
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used and conversely if decreased not all linear 1 
within the of the logarithmic scale. 
4.5 SATION NOISE 
In any tern where analogue samples are quan sed 
the errors assigning a discrete level to gives 
rise to quantisation noise. This noise is proportional to 
the distance tween the discrete levels and consequently 
inversely proportional to the number of levels. The number 
of bits used to represent the sample digitally 
the amplitude of this noise. 
In linearly quanti sed system all levels are equally 
spaced and, therefore, the error or noise by the 
quantising of any sample is constant irrespective of amplit-
ude. The mean error in quantising samples is ~ of a level. 
If N is number of bits in the digital sentation, 
N N-l then 2 is total number of levels or +/- 2 levels. 
If the mean error is ~ level then the error noise is 
20 10g(1/(4x2N- l » below the maximum ue to be represented. 
This noise \"ill be constant irrespective of whether speech 
is sent. For this reason the noise must be kept to a 
minimum which is usually accepted as -69 dBm(). This requires 
linear quantisation to 12 bits or +/- 2048 leve 
If on the other hand the ampli scale is quantised 
in such a way that the more frequently encountered levels 
are grouped closer together to reduce errors at these levels 
this no error will not be constant. t'llien speech samples 
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are coded with a II - law or A - law companding scale only 
8 bits or 256 levels are required. This is now an accepted 
standard for Pulse Code Modulated communications systems. 
As already established the quantising error is 
directly proportional to the difference between adjacent 
levels or inversely proportional to the slope of the 
encoding curve. As the slope of the true logarithmic curve 
is inversely proportional to the amplitude then the error 
is directly to the amplitude of the signal. This, 
therefore, gives a constant signal to noise ratio whereas 
the linear encoding is limited by the idle noise. The 
principle behind logarithmic quantising and the associated 
quantisation is illustrated in Fig. 4.9. 
~27rl=========~~~r-__ -=~-~~---~ ~ Logm(X) 
-I.) 
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o 
~ f= 
~b 
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.s .;-1 
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-1'1 
~ 
~ 
-.-
OA-~---------~~I~--------~~I~------____ '-"~I ____________ -+I __ 
1 1023 2047 3070 4095 
Linear lImpli tude (X) 
(quantisation error prorortional 
to amplitude ) . 
Fig. 4.9 Error Due to Compression Curve 
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In normal communications applications it is not 
important that the encoding curve is not truly logarithmic 
and in fact it is more convenient to use one of the pseudo 
logarithmic curves mentioned. However, for the purpose of 
this echo canceller it is important as the logarithm is 
used to simplify the generation of products in the convol-
ution process. To use a pseudo logarithmic curve as 
Horna(54) proposed, presumably for the sake of standard-
isation, is to realise the benefits but to only go halfway 
in using them. From his error analysis it appears that the 
approximation meant a loss of 4 dB in echo return loss 
enhancement compared to what is expected in this system. 
The simplification that logarithmic coding enables in 
the convolution equation is shown. 
The linear equation; 
255 
e'(kT) = Lh(iT)S{(k-i)T} 
i=O 
255 
reduces to e'(kT) = LantilOg{l~g(h(iT)} + 10g{s((k-i)T))} 
i=O 
4.6 PRACTICAL LOGARITHMIC ENCODING 
The coding to a true logarithmic format is simply 
achieved as a digital conversion. This is done with a Read 
Only Memory programmed as a logarithmic look-up table. The 
linearly digitised magnitude of the sample is used to address 
the look-up table with the output programmed to provide the 
logarithm of this magnitude. As the magnitude only needs to 
be converted with the sign bit being carried separately, 11 
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bi t linear and 7 bi t logari thmic formats are used. This 
requires a 2048 x 7 bit Programmable Read Only Memory which 
becomes very economical when shared over many channels. The 
antilog PROM need only be 256 x 11 but must be channel 
dedicated due to its more constant use. The logarithm of 
each speech sample is obtained when it is first converted 
to a digital word and both speech samples and fil 
coefficients are stored in this format. Filter coe cients 
although calculated as linear values are also converted using 
the same look-up table. Further details of circuitry are 
discussed il1 Chapter 7 and Appendix V. A diagram illustrat-
ing the manner in which the convolution equation is realised 
using the logarithmic form is shown in Fig. 4.10. 
Log 
Speech 
ADD 
Antilog 
Accumulator 
Echo 
Estimate 
255 
Log 
Coeff's 
Sign 
Bits 
subtract 
e i (k'.r) = L An~ilog(log(h(iT)) + log (s(k-i)T)) 
1=0 
Fig. 4.10 Realisation of Discrete Convolution Using 
logarithmic Format 
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4.7 LOGARITHMIC QUANTISATION ERROR 
The mean amplitude of the noise due to quantising on 
the compressed logari thmic scale is as alvvays ~ of the dis-
tance between levels. The slope of the logarithmic scale 
relative to the linear scale gives the absolute error. An 
illustration of this and a comparison with common compression 
curves is shown in Fig. 4.11. 
= dd (log x/log m) 
x e e 
d 
= (l/log m) x --d (log x) 
e x e 
= l/(xlog m) 
e 
= 15.269/x for m = 1. 0677 
The mean error is proportional to the reciprocal of 
the linear scale. 
mean error = x/(4 x 15.269) 
The error noise is directly proportional to the 
amplitude x and 20 log(1/61) dB below it. This gives the 
noise due to logarithmic quantisation as - 36 dB relative to 
the signal sample, or filter coefficient amplitude. 
As this noise error is introduced both to the signal 
sample and filter coefficient, noises will add giving a 
resultant of - 33 dB thus setting the upper limit on the 
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cancellation possible. However, it must be remembered that 
th is relative to the amplitude of the echo, and sets the 
maximum possible mean echo return loss enhancement. This 
does not give the level of idle noise when speech is absent. 
The idle no e is set by the linear quantisation already 
discussed. 
p - Law 
40 
......... 
~ True Log 
"'-'" 
(l) 30 III 
·n 
8 
~ 
0 
·n ~ 20 
(I} 
.r! § 
&' 
""" ~.10 
,00 
.r! 
11.) 
0 
.. 001 .01 .1 1 
.Amplitude (X/x ) 
max 
Fig. 4.11 Quantisation Error for Various +/- 128 Level 
Compression Curves 
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CHAPTER FIVE 
TIME VARIANCE OF ECHO PATH 
5.1 INTRODUCTION 
though time variance of echo path characteristics 
is not a significant problem on New Zealand circuits, 
major 
tion has been given to this problem as it is a 
tor governing design of echo cancellers elsewhere. 
The most serious time variant is a continuous and cyclic 
variation in the phase of the impulse response around ~1e 
echo path. This is encountered on frequency division 
multip d transmission systems not employing synchronis 
modulation and demodulation processes. It is proposed 
that this predictable time variance be tracked separately 
to random variations instead of allowing the Iter 
coe cients to clun~ily follow this regular a-tion. 
Un now this cyclic variation has been as though 
it was a random variation, using none of tabili ty 
it possesses. There are, however, unpredictable variations 
with time which must either be adapted to, or recognised 
to enable the filter coefficients to be re-established. 
After developing the idea of a tracking 
system for tracking cyclic phase variation, and the public-
ation of an article by this author(87) on gn of a 
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practical Hilbert Transformer suitable for application to 
this system, Gitl & Thompson(42) published a comprehensive 
paper proposing just such a system. This paper confirmed 
the optimism in such a technique providing a more satis-
factory solution to this difficult problem. 
5.2 CAUSES TIME VARIANCE 
--------~------
Time variance of the echo path charac stics 
require an e tive change of coe ents in the trans-
versal filter to enable it to accurately model the echo path. 
The rate at which these variations occur has determined the 
ability of adaptive·cancellers to operate s sfactorily. 
Intermittent variations which occur infrequently are less 
difficult for adaptive cancellers to adjust to but those 
which are due to a cyclic phase variation termed 'phase -
roll' can prove impossible to follow. 
5.2.1 Intermittent Time Variance 
This of time variance is unpredic·table and can 
be caused by many different changes in transmission path. 
The switching of transmission paths or change of a ter-
mination at subscribers end are possible reasons. 
The changed termination on the hybrid transformer can be 
caused by the switching of extensions at the subscribers 
premises. 
This of variation can easily be accommodated by 
the adaptive canceller with the coe converging to 
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the correct value in less than 1 second after active speech 
commences. This solution is quite satisfactory except that 
the filter cannot adapt to changes unless speech from the 
distant subscriber is present and there is no double talking. 
In a non-adaptive canceller as is proposed here, a complete 
recalibration is required. In the case of the earlier 
canceller this involved the transmission of an impulse and 
the measurement of the response. The later canceller 
requires the transmission of a noise sequence and a correla-
tion process to calculate the coefficients. The correlation 
process can be completed in 400 mS and is not adversely 
affected by the presence of speech. However, this would not 
be satisfactory if these random changes were more regular 
than about 2 per minute. It is estimated that the changes 
would occur at an average of less than 1 per minute. 
5.2.2 Cyclic Time Variance 
Al though only a very small portion of national trans-· 
mission circuits in New Zealand - less than 1% - are subject 
to this type of time variance, this is a major problem on 
other national telephone networks. This is particularly so 
in Australia for instance where only 88% of subscribers in 
Victoria had no chance of encountered phase roll on inter-
national calls. The rate of phase roll is typ'ically less 
than 2 Hz but can be as great as 5 Hz. The diagram 1n 
Fig. 5.1 shows the echo path on which the frequency shift 
or phase, roll is generated. 
I 
.-----""""'""'f 
r---~---iAodulator~----~------~-Jodulator 
1.Transmission 
I Circuit 
H-------=----t-l,1odula tor 
H 
Fig. 5.1 The Echo Path Incorporating Non-synchronised 
Frequency Division Multiplexing 
96 
The frequency shift around the circuit is generated 
in modulation and demodulation stages of frequency 
division multiplexing. The practice of shifting audio 
frequency channels to higher frequencies is achieved by 
heterodyning them with submultiples of a master oscillator. 
I the channel is shifted back to its original place in the 
spectrum using exactly the same frequency as in the modula-
tion process then no frequency shift occurs. Unfortunately, 
the modulation and demodulation processes are at different 
ends of a transmission circuit and, therefore, sometimes use 
oscillators which are not synchronised. This results in a 
frequency shi around the echo path which manifests itself 
in a cyclic variation in the phase of th~ impulse response. 
\ , 
\ , 
\ 
\ , 
\ ; 0 \,1 180 phase shift 
Fig. 5.2 The Effect on the Impulse Response of Cyclic 
Time Variance 
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Wi"th a phase roll of 2 Hz the impulse response will 
o go through 180 every ~ second, and will repeat itself every 
0.5 seconds. For this reason it is difficult for the conven-
tional adaptive canceller to adapt its coefficients fast 
enough to follow this rate of change. The adaptation not only 
must be capable of following at this rate but must remain 
close enough to provide satisfactory "cancellat.ion. A much 
more satisfactory solution seemed to be to maintain the 
basic set of coefficients which essentially give the impulse 
response of the channel at a time say t = 0 and provide a 
means of varying the phase separately. As this form of 
time variance provides such a predictable variation in the 
filter coefficients with them repeating regularly, it was a 
clumsy adaptation process ~hich required the variation of 64. 
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Iter coefficients where there was essential only one 
variable, that of phase. A diagram ~n g. 5.2 shows the 
si.mple relationship between impulse response 
around the circuit has changed by 1800 for 
uenc s. A constant shift in frequency across 
phase 
1 freq-
whole 
spectrum of interest represents a constant phase shi per 
t time for all frequencies. The time domain sent-
of a 1800 phase shift on a waveform such as the 
impulse response is obvious. The relationship for phase 
shi between these limits, however, is not so simple. 
5.3 COMPENSATING FOR PHASE ROLL 
To compensate for phase roll separately the 
ment is to apply the frequency shift to the echo estimate 
'ivhich occurs around the real echo path. When the frequency 
shi considered as a rate of change of phase th can 
be translated into varying the impulse response to give a 
constant change of phase per unit time. 
5.3.1 Phase Roll 
e roll can be achieved by generating an estimate 
of the echo according to the established filter coefficients 
along with a quadrature or 90 0 phase shifted version of this 
es It is well understood that any phase shift can be 
generated if two quadrature components of a signal are avail-
ab Combining the two components in the correct propor-
tions 
component 
the required phase shift. with the real 
by the cosine of the phase shift required 
and the quadrature component by the sine, these scaled 
components are summed to get the required result. This 
process as it is applied to the echo canceller is illus-
trated in Fig. 5.3. 
e 
,neramr 
,Phase 
Shift 
speech 
eo 0 
e' (leT) 
estimate e I (kT) 
real 
1\ 
e(kT) 
component 
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Multiply 
quadrature component 
,......---''-----, e' (leT) 
Multiply 
tAM 
Phase Shifted estimate 
cancelled echo echo 
Fig. 5.3 The Generation of Cyclic Phase Shi Using a 
Quadrature Component 
Apart from the intermittent time variances the 
initially established coefficients can now be used to 
generate any frequency shift with the rate of phase roll 
being determined by rate at which the phase angle 8 
changes. The generation of the quadrature component is 
relatively straight forward with a hardware realisation 
of the Hilbert Transform provided that some delay in the 
real component can be accommodated. The application of 
the Hilbert Transform to this problem is discussed in 
Chapter 6. 
5.3.2 Tracking Phase Roll 
One complication is the necessity to generate an 
error signal in order t.o 'steer I the change of phase in 
the required direction. Consider the true echo as a 
rotating vector (t) being the real component. The 
vect'Or e I (t) is the estimate of the vector e (t) and 
r r 
until time t = 0 has been rotating in phase with it. If 
a relative phase shift e occurs between them, say e ,(t) 
r 
ads er(t), the component e
c' 
(t) of I (t) gives some 
gree of cancellation. These relationships are illus-
trated in Fig. 5.4. 
e I (t 
C 
ea'(t) 
/i--- ---- ___ ~w 
I .",.. 
.....eit t ) 
e (t) 
r 
e (t) 
r 
90° Phase 
Shif't 
e (t) q 
Fig. 5.4 Vectorial Components of the True Echo and its 
Estimate Under Phase Roll Conditions 
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The difference vector ef(t) comprises two components, 
one of which is in quadrature with er(t), i.e. ed' (t). If 
the quadrature component e (t) of e (t) is generated as in q r 
Fig. 5.4 this will have some correlation with ed' (t). If 
any correlation does exist then e ,(t) and e (t) are no 
r r 
longer in phase. This is irrespective of the magnitude of 
the two vectors, however, the magnitude of the correlation 
will depend on the amplitudes. Correlating e (t) and e ,( t) q r 
will, therefore, give an error signal. The sign of the 
correlation will indicate the direction in which the phase 
needs to change. The component of ef(t) that is in phase 
with e (t) will have no correlation with the quadrature 
r . 
vector e (t). A schematic diagram of this error generation q 
process is shown in Fig. 5.5. 
e '( t) 
r 
Fig. 5.5 The Generation of an Error Signal 
t) 
The output of the circuit in Fig. 5.5 gives an error 
signal which can be used to determine the direction in which 
the phase is to be shifted. Phase roll -is considered in tllis 
context to be a rate of change of phase and although the 
10~ 
phase varies rapidly, its first derivative frequency does 
not. The error signal, therefore, can be integrated as 
it is slowly varying, thus reducing the susceptibility to 
false correlations with noise or near subscriber speech. 
This does limit its ability to initially converge, however, 
and it is considered preferable, therefore, to have some 
initial estimate of the rate of change of phase. A means 
of making an initial estimate from the response to the 
noise sequence will be discussed in the next section. 
There is the normal conflict of any control system in this 
error signal generation of trying to converge quickly yet 
minimising the effect of noise. 
In generating the error signal, the amplitude of 
component e d I (-t) is proportional to the sine of the phase 
error as will be the amplitude of the resultant correlation. 
This will vary, however, with amplitude of the speech and to 
get a true indication of the absolute magnitude of the phase 
error it may be necessary to scale this error signal by the 
amplitude of e
r
, (t). As the amplitude of ed' (t) is propor-
tional to the sine of the angle it increases rapidly as it 
increases from zero. It reaches 14% of maximum for an 80 
phase shift, which represents a phase error resulting in an 
echo at - 17 dB relative to the amplitude of the echo prior 
• 
to cancellation. This provides a statistically large com-
ponent which when correlated (multiplied and integrated) 
with e (t) would give a reliable error signal. q 
During double talk er(t), eq(t) and ef(t) will also 
contain speech from the near end subscriber. However, 
components of this speech in ef(t) and eq(t) are truly 
orthogonal and will have no correlation contributing to 
phase shifting. The structure of a canceller 
incorporating such a phase tracking system shown in 
Fig. 5.6. 
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The generation of the sine and cosine functions would 
be done digitally with Read Only Memory look-up tables and 
the 90 0 phase shift network would be achieved ,,,i th an 
analogue tapped delay line used as a Hilbert Trans r. 
All other circuitry is conventional and needs no discussion 
except to say that the sine and cosine multipl rs are 
multiplying D/A convertors. 
----,----------'--Ir------'-i-- - I 
up/down Phase 
Counter 
asS X 
Clock 
ate 
c celled echo 
Sign Modulus X 
error I 
--
+ 
x 
estimate 
I 
I 
I 
I 
® 
~----------~~----~ 
Fig. 5.6 A Comp te Phase Tracking Structure 
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5.3.3 Estimating Phase Roll 
As phase roll is constant due to the stability of 
oscillators in a frequency division multiplexed system an 
estimate of the frequency shift or rate of change of phase 
around the echo path would be valuable information 
for a phase tracking system. 
If identical PRN sequences are transmitted in 
succession response to each will be identical if no 
phase roll is present. If the response is converted to a 
vectorial sentation in polar form phase shift 
between successive sequences can be measured and averaged. 
To be compatible with the single sequence testing prqposed, 
the 1023 length sequence would be replaced by two 511 length 
sequences as illustrated in Fig. 5.7. 
Envelope of dual 511 length sequences 
r 
~mpuJ.se Response 
I 
IEnvelope of response 
Comparable portions . 
. of response 
Fig. 5.7 Dual Sequences for.Measuring Phase Roll 
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As the active period of the impulse response is 
known to occur within a 256 sample period the response to 
the sequence will have reached a steady state after this 
period, and will remain in a steady state until the end of 
the transmitted sequence. As the total response is 1022 + 
256 samples long the samples of the response from 257 to 
1022 are in e1is steady state. As the two consecutive 
sequences are the same, the sampled response between 256 
to 511 and 767 to 1022 will be the same in the absence of 
any time variance. If, however, phase roll is present the 
magnitude of the vector will remain the same but the phase 
will change. By generating the quadrature component of the 
response samples the phase variation between these two sets 
of samples can be calculated. Averaged over the 256 sets of 
pairs this would give an accurate measurement of the phase 
roll. As phase roll is known to be less than 5 Hz e1ere is 
no phase ambiguity for samples spaced by 511 samples or 
64 mS. A diagram showing the possible structure of such a 
phase roll measurement system is found in Fig. 5.8. 
This phase shift would destroy the validity of 
calculating the filter coefficients by a direct correlation 
of the response with the transmitted sequence. Once the 
phase roll is calculated, however, the response can be 
corrected to give the response for zero phase roll, and the 
appropriate filter coefficients can be calculated. 
511 Length 
Delay line 
A-B 
A 
PRl'f 
Generator 
Q Tan R 
Thase Shift 
R 
Fig. 5.8 Practical Heasurement of Phase Roll 
Echo 
Path 
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CHAPTER SIX 
THE HILBERT TRANSFORM 
AND ITS APPLICATION TO PHASE ROLL 
6.1 INTRODUCTION 
The Transform is a mathematical relationship 
between the and quadrature components of real signals. 
By realis the Hilbert Transform in the domain as a 
transversal f ter the quadrature component a signal with 
a wide bandwidth can be generated. This method of generating 
a 90 0 has wider application and a technique 
using modern technology to solve a problem which has always 
been dif t. The most C01TImOn application a quadra-
ture component is in the generation of an S.S.B. signal by 
the phasing method. 
are limitations in this method of generating a 
quadra"ture component. The necessity to limit the impulse 
response of the filter to a finite length and the finite 
sampling associated with a transvers filter provide 
some restrictions. With sui table choice of a windo1tl function 
t:.o truncate the infinite impulse response, 
of sample od this method can be very s 
careful choice 
factory. 
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6.2 THE CONTINUOUS HILBERT TRANSFORM 
definition two signals are in quadrature if they 
are reI by the Hilbert Transform pair; 
+co 
'I, 1 J S(T) s ( t) = dT IT t-T (6. 1) 
-co 
00 
-~J * ( t) s (T) dT s = t-T (6.2) 
-00 
The term quadrature relates to the effect of what is 
ac ly a convolution integral when it is transformed to 
the quency domain through the fourier transform. All 
po frequencies are phase shifted by -IT/2 and all ne 
frequencies by +IT/2, the spectrum of the e 
trans 
w 2ITf. 
function be~ng -j sgn(w) where j k (-1) 2 and 
The impulse response of a network tha-t will 
this operation is given by the response of 
rac delta function; 
* 6 (t) 
= 
1 
ITt 
-00 
<5 (t) d T 
t-T 
or the inverse fourier transform of 
00 
6 * (t) = ~ IT J -j s gn ( w ) e j w t dw 
= 
1 
ITt 
-00 
network to a 
(6. 3) 
spectrum; 
(6.4) 
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As the impulse response is not complex it can be 
realised by a circuit except for the complication of the 
impulse response extending into negative time and being 
infinitely long. The complication of negative time can be 
overcome satisfactorily by generating a component which is 
J_n quadrature with a delayed version of the real component. 
To overcome the problem of infinite length, the impulse 
response can be suitably truncated to a practical length. 
'These considerations are best understood by developing the 
Discrete Hilbert Transform as a special case. 
6.3 THE DISCRETE HILBERT TRANSFORM 
A filter or network with such a transfer function 
can be approximated by realising the convolution equation 
(6.1) using a tapped analogue delay line. The extent to 
which the finite sample period and overall length affect 
the accuracy of this approximation are studied. 
6.3.1 Sample Period Limitation 
If ·the input signal is sampled and fed into a tapped 
delay line at equally spaced discrete points in time, the 
normal limitations apply for the sampling of any function. 
If the sampling rate is f the continuous case is approached 
s 
as fs approaches infinity. The taps are weighted inversely 
proportional to their distance from the centre of the line 
both in sign and magnitude. This corresponds to the centre 
representing time t = 0 with the tap weights corresponding 
to the sampl.es of the impulse response l/(TIt). The diagram 
in Fig. 6.1 illustrates this arrangement. 
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I 
I tapped analogue 
tbo del~ line 
Fig. 6.1 Hilbert Transform Weighting of a Tapped Delay Line 
In the limiting case as the length approaches infinity 
and tap spacing zero this circuit approaches con tin-
uous convolution equation; 
00 
s * (t) = f h (T) s (t-T) dT (6. 5) 
-00 
where s(t) is the input signal 
and h(t) the impulse response l/(TIt) 
or in discrete casei 
+00 
s*(kT) = l: h(iT)s«k-i)T) (6.6) 
i=-oo 
If the sampling rate is fs then the time del between 
taps is 
input must 
l/f and the range of frequencies to which 
s 
limited to obey the sampling theorem is 0 to 
fs/2. Assuming initially an infinite length delay 1 B1e 
response of the line to a band-limited impulse is; 
1 
= 
nt Sin 
T 
S 
A diagram showing the impulse responses 
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(6. 12) 
the re and 
quadrature components for the band-limited case governed by 
the sampling rate is given in Fig. 6.2. 
Fig. 6.2 shows that if the sampled signal is fed into 
a lumped delay line then the sum of every second 
* accordance with the impulse response s (t) will 
in 
a 
quadrature component relative to the real signal set) being 
extracted centre tap of the line. The imi ted 
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response s (-t) - being the impulse response for the real 
component delayed in -time by half the length of the line. 
It also shows that the delay line needs only be tapped or 
sampled at intervals of 2 or half the nyquist rate to get 
a bandvlidth of f /2. The bandwidth of the Hilbert Transform 
s 
appears to reach out to the sampling frequency, having 
double the normally accepted bandwidth. This does not mean, 
however f that t:he signal can be sampled at half the nyquist 
rate as samples must s-till be generated at the nyquist rate. 
o(t) 
Real Impulse Response 
r 
I 
, I I 
)4 -1~, Jt. _I~. -1~. -11; 
-:-_ ~,,~.:k---'~*-,---I--'--f--! 
Quadrature Impulse Response 
8(t) '" 1 Sin 'Il't 
'ITt 't
a 
* 1 t) 8 (t) =1ft (1-C08 :r 
a 
Fig. 6.2 Band-limited Hilbert Pair 
6.3.2 Finite Length Limitation 
If the length of the line is simply trw1cated at 
+/- (T/2) the fourier transform of ~1e truncated impulse 
response comes i 
* o (w,T) 
+T/2 . t ~ J e :JW dt 
-T/2 
2 Sin (ulT/2) 
(w'r/2) 
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(6.13) 
(6.14) 
which true quadrature but the amplitude of the 
.spec components are modified significantly if the length 
This is the problem which is encountered in many 
signal ssing applications and is termed 'windowing'. 
In above example the window is the basic rectangular 
window which is of length T and of unity height. 
uous function is multiplied by the window in the time domain 
and ef t on the amplitude spectrum i.s the convolution 
of fourier transforms of both functions. 
6.3.3 Improvements with Windowing 
Windows are used in digital signal processing primar-
ily to smooth out discontinuities in the domain which 
when transformed into the frequency domain or domain, 
modi the transform of the original function. This is 
particularly apparent where the discrete transform 
(or FTT) is being used to transform non-periodic waveforms 
or The inherent assumption in discrete processing 
is that the waveform or data being is riodic. 
Any non-periodic function that is to be us must, therefore, 
be modified or trunca·ted and assumed to periodic over 
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that length. If this function is not repetitive over s 
period, the simp truncation in the form of the previously 
mentioned rectangular window will result in a discontinuity 
in the func as it is assumed to be periodic. 
If function being processed is periodic, then 
the trans will have discrete components at 
mUltiples of the fundamental frequency. The application of 
a rectangular window on such data has no affect as the 
spectrum of the window has zero's at all harmonics of 
fundamen including the fundamental. It is only 
case of non-periodic functions that other than rectangular 
windows must be applied. 
fourier transform of the window function i f 
provides the information to determine the effects on 
correct ctrum. As already mentioned the resultant 
spectrum is the convolution in the fourier domain 
trans of the two individual functions. The windowing 
of impulse response for the Hilbert Transform provides 
a good illustration of the effects of windowing. The 
functions shown in Fig. 6.3 illustrate the ef t of simply 
truncating the otherwise infinitely long impulse response. 
It is not fficult to see that the resulting spectrum is in 
fact convol u·tion of the individual spectrums. As 
length of the window approaches infinity the spectrum will 
approach the periodic rectangular waveform, with 
tral component spacing decreasing to zero. As the sample 
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spacing of the window decreases to zero period of the 
rec·tangular s trum increases to infini ty as in the 
continuous case. 
Spectrum of true Discrete Hilbert Transform 
-.1 
1r 
frequency 
"I'j .1-.. ____ ...1 
Spectrum of Rectangular Window 
~."-'r-l--+-+-f-->,.....r=,:::::>""""_ w 
frequency 
Speotrum of truncated Hilbert Transform 
+w 
\ frequency 
Fig. 6.3 Spectrum of the Hilbert Transform when Truncated 
using a Rectangular Window 
Some guidelines for the choice of a suitable window 
can be drawn from the above diagram. There are two main 
properties of the fourier transform on the window and in 
general any cho made is a trade-off between these 
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properties. The main properties are the width of the main 
lobe and the amplitude of the sidelobes. 
The ideal window of course is infinitely long and of 
equal height so no truncation of the function occurs. The 
transform of this is a dirac delta function which has 
infinitely narrow main lobe and zero side lobes. When this 
is convolved with the transform of the function concerned 
no change results. 
fourier transform. 
This is the case of the continuous 
It is, therefore, desirable to approx-
imate this result as closely as possible with a finite 
length window, by having a window with a very nar~ow main 
lobe with minimal side lobes. 
The width of the main lobe contributes directly to 
the bandwidth of the resultant spectrum. The wider the 
main lobe the less steep are the skirts of the resultant 
function in the fourier domain. The discrete Hilbert 
Transform ideally has vertical skirts and, therefore, 
illustrates this property clearly. The amplitude of the 
side lobes determines the amount of ripple on the function. 
In the case of t.he rectangular window the first few side 
lobes are large in amplitude causing the ringing effect on 
the resultant spectrum. The choice of window is, therefore, 
made with these properties in mind. The pattern on the 
sidelobes varies considerably with some decaying rapidly, 
others having many side lobes and in the case of the 
Dolph-Chebyshev Window, continuous side lobes all of equal 
amplitude. 
1,17' 
A good summary of windows and their proper s is 
given by Harris(48) which provides a basis for choosing a 
suitable window. Some of the more common windows are 
illustrated in Fig. 6.4. 
6.3.4 The Dolph-Chebyshev Window 
This window is particularly suited to discrete 
signal processing and gives the narrowest main lobe 
given level of side lobes. It equalises all of s 
lobes to a given permissible maximum to achieve a. 
nar:row main lobe. This is achieved by specifying the 
fourier transform of the window using the conventional 
Chebyshev polynomial and using- the FTT to do an 
fourier transform to obtain the window 'weights'. 
This window is of only limited use in the continuous 
case, such as shading of antennas due to impulses or d 
continuities at the boundaries. No such limitation exists, 
however, for the discrete case. 
The Chebyshev polynomial 
-1 Cos{ N SCos (S CosITk/N)} 
. -1 
Cosh ( N Cosh ( S) ) 
describes the discrete fourier domain representation where; 
-~~ k/N< +~ 
and S = Cos{(l/N) Cosh-l(lOa)} 
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where a is the relative level of the main lobe to side lobes 
in s. e.g. if a = 3 the main lobe level is 60 dB 
above the sidelobes. This parameter there , a. varia-
ble which can be chosen -to set the side lobes at a maximum 
.cmissible level, to obtain the narrowest possible main 
lobe for that amount of ripple. A diagram showing tile 
equi pple spectrum of the window is shown in Fig. 6.5. 
A diagram showing its effect on the spectrum of 
rt Transform can be seen in Fig. 6.6. 
Wen) "" 
wherefJ = 
;lndo( 
_ Log MClgni tude of' Spectrum 
~NQOl! -1 (6'Cos(1Tn/N))) 
Cosh(NC05h·'~1 (P») 
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Fig. 6.5 ripple Spectrum of Dolph-Chebyshev Window 
W (k) = (-l}kCoS{N Cos-l(SCos(ITk/N)}} 
Cosh(N Cosh-l(S» 
k< ~ 
Cos{N cos-l(x}} = Cosh{N Cosh-l(X}} for Ixl~ 1 
and cos-l(X) =IT/2 - Tan-l{x/(1-X2)~} 
and Cosh-l (X) = In{x+(x2~1)~} 
120 
k The term (-1) ensures that the output from the FFT 
in a suitable form and the removal of it only results 
in a shift. 
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Fig. 6.6 Amplitude Spectrum of Dolph-Chebyshev Windowed 
Hilbert Transform 
6.4 REAL TIME GENERP,TION OF THE HILBERT TRANSFORM PAIR 
The vvindowed discrete time domain sentation of 
the Hilbert Transform h(kT) can be used as Iter coeffic-
ients for a transversal filter to generate t,"lO quadrature 
components of a sampled signal s(kT). By convolving s{kT) 
vlith the impulse response h{kT} using an analogue tapped 
delay line two components in quadrature can be generated. 
appropriate equation being; 
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ex> 
Sq(kT) = l:h(iT)Sr{(k-i)T}' 
i=-ex> 
where s (kT) is the real component being a delayed 
r 
version of s(kT), s (kT) is the quadrature component q 
and h(kT) is discrete impulse response of the windowed 
, 
Hilbert Transform. 
The real component s (kT) appears at the centre of 
r 
the ,tapped delay line as illustrated in Fig. 6.7. The 
quadrature component is the sum of the odd numbered taps 
as numbered from the centre of the line ~ the centre 
being tap 0 - with the tap weight being inversely propor-
tional to the distance from the centre of the line multiplied 
by the window weight. 
Input 
Tapped Delay Line 
./ ' 
Real Componynt 
Fig. 6.7: Real Time generation of Hilbert Pair 
Hilbert 
Pair 
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The limitation of the delay on the real component 
can be acconrnodated in echo canceller design. The delay 
associated with a 32 tap delay line will be 8 sample periods 
or 2 mS. This can be accommodated either within the initial 
delay period of the impulse response prior to the activity, 
or by inserting extra delay with a fixed delay line in the 
echo path. The spectrum of the Hilbert Transform using a 
32 tap delay line, with the window chosen for a = 2.5 was 
shown in Fig. 6.6. This gives more than sufficient band~ 
width and amplitude accuracy to generate any phase shift 
to compensate for phase roll. The method by which any 
phase shift is generated and the subsequent application to 
generating a frequency shift or phase roll has been covered 
in Chapter 5. 
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CHAPTER SEVEN 
NON-ADAPTIVE, LOGARITHMIC, MULTIPLEXED 
ECHO CANCELLER 
7.1 INTRODUCTION 
" -
All aspects of echo canceller design have 
considered and an echo canceller has been developed wh 
ss complex than other comparable designs. With 
poss lity of providing phase tracking facil s 
independent of the basic canceller circuitry, this sign 
could have wider application. The less complex nature of 
this cancel r and the mUltiplexing of expens componen t.s 
makes it economically and technically attractive. 
The canceller has three charac s c features. It 
is non-adaptive in that it does not continual adjust to 
circuit variations but uses fixed Iter coe icients 
obtained from the response to an interrogation signal. It 
uses a true logarithmic format for storing and processing 
speech samples and filter coefficients, to reduce storage 
and more importantly to simpli the convolution process. 
Final the expensive components used analogue to 
digital, linear to logarithmic and digi to analogue 
conversion along with the circuitry calculating filter 
coefficients are mUltiplexed over many channels. This 
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reduces the amount of channel-dedicated components to a 
minimum and reduces the per channel cost significantly. 
Rather than design an individual canceller it was 
necessary or at least preferable to consider the overall 
requirements in terms of the number of circuits both at 
present and in the future. The existing number of 
. \ 
New Zealand international circuits was 50 with a predicted 
150 being required in the foreseeable future. The structure 
of the telephone network is such that all the international 
circuits out of New Zealand pass through the gateway exchange 
at Auckland. This enables the physical grouping of channel 
dedicated equipment and permits multiplexing of components 
where desired. 
It was, therefore, decided to base the design around 
an eventual target of 150 channels but to provide for grad-
ual addition of required channel-dedicated equipment as 
channels increased. Certain sections of the canceller would 
necessarily be channel-dedicated and obviously one complete 
set of this equipment would be required channel. The 
division of channels on mUltiplexed equipment would be 
determined by the usage rate per channel. 
Although initially it was envisaged that a micro-
'"processor based monitoring system would be used for many of 
the control tasks and system identification this was·later 
considered impractical. The main limitation on such an 
application is the low speed of a microprocessor relative 
t~ what can be achieved with hard-wired circuitry. 
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7.2 MULTIPLEXED CIRCUITRY 
It has been established that the canceller generates 
an estimate of the echo by realising the convolution equa-
tion; 
where 
and 
e' (kT) 
h (kT) 
s (kT) 
255 
e' (kT) = Lh(iT)S{(k-i)T} 
i=O 
is an estimate of the real 
is the model of the impulse 
channel, established by the 
echo sample 
response of 
canceller, 
is the incoming speech to the canceller 
national network. 
e (k T) , 
the 
and 
By calculating h(kT) and converting it along with 
the speech samples s(kT) to log format the convolution 
equation becomes; 
255 
e' (kT) = L antilog{ log (h (iT)} + log{ ( (k-i) T) )) 
i=O 
Apart from the processing shown by the equation A/D 
and D/A conversions and the calculation of h(kT) are required; 
s (t) -+ s (kT) analogue to digital 
e' (kT) -+ e' (t) digital ~o analogue 
The measurement and calculation of the fil'ter coefficients 
or impulse response samples will be detailed in Section 7.3. 
To determine what sections of the canceller are suited 
to mUltiplexing it is necessary to study a diagram of the 
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complete canceller, except for that associated with impulse 
response measurement. This block 
Fig. 7.1. 
Antilog 
Accum-
ulate 
D/A 
Speeoh 
echo estimate 
agram is shown in 
8 Bit 
Fig. 7.1 Overall Echo Canceller Circuitry 
'fo contemplate the advantages of multiplexing any or 
all of the above componen it is necessary to consider the 
duty cycle of each if lotted to one canceller only. From 
this the maximum number of channels it could' serve is known. 
A further consideration is the convenience, practicability 
and cost advantage of time sharing at each stage. 
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7.2.1 tal Conversion 
This ss involves the periodic sampling of a 
continuous analogue waveform s (t) - in this case at an 8 I<Hz 
rate. This sampled amplitude is held until the analogue to 
digital conversion is completed. This process is illustrated 
in Fig. 7.2. 
Analogue 
Digital 
Output 
JLJLJLJLJL. n n-- track ~J L-I L- hold 
Track & Hold digital control 
Sampled & Held 
analogue waveform 
Fig. 7.2 Analogue to Digital Conversion and Sample and 
Hold Waveforms . 
The combined time required for these two operations 
depends on the particular components used .. Sample and hold 
amplifiers suitable for 12 bit accuracy range in cost from 
$300 to $20 depending on speed. 12 bit AID convertors with 
adequate conversion times vary in price from $300 to $100. 
As the minimum combined time of these conversions is around 
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3 uS and the operation occurs only once every 125 uS (8 KHz 
sampling rate) and the combined cost of $600 can be shared 
over as many as tlO channels. When a further 1 uS is allowed 
for time multiplexing this reduces to 30 channels giving a 
per channel cost of $20 compared vvi th $100 if slower, che 
channel d components were to be used. This means 
that five groups of AID conversion circuits are required for 
150 channels. A suitable arrangement is shown in g. 7.3. 
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--:-. ~-=--_-L 
I 
I 
I Analogue, Inputs 
1 
). 12j 
32 1 
1 Ohan. , Multi-I 
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I 
J I 
I r 
I I 
r---r.-
iBuff 
el.' 
r- !'-
~~-
Fig. 7.3 Multiplexing of Analogue to Digital Conversion 
Circuitry 
The digital linear signal sample appears on the 12 
bit 1 'BUS' at a different time for each channel with 
control circuitry synchronising the individual channel timing 
to the multiplexer. 
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7.2.2 Linear to thmic Conversion 
This circui is an obvious candidate for multi-
plexing. It consists of a Programmable Read Only Memory 
(PROM) programmed as a logarithmic look-up table. It 
conve an 11 bit 1 magnitude forming the address, 
to a 7 bit logarithmic magnitude at output. A simple 
explanatory diagram of this process is shown in Fig. 7.4. 
12 Bit 
Linear 
'BUS' 
12 Bit 
Offset 
Binary 
Offset 12 Bit 
to 
Sign & Linear 
aagnitude 
I 
Linear 
t..o 
Log 
8 Bit 
Log 
'BUS' 
.1 
7 Bit Lo,€ 
~Illi.ni tuCte 
Sign 
Fig. 7.4 Linear to Logarithmic Conversion Multiplexing 
Fusible link PROMs have typical access time of around 
50 n8 meaning that one could be shared over a maximum of 250 
channels and, therefore, could pro vi conversion for all 
channels in the multiplexed system. The PROM is a 2048 x 8 
representing 16K of memory, however, only 7 of the output 
bits are used. The cost of this on a per channel basis is 
·negligible. The output of this memo is available to the 
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input of all channels and each channel accepts its appropriate 
sample at the correct time. The input originates from "the 
output of the 5 AID convertor circuits which would be multi-
plexed onto the linear 'BUS' providing the input to this 
convertor. 
7.2. 3 Digital to A?alogue Conversion 
The mUltiplexing of DIA convertors is also economical 
and convenient. These convertors cost around $60 for 12 bit 
applications virtually irrespective of speed. It is, there-
fore, advisable to cost share this over 30 channels as in the 
case of the AID convertors. With a conversion speed of 1 uS 
it could be used for more channels but to give some degree 
of standardisation in the AID and DIA interfacing jo channels 
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Fig. 7.5 Digital to Analogue Multiplexed Conversion 
was considered appropriate. The 30 channels associated with 
each convertor are connected to the group 'BUS' forming the 
input to the convertor with the output being switched with 
an analogue de ~ multiplex switch to the analogue boards of 
these 30 channels. This DIA convertor mUltiplexing is 
illustrated in Fig. 7.5. 
7.3 CALIBRATION CIRCUITRY 
The aim of this circuitry is to calculate the 
coefficients for the digital transversal filter which models 
the filter path. This is achieved by transmitting a 1023 
length pseudo random sequence, measuring and storing the 
response of the echo path and calculating from this response 
the filter coefficients. This process can be divided into 
two distinct cycles; a transmit and measure cycle and a 
correlation cycle. As already established in Chapter 3, the 
coefficients are the result of correlating the response to 
the transmitted sequence with an extended version of the 
sequence. 
The transmit and measure cycle takes 160 mS, the 
first 128 mS being the time the sequence is being transmitted. 
The response is being measured for the full 160 mS. The 
samples of the response are taken from the 12 bit linear IBUS', 
having been measured and converted by the multiplexed AID 
convertor associated with the particular circuit under test. 
During this cycle of operation the return end of the echo path 
is connected to the analogue output on the channel interface 
board for AID conversion. 
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The correlation cycle involves 256 shifts each with 
1280 multipl tions and summations to se the discrete 
correlation 
l279-k 
h(kT) = s' (iT)r{(k+i)T} for O~ k~ 255 
i 
where r (kT) the response of the echo to the trans-
mi sequence s(kT), 
s' (kT) the extended version of the transmitted 
sequence s(kT), 
and h(kT) the discrete impulse response of the echo 
path. 
These functions in the correlation equation are 
illustrated in g. 7.6 
Fig. 7.6 Functions Involved in Correlation Process 
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As s' (kT) is a two level function (+/- 1) the prod-
ucts in the correlation are sl®mations or subtractions only, 
depending on the sign of s' (kT). The time required for 
accessing memory to obtain r((k+i)T) is 450 nS for this part-
icular static Random Access Memory, with a further 250 nS 
being required for the accumulation involving up to 10 bits 
of shift. The limit of 10 bits of shift or carry corresponds 
to the case where the impulse response is a delta function 
~nd r(kT) is identical to s(kT). A clock rate of 1.28 MHz 
is used for this correlation with each coefficient taking 
(1280 x 780)nS or 1 mS. All coefficients are, therefore, 
calculated in 256 mS following the 160 mS for the transmit 
and measure cycle. The total time required for calibration 
of one channel is, therefore, 416 mS. 
With the expected rate of calibration at only twice 
per channel per 4 mins and the statistical distribution 
applying to circuit connections one calibration circuit is 
adequate to cover all channels. A block diagram showing the 
structure of this circuit is given in Fig. 7.7. 
The output of the correlator applies the calculated 
filter coefficients back to the 12 bit linear 'BUS' during 
the time when signal samples form that channel would other-
wise be present. The coefficients are then converted to 
logarithmic format in the same manner as signal samples. 
The correlator itself is shown in more detail in Fig. 7.8. 
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The poling board addresses all cancellers to search 
for a recalibration flag which is generated when the can-
celler is not operating satisfactorily. This flag appears 
on a common 'BUS' at a specific time for each channel. The 
channels are searched sequentially and as a channel needs 
recalibration the calibrator adopts the timing appropriate 
to that channel for purposes of synchronising to the correct 
data on any common 'BUS'. 
7.4 CHANNEL ANALOGUE CIRCUITRY 
This analogue circuitry is not suitable for multi-
plexing as the majority of it is an integral part of the 4 
wire transmission circuit and, therefore, must be continuous. 
The main purpose of this circuitry is to provide a through 
path for incoming and outgoing speech while providing an 
output to the AID multiplex circuitry at a suitable level. 
It also provides for the insertion of the transmitted 
sequence when the channel is under calibration. It is, 
therefore, an interface between the balanced 4 wire trans-
mission circuit and the unbalanced analogue requirements of 
the canceller circuitry. It will be the only board required 
to remain 'in circuit' for otherwise normal circuit operation 
and, therefore, should have high reliability and minimum 
circuitry. Fig. 7.9 is a block diagram of this circuitry. 
The incoming speech at 41rV Rx In lS amplified to the 
correct level for AID conversion before passing through a 
summing circuit for the addition of noise when required. It 
is then low-pass filtered to limit the frequency range of the 
noise. Then it is restored to the correct level before 
returning to the 4W Rx Out side of the transmission circuit . 
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Fig. 7.8 Analogue Interface Circuitry 
The return path at 4W Tx In is converted to an 
unbalanced circuit and adjusted in amplitude for the response 
of the noise sequence to be applied to Ule multiplex board at 
the correct level. The through signal is then subject to 
cancellation by the subtraction of the estimate generated 
by the convol ution circuitry., The combined signal is low-
pass filtered before being restored to the correct level and 
a balanced output. The echo estimate e' (kT) is held for only 
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about 10 uS stead of the full sample period to overcome 
the sin xl x trans r function associated with a rst order 
sample and hold circuit. This has the same effec·t as the 
modifi to the transmitted noise sequence and will 
be understood by referring to Section 3.3. 
result of cancellation is multiplied by the 
echo es te to give a measure of correlation bet.vveen se 
If the estimate is correct it will have can-
none of it will appear at this point and 
zero This measure of the estimate ng 
after this cancellation is compared with the ampl of 
the es teo If this reached a pre-determined proportion 
of es te the 'flag' indicating the need ibra-
tion is set. A mathematical treatment of th 
check is shown in Appendix VI. 
7.5 CONVOLUTION CIRCUITRY 
convolution board forms the basis of digital 
transvers Iter which generates the est of echo 
by re isng the discrete convolution equation; 
00 
e'( = L h(iT)s{(k-i)T} 
i=-oo 
where h(kT) is the discrete impulse response of 
transversal filter, 
s(kT) is the incoming sample train, 
and e' (kT) is the resultant echo e 
As h(kT) is non-zero only for O( k( 255 the equation becomes; 
255 
e'(k'r) = Lh(iT)S{(k-i)T} 
i=O 
If k = 0 is the time the last sample was taken and the echo 
estimate is required for k = 1 the equation reduces to; 
255 
e' (IT) = Lh(iT)S{(l-i)T} 
i=O 
However, k = 0 1S redefined every time a new sample is taken 
and e(lT) must be recalculated every sample period. 
As already mentioned in Chapter 4 the method of 
realising this equation is simplified using logarithmic 
representation of speech samples s(kT) and filter coeffic-
ients h(kT). The final form in W'hich the equation iSi 
255 
e'(T) = LantilOg{log(h(iT)) + log(s((l-i)T))} 
i=O 
A block diagram of the convolution board or digital 
transversal filter is shown in Fig. 7.10. Note the speech 
samples and filter coefficients are stored in solid state 
Random Access Memory and the antilogarithm is found by 
addressing a Programmable Read Only Memory (PROM) with the 
logarithm sum. 
Once the filter coefficients are stored in memory 
(RAM) they remain in the same location until recalibration 
of the canceller occurs. The same 256 coefficients for 
h(iT) are, therefore, addressed in the same order for each 
new echo estimate e' (T). Speech samples on the 0 hand 
are placed in RAJ'l1 every sample period wi th the newest sample 
being placed in the location whose address is one ss than 
that for the previous sample. The address counter being 
modulo 256 means that the next lower address below 0 is 255. 
This address counter is a down counter providing the ss 
of the latest sample. This counter also forms the start 
address for an up counter which increments through 255 
addresses for each new estimate. A diagram illustrating 
this process is found in Fig. 7.11. 
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The two 7 bit long magnitudes are summed and form an 
8 bit output which along with the separate sign bit is held 
in a latch. If the sign bi ts of the two RAH output samples 
are different a negative product is indicated and this sign 
bit forms the 9 th address bit for the antilog PROM. The 
PROM is prograromed to provide the two's complement for a 
negative product instead of generating it separately. 
The linear ,products are accumulated and fed onto the 
echo estimate 'BUS' at the correct time for D/A multiplexed 
conversion. 
The basic clock rate for the convolution process is 
2.13 MHz with timing of the synchronised components being 
provided by a channel dedicated control board. The compon-
ents synchronised to this clock are the up address counter, 
the two se ts of latches with the buffer being synchronised 
-to 8 IUlz which is a sub-harmonic of 6.4 r.IHz. The 8 KHz 
channel timing is generated by a master timing circuit 
which s s the 8 KHz timing to each channel multiplex 
purposes. All timing connecting indivi 
common 'BUS' is synchronised to these s 
7.6 OPERATION 
cancellers to a 
8 KHz clocks. 
The inter-connection of all subsystems is t under-
analogue stood by lowing Fig. 7.12. The channel 
board s the necessary interfacing between trans-
mission ci t and other canceller boards. It provides 
either the speech or response waveform to the 
input on multiplex board. 
multiplex board selects one of 30 channels and 
converts it to tal representation to appear on 12 bit 
linear 'BUS'. If a channel is under calibration response 
samples on this 'BUS' otherwise speech samples 
Speech samples are rectly converted by the logarithmic 
converter but re 
ration circuit 
samples are first used by the calib-
linear form. 
The c tion circuitry adopts the timing of the 
channel under test and accepts the response samples off the 
12 bit 1 'BUS'. The resultant filter coefficients are 
returned to same 'BUS' and are converted by the logarith-
mic converter in ace of the speech samples from that 
channel. 'l'hese speech samples are prevented from appe 
at this point calculation of the coefficients. 
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The logarithmic converter takes the 12 bit linear 
values and converts them firstly to sign and magnitude and 
then to logari-thmic format. The samples then appear on the 
8 bit logarithmic 'BUS' to be used by the convolution board. 
The convolution board stores speech samples in the 
speech memory or the filter coefficients in the coefficient 
memory during calibration. The echo estimate is generated 
and appears on the echo estimate 'BUS' in 12 bit linear 
form in 2's complement code. 
The de-multiplex board provides D/A conversion at the 
appropriate time for each channel and analogue de-multiplex-
ing. This board also provides for 30 channels and provides 
the echo estimate in analogue form for the analogue board. 
This estimate is only present for 3 uS, therefore, avoiding 
the errors arising from the Sin x/x roll off associated with 
the first order sample and hold circuit. Gain is provided 
by the analogue board to increases the energy contribution 
of the sample. 
7.7 INTERIM TEST RESULTS 
Although all circuitry has been completed and rack -
mounted tests to date have been confined to single channel 
operation. Multiplex switching is by-passed and test results 
are only available for the calibration unit. The echo path 
has been modelled in bench tests using a 300 - 3000 Hz band-
pa.ss filter formed by cascading 8th order low-pass and high-
pass butterworth filters. 
impulses obtained from the correlator have been 
compared wi th both the theoretical re of the filter 
and simulation of the hardware correlation of the 
echo -th response as measured by the 
The e t of using two level and three 
also demonstrated from -the resul ts of 
circui t. 
sequences has 
tests. 
results obtained from the cal tion rcuit are 
compared wi the theoretical case in Fig. 7.13. This is 
best compared with the magnitude spectrums of impulse 
responses. The second and third plots show the di rences 
in using two level and three level pseudo noise sequences 
compared with the. theoretical case in the first plot. The 
sin xl x roll 0 characteristic of a first order sample 
and hold t and the two level sequence is 
visible in second plot. This is shown to be a character-
istic of 
the transmi 
transmitted sequence and not the echo as 
sequence is the only variation. If the two 
level sequence was used this weighting of the spectrum would 
be applied ly to the amplitude of the echo estimate. 
A further plot showing the effect of having unequal 
positive and nega amplitudes of the three level sequence 
is shown in Fig. 7.14. The theoretical justification for 
this distortion can be understood by treating this error as 
the addition of a 1023 length train of rectangular pulses 
spaced at 125 uS s governed by the 8 KHz sampling 
rate. 
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CHAPTER EIGHT 
SUMMARY 
8.1 OVERVIEW 
The aim of the project was to research the practic-
ability of producing an echo canceller that would be 
economically viable and suitable for New Zealand conditions. 
Existing cancellers. which are satisfactory under most con-
ditions are a complex and expensive alternative to the 
conven"tional echo suppressor. These cancellers have short-
comings in that they rely on the presence of speech for 
adapting and this fails under double - talk or no - talk 
conditions, where any amount of phase roll is present. 
~"1here the rate of the phase roll exceeds 0.5 Hz they are 
totally unsatisfactory. For all these reasons echo cancel-
lers are not widely accepted. By attempting to con"tinually 
adapt to any time variance of the echo path, cancellers have 
become complex and expensive. 
Fortunately, the New Zealand telephone network has 
very few instances of phase roll and this problem can be 
safely neglected. However, the problem was considered for 
academic reasons and proposals developed to demonstrate the 
feasibility of using a non-adaptive canceller as the heart 
of a phase tracking canceller. This then provides for wider 
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application of this less complex and, therefore, less 
expensive canceller design. It is envisaged that under 
phase roll conditions the basic canceller would be used 
until proved unsatisfactory, at which point a phase tracking 
circuit would be added. Such monitoring and control could 
well be achieved with a microprocessor based system. 
8.2 THE SCALED 5 BIT CANCELLER 
The original echo canceller designed at the University 
of Canterbury was constructed as an introduction to echo 
cancellation research. It was based on the principle that 
the simplest method to find the impulse response of the echo 
path was by direct measurement. The difficulty in lTLultiply-
ing digital values encouraged the use of the 5 bit word 
representation. The other characteristics of the design 
were the use of solid state Random Access Memory which 
proved very convenient, with the initial delay to the active 
period being incorporated in the memory addressing when 
reading signal samples. 
By choosing a 5 bit representation and an analogue 
scaling technique, the +1- 15 levels were efficiently 
utilised. This involved adjusting the gain around the 
digital section of the transversal filter so as ideally the 
maximum signal sample and filter coefficients were repre-
sented by the maximum output of the AID converter. This 
then reduced the quantisation error inherent in AID con-
version to be proportional to maximum value of each set of 
samples rather than the maximum possible value. This tended 
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towards a constant signal/noise ratio instead t would 
otherwise be a constant quantisation noise. However, 
range of this scaling was limited to 15 dB but 
ively represented an extra 2~ bits in the digi 
ation. 
s ef t-
sent-
Tests showed ti1at the canceller under i conditions 
provided cancellation of around 25 dB for constant 1 
signals. Tests were of a limited nature and were out 
on a toll circuit between Auckland and Christchurch. However, 
were sufficient to indicate those aspects of the cancel 
that were desirable. The convenience of the method of 
storage used provided a simple incorporation of the ini 
inactive delay period of the impulse response. This had 
previously been achieved in other cancellers by inserting a 
separate delay line. The practice of analogue gain s g 
apart from being unsatisfactory for speech added compl ty 
which was undesirable and unwarranted. By using a combin-
ation of both analogue and digital processing complexity was 
increased and the stability of the analogue gain adjustment 
circui try was a problem. By the time testing of tlle cancel-
started its shortcomings were apparent and fur 
developments and alternatives were being considered. 
other major problem of circuit noise affecting the measure--
ment of the impulse response was to be overcome by adopting 
pseudo random noise as an interrogation signal. 
8.3 THE LOGARITHMIC CANCELLER 
The changes of emphasis in this design reflected the 
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shortcomings and major areas of concern in the initial 
canceller. The analogue scaling was abondoned, and the 
problem of digital multiplication simplified by logarith-
mically coding the speech and impulse response samples. 
This true logarithmic conversion was achieved by addressing 
a Progran~able Read Only Memory with the linear sample 
value, with the memory location holding the appropriate 
logarithmic value. This look-up table could be time shared 
over the full 150 channels, therefore, being a negligible 
cost. 
The problem of system noise imposing itself on the 
filter coefficients with direct measurement was solved by 
using pseudo random noise as the interrogation signal and 
calculating the coefficients from the response. 'l'his effecJc-
ively averages many direct impulse response measurements. A 
method of modifying the normal pseudo random binary sequ.ence 
to provide a suitable interrogation signal proved very 
satisfactory. The result was to be able to measure the 
impulse response of the echo pa"th with sufficient accuracy 
even in the presence of speech. 
The problem of phase roll as it would affect this 
canceller has been rliscussed and a phase tracking circuit 
that could supplement this otherwise non-adaptive structure 
has been proposed. 
The principle of using solid state Random Access 
Memory as incorporated initially in the original canceller 
has been maintained. The original technique of using only 
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the 64 active filter coefficients was considered to be 
marginally unwarranted. The complexity in determining this 
initial period was not considered to outweigh the need to 
lengthen the convolution to the full 256 summation. The 
only possible reason to return to the 64 length convolution 
is to reduce the noise contribution by the o'ther 192 
coefficients. By putting these other coefficients to zero 
that small amount of noise produced by speech being present 
'during calibration would be reduced by 6 dB, i.e. the error 
noise power would appear only in the 64 coefficients and 
not'"256. 
Although time did not permit the testing of the 
complete canceller the results of tests on the calibration 
circuitry prove the validity of the calibration technique~ 
used. The use of 8 bit logarithmic coding giving a con-
stant signal to noise ratio, 12 bit linear coding giving a 
low idle noise and the direct calculation of the impulse 
response samples are considered to' be sound. Although the 
correlation necessary to achieve the filter coefficients is 
long it is not complex and is cost effective when used for 
the calibration of many channels. 
The overall view is of a canceller that is relatively 
simple and with the time sharing of the expensive and bulky 
components should provide an attractive alternative to the 
suppressor. l'iTi th channel dedicated components being 
primarily digital memory, adders, buffers, logic and analogue 
amplifiers, the component cost is low. 
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8.4 HINDSIGHT 
Although much has been achieved in the sign 
construc on of the first canceller and the s 
development of the later design, some problems are s 11 
in eliminating the remaining 1 being exper 
technical ems. with hindsight it is not f cult 
to see how some of these problems may have been minimi 
con dence in being able to do jus 
construction, testing as well as theoretical 
such areas as tern identification and phase 
have overly optimistic. Although the 
research d not directly conflict with the 
to 
cal 
1 
sign, 
into 
may 
of producing a working canceller it consumed ef t which 
may have more productive. This distribution of effort 
may have contributed to incomplete aspects of ei the 
theoreti work or hardward design, construction and 
testing. 
Designing and constructing hardware in a University 
atmosphere without the backing of an expe technical 
team to that particular project is a handicap. 
though capable technician assistance was utilised this 
was on a casual basis where continuity or involvement 
were not possible. This meant all de d sign was my 
sole responsibility leaving little opportunity for the 
discussion of detailed technical problems. 
The decision to proceed with a multiplex design 
ins of an individual canceller prior to proving these 
1 
particular techniques was unwise. As the multiplexing is 
based on practices this could easily have 
theore ly justi d at a later date. 
with above reservations I am satisfied with 
progress 
entirely s 
The construction of the first cancel r was 
sfactory and the development of the pr 
behind 
been 
confidence. 
ter one appear sound. The tests that have 
on the later canceller give reason for 
8.5 FUTURE 
As my association with "the Uni versi ty terminates and 
my attention, if only temporarily, turns to other 
ibili s, the New Zealand Post Office must now 
respons lity for the future of this cancel r. It is 
important that the effort and financial commitment ven 
this project be rewarded by a proper evaluation of 
ign. It is unfortunate that this has not been pos 
to 
though all circuit boards have been comple and 
rack mounted some technical faults need to be e 
prior to final bench and circui-t tests. The cal 
circuit, however, is complete and works satisfactorily and 
in If may have application in system identi in 
Post ceo 
fu"ture of the canceller beyond this s will 
d on the feasibility of having a canceller constructed 
1 
specifically for New Zealand conditions. The ges of 
standardisation must also be considered if and when cancel-
become widely used. If the canceller s sa s-
factory for New Zealand conditions the de sion 11 be made 
not only on the above criteria but on the economic tor. 
If the proposed phase tracking technique proved s s tory 
it could well be that such a design could r 
application. 
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APPENDIX I 
REPRINTS OF PAPERS PUBLISHED OR SUBMI'rTED BY THE AUTHOR 
ON SUBLTEC'I'S RELATING TO THIS THESIS 
by Joseph A. Webb and M. W. Kelly 
UniVersity 01 Canterbury, Chrislchurcli, New Zealand 
Electronicsi April 13, 1978 
The major difTieulty faced by designers when trying to 
generate a single-sideband signal by the phase-shift 
method -that is, obtaining the mod ulating signals in 
quadrature ovcr a wide band while achieving good tran-
sient response-may be overcome by implemcnting th~ 
well-known Hilbert transform with two clocked analog 
delay lines and a resistor weighting network. 
This simple circuit splits the modulating (audio) 
115 
h(nl 
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ConstAnt phno<l, flilberl transform function shown iii (a) is imple-
mented by delay-tine circuit shown in (b) in order to keep modulating 
signals in phase-modulated single-Sideband system in true quadra-
lure. Piol of imaginary component 01 circuit's generated Hilbert 
transform, h(n), mdlcates good tranSient response (e). AudiO Signals 
remain In quadrature over entire frequenc)' range shown. 
signals into·two components that are identical in content 
bul displaced by lhe required phase difference of 90'. 
Maintaining the range of quadrature over a wide band of 
audio frequcncies, which ultimately makes possible 
excellent rejection of the unwanted sideband, is a 
feat that or conventional RC networks. 
In phasing method of SSE generation, a pair of 
balanced mixers is used to multiply two quadrature-
related carrier frequencies (WCI. WC2), with two similarly 
related modulating frequencies «.J)VI, (<)Y2). In the circuit, 
Wei is multipJied by WV2, and wo is multiplied by WV1. If 
the reference audio and carrier frequencies are repre-
sented by trigonometric (cosine) generators, the output 
of the mixers are: 
COS(wct)cos(wvl) 1/2 [ cos(wc + wv)t + cos(wc - (~v )tJ 
sin(wct) sin(wvt) == 1i2[COS(wc+Wy)t-cos(wc:""wv)tJ 
where the subscripts 1 and 2 for wv and Wc are dropped 
because the sine and cosine [unctions are 90' out of 
phase. The output of each mixer is then added or 
subtracted to obtain the upper (we + 'vv) or lower 
(wc-wv) sideband, as desired. Remember, however, that 
quadrature between the audio and carrier frequencies 
must be maintained for optimum response. 
The discrete Hilbert transform of any signal, that is: 
h(n}=--- ::: l::..cos1I"n 
1I"n 1I'n 
corresponds to a 90' phase shift of all its frequency 
components, and thus by implementing this function the 
quadrature relationship for the audio channels is main-
tained. Attaining quadrature for carrier signals is 
simple, since the We signal has virtually zero bandwidth. 
The discrete Hilbert transform is defined from plu~ to 
minus infinity, although truncation is needed for phys-
jeal realization of the function. The truncated impulse 
response of this function is illustrated in (a). 
The required response may be generated with the 
delay-line cir-::uit shown in (b), A Reticon TAD-32 
Elactronicill Aorll13, 1978 
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TIIPPUJ 
DELAY lI~iE 
N SA~.~PLES 
RETiCON TAO-S, 
VOICE L90' 
WEIGHTEO SU~l 
--1: i 
\ I 
~ I 
RELATIVE AMPLITUDE NORMALIZED AT 2 kHz . t i,' 
- - - 16 SAMPLe PERIODS 
-.-.- 32 SAMPLE PERIODS 
------ 64 SAMPLE PERIODS 
l 
I t 
! ' 
I 
charge-coupled device is used for the delay line. The 
weighting resistors are selected so thal the circuit will 
generate the product of the truncated function, hin), and 
a smoothing or weighted function, Wen), where 
W(n) cos'nrr/N, Each resistor is selected so that 
R(n) =h(n)\V(n). Note that the cos2 function is defined 
from +90' to -90',l1ot fronl plus to minus infinity. 
The reference voice channel is delayed by NI2 
samples for the audio channels 10 remain in true quadra-
ture, At. a clock frequency of 8 kilohertz, the delay 
amounts to 4 milliseconds for 64 samples. 
The plot of the Jmaginary component of h(o) in (c) of 
the figure iIlustrate.s the excellent transient response of 
the circuit. As can be scen, relatively few samples are 
needed for performance. In these tests, the clock 
frequency was 8 kHZ. For telephone-quality voice 
signals, N = 32 is sufficient, and N 64 represents excel-
lent performance. Since the Hilbert transform i3 
symmetrical, that is, f(t) f(t), quadrat.ure is perfect 
over the entire frequency range shown, D 
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TELEPHONE ECHO CANCELLATION !<,()Il SATELLITE TERHINAIS 
Joscph A. Webb'" H. \{. Kelly 
Dep,u'tment of Elect.rical Engineering 
Uni versi ty of Cantorbury 
Christ.church, lIoll Zcaland 
ABSTRACT 
ECHOES OCCUR IN A TELEPHONE CIWlNEL AT TIrE HYBRID 
TRANSITION FROH 2-WI!lE TO I,-HIRE CII1CUITS. UNTIL 
RECENTLY THESE ECHOES HAVE BEEN IGNORED, BUT TIME 
m;LAY III LONG DISTANCE CALLS, AND ESPECIALLY IN 
SATELLITE CALLS, 1'J1KES OTHERWISE ACCEPTABLE U;VEIS 
OF ECHOES PARTICULARLY O.aJECTIOIlABLE. A llUMBER 0J0' 
DEVICES HAVE BEEN DESIGNED IN RECENT YEARS TO 
SUPPRESS Ori CANCEL THESE ECHOES. AT Tilli U!!IVERSITY 
OF CANTEJlBllRY, III COOl-ERA TrON WITH THE NEW ZEALAND 
POST OFFICE, WE HAVE DESIGllED A VERY SHlPLE ECHO 
CANCELLER. liE HAVE USED A 5 BIT WORD, COl1PARED TO 
8 BITS USED IN MOST DEVICES, WITHOUT SACRIFICE IN 
PERFOHMANCE. A SINGLE IMPULSE LFJlRNIlIG PROCEDURE 
IS USSD TO COVER TIrE ENTIRE BANDWIDTH, CO:-:PARED 
WITH THi<; HUCH MORE COHPLEX CORRELATIVE LEARNnK; 
PROCEDURES USED IN HOST SYSTllliS. A 110RE ADVANCED 
SYSTI<;H NOW UlmER CONSTRUCTIOli USES A Y3EUDORANDOli 
NOISE SEQUENCE FOR LEARNING, AND A LONGER IIORD 
LENGTJl, BUT IT STILL RETAINS MOST OF THE. F"EA'I\JRES 
OF SHIPLICITY CHARACTERISTIC OF THE EARLIER SYSTIlli. 
mLEPHONE CIRCUITS 
Local tolephone connections arc made on bidiroctional 
pairs of lIircs. This "oans " physical connection 
between two subscribcrs on lihiclt spcoch travols L'l 
both directions. Between main cen tres, and for 
distances greater than about 50 miles, commlmication 
i5 by mcans of two sc}>arate unidirectional circuits, 
Local bidirectional circuits between the subscriber 
and his exchange are termed 2-wire circui ts, o.nd 
unidirectional circuits between more distant 
exchanges are referred to as 4-Hire. Also, II-Hire 
circui ts are used on all long dIstance calls and 
on intcrnational calls either by cahle, radio, or 
satellite link. 
With 4-wire circuits hetween exchangcs and 2-wire 
circuits locally, SOme form of L'1terfacing i8 
required between the tHO types of circlli t. This 
i13 ncbieved at each subscriber's local exchange by 
means of a "hybrid" transformer. This transfonItsr 
has three ports, one for ea.ch half of the '+-wire 
circuit, and onc for the 2-wlro circuit. The 
transfonr.eT penni ts onorgy to P".ss from the incoming 
4-wire circuit to the 2-wire port, and the energy 
coming into the 2-wire port to russ to the outgoing 
4-lIire circuit. Ideally all energy is transferr",l 
in this manner, but like other things, hybrids 
cannot be perfectly matched. and incoming lines are 
frequently very poorly matched. As a result, ochoes 
are generated at the hybrid by the impedance 
mismatch. TYpical echoes Q.re about -8 ,ib "ith 
respect to the outgoing signal, but they can be 
as high as -4 db and still be withln specifications. 
Figure 1 sholls a block dla.gram of the local/national 
telephone network, with 2-;rire to 4-wire transitions, 
and relative signal lovels at various points. 
Figure 2 8hm,s typical hybrid aignal levels and tho 
intorconnec ting porta. 
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Figure 1, Block diaeram of the local/national 
tclephone network. 
Figure 21 Block dia.graltl showing typical hybrid 
Signal levels, and the interconnoctins 
ports. 
EFJo'ECT OF DELAY ON ECHOES 
Echoes have alllays been present on national 
telephone circuits, but it is only in cases of 
extreme delay that this presents a problem. If 
the round trip delay of an echo is less tha.n 
50 mS, then little proble" is experienced on the 
line. Abollt 30 rr,S is the muximwn round trip <lelay 
within IIew ZEaland., but considerably greater 
delays may be experienced in larger countries 
such as the United States and Aust.ralia, particularly 
Ilhen the connection is routed along non-direc t paths. 
Where a satellite link is used in a telephone 
circuit, delays in excess of 400 mS per satellite 
"hop" makes dela.y interference extremely scrious. 
Figure 3 is a block diagram of n sa telli te linked 
telephone circuit, showing about 120 mS delay to 
t.he satellite, giving a to~,l circuit rowld trip 
dclay of about I,SO mS, plus the delay in the 
national circuit. Since annoyance due to echo sa 
increases "i th delay, a.s sholm in figure 4. a 
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Figure 31 Satellite linked telephone circuit. 
.o~----t------r-----4------.t-----4------1 
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Figure 41 TranGmission rating vs delay in a 
telephone network (from CelT! 6529). 
satellite link is the worst case of all. 1 
ECHO SUPPRESSORS 
An early method of overcoming echo problema was to 
insert. a loss in the 4"H1re return path IIhen an 
outgoing speech was detected. This circuit lfas 
called an echo While some success WaS 
experienced with method in national circuits, 
its performance on satellite circuits was lesB 
than sa2isfactOry as reported by Rosenberger and Thomas. A block dia,<;ram of all echo suppressor is 
shown in figure 5. 
Operntion of an echo depends upon a fixed 
loss, IIhich is the suppressed direction 
of the 4-l/iro Circuit, lIhile the dominant directicn 
maintains control. Inserted 106s J.6 llornally 50 db. 
Switching between dominant directions sometimes 
results in speech mutilation called "chopping", nnd 
In reversion to duplex operation. In ::eversion to 
duplex opel~tion, echoes again appear. 
Echo suppressors are not vel~ satisfactory in 
satellHc circuits, due to the delay. this extra 
delay causes confUSion, and an increase in "double 
talking". A8 the echo suppressor relies on en 
10.5.2 
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Figure 5. Echo suppressor ope2~lion. 
abseneo of' double talking, its ef'fectJ.veness is 
Significantly reduced. 
ECHO CANCELLERS 
Due to the shortcomings of the echo 
satellite circuits, echo cancellers 
In this approach, the echo is 
from the circuit, rather than 
transversal fHter medels the of 
the echo path, then cancels the echo 1la.sed on 
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these characteristics. A block dJ.~~am of nn echo 
canceller is sholffi in figure 6. 
Figure 61 Echo canceller operation. 
EXPECTED ECHO LEVELS 
A comprehensive study of echo characteristics 
reported by CCIT! itl 1975 fpJ:ms a good rosis for 
determining these requirements.:3 Although the5e 
tests WBre carried out on the French telephone 
neb/ork, tho relevant il1fonuatJ.on is rairly genernlly 
o.pplicable, although the total delay in the response 
will be a function of the size of the country 
involved. These test results sholf a IT,ean echo 
transfer attenuation of 13.6 db, with a standard 
deViation of 5.1 db. 
Study of the response charac:teristics of 
the network the basis of the report on the 
French network. If an impulse funeUon is plnced 
on the 11ne, this is followed by a l1xed delay and 
finally p.n active of the response. These 
tests sholled that active peried, containing 
greater than 99.95% of thE impuhe reflected energy, 
Has confined to an 8 rnS period. From these figures, 
if a sampling rate of 8 KHz is assumed, then Il. total 
ICC • 76 
of (,I. samples is required to the active 
perlod of the response. Total delay to the 
active period will vary considcril.bly, but in New 
Zealand it is not expected this period Ilill 
exceed 32 mS. Another shows that the peak 
of the response will occur 1<i thin 0.5 mS of the 
beginning of the active This was found to 
be important in the of our echo canceller. 
TES'TS ON NI!:¥I ZEALAND CIRCUITS 
To en"· .. " that the characteristics of New Zealand 
circut were similar to those reported for the 
French network, tests werC! carried out on several 
circuits between and Auckland (about 
500 miles, 800 
A 5 microsecond rectangular pulse of high amplitude 
was usoo for these tests to simulate an impulse 
function. To overcome Post Office objections to a 
high ampli tud e to increase the amount 
of energy in the the lias bandpass 
filtered prior to line. This 
meant that a filtered be transmitted 
IIi th peak amplitude to the peal< "test 
tone" level of -8 dL",. The resultant echoes are 
sho~n in figure 7 for several different line terminat~ 
ions at Auckland. Not" that high frequency echoes 
nre delayed sOlllewhat more than the lo"er f;:equeno1es. 
Cr,rlalci;ureb It 'K1.r. 
tr"n.s.aiulQIl Circuit 
Figure 7(a.) Christchurch-Auckland test circult. 
2 m3/cm 
(c) If.rbrid. l'oplo.coo by 12 db p~.d 
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cable termination at Auk. 
ECHO TESTS IN All AUDITORIUM 
Although it is not 
of telophone ocho 
same cancellation techniques 
present in public address 
interesting possibilities. 
problem 
, the use of the 
to reduce the feedback 
ion creates a "dead zone" in the 
lllicrophone. Another possibility is to create Lha 
"perfect" auditoriu.rn at all points by means of 
echo generation ra~her than cancellation. 
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The NgiaiO Harsh Theatre at. the University of Canter-
bury Has used as a "typical" auditorium for these 
tests. A block of the test cireui. t is 
shown in figure • and the resultant impulse 
response 1n (b). 90% of the "nergy 
occurs in the first these tests 
\fere made in an unloaded auG.i toriWll, grea+.er 
damping (shorter be expected in 
a loaded auditorium, b:;>Uer results. 
Figure 8(,,) AudHorlll11! test circuH. 
ICC '78 
(b) I"'l'ulse response of audHoriUr.> (50 ms/cm) 
THE DIGITAL FILTER AS Ali ECHO CANCBLLER 
By storing a sampled version of the impulse response, 
and by salnpling the transmi t ted signal, discrete 
convolution of these functions can be used to 
generate the expected echo for cancellation purposes. 
This technique is called transversal filtering. 
Al though virtually all ect;o cancellers use transversal 
filters, there ::--5e6s?e:llifl.cant differences in the 
deh.iled d esigna ' , '. l'.n.ny of the results of the 
pen'o;]anee of theso cancellers is published by 
COHSAT , in the form of field trial resu:). ts on echo 
cancellers and echo suppressors. 'lYpical results 
shoH 21 db to 25 db of echo cancellation, lIhich is 
quite satisfactory for most purposes, Since this 
report lias lIri tten, some echo cancellers have been 
designed showing even uetter performance. 
UNIVERSITY OF CANTERBURY DESICN 
It has already been mentioned that He decided to use 
a simple impulse response learning procedure, rather 
than the more complex correlative learning procedure 
used in mO$t echo cancell er designs. 'lie had also 
decided to use only 5 bits in our design, sincD this 
simplified the calculations considerably. Additional 
d eparturcs were ",ad e from convention, the follo](ing 
being the major innov8.tions I 
1. RAI·j's were uned to store the impulse response, and 
an accessing arrangement lias designed so that 
only the "active" period of the response was used. 
2. The ilJpulse response and the signal sa'1'pl~s >lere 
scaled by " digital AGC system, BO that full use 
could be mad e of the 5 bit samples. Echo c8.ncel-
lation was therefore scaled to the pre-c~~cellation 
echo level, rather t~~n to the si~nal (voice). 
). A 256 x B PROM (2048 l1i ts) was .used as a simple 
lookup table to perform multJ.plication of the 2 
If hi t 1I0rds, whi le bYl,"Clssing the sign bit of the 
5 bit words. This procedure served to greatly 
simplify the design. 
Our echo canceller operates by switching betlleen 
"calibrate II and Itoperate ll modes. Although it is 
completely flexible in programming of these modes, 
the scenario goes something like the follo](ing I 
1. ,:hen tho line connection is established, 11 single 
impulse is transilli t tad to calibrate the channel. 
Iii th the impulse response constants properly stDred, 
the echo canceller J 8 then sd tched to "operate". 
2. The system remains in "operate" marie until such 
time as external (correlative, but extremely simple) 
measurements shm., tha t echo cancellation is no 
longer effective. 
3. On conlmand, the system sI<itches bauk to "calibrate" 
followed by reversion to "operate". Regular 
polling of all charulols is done periodically by 
10.5.4 
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means of this extornal circuitry. 
Single point corrDlation procedurea will be used on 
each channel to dctenuina the perfon,ance of the 
canceller on a continuoUB has is • When a cllnceller 
is sufficiently out of specification. it will be 
"flagged", and recali bra ted on the next poll. 
Figure 9 is a bench test curve run to determine the 
effectiveness of this canceller. <lince the l1laximU>1 
theorotical cancellation for a 5 bit system 1s )0 db, 
He weTe very pleased /lith these results. Figure 10 
ShOHS the rosults of testing this device on the 
Christchurch-Auckland telephone cireui t. Although 
those results Here not quite as good as the bench 
tests, this HEW due chiefly to the practical problems 
of interfacing IIi th the line, rather than any 
inherent system limitations. Also, lie were not 
especially nnxious to spend very much time ilOproving 
this systelO, since we were impatient to get going 
on our new improved system. 
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Figure 91 Performance of the University of 
CwIterbury echo canceller in bench 
tests. 
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Figure 10, Performance of the University of 
Canterbury echo canceller on a 
Christchurch·-Auckland telephone circui t. 
LOOKING AHEAD 
Having demonstrated to our own satisfaction the 
viability of this echo cancellation technique, we 
have nOIf abandoned this system and proceeded tOHanls 
the deaign of a Tilore adv,,'lcc-Q mex:! el. In the more 
aIlvanced mO<lel we have eliml nated the single lmpulse 
learning procedure in favour of 11 ?Seudorandom noise 
burst Hequence. This PRN burst lasts for about 
100 mS, and sounds like a subdue'! scn.tch or hiss. 
Even during active speech the PElf burst does not 
interfere Iii th speech, an,i even more importantly, 
:CC '7B 
active speech docs not int.erfere w1th our PRtl burst. 
By averaging, the PRtf burst gives excellent accuracy 
on the f1lter constllnts. t:>imple correlation aild 
polling is still used in this system to determine 
if and when recalibration is needed. 
We arc also using a greater word length ahd digital 
cO"'p"ndin" in our advanced model. This is dOlle not 
so much to reduce quantizing noise, as to simplify 
certain "ord handling procedures. 
The most important point in the more advanced :nodel 
is that we have taken a systems engineering approach, 
80 that this cancel lor can in a l~ankH of 
cancellers. supervised The 
microprocessor will do pertoL~ance 
moni toring, and lie are also analysing 
and making "phase roll" problems, 
which is so mOGt echo cancellers to 
handle. Phase roll provibions ,<111 not be malia on 
every echo canceller, however, as this requires some 
special design features. 
Phase roll occurs due to slight fr"(\'U~""V 
non-synchronised oscillators used systems 
in sorne telephone networks. Although no such problems 
exist in the New Zealand telephone network, it is a 
very significant problem and we think wo 
have a qui to unique approach to solution. 
Constl~cti~, is 'almost complete on our new canceller, 
and bench and field tests are He fore the 
end of 1978 we e)(pc,ct nIl tests be cOInplet.e, !U\d 
these will include 58-telli to tests from our only Nell 
Zealand satellite terminal at Walkworth, north of 
Auckland. We expect maximullI echo cancellation of 
about 40 db, from design projections. 
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AN 
ABSTl1ACT 
N.\'!, Kelly and J.A. \'lebb 
Department of !i.~lectrical EnGineerinG 
University of Canterbury 
Christchurch. New Zealand 
In 'cooperation Ni th the NeH Zealand Post Office v we have c1 eel 
a_telephone 
thes e are the 
canceller Nith a number of oric;inal features. Among 
(a) A orandom sequence is used to calibrate the 
and e constants for the tra.nsversal 
is used only as a check to determine if any have 
taken e in' the channel ,.;11ich requires transmission of 
a second sequence, 
(b) Logarithmic compa.nd1ng 1s used to reduce noise, reduce s 
I ~nrl to simplify ari thmcH G computations. 
A pseudorand om seq uence is transmitted along the channel 1'lhen I 
the connection is initially made. It sounds like a suOO.ued scratch, 
and although it is done Nben voice is not ordinarily on the 
it does not interfere significantly Hith voice ty even 
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if d uring active conversation, anrl voice does not materially 
effect the valIdity of the measured constants, 
AN IHPROVED ECllO CANCSLLA'l'I ON TEC;::~ ~ l~U~ 
M.H. Kelly 8nd J.A. VJebb 
Department of Electrical EnF,ineering 
University of Canterbury 
Christchurch, NeH Zealand 
JFBLE~)JIONE CIRC~IT:-3 
Local telephone connections a.re made on bidirectional pairs of Hires. 
This means a physical connection betHcen h,ro subscribers on which 
speech travels in both directions, Between main centres, and for 
distances greater than about 50 miles, communication is by means of 
tlw separat.e lmioireciJ.onal circuits, Local bidirectional circuits 
behleen -Lhe subscriber and his exchange: are termed 2-Hire circuits p 
and unidirectional circuits betHeen more distant exchanges are referred 
to as Lf.-Hire. Also, 4-vTire cireui ts are used on all long distance 
calls and. on international calls either by cable, radio, or satellite. 
With 2-Nire circuits serving the local area and 4-wire circuits 
beh,een main centres, some form of interfacing is required, This 
is achieved. at the local exchange by means of a "hybrid" transformer. 
The hybrid transformer is a directional coupler with three ports, 
one for each half of the '+-wire circuit, and one for the 2-wLre 
c:i.:t:cuit. The hybrid permHs energy to pass from the incoming 4-Hire 
clrcuH to the 2-1·Jire port, and tbe energy coming into the 2 .. wir8 
port to pass to the outgoing L~-wire circuit. Ideally all energy is 
transferred ln th1s manner, but like other thingsr hybrids cannot 
be perf(3ctly matched., and in coming lin es are freC}uen tly very poorly 
matched, As a, result, echoes are generated at the hybrid by the 
impedance mismatch. Typical echoes are about ·-8 db Hi th respect 
to the outgoing signal, but -they can be as high as -4 db and still 
be Hithin specifications. 
Figure 1 shows a block diagram of the local/national telephone network, 
with 2-wire to 4-\-I'ire transitions, and relative signal levels at 
varlous points. Figure 2 ShOHS typicalhybrlcl signal levels and the 
interconnecting ports. 
EFFECT OF TlF~LA Y ON F:CHOSS 
----~--~--.-.'>---
Echoes ha,ve abmy~, been present on local and natiorial telephone circui hi, 
but it is only in cases of exh'cme delay that this present::, a problem. 
If the round. trip delay of an echo ls only a feH milliseconds, then 
1 
little problem is experienced on the line. About 20 mS is the maximum 
round trill d clay 1'1i thin 1,lew Zealand, but consid era1)ly greater (J elays 
may be experienced in larger countries such as the United. states 
and Australia, partlcularly Hhen the connection is routed along 
non-direct 
Hhere a link is used in a telephone circuit I d in 
excess of 500 mS makes delay :interference extremely serious, 
3 is a block 
about 125 mS 
is about 500 
shows hOI .... 
the 8cho. 1 
of a satellite linked telephone circuit, 
Round trip delay for each subscriber 
for him to hear his OHI1 voice reflected. 
the transmission quality is degraded by d in 
of overcoming echo problems I'las to insert a in 
return path I-rhen any outgoing speech was detected. 'J.'his 
circuH. Has an echo suppressor. 11hile some success Ha.S 
rd.th this method on national circuits I its performance on 
circuits Has less than satisfactory as reported by Ros 
Thomas. 2 A block dj.agr;:tln of an echo suppressor is shOl'111 in 
Operation of an echo suppressor depends upon a fixed loss, Hhich is 
s'l'litched the suppressed diTection of the it-Hire circuit, while 
the dominant direction maintains control. Inserted loss is n 
50 db. 8Hi tching betlqeen dominant directions sometimes 
speech mutilation called tlchopping", and in reversion to 
operation, Hhere echoes again appear. 
JWHO 
in 
5· 
Due to the shortcomings of the echo suppressor on te circuits, 
echo Here developed. In this approach, the echo is actually 
cancelled from the circuit, rather than suppressed. A transversal 
the characteristics of the echo path, then the 
echo based on these characteristics. A block diagram of an echo 
canceller 8hOlm in f:i.gure h. 
EXPE:CTED ~~C!IO :,i';Vi<:LS 
.-~--~.---~-~ 
A comprehensive study of echo characteristics report eel by CC~~TT in 
1975 forms a good basis for determining these requirements. 3 Although 
these tests Here carr1ed out on the ?rench telephone nehlOrk I the 
relevant information is fairly generally applicable, although the 
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total clelay in ·l:.h8 response HIll be a fW1ction of the size of the 
cOlmtry. These test:3 shaH a mean echo transfer attenuation of 13.6 db, 
with a standard. deviation of 5.1 do. 
Study of the impulse response charaeteristics of the neh;ork formed 
the basis of the report on the French nehlOrk. If an impulse function 
is placed on the 11ne, this is fol101-led by a fixed. delay and finally 
an active period of the response. These tests sbmreu tlla -t the active 
period,containing greater than 99.9.5;~ of the impulse reflected 
energy r Has confined to an 8 mS period. li'rom these figures, if a 
sampling rate of 8 KHz is assumed, then a total of only 64 samples 
is required to represent the active period of the response. Total 
time c1 elay to the active period. Hill vary consid erably, but in I,8H 
Zealand it is not expected tha·t this period will exceed 20 mS. 
Another report shoHE th3.t the peak of the response Hill occur Hi thin 
0.5 mS of the onset of the active period,4 
TESTS ON HEH ZEALA 1I)D CIBCUrr:3 
To ensure that the characteristics of NeH Zealand circlLl ts Here similar 
to those reported for the French nehwrlc, tests Here carried out 
on several circuits behleen Christchw:'ch and Auckland (about 500 
miles I 800 KH), A 5 microsecond rectangular pulse Has used for these 
tests to simulate a Dirac impulse flmction. :B'igure 7 shaHS the results 
of these tests, 
ECHO Ci\!'TCELIJER DSSIGNS __ ~~ __ ~, ________ T _____ _ 
There are very significant differences in the various designs of 
5 (, 7 8 
echo cancellers. ,. I I IYJany of the results of canceller performances 
have been pubUshed by COr'lSA'f. 9 Typical results ShOH 21 db to 25 db 
of echo cal1cellation, Hhich is guite satisfactory for most purposes. 
Some of the newer designs ShOH even bet.ter l;erformance. 
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All ecbo cancnllers use transver.sal filters for achievinG: ecbo cancellation, 
and almost all use cor:r:elative learning proceclures to measure tbe 
constants for the transversal filters, Although tbis is in general 
a very satisfactory technique, correlative learning has certain 
disadvantages, as folloHs: (a) learning can only be achieved Hhen 
there is signal present on tbe line, (b) learning is sometimes SlOH, 
and (c) recent tests shaH wbat appears to be a "random Halk" of 
changing constants propagating through the transversal filter, due 
to the continuous learning process, 
Inspired by the simplicity of tbe Dirac impulse fUnction for measuring 
transversal filter constants, where the impulse response samples 
themselves are tbe filter constant.s, He decided to desig2! an ecbo 
canceller based on tbis principle. Using a 5 microsecond pulse 
folloHed by a multipole low pass filter Hitb a cutoff frequency just 
outside tbe telephone band1'lidtb, He designed a simple but effective 
echo canceller Hhicb gave 25 db to 30 db across tbe voice bandl'lidth, 
t :l . . bl' t' 10 as repor er ln a preVlOUS pu lca lon. 
Although the Dirac impulse function is ideal tbeoretically, and even 
though it can be simulated quite l-Iel1 by means of a narrow bandwidtb 
pulse, it suffers the disadvantages that (a) a sudden impulse does 
not sound very (Sood on a telepbone line, and (b) it is difficult. to 
obtain su:fficient povler in the impulse function to give reliable and 
accurate transversal filter constants, 
A trlIDcated pseudorandom binary sequence on the other hand can be 
made to overcome both of these difficulties, Hbile yielding the same 
constants Hith only moclerately increased complexity. The PRN sequence 
sow1ds l1ke a pleasant suhlued h1ss on the line, Hbile yielding 
greatly increased AVERAGE power Hhicb can be convolved into an impulse 
:fwlctlon very slmilar to tta t of tbe Dirac impulse. 
THUNCA'l'ED FEN ~m·JU'<;NCF. 
------~.--. ------" ----
To obtain the impulse resIJonse of a channel r a PRN sequence is transmitted 
along the channel such that, Hhen the response of the cbannel is 
correlated Hith a modified version of the interrogation sequence, 
t.he impulse res'l)onse recults. F' 8 h 
'lgure s OHS a continuous PRN binary 
seC)uence of length FT, tihicb correlates into an impulse functlon 
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of width 2'1', Hhere T is the clock period .. H 
The autocorrelation is a repetitive function hOl{8Ver, and approximates 
an im]Julse function only as P is increased or as the number of repeti ti ve 
sequences transmitted is increased. To avoid a continuous transmission 
of tbe sequence~ He have discovered that we can use an extended version 
of the original sequence for correlation purposes. as long as the 
extended sequence is equal to the transmitted sequence plus hJice 
the length of the transient response of the channel. 
As the impulse response is req'uired to be knmm for a digital transversal 
filter, only values at discrete time intervals of T are required, 
rather than as a continuous function g Hhere 1/T is the clock rate 
of the discrete system. Furthermore these will be calculated from 
the system response sampled at intervals of T. All correlations and 
convolutions' considered will be discrete time processes. 
Let S(KT) be a discrete representation of the interrogation signal~ 
being one cycle of a pseudo random binary sequence of length Pj i. e. 
S(KT) is non-zero only ;for o.~.;; K< P. Also let +,he discrete impulse 
response h(KT) be known to exist for 0<. K <. L. 
The rc~sl)onse of the channel to S(KT) is r(KT) and is necessarily 
confined to the time period 0 <::K<'I)+L. Let S'(KT) be an extended 
version of s(K'r) such that the cross correlation of these tHO functions 
approximates a c1 el ta ftinction over the time l)eriod of interest. 
The discrete response r(KT) is given by the discrete convolution 
of the transmitted signal S(KT) and the impulse response h(KT), 
plUG any noise present at the time (Note: If sl)eech 1s l)resent on 
the channel at the time of measurement, 1 t is considered as noise). 
t_ 
r(KT) ::= ~:3 l(K-i)TJ h(iT) + n(KT) 
to; 0 
The cross correlation of r(KT) and the function S' (KT) Hhich is required 
to give the impulse response Oh(K'r) is given by: 
It'L. 
')U;:;,r(KT) := 23' f~(K+j)T1r(jT) (2) 
j-:'O 
Summatlon over the limited range", 1'( jT) is non-zero only for 0'<' j < P+L. 
Substituting for r(KT) in (2): 
p.t1- L },J··{-L 
1Js i r (KT) ~,;;t[(K+j)~L~[(j-i)T)h(iT) +~I [(K+j)T]n(jT) (3) 
i~o i~D 5~D 
1ntroo ucing the variable A :: j-i 
Pi'L'-/~ L' f-tL 
'Pslr(KT) := L~I [(K+i+ (I )~~U\ T)h(1T) +~I [(K-t-j)'0n(jT) (Lr) 
~-=--;... £-;;.0 ~'-;'l> 
Changing the order of summations 
1- NL~4 fltL 
;J;3l
r
(KT) ~~. [((K+i)+;\)~ ~:3( (\ T)h(iT) ~I [(K-I-j)T)n(jT) (5) 
~-~z:. ~-:.- (, fo;., 0 
'X" (KT) := >7'/",J"(K+i)'l~h(iT)-I- JU" (KT) (6) 
,:) I' .l~ __ 1 01..:) 0 n 
.i-.o 
where '\,~C' I ,-,(KT) is tbe cross correlation of transmitted signal s(K'r) l 0 d 
and function SI(KT). 
h(iT) is the discrete impulse response. 
16c. (KT) is the eros,:; correlation of the function SI (leT) and any 0;r 
system noise n(KT) vrbich may be present, including speech. 
L 
-Vj,q (KT) = "1~,,_,f(K+i)T'lh(iT) +?:~" (KT) /'0r LlOJ0~ J ,.In 
i.,-:;t;) 
Substituting -m == K 
I-
}I..IC'I (-mT) == "1&c.".((-m~i)'?h(iT) +~,., (-mT) 
or L,.Jo\.:) on 
N~lo 
(8) 
As h(mT) is known to exist only for 0 £m <.:. L, then 'Y~" (-mT) is only 
,:,) r 
of lnterest over the range 0 < m <::L if ~~ I (-mT) == ~"'b(rnT) and for 
OJ r 
1[.Js '1'( -mT) = (\ h(mT); then 
L 
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1' .... " (-mT) ::: >?",_J(-m+i)y'h(iT) + r-;V~,-.(OT)h(m'I,)l -I- }v,., (-mT) (9) 
or ,,_00~ J L....,o ~ on 
J., -:;·0 
since 1~"c:(OT) Hill always occur in the range o <i<-L for any O<.m<'L. 
,.J ..., 
'1\10 other terms must equal zero; i.e. 
L 
~/6~".J (-m+:l.. )1~ h( iT) == 0, and L \) ul~ J 
i~;D 
~ (-JilT) == 0 ~)'n 
As h(iT) is JmOl'ln to exist (Le., h(i'1') f 0) for O"=l<·L, then 180 
1/." 'I ., r (···m+i )'1') must be zero' for 0 <£.. i «:c_ Land i f m, over the ranGe 0":: Tn <: L. 
'\':) bL 
Therefore, 
. ~l )/s' s t -m+i )TJ 
must be zero for (-1+0)< ("Ir:l-i) «L-O) and i f m. Alsop 
J.' .. , I «,(KT) := 0 for -1 <K <+L and K f O. However, 
;:;, ;:;, 
p 
1js ' S(KT) := 2:5 ' ((K-l-i)T}3(iT) 
.. >AI 
as 8(iT) is non zero only for O..e..i<P. For ~".,(K'r) to be zero ;:;, ;:; 
for K r 0 Hhen 8(iT) is a PRN sequence, then 
must be a shifted version of 8(iT) for K f 0, and 8' ((K+i)i1 must 
equal S ( iT) for K :=: O. 
CHARAC'[:8RISTICS OF SEQUENCES 
Suppose we take a Pseudorandom J3inary SeCiuence Generator, bandpass 
filter it to match the channel characteristics, as sholill in figure 10. 
11e can correlate the filtered sequence with the original (extended) 
sequence to obtain the impulse response of the channel, as in figure 9. 
Fourier transforming the impulse response gives us the frequency 
response of the channel and/or filter. 
The bilevel sequence shOi'1l1 in figure 9 transforms into a frequency 
response which droops at the higher frequency end. In fact, this 
droop is predictable as a sinc function Hhich reaches 0 at 8 KHzf 
our clock rate, and is dOi'm approximately 2.75 db at 3400 Hz. This 
characteristic is shOHn in figure 11 (a). 
Figure l1(b) ShOHS the result of using a tri-level sequence in a 
retmn-to-zero mode, Hhere a 5 microsecond pulse of po~,iti ve or 
negative polarity is g\merated at each clock interval. In this case 
the frequency response is essentially flat across the bandllidth. 
That is, a return to zero pulse of length ", approaches a Dirac impulse 
function as '1 aJ)proaches zero, thus preventing any frequency droop. 
The same thing can be accomplished by increasing the rate. 
but thts o increases the computation rate. 'The average power 
transmltter1 in the channel is the Game in each CRse f since the sequence 
is filtereo in banchlifl th and adjusted in average 
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Voice samples are obtained to 12 bit accuracy, but these are immediately 
converted to format to only 8 bits accuracy. using 
a logarithmic format, advantages of compand1ng of the vdce signal 
are obtained, and the correlat1on computat:i.ons are s (;;;'Ci. He 
have predic that quant1zat1on noise will be ed to greater 
than -36 db, and echo cancellation should also be to about that level. 
"operate" A 
switching betVle6n 
echo canceller serves 32 
multiplexing, and a microprocessor 1s planned for 
operation and mode switching. Generally speaking, the 
mode goes like the follmdng: 
by time 
the 
1. Hhen the line connection is established, a e PRN sequence 
of length 1023 (about 100 milliseconds duration) is transmitted 
along channel. 'The impulse response is calculated from 
correlation of the echo Hi th the transmi t·Ued· s 
constants are then stored in the transversal 
cancellation, and the channel is sHitched to 
ce, These 
for echo 
11 
2. The system in 1I0perate" mode until such time as a 
correlator indicates that echo cancellation is 
no longer 
3. On command, the system sHitches back to "calibrate" follm-fed 
by to "operate ll , Regular polllng of channels 
is done by the microprocessor. 
To the subscriber PRN calibration burst sounds like a su1::ilued 
hiss. and it does not significantly reduce voice intelligibility even 
if it is transmitted in the middle of a conversation. Even more 
importan Uy, activo 
the accuracy of the 
burst. 
Bench tests of this 
does not interfere tly Y1ith 
response constants obtained from the 
are nearing completion, and He expect 
to start field testing shortly. Field tests Hill include satellite 
testing from our OHn satellite terminal at ~lalblOrth, north of 
Auckland. 
are especially grateful to )'.1r. Rob B. Hilkinson~ Division 
(Transmission), NeH Zealand Post Office f 1,vellington, for 
asslstance and encouragement.. 
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PRAOTICAL SAMPLING CONSIDEHATIONS 
Joseph A. Webb & M.W. Kelly 
Department. of Electrical Engineer:tng 
Universi ty of Canterbury 
Christchurch, NeVI Zeal<'md 
ABSTRACT 
Sampling of a low pass analog signal of bandrlidth B is very 
Usually the signal is sampled and held at discrete levels, while the 
analog-to-digital converter is converting the sampled 
binary nt~bers, Minimum clock rate is 2B. Sampling of a 
into 
signal hOl"ever~ where the bandwidth may be a small fraction of the 
center frequencyp ca.n be considerably more complex. Previous 
have shOlmminimum sampling rates for bandpass signals, but even 
criteria are met, aliaSing can sUll occur. This 
1 
that such aliasing "bands" exist 1n all cases where sampling is reduced 
beloyf bllee the highest signal frequency f h• 
DISCUSSION 
1 8hOl'/8 a simple sampling process. A circuit 
the input signal a.t discrete 1.,?vels and holds values 
until analog-to-dlgital converter converts the level into binary 
bits. Clock sampling frequency fs synchronizes sample-nnd-hold 
and analog-to--rl.igitc.l converter. If the signal to be 
N binary bits, to prevent eT.l~ors greater than + t bit, the 
(aperture jitter) At must be kept to less than the 
(1) 
where Wh "" 2'I\fh 
Minimum sampling rate is 2B~ and for a low-pass system, thls means 2fh , 
f h is the highest freQuency in the banelvlid th, 
pAI1PLING OF BANDPASS SIGNALS 
To see Nhat haI)l)ens in the case of a bandpass signal, consIder B to 
fixed e as f h is increased ~ as shovm in figure 2. The sampling 
must be increased Hith increasing fh until it reaches 4B point 
f h "'" 2B. NOli it is evident that the sampling rate can be 
from 4B to 2B ld thout, aliaSing, since the aliasing freQuency 
o and B. 
But of the f01:'egoing pr:Lnciples have been published previously 
the 1-7 Figure 2 is H'idely publicized as the aliasing 
of a bandpass signal. Our own investi~dtions show 
in 
that a totally inaccurate picture of bandpass sampling 9 
which can to aliasing at sample rates Hell above these minimum 
values, In fact, aliasing can occur ~DY time the sample rate is 
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below 2fhp iihich means that it can occur in any case of bandpass 
as opposed to simple lowp~ss sampling. 
3 a 
areas of thls 
graph of the bandpass sampling function. Shaded 
are the permissible sampHng regions. Htth the 
whlte being al1aslng reglons. The validity of this graph can 
be tested very simply interestingly by sampling a narrow bandwidth 
signal at rate 2fh~ then dropping the clock rate and observing the 
bands. 
In case of vector p two quadrature components of the 
vector are sampled sinml taneously , r'linimum rate for vector 
is all-lays B sample PAIRS. The 3ame munber of samples 
are hand18(1 in this case~ but since they are handled in 2 parallel 
~ the clock rate is reduced by 211. 4 shows 2 examples 
of vector' ,sampling! one the liHbert , cU:ld the other 
8 
a Hil1Jert Pair. a quadrature local oscillator to U c.' k1 
The vector time function G(t) can be in terms of i is 
components as 
( ~'L 
G(t) = g(t) + g(t) (2) 
~ ~' 
where g(t) is the Hilbert Transform of i(t)~ as ahOi'm in figure 4. 
The component g(t) is real component of the vector, and an even 
~ 
function. Component g( t) on the other hand is the imagina:r::r 
component of the vector, and an odd ordered funct:l.on. The distinction 
is tha.t even ordered functions are characi;erized by 
g(t) ". g(-t) (3) 
Figure 5 shows a gra.ph of a typical even ordered fUJlct1.onand 1 t5 
equivalent odd ordered function. Sinca the Hilbert Pair completely 
define the characteristics of the vector~ there no aliasing of the 
sample function as long as a, B. 
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APPENDIX II 
THE CONVOLUTION THEOREM 
h(t) * x(t) H(f) • X(f) 
Where denotes the four r trans and H (0 and 
X(f) are transforms of h(t} and x(t) respect-
ively. 
PROOF: 
00 
now, X (f) == JX(t) -j2 e -
-00 
00 
and x(t) = Js (f) e j2llftdf 
-00 
By trans both sides of convolution equatiol1i 
00 
y (t) - !X(T) . h(t -- T) elT 
-co 
the res expression is 
Y (f) e -j2ll 
00 00 
- J{JX(T) . h(t _. T) el-r} e-j2I1ftdt 
-oc, -co 
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and changing the order of integration 
<Xl <Xl 
Y(f) = JX(THfh(t - T) e-j2ITftdt} dT 
~OO -00 
Now let ~ = (t - T) then 
<Xl <Xl 
{ J=h (t ~ T) e -j2ITf-tdt} = J 11 pn e - j 2 IT f ( ~ +T ) dlt 
-<Xl 
<Xl 
= e-j2ITfT!h(iI) e- j2ITf dt{ 
-<Xl 
Therefore, 
co 
Y(f) = jX(T) e-j2ITfT. H(f) dr=H(f) . X(f) 
<Xl 
This shows the equivalence of multiplication in the 
frequency domain with convolution in the time domain. 
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APPENDIX III 
THE EFFECT OF A SAMPLE AND HOLD CIRCUIT 
The best method of determining the effect_ of the 
sample and hold circuit is to cons truct -the sample and held 
waveform in stages and analyse the effect of each subsequent 
stage. This will be done in Fig. A3.1. 
The function f(t) is first sampled by the function 
s (-t) resulting in; f' (t.) = f (t.) s(t). The resultant 
function will contain the original information contained 
in f(t) as well as upper and lower sidebands of the harmonics 
of s(L). The assumption is made that the sampling rate is 
greater than twice the highest frequency present in f(t). 
To obtain the held waveform from -chis sampled wave--
form f' (t) it is convolved wi th the rectangular funccion 
r(t). The sampled and held waveform is t:herefore; 
co 
fsh(-c) = ffl(t). r(t- T) dT 
-co 
Now convolution in the time domain is equivalent to 
mUltiplication in the frequency domain. When it is con-
sidered tha-t the function r (-t) has a (sin x) /x amplitude 
characteristic in the frequency domain it will be realised 
that it acts as a crude form of low pass filter. i.'l,.s the 
first zero of the amplitude response is a-t a frequency 1/1' 
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this filter will provide attenuation of around 3 dB at 
3,5 KHz which is of vital importance if speech is being 
cancelled with components up to this frequency. 
f( t) ret) 
V ~l __ L 
'-t T 2T 3T 4'r 5T ?;"!Tt"' 0 
-T -t--.---------l t 
R(f) 
f -----5T 6T t 
-
3T 4T T 2T 
---- ------.--.---.. -~--
Figo A3.1. Construction of the SSJnple and. Hold wEJ.vef'orm 
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APPENDIX IV 
PAH.T 1 
5 BIT ECHO CANCELLEH CIRCUl'I'RY ]\ND CONS'rl<llC'l'ION 
The echo canceller 1S constructed on five standard 
D.l.P. plug-in circuit boards enabling easy access to com-
ponents by using an extension board. All digital logic is 
standard 'r.T.L, with memory and in·terfacirl.~T circuitry being 
T. T. L. compatible. All integrated cireui ts are eai3ily 
replaced, being mounted on plug-in sockets of the dual in 
line type. 
The prototype echo canceller is conveniently distrib-
uted on the five circuit boards in a manner illustrated in 
Fig. A4. 1. The boards are given the following self-
explanatory titles; 
( l) Analogue Board 
(2 ) lni::erface Board 
( 3) Convolution Board 
( 4 ) Control Board 
(5 ) RelLltive Addressing Board 
A description of basic circuit operation follows with 
reference to block diagTams and integrated circui ts numbered 
~ ~ -- _. .~"'- -- ~ ~ ~-,~~- ~,.~ ~ =_." . --' .• - ., f" AI{jI::l'.~~l1~ --t: I 
__ 4·~i 'co. ~t, . ~~=J ~\7§r~ i 'l~4/~-". J~_~ ~---~--'~'=~-lll~~?~::::j~'~~'l~' ?~:~~';~ I 
I La~~ .' II A/ n '~;Jo--~'~ S+H·· - l'.dj:-"'r-·I'·M. 
, I ~~- ~~;r--I.'::-· __ I I 
~-Ir ~~~~~ .. , =;Ll~~-. '=~'-. Multi ! 
state .Inve.,rt plyi rr--+--'-i kIT Buffer .J2LA ' 
i I 
I 
J C01TROL H i I ! '" 
I U. ~_ ..;.;:.;;:-=~-;:.-=--:;;;:;;:. J 
Fit.-,'Ure A·or. 1 Echo cancell,er CirC~lit Board Distribution. 
(3,5) in accordance with detailed circuit diagrams and 
descriptions later in Part 2. 
I ANALOGUE BOARD 
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This board (see Fig. A4.2) provides for the connection 
to transmission circuits on which this echo canceller will be 
tested. A 600rl balanced impedance match is required for -the 
,four input/output connections to the board. For sig-nal 
processing on the board the signal paths are converted to 
an unbalanced path. This simplifies filtering and inter-
facing with digital circuitry. The board also provides for 
solid state switching for choosing the various combinations 
of analogue circuitry for the different phases of the 
calibration cycle. The following description should be 
followed while re ferring to Fig. M-.2. 
The outgoing speech enters at the 4 Wire transmit 
input (4W TxI) terminals as a 600rl balanced input and is 
immediately transformed to unbalanced signal paths with 
operational amplifiers (7A,7B) and either 6A or 6B. 
Attenuation of 16.7 dB is provided for the through signal 
which is routed via an analogue switch (5B), through a 
buffer (lA), a 3.5 KHz low pass filter (lB,2A,2B,3A) and 
is converted back to a 600rl balanced impedance (3B I 4A, 4B) . 
The 16.7 dB of at.tenuation compensa'ces for the mid---band 
gain of the filter. The analogue switch (5B) provides for 
the transmission of calibration pulses. 
Converter ~ePe ( _, J. -renee 
Figure A 4 0 2 Board ""''''UCK 
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The return path for the echo and return speech from 
the near subscriber enters the 4 Wire receive input (4W RxI) 
port and is converted to an u.nbalanced path with 12 dB gain 
(8A,8B,llB). Gain control is provided for the through 
signal which is then subject to cancellation by the 
estimated echo (llA) and the resultant signal is converted 
back to a 600~ balanced output impedance (12A,12B) at the 
4 Wire receive output (4W RxO) port. 
The outgoing speech to the near subscriber enters 
the canceller with 8.6 dB gain (6B) to bring the maximum 
peak expected up to Sv, to allow adjustment to 2.Sv. 'l'his 
is then connected through an analogue switch (SA), buffer 
(lSB) ,divider gain control (9,14A) and through an analogue 
switch (13A) out to the interface board for AID conversion. 
The impulse response from the echo path ent.ers the 
cancF'ller from the receive path (llB) through gain adjust-
ment. potentiometer, analogue switch (SA), buffer (lSB) f 
divider gain control (9,14A), analogue switch (13A) and out 
to the interface board for AID conversion. 
Con-trol of the divider gain adjustment (9,14A) is 
governed by either the analogue peak voltage (16A,16B) with 
+ 12 dB of gain (lSA) during normal operation or by a control 
voltage (CALDIVCON) derived from the interface board. This 
voltage is the stored version of the peak value of the 
unscaled impulse response obtained by the interface board 
via analogue switch (13A) and peak detector (16A, 16B) 
during the first phase of the calibration cycle (CAL.CALl). 
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It returns to analogue board to control the di 
t.he second half of -the calibnltion cycle (CAL. 
via teh (101',). 
detector as well as providing a nega 
equal in magnitude -to the peak vol 
input s an active low T.T.L. signal (N s 
cates a new peak has occurred and directs the 
dur 
of 
the 
peak amplitude and the del 
rst phase of calibration. 
to 
analogue output 'D/AREF' provides a re 
the mul D/A converter on the inter 
is a constant voltage during calibration, but 
is proportional to the output of pe 
monitoring the input signal. The theory behind 
of s is described in Chapter 2 under signal s 
calibration cycle consists of two s 
for 
This 
normal 
teetor 
opera·tion 
scaling. 
phases, 
the st phase (CALI) permits the sampling of the unscaled 
se response to determine the absolute 1 of the peak 
of the impulse response and lasts for 60 mS, The 
phase follows immediately with ano ca 
e 1 -the response to which is scaled in ampli 
'Normal' operation refers to the cirduit 
echo cancel r following calibration. 
II IN'l'ERFACE BOARD 
Th board (see Fig. A4.3) inter 
to the digital circuitry. It 
s 
on 
as an 
analogue 
A/D 
Sam.pIe 
and 
Hold 
(D/Ll8F) 
A4 • 3 Interface 
pin 
CONVERT 
Block Di2-gram 
Pe3k of 
I.Ho 
viA 
Con-,.rert 
Sign! 
t ! 
1 
4 bi 
I I ; 
1 l 
Add 1 
II' I 
I 
~ 
!-----
! ""'" 
Tri-
state 
Buffer 
i . Inpulse Response 
of Echo 
o 
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conversion with post convolution scaling and D/A conversion. 
It provides for the storage of the peak magnitude of the 
wlscaled impulse response and for conversion from comple-
n~ntary offset to sign and magnitude digital format for 
samples. 
'rhe analogue input (l',]'HNSH) is sampled and held (8) 
according to the control voltage (SAHDRD) and converted to 
complementary offset format (16) following the s·tart con-
version pulse (SCON). During normal operation and the second 
phase of calibration, the AjD CODverter is short cycled to 
5 bit operation with the output being converted to sign 
and magnitude format. (10 16, 7). 'rhe 5 bits ign and magni tude 
output is connected to ·the signal RA.M input/outpu·t BOS 
through the tri-state buffer (4) which is enabled by the 
active low control ENWD. This output is inverted for use 
by the impulse response RAM during the recording of impulse 
response samples. 
The peak value of the unsealed impulse response is 
stored directly as 7 bit magnitude due to the peak detector 
output being negative. This 7 bit latch is operated by the 
control signal iSTEDAP'. The output of the latch provides 
the digital input to the mUltiplying D/A converter (9) which 
when multiplied by the input: re ference f provides ·the refer-
ence for post convolution scaling in the second mUltiplying 
D/A converter (1) 0 The reference for the former D/A converter 
(D/AREF) is proportional to the peak signal value during 
normal operation or a constant voltage during calibration 
and is scussed at length in Section I of this chapter. 
D/A converter (1) for the 
the convolution board provides the s all 
wh is estimate of the echo value at 
output from 
outp'llt: 
'T' af-ter 
latest sample Vlas taken. This is s 
and passes -to analo~lue board to cancel 
d and held (2) 
natural echo. 
The r control 
vo 
output CALDIVCON is 
analogue board and provi 
se response during calibration as 
s 
s 
ing t.he 
the first 
sec of s chapter. 
III CONVOLU'l'IONBOARD 
and 
This board (see Fig. A4.4) is the 
the storage of both impulse 1'e 
es. The convolution process is car 
of filter 
and 
si s 
this boa 
for 
ou-t on 
uding all the high frequency (l MHz) timing 
of s sample values, multipl and 
accumulation. It was considered preferable to res 
reI vely section to the one circuit 
o to 63 ss counter (3,4) provides the write 
address and re address for the impulse response RAM (14). 
During c 
an external c 
cycle it is 
it is incremented at an 8 KHz rate from 
while samples are stored. During each re 
from 0 to 63 at a 1 MHz rate by 
1 MHz timing on s board. A 'clear' control is 
operated and an output provided (COUN.T=64) which ind 
that the re , or write cycle during calibration 
compleJce. 
s 
r 
i 
I 
tz1H ........ ;~_! r-----I 1J.J..~vo 
or - c Read 
'I Ad" 
'1 st Read' ~ ~~ss 
.Address'\. vounter 
Address 
(LOADAn) 
t 
~ 
<~ 
11lliz t 
Timi!1..g I 
--l -,---
I:.......-.,.!_ ; 
151 :: , ! d:'1 
_ 8KHz 
Dissable (8K----.~T,.,\ Vi L.;.tllJ'-, ) 
(DlS1MHz) 
I 
~ I' I r-r--, -t---:--I---t-
1
-------: 
J __ 1, 
I.R 
Samples 
Sign-3.1 
Samples 
Clear 
Integrator 
Figure A4 04 Convolution Board Block Diagra,m. 
J 
si 
si 
o to 255 counter (5,6) provi s 
RAM (9,10). The write address is 
8 for 
to 
count.er from the relative addressing I'd sample 
t which time the signal sample is stored. Once the 
s~mple is stored the first read ss is loaded 
the ative addressing board and the re cycle 
conunenc.es, with the counter incrementing rst 
read addI:-e 5S simultaneously \vi th +:-he 0 to 63 counter for 
63 increments at 'dhich point the :read cycle s. An 
control. act low LOAD control is provided for exte 
1 Mllz timing circuit uses an 8 MHz tal 
clock, a divide by 2 circuit and a ft register 
rating sequential timing and e d 
by 4 to get 1 .f\1Hz, An i enable I control is 
external control during the write and/cal c 
impulse response RAr-l (14) has te input/ 
t rts with the only control being the 
con which is t.aken low during the calibration 
y. only other variable used is the ss, as the 
RAI"i is permanently enabled. 
cyc 
a 
The signal RAM (9,10) is also permanent 
common input/output ports. Tri-state 
·the input by the interface board. In 
the address is changed and the 
the write cycle only. 
but 
is pro-
control 
magni tude samples are applied. to S5 of 
enabled PROM (11) which provi 5 a mul lic--
look-up table as its output. The product is s d by 
a factor of 240/255 to give an output of 1111 (240) for 
two input magnitudes of 1111 (15). The sign bits out of 
the HAM's are checked and ·the PHOM i s output is 2 t S comple-
mented if the product should be negative. Accumulation is 
then achieved using 2's complement arithmetic, with the 
output of the adders (8,12) being clocked into a parallel 
load shift register (16) whose output at any time is the 
in terim summa. ·tion. 1'his is connec·ted back to the input 
of the adders for updating every time a new pair of samples 
1S multiplied together by the PROM. At the end of the read 
cyc~e the output of the subsequent D/A converter on the 
interface board is sampled and held prior to the clearing 
of the accumulator. 
IV CONTROL BOARD 
This section of the filter (see Fig. A4.S) co-
ordinates and controls the operation of the remainder of the 
canceller. It generates timing pulses at an 8 KHz rate and 
provides general logic for the system. By a combination of 
timing pulses generated within this board, along with 
incoming status signals, control signals are generated and 
transmitted to other boards. 
The timing pulses for normal circuit operation are 
generated by six monostable multivibrators (l(Qa,Qb) ,2(Qc, 
Qd) ,10(Qe,Qf)) operating at a clock frequency of 8 KHz 
generated by a free running clock circuit (16). A diagram 
showing the timing sequences is shown in Fig. A4.6(a). 
G--'~J -r=-- Qh 5uS y-c. Qg 23uS mono J m~no 
----,-------- - ""=--,--~----, 
5uS 
mono 
-. Qa Qa 
r I L_ 
fL __ 
v 
iLl 
4uS 
mono 
Qb _~..l 
- ~-,~-~--'-
~-li-~-l~ ~:f-~_~~_1 __ ~ 
23uS '"--~"""" CPLPULS:;;:S 
mono ~,= Cj:~PuLS3S 
Qc Qc 8KHz 
! -Qc 
Xl 
5uS 
mono 
Qd Qd 
Ah ~ 
5 uS 
mono 
Qf Q"rj 
b--~, 
Qc 
-,,~ Qd 
<{IrA" Qd 
;:0 Qe 
Qf 
FigureM_n.5 Control Board Block Diagram. 
I 
LOG-IC 
Ah F 
----
ENWA 
SCAlD 
CAL 
CP.L 
IRSIJ'I'R 
LOADAD 
S'l'.:i;DAP 
SJJIDHD 
SiJ-IDRD 
WBSR 
CALPULS:SS 
CliL1 
CALi 
8KHO 
8KllCAl.G 
SCON 
CL63 
AIDB9 
--
c061t- --
DLY=1iiA --
--- 125uS 
period 
Qa 
Qb 
5u.S pulses 
4uS pulses 
Qc 23uS 
Qe 
Qf 5uS pulses 
- - - -- ---- _ ....... -=-----""""'i 
C.AL (>200 mS) 
CAL1 
60 mS pulse 
CALFULSES two 5 uS pulses . 
Qh (STEDAP) 23uS R""" 
(b) Calibration Timing (c) Lmpulse RespC'nse Peak 
Also originating from this board are the two 5 uS 
calibration pulses (4) and the 60 mS rectangular pulse 
(CALI) indicat:ing- the first cycle of calibration 0 These 
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pulses are synchronised to the 8 KHz clock by means of a 
dual J.K. flip-flop (3) and are illustrated in Fig. A4.6(b) 
Another sig-na1 generated using monostable mult.i-
vibrators (11) is the signal I STEDAP I (Qh) to store the 
echo delay and peak value of -the unscaled impul [,;e response. 
This is initiated by an indication (NE\')PK) of a new peak 
occurring. A diagram of this timing cycle appears in 
Fig.A4.6(c). 
All other signals are generated using logical 
combinations of these timin<J pulses and various status 
signals. A brief explanation of control signals is given 
here: 
(1) Incoming Control Signals 
A/DB9 This is the 9 th bit out of the AID converter and 
is used for short cycling the AID converter to 8 
bit operation during calibration. 
NmvPK 
C064 
This is an active low signal indicating that a 
new peak has occurred during the first half of 
the calibration cycle. It is used to generate 
a control signal for storing the peak value of 
the unscaled impulse response. 
This indicates that the impulse response RAlvl 
address counter has reached 64. This means 
A/DB6 
EN'Ir(7D 
ENWA 
SCAlD 
CAL 
either the end of the s-torage of impulse response 
samples during calihration or -the end of the read 
cycle and is used to dissable the 1 MHz read 
timing. 
This indicates that sufficient delay has not yet 
been incurred before non zero samples of the 
impulse response app.::oar for storage during the 
second phase of calibration. The write address 
incremen ts and samples are stored when ,this goes 
low. 
Bit 6 from AID converter used for short cycling 
to 5 bits during normal operation. 
(2) Outgoing Control Signals 
Active low, connects write data to tri-state BUS 
for input to signal RAM. 
Connects signal RAM writ.e address from relat:.i ve 
addressing board to parallel load inputs of address 
counter on the convolution board. All other times 
the first read address is present. 
Connects either A/DB9 or A/DB6 to the short cycle 
input on the AID converter. 
Assynchronous calibration signal generated by 
switch when circuit in calibration mode. 
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DISH-1Hz Active low, dissables 1 MHz clock when read cycle 
completed. 
IRKLADR Increments relative address counter on relative 
addressing board each sample period. 
LOADAD Active low, loads signal RJ'JI1 address counter ,,"ith 
either write address or first read address. 
STEDAP Orders storage of peak value of unscaled impulse 
response on interface board and the delay to that 
peak on the relative addressing board. 
SAHDRD Output (Qa) operates sample and hold circuits. 
SAHRD Clears integrator on convolution board. 
WESR Active 1mV' (Qc) write control (R/W) for signal 
RAM. 
CALPULSES Two 5 uS pulses spaced by GO roS and synchronised 
to the 8 KHz clock for calibration purposes. 
CALI Indicates first 60 mS of calibration cycle. 
8KHO 8 KHz clock output. 
8KHCALC 648KHz pulses for incrementing impulse response 
RAM address counter during calibration. 
SCON Start conversion pulse to activate A/D converter. 
CLG3 Clears impulse response RAM address counter prior 
to each read cycle. 
WEIl-=t Active low wri"te control (R/W) for impulse response 
RAM. 
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V RELATIVE ADDRESSING BOARD 
This section (see Fig. A4.7) of the filter provides 
for t~he calculation of -the relation be-tween the write and 
first read address. This of course will depend on the 
delay present in the echo path. The difference be-tween the 
two addresses, being the number of sample periods of the 
response prior to the ac-ti ve period. 
The calculation is carried out as follows: 
It is known thclt the active period of the impulse 
response is from 1 mS (8 sample periods) before the response 
peak f to 7 mS after it. By starting the counter (13,14) at 
-8 during the first cycle of calibration and storing its 
value at the time of the largest peak, the delay to the 
first sample required of the active period will be calculated. 
This delay is stored for the duration of the telephone call 
and gives the relation between the write and first read 
address. 
When writing impulse response samples into RAM the 
address counter on the convolution board is not incremented 
(8KHCALC) until the delay measured by incrementing the 
counter (13,14) on this board has reached the stored delay 
(when DLY=lWA goes low). 
During normal operation once calibration is completed 
the counter on this board decrements once every sample period. 
The ou-cput of the counter represents the wri te address for 
loading into -the signal RAM address counter on the convol-
ution board. The first read address is also available from 
C.4..LPlJT ,,,)1'-:8 
CALI 
CJtLPljISES 
CAL1 
Figu.re 7 
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Delay 
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! 
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11 Ii for L I 
- '"¥ -r-...J S . 1 RAM ::Lgna \Bm 
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Board Block Diagr&~e 
.I 
a(i?J.I"·ess 
the addition (7,8) of the write address (13,14) 
delay (15,16). choice of either address is 
tri-state 
connections to 
(2,3,4) onto the parallel 
convolution board, 
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way of 
ss 
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PART 2 
ECHO CANCELLER DETAILS 
This appendix provides complete circuit diagrams, 
and where it is considered necessary detailed descriptions 
of circuit operation. The circuit diagrams will be given 
in the form of circuit board wiring following as close as 
possible the physical board layout. Integrated circuits 
are shown as numbered blocks according to their position on 
the board for reference purposes. Sketches of the function 
of the integrated circui t will appear on the diagram vlhere 
possible but further details are available from manufacturers 
data. 
Wiring lists will also be shown to give details of 
wiring between circuit boards. 
I ANALOGUE BOARD 
Reference should be made to the circuit diagram in 
Fig. A4.8 and the block diagram in Fig. A4.2. External 
connections to the board are listed in table Al. 
The analogue board consists of uA 747 dual operational 
amplifiers, three analogue switches and a uA 795 analogue 
mul tiplier connected clS a divider. 
-f'Sv /" 
+~y ,.." 
elK 
Figure M-48 Circuit Diagram for AAalogue Board 
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The .3.5 KHz low pass filter (lB,2,3A) 1S buffered at 
the input and output by voltage followers (:LA, 3B) " 
The through transmit path enters (7A;7B), is atten-
uated by 16.7 dB (6A), passes through the analogue switch 
(5B) to the low pass filter and is converted back to 600D 
balanced (4A,4B). 
The signal entering the canceller is subject to 
8.6 dB gain (6B) and gain control, passes through an analogue 
switch (SA), buffer (15B) to the divider gain control (9,14A) 
or p~ak detector (14B,16A,16B). The signal out from the 
divider passes through switch (13A) to the interface board. 
The output from the peak de-tector is subjected to 
12 dB g-ain from an inverting amplifier (15A) and passes 
ei ther to the interface board as D/AREF (lOB) or to -the 
divider as gain control (lOA). Otherwise the peak detector 
output can pass directly to the interface board as ANINSH 
through switch (13A). 
The receive through path enters (BA,8B), is subjected 
to 12 dB gain (llB) and passes to the differential amplifier 
(llA) for echo cancellation, is converted to a 600D balanced 
signal path (12A,12B). It should be noted that the sample 
and hold circuit has not yet been incorporated in the 
through receive path. 
Apart from signal and gain controls several pre-set 
adjus-tments are provided for the divider circui t. These are; 
Scale Factor, Output Offset, X Offset and Y Offset and should 
be adjusted in accordance with manufacturers recommendations. 
II INTERFACE BOARD 
Reference should be made to the ci 1-
g. A4.9 and the block diagram in Fig. A4.3. Ex 
connections are illustrated in table A2. 
The analogue input ANINSH enters the board on 
35 and is sampled and held by the Date1 SHM-IC-l (8) 
connected as an inverter wit.h unity <;:rain. The T.T.L. 
'signal SAHDRD enters on pin 34 and is a 5 uS pulse with an 
8 IUlz ,tion rate. 
The sampled and held signal a·t pin 7 enters the A/D 
converter on pin 24 with the Datel ADC-HX12BGC being 
connected for the +/- 2.5v bipolar range with the 
buf disconnected. The A/D converter provides complemen·-
a t binary code and is zeroed for an output of 
'10000000 i. This means the least significant 7 bit.s repre~ 
sen t the mag'ni tude of the nega'ti ve input voltage when 
tec·tor output is being converted. During the 
meas of the peak detector magnitude for storage by the 
9308 latch (14) p the A/D converter is short cycled to 8 ts 
control board circuitry otherwise it is short. cycled 
to 5 bits. 
9308 latch (14) stores the peak magnitude of 
impulse response according to the control signal 
which enters on pin 32 and is inverted (3) on the 
'Ilhe outpu't from the latch is D/A converted by the 
Datel DAC-IC8BC (9) and a uA 741C amplifier (13) f which 
s a maximum of 2 rnA reference current for ·the main 
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D/A converter (1) for the filter output. The reference 
current D/AREF for the former D/A converter (9) is provided 
by the analogue board and is constant during calibration 
but proportional to the peak value of the signal during 
normal operation. The D/A converter (9) also provides the 
control voltage (CALDIVCON) for the divider gain adjustment 
during calibration. This is a maximum of lOv for full 
scale digital input. 
The D/A converter (1) for the digital filter output 
is wired for 8 bit operation with an offset current of 1 mA 
provided at the output for bipolar operation, the output 
being connected to the sample and hold circuit (2). The 
sample and hold cir~uit is connected for current to voltage 
conversion with a maximum range of +/- 4.7v for +/- 1 mA 
input from the D/A converter and offset current. The 
analogue output ESECHO leaves the board on pin 21 for 
analogue subtraction. 
During normal operation the 5 bit digi-tal samples 
from the A/D converter are transformed to sign and magnitude 
format by the quad exclusive OR circuit (10) and -the 4 bit 
adder (6) wi-th the quad OR (7) being used to set the magni-
tude to maximum for an overflow out of the adder. This 
sign and magnitude representation is inverted (3) for 
input to the impulse response RAM as the output from the 
RAM is the complement of the input. Tri-state buffering is 
provided (4) onto the signal RAM input/ou"tput BUS with the 
active low control El,HVO being the enabling signal during 
the wri te cycle. The sign and magni -tude format has the 
232 
+ve sign bit high. 
Several standard potentiometer adjustments are 
provided in accordance with requirements for the A/D con-
verter and sample and hold circuits. The only other 
adjustmen·t is t.he D/A reference current. which is set for 
2 rnA with full scale digital input to the D/A converter (9) 
and 2 mA reference current into the D/A converter (9). 
Power supply over voltage protection on the +/- 15v 
supplies is provided for the protection of the expensive 
D/Aconverter. This is achieved using S.C.R. 's across 
each 15v rail to earth. If the zener voltage between gate 
and rail is exceeded the S.C.R. will trigger and blow the 
supply fuse. This pro·tected +/- 15v supply also goes to 
the analogue board. 
III CONVOLUTION BOARD 
Reference should be made to ·the circui t diagram in 
Fig. A4.l0 and the block diagram in Fig. A4.4. External 
connections are shown in table A3. This board is relatively 
complex and the description will concentrate firstly on the 
processing of the signal and impulse response samples through 
to the filter output. An explanation of timing and control 
signals will follow. 
The impulse response samples are stored in a 64 x 9 
random access memory (3) - Signetics Type 82S09 which has 
separate input. and output port:s. The output of the RAM is 
the complement of the input and is coded in sign and magnit-
ude format with the positive sign bit high. The signal 
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samples are stored in two Na·tional 1112112 256 X 4 I~A.l\11 s with 
the samples also coded in sign and ma~Jni i::ude format. The 
signal RAM's (7 f 8) have common inpu·t/outpu·t ports and read 
data is only valid when the R/W control is high according 
to specifications. 
The 4 bits representing sample magnitudes from each 
RArvl are used to address the permanently enabled Signetics 
Type N82S-129 PROM (6). This 256 X 4 PROM whose address 
is formed by two 4 bit words represen t.ing the magnitudes 
of the pair of samples is programmed to have an output 
proportional to the magnitude of the product of the pair of 
samples. The constant of proportionality is 1/15 so as to 
utilise the full 16 output levels available. As already 
mentioned the PROM is permanently enabled and only the 
address changes with the data being valid 35 nS after the 
address has stabilised. 
The sign bits are checked for dissimilarity out of 
the RAM's using an excl usi ve OR gate (13A) whose output. 
complements the product of two dissimilarly signed magnitudes 
using a quad excl usi ve OR gat.e (7). If complementin(] is 
required the carry bit into the 4 bit adder (8) is taken 
high as are the 4 input bits to the other 4 bit adder (12). 
This results in the 2's complement of the product being 
added to the interim total which amounts to subtraction as 
the product was negative. 
The only synchronous part of the read cycle occurs 
at the accumulator which is in the form of a 74199 parallel 
23G 
load shift register (16). The output from the adders is 
clocked into the shift register whose output then forms the 
next input to the adders ready for the next product to be 
added. The integrator is clocked 750 nS after the address 
of the RAN's has been incremented thus allowing for the 
address (40 nS), RAM output (500 nS), PR01l1 output: (35 nS) 
and adder outputs (20 nS) to settle to a stable state. 
The 1111Hz timing is generated by an 8 MHz clock (16), 
a divide by 2 circuit (13) and a shift register (15) which 
provides sequential timing and an effective division by 4 
to give 1111Hz. The 1111Hz timing outputs from the shift 
regis ter incrernen t the addres s counters (13,14 and 11 f 12) 
and 750 nS later clock the integrator. 
External controls are: LOADAD which parallel loads 
the signal RAM address counter (11,12) DISIMH which 
dissables the 1111Hz timing at the shift register following 
completion of the read cycle or during calibration: 8KHCALC 
is' 648KHz clock pulses for incrementing the Impulse 
response address counter during calibration which is other-
wise 'low'. WESR and vJEIR are active low write controls. for 
the RAM's with the latter high at all times except for 
calibration. WESR also clears the integrator. 
IV CON'l'ROL BOA.RD 
Operation of this board is quite straightfoward apart 
from the synchronisation of the calibra-tiol1 pulses to the 
8 KHz clock. This will be explained in detail. Other 
signals are combinations of timing pulses Qa through Qh 
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and status signals. The logic is best described by listing 
the description for each output and listing the 
gra ts from which each logical expression is 
de ved. circui t diagram is shown in Fig. 1>..4.11 and 
the agram in Fig. l1A. 5 with external connec ons 
in Table A4. 
cal signals are derived as follows: 
CALI se of 60 mS length which goes high a 
the next and negat:i ve transi tion of the 8 KHz ock. 
This is il trated Fig. A4.6(b). CAL is clocked 
J-K flop (3A) which activates the 60 mS monos e 
(4A) (CALI) and the. 5 uS monostable (4B) (CI\LPULSES). ter 
60 mS monos table returns to rest the second J-K 
is vated after the next positive and ne 
transi of the clock. This causes a second 5 uS se 
to ra·ted. This means both monos tables are ac d 
on 11e ve going transition of the clock pulse only, 
providing synchronisation. 
The remaining signals are generated as lows. 
Re should be made to the timing Fig. 
• 6 (a) an d Fig. A 4 • 6 (c) . 
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\ 
SCAlD == A/DB6 A/bB9 + CALl 
8KHCZ-\LC == DLY==HilA 0 CAL • Qa • C064 
== DLY==HvA + CAL -}- Qa + C064 
DIS1MH C064 + Cl,L 9B 
IRELADR == Qd CALl + CAL Qd DLY==lWA 
Qd + CALI + CAL + Qd + DLY==HvA 
6B 
1\ 
2B 4A 
STEDAP == llB 
LOADll.D = Qb + Qd 
SAHDRD == Qa 1A 
SAIJDRD 1A 
WESR 2A 
8KHO 8 KHz clock output 16 
SCON Qb . CALl. + CALI . NEWPK 
Qb . CAL 1- • CAL 1 . NEV\fPK 
1\ 
4A 5D 
CL63 CALPULSES + Qd • CAL 
CALPULSES . Qd . 
8B 
/ ~. 
4B 7A 
/ \ 
2B sw 
WEIR == Qc . C064 . CAL 
Qc . C064 + 
/8A 
/ ~ 
2A 6C 
I \ 
ext sw 
CAL Assynchronous indication of calibration 
from the mechanically ted switch. 
V RELATIVE ADDRESSING BOARD 
The circuit diagram this board is 
g. A4. 12 wi 1::h the block diagram in g. • 7 • ard 
counters, latches, adders, 
some logic. 
'1'he re ve addressing counter (13, ts 
once sample period according to tJ1e 10 al e 55 
decremenJc coun-t SAHDRD . CAL 2B 
Th counter gives the current write ss whi 
is connected via the tri-state buffer (2,3) to ad 
s BUS I according to ENWA (SA). Otherwise 
read ss which is the summation (7,8) of the te 
ss plus delay (15,16) is connected (3,4) to this BUS 
to ENVm. 
counter is loaded with I ~8 I prior to -the measure-
ment of impulse response by the controli 
.~--.---CALPULSES . CALI (lA) 
The counter is cleared by the second calibration pulse 
by; 
CLEAR CllliPULSES • CALI (lC,lD) 
counter is incremented by the incoming control 
lRELADR g ibration only. 
~ status output signal is provided for calibration 
s to that the incurred delay during the 
second phase has not reached the total delay prior to the 
active period. This signal is; 
DLY=lvJA (Al+Bl)+(A2+B2)+(A3+B3)+(A4+B4)+(AS+BS) 
+(A6+B6)+(A7+B7)+(A8+B8) 
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APPENDIX V 
LOGARITHMIC ECHO CANCELLER 
DETAILS 
Details are given for the circuitry and operation of 
tho~e boards connected up for single channel operation. 
Boards originally designed for mUltiplex operation. The 
sections of the canceller to be discussed are; 
(a) Calibration Circuitry comprising the correlator 
and memory boards. 
(b) Analogue to Digital and Digital to Analogue 
conversion boards. 
(c) The two channel dedicated boards for analogue 
and digital circuitry. 
(d) The ext.ra logic board designed subsequent_ly to 
provide timing and control logic for single 
channel operation. 
(e) Logarithmic conversion board. 
(a) Calibration Circuitry 
This circuitry transmits a pseudo random noise seq-
uenee of length 1023, stores the 1280 response samples in 12 
bit linear format and then correlates the response with an 
extended version of transmitted sequence. 
gives a di explanation of the CaIre required. 
An of circuit operation is 'len ,,,,i th 
reference to Fig. 2 Individual components are numbered 
on Fig. 115.3. these numbers are found so on the block 
diagram in Fig. 
The start ibrat:ion pulse I SCAL' rated by the 
logic board and synchronised to 8 KHz triggers a D Flip-Flop, 
(12A) which ars and presets the PRNI rator (9,10) 
through monos (8A,8B). This sets the PRNI generator 
to the correct start state. The PRNI tor then incre-
ments at a_n 8 KHz rate with the clock ginating from the 
logic board, 1 the output reaches the of the seq-
uence - detec b the 10 input AND D Flip-Flop 
(12A) is d and no further tran ssion occurs as 
the analo tches (7) are biased 0 Xt\Then 1280 samples 
of the response have been stored - dete d from the address 
coun ter (3,4) on the memory board (CO 80) and gates on -the 
logic board I J:!lEA8URE I signal from logic board goes 
low. An fEND~ffiASUREi pulse clears PRNI (9,10) and resets it 
to the start state the correlation During the 
measure cycle the write enable signal is generated by 
a combination of the 'MEASURE' and 1 write enable 
timing pulse 
During correlation cycle is tl1en incremented 
every time memory address count.er s the end of the 
read cycle (C01280). For each new coef cient PRN2 (5,6) is 
cleared reset through (4A,4B) to new start state 
Sequence of Coefficient Calculation by Correlation. 
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provided by PRNl (9,10). The 255 coeffi 
in reverse as is stepped in one direc 
are calculated 
As 
1280 811i of are required and a L 28 MHz clock rate 
is used a coef is calculated every 1 mS. At the end 
of every 0 - 1279 addressing sequence the ss counter 
is cle by a monostable (4A). 
As the ss counter on the memory boa incl.-ement:s 
-the response S appear at the input to correlator. 
If the of PRN2 is +ve the sample is two's complemented 
(17,21,22,18) being added to ter sum in the 
digi tal 
At the end of 
ator (adders and 1 
correlation the coe 
11,13, 118,15 f 16 t 19) . 
ent is available 
at the 0 of the tri-state buf rc: (20,23,24). 
The board itself consists ely of 1280 bytes 
of 12 bits (5-19) which are selected by address counter 
(2,3,4) and logic (1). All control pulses are generated 
external to this board. 
(b) A/D and D/A Circuitry 
though these boards were designed to be 
mul 
bo 
they are at present as straight conversion 
single channel ope on. 
Conver~;ion 
A/D board (see Figs.A5.5 and A5.6 ) has positions 
for mul ex swi tches (11--15), timing for multi-channel 
operation (3,4) and synchronising rcuitry (7,8,10) and 
laneous logic (7,8). 
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Originally the counter operating at 256 KHz incre-
mented and selected the analogue signal to be converted. If 
under calibration (determined by (10)) and coefficients were 
being placed on the 12 bit linear 'BUS' for log conversion, 
signal samples were prevented from appearing by I ENLINSA.' . 
For single channel operation the input from the 
channel analogue board goes directly to the san~le and hold 
circuit (2) and then to the AID convertor (1). 'The 12 bit 
outpu·t from the AID convertor is placed on the 12 bit linear 
I BUS' either for storage by ·the correIa tor or conversion by 
the log conversion board. When the channel is under cali--
bra tioD after the end of the Jl.1EASURE cycle, the 12 bit 
samples are prevented from appearing on the 'BUS' to allow 
the coefficients frQm the correlator to appear. At present 
all timing and control is generated by th~ supplementary 
logic board. 
DIA Conversion 
Figs. A5.7 • . and A5.8. relate to this circuitry . 
. . " 
Originally this board was designed to provid~ de-multiplexing 
of the analogue output through swi tches (7-10)·, selected 
........ 
(5,6) by the channel address from the AID board:~t present 
+.' ~ ... 
it only provides for straight DIA conversion (1,3) for inter-
facing between the digital convolution board and the analogue 
circuit board. 
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(c) Channel Dedi ca ted Circ~~i -try 
Reference should be made to Figs. j\5.9. and A5.10. The 
incoming speech from the distant subscriber at the 4 wire 
recei ve input is amplified (1) by 15 dB to get +/-- 2.5 V 
maximum for output to the A/D convertor board during 
normal operation. The summing amplifier (3) provides for 
the insertion of the noise sequence and an attentuation of 
19 dB prior to low pass filtering (8) to elliminate the 
high frequencies from the sequence. The last amplifiers 
in this path (7,2) provide the 600 ohm balanced output at 
- 8 dBm for the 4 wire receive out to the near subscriber. 
The transmit path performs similar functions. The 
incoming signal is amplified by 3 dB to provide output at 
+/- 2.5 V maximum to the A/D convertor board during cali-
bration cycle. The amplifier (4) provides summing facil-
ities for the echo estimate from the D/A board. This is 
then low pass filtered (9) and restored to the correct level 
(+4 dBm) and impedance (600) for i:ransmission to the distant 
subscriber. 
Convolution Board 
Refer to Figs. A5.ii. and A5.12-. This board provides 
for all the processing of the digital signal and impulse 
response samples. 
Filter coefficients are entered into memory (7,10) off 
the 8 bi t log I BUS i during th('~ correlation portion of the 
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calibration cycle according to the signal WEIR generated 
from the channel wri te enable timing EvJT and calibration 
status signals. Otherwise the speech samples are stored 10 
the signal sample memory (5,8) every 125 uS at the address 
preceding the previous storage location. The signal RAM 
address counter (1,2) decrements at an 8 KHz rate. Between 
the decrements, it:. increments through 256 at a 2.133 r'll-Iz 
rate to return the counter to the start address. '1'hi s 
occurs at the same time as the impulse response counter 
increments through 256 from zero to zero. The 2.133 incre-
menting clock is derived from the 6.4 MHz on the logic boa.rd. 
The memories are permanently enabled and the outputs appear 
assynchronously following a change in the address. The 7 
bit magnitude outputs are added (6,9) before being used to 
address the PROM (13) look-up table. The parity check of 
the sign bits from memory chooses the true or complement 
output from the PROM. If the complement output is chosen a 
'I' is added to the carry input to the adders (11,15,16,17). 
The result of this is the addition of the two's complement 
of the magnitude for -ve numbers or a subtraction. 'l'he 
digital accumulator formed by the adders (11,15,16,17) and 
latches (19,20) is synchronously clocked 1 clock period after 
the address has changed and as it changes again. '1'he inbuil t 
delay in the memories, adders and latches prevents a race 
condi tion. The digital estimate aJc the end of the convol·-
ution cycle is placed on the 12 bit linear echo estimate 
'BUS' through the buffers (18.21). 
(d) Logic and Control __ Circui "try 
Refer to Fig. A5, ''1.3. This board was designed to 
provide all the timing required for initial single channel 
operation. 
The 6.4 MHz clock (6) is divided down to give 1.28 MHz 
(9) for the correlation circuitry and 8 KHz (10,11) for the 
basic signal sampling timing. The 8 KHz is used to tricJger 
monostable (7A) which provides a 1 uS sample and hold con~ 
trol 'S+H'. It in turn triggers a 200 uS start conversion 
pulse (7B) r SCON' for the AID convert~or. It in turn triggers 
the conversion delay pulse (8A) which finally triggers the 
write timing pulse· ' Ew'r i (8B). 
The calibration instruction at present is initiated 
manually on this board and a start calibration pulse (250 uS) 
'SCALi is synchronised to 8 KHz (12A,5A) for the calibration 
board. The measure period of the calibration cycle is 
indicated by the output of the Flip-Flop (12B) which is 
triggered by the 'TRANSMIT' signal from the correlator and 
cleared when th(=~ correlator memory address counter reaches 
1280 through gate (2A). 
(e) Logarithmic Conversion 
Referring ,to Fig. V.XIV the 12 bit linear samples are 
converted to sign and magnitude with EXCLUSIVE OR gates 
(1,2,3) and the magnitude then addresses the PROM look-up 
table (4,5,6,7) to obtain the logarithm. The output takes 
-the form of a 7 bi-t logari thm of the magnitude and a separate 
sign bit. 
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APPENDIX VI 
CROSS CORRELATION CHECK OF CANCELLER PERFORl\1ANCE 
As the echo path model is a di['.cret::e +:ime sys·tem this 
process will also be considered a discrete time operation. 
A diagram showing the signal components present in this 
op,~ration is given in Fig .. AG.1o 
Components Present at Point of Cancellation 
A description of these components is as follows: 
h(kT) is the discrete impulse response of the 
echo path. 
h' (kT) is the impulse response of the echo path 
model. 
e (kT) -the true echo. 
e' (kT) is estimate of the echo. 
n( ) is the system noise incl s c11 from 
near subscriber. 
Now s tern noise is defined as being t 
not sent at point of incoming speech consequently 
not ope on by the canceller. This no can, forc, 
incl speech from the near end subsc r at a level of 
-17 dBmO. 
Now a measure of canceller is degree 
to which e I (kT) matches e (kT). If e' (kT) not cancelled 
by e(kT) some rtion of e f (kT) will appear at 
by cross correlating e' (kT) and e (k'l') a measure of the c -
level of e r (kT) present in e (kT) will res t. 
c 
Now e (kT) = e(kT) + n(kT) 
c 
e I (kT) 
To instability around the 4 tJ:an sSlon 
path a of 2 dB for echo t_ransfer is an 
accepted in New Zealand. This means tha-t RoM.S. 
value of echo will be lower than - 19 w:b.ereas the 
R.M.S. ue of n(kT) due to active a 
maximum of - 17 dBmO. -As the noise is s s 
independent of e' (kT) the cross correlation of (kT) and 
e' (k'r) 1 be zero if e' (kT) = e(kT) and the correlation 
is over an te time period. This cross ation is 
given bYi 
However, if 
i; 
i=co 
'J.1 r (kT) =: )"<; e' (k+i)e (iT) 
e c L c 
i=O 
=: 0 for e'(kT) e (kT) 
average is limited to s 
If' I OcT) /.: 0 even for e i (kT) 
e c 
n (kT) :::::: 0 _ 
'I' samples of 
e(kT) unle13s 
Some cted upper limit can estimated, however, 
as this sents the produc-t of two stantaneous amplitude 
distributions. ~ow n(kT) has a maximum cr (rms or standard 
devia-tion) of 17 dBmO and a mean of zero. The echo 
estimate has a similar instantaneous .i distribution 
with a mean of zero and a maximum cr of - 19 dBmO. The 
product of se two distributions will have a mean of zero 
and a maximum cr (rms or standard deviation) of ( 17 - 19) 
dBmO, i.e. - 36 dBmO. 
After ini calibration any time ance can be 
expected to vary amplitude and phase of echo but not 
the time delay around the echo pa"ch. This cross correlation 
check can, there limi ted to time k ::.:: o. cross 
correlation resul i:his limitation here 
to be a single t correlation and is sented by; 
'1' (0'1') 
e'c 
e I ( )e (iT) 
c 
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== e l ) (e(iT) - e' (i'I') + n( )) 
i=I i=I 
(e I (iT) ) 2 ~ 2~ e i (i'I') e (iT) 
i=O 
dividing through by (e'(iT»2 
'1' I (OT) -. 1 
e c 
e I (iT) e (iT) 
(e'(iT)2 
s to zero for 
accurate cancellation 
e' (iT)n(i'J') 
Now e I (iT) n (iT) have similar ampli tD.d(~ stributions 
with standard ations a , = .11 and a .14 respectively. 
e n 
i:::::I 
e' ( )n(iT) therefore has dis 
i=O 
(5 
e'n 
The sum 
of .016 
The s 
.. 14 x .11 = .016 
'I' samples will, there 
i=I 
deviation of L (e I (iT) ) 2 
i=O 
with 
, have an R.M.S. value 
CJ 
e'e 
= .112 -- .012 
The surn of I I I samples being I x CJ = .012 x I e1e 
The amplitude of -the noise component in this correlation 
therefore; 
.016/ (. 012xI) 
or L 33/1 
The required measure of the accuracy of cancellation is 
taken from the term; 
1 _ e' (iT)e(iT) 
~(~i';)2 
The closer e' (iT) represents e (iT) the closer this terrn 
271 
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approaches zero. The ampli tude of this term will vary 1:)Qth 
with amplitude and phase varia-tions of e' (iT). An accurate 
estimate of the ampli-tude of this term for a given ino.ccllr--
acy of the echo path model will depend on tll.e type of time 
variance - whether it be phase or amplitude or both. Some 
idea of the magnitude of this term can be gain however. 
If the amplitude of the true echo increases by 10% (.83 dB) 
the amplitude of this error t_erm becomes (1 - 1. 1) which has 
a magnitude of 0.1. When the magnitude of this is compared 
with -that of the noise term (1. 33/I) i-t is clear tha-t this 
would give a reliable indication of inaccurate cancellation 
for I greater than 100. A change in echo level of this 
magnitude represents 90% cancellation corresponding to an 
echo return loss enhancement of 20 dB. Longer time con--
stants would give proportionately more accurate indications 
but would be slower to recognise the error. 100 samples 
represents a delay of only 12.5 mS so an average over 1000 
sample periods or 125 mS would be more suitable. 
