A general problem raised by the work of Kreweras and Loeb concerns the existence of partitions of runs of consecutive integers into sets, known as sets of iterated differences, the s(s + 1 )/2 elements of which can be expressed as certain linear combinations of s integer valued parameters. In this paper we study the case of four parameters. By examining properties already present in examples with only a single set, we build up the rudiments of an arithmetic of these partitions comparable to that for perfect systems of difference sets and complete permutations.
Introduction
For a vector a = (a(1) ..... a(s)) of integers a(j), 1 ~<j ~< s, the set of iterated differences associated with a is the set where V(a)={a(i,j): The notion of an [m,s, c]-system was formalized in this way in [6] in response to a question of Kreweras and Loeb about the existence of such partitions; the foregoing definition is modelled on that of perfect systems of difference sets which was introduced in [2, 9] (see also the surveys [1, 18] [3, 5, 7, 21, 22] . However, their question has stimulated a flow of further research; besides [6] , see also [13, 14, 19, 20] .
The first general result obtained in [6] is that, if there is an [m,s,c]-system, then m ~> 2c-1, and that, in the case of equality, more can be said about the structure of the sets of the system. This leads us now to capture this structure explicitly in a definition. We say that the set 27(a) is regulated if, for 1 < i ~< s, the maximum and minimum elements in the ith row are adjacent, and the absolute value of their difference is the maximum element in the (i-1 )th row. Lemma 3(iii) of [6] can now be rephrased by saying that if there is a [2c-1, s, c]-system, then the sets of the system are all regulated; the sets shown in Fig. 1 are a case in point, since they are associated with the four possible [1,4, 1J-system (see [6, Appendix 1] ). By extension, an [m,s, c]-system is said to be regulated if all its associated sets are regulated. Thus, the [4, 4, 2]-system, the associated sets of which are illustrated in Fig. 2 , is regulated, showing that it is not necessary that m = 2c-1 for an [m, 4, c]-system to be regulated.
However, the sets of the [4,4,2J-system shown in Fig. 2 are not only regulated, but also have the maximum and minimum elements of respective rows in the same position. This uniformity is another property worth bringing out more formally in a definition. If bi, 1 ~ i ~ S, is the minimum element in the ith row of a set V(a) of iterated differences of size s, then it is possible to express every element in ~7(a) as some linear combination of the bi. We call the set of these linear combinations the pattern of ~7(a), and depict it as a triangular array of the same form as that used to represent 27(a); in effect, the pattern is a set of iterated differences in parametric form. An [m,s, c]-system in which all the sets have the same pattern is called unijbrm. To return to our illustrative example, the [4, 4, 2]-system, the sets of which are shown in Fig. 2 , is uniform, since all the sets have the pattern presented in Fig. 3 . This pattern is of special interest to us here, and we call it the central (regulated) pattern (of size 4), in view of the positions of the maximum and minimum elements in each row. Again by extension, if the sets associated with an [m, 4, c]-system are all of this pattern, then we say that the system is central.
Notice that the central regulated pattern is symmetric in the parameters b2 and b3. If 27(a) has this pattern, then 27(a) = g7((a( 1 ), a(3 ), a(2), a(4))), Fig. l(ii) is that it has a split, as indicated in Fig. 4 . The notion of a split for perfect systems of difference sets was formalized in [16] in the development of an addition for those systems, and it has much the same role here. We say that the [10, 15, 23] and the review of results in [8] ) or for complete permutations (see [4, 17] ). The upshot of this paper in then that by extracting properties already evident bl+b2+b3+b4 b4 b3+b4 b2+2b3+b4 bl +b2+b3 b3 b2+b3 bl +b2 b2 bl
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Regulated sets of size 4
It is straightforward that, up to mirror images, the maximum elements of the rows of a regulated set of iterated differences of size 4 can occur in one of four configurations and that each of these can then be filled out uniquely to give a pattern. One of these patterns, the central one, is already illustrated in Fig. 3 , and the other three non-central ones are given in Fig. 5 . We state this classification as our first lemma. Note, by the way, that if 27(a) has the pattern shown in Fig. 5 (iii), then it shares with the central pattern in Fig. 3 the property (3); sets with the other two regulated patterns of size 4 do not have this property.
Lemma 1. If •(a) is a regulated set of iterated differences of size 4, then a has one of the following forms:
(bl + b2 -k-b3 q-b4, b4, b3 + b4, b2 +2b3 -+-b4); (b4, bl + b2 + b3 + b4, bl + b2 + b4, bl + b4 -b3 );
(bl + b2 + b4,bl + b2 + b3 + b4, b4,bl + b3 + b4); (b2 + b4, bl + b2 + b3 + b4, b4, b3 q-b4). Proof. We suppose, to the contrary, that there is a regulated [m, 4, c]-system, none of the associated sets of which is of the central pattern shown in Fig. 3 . More specifically, let us suppose that the system consists of vectors at, 1 ~< r ~< m, where the sets XT(ar) are as in Fig. 5 (i), (ii) and (iii) respectively for r in the ranges 1 ~< r ~< ml, ml < r ~< ml ÷ m2, ml + m2 < r ~< ml + m2 + m3 for some non-negative integers mi, 1 ~ i <~ 3, with ml + m2 + m3 = m. In the notation of (1) 
With a view to summing these identities over the sets of the system, we introduce the sets Si, 1 <<. i <<. s, as follows: S1 = {at(4,2): ml + m2 < r ~< m}; 
But, from (2), Sl and $2 are sets of respectively m3 and 2ml +2m2+m3 distinct integers all less than 10m + c while $3 is a set of 6ml + 6m2 + 8m3 distinct integers, none less than c. Hence, we have the standard bounds obtained by summing appropriate runs of 
Splits
r=l r=l
Now, from (6), as an instance of Lemmas 2 and 3 of [6] ,
with m = 2c-1 if and only if T1 = {n: c ~< n < 4m + c},
7'3={n: 9m+c~<n< 10m+c}.
Of course, if (9) holds, then also T2 = {n: 4m+4<~n<9m+c}, so that both TI + and Tf are determined in (7), implying in turn that the other two sums in that equation determine one another. We record this as a lemma. 
for then (10) shows that the system has a split at 3m + c. This condition (11) On the other hand, in view of (14a-c), the set on the left-hand side of (14d) contains 2(2c-1) distinct integers, none less than 9c-4, so 2c--l 2(2c--1 ) 1,1)+ar(3,3) )>/ ~ 9c-5+n=11(2c-1)2.
11(2c-1)2= ~ (a~(
r=l n=l
Since equality holds here, the bound is attained, establishing (14d).
Similarly, for each of the remaining sets of elements on the left-hand sides of members of (14), we compute an exact value for the sum of the elements in the set, by expressing these elements in terms of those appearing in the sets in (14a-c) using Fig. 3 , and a lower bound based on having determined the sets previously listed in (14) . The equality between the exact value and the lower bound then identifies the set under examination.
[] Note that (14a, d,f) reflects the symmetry in parameters b2 and b3 of the central pattern shown in Fig. 3. 
Permutations
in which case computations similar to those in the proof of Theorem 2 lead to analogous refinements of (14d, f). Thus, under assumption (15), every set {a~(i,j): 1 <. r <~ 2c-1}, 1 ~< j ~< i ~< 4, is a set of 2c-1 consecutive integers, fitting together after the manner of the arrangement of the integers from 1 to 10 in the set of iterated differences illustrated in Fig. l(iv) . To make this structure more explicit, we begin by introducing notation for the set shown in Fig Secondly, having introduced sets of iterated differences and their patterns, we make a further generalization here by allowing patterns in which we replace parameters by integer valued functions, or, to be more specific, permutations of the set Arc of integers in modulus less than c; in effect this gives collections of 2c -1 sets of iterated differences all with the same pattern in the earlier parametric sense (compare [10, 15, 23] ). However, rather than explore this possibility in full generality, we content ourselves with the special case of immediate moment for our analysis. Thus, let Pi, 1 ~< i ~< 4, be integer valued functions defined on Nc; let ~=(Pl +p2 +P4, Pl +p2 +P3 +P4, p4, Pl q-P3 -+-p4), and let
~7(~) ~___ {~i,j: 1 <~ j <~ i <~ S}
be the set of functions defined on Arc displayed, in an obvious extension of our previous conventions, as a triangular array in With this preparation, we are now in a position to state our final characterization theorem. Proof. As already remarked in our discussion of condition (15) (Fig.3) . Finally, condition (15) itself is immediate from (16) in the cases i=j=2 andi=3, j=l.
[] This completes the characterization of these systems in terms of central sets of permutations. The analysis in this and the previous section is recast in Appendix A as a construction in terms of regular systems of difference sets of size 3.
An arithmetic of perfect systems
We sketch here how splits and central sets of permutations provide the rudiments of an arithmetic of perfect systems of sets of iterated differences of size 4, at least when all the sets have the central regulated pattem. It is hoped to enlarge upon this type of arithmetic in a more general setting elsewhere; of special relevance to this project is [19] .
The link between splits and addition is uncomplicated, and the addition theorem for systems with splits is a natural translation of that for perfect systems of difference sets in [16] . In particular, there is no need to assume that the systems to be combined are central; if they happen to be central, then the system obtained from the theorem is again central. It is well known (see, for example, [1, 15] ) that, in the case s---3, such a system exists only if m >~ 2c -1, and that equality holds here if and only if (compare Theorem 2) {at(l, 1), ar(3,3): 1 ~< r ~< 2c -1} ---{n: c ~< n < 5c -2),
Examples
{ar(2,2): 1 ~< r ~ 2c -1} = {n: 5c --2 ~< n < 7c --3},
{at(I,2), a(2,3): 1 ~ r ~< 2c-1} = {n: 7c-3 ~ n < llc-5},
{ar(1,3): 1 ~< r ~ 2c-1} = {n: llc-5 ~< n < 13c-6},
where, in our standard notation, the difference sets of the system are D(ar)={ar(i,j): l~<i~<j~<3}, l~<r~<2c-1.
Suppose now that, in this notation, D(ar), 1 ~< r ~< 2c -1, are the sets of a regular perfect system of 2c -1 difference sets of size 3 with threshold c, so that (18) Then it is straightforward to check from (19) and (20) , c]-system can be decomposed into a regular perfect system of 2c -1 difference sets of size 3 with threshold c together with a bijection of the kind stipulated in (20) .
