This paper presents several techniques for adding fault-tolerance t o distributed memory parallel computers. More formally, given a target graph with n nodes, we create a fault-tolerant graph with n + k nodes such that given any set of k or fewer faulty nodes, the remaining graph is guaranteed to contain the target graph as a fault-free subgraph. As a result, any algorithm designed for the target graph will run with no slowdown in the presence of k or fewer node faults, regardless of their distribution. We present fault-tolerant graphs for target graphs which are 2-dimensional meshes, tori, eight-connected meshes and hexagon.al meshes. In all cases our fault-tolerant graphs have smaller degree than any previously known graphs with the same properties.
Introduction
The advent of microprocessor technology and large scale integration at affordable costs have allowed the design and fabrication of parallel machines hosting a large number of processors. As the number of the components in an architecture becomes larger it is essential to consider the issue of computing in the presence of faults.
A large amount of research has been devoted to creating fault-tolerant parallel architectures. The techniques used in this research can be divided into two main classes. The first class consists of techniques which do not add redundancy to the desired architecture. Instead, these techniques attempt to mask the effects of faults by using the healthy part of the architecture to simulate the entire machine. The hope with this approach is to obtain the same functionality with a reasonable slowdown factor. This approach is taken, for example, by [1,6,11,13]. While this approach yields interesting theoretical results, even a constant factor slowdown in performance can be very significant in practice. Furthermore, this approach requires that some healthy processors simulate several processors. As a result, each simulated processor can have only a fraction of the memory present in a healthy processor.
The second class consists of techniques which do add redundancy to the desired architecture. These techniques attempt to isolate the faults, usually by disabling certain links or disallowing certain switch settings, while maintaining the complete desired architecture. Examples In contrast, all of the results presented in this paper require neither a switching mechanism nor more spare processors than can be faulty. Furthermore, we assume a worst case distribution of faults, while many of the above a p proaches do not work in a worst case scenario.
In this model a distributed memory parallel computer is viewed as being a graph in which the nodes represent the processors and the edges represent the communication links. A target graph with n nodes is first selected. Then a fault-tolerant graph with n + k nodes is defined with the property that given any set of k or fewer faulty nodes, the remaining graph is guaranteed to contain the target graph as a subgraph. This approach guarantees that any algorithm designed for the target graph will run with no slowdown in the pres ence of k or fewer node faults, regardless of their distribution. Note that in our approach the spare nodes are fully utilized. Hence, minimizing the cost in this model amounts to constructing a fault-tolerant graph with a small degree. Although our results are stated for node faults, it should be noted that they can also be used to tolerate edge faults by viewing a node incident with each faulty edge as being faulty.
This graph model of fault-tolerance has been used by several other researchers. [20] proves lower bounds on the VLSI area requirements of faulttolerant graphs which tolerate a constant fraction of the processors being faulty and use a minimum number of spare processors. It should be noted that the constructions presented here tolerate k faults for any value of k, and do not assume that a constant fraction of the processors are faulty.
The main contribution of this paper is the creation of efficient fault-tolerant graphs for several important target graphs. Specifically, we give 4 different constructions for creating fault-tolerant 2-dimensional meshes, as well as constructions for creating faulttolerant tori, eight-connected meshes and hexagonal meshes. In all cases our fault-tolerant graphs have smaller degree than any previously known graphs with the same properties. In particular, one of the constructions for fault-tolerant 2-dimensional meshes can tolerate k faults and has degree 2k+4. We also present constructions in which the degree increases by only one per additional fault toleranted, and we present lower bounds for certain types of constructions.
The rest of this paper is organized as follows. Section 2 defines a class of graphs known as "circulant graphs" and reviews some of their properties. Definition: Let k be a nonnegative integer and let G = (V,E) be a graph. We say that the graph
induced by any set of [VI -k nodes contains G as a subgraph. We note here that throughout this paper the number of spare nodes is minimal, namely (V'( = JVI +k.
Definition: Given two graphs GI and Gz, a function 4 which maps the vertices of GI to the vertices of Gf is called an embedding of GI into GZ if for any pair of distinct nodes i and j in GI, 4(i) # 4 ( j ) , and for any edge ( a , $ in GI, (d(i),4(j)) is an edge in G2.
Definition: For any positive integer n , the set {0,1,. . . , n -1) will be denoted [n].
Circulant Graphs
This section discusses a class of graphs known as "circulant graphs" [lo] .
Definition: Let n be a positive integer and let S be a set of integers in the range 1 through n -1. The n-node circulant graph with connection set SI denoted Cn,s, consists of n nodes. Each node in Cn,s has a unique label in the range 0 through n -1. Each node i is connected to all nodes of the form (i f s) mod n where s E S.
Definition: Let n be a positive integer and let S be a set of integers in the range 1 through n -1. The closure of S b y n, denoted close(S,n), is the set
Note that the degree of Cn,s is IcZose(S,n)l. Also, note that IS( 5 (close(S, n ) ( 5 2)SI.
Definition: Let S be a set of integers and let k be a nonnegative integer. The following theorem is an immediate consequence The idea behind Theorem 2.1 is that given any set of k faulty nodes in C n + k , T , we can embed the target graph Cn,s into the healthy nodes of the fault-tolerant graph Cn+k,T by mapping each node i in the target graph to the i-th healthy node in the fault-tolerant graph. It is clear that any pair of nodes that are x apart in the target graph are mapped to nodes in the fault-tolerant graph that are at least x apart and at most z + k apart (because there are between 0 and k faulty nodes between them). Consider any edge which connects nodes that are z apart in the target graph, where x E S. This edge will be mapped to nodes which are x' apart in the fault-tolerant graph, where x' E T , so it will be mapped to an edge in the faulttolerant graph. All of our fault-tolerant constructions will make use of Theorem 2.1.
2-Dimensional Meshes
In this section we will consider the creation of graphs which can sustain node faults and still be guaranteed to contain a nonfaulty 2-dimensional mesh. We will use Theorem 2.1 to obtain four different constructions for fault-tolerant 2-dimensional meshes. Each construction first defines a circulant graph which is a supergraph of the desired 2-dimensional mesh. Then Theorem 2.1 is used to add fault-tolerance to the supergraph. It is interesting to note that circulant graphs which contain 2-dimensional meshes as subgraphs have been studied in a context unrelated to fault-tolerance [4] .
Throughout this section, let r and c be positive integers and let k be a nonnegative integer. Additional constraints on these parameters will he added as needed.
Mesh Construction 1
The first fault-tolerant mesh construction is based on the fact that, when the nodes in M,,, are labeled in row-major order, the labels of adjacent nodes differ by either 1 or c (se,e Figure la). 
Mesh Construction 2
While Construction 1 is a very natural application of Theorem 2.1, Theorem 2.1 can also be used to obtain more efficient constructions. In this subsection we will present a construction for obtaining a graph which tolerates k faults, but which has degree only 2k + 4.
This construction is based on an ordering of the nodes in the mesh which we call the antidiagonal-major order (see Figure lb) . The advantage of antidiagonal-major order is that it leads to a circulant graph that has a connection set consisting of 2 consecutive integers. As a result, fault-tolerance can be added to the circulant graph in an efficient manner. 
Mesh Construction 3
The fault-tolerant meshes produced by Construction 2 require 2 additional edges per node for each additional fault which is tolerated. In this subsection we will give a construction that requires only 1 additional edge per node for each additional fault which is tolerated. However, this reduced rate of growth in the degree requires a larger initial degree.
The construction is based on an ordering of the nodes in the mesh which we call the interleaved antidiagonal-major order (see Figure lc) . The interleaved antidiagonal-major order assigns the numbers 0 through T C -1 to the nodes in Node (0,O) (the upper left corner) is assigned the value 0, and successive values are assigned to the nodes in every other antidiagonal. Then node (1,O) (the node immediately below the upper left corner) is assigned the value [rc/21, and successive values are assigned to the nodes in the remaining antidiagonals. The advantage of interleaved antidiagonal-major order is that it leads to a circulant graph with TC nodes that has a connection set which is clustered about the value rc/2 (see Figure Id) . The proofs of the following lemma and theorem have been omitted. If Lemma 3.5 could be improved by finding a circulant graph with a connection set that is more tightly clustered around T C /~, the degree of the construction in Theorem 3.6 could be reduced. However, a s we will see in Theorem 3.7, no such improvement in Lemma 3.5 is possible. The proof of Theorem 3.7 is omitted. 
Mesh Construction 4
In this subsection we will present constructions of (k, M,,,)-tolerant graphs which combine the advantages of Constructions 2 and 3. More precisely, the degree of the constructions given here increases at the rate of 2 per fault up to some number of faults, at which point i.t increases at the rate of 1 per fault. The cut-off point at which the rate of growth in the degree slows depends on a value called the gap, which will be defined later. We will now show that 4 maps edges in MT,e to edges in CTC,s. We will show this by proving that for any integers 6 and j , (i) I4(i + 1,i) -4(i,i)l E 
close(S, T C ) , and (ii) I$(i, j+l)-4(i,j)] E cZose(S, TC).

Other Graphs
In this section we will present fault-tolerant graphs for target graphs which are tori, 8-connected meshes and hexagonal meshes.
Torus Construction
An T by c torus, denoted MEc, is an T by c mesh MT,c to which connections have been added which connect the first and last nodes in each row and the top and bottom nodes in each column. In this subsection, we will show that given any T x c torus M:c, we can construct a ( k , MTc)-tolerant graph with rc + k nodes and degree at most 2k + 4, 2k + 6, 4k + 6, if T and c are relatively prime, if at least one of T and c is odd, if both T and c are even.
4.1.1
The construction of a fault-tolerant torus M& for which T and c are relatively prime is based on the wraparound diagonal-major order (see Figure 38) . 
Case 2: T is odd and c is even
The construction of fault-tolerant torus M$ for which T is odd and c is even is based on the interleaved zigzagmajor order (see Figure 3b) . In this case, we simply use row-major order as used in Section 3.1 for the first fault-tolerant mesh construction. The proof of the following lemma is analogous to that of Lemma 3.1 and will not be included. Note that if the same zigzag style ordering is applied without interleaving between successive zigzag rows, the degree is still 2k + 6 but the gap is much larger.
Case 3: both T and c are odd
Assume without loss of generality that T 5 c. The construction is based on a hybrid method combining the wraparound diagonal-major order (of case 1 ) with the zigzag-major order (similar to case 2). See Figure 3c for an example.
c have any special properties.
Eight-Connected Meshes
An T by c eight-connected mesh, denoted M:,, is an T by c mesh MT,c to which connections between nodes which are diagonal or antidiagonal neighbors have been added. We will use row-major order to construct its fault-tolerant graph. The proofs are andogous to those of the previous section and are omitted. 
Hexagonal Meshes
A hexagonal mesh (H-mesh) of order c is a 6-connected mesh with hexagonal boundary. Each node is connected to 2 horizontal neighbors, 2 diagonal neighbors and 2 antidiagonal neighbors, if they exist. The order is the length of one coordinate. Chen et al. [7] defined the wraparound connection of H-meshes, termed C-type wrapping, such that they become node symmetric graphs. In the C-type wrapping, the rightmost node at row i, where 0 < i < 2c-1, is connected to the leftmost node at row (i + c ) mod (2c -1). The same wrapping scheme is applied to two other coordinates after rotating the H-mesh. Chen et al. [7] also showed the isomorphism between the C-type wrapping H-meshes and a family of circulant graphs (as described by the lemma follows), which is useful in constructing the fault-tolerant graphs for H-meshes. In the following, we denote M, " the C-type H-mesh of Note that an H-mesh of order c without wraparound is also a subgraph of a (2c -1 ) x (2c -1 ) 8-connected mesh. However, the latter has c2 -c more nodes than the former. 
