In practice, an incomplete heuristic search nearly always finds better solutions if it is allowed to search deeper, i.e., expand and heuristically evaluate more nodes in the search tree. On the rare occasions when searching deeper is not beneficial, a curious phenomenon called "search pathology" occurs. In this paper we study the pathology and gain of a deeper search of the minimin algorithm in the 8-puzzle, a domain often used for evaluating single-agent search algorithms. We have analyzed the influence of various properties of the search tree and the heuristic evaluation function on the gain and the pathology. In order to investigate a broad range of the properties, the original 8-puzzle was extended with diagonal moves, yielding a larger variety of search trees. It turned out that in the 8-puzzle a substantial proportion of the solvable positions is pathological under various parameters. More importantly, the search parameters that enable the highest gains are quite consistent in pathological and non-pathological positions alike, thus pointing to potentially successful search strategies.
Introduction
Many problems, such as game-playing and path-finding, can be solved by search algorithms. To do so, the problems are represented by a search graph or tree in which the nodes correspond to the states of the problem, e.g., the positions on a chess board, and the edges correspond to the actions leading from one state to another, i.e., the legal moves. Some problems have search trees that are too large to be searched completely, but they can still be solved by an incomplete heuristic search (Korf 1990) : the search tree is expanded to a certain search depth, and the nodes there are evaluated using a heuristic function that assigns them heuristic values approximating to the true values. These values are backed up to the current state where they are used to select the best move. The backed-up values are usually computed using the minimax algorithm (Neumann 1928) for two-player games, such as chess, and the minimin algorithm for single-agent problems, such as path-finding and solving combinatorial puzzles. This paper focuses on the 8-puzzle, a problem from the latter group.
Practice shows that a player who considers many moves ahead usually beats an opponent who considers only a few moves in advance. However, past theoretical research showed that sometimes a deeper, incomplete search leads to worse results than a shallower search. This phenomenon is called search pathology and was discovered in the early 1980s in the case of the minimax search (Nau 1979; Beal 1980) . The pathology of the single-agent search was discovered over two decades later (Bulitko, Li, Greiner and Levner 2003) and has not yet been studied as thoroughly as the pathology of the minimax search.
When setting the search depth of an incomplete heuristic algorithm one must make a compromise between the time needed for the search and the quality of decision produced by the search. Deeper search always takes more time than shallower search, while the quality does not increase with search depth when pathology occurs.
In this paper we study how much one gains by searching deeper in the 8-puzzle, a classical problem for single-agent search algorithms. A number of properties of the heuristic evaluation function are investigated to determine how they affect the gain and particularly the pathology of a deeper search. For example, we find that increasing the number of different values that a heuristic function may return tends to increase the gain and decrease the degree of pathology. The effect of the properties of the search tree on the gain is also analyzed. To this end we extend the 8-puzzle with diagonal moves, yielding several variants with varying branching factors and degrees of similarity between sibling nodes.
We also study the frequency of the pathological positions in the 8-puzzle. Although in most cases it is better, on average, to search deeper, a surprisingly large share of the positions turns out to be pathological. With the classic Manhattan-distance heuristic function, in 19.7 % of positions one is better off searching to depth 1 than to depth 5, in 31.0 % of positions a deeper search is preferable, and in 49.3 % of positions the results at both depths are equivalent. Therefore, the search in pathological positions is relevant to the overall success of the search, and more knowledge about the factors causing or preventing the pathology may lead to better search algorithms and heuristic functions.
A brief review of related work is presented in Section 2. Section 3 defines the variants of the 8-puzzle. The measures of the search pathology are described and the factors affecting the pathology are introduced in Section 4. Section 5 deals with the effect of the properties of the heuristic function on the pathology. Section 6 presents the influence of the properties of the search tree on the pathology. The frequency of the pathological positions in the 8-puzzle is discussed in Section 7. Section 8 concludes the paper.
Related work
It is well documented that a deeper heuristic search yields better solutions. For the singleagent search, this was already found in Korf's paper introducing the classic RTA* and LRTA* (Korf 1990) . A comparison of several modern, real-time, single-agent search algorithms at various search depths can be found in (Hernández and Meseguer 2008) . For the minimax search used in two-player games, several studies showed that a deeper search is beneficial, even though the effect of diminishing returns can usually be observed at large depths (Junghanns et al. 1997 , Heinz 2001 . Since the benefit of a deeper search is usually taken for granted, the papers that study factors affecting it are mostly found among the papers on search pathology.
The pathology in the minimax search was first described by Nau (1979) and Beal (1980) . Since then, several attempts to explain it were published. The primary cause for the pathology in theoretical models was deemed to be the independence of the values of the terminal nodes in the search tree (Beal 1982; Bratko and Gams 1982; Nau 1983; Luštrek, Gams and Bratko 2006; Kaluža et al. 2007a Kaluža et al. , 2007b . In real games, sibling nodes in the search tree are usually similar and not independent, but the early models did not account for this. Another important reason for the pathology was found to be the low granularity of the heuristic function (Nau 1979; Scheucher and Kaindl 1998; Luštrek 2007; Kaluža et al. 2007a Kaluža et al. , 2007b . Finally, large branching factors were also observed to contribute to the pathology (Nau 1979; Kaluža et al. 2007a Kaluža et al. , 2007b .
The 8-puzzle and its variants
The 8-puzzle is a sliding puzzle that consists of a grid of numbered tiles with one tile missing. If the grid is n × n, the puzzle is called the (n2 -1)-puzzle or the n2-puzzle (Ratner and Warmuth 1990; Ryan 2008) . The numbers on the tiles are initially in a random order. The goal of the puzzle is to rearrange the tiles in as few moves as possible so that the numbers are in order. The moves are made by sliding a tile into the empty space, in turn revealing another empty space in the position of the moved tile (Wikipedia 2009 ). An example of solving the 8-puzzle is presented in Figure 1 . An initial state is shown in Figure 1a , followed by consecutive states, move by move (b, c, d) , until the puzzle is solved in Figure 1e .
Figure 1. An example of solving the 8-puzzle
The n2-puzzle is a classical problem that is suitable for the study of search algorithms (Korf 1990; Reinefeld 1993 ) -its state space is easily defined with a few simple rules and there is no known algorithm for solving the puzzle efficiently. Finding a solution for a puzzle of an arbitrary size is easy, but the problem of finding the shortest solution is NP-hard (Ratner and Warmuth 1986) . In our experiments, the 8-puzzle was chosen over larger n-puzzles because the size of its state space is small enough for extensive analyses. There are 9! / 2 = 181,440 solvable start positions (Ryan 2008) and it takes, at most, 31 moves to solve any of them. Therefore, it is possible to find the optimal solutions for all the solvable start positions in a matter of seconds on a personal computer.
The state space of the 8-puzzle also has some specific properties. Firstly, in every position that can be solved optimally in n moves, one can make only moves that will lead to positions requiring n -1 or n + 1 moves to solve them. In other words, each move decreases or increases the minimum distance to the solution by exactly one move. As a consequence, there are no neutral moves, all moves in the direction towards the solution are equally good and all moves away from the solution are equally bad. Secondly, the number of positions varies with the distance to the solution. Only 1.5 % of all the positions are less than 14 moves away from the solution. Over 90 % of the positions are between 17 and 27 moves away from the solution. The average distance to the solution is 21.9 moves. This is presented in Figure 2 , where gray bars show the number of positions for each possible distance to the solution. Thirdly, the percentage of positions in which all possible moves are optimal increases with the distance to the solution. The number of positions in which all possible moves are optimal is shown with black bars in Figure 2 . To measure the influence of the branching factor and the similarity of sibling nodes on the pathology, variants of the 8-puzzle were introduced. The branching factor of the search tree can be increased by adding additional moves to the original puzzle, or decreased by disallowing certain moves. Besides sliding a tile into the empty slot above, below, left or right, we allowed switching a tile with an empty slot diagonally from it. Figure 3 illustrates the 8 possible directions of the move, e.g., up & left (UL). A specific variant of the 8-puzzle is defined by allowing k of these 8 possible moves (4 basic and 4 diagonal) and disallowing the other 8 -k moves. There are 255 such variants of the 8-puzzle, of which 129 are not interesting as they have only a small number (< 202) of solvable start positions -they are disregarded in this paper. Of the remaining 126 variants, 31 of them, including the usual 8-puzzle, have 9! / 2 solvable start positions, while 95 variants have 9! solvable start positions. Even though these variants were designed to vary in the branching factor, they are different in other respects as well. Among them is the degree of similarity between the sibling nodes, the average number of moves required to solve a random start position, and other properties. 
Problem formulation
The problem of solving the 8-puzzle is represented by a search tree in which the nodes correspond to the positions of the tiles in the puzzle and the edges correspond to the legal moves leading from one position to another. In order to select the best move in a position m, the tree rooted in m is expanded to a depth d, as shown in Figure 5 . The evaluation function assigns each position p at the depth d a heuristic value h(p). This value approximates the true value h * (p), which equals the minimum number of moves needed to reach the goal position (i.e., to solve the puzzle) from the position p. The heuristic values at the depth d are then backed up to level 1, which consists of the positions one move away from the root m. This is done using the minimin algorithm, which recursively computes the value of each position o as the minimum of the values of its descendants, increased by 1. The rationale for this rule is that in the position o, one should choose the move leading to the descendant do that is closest to the solution; however, since o is one move away from do, the value of o should be larger by 1 than the value of do. The minimin algorithm thus assigns the backed-up heuristic value h d-1 (n) to each position n, one move away from the root m. This value is equal to the minimum of the heuristic values of the leaves of the tree with the depth d -1 rooted in n, increased by d -1. Finally, the move selected in the position m after searching d moves ahead is one that leads to one of m's descendants with the lowest backed-up heuristic value h d-1 (shown on a gray background in Figure 5 ). If the goal position is encountered at the depth d g < d, the backed-up heuristic value is d g -1. Such a situation is called an early termination.
The heuristic functions used is of the form f = d + h, where h represents the heuristic estimate of the position (Russel, S, Norvig, P 2005) , in our case the number of the moves to the goal position. Since d is an integer representing the search depth to the particular position under estimation, the term heuristic function is often referred to h.
Definition 1: The probability of a correct (optimal) move in a position m after searching d moves ahead is calculated using Equation (1). This probability is 1 -probability of a move error, denoted as wrong d (m) .
Desc(m) is the set of the descendants of the node m, h d (n) is the backed-up heuristic value of a node n obtained by searching d moves ahead (when d = 0, the index is omitted), and h * (n) is the true value of the node n. The move selected at the node m leads to one of its descendants with the lowest backed-up heuristic value. The number of such nodes is in the denominator of the right-hand side of Equation (1).
In the case of multiple nodes with the same minimum heuristic value, one is chosen at random. The chosen move is correct if the true value of the node it leads to is minimum among its siblings. The number of such nodes is in the numerator. In short, the probability of a correct move at the node m equals the probability of randomly selecting from the descendants of m with the lowest heuristic value the one with the lowest true value.
Examples of calculating correct 1 (m) and correct 5 (m) are shown in Figures 4 and 5, respectively. The nodes with the gray background represent the best nodes at a given level of the search tree according to the heuristic function (note that the values at depths 1 and 5 differ by four because four more moves are needed to the goal from depth 1). Out of these, the nodes marked with rectangles are the truly optimal ones, whereas those marked with circles are wrongly estimated as optimal. The probability of a correct move can be measured either for a single position, for a group of positions or for whole domains, e.g., the variants of the 8-puzzle.
Definition 3: The probability of a correct move in an 8-puzzle variant M when searching d moves ahead is calculated using Equation (3). It equals the average probability of a correct move over all the solvable positions in the puzzle.
The probability of a wrong move is correspondingly:
SolvPos(M) is the set of all the solvable positions of the 8-puzzle variant M.
Definition 4:
The search gain (or gain for short) of an 8-puzzle variant M is defined as the ratio between the probability of a correct move in M when searching to depths i and j, where i > j. It is calculated using Equation (5).
A deeper search (to depth i instead of j) is worthwhile iff gain i,j (M) > 1. Iff gain i,j (M) = 1, the average quality of the moves is the same when searching to depths i or j, so depth j is preferable because it saves time.
Definition 5: The degree of pathology (or pathology for short) of an 8-puzzle variant M is defined as the ratio between the probability of a wrong move in M when searching to depths i and j, where i > j. It is calculated using Equation (6).
The degree of pathology corresponds to the ratio between the probability of choosing a wrong first move if searched to depth i and j, while the gain corresponds to the ratio between the probabilities of choosing a correct first move, and as a consequence the degree of pathology and the gain are not inversely proportional, although in general a lower gain corresponds to a higher degree of pathology. For example, compare pat 5,1 (n) = 1.001 and gain 5,1 (n) = 0.5 resulting from avrCorrect 5 (n) = 0.001 and avrCorrect 1 (n) = 0.002 on the one hand, and pat 5,1 (m) = 1.1 and gain 5,1 (m) = 0.6 resulting from avrCorrect 5 (m) = 0.12 and avrCorrect 1 (m) = 0.2 on the other hand. Both the degree of pathology and the gain increase from n to m. On the other hand, iff gain i,j (m) > 1, then pat i,j (m) < 1 and vice versa.
Definition 6: A domain M is pathological for depths i and j iff gain i,j (M) < 1, i.e. pat i,j (M) >1.
The results in this paper are mainly presented in terms of gain 5,1 and pat 5,1 One of the reasons for choosing these depths is that the studies in minimax were often performed at depths 5 and 1; therefore the same depth in the single-agent search makes possible a better comparison. The other reason is that these depths enable studies without the effect of early terminations. Other search depths, such as 6 and 1 or 8 and 1, were also analyzed, providing qualitatively very similar relations. A detailed analysis of the influence of the various search depths i, j is presented in Sections 5.1 and 5.2.
In Sections 5 and 6, the following issues related to the pathology and gain are studied:  The granularity of the heuristic function, i.e., how many different values it can return (Section 5.1).  The granularity of the heuristic function, premature terminations or not and always included noise or not (Section 5.2).  Fluctuations at small granularities (Section 5.3).  Tentative explanation of the influence of granularity (Section 5.4).  The amount of heuristic error (Section 5.5).  Different heuristic functions: optimistic, pessimistic and two real-life (Section 5.6).  The similarity of the true values of the sibling nodes in the tree (Section 6.1).  The branching factor of the search tree, i.e., the number of moves at each node in the tree (Section 6.2).
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Influence of the heuristic function on the pathology and gain
Definition 7: In the 8-puzzle, the true value or quality of a given position is equal to the minimum number of moves needed to solve the puzzle from that position. The difference between the heuristic value h(n) and the true value h * (n) of a position n is called the heuristic error e. The heuristic value is computed using the heuristic evaluation function (or heuristic function for short) h.
The error of the generic heuristic function was modeled using Gaussian noise (Box and Muller 1958) . The term "generic" is used because by adjusting the noise distribution, the function is intended to approximate any heuristic function that can be used in practice. The basic version of the generic heuristic function returns true values corrupted by the Gaussian noise with the standard deviation σ = 2.5, which is the same as the standard deviation of the Manhattan-distance heuristic function. The latter is often used for solving n 2 -puzzles and is described in Section 5.6. The true values for the positions {n ; h * (n) ≤ 7} are not corrupted because there are so few such positions that it is practically impossible to corrupt their values and maintain a constant dispersion (Sadikov and Bratko 2006) and because the Manhattan heuristic function estimates at these depths without errors. Throughout the paper this generic heuristic function is used, unless written otherwise in specific sections.
The true values h * (n) were computed for all the positions of the 8-puzzle and its variants using the retrograde analysis (Thompson 1986 ). Afterwards, the heuristic values h(n) were computed, in the case of the generic heuristic function by adding the Gaussian noise to the true values. Finally, the backed-up heuristic values h i (n) resulting from searching i + 1 moves ahead were obtained using the minimin algorithm. The values h * (n), h(n) and h 4 (n) are needed to compute gain 5,1 and pat 5,1 , which are the measure of the search gain and pathology used in the experiments in this paper -see Equations (1) through (6). For other values i and j, the corresponding h j (n) and h i (n) are computed and stored, making it possible to compute the gain and the degree of pathology.
Granularity of the heuristic function
The values of a heuristic function in our experiments were either real or integer numbers, or a finite subset of either of them.
Definition 8: The cardinality of the range B of a heuristic function h is called the granularity of the heuristic function and is denoted g(h) -see Equation (7).
The range of the generic heuristic function is real numbers. In order to obtain a heuristic function with the desired granularity g, the number of possible heuristic values is reduced by creating g intervals of equal size. Firstly, the heuristic values are limited to the [0, M] interval, where M = max n {h * (n)} + σ + 1. The value of M is set close to the maximum unrestricted heuristic value to ensure that few such heuristic values are greater than M. If an unrestricted value > M, it is set to M, and if it is < 0, it is set to 0. Then, all the heuristic values are multiplied by g / M, to scale the interval of possible heuristic values to [0, g] , and finally rounded to the closest integer value.
The relation between the granularity of the generic heuristic function and the gain is presented in Figure 6 , and the relation between the granularity and the degree of pathology is presented in Figure 7 -10 -plotted for the usual 8-puzzle and for the variant with minimum (R, D, DL, L, UL) and maximum (all directions) pathology and minimum (all directions) and maximum (R, DR, D, DL, L, UR) gain. The amount of pathology or gain over different granularities is calculated as a sum over g = 2, 3, 4, ..., 46; 64, 128, 256, 512, 1024, 2048 . Figure 6 indicates that searching deeper is beneficial in most of the domains under granularities > 15. The exception is at small granularities, especially up to 10. The worst domain for gains is the variant with moves in all directions, where deeper search is not beneficial for a granularity < 40. Figure 6 also indicates that with the exception of granularities smaller than 15, most of the domains are not pathological. Figure 7 shows approximately symmetric relation of the degree of pathology compared to the gain, presented in Figure 6 . For granularities greater than 10, the worst pathology is close to 1.1, while the worst gain is 0.95. At granularity 1024, the degree of pathology is inside the interval (0.6 .. 1) and the gain inside (1 .. 1.15). The pathology can be found in any version of the 8-puzzle if the generic heuristic function with a small granularity is used.
In another observation, Figures 6 and 7 show that except for a granularity of 10 or less, the heuristic functions with higher granularity enable bigger search gains or -in other wordsare less prone to the pathology. A qualitatively similar relation between the degree of pathology and the granularity was observed and explained in the minimax pathology (Nau 1979; Scheucher and Kaindl 1998; Kaluža, Luštrek and Gams 2007a; Kaluža, Luštrek, Gams and Tavčar 2007b; Luštrek 2007; Piltaver, Luštrek and Gams 2007) , but our work is the first to show it in the single-agent search as well.
Qualitatively, the same relation was also observed in the variants of the 8-puzzle not presented in Figures 6 and 7. When the degree of pathology was approximated using a linear function for each of the following intervals g  [10, 20] 40, 50] and g  {64, 128, 256, 512, 1024, 2048} they all had negative slopes, thus confirming the relation between the search gain and the granularity of the heuristic function for all 8-puzzle variants. The calculated slopes also show that the pathology is decreasing with increasing granularity faster for low (e.g. g = 15) granularities than for high granularities (e.g. g = 256). This leads to the first observation:
Observation 1: From Figures 6 and 7 and the additional calculations described in the previous paragraph it follows that for the generic heuristic function, the search gain (gain 5,1 (n)) is increasing with the increasing number of possible heuristic values (granularity) if g > 10 for all 8-puzzle variants with the exception of the smaller fluctuations. Correspondingly, the trend of the degree of pathology is decreasing with increasing granularity.
There are a maximum of 47 true values for any version of the 8-puzzle (32 for the usual 8-puzzle), so it may seem surprising that there are still changes in the pathology and gain at granularities above this number. This is possible because higher granularities of heuristic values can still affect the error by revealing the direction in which a position is misevaluated. To further analyze the stability of the observed relations, the influence of the search depth on the move error for heuristic functions with various granularities in the usual 8-puzzle was studied. Figure 8 shows the move errors at various search depths, from which the degree of pathology pat i,j can be computed for any pair of depths i and j by simply comparing the errors at those depths -see Equations (5) and (6). Note that the curves in the figures are smoothed in relation to the search depth which is always an integer number. This figure graphically shows that pat i,j for i and j other than 5 and 1 can be expected to behave similarly to pat 5,1 for values up to approximately 15 (note that there are a couple of exceptions). This conclusion follows from the curves for granularities 5 and more being roughly monotonic: for g = 5 and g = 7 the error mostly increases (pathology in Figure 7 ), for g = 11 the decision is not clear-cut (degree of pathology near 1 in Figure 7) , and for g = 1024 the error mostly decreases (no pathology in Figure 7 ). Furthermore, the oscillating move error of heuristic functions with a small granularity is consistent with the non-monotonic behavior of the degree of pathology and the gain at small granularities as observed in Figures 6 and 7. The sharp decrease in move error at high search depths is the consequence of many start positions being solved in less than d moves, i.e., early terminations. 
Figure 8. The move error with respect to the search depth for generic heuristic functions with various granularities in the usual 8-puzzle
The relations discussed in Figure 8 can be presented in a 3D view. In Figure 9 , the granularities are presented as one axis, the other two axes relate to avrCorrect instead of avrWrong in Figure 8 , and the search depth. Figure 8 graphically indicates that gain 5,1 behaves similarly to the gains at other depths up to 15. The relation between the depth and avrWrong and avrCorrect in Figures 8 and 9 can graphically be approximated by two lines: the first one is horizontal for depths from 2 to 15, and the second line reaches the extreme possible value at the depth 27. Together with analyses of the degree of pathology performed, here omitted due to the lack of space, this makes possible another observation:
Observation 2: The relation between the granularity and gain 5,1 (or pat 5,1 ) is similar to the relation between the granularity and the gain (or the degree of pathology) at other depths i,j smaller than 15. Figures 8 and 9 , the gain and the degree of pathology for the depths i and j can be computed. Figure 10 shows the degree of pathology at the depths i and j, plotted at two granularities: g = 10 (the lowest g at which the pathology no longer fluctuates) and g = 2048 (the maximum g tested) for the usual 8-puzzle. Note that the graphical representation shows actual experimental results only for i > j; the topleft plane where i < j, and the middle-right "curtain" at i = j are there only to make the figure visually transparent.
We also verified how the choice of i and j affects pat i,j by linearly approximating pat i,j with respect to g for i  [20, 30] , pat i,j decreased with respect to g in all cases (although the decrease was sometimes small). For larger g, pat i,j decreased with respect to g in cases when i was small and when the difference between i and j was large. In other cases, it sometimes slightly decreased and sometimes slightly increased, which means that once g is large enough, further increases in g have little effect on pat i,j . Figure 10 reveals that most of the area with search depths up to 20 is pathological for g = 10, with pat i,j < 1.1. For g = 2048, only small portions of the search depth pairs remain pathological, among them the biggest is inside the triangle [(12,12) , (5,17), (17, 17) ]. Analyses at other granularities (g from 2 to 2048) reveal observations 3 and 4:
Observation 3: Regardless of the granularity g, for the usual 8-puzzle and the generic heuristic function, there is always some area where the degree of pathology pat i,j > 1.
Observation 4: Regardless of the granularity g, for the usual 8-puzzle and the generic heuristic function, the pat i,j -surface can be approximated by two separated parts. For pat i,j with i ≤ 19, the surface is fluctuating for g < 10 (only g = 10 is presented here), but it is close to 1. For i > 19, pat i,j decreases in the direction of 0. In this regard, pat 5,1 is reasonably similar to most of pat i,j for i and j smaller than 15.
Observation 4 is similar to Observation 2, but is based on a different viewpoint.
Figure 10. The degree of pathology pat i,j at the granularities 10 (a, left) and 2048 (b, right) for the generic heuristic function in the usual 8-puzzle
Search without perfectly estimated positions in relation to the granularity
Until now, the search trees included early terminations and positions with perfect heuristic estimations, which might both serve as anchors stabilizing search. In this section we deal with the search, where all the positions encountered include some noise. To study the granularity vs. pathology relation, the degree of pathology at depths i and j was computed and plotted at a specific g, once with ( Figure 10 ) and once without early terminations and an exact evaluation for the positions up to 7 moves to the goal (Figure 11 ). Figure 11 , therefore, presents two additions compared to Figure 10 . Firstly, early terminations are discarded, meaning if a goal position is found during a search, this search is discarded. After this modification only, the obtained figures were similar to Figure 10 , just the turning-point at i = 19 moved to 22. The second modification was also introducing noise to the error-free positions with 7 moves or less to the goal position (for an explanation, see Section 5). Since there is only a small number of these positions (see Figure 2) , the tests were repeated 10 times and averaged to obtain up to a point stable results. Still, the spikes at the top-right end of the graphs in Figure 11 indicate that exact numbers should not be trusted too much due to instability.
Under the two additions to the original search model, the search becomes predominantly pathological as in the early academic models of minimax (Beal 1982; Bratko and Gams 1982; Nau 1983) or in the P-game (Pearl 1984) . The major difference is that our analysis is dealing with a realistic one-player game, and not an academic two-player game. To our best knowledge, this is the first case that any real-life game was shown to be pathological under nearly reasonable assumptions -no perfectly estimated positions found in the search and the heuristic function with the Gaussian noise. While it often happens that the search finds no perfectly estimated position, the heuristic function remains an academic one, being better than random noise and worse than the Manhattan-distance function. However, as Figure 11 reveals and as was also found in the P-game and in the early academic minimax models, smaller heuristic error in a pathological search often makes search worse. After all, random search by definition results in pat i,j = 1. 
no early terminations, heuristic values of positions up to 7 moves to the goal corrupted with the noise
Observation 5: For the usual 8-puzzle, in the case of avoiding early terminations and when the generic heuristic function of the positions up to seven moves to the goal is also corrupted with the Gaussian noise, the search is mainly pathological and generally more pathological with a higher i at fixed j regardless of the granularity.
The phenomenon that positions with small or zero heuristic error named "stabilizing seeds" (Bratko and Gams 1982) or "traps" (Pearl 1983 ) eliminate pathology on its own, if common enough, was proposed nearly 30 years ago for the minimax search. The analyses of the 8-puzzle indicate that these positions might be the most important single factor for combating pathology in single-player games as well.
The pathology at specific search depths in the 8-puzzle was briefly observed in (Sadikov and Bratko 2006) , but without in-depth analyses of factors influencing it, e.g., presenting overall pathology under the two explicit modifications of the original search model.
Explanation of the fluctuations at small granularities
The degree of pathology and the gain when analyzed with the generic heuristic function fluctuate at a smaller granularity, as first observed in Figures 6 and 7 . Here we provide a tentative explanation of this phenomenon by analyzing the heuristic values of positions without added noise at a chosen granularity, hence the heuristic error stems only from the introduction of the granularity. Consider the example in Figure 12 for granularity 2, which transforms the true values of the positions into two values of the heuristic function: 1 for the true values from 1 to 16 and 2 for the values from 17 to 31. Let us consider a position which is 16 moves away from the solution. Its descendent at depth 1 with value 15 will become expanded into leaves at depth 5 with values greater than or equal to 11, while the sibling position at depth 1 with value 17 will become expanded into leaves with values greater than or equal to 13. At granularity 2, the true values of the two sibling positions at depth 1 will be transformed into 1 and 2, while their best descendants at depth 5 will both be 1. This will render a deeper search uninformed and hence pathological. But there are other combinations of positions, for example, true values (20, 22) at depth 1, where the search at depth 1 is completely uninformed, while at depth 5 it always finds the correct move, as presented in Figure 12 .
Figure 12. Examples of pathological and non-pathological positions at the granularity 2
To calculate an average gain and the degree of pathology at a chosen granularity, all the positions with values from 0 to 31 and with frequencies presented in Figure 2 were examined using the following procedure: The granularity (gr) was applied in the following way: h(p) = gr(h*(p)) and h(n)=gr(h*(n)); see Figure 5 . The granularity function gr(number) in the code transforms number according to the chosen granularity, as described in Section 5.1.
numOfPosAtDepth [depth] represents the number of all the positions depth moves away from the goal, as presented in Figure 2 . The obtained results using the code for each particular granularity are presented in Table 1 .
averageCorrect [depth] represents the probability of choosing the correct move when deciding randomly i.e., when the heuristic values with reduced granularity are equal for the wrong and the correct moves/positions; for example, if there are two positions and one is leading to the best solution and the other not, this factor is 1/2. If two of three positions are leading to the optimal solution, the factor is 2/3. Table 1 , the search is pathological even though there is no introduced noise in the heuristic function at all; just the true value is transformed according to the chosen granularity. If the values of the positions were corrupted by neither noise nor low granularity, the error when searching to all depths would be 0, pat 5,1 would be undefined and gain 5,1 would be 1. A deep search is intended to combat noise, and when noise is the main reason for error, it does this successfully, as evidenced by the lack of pathology at high granularities. However, when the main reason for error is a low granularity, a deep search does not reduce it - Table 1 indicates that sometimes a deeper and sometimes a shallower search performs better. In our experiments at small granularity, this effect overwhelms the noise-reducing effect of a deep search, even as reasonable noise is introduced, causing fluctuations at low granularities.
Although the fluctuations might seem random, Figure 12 indicates that at granularity 2 the ratio between the number of pathological positions (with 16 and 17 moves to the goal) and non-pathological positions (with 20 and 21 moves to the goal) determines the final result, since other positions make the search random. Therefore, the non-even distribution of the positions at different number of moves to the goal corresponds to those fluctuations.
We can also observe in Table 1 that as the granularity increases, the gain approaches 1. This happens because the higher the granularity, the fewer errors it causes at both search depths, bringing gain 5,1 ever closer to 1.
One might argue that granularity could be applied in a different way, e.g., by calculating gr(4) + gr(h*(p)), but calculations reveal that the fluctuations persist. Furthermore, the results are practically the same as those in Table 1 if instead of the program code in this section the generic heuristic function with Gaussian noise close to zero is used.
Observation 6: If no noise is introduced in the generic heuristic function (σ = 0), the search gain and the degree of pathology fluctuate for granularities up to 17 for the usual 8-puzzle. For granularities greater than 17, the gain is 1 and the degree of pathology is undefined.
Explanation 1: Section 5.3 indicates that the fluctuations observed in Figures 6 to 11 with granularity at values up to 10 are caused by the introduced granularity and the uneven distribution of true values of positions.
It seems that the difference between fluctuations up to granularities 10 in Explanation 1, and 17 in Observation 6 stems from the added noise in the generic function.
Tentative explanation as to why higher granularity decreases pathology
The degree of pathology for a given search problem and a given heuristic function can be analytically calculated using the following procedure. For the start, the analysis will be devoted to a node v in which one can make exactly one correct and one wrong move that lead to the nodes v c and v w respectively. First, suppose we know (or can approximate accurately enough) the probability distribution of the heuristic values for each group of nodes with the same true value. We will denote the probability distribution of the heuristic value in node v c with p c and the probability distribution of the heuristic value in node v w with p w . The probability distributions of the backed-up values can be computed using the probability distributions of the heuristic values of the leaves and the structure of the search tree, assuming that the probability distributions are independent of each other. We will denote the probability distributions of backed-up values from level j in nodes v c and v w with p c' and p w' respectively. Using these assumptions the pathology is calculated using the following formula:
The summation in the numerator gives us the probability of choosing the correct move using the values of the heuristic function in nodes v c and v w . Note that the probability is 1 if the heuristic value in v c is smaller than the heuristic value in v w , 1/2 if the values are the same, and 0 otherwise. The summation in the denominator gives us the probability of choosing the correct move using the backed-up values.
If there are nodes in the search graph that are of different type (e.g., 2 correct and 1 wrong move), the equation must be corrected accordingly. The degree of pathology can be calculated as a weighted sum of the pathologies over all the types of nodes. The final result using the probability distributions from the 8-puzzle is the same as presented in Figure 7 .
The probability density of the heuristics of the correct and wrong moves can be computed analytically or numerically. The probability density for the usual 8-puzzle where one can make one correct and one wrong move is presented in Figure 13 on the vertical axis. The difference between the true value of the root of the search tree and the backed-up value is presented on the horizontal axis. Similar analyses of other combinations and not just one correct and one wrong move at depth 1 enable the following simplified reasoning as to why smaller granularity hurts the estimation at depth 5 more than at depth 1:
Explanation 2: Since the observed and the computed probability densities are narrower (i.e., have smaller standard deviation) at depth 5 than at depth 1 for the usual 8-puzzle (see Figure 13 ), the introduced smaller granularity, i.e., bigger buckets of default estimation, causes a relatively greater decrease of the quality of estimation at depth 5 than at depth 1.
To intuitively understand Explanation 2, consider an extreme case where the two distributions at level 5 are close to the Dirac delta function: a sufficient granularity will distinguish perfectly, but a bucket including the two delta functions would render the decision random.
In another example, the computations for the case with one wrong and one correct move reveal that the ratio between probability of a correct move at g = 2 and g = ∞ is 0.71 at level 5 and 0.78 at level 1 again indicating that the small granularity hurts the deeper search more than it hurts the shallower search. For the other 5 types of nodes and the weighted average over all the types, a similar relation was found.
The probability densities are stiffer at greater depths because of the minmin algorithm, which calculates the backed-up values using the minimum function. A similar but analytical explanation for the minimax algorithm was presented in [Luštrek 2007 ]. For σ = 20, the degree of pathology and the gain are close to 1 (see Figure 14) , since the differences between the positions' heuristic values are diminished by the noise, thus making the search essentially random. For σ = 0, the gain and the degree of pathology were identical to Table 1 (not presented in Figures 14 and 15 ). For σ = 0.1, the gain at 18 is not 1 anymore, as in the case of no noise, and the pathology remains computable up to 24. The degree of pathology and the gain for σ = 0.1 fluctuate in a similar way as in Table 1 until g = 17, since there are very few noise-introduced errors. For g ≥ 17 the fluctuations of the degree of pathology increase wildly because there are no granularity-introduced errors and only a few noise-introduced errors (for example, if there are two errors at depth 5 and one error at depth 1, the degree of pathology is 2) and after g = 24 there are no errors of any kind rendering the degree of pathology uncomputable. At moderate, i.e., reasonable noise (σ = 1.25, 2.5 and 5), the search gain and the degree of pathology behave similarly -they fluctuate at a smaller granularity and tend to improve with larger granularity.
Observing the increase of gain in Figure 15 , at small noise the errors are few, so there is little room for improvement. Large noise masks the differences in the position values so effective that a deeper search cannot uncover them.
Observation 7: Additional measurements (e.g., with σ = 0, 0.01, 0.02, 0.05, 0.1, 0.5, 1, 1.25, 2, 2.5, 3, 4, 5, 10, 15, 20; varying also i and j) show that the observed gain and the degree of pathology behave similarly as in Figures 14 and 15 : large noise makes the search random, small noise makes the search similar to Table 1, with the exception that the degree of pathology fluctuates wildly until it becomes incomputable. Also observed, the gain of the deeper search for the usual 8-puzzle is the largest (and the degree of pathology, smallest) at moderate noise.
Optimistic and pessimistic heuristic functions
In this section, five heuristic functions are considered, their influence on pathology and the relation to the granularity. One of them is the generic function, two of the remaining four are optimistic and two are pessimistic. Optimistic heuristic functions always underestimate the true value and are often used because complete heuristic search algorithms such as A* need them to provide optimal solutions. However, past analyses showed that pessimistic heuristic functions outperform optimistic ones in an incomplete search and that they are also less prone to the pathology (Sadikov and Bratko 2006) . Pessimistic, and especially optimistic heuristic functions, are usually easier to design than balanced ones, because it is often easy to compute some upper or lower bounds for the quality of nodes in the search tree.
Generic optimistic and pessimistic heuristic functions were obtained by subtracting or adding (respectively) the absolute value of the Gaussian noise |e| from/to the true values h * (n). The pathology of the balanced (middle in Figure 16 a) , optimistic (left) and pessimistic (right) generic heuristic functions was compared to the pathology of two real-life heuristic functions: the Manhattan-distance and Sadikov's heuristic function (Sadikov and Bratko 2007) . Figure  16a shows the probability density functions for the balanced, optimistic and pessimistic generic heuristic functions. Figure 16b shows the percentages of the positions with a given heuristic error for the Manhattan-distance and Sadikov's heuristic functions. One can see that the former is indeed optimistic (the errors are all negative, which means that the heuristic values are smaller than the corresponding true values) and the latter pessimistic (the errors are positive).
Figure 16. The distributions of the heuristic values of the five heuristic functions compared in this subsection
The Manhattan-distance heuristic function is an optimistic heuristic function that computes the minimum number of moves that would be required to solve the puzzle from a given position if the tiles could move one over the other. In other words, it is the sum of the Manhattan distances of the tiles' locations in a given position to their locations in the solved puzzle. The Manhattan-distance heuristic function generates integer values between 0 and 21.
The idea of Sadikov's pessimistic heuristic function for the n 2 -puzzle is that the problem can be recursively decomposed into two easier sub-problems. The first problem is to solve the first line and the first column of a given puzzle without paying attention to the rest of the puzzle. The second problem is to recursively solve the rest of the puzzle, which is equivalent to solving the (n-1) 2 -puzzle. Sadikov's pessimistic heuristic function returns the number of moves needed to solve a given 8-puzzle with the recursive procedure, which is larger or equal to the number of moves for an optimal solution.
The granularity of the five heuristic functions described in this subsection was reduced, as described in Section 5.1. The degree of pathology with respect to the granularity in the usual 8-puzzle is shown in Figure 17 . The studies of gain revealed reverse relations. Observation 8: The observation that a decreased granularity in the 8-puzzle increases the degree of pathology and decreases the gain is valid for all five heuristic functions studied in this section: for the generic one and its pessimistic and optimistic variants as well as for the two real-life heuristic functions -Manhattan-distance and Sadikov's.
The curves in Figure 17 also confirm that pessimistic heuristic functions are less prone to the pathology than optimistic ones. The degree of pathology of the balanced generic heuristic function is higher than that of the pessimistic generic heuristic function, but smaller than that of the optimistic generic heuristic function. Although the optimistic Manhattan-distance heuristic function is seemingly less pathological than the Sadikov's pessimistic function, this is only because of the latter's larger maximum granularity -when comparing the degree of pathology at the maximum granularity, Sadikov's function is less pathological. But, since greater granularity in itself can influence the degree of pathology, the conclusion about the influence of the pessimistic function in this case is less undisputable, as is the case when comparing the versions of the generic function.
That pessimistic heuristic functions are more successful than the optimistic ones was already reported in previous studies (Sadikov and Bratko 2006) , which also provided an explanation ; however, this was only done for artificial heuristic functions. In addition, in (Sadikov and Bratko 2006) , the central theme of the paper was the success of optimistic versus pessimistic heuristic functions. In this section we also confirm their findings, but the emphasis is on the relation to the granularity, which turned out to be universal -a small granularity increases pathology.
The influence of the search tree on the pathology
The properties of the search tree are a part of the problem to be solved by heuristic search, and as such are not under the control of the one solving it. Because of that, their influence on the pathology is less important from the practical perspective than the influence of the heuristic function. Such properties are, however, important factors affecting the minimax pathology, so we studied them in the 8-puzzle as well.
The similarity of sibling nodes
The factor that is probably best known to affect the pathology in the minimax search is the similarity or (in)dependence of sibling nodes (Beal 1982; Bratko and Gams 1982; Nau 1983; Kaluža et al. 2007b ).
Definition 9:
A search tree has a high similarity of sibling nodes when the true values h * (n) of the descendants of a node m have similar values. This notion is quantified by the clustering factor (Sadikov 2005) given in Equation (9) In Equation (9) mi stands for a node in a search tree, nij stands for the j-th descendant of the node mi, bi for the branching factor of the node mi, and N for the number of nodes in the search tree.
The clustering factor is small when the sibling nodes are similar, because in that case the standard deviation of the sibling nodes' values is much smaller than the standard deviation of all the values.
In order to observe the effect of the similarity of the sibling nodes on the pathology, the degree of pathology for all the variants of the 8-puzzle was compared. Figure 18 shows the degree of pathology with respect to the clustering factor using the generic heuristic function for three different granularities. A linear approximation for each granularity is also plotted. In Figure 18 one can see that the degree of pathology decreases with the similarity of the sibling nodes (note that a smaller clustering factor means a larger similarity of the sibling nodes). As before, a larger granularity decreases the degree of pathology. The observed similarity-to-pathology relation is not very strong, for which there are at least two reasons. Firstly, it is not possible to observe the influence of the similarity of the sibling nodes alone, because the variants of the 8-puzzle differ in other factors, too. And secondly, the similarity in the figure ranges from 0.44 to 0.24, whereas in theoretical models it ranges approximately from 0.2 to 1.0 (Kaluža et al. 2007b) . The explanation for the relation between the pathology and the similarity of the sibling nodes given for synthetic search trees (Luštrek 2007) probably holds for the 8-puzzle variants as well.
Graphs that included only the data for the variants of the 8-puzzle with an equal average branching factor were also plotted, again showing the decreasing trend of the degree of pathology with respect to the similarity of the sibling nodes. Another experiment was performed using the Manhattan-distance heuristic function (described in Section 5.4) adjusted to the directions of the move used by the usual and non-usual variants of the 8-puzzle. The results were again similar to those in Figure 18 . Studies of the gain revealed the reverse relation to the pathology.
Observation 9: Analyses of the variants of the 8-puzzle indicate that a greater similarity, in general, decreases the degree of pathology and increases the gain, although the relation is not very strong.
The branching factor
The branching factor of the search tree is another factor known to affect the pathology (Nau 1979; Kaluža et al. 2007a Kaluža et al. , 2007b Luštrek 2007) . The branching factor of each of the variants of the 8-puzzle was averaged over all the solvable positions. The average branching factors for the 8-puzzle variants range from 1.56 to 4.44. There are 13 groups of 8-puzzle variants with the same branching factor, each consisting of 1 to 21 variants. Figure  19 shows the average degree of pathology of a group with respect to the branching factor using the generic heuristic function with three different granularities. No real conclusion about the influence of the branching factor on the pathology can be made from Figure 19 . A graph similar to the one in Figure 19 was plotted for the adjusted Manhattan-distance heuristic function, but again no clear conclusion could be drawn. If the two groups of the 8-puzzle variants with the lowest branching factors (1.56 or 1.78) are removed from the graph, the average degree of pathology of the remaining 11 groups is increasing with the increasing branching factor, as expected and explained before (Luštrek 2007) . The problematic two groups are the ones with just three move directions allowed. They also have an additional peculiarity: when solving them, every four moves there is only one legal move, whereas the remaining groups always have at least two possible moves. Analyses of the gain instead of the degree of pathology revealed basically inverse relations.
The percentage of pathological positions in the 8-puzzle
In order to find out how often the pathology occurs in the 8-puzzle, the number of pathological positions was computed. The probability of a wrong move at search depths 1 and 5 using the generic heuristic function with various granularities was computed for each solvable start position of the usual 8-puzzle. The results are presented in Figure 20 . Note that the percentage of pathological positions does not directly correspond to the degree of pathology in Figure 7 where the probability of a wrong move is summed. The values on the xaxis denote the granularity of the generic heuristic function and the height of the bars denotes the percentage of positions belonging to one of three groups. The first group consists of the positions in which a depth-1 and depth-5 search result in the same probability of selecting an optimal move. The second group consists of pathological positions in which a depth-1 search results in a higher probability of selecting an optimal move. The third group consists of positions in which searching to depth 5 is worthwhile, since it increases the probability of selecting an optimal move. The experiments presented in Figure 20 were repeated using the Manhattan-distance and Sadikov's heuristic functions with unrestricted granularity. With the Manhattan-distance heuristic function there were 49.3 % of positions where the gains of both depths were equal, 19.7 % of pathological positions and 31.0 % of positions where a depth-5 search produced a higher gain. With Sadikov's heuristic function, there were 67.0 % of positions where the gains of both depths were equal, 13.4 % of pathological positions and 19.5 % of positions where a depth-5 search produced a higher gain. For comparison, the three percentages for the generic heuristic function are 56.8 %, 19.3 % and 23.9 %. The percentage of positions where a deeper search is preferable is the largest with the Manhattan-distance heuristic function (both in absolute terms and compared to the percentage of pathological positions). The absolute percentage of such positions is the smallest for Sadikov's heuristic function, which is the best of the three for solving large n 2 -puzzles (Sadikov and Bratko 2007) , and this percentage compared to the percentage of pathological positions is the smallest for the generic heuristic function.
Observation 11. In the usual 8-puzzle at unrestricted granularity, the following ratios between positions with better gains at search 5 than at search 1 are obtained: the Manhattandistance heuristic function 31.0% -18.7%, Sadikov's function 19.5% -13.4%, and the generic function 23.9% -19.3%.
Conclusion
We have studied the 8-puzzle domain to find out under which conditions the search gain and the degree of pathology of a deeper heuristic search increase and when the search pathology occurs. To investigate the effect of the similarity of sibling nodes and the branching factor on the search gain, the original 8-puzzle was extended by adding diagonal moves and then allowing a specific subset of potential moves. The obtained 126 variants of the 8-puzzle differ in terms of the similarity and the branching factor. In most of the cases we compare the search depths 1 and 5, i.e., what is the success rate of two programs, one searching to depth 1 and the other to depth 5? In the majority of the tests, all the positions are taken into account, even though some of them lead to the goal in less than 5 moves. In addition, several tests were performed when searching to depths j and i, indicating that conclusions for the analyses at depth 1 and 5 are valid for several other search depths.
The conclusions are as follows:  Increased granularity of the heuristic function increases the search gain and decreases the degree of pathology. This was previously observed in the minimax search, but not yet in the single-agent search.  The most important single factor to improve search gain and avoid pathology is a high percentage of goal positions and positions with low or no heuristic error (compared to the reasonable heuristic error at smaller depth) in the search space. Other factors, such as branching or similarity, did not turn out to be essential in the variants of the 8-puzzle. This observation was initially proposed nearly 30 years ago (Bratko and Gams 1982; Pearl 1983 ) and later regarded as less important.  Very large or very small heuristic error both decrease the search gain; therefore, at some reasonable noise a deeper search is most advantageous. This was observed in the minimax search under specific conditions, but not in the single-agent search until now.  Pessimistic heuristic functions have higher search gains than optimistic ones. This was known for artificial heuristic functions in the 8-puzzle, but in this paper we also analyze real-life heuristic functions.  An increased similarity of the sibling nodes in the search tree increases the search gain. This was again observed in the minimax search, but not in the single-agent search. The relation is not very strong, probably because of the small variation in the similarity in our experiments, and also because it is not possible to vary the similarity without changing other properties of the 8-puzzle variant as well.  A decreased branching factor of the search tree slightly increases the search gain, which is also in agreement with the minimax search, but the findings are inconclusive. Both the minimin and minimax search are similar with respect to the influence of various factors on the search gain and the pathology, and can be studied within a common framework. Although several observations in this paper were previously reported in the minimax search, some of them are altogether new, e.g. the overwhelming effect of early terminations and perfectly-evaluated positions and the resulting pathology without them.
The pathology is usually considered a rare occurrence. However, when measured per position, this is not necessarily the case, as the 8-puzzle demonstrates. In our experiments, the percentage of pathological positions for three different heuristic functions was at least half of the percentage of positions where it is worthwhile to search deeper, and often the percentages were very close. For example, the fraction of all positions in the 8-puzzle where searching to depth 5 is better than to depth 1, compared to those where the reverse is true, 31.0% versus 19.7% if Manhattan-distance heuristic function is used. In addition, the percentage of positions where both depths were equally good was quite large Therefore, the advantages of a deeper search are not as clear as it is often thought and the pathology can have a substantial impact on the performance of incomplete search algorithms.
Even more important than the pathology itself, the analysis of the influence of the various factors on the search gain in this paper might provide some general clues for designing better heuristic functions and search algorithms:  When designing heuristic functions, one should strive for a large granularity and should not ignore nuances when evaluating positions.  A deeper search can be trusted more if there are many positions with clear differences in the heuristic values in the search space, i.e. perfectly or near-perfectly estimated positions.  When the heuristic error is very large or very small, a deeper search might not be worthwhile -if the computation time is at premium, it might be better to spend it more on evaluating positions than on searching deeper.  For an incomplete single-agent search using minimin algorithm, pessimistic heuristic functions are more suitable than the optimistic or the balanced ones.  When a small share of positions with trustworthy estimations appear in the search space, and in addition a small granularity of the heuristic estimation is chosen, a small similarity of the sibling nodes and a large branching factor turns out, one should not automatically assume that a deeper search is beneficial. Probably the most interesting direction for further research is attempting to adjust the depth of the search dynamically per position. By not searching deeper than necessary, one would save CPU time to use in cases when a deeper search is worthwhile or on a more sophisticated position evaluation. In addition, by not searching too deep in pathological positions, one would obtain better solutions. We used machine learning to determine in which positions a deeper search is necessary, but our attempt was not met with much success. The most successful classifiers were those using attributes that can only be computed if all the positions in the puzzle are solved first, which is obviously impractical. When practical attributes were used, it was possible to identify only some small groups of positions that were mostly pathological; therefore, the practical improvement using this information was rather small. However, the efforts to adjust the depth of the search dynamically were more successful in the domain of path-finding (Bulitko, Luštrek, Schaeffer, Björnsson and Sigmundarson 2008) , so this direction of research deserves more attention.
