tructural variations (SVs), including insertions, deletions, duplications, inversions, and translocations at least 50 bp in size, account for the greatest number of divergent base pairs across human genomes 1 . SVs contribute to polymorphic variation; pathogenic conditions; large-scale chromosome evolution 2 ; and human diseases such as cancer 3 , autism 4 , and Alzheimer's 5 . SVs also affect phenotypes in many other organisms [6] [7] [8] [9] [10] . In one of the first reports of SV prevalence, published in 2004, Sebat et al.
To address these challenges, we introduce two open-source algorithms, NGMLR and Sniffles, for comprehensive long-read alignment and SV detection (Fig. 1 ). NGMLR is a fast and accurate aligner for long reads based on extension of our previous short-read aligner, NGM 31 , with a new convex gap-cost scoring model to align long reads across SV breakpoints. Sniffles successively scans the alignments to identify all types of SVs. Its SV-scoring scheme evaluates candidate SVs on the basis of their size, position, type, coverage, and breakpoint consistency, and thus overcomes the high insertion/ deletion (indel) error rates in long-read sequencing.
We applied our methods to simulated and genuine datasets for Arabidopsis, healthy human genomes, and a cancerous human genome to demonstrate their increased accuracy compared with that of alternate short-and long-read callers. A particularly innovative feature of Sniffles is its ability to detect nested SVs, such as inverted tandem duplications (INVDUPs) and inversions flanked by indels (INVDELs). These are poorly studied classes of SVs; although both have been previously associated with genomic disorders [32] [33] [34] [35] , they could not be routinely detected, and so their full significance is currently unknown. Finally, we show that our methods reduce the sequencing and computational costs required per sample, and thus make the application of long reads to large numbers of samples increasingly feasible. genome ( Fig. 1) . It then groups colinear subsegment alignments into long segments, which are aligned by dynamic programming with our convex gap-cost scoring scheme. Finally, NGMLR selects the highest-scoring nonoverlapping combination of segments per read and outputs the results in standard SAM/BAM format, thus allowing visualization in IGV 37 and other downstream processing. Sniffles detects indels, duplications, inversions, translocations, and nested events and can be used with any aligner, although it performs best with NGMLR, as it produces the most accurate alignments. The principal steps consist of scanning the alignments of each read independently for potential SVs and then clustering the candidate SVs across all reads (Fig. 1 , Methods, and Supplementary Note 2). Sniffles uses both within-alignment and split-read information to detect SVs, as small indels can be spanned within a single alignment, but large or complex events lead to split-read alignments. The major advance of Sniffles is its ability to filter false SV signals from the noisy reads. As with other variant detectors, minimum read support (default: 10 reads) is a critical feature, but Sniffles also considers the consistency of the breakpoint position and size. In addition, it can perform read-based phasing of SVs and report adjacent or nested events in the output VCF (Variant Call Format) file.
To establish performance, we benchmarked NGMLR and Sniffles against widely used alternative approaches, using simulated reads supplemented with SVs of different sizes and types (Supplementary Notes 3-5). We observed that NGMLR and Sniffles were among the fastest available methods and also showed the highest accuracy for alignments and SV calls overall (Fig. 3) . In addition, when we used genuine sequencing reads mapped to a modified reference genome with SVs embedded at known locations, we observed similarly superior performance (Supplementary Note 5).
We next used Arabidopsis thaliana trio (Col-0, CVI, and Col-0 × CVI F1 progeny) 38 and Ashkenazi human trio sequencing data from Genome-in-a-Bottle (GiaB) 39 to assess recall and Mendelian consistency (Table 1 and Supplementary Notes 4 and 5). Sniffles and NGMLR had the highest recall rates, that is, the percentage of homozygous parental variants found in F1 (Arabidopsis trio, 99.7%; GiaB trio, 97.2%). Using NGMLR or Sniffles with PacBio reads resulted in Mendelian discordance rates of 3.4%
for Arabidopsis and 5.6% for GiaB, whereas state-of-the-art consensus calling with Illumina data gave a 21.1% discordance rate. Translocation calls were particularly erroneous for the short-read analysis and unreasonably high in number (1, 550) in the son.
Comparison of PacBio and Oxford Nanopore sequencing. As a new technology, Oxford Nanopore sequencing has not yet been extensively tested for SV analysis, especially in human genomes. We investigated this in the well-studied NA12878 human genome using three datasets: 28× coverage Oxford Nanopore data (releases 3 and 4 from Jain et al. 40 ) analyzed with NGMLR and Sniffles, 55× coverage PacBio data 41 analyzed with NGMLR and Sniffles, and 50× coverage Illumina data 42 analyzed by the consensus caller SURVIVOR, which incorporates Delly, Lumpy, and Manta (Table 1) . We also compared our results to a published GiaB indel call set based on PacBio sequencing 41 and an Illumina-based deletion-only call set from the 1000 Genomes Project 6 . Sniffles identified a total of 15,499 SVs from the PacBio reads and 26,657 SVs from the Oxford Nanopore reads, whereas SURIVOR reported 7,275 SVs (Table 1, Supplementary Table 7) . Together, the five call sets yielded a total of 40,601 SVs (Table 1 , Supplementary Note 4). The majority (24, 392) of the identified SVs were present in only one call set, whereas 16,209 SVs were identified in two or more call sets. Of the 15,499 PacBio calls, most (94.8%) were confirmed by Oxford Nanopore, Illumina, or the existing call sets. Oxford Nanopore had substantially worse concordance, as Sniffles reported 11,433 calls unique to Oxford Nanopore, of which 10,977 (96.0%) were deletions and the majority (92.9%) were within homopolymers or other simple repeats. In contrast, the 773 calls found only by PacBio were mainly insertions (66.5%), and only 323 (41.8%) overlapped homopolymers or repeats. This systematic bias for deletions in the Oxford Nanopore data is most likely due to base-calling errors, as also reported by Jain et al. 40 . The majority of these artifacts are small deletions; because it increased the minimum SV size to 200 bp, Sniffles reported only 38.6% of the SV calls within homopolymers and low-complexity regions. Illumina-based SV calling had relatively low concordance with alternative approaches, and 49.7% of Illumina calls were unique to the technology. The majority (54.1%) of unique calls were translocation events, and most of these appeared to be false positives (see below).
Investigation of unique short-read versus long-read events. Over all datasets, Sniffles detected far more indels than the short-readbased callers (Table 1) . Conversely, short reads led to the detection of, on average, 27-fold more translocation events than detected by Sniffles in presumably healthy human datasets. We used the NA12878 genome to investigate these discrepancies. We first investigated small insertion (50-300 bp) and deletion (50 bp-3 kbp) calls from Sniffles, using the Illumina reads as orthogonal evidence (Supplementary Note 4). We assumed that these size ranges should be captured well by the paired-end Illumina data, and we used the compression-expansion statistic 43 as an unbiased measure of the Illumina placements near predicted indels. True insertions should cause BWA-MEM to map read pairs closer than expected, and deletions farther away, with respect to the average Illumina insert size of 311 bp observed genome-wide. Using the Illumina data and a P value threshold of 0.01 (twosided, one-sample t-test), we confirmed 3,415 (PacBio) and 3,879 (Oxford Nanopore) deletions and 2,685 (PacBio) and 1,703 (Oxford Nanopore) insertions reported by Sniffles (Supplementary Table 8 ).
We used a SURVIVOR analysis for comparison, which confirmed 1,873 deletions and showed significant alteration in only 10% of randomly selected regions.
Next, we investigated the large number of translocations reported in the Illumina-based consensus calls (2,247) compared with those for Sniffles (PacBio, 119; Oxford Nanopore, 43) (Supplementary Note 4 and Supplementary Table 9 ). We noted a large overlap (48.9%) of the Illumina-based translocation sites with insertion calls from Sniffles with both long-read technologies. In one representative example, a long-read-mapped insertion fell within a low-complexity region, causing short reads to be mismapped and misreported as translocations, even when low-mapping-quality (< 20) reads were excluded (Fig. 4a) . In total, we were able to rule out 1,869 (83.2%) of the Illumina-based translocation calls, with most overlapping an insertion (48.9%) and others overlapping a deletion (8.9%), or other SV types (1.2%). The remaining Illuminabased translocation calls were also questionable, with 404 (18.0%) in low-complexity regions and 141 (6.3%) in regions with abnormally high coverage and without any evidence in the long-read data. Inversions showed a similar pattern: 60% of calls overlapped with a different SV type identified by long reads (Fig. 4b ) or aligned to low-complexity sequences.
The majority of PacBio-based indel calls from Sniffles were thus validated by either the Oxford Nanopore or the In each plot, the x-axis indicates the size of the 840 simulated SVs. For read alignment (top), we simulated PacBio-like (left) and Oxford Nanopore-like reads (right) and determined whether alignments were precise, indicated, forced, unaligned, or trimmed but not aligned through the SV. For the SV analysis (bottom), we used the same alignments as before and distinguished among precise, indicated, not indicated, and false positive calls.
example, an inversion flanked by two deletions was evaluated as three SVs. Sniffles detected the full range of types owing to its dynamic splitting of events, and precisely called 67.9% of the nested SVs (Supplementary Note 2). This included SVs that were larger than the read length, which highlights Sniffles's ability to accurately infer complex events. With Oxford Nanopore-like reads, Sniffles was able to precisely call 67.3% of SVs on average over INVDEL and INVDUP events of different lengths. The other methods were not able to identify the full complexity of these events, and only partially called the SVs (for example, an inversion without the flanking deletions).
To highlight this capability in real data, we examined a PacBiobased dataset for the SKBR3 breast cancer cell line 45 . Sniffles and NGMLR revealed 15 gene fusions created by as many as three chained events, which were all validated by PCR. In one example ( 134,710,400 dp 134,710,600 dp 134,710,800 dp 134,711,000 dp 134,711,200 dp 134,711,400 dp 134,711,600 dp 134,711,800 dp 107,109,600 dp 107,109,800 dp 107,110,000 dp 107,110,200 dp 107,110,400 dp 107,110,600 dp 1,367 dp 107,109,400 dp 1,654 dp SVs were reported with a minimum size of 50 bp using SURVIVOR based on Delly, Lumpy, and Manta for Illumina or Sniffles for PacBio (minimum 10 reads) or Oxford Nanopore (minimum 5 reads) owing to the lower coverage (see Supplementary Table 5 for full details of all datasets used). DEL, deletion; DUP, duplication; INS, insertion; INV, inversion; TRA, translocation.
the read phasing allowed the complex regions to be fully resolved ( Fig. 5 and Supplementary Note 2). Although these were the only two nested types in this sample, Sniffles is capable of detecting and reporting any combination of SVs based on the IDs assigned in the reported VCF file.
How much coverage is required?. Finally, we assessed how much coverage is required to detect SVs. This is an important consideration because long-read technologies are more expensive than short-read methods for the same coverage 23 . From a purely statistical standpoint, about 10× coverage should be sufficient to infer all SV breakpoints using 10-kbp reads, whereas about 25× coverage is needed for 2 × 100-bp short reads ( Fig. 6a and Supplementary Note 4). However, this represents an idealized case (e.g., a lack of repeats or coverage biases) that underestimates the required coverage.
To investigate this, we subsampled reads from the NA12878 PacBio and Oxford Nanopore datasets and the more complex SKBR3 PacBio sample to 5× , 10× , 15× , 20× , and 30× coverage. We analyzed these subsets with NGMLR and Sniffles with different parameters (-s 1 to -s 10) to vary the minimum number of reads, and measured precision and recall with respect to the full-coverage dataset (Fig. 6b-d) . As expected, using a minimum support of only one or two reads led to many false positives.
When we focused on settings with a precision rate of 80% or higher, we found that 15× PacBio read coverage led to recall of 69.6% and 67.2% for NA12878 and SKBR3 for homozygous and heterozygous SVs of any type, respectively (Fig. 6b,d) . The difference in recall was largely due to the complexity of the SKBR3 cancer sample, which has some extreme copy amplifications (> 20-fold). When we increased the coverage to 30× , Sniffles showed 80.0% and 76.6% recall with a precision of ~85% for NA12878 and SKBR3, respectively.
For the Oxford Nanopore NA12878 dataset, the highest recall rate (84.2%) had a precision of 82.2% for 20× coverage (Fig. 6c) . This higher apparent accuracy is largely attributable to the fact that the original dataset has only 28× coverage, so this constitutes a less dramatic downsampling. We observed a greater loss in precision than with the PacBio data, due to the stringent minimum number of supporting reads (-s 10) used throughout the study. Overall, our analysis shows that NGMLR and Sniffles can detect the vast majority of heterozygous and homozygous SVs with only a fraction of the original coverage.
discussion
NGMLR and Sniffles enable an unprecedented view of SVs with long-read sequencing, by outperforming existing tools in terms of both sensitivity and specificity with simulated and real data. In particular, we demonstrated that they can overcome the sensitivity issues reported for short-read callers, which miss 30% 6, 8 to 90% 17 of SVs. This allowed us to detect many thousands of additional variants beyond what has been reported for large-scale short-read sequencing projects such as the 1000 Genomes Project. Indeed, prototype versions of our methods were recently used to identify the causal, pathogenic SV in a person with multiple neoplasia and cardiac myxomata 46 . We also used the long-read data to identify systematic errors in short-read SV analysis, for which the vast majority (> 85%) of identified translocations were false positives due to mismapped reads.
The identification of SVs from long reads is challenging chiefly because of the high underlying error rates. In addition to numerous small indels, we discovered that PacBio introduces larger false insertions at a low but noticeable rate (Supplementary Note 2). We control for this artifact by requiring that the size and composition of candidate SVs be consistent across the spanning reads. Within the Oxford Nanopore dataset, we highlighted systematic artifacts in base-calling that generate deletions in low-complexity repeats. Although we fully expect accuracy to improve with improved base-calling, it is currently necessary to exclude most small SV calls when using Oxford Nanopore sequencing. Beyond sequencing errors, alignment artifacts can lead to miscalled SVs. For example, some long-read mappers falsely align reads through an SV without indication of the underlying event. Although Sniffles recognizes the increase in mismatches, NGMLR alignments correct these issues more directly. Finally, we showed a deficiency in the detection of nested variations such as INVDUPs and INVDELs for all methods except Sniffles. Several diseases are already known to be associated with these SV types, and we expect that their importance will increase as more are detected.
A key remaining barrier to routine analysis of SVs across large numbers of samples is cost. Long-read technologies are becoming less expensive every year, but they remain more expensive than short-read sequencing 23 . We addressed this by showing that high accuracy is possible with as little as 15× to 30× coverage for healthy or cancerous human genomes. These requirements will be further reduced as read lengths increase and error rates drop. We expect that these improvements, aided by NGMLR and Sniffles, will usher in a new era of high-quality genome sequences for a broad range of research and clinical applications.
Methods
Methods, including statements of data availability and any associated accession codes and references, are available at https://doi. org/10.1038/s41592-018-0001-7. 5×  10×  15×  20×  30×  s5   s4   s3   s2   s1  s6  s7  s8  s9  s10   5×  10×  15×  20×  30×  s5   s4   s3   s2   s1  s6  s7  s8  s9  s10 150 bp fragments 250 bp fragments 500 bp fragments 1,000 bp fragments 5,000 bp fragments 10,000 bp fragments 15,000 bp fragments Naive poisson With every dataset we were able to demonstrate success for Sniffles using NGMLR with only 10-30× coverage, which recovered around 80% of the calls with precision of ~80% or higher.

NGMLR: fast, accurate mapping of long single-molecule reads.
NGMLR is designed to accurately map long single-molecule sequencing reads from either PacBio or Oxford Nanopore sequencing to a reference genome, with the goal of enabling precise SV calls. We use terminology as in the SAM specification 47 , whereby a read mapping consists of either one linear alignment covering the full read length or multiple linear alignments covering nonoverlapping segments of the read (i.e., split reads).
The main challenge when mapping high-error long reads is to evaluate whether a read should be mapped to the reference genome with one linear alignment, or must be split. For example, the correct mapping for a read that spans an inversion can be found only when the read is split into three segments. Conversely, reads that do not span an SV should always be mapped with a single linear alignment. However, error rates are high and are not always uniform, with some regions having an error rate of over 30%. These segments can cause read mappers to falsely split a read. Furthermore, the high indel sequencing error of long-read technologies causes current read aligners to falsely split large SVs into several smaller ones, and makes it difficult to detect exact break points.
To address these challenges, NGMLR implements the following workflow ( Fig. 1): 1. NGMLR identifies subsegments of the read and of the reference genome that show high similarity and can be aligned with a single linear alignment. These segments can contain small indels but must not span a larger SV breakpoint. In reference to BLAST's high-scoring segment pairs, we call these segment linear mapping pairs. 2. For each linear mapping pair, NGMLR extracts the read sequence and the reference sequence and uses the Smith-Waterman algorithm to compute a pairwise sequence alignment using a convex gap-cost model that accounts for sequencing error and SVs at the same time. 3. NGMLR scans the sequence alignments for regions of low sequence identity to identify small SVs that were missed in steps 1 and 3. 4. Finally, NGMLR selects the set of linear alignments with the highest joint score, computes a mapping quality (MQ) for each alignment, and reports these values as the final read mapping in a SAM/BAM file.
Convex scoring model. When aligning high-error long reads, it is crucial to choose an appropriate gap model, because there are two sources of indels. Sequencing error predominantly causes very short, randomly distributed indels (1-5 bp), whereas longer indels (20+ bp) are caused by genomic SVs. A linear gap model appropriately models indels that originate from sequencing error but cannot account for longer indels from genomic variation, as these large blocks occur as a single unit, rather than as combinations of multiple single-base indels. With affine gap models, the gap-open penalty falsely causes short indels from sequencing error to cluster together for noisy long reads, and has only minimal effect on longer indels, especially in repetitive regions of the genome. With the convex scoring model of NGMLR, extension of an indel is penalized proportionally less the longer the indel is. Therefore, the convex scoring model encourages large alignment gaps, such as those that occur from an SV, to be grouped together into contiguous stretches (extension of a large indel has a relatively low cost), whereas small indels, which commonly occur as sequencing errors, remain separate (costs are almost the same for extension of a 1-bp gap and opening of a new gap).
Using a convex gap model to compute optimal alignments increases the computation time substantially, as each cell in the alignment matrix depends not only on three other cells but also on the full row and column it is located in 36 . This would make it infeasible to use convex gap costs to align large long-read datasets, so we adapted a heuristic implementation of the convex gap-cost algorithm found in the swalign library (https://github.com/mbreese/swalign). Instead of scanning the full cell and row while filling the alignment matrix, we use two additional matrixes to store indel length estimations for each cell. Furthermore, we use the initial subsegment alignments to identify the part of the alignment matrix that is most likely to contain the correct alignment and skip all other cells of the matrix during alignment computation (Supplementary Note 1).
Sniffles: robust detection of structural variations from long-read alignments.
Sniffles operates within and between the long-read alignments to infer SVs. It applies five major steps ( Fig. 1): 1. Sniffles first estimates the parameters to adapt itself to the underlying dataset, such as the distribution in alignment scores and distances between indels and mismatches on the read, as well as the ratios of the best and second-best alignment scores. 2. Sniffles then scans the read alignments and segments to determine whether they potentially represent SVs. 3. Putative SVs are clustered and scored according to the number of supporting reads, the type and length of the SV, the consistency of the SV composition, and other features. 4. Sniffles optionally genotypes the variant calls to identify homozygous and heterozygous SVs. 5. Sniffles optionally provides a clustering of SVs based on the overlap with the same reads, especially to detect nested variants.
Details on each step are included in Supplementary Note 2. In the following subsections, we focus on the methods that are unique to Sniffles, which are the detection and analysis of alignment artifacts to reduce falsely called variants and the clustering of variants.
Putative variant scoring. The high error rate of long reads induces many alignments that falsely appear as SVs. Sniffles addresses these by scoring each putative variant on the basis of several characteristics that we have determined to be the most relevant for detecting SVs. The two main user thresholds are the number of highquality reads supporting the variant (set using the -s parameter) and the s.d. of the coordinates in the start and stop breakpoints across all supporting reads. The minimum variant size reported defaults to 50 bp but can be adjusted using the -l parameter. To account for additional noise in the data and imprecision of the breakpoints, we use quantile filtering to ignore outliers given a coverage of more than eight reads. The computed s.d. values for both breakpoints are compared to the s.d. of a uniform distribution representing spurious SV breakpoints reported in the region. SVs are reported only if both breakpoints are below this threshold. If the s.d. for both breakpoints is < 5 bp, the coordinates are marked as 'precise' in the VCF file. Details are presented in Supplementary Note 2.
Variant scoring and genotyping. At the start of the program, the user may specify that the VCF output should be genotyped. In this case, Sniffles stores summary information (coordinates and orientation) about all high-quality reads that do not include SVs in a binary file. This includes those reads that support the reference sequence that pass the thresholds for MQ and alignment score ratio. After the detection of SVs, the VCF file is read in, and Sniffles constructs a selfbalancing tree of the variants. With this information, Sniffles then computes the fraction of reads that support each variant versus those that support the reference. Variants below the minimum allele frequency (default: below 30%) are considered unreliable, variants with high allele frequency (default: above 80%) are considered homozygous, and variants with an intermediate allele frequency are considered heterozygous. Note that Sniffles does not currently consider higher ploidy, although this will be the focus of future work. Details are presented in Supplementary Note 2.
Clustering and nested SVs. To enable the study of closely positioned or nested SVs, Sniffles optionally clusters SVs that are supported by the same set of reads. Note that Sniffles does not fully phase the haplotypes, as it does not consider single-nucleotide polymorphisms or small indels, but rather identifies SVs that occur together. If this option is enabled, Sniffles stores the name of each read that supports an SV in a hash table keyed by the read name, with the list of SVs associated with that read name as the value. The hash table is used to find reads that span more than one event, and later to cluster reads that span one or more of the same variants. In this way Sniffles can cluster two or more events, even if the distance between the events is larger than the read length. Future work will include a full phasing of hapolotypes including SVs, single-nucleotide polymorphisms, and other small variants. Details are presented in Supplementary Note 2.
Mapping and SV evaluation. Simulation of SVs and reads. SVs were randomly simulated on chromosomes 21 and 22 of the human genome (GRCh37). Datasets were generated with 20 variants for each type of SV (tandem duplication, indel, inversion, translocation, and nested) and different sizes of these events (100 bp, 250 bp, 500 bp, 1 kbp, 5 kbp, 10 kbp, and 50 kbp). Illumina reads were simulated as 100-bp paired-end reads using the default parameters of dwgsim. For PacBio and Oxford Nanopore sequences, we scanned the alignments of HG002 (GiaB) and NA12878, respectively, and measured their error profiles using SURIVOR (option 2). The measured error profiles and read lengths were then used to simulate the reads for each simulated SV dataset (Supplementary Note 3) .
Modified reference analysis.
To allow for a more realistic scenario, we also modified the human reference (GRCh37) and analyzed real reads to assess the introduced SVs. Here we were able to simulate only a subset of SV types as insertions, deletions, inversions, and translocations. We simulated 140 variants of each type on the human genome (GRCh37) using SURVIVOR (option 1) (Supplementary Note 5).
Evaluation of long-read mappings. All simulated reads were mapped to the human reference genome (GRCh37) using BWA-MEM 26 , and NGMLR. Reads that overlapped or mapped in close proximity to a simulated SV were extracted from the BAM files and used for evaluation. For the genuine datasets, we first mapped the reads to the unmodified reference genome (without SVs) using BWA-MEM and extracted all reads that would span our simulated SV by at least 500 bp. Only these reads were then mapped to the modified reference genome by the four read mappers and used for evaluation.
Both simulated and genuine reads were then divided into six categories (Supplementary Note 3):
1. Read mappings are considered 'precise' if they fully identify the SV they cover. To be placed in this category, read mappings have to cover all parts of the SV that are required for identification-for example, a read mapping to an inversion has to cover the inverted part of the genome as well as the noninverted sequences flanking the inversion. Furthermore, correct mappings have to be split at the simulated breakpoints (± 10 bp) of the SV. 2. Read mappings are considered 'indicated' if they show the presence of the correct SV but identify it as the wrong type (for example, a duplication that is represented as an insertion), or show the correct SV but not the exact borders (> 10 bp away). 3. Read mappings are considered 'forced' if they indicate the wrong number of SVs (for example, several small insertions instead of a single long insertion) or contain a significant portion of mapping artifacts (for example, not simulated mismatches) over > 10% of the SV length. These include mappings such as a read that is aligned through a deletion or inversion (Fig. 2, top) . 4. Read mappings are considered 'trimmed' if they have been soft-clipped or otherwise trimmed so that they cannot indicate the SV and do not contain randomly aligned base pairs (i.e., noisy regions). 5. Read mappings that are split into more parts than required to cover the underlying SV are classified as 'fragmented' . 6. Read mappings that are supposed to map across the SV but are not mapped are considered 'unaligned' . For all simulated SV types and sizes and all mappers, we count the number of reads that fall into the above categories, normalize by the number of simulated reads, and visualize the resulting data in bar plots.
Evaluation of SV callers. After the SV calling, each VCF file was evaluated with SURVIVOR 48 with appropriate parameter sets to compare the variants to the truth set. An SV is considered precise if its start-stop coordinate is within 10 bp of the simulated start-stop coordinate and if the caller predicted the correct type. An SV is considered indicated if the start-stop coordinate of the SV is within ± 1 kb of the simulated event regardless of the inferred type of SV. A simulated SV is considered not detected if there is no call that fulfills the two previous criteria. An SV is considered to be a false positive if the event was not simulated.
Reporting Summary. Further information on experimental design is available in the Nature Research Reporting Summary linked to this article.
Code availability. The source code, documentation, and test datasets are available at https://github.com/philres/ngmlr and https://github.com/fritzsedlazeck/Sniffles for the mapping and SV-calling method, respectively.
Software versions and parameter settings. BWA-MEM (version 0.7.12-r1039) 26 was used with the -M parameter to map the short reads and with "-X pacbio -M" to follow the recommended parameter settings for PacBio reads. The parameter -M is used to mark only one alignment as primary and the subsequent alignments as secondary. BlasR (version 1.3.1) 25 was run using the parameters "-sam -bestn 1 -nproc 15" to obtain only the best alignment in SAM format using 15 threads. Furthermore, Blasr was run with the parameters suggested by PBHoney 18 , "-nproc 15 -bestn 1 -sam -clipping subread -affineAlign -noSplitSubreads -nCandidates 20 -minPctIdentity 75 -sdpTupleSize 6. " SAMTools (version 0.1.19-44428 cd) 47 was used to convert the SAM alignment files to BAM and to sort the aligned reads.
We used Delly (version v0.7.3) 15 , Lumpy (version 0.2.13) 14 , and Manta (version 1.0.3) 16 to call SVs over the high-mapping-quality aligned Illumina reads (MQ: 20+ ), followed by SURVIVOR (version 0.0.1) 48 to combine the calls and report the consensus variants. To allow for the uncertainty with short-read variant positioning, SVs were considered the same if their start-stop coordinates fell within 1 kb of each other and were of the same type. PBHoney (version PBSuite_15.8.24) 18 with default parameters was used to infer SVs on the basis of the specified BlasR alignments. The output was converted into a VCF file with SURVIVOR (option 10).
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