Abstract−To increase the precision and reliability of process control, random uncertainty factors affecting the control system must be accounted for. We propose a novel approach based on the operational matrix technique for robust PI controller design for dead-time processes with stochastic uncertainties in both process parameters and inputs. The use of the operational matrix drastically reduces computational time in controller design and statistical analysis with a desired accuracy over that of the traditional Monte-Carlo method. Examples with deterministic and stochastic inputs were considered to demonstrate the validity of the proposed method. The computational effectiveness of the proposed method was shown by comparison with the Monte-Carlo method. The proposed approach was mainly derived based on the integrator plus dead-time process, but can be easily extended to other types of more complex stochastic systems with dead-time, such as a first-order plus dead-time or a second-order plus dead-time system.
INTRODUCTION
In most engineering applications, one aims to solve physical problems by converting them into a deterministic mathematical model. This is a rough approximation of reality, as many physical input parameters describing the problem are fixed through this conversion. In reality, however, these parameters exhibit randomness with definite influences over behavior of the solution. Accordingly, it becomes increasingly important to quantify uncertainties associated with model predictions.
A representative and most popular traditional statistical approach for uncertainty quantification is the Monte-Carlo (MC) method [1] [2] [3] . With the brute force MC implementation, one first generates an ensemble of random realizations with each parameter drawn from its uncertainty distribution. Deterministic solvers are then applied to each member to obtain an ensemble of results. The ensemble of results is then post-processed to obtain the relevant statistical properties of the results, such as mean and standard deviation, as well as the probability density function. Since estimation of the mean converges with the inverse square root of the number of runs, the MC approach is often computationally too expensive [4] .
Polynomial chaos [4, 5] is another frequently used technique for quantifying uncertainties. However, the random inputs of many systems involve random processes approximated by truncated Karhunen-Loeve (KL) expansions, and the input's dimensionality depends on the correlation lengths of these processes. For input processes with low correlation lengths, the number of dimensions required for accurate representation can be extremely large [4] .
Operational matrix is one technique that can be used to solve problems such as calculus of variation, differential equation, optimal control etc. [5] [6] [7] [8] [9] . In [5] , an operational matrix with the Neumann series was used for quantification uncertainty in system models without time delay. This technique, also known as the spectral method, is based on a finite-dimensional approximation of the mathematical model of a system using orthogonal expansions. The main characteristic of this technique is reduction of a system of differential equations into algebraic equations, thus greatly simplifying the problem. This method gives algebraic relationships between the first-and second-order stochastic moments of a system's input and output, hence bypassing the KL expansions that can require large dimensions for accurate results.
Many processes can be described as an integrator plus dead-time process [10] , such as the linearized Nomad 200 in [11] . We used the operational matrix for robust PID controller design to account for the influence of the random changes in the parameter of the integrator plus dead-time control system on the statistical characteristics of its output when the disturbance is either deterministic or stochastic. Other types of more complex stochastic systems with deadtime, such as a first order plus dead-time process, were examined.
MOMENT OF ARBITRARY ORDER
FOR RANDOM VARIABLES
Moment of Normal Random Variables
For normal random variables, the moments of arbitrary order can be expressed through the cumulants [12] . The relation between the moment α r and the cumulant χ r is given in reference [13] as follows:
where
Expansion of the exponential in the right hand side of Eq. (1) into series Eq. (2) gives:
Rearrangement of the left hand side of Eq. (1) into a polynomial of λ gives:
Comparing terms Eq. (3) and Eq. (4) with the same order of λ, the relations between the moments and cumulants are obtained.
For a normal random variable, the first order cumulant is expectation and the second-order cumulant is equal to the second central moment, the variance. Furthermore, for a normal random variable, all the cumulants higher than the second order are zero.
Thus, the moments of arbitrary orders for the Gaussian random variable can be expressed in terms of the cumulants:
where m is the mathematical expectation and D is the variance.
Moment of Uniform Random Variables
For certain types of distributions, the moment expansions of the arbitrary order are more straightforward. In particular, for the uniform distributed random variable x on the interval [a, b] with the probability density
The moment of arbitrary order random variable x is:
In the spectral models of stochastic systems, the random factors a i are transformed into the form: , the central random variable a i r will be in the range:
The term V i can also be defined as:
where r i is half the length of the interval; g i L and g i R are the left and the right borders, respectively.
Then, the k th order moment of a i r will be determined on the basis of Eq. (7) as follows:
. . .
Note that all odd moments are zero since the segment is symmetrical about 0. Thus, the general formula, which determines the k th moments of central uniformly distributed random variables, has the form:
STATISTICAL ANALYSIS FOR INTEGRATOR PLUS
DEAD-TIME PROCESS USING OPERATIONAL MATRIX
Stochastic Operational Matrix of Integrator Plus Dead-time Process
Consider an integrator plus dead-time (IPDT) system with random gain in Fig. 1 :
Now, introduce the output, setpoint, and disturbance signals in the form of a Fourier series (14) where Φ
] C r is the vector coefficient of the Fourier expansion or spectral characteristic of the setpoint. C y is the vector coefficient or spectral characteristic of the output signal.
Using the Pade approximation for the delay term, an operational matrix for the delay term is obtained as A pa . Using block matrix algebra for the operational matrix [3] , the operational matrix for the open loop system is thus achieved:
where A c is the operational matrix of the proportional-integral (PI) controller :
I is the unity matrix and A i the operational matrix of the integrator. Let us denote
The relation between the spectral characteristics of the disturbance and output is given by:
Analogous to the regulatory problem, the relation between the spectral characteristics of the setpoint and output is given by:
Denoting A 0 =(I+A 1 K) −1 and using a Neumann series gives:
For the servo problem, Eq. (19) can thus be rewritten as:
For the regulatory problem, Eq. (18) can be rewritten as:
where =M[K] is the mean of random gain and K r the random central component of uniform variable K. From now on, the superscript denoting the stochastic operator of system for servo or regulator case will be dropped for convenience of notations. The matrix A in Eq. (21) is called by the stochastic operational matrix of the system.
Statistical Analysis Using Operational Matrix Technique
Consider the output and input signals in the form of Fourier series expansions:
and the spectral characteristics of the output and input are linked by:
Thus, an equation for the output of stochastic systems is:
where A is the stochastic matrix operator defined by Eq. Thus, the spectral characteristic of the mathematical expectations of the output and input signals of the stochastic system are related by:
Accordingly, the spectral characteristic of the mathematical expectation of the output signal is defined as a linear transformation of the spectral characteristic of the mathematical expectation input.
Deterministic matrix operator is the expectation of random stochastic matrix operator A. To determine the deterministic matrix operator for the regulatory problem, the expectation of stochastic matrix operator A is calculated: (27) or for the servo problem:
The stochastic moments of arbitrary-order M{(K r } ν } in Eqs. (27) and (28) are calculated for each ν using the method mentioned in section II.
Eq. (25) shows how the random parameters given in affect the expectation of the output. The mathematical expectation of the output system, as determined by Eqs. (24), (25), (26), (27), and (28), can be calculated with a desired accuracy that depends on the expectation of stochastic matrix operator, which in turn is determined by ν, the number of terms for approximation in Eqs. (27) and (28).
The correlation function of the output stochastic system and its second central moment are next defined. By introducing the signal of the system in the form of Eq. (22), the equation to define the second moment of output can be written as:
Thus, Eq. (29) can take the form of:
where C θXX is the square matrix of the spectral characteristic of the
second moment of the input of the system, which is determined using Eq. (22):
The covariance function or the second central moment of the output system is defined as:
where the first order moment m l Y (t 1 ) is determined by Eq. (25) and the second moment by Eq. (32).
The covariance function of the input signal is similarly associated with the second-order moment:
where m l X (t 2 ) is the mathematical expectation of the input signal.
Furthermore, the covariance function of the input signal can be expanded in terms of the orthonormal basis:
Thus, the spectral characteristic of the moments of input signal are related by:
Eq. (29) can thus be rewritten as follows:
Taking into account Eq. (32) and Eq. (36), the following equation is obtained for the covariance function of the output stochastic system:
or Fig. 2 . Proposed numerical algorithm for calculate the mean and the variance of dead-time system output with random input and parameter.
November, 2013
where A is the stochastic operational matrix defined by Eq. (21).
It is assumed that all eigenvalues of the random matrix variable K r A 1 A 0 =A r are inside the unit circle or |λ j | Ar <1 for the convergences of the series by Eq. (20) [13] . If this condition is not satisfied, one can apply the precondition technique in [14] or stochastic collocation approach [4, 5, 15] for estimation moment of random matrix in Eqs. (26) and (38).
Eq. (37) gives the relation between the spectral characteristics of the covariance function of the output and input signal, and the mathematical expectations of the output and input signal. To summarize, the proposed algorithm is presented briefly in Fig. 2 .
Remark: Eqs. (25-28), (37) and (38) give the semi-analytical relationship between spectral characteristics of the first-and second-order moments for system random input and output. Therefore, the computational demand for repetitive simulations of the system as in the traditional MC method is unnecessary. , where is a random variable. Several simulation examples with different types of random gain and input were used to validate the correctness of the method. Third-order Pade approximation was used in all cases. The stochastic signals used in the simulation are all Gaussian random process. All simulation parameters are described in Table 1 . Statistical characteristics of closed loop systems for both regulatory and servo problems are shown in Figs. 3 and 4 , which delineate the consistency between the operational matrix and MC method. A computer, with AMD Phenom II X3 2.81 GHz 2GB RAM, was used for the test with simulation times shown in Table  2 . From Table 2 and Figs. 3 and 4 , it is clear the operational matrix method can reduce computing time drastically, while it gives the statistical characteristics quite identical to the Monte-Carlo method. Some guidelines for the number of samples for the Monte-Carlo method can be found in [1] and [3] . Calculations were made using the library SML [3] . Fig. 4 also indicates the differences between the variance of the output for the different types of random gain and random input. As seen in the figure, the variance is increased when the disturbance is stochastic. By using the operational matrix method, one can quickly derive a dynamic bound for an integrator plus dead-time system with random parameters and random input, which can be in turn used for the design of a controller for a robust transient response.
In this paper, in case 1.g and 1.h, PI controllers were designed by minimization of to mitigate the effect of both parameter and additive input uncertainties, whereas most papers for PI controller design have restricted to only parametric uncertainties. The improved action by the optimally tuned PI controller on stochastic gain and set-point variation can be seen from the variance of output in Fig. 4 .
Example 2: IPDT with White Noise Forcing
In this example, we will study the effect of order of Pade approximation in the proposed method.
Consider an IPDT process 1/s e (−Ls) under the feedback configuration (servo problem) as in Fig. 1 with a unit proportional controller. Reference input is an ideal white Gaussian noise with zero mean and covariance κ RR (t 1 , t 2 )=δ(t 1 −t 2 ). The exact (analytical) steady state variance of the system output is given by [16, 17] .
(39)
Since this system does not have random gain, the matrix operator of the open-loop system is deterministic and given by
where A p is the operational matrix of delay part using Pade approximation. For example, if a third-order approximation is used, the matrix A p is given by:
where I and A i are the identity matrix and operational matrix of integration, respectively. Details about the operational matrix of integration with different orthogonal functions can be found in [5, 6] and references therein. The closed loop operator is then given by: The algorithm proposed in section 3 can be easily extended for more general dead-time processes. This section demonstrates how the proposed method can be extended for the analysis of FOPDT systems under random gain and random output disturbance. The mean and covariance of random output disturbance are given in Table 1 .
Consider an FOPDT system:
where K is a random variable with parameters given in Table 1 . This FOPDT system is in the closed-loop feedback configuration with a PI controller. Fig. 3 . Means of system output for Example 1.a-1.h. 
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The operational matrix for a PI controller is:
The open-loop operational matrix is given by:
where A p is an operational matrix for time delay using Pade approximation as in the above example.
By splitting the random gain into K= +K r as in section 2, the stochastic operational matrix for the closed-loop system is: (25-28), (37) and (38), the semi-analytical relationship between the spectral characteristics of the first-and second-order moments can be obtained for random disturbance and output.
The mean and variance of the system output by the proposed and MC methods are shown in Fig. 6 . Computational time for obtaining these statistical characteristics is given in Table 2 . From Fig. 6 and Table 2 , it is clear that the proposed method can reduce computing time drastically while it gives statistical characteristics quite identical to the MC method.
CONCLUSIONS
Robust PI controller design for an SISO plus dead-time system with random gain and random input was proposed using the operational matrix technique. The use of operational matrix explicitly gives a semi-analytical relationship for the spectral characteristics between the first-and second-order moments of system random input and output, thus bypassing the computationally demanding repetitive simulations of the system with samples as in the MC method. The use of the operational matrix in illustrative examples drastically reduced computational time with a desired accuracy over that of the traditional MC method. However, the method is restricted only to relatively small time delay due to inherent limitation of Pade approximation.
. Means and variances of system output for Example 3.
