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Abstract 
In this paper we use a discrete transmission line model (known to geophysicists as a 
layered earth model) to derive several computationally efficient solutions for the follow- 
ing three problems: (i) as is well known, a Hessenberg matrix capturing recurrence re- 
lations for Szeg6 polynomials differs from unitary only by its last column. Hence, the 
first problem is how to rapidly evaluate the eigenvectors of this almost unitary Hessen- 
berg matrix; (ii) the second problem is to design a fast O(n2) algorithm for inversion of 
Szegii-Vandermonde matrices (generalizing the well-known Traub algorithm for inver- 
sion of the usual Vandermonde matrices); (iii) finally, the third problem is to extend the 
well-known Horner rule to evaluate a polynomial represented in the basis of SzegG poly- 
nomials. As we shall see, all three problems are closely related, and their solutions can 
be computed by the same family of fast algorithms. Although all the results can be de- 
rived algebraically, here we reveal a connection to system theory to deduce these algo- 
rithms via elementary operations on signal flow graphs for digital filter structures, 
including the celebrated Markel-Gray filter, widely used in speech processing, and cer- 
tain other filter structures. This choice not only clarifies the derivation and suggests a 
variety of possible computational schemes, but it also makes an interesting connection 
to many other results related to Szegti polynomials which have already been interpreted 
via signal flow graphs for (generalized) lattice filter structures, including the formulas of 
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the Gohberg-Semencul type for inversion of Toeplitz-like matrices, Schur-type and 
Levinson-type algorithms, etc. For example, this connection allows us to show that mo- 
ment matrices corresponding to what we called Horner-Szegii polynomials, though not 
Toeplitz, are quasi-Toeplitz, i.e., they have a certain shift-invariance property. 0 1998 
Elsevier Science Inc. All rights reserved. 
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1. Introduction 
1.1. A physical model 
1.1.1. The Szegii polynomials 
Sometimes a physical model, even at first glance simple, can be useful for 
purely mathematical studies. For example, a model of a vibrating string with 
n discrete masses served as a starting point for many interesting mathematical 
investigations, see, e.g., [35] or appendix in [l]. Similarly, a simple physical de- 
vice known to electrical engineers as a discrete transmission line (i.e., one with 
the piecewise constant impedance profile), and to geophysicists as a layered 
earth model, can be useful to study the algebraic properties of Szeg6 polynomi- 
als @# = {f#$(x)}, i.e., polynomials orthonormal with respect to a suitable in- 
ner product on the unit circle, 
(p(x),q(x)) = &jp(eiH) . [q(e’“)]*w’(O) d0. (1.1) 
--II 
We use the sharp sign # to follow the usual signal processing designations, 
where {Mk#Wz*N*) are called backward predictor polynomials, see e.g., [54]. 
Applying the Gram-Schmidt procedure to the power basis { 1 ,x,x2, . . . ,x”} 
one is able to parameterize the first (n + 1) SzegG polynomials 
@# = {+,#(x)};=, by only (n + 1) parameters {h, p,, . . . , p,} via the well- 
known two-term recurrence relations [GS58], [G48], 
[I$$;] =&J-d,+, -4;“] [:, :I [gg (1.2) 
The auxiliary polynomials {& (x) } involved in Eq. (1.2) obviously have a re- 
versal form: 4k(~) = _8[4#( 1 /x*)1*. The numbers {pa, pi, . . . , p,} are called 
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Fig. 1. Lattice filter structure realizing Eq. (1.2). 
the reJection coeficients, 2 and pk = d 1 - lpk12 are called the complementary 
parameters (pk := 1 if pk = 1). 
1.1.2. Discrete transmission lines 
In mathematical and engineering literature one can find several approaches 
to study problems involving Szegii polynomials. These approaches use different 
languages, e.g., the interpolation language, array formulations (usually involv- 
ing structured matrices such as Toeplitz matrices, see, e.g., Section 5), repro- 
ducing kernel Hilbert spaces approach, and some others. In this paper we 
shall take advantage of another method (standard in system theory) associated 
with discrete transmission lines. The point is that the algebraic recurrences in 
Eq. (1.2) can be conveniently represented as a signalflow graph in Fig. 1, famil- 
iar to an electrical engineer. This representation can be physically realized as an 
electronic device (a transmission line), and such lattice realizations (sometimes 
called ladder realizations) have many favorable properties, including inherent 
stability, low noise accumulation in the state vector loop, possibility to sup- 
press quantization limit cycles under simple arithmetic conventions, etc. They 
have became increasingly popular in signal modeling, spectrum estimation, 
speech processing, adaptive filtering, and other applications. However, in this 
paper we do not assume that the reader has any previous knowledge of signal 
flow diagrams. Thus, the graph in Fig. 1 can be seen as just a convenient 
graphical representation of algebraic recurrence relations in Eq. (1.2), where 
the delay operation I* Z- 1 denotes a multiplication by x = z-l, scaling is desig- 
nated by P;+1 
/ 
or i and an addition is drawn as -1 I . The motivation 
to use in this paper sign%!ow diagrams (such as the one in Fig. 1) stems from 
the fact that this language has already been found to be very useful in purely 
algebraic studies of the properties of various structured matrices, and especially 
in the design of fast algorithms. We refer to [40] (see also Refs. [l l-131) for a 
nice explanation of how the physical properties of a transmission line (i.e., cau- 
sality, symmetry and energy conservation) can be used to provide a nice inter- 
pretation for the classical Schur and Levinson algorithms for factorization of 
* This name is used in the inverse scattering context; {pk} are also called parcor coejicients, or 
often Schur parameters. 
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Toeplitz matrices, as well as for the Gohberg-Semencul formula [25,33] for in- 
version of Toeplitz matrices. We also refer to [ 17,47,48] for a discrete-transmis- 
sion-lines approach 3 to study the more general classes of matrices with 
Toeplitz-like structure. 
1.2. Problem formulation 
In this paper we proceed the work started by our colleagues, and use the 
above transmission-line-model to provide a surprisingly simple derivation for 
the solutions of the following three algebraic problems. 
1.2.1. Almost unitary Hessenberg eigenvector problem 
Let 
H(x) = boQo(x) + biQi(x) + ... + bnQ&), 
where the polynomials Q = { Qk(~)} with deg Qk(x) = k satisfy general recur- 
rence relations 
~‘Qk-l(X)=ak,k’Qk(X)+ak-l,k.Qk-l(X)+’..+aO,k’QO(~). (1.3) 
The Hessenberg matrix 
a01 a02 . . . . . . qn - h/b, 
all a12 ... . . qn - h/b, 
C&f) = 0 a22 ‘.. ‘.’ a2,,, - b2lb 
. . 
. 
. . 
_O . . . 0 an-+1 an-l,n - b,-l/b, 
(1.4) 
capturing the recurrence relations (1.3) has been called the confederate matrix 
in Ref. [53], where one can find many its useful properties, e.g., 
det (AZ - CQ(H)) = ann b ’ aoo H(l). 
n 
(1.5) 
Of course, for the simplest monomial basis Q = { 1, x,x2, . . . ,I?} the confeder- 
ate matrix C,(H) reduces to the usual companion matrix, so hence Eq. (1.5). 
Further, for the important case of real orthogonal polynomials (satisfying 
three-term recurrence relations) the matrix CQ(H) differs from tridiagonal only 
by its last column, in this special case it is called a comrade matrix [B]. 
3 We listed only a few papers where purely algebraic results were deduced by using the very 
compact and clarifying arguments based on signal flow diagrams. No possible omissions are 
intentional; signal flow graphs are widely used to compactly represent and interpret various 
recursions, see, e.g., [26,38] among others. 
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Now, it is well known and can be easily seen that for the case when {Qk(x)} 
are Szegii polynomials, the Hessenberg matrix C&Y) is constructed from re- 
flection coefficients, 
&, (H) = 
-PA -PzA P; -P~PZP,P; . .. -P,-114-z . . .P,P: -P,K-I . ‘PIP;, - @olWvn 
Pl -PzPT -P3p2P; . ’ -Pn-lK-2 “. PZP; -PA-I . ..PzP. - (hlbnb, 
0 P2 -P3P7 ‘.. -P~-~P~-z...P~P; -P./GI . ..P~P. - (bzlbnbn 
. . -Pn-I Pi-2 -P,#-1 P;L - (L2lbhn 
0 b-1 -P,P;;_~ - (bn-,/bn)~, 
(1.6) 
and it differs from a unitary matrix only by its last column. Such almost unitary 
Hessenberg matrices are of interest in several applied areas. 
For example, in signal processing literature, Eq. (1.6) is known under the 
name the discrete-time Schwartz form [50] because it appears in the context 
of discrete-time Lyapunov stability test. It has been noted in Ref. [52] (see also 
Ref. [51]) and elaborated in Refs. [46,55] (and independently in Ref. [62]) that 
such almost unitary Hessenberg matrices describe the state-space structure for 
the feed-back lattice filters. In Ref. [45] a recursive nested realization algorithm 
was specified for the structure in Eq. (1.6), see also Ref. [35] for the further ex- 
tensions. We also refer to a recent monograph [60] for a nice description of 
connections of C,,(H) to the classical Schur and Levinson algorithms, and 
to lattice filter structures. See also Ref. [18]. 
In the operator theory literature the structure in Eq. (1.6) is associated with 
the Naimark dilation, see, e.g., [15], Section 2.4 in [9], and Section 6.7 in Ref. 
1191. 
The computational issues related to such almost unitary Hessenberg matri- 
ces were discussed in numerical linear algebra literature, see, e.g., [22] for a con- 
nection to Gaussian quadrature on the unit circle, [23] for the unitary 
Hessenberg QR-algorithm (and [24] for its numerically accurate implementa- 
tion), [3,5,10,31] for direct and inverse unitary eigenvalue problems, [4,6] for 
some applications. In particular in Ref. [2] one can find an algorithm to com- 
pute the eigenvalues of the general almost unitary Hessenberg matrices. 
The first problem considered in this paper is how to efficiently compute the 
eigenvectors of C@#(H), assuming that its eigenvalues are already known. 
1.2.2. Inversion of Szegii-Vandermonde matrices 
The second problem addresses here is to efficiently invert the SzegG-Vander- 
monde matrix, 
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d&x1, &%d ... &,(x1) 
V@#(X) = 
&7x2) @(x2) ... &I (x2) 
(1.7) 
There is a fast 0(n2) Parker-Forney-Traub algorithm to invert usual Van- 
dermonde matrices VP(x) = [$‘I, see, e.g., [30] for many relevant references 
and some generalizations. This algorithm was extended in Refs. [16,34] to inv- 
ert what we call three-term Vandermonde matrices &(x) = [Qj-1 (xi)], i.e. those 
involving polynomials { Qk (x)} satisfying three-term recurrence relations (see 
Ref. [28] for the formulas and algorithms for Chebyshev-Vandermonde matri- 
ces). The most general results for polynomial Vandermonde-like matrices can 
be found in [43]. 
Similarly, Szego-Vandermonde matrices appear in the context of Gaussian 
quadrature on the unit circle [22], in the context of Remez algorithm [58], [59] 
in the case when the underlying basis consists of Szegij polynomials, elsewhere. 
So, the second problem is to extend the Parker-Forney-Traub algorithm to 
invert V,,(x) in O(n*) operations. 
1.2.3. Evaluation of a polynomial represented in the basis of Szegii polynomials 
The third problem is to extend the widely known Homer rule, i.e., to effi- 
ciently evaluate at a given point the polynomial 
H(x) = b,@(x) +b&,#_,(x) +‘..+Mr(x) +bo@(x) (1.8) 
represented in the basis of Szegij polynomials. Szegii polynomials appear in a 
number of engineering applications, so the problem of evaluating Eq. (1.8) has 
been considered in Ref. [7]. As we shall see in Section 4.3, there are limitations 
in the range of application of their two-term algorithm. To overcome this dis- 
advantage, we suggest a modification as well as a certain three-term alternative. 
1.3. Contents and main results 
We show that all three problems are closely related, and they can be solved 
via essentially the same family of fast algorithms. Note that the above men- 
tioned two-term evaluation algorithm of Ref. [7] solves the third problem only. 
Here we suggest a modified two-term and a new three-term algorithms that solve 
all three above problems. These algorithms are based on various recursions and 
realizations for what we suggest to call the Homer-SzegB polynomials. 
Although all the proofs can be deduced algebraically, here we have chosen a 
different approach, and obtain the results via simple manipulations on the sig- 
nal flow graphs. This choice not only clarifies the derivation and suggests a 
variety of possibilities to organize computational schemes, but it makes an 
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interesting connection to many other results that have already been interpreted 
in the framework of transmission lines, e.g., to the results mentioned in Sec- 
tion 1.1.2. 
The paper is structured as follows. In Section 2 a signal-flow-graph-interpr- 
etation of the classical Horner rule is used to provide a new derivation of the 
Parker-Traub-Forney algorithm for inversion of usual Vandermonde matri- 
ces. In this section we restrict the discussion to the simplest case of monomial 
basis to observe that transition from monomials to Horner polynomials corre- 
sponds to the transition from the observer to the controller canonical realiza- 
tions. It is well known that such a transition can be seen as just a reversal of the 
direction of the flow in the corresponding signal flow graph. 
In Section 3 we generalize the above procedure and prove that the reversal 
of signal flow graphs works not only for monomials, but for arbitrary polyno- 
mials, thus leading to a clear and simple derivation for a generalization of a 
Horner rule, and to an inversion formula for polynomial Vandermonde matri- 
ces. We also indicate that such algorithms compute the eigenvectors for the 
confederate Hessenberg matrices. Then we specify these results for the basis 
of polynomials orthogonal on a real interval. 
In Section 4 we turn to the most important case of Szegii polynomials, and 
list several corresponding recurrences, interpreting them in terms of different 
signal flow graphs. Then we just reverse these graphs, and read from them var- 
ious recursions for the so-called Horner-Szego polynomials. These recursions 
invert the Szegii-Vandermonde matrices and compute the eigenvectors of al- 
most unitary Hessenberg matrices. 
Finally, it is well known that the moment matrix for Szego polynomials has 
Toeplitz structure, displayed, e.g., in Eq. (5.5). In Section 5 we relate the Horn- 
er-Szegii polynomials to a certain inner product, for which the moment matrix 
is not Toeplitz, though it has a quasi-Toeplitz structure, in other words, it has 
displacement rank < 2. 
2. Inversion of Vandermonde matrices and signal flow graphs 
In Sections 3 and 4 we shall discuss the problems involving general polyno- 
mials and Szegii polynomials, resp. However, before doing so, we consider in 
this section the simplest case of the power basis, to clarify the arguments relat- 
ing algebraic properties to signal flow diagrams, to set the notations, and to re- 
call several known facts. 
2.1. Horner polynomials and inversion of Vandermonde matrices 
Horner recursion, 
P,(x) = an, &k(X) = +&_I (x) f an-k, (2.9) 
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is the standard method to evaluate the polynomial H(x) = p,,(x), 
H(x) = a,Y + u,_,xn-1 +. . . + UlX + a0 (2.10) 
at a given point. We denote Horner polynomials by p = (Ijk(x)}, to meet a uni- 
form designation to be introduced in Section 3. 
Along with the evaluation, there are several other applications (for example, 
Horner used Gk(x)} t o solve a single nonlinear equations); in this paper we 
shall mainly discuss a connection to the problem of inversion of Vandermonde 
matrices, 
-1 x1 ... x;-‘- 
1 x2 . . . x”2-’ 
vph) = . . . ) (2.11) . . . . 
-1 x, ... x:-l_ 
whose nodes {xk} are zeros of H(x). The connection is that the entries of 
J$(x)-’ are essentially the Horner polynomials. 
. diag(ct , . . . c,), (2.12) 
P,(x2) . . . F,(4 
PoOx2) ... PO64 
with 
(2.13) 
The formula (2.12) leads to the widely known fast 0(n2) Parker-Forney-Traub 
algorithm to compute ?$(x)-’ , see, e.g., Ref. [30] for many relevant references 
and connections. 
2.2. Horner polynomials and eigenvectors of companion matrices 
Let the nodes {x1 . . ,x,} be the zeros of H(x) = bo + blx + . . + b,X. It is 
widely known and can be easily checked that 
Vp(x)G(H) = D(x)&+), (2.14) 
where D(x) = diag (x1, . . . ,x,), i.e., the columns of the inverse Vandermonde 
matrix store the eigenvectors of the companion matrix 
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0 0 
1 0 
G(H)=01 I ... 0 -bolbn ... 0 -bl lb, ‘..i : I . (2.15) 
..o i 
... 0 1 -b,_l/b, J 
Thus the eigenvectors of Cp(H) can be computed in 0(n2) operations via the 
Parker-TraubForney algorithm, see, e.g., Section 2.1. 
2.3. Horner polynomials and signal flow graphs 
To provide a signal-flow-graph-interpretation for the Horner polynomials 
we recall a standard way of realizing a linear time-invariant system 
y(z) = WzMz) 
with a scalar transfer function of the form 
H(z) = d + c(zl - A)-‘b, (2.16) 
where A is an n x n matrix, c is a 1 x n row, b is an n x 1 column, and d is a 
scalar, see, e.g., [39] or [57] for more details. Applying to the system 
y(z) = H(z)u(z) th e inverse z-transform, we obtain from (2.16) that the corre- 
sponding time-indexed input u(k) and output y(k) are related by 
(2.17) 
where the coordinates of an auxiliary n x 1 vector x(k) are called the states. To 
obtain a signal flow diagram 
44 - arm 
for Eq. (2.17) one first draws a delay-line 
and takes the outputs of delay elements as states {~r(k),~~(k),x~(k)}. As 
we shall see in a moment, a signal flow or Eq. (2.17) is then obtained by 
interconnecting the states as suggested by the structure of the matrix 
A b 
[ 1 c d 
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in Eq. (2.17), in particular, 
?? the row c provides the coefficients to read the output y(k) from the states 
x(k), and 
?? the column b provides the coefficients to connect the input u(k) to the states 
x(k + 1). 
We next recall two canonical ways of realizing a whitening filter with a poly- 
nomial transfer function 
v(z) = H(z) . u(z) = (unZ-nun_,Z-n+l + . . . + a,z-’ + UC)) .24(z). (2.18) 
2.3.1. Observer-type realization 
A direct calculation shows that, say, for n = 3, H(z) = usze3 + ag2 
+qz-’ + ao, we have 
H(z) = a0 + [Ql a2 a31 (2.19) 
so that the equivalent state-space description, (2.17), 
[i;i;Z;!] = [; 8 i] [i;Z] + [%#4*), Xl @I 
[ 1 y(k) = [Q a2 44k) + w(k) x3(k) 
(2.20) 
obtained from (2.19) via the inverse z-transform can be realize as shown in Fig. 2. 
As above, in Fig. 2 the outputs of delay elements are taken as state variables 
{,Q}. The numbers {uk} are simply scaling coefficients, so that each signal pass- 
ing through the corresponding branch is multiplied by &. Finally, (pk(z)} de- 
note partial transfer function, i.e. the ones from the input of the line to the input 
of the k-th delay element. Of course, an examination of the signal flow graph in 
Fig. 2 reveals immediately that the graph takes a linear combination of 
Fig. 2. Observer-type realization. 
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pk(z) = zmk to indeed realize H(z) = a3ze3 + a2ze2 + alz-’ + ao. This realization 
is canonical, and it is called observer-type, see, e.g., Refs. [18,39] because the 
output is read from the state variables through the taps. We next recall another 
canonical realization to be used in what follows. 
2.3.2. Controller-type realization 
For any realization of a scalar transfer function H(z) = d + c(zl - A)-‘b, 
one more realization can be immediately obtained by taking transposes, and 
reversing the indexing of the state variables using the reverse identity matrix ? 
H(z) = d + bTj(zZ - fATf)-‘fcT. (2.21) 
Clearly, such a transposition does not change a scalar function H(z), but the 
inner state-space structure is, of course, different, say for n = 3 we have 
[;;;%;;I = [K p ;] [;;:%I + [;$44 *1(k) 
y(k) = [0 0 11 x2(k) 
[ 1 
(2.22) 
+ a0 u(k). 
x3 @I 
The signal flow graph for Eq. (2.22) is given in Fig. 3, and one sees that it is 
obtained from the one in Fig. 2 by simply reversing the direction of the flow for 
each branch. A new realization obtained in this way is called transposed [57] or 
dual [39]. Recall that it is an elementary fact in system theory, i.e., the Mason’s 
rules [56], that such a reversal of the flow in a signal flow graph (passing to the 
transposed (dual) system) does not change the overall transfer function H(z). 
The realization in Fig. 3 is also canonical, and it is called controller-type, see, 
e.g., [39, 181 because the input, u(z), is directly connected to each of the state 
variables. 
2.3.3. The standard Homer polynomials 
Now let us examine the partial transfer function for the two above realiza- 
tions. For any realization, H(z) = d + c(z1 - A)-‘b, the vector of partial trans- 
Fig. 3. Controller-type realization. 
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fer functions from the input of the line to input of the kth delay element is given 
by fi (z) [_I = z(z1 - A)_%, (2.23) H,(z) 
cf. with the arguments at the beginning of Section 2.2. For example, for the ob- 
server-type realization in Fig. 2 we have 
[ 
PO(z) 
PI (z) 
P2(z) 
(2.24) 
whereas for the controller-type realization in Fig. 3 
Thus one easily identifies the monomials in the power basis P = { 1, z-l, z-‘} as 
the partial transfer functions to the inputs of the deZuy elements for the observ- 
er-type realization; and the Horner polynomials p = GO(z),p, (z),F2(z)} as the 
partial transfer functions to the inputs of the delay elements in the controller- 
type realization. 
These observations are, of course, trivial, but the point is that this very sim- 
ple procedure works for any polynomial basis, as shown in the next section. 
3. General Horner-like polynomials 
3. I. Obtaining the Horner-like polynomials 
In this section we shall justify the following procedure. 
Procedure 3.1. Obtaining the Horner-like polynomials 
?? Given a recursion for the polynomials R = {To(x), rl (x), . . . , m(x)}, where 
deg rk(x) = k, and a polynomial 
H(z) = bnrn(z) + bn-1rn-2(z) + . . . + blrl(z) + bore(z), (3.1) 
?? Draw a signal flow graph for the linear time-invariant system with the, over- 
all transfer function H(z), and such that rk(z-I) are the partial transfer func- 
tions to the input of the kth delay element for k = 1,2, . . . , n - 1. 
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Pass to the transposed (dual) system by reversing the direction of the flow. 
Identify the Horner-like polynomials d = {&(zW1)} as the partial transfer 
functions from the input of the line to the inputs of the delay elements. 
Read from the obtained signal flow graph a recursion for J? = {&(z-I)}. 
As was noted, the reversal of the signal flow graph does not change the over- 
all transfer function H(z), so we shall certainly obtain a new recursion for eval- 
uation of H(x) = F,,(z-‘), generalizing the usual Horner rule. The question, 
however, is: how these Horner-like polynomials i = {&(x)} can be used to inv- 
ert a polynomial Vandermonde matrix in 
vR(x) = 
ro(x1) Q(Xl) ... rn-1(x1) 
ro(x2) Q(X2) ... f-n-1(x2) 
ro(xn) rl(xn) . . . rn-1(&J 
(3.2) 
(as we know, the usual Horner polynomials are essentially the entries of the in- 
verse of the usual Vandermonde matrix, see, e.g., Eq. (2.12)). The answer to 
this question is given next. 
3.2. Inversion of polynomial Vandermonde matrices 
Proposition 3.2. Let V,(x) be a polynomial Vandermonde matrix in Eq. (3.2) 
involving the first n polynomials of R = {ro(x), r-1 (x), . . . r,(x)} and whose nodes 
{xk} are the zeros of H(x). Then the inverse of F+(x) is given by 
fn-1 (Xl) fn-1 (x2) . . . Fn-1 (xn) 
vgx)-1 = ’ . diag(cl, . . . c,), (3.3) 
F(Q) h (x2) .+. ?rl(x,) 
_ FO(Xl) qx2) ... ho - 
with ci = H’(xi) = l/ nbl, ,+ (xk - xi), and where the Horner-like polynomials 
R = {&,(x),Fl(x), . . . , Fn (x)} are obtained via the Procedure 3.1. 
Proof. In this proof we use the notations introduced in Sections 2.1 and 2.2, 
and consider the observer-type and the controller-type realizations, 
HP(z) = d + c(zZ - A)-‘b, HP(z) = d + (b’f)(zZ - L4’?)-‘(jcT). (3.4) 
Since these realizations are transposed (dual) to each other, they have the same 
transfer function. So we use the dual notations HP(z) = HP(Z) for this transfer 
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function to reflect the fact that the partial transfer functions for these realiza- 
tions are the power basis, P, and the usual Horner polynomials I’, resp. For 
this simplest case we know from Eq. (2.12) that 
P-5) 
Now suppose that we have another realization, HR(z) for the same transfer 
function, for which the partial transfer functions, 
ro (4 - 1 - 
rr (z) z-1 
r2 (4 = F Z-2 (3.6) 
_r,-l(z)_ 
z-“+1 
satisfy deg r-k(z) = k, so that F is a lower triangular matrix. Clearly, 
HR(z) = d + cF(z1 - F-‘/IF)-‘F-lb, 
Hk(z) = d + (bTj)(fF-Tf)(zl - (fFTf)(?AT?)(iF-Tj))-l (fFT?)(kT). (3.7) 
Now, using the formula (2.23) to obtain the partial transfer functions for the 
two realizations in Eqs. (3.4) and (3.6), ones easily sees that the Horner-like 
polynomials are obtained from the usual Horner polynomials via 
fo (4 PO (4 
6 (z) Pl(4 
r2 (Z) = jF-Tj p2(Z) . 
j-l(Z) _ _L, (Z> _ 
This relation, Eqs. (3.5), and (3.6) imply 
[r0(xk) rl(xk) . . . r,-l(xk)lz = bkjck) 
which proves the desired Eq. (3.3). Cl 
(3.8) 
(3.9) 
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3.3. A Hessenberg eigenvector problem 
As we recalled in Section 2.2, the columns of the inverse of the usual Van- 
dermonde matrix VP(x)-’ store the eigenvectors of the corresponding compan- 
ion matrix Cp(H), see, e.g., Eq. (2.14). Clearly, a companion matrix (2.15) is a 
special case (corresponding to the power basis P = { 1 ,X,X*, . . . ,X}) of the 
more general confederate matrix CQ(H) defined in Eq. (1.4). It can be easily 
verified that for CQ(H) a generalization of Eq. (2.14) holds: 
&(X)CQ(H) = D(x) 6kx), 
implying that the columns of the inverse of polynomial Vandermonde matrix 
F’Q(x)-’ store the eigenvectors of the confederate matrix Cp(H). Therefore, the 
results of Section 3.2 mean that the procedure 3.1 for obtaining the Horner-like 
polynomials solves the eigenvector problem for general confederate matrices. 
3.4. An example: n-term recurrence relations 
The conclusion of the above discussion is that the procedure of reversing a 
signal flow graph, described at the beginning of this section, in fact suggests a 
surprisingly simple way of derivation for efficient algorithms for inversion of 
polynomial Vandermonde matrices, for evaluation of polynomials, as well as 
for computing eigenvectors of Hessenberg matrices. A specification of this 
method to SzegG polynomials will be addressed in Section 4. However, before 
doing so, we next show how this works for the general case when the polyno- 
mials R are given by the most general n-term recurrence relations: 
rk(x) = akxrk-1 (x) - ak-I,krk-I (x) - ak-2,krk-2(x) - ’ ’ ’ - al,krI (x) (3.10) 
- aO,krO(x). 
Proposition 3.3. Let the basis R = {To(x), . . . ,m(x)} be defined by Eq. (3.10). 
Then the Horner-like polynomials I? = {Fg(x), . . . , m(x)} satisfy 
To(x) = iob,, 
?k(x) = !&xi-j_,(x) - tik_,,ki& (x) - iik_2,k&_2(x) - ’ ’ ’ 
- ‘%,kh (x) - ;O,kfO(x) + h-k, 
(3.11) 
where 
c(k = tin-k (k=0,1,..., n), 
4-j 6ikj = -an_j,n-k 
an-k 
(k=O,l,... ,n- 1; j= 1,2 ,..., n). 
(3.12) 
(3.13) 
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Proof. Follows immediately from the arguments in this section and comparing 
the signal flow graphs for R and d, drawn in Figs. 4 and 5, resp., for the case 
n=3. 0 
3.5. A special case: the Clenshaw rule and inversion of three-term Vandermonde 
matrices 
Of course, the case when polynomials R satisfy the three-term recurrence re- 
lations, 
Fig. 4. n-term recurrence relations. 
-a03 
4 
Fig. 5. Dual to the filter of Fig. 4. 
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rk(x) = (ak ‘x- &) ‘rk-I(x) - Yk'rk-l(x), (3.14) 
is one of the most important cases, since the class (3.14) contains polynomials 
orthogonal on a real interval. The Clenshaw rule, 
n k+lk1 cx) - 
an-k 
- - %,-k+2~k-2(X) + b-k 
an-k+2 
(3.15) 
is a well-known extension of the Horner rule to evaluate H(z) = b,r,,(x) 
+b,-lr,-, (x) + - . . + bar,,(x). One sees that Eq. (3.15) is just a special case of 
Eq. (3.11). According to Proposition 3.2, this Clenshaw recursion not only 
evaluates H(x), but it also inverts corresponding three-term Vandermonde ma- 
trix, thus being closely related to the algorithms for this purpose specified in 
Refs. [16,28,34]. 
4. Homer-SzegG polynomials, inversion of Szegii-Vandermonde matrices and 
eigenvector computation for almost unitary Hessenberg matrices 
4.1. Various realizations for the Szegii polynomials 
Here we consider a representation in the basis of the SzegG polynomials 
H(z-‘) = b&&z-‘) + b,_v#f,(z-‘) + . . . + bo#(z-‘). (4.1) 
Szegii polynomials @# = {4,“(x) . . , &f(x)} are completely described by ,LL~ 
and n reflection coefficients {pi, . : : , p,}, see, e.g., Eq. (1.2). In the next lemma 
we use several recurrence relations for @# to draw the signal flow graphs real- 
izing H(z-’ ). 
Lemma 4.1. The polynomial in Eq. (4.1) can be realiied using one of the 
recurrences listed next. 
1. Two-term recurrence relations ([21,32]) 
I 
Using Eq. (4.2), the polynomial in Eq. (4.1) can be realized as shown in Fig. 6. 
2. Three-term recurrence relations ([21]) 
where p. = - 1, and 
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bo bl bl ba 
T T v ’ Ad4 
Fig. 6. The Marker-Gray [54] whitening filter (with p,, = -1). 
Fig. 7. Three-term realization. 
(4.3) 
Using Eq. (4.3), the polynomial in Eq. (4.1) can be realized as shown in Fig. 7. 
3. n-term recurrence relations (cf: with the structure in Eq. (1.6)) 
&f%, =; Lx. @-, b) + Pk&, ’ &lb, + Pkpk-IP;-2 ’ &!,b, 
+ Pkpk-l pk-2&-j * d$--, b) + ’ ’ ’ + Pkpk-I pk-2 ’ ’ ’ p2P; ’ #b> 
+Pk~k-1~k-2”‘~,P;)‘~O#(X)1, (4.4) 
The realization for Eq. (4.4) can be drawn as in Fig. 4. 
4. Shifted n-term recurrence relations 
+ PkP; 
pkLkl”k-1 ’ ’ ’ PI 
dw + akpkyi . . . p, 4%) (4.5) 
Using Eq. (4.5), the polynomial in Eq. (4.1) can be realized as shown in Fig. 8. 
Here we have to warn that there is no one-to-one-correspondence between the 
recursion formulas and particular realizations, for example, the n-term recur- 
sions (4.5) can also easily read from the signal flow graph in Fig. 6. 
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Fig. 8. Shifted n-term realization. 
4.2. DualJilters and the recursions for the Horner-Szeg6 polynomials 
The next statement presents analogous recursions and realizations for the 
Horner-Szegii polynomials. 
Proposition 4.2. Let H(x) be given by Eq. (4.1), and Szego polynomials 
@#= {@,#(x)} b e g iven by one of the recursions of Lemma 4.1. Then the 
Horner-Szegii polynomials i# = {@(x)} can be obtained via one of the 
following four recursions, where jik=& for k=O,l,...,n and ,iik= 
7 1 - 1~~1 , ji,, = 1 (and iflpOl = 1, then j&, := 1). 
1, Two-term recurrence relations 
2. Three-term recurrence relations 
h-k - bn-k+li&-1 & - 
fik 
3. n-term recurrence relations 
(4.6) 
(4.7) 
56 V. Olshevsky I Linear Algebra and its Applications 285 (1998) 3747 
(4.8) 
4. Shifted n-term recurrence relations 
@(x) =i (x&(.x, + lb+,) + y& (x6,“&, + bn-k+2) 
+ &f-f;_, (x&(x, + h-k+21 + . . . 
Proof. The formula for the general n-term recurrence relations was obtained in 
Proposition 3.3, and Eq. (4.8) is its specification. 
To obtain Eq. (4.6) we follow the Procedure 3.1, and reverse the direction of 
the flow in Fig. 6, obtaining the dual signal flow graph shown in Fig. 9. The 
formulas (4.6) are easily read from the structure in Fig. 9. 
To obtain the two-term recursions for the Horner-Szego polynomials we 
used the two-term recursions for the original SzegG polynomials. However, 
one sees that there is no such symmetry for the other filter structures in Lemma 
4.1 and Proposition 4.2. Indeed, for the structures in Fig. 7, we have two out- 
coming branches and one incoming branch between two consecutive delay el- 
ements. Therefore, after reversing of the flow we obtain a different structure 
with two incoming and one outcoming branch, like the structure in Fig. 8. 
Therefore, the structures in Figs. 7 and 8 are essentially dual to each other, 
and to obtain the three-term recursions (4.6) for the Horner-Szegii polynomi- 
als we transpose the signal flow graph in Fig. 8, i.e., corresponding to the shift- 
ed n-term recursions for the original Szegii polynomials, arriving at the 
structure shown in Fig. 10. 
Similarly, to obtain the shifted n-term recursion for the Horner-SzegG poly- 
nomials (see Fig. 1 l), we transpose the signal flow graph in Fig. 7 which cor- 
responds to the three-term recursions for the original Szegii polynomials. 0 
Fig. 9. Dual to the Markel-Gray filter of Fig. 6. 
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4 bl 4 4 
4 5 UC4 
Fig. 10. Dual to the shifted n-term realization of Fig. 8, giving rise to the three-term recursions for 
the Horner-Szegii polynomials. 
Fig. 11. Dual to the three-term realization of Fig. 7, giving rise to the shifted n-term recursion for 
the Horner-SzegB polynomials. 
4.3. The Ammar-Gragg-Reichel evaluation algorithm 
In [AGR93] a different recursion, 
H(n) = 70 + zo, (4.10) 
to evaluate H(x) in Eq. (4.1) was deduced algebraically. The results in Sec- 
tions 3 and 4 allow us to interpret the recursion (4.10) via the signal flow graph 
in Fig. 9. Indeed, as shown in Fig. 12 the AGR algorithm simply uses different 
Fig. 12. The Ammar-Gragg-Reichel recursion. 
58 V. Olshevsky I Linear Algebra and its Applications 285 (1998) 3767 
intermediate points. This observation indicates that the transmission line mod- 
el proposes a variety of different possibilities to organize the computational 
scheme for evaluation of the overall transfer function H(z). 
At the same time, the AGR algorithm does not seem to be a complete analog 
of the Horner method, because the polynomials rk(z-‘) are not chosen to be the 
partial transfer functions to the inputs of the delay elements, as required in pro- 
cedure 3.1. As a result, the recursion (4.10) does not invert the corresponding 
Szego-Vandermonde matrix, and therefore it does not computes the eigenvec- 
tors for almost unitary Hessenberg matrices. The alternative two-term recur- 
sion (4.6) as well as three other recursions in Proposition 4.2 do so, and 
therefore they seem to be more appropriate counterparts of the Horner method. 
4.4. Several useful formulas 
Here we formulate several more description for the Horner-SzegG polyno- 
mials, which can be useful by occasion. 
?? The Horner-Szegii polynomials can be defined by 
see, e.g., Section 3 in Ref. [43]. 
?? An examination of the structure in Fig. 6 allows one to easily identify the 
state space structure, see, e.g., Refs. [51,55]. Using formula (2.23) we obtain 
the following formula for Szegii polynomials, 
= z(zZ - ZA-‘. 
P, P;IPn . . PO 
where Z is the lower shift matrix (small z is, of course, a variable), and 
A= 
l/P, 0 . . . . . 0 
P;P2lwz l/P, 0 
P;P3IwzPJ &P3IW3 l/i+ 0 
P;P4/P,...P4 P;P4Iw2P4 '.. ... ... 
l/P,-, 0 
P;PJP,...K P;P"IPz...Pn ... ... P"-IPnIP"-IP" l/P" 
(4.11) 
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A similar examination of the state space structure for the dual filter in Fig. 9 
leads to the analogous description for the Horner-Szegii polynomials, 
= Z(ZkTI - z>-‘. 
?? Below we shall need an explicit expression for the last coefficients of the 
Horner-Szego polynomials, the vector of these coefficients is given by 
a00 
bn 
a11 
h-1 
a22 =A . (4.12) 
_ bo _ 
This identity can be deduced from the signal flow graphs in Fig. 9 or Fig. 11 by 
forming a delay-free path from the input of the line to the input of the k-th de- 
lay element, or algebraically from Eq. (4.9). Of course, by setting bk = 0 for 
k=O,l,... n - 1 and b, we obtain the well-known fact the vector of the last 
coefficients of SzegG polynomials (however, corresponding to the reversed vec- 
tor of reflection coefficients) is given by the first column of A in Eq. (4.11). 
5. HornerSzegG polynomials and direct and inverse factorization of quasi- 
Toeplitz matrices 
5.1. General inner products and factorization of moment matrices 
For any Hermitian positive definite n x n matrix M we can define an inner 
product in the space of all polynomials of degree less that n by 
. (5.1) 
The matrix M = [(x’,x~)]~~~~~,_~ is called a moment matrix. For a triangular 
factorization, 
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40 0 . o-- %,0 %I . . . an,n 
&,-‘I= . 
a* n-l,0 .. . 0 &-,,I . . . a,-l,n-l 
7 
a;,,- I . 0 ! ... ... i 
a;, a;_,.n_, ... a;,0 _ ,O . . . 
0 a00 - 
(5.4 
it is a trivial exercise to see that the polynomials 
%(x) = ak,k + ak.k-lx +  . . +  ak,lXkm2 +  ak.@+l (5.3) 
are orthonormal with respect to the moment matrix 
a()$ 0 . . . 0 --’ a;,0 4,’ . . ’ a:,, - -I 
0 a;,0 . . a;,,_, 
(5.4) 
0 i’..‘., ; 
%,a - 0 . . . 0 ai,0 _ . . . 
These triangular factorizations indicate that in general (n + l)n/2 parameters 
are needed to represent M. As we shall see next, for special polynomial much 
less parameters can be needed. 
5.2. Szegij polynomials, Toeplitz moment matrices and the classical Levinson 
algorithm 
Recall that in the special case of SzegG polynomial the inner product (., .)## 
is defined by Eq. (1. l), so that the corresponding moment matrix T has a Toep- 
Zitz structure shown in the next formula 
to t; t; . . . t;_, 
t1 to t; ., : 
G = t2 t, to . . . t; ’ (5.5) 
. . . . . . . . . . t; 
_tn_, . . . t2 t, to _ 
i.e., it has constant values along all its diagonals. Summarizing, the moment 
matrix for Szegii polynomials can be parameterized by only (n + 1) parameters 
{to,. . . , t,,} (or by another set of (n+l) parameters {,LL~, p , . . , p,}). The coeffi- 
cients of SzegG polynomials, 
&+(x) = ak,Oxk + ak,,xk-’ + ” ’ + ak-,,k-1, 
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Fig. 13. Array form of the classical Levinson algorithm 
can be computed via the well-known Levinson algorithm which starts with the 
entries of the Toeplitz matrix T and computes the coefficients {ukj} of { 4,” (x)} 
fork=O,l,... , n. It is not relevant at the moment how the Levinson algorithm 
finds the reflection coefficients, more important that its recursion coincides with 
the recursion (1.2) which is translated to the array manipulations in Fig. 13, 
where the delay element, a, is understood as a left shift. 
5.3. Array form of the recursion for the Horner-Szegii polynomials 
Analogously for the Horner-Szegii polynomials, denoting 
&(x) = uk,oxk + ’ ’ ’ + Uk,k-1X + uk,k, 
@(x) = uk,Oxk + ’ ’ ’ + Uk,k-IX + Uk,k, 
we can rewrite Eq. (4.6) in the array form, 
which is drawn in Fig. 14. 
In brief, the difference between Szegii polynomials in Fig. 13 and the Horn- 
er-Szego polynomials in Fig. 14 is in the feed-in branches, providing the last 
components bn_k. As we shall see below, this means that while the reflection co- 
efficients completely define the (Toeplitz) moment matrix T for the classical 
Szegij polynomials, the moment matrix for the Horner-Szegii polynomials will 
be parametrized by 2(n + 1) parameters, {po, pl,. . . , p,, bo, . . . , b,}, as expect- 
ed. This, of course, will imply that it will no longer be Toeplitz, but we next 
show that it will nevertheless have a similar shift-invariance property. 
Fig. 14. Array form of the recursion for the Homer-Szegii olynomials. 
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5.4. Matrices with shift-invariant structure 
An n x n matrix R is said to be Toeplitz-like [20,41], if its displacement rank, 
CI = rank(R - ZRZ’) (5.7) 
is small compared to the size n of R. Here Z is the lower shift matrix, so that 
ZRZ” is obtained from R by just shifting all the entries along the diagonals. It 
can be easily checked that any Toeplitz matrix has displacement rank not ex- 
ceeding 2 
T _ z~* = f_ 0 c-1 .‘. c_,+, * -1 0 0 c-1 . . . c-,+1 [ co co c-1 ... Ln+,l [ 0 11 Lo C-l ... cen+,l> 
so the classical Toeplitz matrices are Toeplitz-like. There are many examples of 
matrices with displacement rank higher than 2, for example, for the product of 
two Toeplitz matrices it does not exceed 4. 
For our purposes in this paper we restrict ourselves with quasi-Toeplitz ma- 
trices, which have displacement rank 2, and moreover, the displacement inertia 
(l,l, n - 2), i.e. R - ZRZ’ has only two nonzero eigenvalues: one positive and 
one negative. 
We next show that moment matrices for the Horner-SzegG polynomials are 
quasi-Toeplitz. To do so we need to recall a well-known connection of quasi- 
Toeplitz matrices to the celebrated Schur algorithm, see, e.g., Ref. [37]. 
5.5. The classical Schur algorithm for fast triangular factorization of quasi- 
Toeplitz matrices 
It was now well known that the celebrated classical Schur algorithm [61] in 
its array form computes the Cholesky factorization for quasi-Toeplitz matrices. 
The procedure can be briefly described as follows. Given a positive definite 
quasi-Toeplitz matrix R defined by 
R - ZRZ* = [v;+, u;,, 
[-d :I [::::I7 (5.8) 
where 
Define the recursion u&l, vk-1 +-- {uk, vk} by 
vk [I [ uk,O ok,l ‘.’ Uk.k = 
Iy 
uk,O uk.1 “’ Uk,k I. (5.9) 
0 vk-1 1 [ 0 vk-I.0 “’ ok-l,k-2 = Gk- 1 uk- 1 .O uk-l,l “’ uk- 1 ,k- I v;;.:*‘] :=i[d, 9;] [Z]! 
(5.10) 
V. Olshevsky I Linear Algebra and its Applications 285 (1998) 3747 63 
where we choose the reflection coefficients p; = --v~,~/u~,~ to introduce zero in 
the first row of the matrix on the left-hand side of Eq. (5.10). We obtain the 
next pair of row vectors by shifting the second row one position right. 
The point is that this procedure computes the Cholesky factorization, 
W-I,0 
0 
R=U’U, U= 
. . . 
0 
for the quasi-Toeplitz matrix R in Eq. (5.8). 
5.6. Parameterizations of quasi-Toeplitz matrices 
(5.11) 
(5.12) 
Of course, a representation (5.8) parameterizes the class of quasi-Toeplitz 
matrices by 2(n + 1) entries of the vectors {II,, v,}. There are several other 
well-known ways to parameterize quasi-Toeplitz matrices. For example, any 
quasi-Toeplitz matrix R is congruent to a certain Toeplitz matrix T, 
R = L(x)ZZ(x)*, 
where the congruence matrix L(x) is a lower triangular Toeplitz matrix, see, 
e.g., Refs. [47,49]. 
The association of the classical Schur algorithm with discrete transmission 
lines offers a variety of other possibilities to parameterize the class of quasi- 
Toeplitz matrices, cf., e.g., Refs. [17,47]. For example, one can draw a single 
recursion step (5.10), (5.11) as shown in Fig. 13. 
If we would like to reconstruct the 2(k + 1) input entries from 2k output en- 
tries, we need to know two more parameterS {pk, uk-l,k} which we associate 
with this single recursion step. Therefore we can recover two vectors 
{II,,+, , v,,,~} defining the quasi-Toeplitz matrix via Eq. (5.8) by running the clas- 
sical Schur algorithm backward, and the only parameters we need to know are 
the reflection coefficients {pk} and the feed-in parameters {a&r.k}. 
5.7. Quasi-Toeplitz structure of the moment matrix 
After these observations, a closer at the signal flow graphs in Figs. 14 and 15 
reveals that the recursion (4.6) for the Horner-Szegii polynomials is in fact a 
backward Schur algorithm for the triangular factorization of a quasi-Toeplitz 
matrix given by 
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Fig. 15. Lattice filter interpretation of the classical Schur algorithm. 
[ 
0 * ... 
(IMPI) 
qh-l?>z* 
%-I,0 qn-l,n-1 
-1 0 
- = pn-1,o “’ Pn-l,n-1 bo I[ 0 1 1 
[ 
0 q,-I,0 ..’ qn-l,n-1 
X 
Pn-I,0 ... Pn-l,n-1 bo 1 . 
Since the (Teoplitz-like, as in Eq. (5.7)) displacement structure of a matrix is 
inherited under passing A4 -+ fM-*f, th e matrix A4 is quasi-Toeplitz itself, 
and it is completely parameterized by the parameters of the transmission line: 
the reflection coefficients {po, pi, . . . , p,} and feed-in parameters {bk} which are 
clearly the entries of the last column of the Cholesky factor, 
U= 
* * . 
0 * . 
. . . . . . . 
0 . . . 
.’ * bn 
.. * h-1 
‘. * : 
. . * h 
. . 0 b. 
in (fM-‘f) = U*U, see, e.g., Eq. (5.12). 
5.8. Some concluding remarks 
In this section we restricted ourselves with the simplest case of quasi-Toep- 
litz matrices, but the approach allowed us to study more general classes of 
Toeplitz-like matrices and matrices with more general displacement structures, 
which will be addressed in the forthcoming publication. 
Finally, note that the displacement structure approach allows us to study the 
more general classes of Szegii-Vandermonde-like matrices, and polynomial 
Vandermonde-like matrices, see, e.g., Refs. [27,29,42,43] 
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