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a b s t r a c t
Weconsider the complexity of themaximum (maximumweight) independent set problem
within triangle graphs, i.e., graphs G satisfying the following triangle condition: for every
maximal independent set I in G and every edge uv in G − I , there is a vertex w ∈ I
such that {u, v, w} is a triangle in G. We also introduce a new graph parameter (the
upper independent neighborhood number) and the corresponding upper independent
neighborhood set problem. We show that for triangle graphs the new parameter is equal
to the independence number. We prove that the problems under consideration are NP-
complete, even for some restricted subclasses of triangle graphs, and provide several
polynomially solvable cases for these problems within triangle graphs. Furthermore, we
show that, for general triangle graphs, the maximum independent set problem and the
upper independent neighborhood set problem cannot be polynomially approximated
within any fixed constant factor greater than one unless P = NP .
© 2011 Elsevier B.V. All rights reserved.
1. Introduction and some preliminary results
In this paper we consider the complexity of the maximum (maximum weight) independent set problem for graphs
that satisfy the triangle condition. These problems are well known, and they arise naturally in many fields. Examples for
applications of the problems can be found in determining an upper bound on the number of processors needed for parallel
execution [24], in map labeling [45], in interval selection problems arising in manufacturing [43], and in scheduling jobs
within time windows on parallel machines [14].
We consider only finite undirected simple graphs and use standard graph-theoretic terminologies; see, for example, [6].
For notions related to computational complexity, we follow [15], while for concepts related to approximability, we
follow [4].
Let G be a graph with the vertex set V = V (G) and the edge set E = E(G). For a subset of vertices X ⊆ V , the subgraph
of G induced by X is denoted by G(X), and G − X = G(V \ X). As usual, NG(x) denotes the neighborhood of a vertex x ∈ V ,
i.e., the set of all vertices that are adjacent to x in G. The degree of x is defined as degG x = |NG(x)|. The maximum degree of
vertices in G is denoted by ∆(G). The closed neighborhood of x is NG[x] = NG(x) ∪ {x}. The proper neighborhood of an edge
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Fig. 1. Example of triangle (a) and non-triangle (b) graphs.
e = xy ∈ E is defined as PNG(e) = NG[x] ∩ NG[y]; i.e., the set PNG(e) consists of x, y, and all vertices adjacent to both x and y.
If X ⊆ V then NG(X) =x∈X NG(x) and NG[X] = NG(X) ∪ X . The subscript Gwill be omitted whenever the context is clear.
The notation u ∼ v (u ≁ v, respectively) means that the vertices u and v are adjacent (non-adjacent, respectively). For
disjoint sets of vertices U and W , the notation U ∼ W (U ≁ W , respectively) means that every vertex of U is adjacent
(non-adjacent, respectively) to every vertex ofW . When U = {u}, we also write u ∼ W and u ≁ W instead of {u} ∼ W and
{u} ≁ W , respectively.
For a setH of graphs, a graphG is calledH-free if no induced subgraph ofG is isomorphic to a graph inH . The complement
G of a graph G is that graph whose vertex set is V (G) and where uv is an edge of G if and only if uv is not an edge of G. The
notation G1 ∼= G2 means that graph G1 is isomorphic to graph G2. For two (vertex-disjoint) graphs G1 and G2, the (disjoint)
union G1 ∪ G2 of G1 and G2 is the (disconnected) graph with V (G1 ∪ G2) = V (G1) ∪ V (G2) and E(G1 ∪ G2) = E(G1) ∪ E(G2).
For a positive integer n, the disjoint union of n copies of a graph G is denoted by nG. For example, the graph mK2 consists
ofm pairwise disjoint edges. Km,n denotes the complete bipartite graph with partition classes of cardinalitiesm and n; Kn is
the complete graph on n vertices; Cn and Pn are the chordless cycle and the chordless path on n vertices, respectively. The
graph K1,n is also called a star, and K3 = C3 is called a triangle. At the same time, the star K1,3 is known as a claw. K4 − e is
a graph obtained from the complete graph K4 by deleting an edge, and K1,3 + e is a graph obtained from the claw K1,3 by
adding an edge between any two selected non-adjacent vertices. Let K0 be the null graph; i.e., K0 has no vertices and edges.
See, for example, [44].
For a graph G, a subset I ⊆ V (G) of vertices is called an independent (or stable) set if no two vertices in I are adjacent. The
maximum cardinality taken over all independent sets of G is the independence number, and is denoted by α(G). We say that
an independent set I is maximum if |I| = α(G). An independent set I is maximal if no other independent set contains I . The
minimum cardinality over all maximal independent sets of G is called the independent domination number and is denoted
by i(G). A vertex subset U ⊆ V (G) is called a clique in G if the vertices in U are pairwise adjacent. A clique U ismaximal if it
is not contained in a larger clique.
Aweighted graph is a pair (G, w) consisting of a graph G and a non-negativeweight functionw: V (G)→ Z that associates
an integerw(v) ≥ 0 to each vertex v of G (theweight of the vertex v). The weight of a subset of vertices S ⊆ V (G) is defined
as
∑
v∈S w(v) and is denoted byw(S). Theweighted independence number αw(G) of aweighted graph (G, w) is themaximum
weight of an independent set in G.
A graph is called complement reducible (a cograph for short) if, for any induced subgraph F of Gwith at least two vertices,
either F or the complement to F is disconnected. Cographs have a characterization in terms of forbidden induced subgraphs:
they are P4-free graphs [13].
A graph G is called a general partition graph [33] if there exists a set L and an assignment of non-empty subsets Lu ⊆ L to
the vertices u ∈ V (G)with the following properties: (i) any two vertices u and v are adjacent if and only if Lu ∩ Lv ≠ ∅, and
(ii) for every maximal independent set I of G, the collection {Lx : x ∈ I} partitions L.
A graph G is called a triangle graph if it satisfies the following triangle condition: for every maximal independent set I and
every edge uv in G− I , there exists a vertexw ∈ I such that {u, v, w} induces a triangle in G. In other words, G is a triangle
graph if and only if every maximal independent set in G intersects all sets PNG(e), where e ∈ E(G).
An example of a triangle graph is given in Fig. 1(a). In this graph, a maximal independent set consists either of the vertex
of degree 4, or two non-adjacent vertices of degree 3. In both cases, it is easy to see that the triangle condition holds. On the
other hand, graph G shown in Fig. 1(b) is not triangle, since, for the maximal independent set I = {x, y}, the condition does
not hold because of the edge uv ∈ E(G− I).
The definition of the triangle condition was introduced by McAvaney et al. [33] in their study of general partition graphs
and used later by Kloks et al. [25]. In [25], it is shown that the triangle condition can be checked in polynomial time for
asteroidal triple-free (AT-free) graphs, planar graphs, and circle graphs. Notice that the class of AT-free graphs contains
trapezoid graphs, interval graphs, permutation graphs, and co-comparability graphs. For definitions of these graph classes,
see [8].
We consider the following well-known decision problem.
Independent set
Instance. A graph G and a positive integer k.
Question. Is there an independent set I in G such that |I| ≥ k? In other words, is α(G) ≥ k?
This problem, which is also called themaximum independent set problem, is known to be NP-complete in the class of all
graphs. Moreover, it remains NP-complete even under substantial restrictions, for instance, for K3-free graphs [39], planar
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graphs of maximum degree at most 3 [15], and graphs with large girth [35]. On the other hand, the problem can be solved in
polynomial time for graphs in some special classes, such as perfect graphs [17], K1,3-free graphs [34,36,42],mK2-free graphs
(for any fixed m ≥ 2) [1,5], AT-free graphs [10], chair-free graphs [2], circular-arc graphs [32], and some other structured
classes of graphs [20,22,28–31].
The optimization version of the Independent Set problem asks for a maximum independent set in a given graph G. In
the following, we use the notation Independent Setwhen we refer also to the optimization version of the problem. Various
papers such as [18,19,23,46] deal with the hardness of approximating the optimization version of the Independent Set
problem. It is known that in general graphs with n vertices the problem cannot be approximated within a factor of n1−ε for
any fixed ε > 0 unless P = NP [46]; see also [23].
It is interesting to observe that triangle graphs include the class of cographs [25,37]. Indeed, Ravindra [40] showed that
for cographs eachmaximal independent set intersects allmaximal cliques. Graphs forwhich everymaximal clique and every
maximal independent set intersect were studied in [3,7,47] and are known as CIS-graphs or stable graphs. It is easy to check
that any stable graph is a triangle graph, but the converse does not hold in general. Notice that for cographs the Independent
Set problem is polynomially solvable [13]. Our aim is to show that the Independent Set problem isNP-complete for triangle
graphs. In fact, this remains true even if we restrict our attention to K1,13-free triangle graphs with maximum degree not
exceeding 27.
Consider the following more general problem associated with the parameter αw(G).
MaximumWeight Independent Set
Instance. A weighted graph (G, w) and a positive integer k.
Question. Is there an independent set I in (G, w) such thatw(I) ≥ k? In other words, is αw(G) ≥ k?
The Maximum Weight Independent Set problem is well studied from the complexity viewpoint. It is well known that
this problem is NP-complete in many special classes of graphs, such as K3-free or cubic planar graphs. On the other hand,
there are classes where the problem can be solved in polynomial time, including in particular claw-free graphs, bipartite
graphs, chordal graphs, and split graphs; see, for example, [9,17,27].
We give some complexity results for theMaximumWeight Independent Set problem in 0–1-weighted triangle graphs.
We first deal with 0–1-weighted planar stable graphs and we show that, for this family, the problem studied is strongly NP-
complete, even if we restrict ourselves to planar (K1,4, K4 − e, K4)-free stable graphs with maximum degree not exceeding
6.
Let I be an independent set in G, possibly I = ∅. A subgraph G−N[I] of graph G is called co-stable. We denote by CSub(G)
the set of all co-stable subgraphs in G. For example, the cycle C6 has the following co-stable subgraphs: C6, P3, K1, K0, and
thus CSub(C6) = {C6, P3, K1, K0}. A class of graphsM is co-hereditary if CSub(G) ⊆ M for each graph G ∈ M. A minimal
forbidden co-stable subgraph for a co-hereditary classM is a graph F such that CSub(F) \M = {F}.
It is known that the class of triangle graphs is co-hereditary [37]. The best-known co-hereditary class constitute well-
covered graphs [21,38]. Recall that a graph G iswell-covered if every maximal independent set in G has the same cardinality.
Notice that the Independent Setproblem forwell-covered graphs is polynomially solvable, since themaximum independent
set can be found easily for well-covered graphs by using a simple greedy algorithm.
In [48], it is shown that each co-hereditary class of graphs can be characterized in terms of forbidden co-stable subgraphs,
and, moreover, for a non-empty co-hereditary class M the following holds. If the set of all minimal forbidden co-stable
subgraphs for the classM is finite, then the Independent Set problem is an NP-complete problem withinM.
Unfortunately, the characterization of the class of triangle graphs in terms of forbidden co-stable subgraphs is an open
problem. Besides, as pointed out by one of the referees, the set of the minimal forbidden co-stable subgraphs for the class
of triangle graphs is infinite. Indeed, let G be the class of all K3-free graphs that have a path P4 as an induced subgraph. Let
F = {G | G ∈ G} and let F ∈ F , where F = G and G is a K3-free graph containing an induced path P4 = (a, b, c, d) (here the
vertices are listed in the order of traversing this path). Then, obviously, the set I = {b, c} is a maximal independent set in
graph F and PNF (ad)∩ I = ∅. Thus, F is not a triangle graph. On the other hand, for any co-stable subgraphH ∈ CSub(F)\{F},
either H is the null graph, or H is a complete graph, and thereforeH is a triangle graph. Notice that the setF is infinite, since
it includes the graphs Pn and Cn for every integer n ≥ 5. It is also clear that no graph in F is a co-stable subgraph of another
one. Hence any graph F ∈ F is a minimal forbidden co-stable subgraph for the class of triangle graphs.
Thus the result obtained in [48] cannot be used directly for showing that the Independent Set problem is NP-complete
for triangle graphs. We propose another approach to prove NP-completeness of the Independent Set problem within the
class of triangle graphs. In our approach we use a polynomial-time reduction from the 3-Dimensional Matching problem.
Let us introduce a new graph parameter connected with the notion of a neighborhood set. Recall that a set of vertices
S ⊆ V (G) is called a neighborhood set provided that G is the union of the subgraphs induced by the closed neighborhoods of
the vertices in S, i.e., G = v∈S G(N[v]) (see [21]). Sampathkumar and Neeralagi [41] defined an independent neighborhood
set to be a neighborhood set S whose induced subgraph G(S) contains no edges. We introduce parameter Ni(G) (the upper
independent neighborhood number of graphG) to be equal themaximumcardinality takenover all independent neighborhood
sets inG. Notice that the independent neighborhood number ni(G) (theminimum cardinality of an independent neighborhood
set) was introduced in [41] and studied by Kulli and Soner [26], Chaluvaraju [12], and Orlovich et al. [37].
Not every graph has an independent neighborhood set (consider the cycles C2r+1, r ≥ 2, for example). Clearly, any
independent neighborhood set is also a maximal independent set, but the converse does not hold in general. Thus, the
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following inequality chain holds for a graph Gwhich has an independent neighborhood set:
i(G) ≤ ni(G) ≤ Ni(G) ≤ α(G).
Any triangle graph has an independent neighborhood set. Indeed, let G be a triangle graph and let I be a maximal
independent set in G. Since I is maximal,

v∈I N[v] = V (G). Moreover, the triangle condition guarantees that
v∈I E(G(N[v])) = E(G), and hence I is an independent neighborhood set in G. In particular, this implies that, for triangle
graphs, the notion of an independent neighborhood set coincideswith that of amaximal independent set. Thereby the above
inequality chain is specified more precisely in the class of triangle graphs:
i(G) = ni(G) ≤ Ni(G) = α(G).
Notice that outside the class of triangle graphs the difference α(G) − Ni(G) can be arbitrarily large. Indeed, consider
the double star Sr+1,r+1, which is the graph obtained by connecting the centers of two stars K1,r+1 and K1,r+1 with an edge.
It is easy to verify that for each r ≥ 0, Sr+1,r+1 is not a triangle graph. We have α(Sr+1,r+1) − Ni(Sr+1,r+1) = r , since
α(Sr+1,r+1) = 2r + 2 and Ni(Sr+1,r+1) = r + 2.
Besides, as pointed out by one of the referees, outside the class of triangle graphs not only can the difference α(G)−Ni(G)
be arbitrarily large, but α(G) is not bounded from above by any function of Ni(G). Indeed, consider the wheel W2r+1, which
is the graph of order 2r + 2 obtained by adding a new vertex v to the cycle C2r+1 (r ≥ 2) and joining v to each vertex of
C2r+1. It is easy to see that, for each r ≥ 2,W2r+1 is not a triangle graph, α(W2r+1) = r , and Ni(W2r+1) = 1.
It is interesting to note that the double stars are bipartite graphs, while the wheelW2r+1 is not a bipartite graph for each
r ≥ 2. This remark leads to the following natural question (raised by the same referee): is α(G) bounded from above by a
function of Ni(G) for bipartite graphs? The answer to this question remains open.
Let us define the following decision problem.
Upper Independent Neighborhood Set
Instance. A graph G and a positive integer k.
Question. Is there an independent neighborhood set S in G such that |S| ≥ k? In other words, is Ni(G) ≥ k?
As a result of the equality Ni(G) = α(G), this problem will be NP-complete within triangle graphs if we show that the
Independent Set problem is NP-complete for these graphs.
The rest of this paper is organized as follows. In Section 2, we prove NP-completeness of the Independent Set problem
for triangle graphs and for those triangle graphs whose maximum degrees are not greater than 27. We show that, for
every constant λ > 1, Independent Set in triangle graphs cannot be polynomially approximated within a factor of λ
unless P = NP . Also in this section we give some complexity results for the Maximum Weight Independent Set problem
within stable graphs (and consequently within triangle graphs). Since Ni(G) = α(G) for every triangle graph G, the
complexity and inapproximability results given in Section 2 for the Independent Set problem are valid for the Upper
Independent Neighborhood Set problem. In Section 3, we provide some polynomially solvable cases of the Maximum
Weight Independent Set problem and the Upper Independent Neighborhood Set problem within triangle graphs.
2. NP-completeness of the independent set problem for triangle graphs
First, we introduce the following graph transformation (transformation of graph Gwith fixed vertex v into a graph Fv by
duplication of vertex v). Given a graph G, let Op be an edgeless graph with p vertices, p ≥ 1, such that V (G) ∩ V (Op) = ∅.
For a fixed vertex v ∈ V (G), define a graph Fv as follows. Let V (Fv) = V (G) ∪ V (Op). Vertices a and b are adjacent in Fv if
and only if (i) vertices a and b are adjacent in G, (ii) vertices a and v are adjacent in G and b ∈ V (Op). We say that graph Fv is
obtained from graph G as a result of p-duplication of the vertex v. Notice that Fv can also be considered as the graph obtained
from graph G by adding p new vertices which are adjacent to the vertices of the set NG(v) and are not adjacent to each other.
Let Dup(G) denote the graph obtained from a graph G by p-duplication of some vertices (assuming that the value of p
may differ for these vertices). A classM of graphs is closed under duplications if Dup(G) ∈M for each graph G ∈M.
Lemma 1. The class of triangle graphs is closed under duplications.
Proof. Let G be a triangle graph and let x ∈ V (G). To prove the lemma it is sufficient to show that graph Fx obtained from
graph G by 1-duplication of the vertex x is also a triangle graph. Let V (Fx) = V (G) ∪ {x′} and let E(Fx) = E(G) ∪ {x′y : y ∈
NG(x)}.
We consider an arbitrary maximal independent set I in Fx. Suppose that {x, x′} ⊆ I . Then I ′ = I \ {x′} is a maximal
independent set in G. Every edge uv of Fx − I is also an edge of G − I ′. By the triangle condition for G, there exists a vertex
w ∈ I ′ that is adjacent to both u and v. Since I ′ ⊆ I , the result follows.
If I does not contain {x, x′}, then I is disjoint from {x, x′}, and therefore I is a maximal independent set in G. Since G is a
triangle graph, it is sufficient to consider an edge x′v in Fx − I . The triangle condition for xv and I implies the existence of
a vertex w ∈ I adjacent to both x and v. We have w ∈ NG(x); therefore w ∈ NFx(x′). In other words, the triangle condition
holds for x′v and I . 
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Fig. 2. An example of the graph G∗Q .
Let us show that the Independent Set problem is NP-complete for triangle graphs. Consider the following well-known
NP-complete decision problem [15].
3-Dimensional matching
Instance. Pairwise disjoint sets X , Y , Z of some finite cardinality k, and a collection M of three-element sets, where each
member ofM includes exactly one element from each of X , Y , and Z .
Question. Is there a set of pairwise disjoint members ofM , whose union is X ∪ Y ∪ Z?
We say that the instance of 3-Dimensional Matching is solvable if there exists a set of pairwise disjoint members ofM ,
whose union is X ∪ Y ∪ Z .
Theorem 1. Independent Set is NP-complete for triangle graphs.
Proof. Let Q = (X, Y , Z,M) be an instance of 3-Dimensional Matching, where X = {x1, x2, . . . , xk}, Y = {y1, y2, . . . , yk},
and Z = {z1, z2, . . . , zk}. We define Mx = {{xi} : i = 1, 2, . . . , k}, My = {{yi} : i = 1, 2, . . . , k} and Mz = {{zi} : i =
1, 2, . . . , k}. Let GQ be the intersection graph of the subset system S = M ∪Mx ∪My ∪Mz ; i.e., the vertex-set of GQ is S, and
two vertices are adjacent if and only if the corresponding subsets have a non-empty intersection. Let G∗Q be a graph obtained
from GQ by 3-duplication of each vertex inM . The graph G∗Q for k = 3 and
M = {{x1, y2, z1}, {x3, y2, z3}, {x2, y1, z1}, {x1, y2, z3}, {x3, y1, z2}, {x2, y3, z1}}
is depicted in Fig. 2, where (p, q, r) stands for the four encircled vertices, which are the vertex {xp, yq, zr} and the vertices
obtained from this vertex by 3-duplication. In this figure, the upper curves represent the edges between each of the encircled
vertices, while the other links represent edges between each of the vertices from (p, q, r) and the vertices xp, yq, and zr . 
To prove the theorem, it is sufficient to show that the following two claims are valid.
Claim 1. Graph G∗Q satisfies the triangle condition.
Proof. According to Lemma 1, it is sufficient to show that graph GQ satisfies the triangle condition. Suppose that S1S2 is an
edge of GQ . The sets S1 and S2 have non-empty intersection, say q ∈ S1 ∩ S2. An arbitrary maximal independent set I in GQ
has the property that its vertices (considered as sets of S) cover S. In particular, q ∈ S3 for some S3 ∈ I . We have the triangle
{S1, S2, S3}, as required. 
Claim 2. The instance Q = (X, Y , Z,M) is solvable for 3-Dimensional Matching if and only if α(G∗Q ) ≥ 4k.
Proof. Suppose that Q is solvable; i.e., there exists a set of k pairwise disjoint members ofM , whose union is X ∪ Y ∪ Z . This
set corresponds to an independent set J in graph G∗Q . The cardinality of J is 4k, and therefore α(G
∗
Q ) ≥ |J| = 4k.
Now, suppose thatα(G∗Q ) ≥ 4k. LetM∗ be a set of vertices ofG∗Q which includes all vertices ofM and the vertices obtained
as a result of 3-duplication of the vertices of M . In Fig. 2, set M∗ is the set of all encircled vertices. Let J be a maximum
independent set in G∗Q (i.e., α(G
∗
Q ) = |J|), and let t = |J ∩M∗|. Then 0 ≤ t ≤ 4k, since the setM contains at most k pairwise
disjoint members. Obviously, t ≡ 0(mod 4).
On the other hand, the set J is a maximal independent set, and therefore in addition to the t vertices fromM∗ it includes
k − t/4 vertices of each Mx, My, and Mz . Thus, |J| = t + 3(k − t/4) = 3k + t/4, and we have α(G∗Q ) = 3k + t/4. Since
α(G∗Q ) ≥ 4k and 0 ≤ t ≤ 4k, we have t = 4k. Thus, the set M contains exactly k pairwise disjoint members, which
completely coverMx,My, andMz . Therefore, Q is solvable. 
Thus, we have shown that G∗Q is a triangle graph (Claim 1) and established a polynomial-time reduction from
3-Dimensional Matching to the Independent Set problem for G∗Q (Claim 2). This completes the proof of the theorem. 
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It is interesting to consider the complexity of the Independent Set problem for triangle graphs with a bounded vertex
degree. The following result shows that the problem is NP-complete for K1,13-free triangle graphs with maximum degree
not exceeding 27.
Corollary 1. Independent Set is NP-complete for K1,13-free triangle graphs with maximum degree 27.
Proof. Without changing the scheme of the proof of Theorem 1, we can use the reduction from a restricted version of the
3-Dimensional Matching problem, which is NP-complete, even if each element of X ∪ Y ∪ Z appears in at most three 3-
element subsets of M (see, for example, [15]). As in the proof of Theorem 1, we consider the triangle graph G∗Q associated
with the instance Q = (X, Y , Z,M) of the restricted version of 3-Dimensional Matching. Let v be a vertex of G∗Q . Then
deg v ≤ 4 · 6+ 3 = 27 if v ∈ M∗ and deg v ≤ 4 · 3 = 12 if v ∈ Mx ∪My ∪Mz . Thus,∆(G∗Q ) ≤ max{12, 27} = 27.
We show that G∗Q is a K1,13-free graph. As in the proof of Theorem 1, we first consider the graph GQ associated with
the instance Q = (X, Y , Z,M) of 3-Dimensional Matching. Let S ′ be any element of M ∪ Mx ∪ My ∪ Mz . Since |S ′| ≤ 3,
any four sets intersecting with S ′ cannot be pairwise disjoint. Thus, GQ does not contain K1,4 as an induced subgraph, and
consequently G∗Q is a K1,13-free graph. 
Given a graph G, let us define a graph Tri(G) by adding a new vertex xuv for each edge uv ∈ E(G), andmaking xuv adjacent
to both u and v. It is easy to see that each maximal independent set in Tri(G) contains one vertex from N[xuv] = {u, v, xuv}.
It follows that graph Tri(G) satisfies the triangle condition.
Turning now to theMaximumWeight Independent Set problem, we show that it is NP-complete in the strong sense for
planar (K1,4, K4 − e, K4)-free stable graphs with maximum degree 6, even if the vertex weights can take only two values.
Theorem 2. Maximum Weight Independent Set is strongly NP-complete for stable graphs, and this remains valid even for
planar (K1,4, K4 − e, K4)-free stable graphs with maximum degree 6.
Proof. Let G be a planar triangle-free cubic graph and let H = Tri(G). By construction of Tri(G), the graph H is planar and
∆(H) = 6. Since α(H(N(v))) ≤ 3 for each v ∈ V (H), H is a K1,4-free graph. Since G has no triangles, the graph H is
(K4 − e, K4)-free. Thus, H is a planar (K1,4, K4 − e, K4)-free graph with maximum degree 6.
We show next that H is a stable graph. Since graph G is triangle-free, any maximal clique of G is an edge of this graph.
Therefore, by construction of Tri(G), all maximal cliques of H are triangles {u, v, xuv} for each edge uv ∈ E(G). It is easy to
see that each maximal independent set in Tri(G) contains one vertex from any triangle {u, v, xuv}, and therefore intersects
the corresponding maximal clique. Thus each maximal independent set of the graph H intersects all maximal cliques, and
hence H is a stable graph.
Now we assign to each vertex of V (G) in graph H the weight 1 and to each vertex xuv ∈ V (H) \ V (G) the weight 0.
It is straightforward to see that an independent set I of maximum weight αw(H) in H corresponds to an independent set
I ∩ V (G) of maximum cardinality α(G) in G; i.e., αw(H) = α(G). The result now follows from the NP-completeness of the
Independent Set problem for planar triangle-free cubic graphs (see, for example, [11]) and from the fact that all the weights
are polynomially bounded in the input. 
The proof of Theorem 2 shows that the problem is NP-complete for stable graphs G with ∆(G) = 6, even with the
restriction that the only vertex weights allowed are 0 and 1. Obviously, Theorem 2 also holds for the class of triangle graphs.
Recall that an algorithm is an f (n)-approximation algorithm for amaximization problem if, for each instance x of a problem
of sizen, it returns a solution ywith a valuem(x, y) such that opt(x)/m(x, y) ≤ f (n), where opt(x) is the value of the optimum
solution of x. An algorithm is a constant approximation algorithm if f (n) is a constant. If an NP-optimization problem (i.e., its
decision version is in NP) admits a polynomial-time f (n)-approximation algorithm, we say that it is approximable within a
factor of f (n).
It is interesting to consider the complexity of approximation for the Independent Set problem within triangle graphs.
Using a reduction (proposed by one of the referees) from Independent Set for general graphs, one can get the following
result.
Theorem 3. For every constant λ > 1, Independent Set in triangle graphs cannot be polynomially approximatedwithin a factor
of λ unless P = NP.
Proof. Assume that, for some constant λ > 1, there is a λ-approximation algorithm App running in polynomial time for
the Independent Set problem in triangle graphs. We claim that a (λ + 1)-approximation algorithm for Independent Set
in general graphs can be obtained with the help of App. This, however, is not possible, since in general graphs we cannot
approximate the unweighted version of the maximum independent set problem within any constant factor greater than
one unless P = NP [23,46].
Let G be an arbitrary graph with m ≥ 1 edges and let G′ = Tri(G), where V (G′) = V (G) ∪ X and X = {xuv : uv ∈ E(G)}.
Consider the graph G∗ obtained from G′ by performing (km− 1)-duplication of each vertex in V (G), where k = ⌈λ⌉ > 1 is
the integer. Let V (G∗) = X ∪ (v∈V (G) Av), where Av is a subset of vertices of G∗ obtained as a result of (km− 1)-duplication
of the vertex v ∈ V (G). Notice that v ∈ Av . Since G′ is a triangle graph, it follows by Lemma 1 that G∗ is also a triangle graph.
Applying algorithm App to the graph G∗ generates an independent set S∗ in G∗ such that
α(G∗)/|S∗| ≤ λ. (1)
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Fig. 3. The graphs K4 , O2 + P3 , bull, and K3,3 .
Without loss of generality, we may assume that S∗ is a maximal independent set in G∗. Then we have
|S∗| = km|S| + t, (2)
where S = {v ∈ V (G) : Av ⊆ S∗} is an independent set in G and t = |S∗ ∩ X |.
Observe that X is the unique maximal independent set in G∗ containing m vertices and there is always a maximal
independent set T ∗ in G∗ such that |T ∗| > |X |. Indeed, we may take an arbitrary (but fixed) vertex v ∈ V (G) and extend the
independent set Av to a maximal independent set T ∗ in G∗ such that |T ∗| ≥ |Av| = km > |X |. Thus, we may further assume
that S∗ ≠ X or, equivalently, S ≠ ∅.
Substituting expression (2) for |S∗| into the left-hand side of (1) and taking into account that α(G∗) ≥ kmα(G) and
0 ≤ t < m, we obtain kα(G)/(k|S| + 1) < λ, from which
α(G)
|S| < λ+
λ
k|S| .
Since k ≥ λ and |S| ≥ 1, we have α(G)/|S| < λ+ 1. Thus, as claimed, a solution S∗ computed by App can be transformed in
polynomial time into a (λ+ 1)-approximate solution S for Independent Set in general graphs. 
Since Ni(G) = α(G) for every triangle graph G, Theorems 1 and 3 imply the following corollaries.
Corollary 2. Upper Independent Neighborhood Set is NP-complete for triangle graphs.
Corollary 3. For every constant λ > 1, Upper Independent Neighborhood Set in triangle graphs cannot be polynomially
approximated within a factor of λ unless P = NP.
3. Polynomially solvable cases
It is well known that (MaximumWeight) Independent Set is anNP-complete problem for graphs withmaximumdegree
3 [15]. However, adding the triangle condition produces a very simple class of graphs (described by Theorem 4 below) for
which theMaximumWeight Independent Setproblem is (trivially) polynomially solvable.Moreover, theMaximumWeight
Independent Set problem remains polynomially solvable for triangle graphs with maximum degree 4 (see Theorem 5
below). Furthermore, the Upper Independent Neighborhood Set problemwill also be polynomially solvable for the classes
of graphs described by Theorems 4 and 5.
Theorem 4. If G is a connected triangle graph with maximum degree at most 3, then the number of vertices in G does not
exceed 6 and, in particular, G is isomorphic to one of the graphs shown in Fig. 3, or G is a proper induced subgraph of one of
the graphs K4, O2 + P3, K3,3.
Proof. If ∆(G) ≤ 2 and G is a connected triangle graph, then it is easy to see that G is isomorphic to one of the following
graphs: K1, P2, P3, C3, C4. Therefore G is an induced subgraph of either K4 or K3,3.
Let G be a connected triangle graph and let ∆(G) = 3. Let v be a vertex of degree 3 in G and let N(v) = {a, b, c}. There
are four possibilities for the induced subgraph G(N(v)) and we have to consider the corresponding four cases.
Case 1. G(N(v)) = K3. In this case, G(N[v]) = K4, which is a triangle graph. Due to its connectivity, graph G has no other
vertices, and G ∼= K4.
Case 2. G(N(v)) = P3. Let a ∼ b ∼ c , c ≁ a. In this case, G(N[v]) = K4 − e, which is a triangle graph. If V (G) = N[v], then
G = K4− e, which is a proper induced subgraph of O2+P3. If V (G) ≠ N[v], then V (G) contains another vertex, say, vertex u,
which is adjacent to at least one of the vertices a or c. By symmetry, we may assume that u ∼ a. Notice that the case u ≁ c
is impossible, since otherwise we can extend the set {u, c} to a maximal independent set I in G such that PNG(ab) ∩ I = ∅.
This contradicts the triangle condition of G for set I and edge ab. Thus u ∼ c. In this case, G(N[v]∪{u}) = O2+P3, which is a
triangle graph. If V (G) = N[v] ∪ {u}, then G = O2 + P3. Otherwise, graph G contains another vertex, say, vertexw, which is
adjacent to u. In this case, we can extend the set {v,w} to a maximal independent set I in G such that PNG(au)∩ I = ∅. This
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Fig. 4. The graphs Tri(Pn) = Hn,0,0 , Hn,1,0 , Hn,1,1 , Hn,2,0 , Hn,2,1 , Hn,2,2 , n ≥ 3.
contradicts the triangle condition of G for set I and edge au. Taking into account∆(G) = 3 and the connectivity of graph G,
we derive G ∼= O2 + P3.
Case 3. G(N(v)) = O1 ∪ P2. Let a ∼ b, c ≁ {a, b}. In this case, G(N[v]) = O1 + P3, which is a triangle graph. If V (G) = N[v],
then G = O1 + P3, which is a proper induced subgraph of O2 + P3.
Let V (G) ≠ N[v]. First, assume that there exists a vertex u that is adjacent to c. If u ≁ a, then we can extend the set {u, a}
to a maximal independent set I in G such that PNG(vc)∩ I = ∅. This contradicts the triangle condition of G for set I and edge
vc. Thus, u ∼ a. Similarly, we can show that u ∼ b. Then G(N(a)) = P3, and similarly to the proof of Case 2 we can derive
that G ∼= O2 + P3. Now we have to consider the case that deg c = 1. Suppose that there is a neighbor w of a different from
b and v.
If w ∼ b, we can extend the set {w, c} to a maximal independent set I in G such that PNG(va) ∩ I = ∅ and arrive at a
contradiction with the triangle condition of G for set I and edge va.
Letw ≁ b. Then G(N[v] ∪ {w}) = bull, which is a triangle graph. If V (G) = N[v] ∪ {w}, then G ∼= bull. Otherwise, there
exists a vertex x adjacent to at least one of the vertices b or w. If x ≁ b and x ∼ w, then the set {b, x} can be extended to a
maximal independent set I in G such that PNG(aw) ∩ I = ∅, and we arrive at a contradiction with the triangle condition of
G for set I and edge aw. If x ∼ b and x ≁ w, then we can extend the set {c, w, x} to a maximal independent set I in G such
that PNG(ab)∩ I = ∅, in contradiction with the triangle condition of G for set I and edge ab. If x ∼ b and x ∼ w, then the set
{v, x} can be extended to a maximal independent set I in G such that PNG(aw) ∩ I = ∅, in contradiction with the triangle
condition of G for set I and edge aw.
Case 4. G(N(v)) = O3. In this case, G(N[v]) = K1,3, which is a triangle graph. If V (G) = N[v], then G = K1,3, which is a
proper induced subgraph of K3,3.
Let V (G) ≠ N[v]. Then there exists a vertex u that is adjacent to at least one of the vertices a, b, or c. By symmetry, let
u ∼ a. If u ≁ b, then the set {u, b} can be extended to a maximal independent set I in G such that PNG(av) ∩ I = ∅, and we
arrive at a contradiction with the triangle condition of G for set I and edge av. Hence, u ∼ b, and similarly u ∼ c. In this case,
G(N[v] ∪ {u}) = K2,3, which is a triangle graph. If V (G) = N[v] ∪ {u}, then G = K2,3, which is a proper induced subgraph
of K3,3. If V (G) ≠ N[v] ∪ {u}, then there exists a vertex w that is adjacent to at least one of the vertices a, b, or c. Similarly
to the previous argument with vertex u, we can show that w ∼ {a, b, c}. In this case, G(N[v] ∪ {u, w}) = K3,3, which is a
triangle graph. Due to its connectivity, graph G has no other vertices, and G ∼= K3,3. 
For integers n ≥ 3 and p, q ≥ 0, let Hn,p,q be the graph obtained from Tri(Pn) (see Fig. 4) by adding at most p (at most
q, respectively) pendant edges to one of the vertices of degree 2 of the leftmost (rightmost, respectively) triangle. Clearly,
Tri(Pn) = Hn,0,0.
The following theorem provides a characterization of connected triangle graphs with maximum degree 4.
Theorem 5. A connected graph G with maximum degree 4 is a triangle graph if and only if either
(1) G belongs to one of the series of graphs Hn,0,0, Hn,1,0, Hn,2,0, Hn,1,1, Hn,2,1, Hn,2,2, n ≥ 3 (see Fig. 4), and Tri(Ck), k ≥ 4 (see
Fig. 5), or
(2) G is one of the graphs Hi (i = 1, 2, . . . , 32), described in Fig. 6.
Proof. The idea of the proof is the same as in Theorem 4 (by considering all possibilities for G(N(v)), where v is a vertex of
degree 4 in G).
Let G be a connected triangle graphwith∆(G) = 4, and let v be a vertex of degree 4 in G. Then G(N(v)) is a graph of order
4. There are exactly 11 such graphs: K4, K4 − e, C4, K1,3 + e, K1,3, P4, K1 ∪ K3, O4, K1 ∪ P3, K2 ∪ O2, and 2K2. We proceed via
the series of the following statements toward a final characterization. For the sake of simplicity, the subgraph of G induced
by the neighborhood N(v) of the vertex v is denoted by G(v) instead of G(N(v)).
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Fig. 5. The graphs Tri(Ck), k ≥ 4.
Fig. 6. The graphs Hi , i = 1, 2, . . . , 32.
1. If G(v) ∼= K4, then G ∼= H1.
2. If G(v) ∼= K4 − e, then G ∈ {H2,H3}.
3. If G(v) ∼= C4, then G ∈ {H4,H5,H6,H7}.
4. If G(v) ∼= K1,3 + e, then G ∈ {H8,H9,H10}.
5. If G(v) ∼= K1,3, then G ∈ {H11,H12,H13,H14}.
6. If G(v) ∼= P4, then G ∼= H15.
7. If G(v) ∼= K1 ∪ K3, then G ∈ {H3,H10,H16,H17,H18}.
8. If G(v) ∼= O4, then G ∈ {H19,H20,H21,H22}.
9. If G(v) ∼= K1 ∪ P3, then G ∈ {H5,H6,H23,H24,H25,H26,H27,H28}.
10. If G(v) ∈ {K2∪O2, 2K2}, thenG ∈ {H13,H14,H26,H27,H28,H29,H30,H31,H32} orG ∈ {Hn,0,0,Hn,1,0,Hn,2,0,Hn,1,1,Hn,2,1,
Hn,2,2: n ≥ 3} ∪ {Tri(Ck): k ≥ 4}.
The detailed proof is omitted, since the number of cases to be considered is sizeable and the analysis is tedious, but it
follows in essence the scheme of the proof in Theorem 4. 
The Maximum Weight Independent Set problem and the Upper Independent Neighborhood Set problem are
polynomially solvable for the graphs from Theorems 4 and 5 due to the simple structure of these graphs. Indeed, for the
graphs from Theorems 4 and 5 (Case 2) the number of vertices is bounded by a constant. For Case 1 of Theorem 5, the graphs
Hn,p,q are chordal and the graphs Tri(Ck) are claw-free. It is known that finding the maximum weight independent set for
the above-mentioned classes can be done in polynomial time (see, for example, [16,17,36]). Also, for Case 1 of Theorem 5,
a maximum independent neighborhood set can be constructed by choosing one vertex of degree 2 from each triangle and
adding all vertices of degree 1.
Consider one more polynomially solvable case of the Maximum Weight Independent Set problem and the Upper
Independent Neighborhood Set problem, which is described by a corollary from the following two theorems.
Theorem 6. Graph G is a triangle bull-free graph if and only if G is a cograph.
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Fig. 7. The graphs Vbull and chair.
Proof. Let G be a triangle bull-free graph. Assume, to the contrary, that G is not a cograph. In this case, G contains graph
H = P4 as an induced subgraph. Let V (H) = {a, b, c, d} and let E(H) = {ab, bc, cd}. Consider the maximum independent
set {a, d} in graph H and extend it to a maximal independent set I in graph G. Since edge bc is in E(G− I) and G is a triangle
graph, there exists a vertex w ∈ I such that {b, c, w} induces a triangle in G. We arrive at a contradiction to the condition
that G is bull-free, since vertexw is not adjacent to vertices a, d and the subgraph of G induced by V (H)∪ {w} is isomorphic
to bull.
LetG be a cograph. Since P4 is an induced subgraph of the bull graph, it is evident thatG is bull-free. Notice that all cographs
are general partition graphs (see [25]) and, in turn, general partition graphs satisfy the triangle condition [33]. 
Theorem 7. Let G be a triangle graph. Then G is Vbull-free if and only if G is chair-free, where graphs Vbull and chair are shown
in Fig. 7.
Proof. Let G be a triangle Vbull-free graph. Assume, to the contrary, that G contains a chair H as an induced subgraph. Let
V (H) = {a, b, c, d, e} and let E(H) = {ab, ad, ae, bc}. Consider the maximum independent set {c, e, d} in graph H and
extend it to a maximal independent set I in graph G. Since edge ab is in E(G − I) and G is a triangle graph, there exists a
vertex w ∈ I such that {a, b, w} induces a triangle in G. We arrive at a contradiction to the condition that G is Vbull-free,
since vertexw is not adjacent to vertices c , d, and e, and the subgraph of G induced by V (H) ∪ {w} is isomorphic to Vbull.
Let G be a triangle chair-free graph. Since chair is an induced subgraph of Vbull, then G is Vbull-free. 
Since theMaximumWeight Independent Set problem is polynomially solvable for chair-free graphs [27], the following
corollary from the above theorems holds.
Corollary 4. The Maximum Weight Independent Set problem and the Upper Independent Neighborhood Set problem are
polynomially solvable for triangle Vbull-free graphs and, in particular, for triangle bull-free graphs.
Notice that the class of triangle bull-free graphs contains all triangle K3-free graphs. Thus the Maximum Weight
Independent Set problem and the Upper Independent Neighborhood Set problem are polynomially solvable for triangle
K3-free graphs. This also follows from the fact (which is easy to show) that every triangle K3-free graph is a disjoint union
of complete bipartite graphs.
4. Conclusion and future work
In this paper, we have shown that the (Maximum Weight) Independent Set problem and the Upper Independent
Neighborhood Set problem are NP-complete for triangle graphs, and provided three polynomially solvable cases for these
problems within triangle graphs.
Given an arbitrary non-negative weight function w, let ∆w denote the largest integer such that the Maximum Weight
Independent Set problem for an arbitrary weighted triangle graph (G, w) is solvable in polynomial time, provided that
∆(G) ≤ ∆w . It follows from Theorems 2, 4 and 5 that 4 ≤ ∆w ≤ 5 unless P = NP . We denote by ∆1 the parameter
analogous to ∆w , corresponding to the Independent Set problem. We know from Corollary 1 and Theorems 4 and 5 that
4 ≤ ∆1 ≤ 26 unless P = NP . It would be interesting to find the exact values of∆w and∆1. We conjecture that the following
relations hold:∆w = 5 and∆1 ≥ 6.
We have given a negative answer to the question about the existence of polynomial-time constant approximation
algorithms for the Independent Setproblemand theUpper IndependentNeighborhood Setproblemwithin triangle graphs
(assuming that P ≠ NP). We know that the related problem of finding a maximal independent set of minimum size (the
Independent Dominating Set problem) for triangle graphs cannot be approximated in polynomial time within a factor of
n1−ε for any constant ε > 0 if P ≠ NP , where n is the number of vertices in the graph [37]. The question whether this strong
property is also true for the Independent Set problem in triangle graphs remains open.
We have also shown that for triangle graphs the following chain holds:
i(G) = ni(G) ≤ Ni(G) = α(G).
It is evident that for these graphs the upper independent neighborhood number Ni(G) is not bounded from above by any
function of ni(G). Consider, for example, the star K1,r , r ≥ 1, which is a triangle graph with ni(G) = 1 and Ni(G) = r . It
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would be interesting to study the properties of well-covered triangle graphs; for these graphs the above chain becomes a
chain of equalities.
Recall that triangle graphs include the class of stable graphs, i.e., graphs for which each maximal independent set
intersects all maximal cliques. We have shown that Maximum Weight Independent Set is strongly NP-complete even
for planar (K1,4, K4 − e, K4)-free stable graphs with maximum degree not exceeding 6. The complexity of the classical
(unweighted) Independent Set problem is open for stable graphs and can be a subject for further research.
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