An initial-value problem for the defocusing modified Korteweg–de Vries equation  by Leach, J.A.
J. Differential Equations 252 (2012) 1032–1051Contents lists available at SciVerse ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
An initial-value problem for the defocusing modiﬁed
Korteweg–de Vries equation
J.A. Leach
School of Mathematics, University of Birmingham, Edgbaston, Birmingham, B15 2TT, UK
a r t i c l e i n f o a b s t r a c t
Article history:
Received 2 December 2010
Available online 10 October 2011
In this paper we address an initial-value problem for the defocus-
ing modiﬁed Korteweg–de Vries (mKdV−) equation. The normal-
ized modiﬁed Korteweg–de Vries equation considered is given by
uτ − γ u2ux + uxxx = 0, −∞ < x < ∞, τ > 0,
where x and τ represent dimensionless distance and time respec-
tively and γ (> 0) is a constant. We consider the case when the
initial data has a discontinuous step, where u(x,0) = u0 (> 0) for
x 0 and u(x,0) = −u0 for x < 0. The method of matched asymp-
totic coordinate expansions is used to obtain the complete large-τ
asymptotic structure of the solution to this problem, which exhibits
the formation of a permanent form travelling wave (kink) solution
propagating in the −x direction with speed − u20γ3 and connecting
u = u0 to u = −u0, while the solution is oscillatory in x < −γ u20τ
as τ → ∞ (oscillating about u = −u0), with the oscillatory en-
velope being of O (τ− 12 ) as τ → ∞. The asymptotic correction to
the propagation speed of the travelling wave solution is given by
1
2u0
√
3
2γ
1
τ as τ → ∞, and the rate of convergence of the solution
of the initial-value problem to the travelling wave solution is found
to be algebraic in τ , as τ → ∞, being of O ( 1τ ).
A brief discussion of the structure of the large-time solution to the
mKdV− equation when the initial data is given by the general dis-
continuous step, u(x,0) = u+ for x 0 and u(x,0) = u− (= u+) for
x < 0, is also given.
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In this paper we consider the following initial-value problem for the defocusing modiﬁed
Korteweg–de Vries (mKdV−) equation, namely,
uτ − γ u2ux + uxxx = 0, −∞ < x < ∞, τ > 0, (1.1)
u(x,0) =
{
u+, x 0,
u−, x < 0,
(1.2)
u(x, τ ) →
{
u+, x → ∞,
u−, x → −∞, τ  0, (1.3)
where γ > 0 is a constant and the initial distribution (1.2) is a discontinuous step (u+ = u−). In what
follows we label initial-value problem (1.1)–(1.3) as IVP. In this paper we focus attention on the case
when u− = −u+ and write u+ = u0 (> 0) and u− = −u0 (< 0). However, a brief discussion of IVP
for general values of u+ and u− will be given in Section 3. We note that although Eq. (1.1) can be
transformed into parameterless form, in the analysis presented we retain the parameter γ .
Further, we note that Eq. (1.1) admits the shock wave solution (or kink solution) given, up to an
arbitrary phase shift, by
u(x, τ ) = δ tanh
(
δ
√
γ
6
[
x+ δ
2γ
3
τ
])
(1.4)
where δ is a constant. This travelling wave solution propagates in the −x direction with speed − δ2γ3
and connects u = +δ to u = −δ. We note that this travelling wave solution is referred to as a double
layer in the context of plasma mechanics.
The mKdV− equation is a canonical dispersive equation which arises in the study of a number
of physical phenomena, particularly in the areas of ﬂuid and plasma mechanics with applications
including the two layer ﬂuid model and to a plasma with non-Maxwellian electron distribution. In
particular, initial-value problems of the form IVP, where u(x,0) has the asymptotic constant values
u+ (as x → ∞) and u− (as x → −∞), are of particular interest. It is therefore important to obtain
a full understanding of the structure of the large-time solution of such problems over all parameter
ranges. We note that such problems for the Korteweg–de Vries equation have been considered by
Bikabaev (see for example [2]). The literature relating to the mKdV− equation is vast and we make
no attempt here to summarize it, rather we make reference only to the most salient to this present
paper. We draw attention to the excellent numerical studies of initial-value problems for the mKdV−
equation given in [3] and [6]. However, we note that neither paper examines the case when initial
distribution is a discontinuous step, of the form (1.2). Although [3] considers a similar problem to IVP,
where the initial distribution is a smooth monotonic function with asymptotic values u+ (as x → ∞)
and u− (as x → −∞). The numerical solutions presented in [3] approach the large-τ solutions for
IVP obtained in this work as the aforementioned smooth distribution approaches the discontinuous
step considered here.
In this paper the theory of matched asymptotic coordinate expansions is used to develop the
complete large-τ structure of the solution to IVP over all parameter ranges (excluding the trivial case
when u+ = u−), which exhibits a wide range of behaviour depending on the relative values of u− and
u+ . This analysis requires careful consideration of the asymptotic structures as τ → 0 (−∞ < x < ∞)
and as |x| → ∞ (τ  O (1)), with the initial data being connected to the large-τ solution through a
number of asymptotic regions. In Section 2 we consider in detail the case when u+ = u0 (> 0) and
u− = −u0, and develop the complete large-τ asymptotic structure of the solution to IVP. The solution
exhibits the formation of a travelling wave solution, a kink solution, propagating in the −x direction
with speed − γ u203 . This kink solution connects u = u0 + o(1) to u = −u0 + o(1), while the solution
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O (τ− 12 ) as τ → ∞. In particular, we demonstrate that the solution to IVP, u(x, τ ), has
u
(
z + s(τ ), τ )= Uk(z) + O (τ−1),
as τ → ∞, uniformly in z, where z = x − s(τ ), Uk(z) represents the permanent form kink solution
(the translational invariance is ﬁxed with Uk(0) = 0)
Uk(z) = u0 tanh
(
u0
√
γ
6
z
)
, −∞ < z < ∞,
and
s(τ ) = −γ u
2
0
3
τ + 1
2u0
√
3
2γ
lnτ + φ0 + o(1)
as τ → ∞, where s(τ ) is a measure of the location of the wavefront at time τ . We note that φ0 is a
constant and that the asymptotic wave speed is given by
s˙(τ ) = −γ u
2
0
3
+ 1
2u0
√
3
2γ
1
τ
+ o
(
1
τ
)
as τ → ∞. It should be stressed that to the authors knowledge this is the ﬁrst time that the asymp-
totic correction to the wave speed of the travelling wave solution, and the rate of convergence of the
solution of IVP to the travelling wave solution have been determined.
In Section 3 a brief discussion is given of the structure of the large-τ solution to the mKdV−
equation when the initial data is given by the general discontinuous step, u(x,0) = u+ for x  0
and u(x,0) = u− (= u+) for x < 0. Without loss of generality we restrict attention to u+ > 0 and
consider the parameter ranges: (i) u− > u+ , (ii) −u+ < u− < u+ and (iii) u− < −u+ . We note that
the case when u− = −u+ has been considered in Section 2 and we have excluded the trivial case
when u− = u+ . For each of the parameter ranges (i)–(iii) the large-τ solution of IVP is oscillatory in
x < −γ u2−τ as τ → ∞, oscillating about u− . The oscillatory envelope is, as in Section 2, found to be
of O (τ− 12 ) as τ → ∞. However, the mechanism by which the large-τ solution of IVP adjusts from
u = u+ + o(1) to u = u− + o(1) differs for each of the parameter ranges (i)–(iii). In particular, for
parameter range (i) the adjustment is made by the solution component
u(x, τ ) =
√
−x
γ τ
+ o(1), −γ u2−τ < x < −γ u2+τ , τ  1.
For parameter range (iii) the adjustment is made in two stages. Firstly, the large-τ solution of IVP
adjusts from u = u+ + o(1) to u = −u+ + o(1) via the kink solution (examined in Section 2), then the
ﬁnal adjustment of the solution of IVP to u− is made by via the solution component
u(x, τ ) = −
√
−x
γ τ
+ o(1), −γ u2−τ < x < −γ u2+τ , τ  1.
For parameter range (ii) there are two cases to consider, namely (a) 0  u− < u+ and (b) −u+ <
u− < 0. In case (a) the adjustment in the solution of IVP from u = u+ + o(1) to u = u− + o(1) is
made by the dispersive shock wave (undular bore),
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(
x
τ
)
+ o(1), (γ u2− − 2γ u2+)τ < x < (−γ3 u2+ − 2γ3 u2−
)
τ , τ  1, (1.5)
where the function C( xτ ) is determined in terms of complete elliptic integrals. While in case (b) the
adjustment in the solution is made in two stages. Firstly, the kink solution allows for the adjustment
from u = u+ +o(1) to u = −u+ +o(1), then the ﬁnal adjustment of the solution of IVP to u− is made
by via a dispersive shock wave of the form (1.5), but with opposite polarity.
We note that the methodology used to obtain the results presented in this paper can often be
applied to obtain the large-time solution of initial-value or initial-boundary value problems for non-
linear evolution partial differential equations. For example, the methodology has recently been applied
to the Korteweg–de Vries equation ([9] and [11]), Korteweg–de Vries–Burgers equation [7], the non-
linear hyperbolic Fisher equation [10] and reaction–diffusion equations of the Fisher–Kolmogorov type
[8].
2. Asymptotic solution to IVP as τ →∞
In this section we develop the asymptotic structure of the solution to IVP as τ → ∞ when u+ =
u0 (> 0) and u− = −u0 (< 0). We must ﬁrst begin by examining the asymptotic structure of the
solution to IVP as τ → 0.
2.1. Asymptotic solution to IVP as τ → 0
Following [9], the asymptotic solution to IVP as τ → 0 has three asymptotic regions. The details
of these regions are for brevity summarized below (with the full details following, after some modi-
ﬁcation, those given in [9]).
Region I: x = O (τ 13 ) as τ → 0, η = xτ− 13 = O (1) as τ → 0 and,
u(η, τ ) =
(
u0
3
+ 2u0
η3−
1
3∫
0
Ai(s)ds
)
+ o(1), (2.1)
as τ → 0 with η = O (1), where Ai[.] is the standard Airy function (see [1], pp. 446–450).
Region II+: x = O (1) (> 0) as τ → 0,
u(x, τ ) = u0 − exp
(
− 2x
3
2
3
√
3
τ−
1
2 + 1
4
lnτ − 3
4
ln x+ ln A¯ + o(1)
)
, (2.2)
as τ → 0 with x = O (1) (> 0), where A¯ = u03
1
4√
π
(> 0).
Region II−: x = O (1) (< 0) as τ → 0,
u(x, τ ) = −u0 +
{
exp
(
ı˙
2
3
√
3
(−x) 32 τ− 12 + 1
4
lnτ +
[
ı˙
π
4
− 3
4
ln(−x) + ln(2 A¯)
]
+ o(1)
)
+ exp
(
−ı˙ 2
3
√
3
(−x) 32 τ− 12 + 1
4
lnτ +
[
−ı˙ π
4
− 3
4
ln(−x) + ln(2 A¯)
]
+ o(1)
)}
(2.3)
as τ → 0 with x = O (1) (< 0).
The asymptotic structure as τ → 0 is now complete, with the expansions in regions I, II+ and II−
providing a uniform approximation to the solution of IVP as τ → 0.
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Following [9], we have
Region III+: τ = O (1) as x → ∞,
u(x, τ ) = u0 − exp
(
− 2
3
√
3
τ−
1
2 x
3
2 − γ u
2
0√
3
τ
1
2 x
1
2 − 3
4
ln x+
(
1
4
lnτ + ln A¯
)
+ o(1)
)
(2.4)
as x → ∞ with τ = O (1).
Region III−: τ = O (1) as x → −∞,
u(x, τ ) = −u0 +
{
exp
(
ı˙
2
3
√
3
τ−
1
2 (−x) 32 − ı˙ γ u
2
0√
3
τ
1
2 (−x) 12 − 3
4
ln(−x)
+
[
1
4
lnτ + ı˙ π
4
+ ln(2 A¯)
]
+ o(1)
)
+ exp
(
−ı˙ 2
3
√
3
τ−
1
2 (−x) 32 + ı˙ γ u
2
0√
3
τ
1
2 (−x) 12 − 3
4
ln(−x)
+
[
1
4
lnτ − ı˙ π
4
+ ln(2 A¯)
]
+ o(1)
)}
(2.5)
as x → −∞ with τ = O (1).
Expansions (2.4) and (2.5) remain uniform for τ  1 provided that |x|  τ , but become nonuni-
form when |x| = O (τ ) as τ → ∞.
2.3. Asymptotic solution to IVP as τ →∞
As τ → ∞, the asymptotic expansions (2.4) and (2.5) of regions III+ (x → ∞, τ = O (1)) and III−
(x → −∞, τ = O (1)), respectively, continue to remain uniform provided |x|  τ . However, as already
noted, a nonuniformity develops when |x| = O (τ ). We begin by considering the asymptotic structure
as τ → ∞ for x > 0. To proceed we introduce a new region, region IV+ when x = O (τ ) as τ → ∞.
To examine region IV+ we introduce the scaled coordinate y = xτ , where y = O (1) as τ → ∞, and
write (as suggested by (2.4))
u(y, τ ) = u0 − e−τ F (y,τ ) (2.6)
where
F (y, τ ) = f0(y) + f1(y) lnτ
τ
+ f2(y) 1
τ
+ o
(
1
τ
)
as τ → ∞, (2.7)
with y = O (1). On substituting (2.6) and (2.7) into Eq. (1.1) (when written in terms of y and τ ) we
obtain the leading order problem as(
f ′0
)3 − (γ u20 + y) f ′0 + f0 = 0, y > 0, (2.8)
f0(y) > 0, y > 0, (2.9)
f0(y) = 2√ y 32 + γ u
2
0√ y 12 + O (y− 12 ) as y → ∞. (2.10)3 3 3
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(x = O (τ )). Eq. (2.8) is of Claraut type and has a one-parameter family of linear solutions
f0(y) = A
(
y − A2 + γ u20
)
, y ∈ (−∞,∞), (2.11)
for each A ∈R, together with the associated pair of envelope solutions,
f0(y) = ± 2
3
√
3
(
y + γ u20
) 3
2 , y ∈ [−γ u20,∞). (2.12)
Combinations of (2.11) and (2.12) which remain continuous and differentiable also provide solutions
to (2.8) (envelope touching solutions). The problem (2.8)–(2.10) thus has a one-parameter family of
solutions, namely, the envelope solution given by
f0(y) = 2
3
√
3
(
y + γ u20
) 3
2 , y > −γ u20, (2.13)
together with the family of envelope touching solutions, given by,
f0(y, A) =
{
2
3
√
3
(y + γ u20)
3
2 , y  yt(α,u0),
A(y − A2 + γ u20), A2 − γ u20 < y < yt(α,u0),
(2.14)
for each A > 0, where, yt(α,u0) = 3A2 − γ u20. Therefore, f0(y) can be given by (2.13) or (2.14),
and this juncture in the asymptotic analysis marks a divergence in the asymptotic structure of the
solution of IVP. There are two distinct cases to be considered, these being when f0(y) is given by
(2.13) [A = 0] and when f0(y) is given by (2.14) [A > 0]. We examine these in turn.
2.3.1. A = 0
We begin by developing the uniform large-τ asymptotic solution of IVP when A = 0 and f0(y) is
given by (2.13). On continuing expansion (2.6) (with (2.7) and (2.13)), we obtain in region IV+ that
u(y, τ ) = u0 − exp
(
− 2
3
√
3
(
y + γ u20
) 3
2 τ − 1
2
lnτ + H(y) + o(1)
)
(2.15)
as τ → ∞ with y ∈ (−γ u20,∞), where H(y) = O (1) is undetermined, with,
H(y) ∼ −3
4
ln y + ln A¯ as y → ∞.
Expansion (2.15) becomes nonuniform as y → (−γ u20)+ . We must now introduce localized region D
in which, y = −γ u20 + O (τ−
2
3 ) as τ → ∞. Thus we write,
y = −γ u20 +
ξ
τ
2
3
(2.16)
in region D, with ξ = O (1) as τ → ∞. It follows from (2.16) and expansion (2.15) in region IV+, that
we should expand as,
u(ξ, τ ) = u0 − Ĝ(ξ)
2γ u
τ−
2
3 + o(τ− 23 ) as τ → ∞ (2.17)0
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order, that
Ĝξξξ + Ĝ Ĝξ − ξ
3
Ĝξ − 2
3
Ĝ = 0, −∞ < ξ < ∞. (2.18)
We note that Eq. (2.18) admits the solution Ĝ(ξ) = ξ . Now, matching expansion (2.15) (as y → −γ u20)
with expansion (2.17) (as ξ → ∞) requires ﬁrst that,
H(y) ∼ 1
4
ln
(
y + γ u20
)+ ln D̂ as y → (−γ u20)+, (2.19)
with D̂ > 0 as yet undetermined, after which we require that,
Ĝ(ξ) ∼ D̂(2γ u0)ξ 14 e−
2
3
√
3
ξ
3
2
as ξ → ∞. (2.20)
Finally for u to remain bounded as τ → ∞ when y = −γ u20 − O (1) then we require,
ξ−1G(ξ) bounded as ξ → −∞. (2.21)
The leading order problem is now complete, and is given by (2.18), (2.20) and (2.21). The boundary
value problem (2.18)–(2.21) is both nonlinear and nonautonomous, with the free parameter D̂ (> 0).
We note that boundary value problem (2.18)–(2.21) arises in the analysis of the Korteweg–de Vries
equation and has been analyzed in [9]. The numerical study of initial-value problem (2.18) and (2.20)
given in [9], using a shooting method, reveals that there exists a unique solution of boundary value
problem (2.18)–(2.21) for D̂ ∈ (0, D̂∗], where the exact value of D̂∗ can be determined as
D̂∗ = 3
1
4
2γ u0
√
π
. (2.22)
However, the solution blows up at ﬁnite-ξ for D̂ ∈ (D̂∗,∞). Following [9] there are two distinct cases
to be considered, these being D̂ ∈ (0, D̂∗) and D̂ = D̂∗ . We now consider each case in turn.
D̂ ∈ (0, D̂∗). The analysis given in [9] indicates that a unique solution of boundary value problem
(2.18)–(2.21) exists for each D̂ ∈ (0, D̂∗), say Ĝo(ξ), −∞ < ξ < ∞. Moreover, Ĝo(ξ) is oscillatory in
ξ < 0 with,
Ĝo(ξ) ∼ c1(−ξ) 14 cos
(
2
3
√
3
(−ξ) 32 + c2
)
as ξ → −∞,
where c1 (> 0) and c2 are constants. Therefore, via (2.17), we have that
u(ξ, τ ) ∼ u0 + c¯1(−ξ) 14 cos
(
2
3
√
3
(−ξ) 32 + c2
)
τ−
2
3 (2.23)
as τ → ∞ with −ξ  1, where c¯1 = c12γ u0 . As ξ → −∞ we move out of region D into region IV−
where y = O (1) (∈ (−∞,−γ u20)). A consideration of (2.23) (when written in terms of y) indicates
that in region IV− we look for an expansion of the form
u(y, τ ) = u0 +
{
eG
+(y,τ ) + eG−(y,τ )} as τ → ∞, (2.24)
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G±(y, τ ) = ±ı˙g0(y)τ + g1(y) lnτ ± ı˙g2(y) + g3(y) + o(1) (2.25)
as τ → ∞, with y = O (1) (∈ (−∞,−γ u20)). Substitution of (2.24) and (2.25) into Eq. (1.1) (when
written in terms of y and τ ) gives on solving at each order in turn and matching to expansion (2.23)
that
g0(y) = 2
3
√
3
(−y − γ u20) 32 , g1 = −12 , −∞ < y < −γ u20. (2.26)
Therefore in region IV− we have, via (2.24), (2.25) and (2.26), that
u(y, τ ) = u0 + H1(y)
τ
1
2
cos
(
2
3
√
3
(−y − γ u20) 32 + g2(y)), (2.27)
as τ → ∞ with y = O (1) (∈ (−∞,−γ u20)), and where the O (1) functions H1(y) and g2(y) are
indeterminate, with 2H1(y) = exp(g3(y)). However, matching to region D requires that
H1(y) ∼ c¯1
(−y − γ u20) 14 , g2(y) ∼ c2 as y → (−γ u20)−.
This then completes the asymptotic structure as τ → ∞ in this case. We note that expansion (2.27)
(as y → −∞) of region IV− fails to match to expansion (2.5) (when −x = O (τ )) of region III−, as
we require u → −u0 as y → −∞. We conclude that this case must be ruled out.
D̂ = D̂∗ . On making the substitution
Ĝ(ξ) = 2 3 13 S(η), ξ = 3 13 η, (2.28)
Eq. (2.18) is rewritten as
Sηηη + 6S Sη − ηSη − 2S = 0, −∞ < η < ∞. (2.29)
The solution to (2.29) can be written as
S(η) = Wη − W 2, (2.30)
where W (η) is a solution of the second Painlevé equation (PII)
Wηη = ηW + 2W 3 + ϕ, (2.31)
where ϕ is a constant. Since we require W (η) to decay exponentially as η → ∞ we take ϕ = 0.
When ϕ = 0 it has been established (see [5]) that (2.31) has a unique solution satisfying the following
boundary conditions
W (η) ∼
{
1
2
√
π
η− 14 exp(− 23η
3
2 ) as η → ∞,
(−η ) 12 as η → −∞.
(2.32)2
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therefore straightforward, via (2.28), (2.30) and (2.32), to establish that Eq. (2.18) with condition (2.20)
has a unique solution for D̂ = D̂∗ given by (2.22), say Ĝ∗(ξ), with
Ĝ∗(ξ) = ξ +
√
3
2
(−ξ)− 12 + O ((−ξ)− 12 e−( 23 ) 32 (−ξ) 32 ) as ξ → −∞. (2.33)
As ξ → −∞ we move out of region D into region E where y < −γ u20. It follows, via (2.17) and (2.33),
that in region IV− we have u(y, τ ) = O (1) as τ → ∞. Hence in region E we expand as,
u(y, τ ) = F̂ (y) + O
(
1
τ
)
as τ → ∞, (2.34)
with y = O (1) (∈ (−∞,−γ u20)). On substitution of (2.34) into Eq. (1.1) (when written in terms of y
and τ ) we obtain
F̂ y
(
γ F̂ 2 + y)= 0, y < −γ u20. (2.35)
Eq. (2.35) admits the constant solution,
F̂ (y) = C, y < −γ u20, (2.36)
where C is a constant, along with the pair of solutions
F̂ (y) = ±
√
−y
γ
, y < −γ u20. (2.37)
We note that matching expansion (2.34) (as y → −γ u20) of region E with expansion (2.17) (with
(2.33)) (as ξ → −∞) of region D is possible when
F̂ (y) = +
√
−y
γ
, y < −γ u20.
However, we require a bounded solution of IVP which matches (as y → −∞) to the far ﬁeld (that
is to expansion (2.5) (when −x = O (τ ))). Clearly, expansion (2.34) must develop a nonuniformity at
some value of y < −γ u20. However, we have already established that the only bounded solution in
region IV− where y < −γ u20 is of the form (2.27) which fails to match the far ﬁeld as we require
u → −u0 as y → −∞, and we conclude that this case must be ruled out.
Therefore, having established that A = 0 we are left to consider the possibility of A > 0.
2.3.2. A > 0
Expansion (2.6) (with (2.7) and (2.14)) becomes nonuniform when y = A2 − γ u20 + O (τ−1) as
τ → ∞, and we introduce a new region, region K, where u = O (1). To examine region K we introduce
the scaled coordinate, z, where z = (y− A2 +γ u20)τ as τ → ∞, and look for an expansion of the form
(as suggested by (2.6))
u(z, τ ) = Uk(z) + o(1) (2.38)
as τ → ∞ with z = O (1). On substitution of (2.38) into Eq. (1.1) (when written in terms of z and τ )
we obtain the leading order problem
J.A. Leach / J. Differential Equations 252 (2012) 1032–1051 1041U ′′′k − γ U2k U ′k −
[
A2 − γ u20
]
U ′k = 0, −∞ < z < ∞, (2.39)
Uk(z) → u−0 as z → ∞, (2.40)
Uk(z) bounded as z → −∞, (2.41)
with condition (2.40) arising from matching expansions (2.6) (as y → (A2 − γ u20)+) with expansion
(2.38) (as z → ∞). We can integrate Eq. (2.39) once, and use the condition as z → ∞, to obtain
U ′′k −
γ
3
U3k −
[
A2 − γ u20
]
Uk +
(
γ
3
u30 +
[
A2 − γ u20
]
u0
)
= 0, −∞ < z < ∞. (2.42)
We note that Eq. (2.42) is a second order autonomous nonlinear ordinary differential equation, and a
phase plane analysis of (2.42) indicates that in order to satisfy conditions (2.40) and (2.41) we require
0 < A2  23γ u20. In particular, when A2 = 23γ u20 there exists a heteroclinic connection in the phase
plane with Uk(z) → ±u0 as z → ±∞, separating the stable periodic solutions from the solutions
which become unbounded. Hence, when A2 = 23γ u20, the solution to (2.39)–(2.40) is readily obtained
as
Uk(z) = u0 tanh
(
u0
√
γ
6
z + φc
)
, −∞ < z < ∞. (2.43)
where φc is an arbitrary constant. On setting φc = 0 the translational invariance in z is ﬁxed with
Uk(0) = 0. We note that (2.43) is the kink solution (1.4). For each value of A (> 0) in the range
0 < A2 < 23γ u
2
0 there exists a homoclinic connection in the phase plane with Uk(z) → u−0 as z → ±∞.
Hence, when 0 < A2 < 23γ u
2
0, the solution to (2.39)–(2.40) is readily obtained as
Uk(z) = u0 − A
2
[γ u03 − a0 + 2a0 cosh2( Az2 )]
, −∞ < z < ∞, (2.44)
where
a0 =
√
(γ u0)2
9
− γ A
2
6
. (2.45)
We note that (2.44) is a solitary wave (soliton) solution of (1.1) with negative polarity. The velocity, v ,
of the soliton is given by v = A2 − γ u20 (∈ (−γ u20,− γ u
2
0
3 )), where 0 < A
2 < 23γ u
2
0. The corresponding
solitary wave solution with positive polarity is obtained by replacing u by −u in (2.44). Therefore
for A2 ∈ (0, 2γ u203 ) solitary wave solutions are possible components to the large-τ solution of IVP.
However, following the discussion in Section 2.3.1, in order for the solution of IVP to adjust from
u = u0 + o(1) to u = −u0 + o(1) (to enable boundary condition (1.3)2 to be satisﬁed) we require that
A2 = 2
3
γ u20. (2.46)
Hence, via (2.14) with (2.46), region IV+ must be replaced by three regions: region IV+ [y ∈
(γ u20,∞)], region A (transition region) and region V [y ∈ (− γ u
2
0
3 , γ u
2
0)]. We note that the transi-
tion region, region A, is required to smooth out the discontinuity in curvature at the point at which
the linear solution (2.14)2 meets the envelope solution (2.14)1. We now consider each region in turn.
In region IV+, where y = O (1) [∈ (γ u20,∞)], f0(y) is given by (2.14)1. Continuing expansion (2.6)
(with (2.7)) in region IV+ gives that
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(
− 2
3
√
3
(
y + γ u20
) 3
2 τ − 1
2
lnτ + H(y) + o(1)
)
(2.47)
as τ → ∞ with y ∈ (γ u20,∞), where H(y) = O (1) is undetermined, with,
H(y) ∼ −3
4
ln y + ln A¯ as y → ∞.
We now make the assumption (which we verify as consistent) that
H(y) ∼ d0 ln
(
y − γ u20
)+ d1 as y → (γ u20)+, (2.48)
where d0 and d1 are constants.
In region V, where y = O (1) [∈ (− γ u203 , γ u20)], f0(y) is given by (2.14)2. Continuing expansion (2.6)
(with (2.7)) in region V gives that
u(y, τ ) = u0 − exp
(
−
√
2γ
3
u0
(
y + γ u
2
0
3
)
τ + β1 lnτ + β1 ln
(
γ u20 − y
)+ β2 + o(1)), (2.49)
as τ → ∞ with y = O (1) (∈ (− γ u203 , γ u20)), where β1 and β2 are constants to be determined.
As y → (γ u20)± we move into the transition region, region A. An examination of expansion (2.47)
(as y → (γ u20)+) and expansion (2.49) (as y → (γ u20)−) reveals that in region A y = γ u20 + O (τ−
1
2 )
as τ → ∞. To examine this region we therefore introduce the scaled coordinate η = (y − γ u20)τ
1
2 ,
where η = O (1) as τ → ∞, and expand as
u(η, τ ) = u0 − τ
β1
2
[
Θ(η) + o(1)]exp(−2A3τ − Aητ 12 ) (2.50)
as τ → ∞ with η = O (1), where A is given by (2.46). Substitution of (2.50) into Eq. (1.1) (when
written in terms of η and τ ) gives at leading order
3AΘηη + η
2
Θη − β1
2
Θ = 0, −∞ < η < ∞. (2.51)
Eq. (2.51) is to solved subject to the matching conditions
Θ(η) ∼
{
(−η)β1eβ2 as η → −∞,
ed1η−(β1+1) exp(− 112Aη2) as η → ∞,
(2.52)
where d0 = −(1 + β1) and β1 is undetermined. However, it is readily established that we require
β1  0 for a solution to (2.51)–(2.52) to exist. We must consider the cases when β1 > 0 and β1 = 0
separately.
β1 = 0. The solution to Eq. (2.51) is readily obtained as
Θ(η) = C0 erfc
(
η
2
√
3A
)
+ D0, −∞ < η < ∞, (2.53)
where C0 and D0 are constants. The matching conditions (2.52) then give D0 = 0 and C0 = eβ22 with
β2 = d1 − ln
√
3A
π .
J.A. Leach / J. Differential Equations 252 (2012) 1032–1051 1043β1 > 0. On writing η = −
√
3Aξ , we obtain Eq. (2.51) in the following form
Θξξ + ξ
2
Θξ − β1
2
Θ = 0, −∞ < ξ < ∞. (2.54)
It has been established in [10] that Eq. (2.54) with β1 > 0 has a solution Θ+(ξ), where Θ+(ξ) is
an even function, strictly positive and has
Θ+(ξ) ∼ |ξ |β1 as |ξ | → ∞.
The general solution of Eq. (2.54) is then given by
Θ(ξ) = C0Θ+(ξ) + D0
K
Θ+(ξ)
ξ∫
−∞
e− s
2
4
[Θ+(s)]2 ds, −∞ < ξ < ∞, (2.55)
where C0 and D0 are arbitrary constants and
K =
∞∫
−∞
e− s
2
4
[Θ+(s)]2 ds. (2.56)
We observe that
Θ(ξ) ∼
{
(C0 + D0)ξβ1 as ξ → ∞,
C0(−ξ)β1 + 2D0K (−ξ)−β1−1e−
ξ2
4 as ξ → −∞.
(2.57)
The matching conditions (2.52) then require C0 = 0 and D0 = (3A)
β1
2 eβ2 , with β2 = d1− ln( 2(3A)
β1+ 12
K ).
This then completes region A, although the constant β1 ( 0) remains undetermined at this stage.
We now return to region V where y ∈ (− γ u203 , γ u20), and note that the correction to expansion
(2.49) is of
O
(
τ−
1
2 exp
[
− 2
3
√
3
(
y + γ u20
) 3
2 τ
])
as τ → ∞. As y → (− γ u203 )+ we move out of region V into region K, where y = −
γ u20
3 + O (τ−1) as
τ → ∞. In region K, x ∼ s(τ ) and u (when written in terms of the travelling wave coordinate, z) has
the form (via (2.38))
u(z, τ ) = Uk(z) + o(1) (2.58)
as τ → ∞ with z = O (1), where z = x − s(τ ) and s(τ ) = − γ u203 τ + φ(τ ) + φ0 + o(1) as τ → ∞.
Here 1  φ(τ )  τ , φ0 is a constant and Uk(z) represents the travelling wave kink solution (2.43)
propagating with speed − γ u203 . Matching expansion (2.49) (as y → −
γ u20
3 ) with expansion (2.58) (as
z → ∞), requires that
φ(τ ) = β1
u0
√
3
2γ
lnτ , (2.59)
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φ0 = 1
u0
√
3
2γ
(
β2 + β1 ln
(
4γ u20
3
)
− ln2u0
)
.
Further, we note, via (2.49), that the correction to Eq. (2.58) is of O (τ−1) as τ → ∞.
As z → −∞, we move out of the localized region K into region VI, where y < − γ u203 . Continuing
expansion (2.6) (with (2.7)) in region VI, and on matching to expansion (2.58) as y → (− γ u203 )+ , we
obtain
u(y, τ ) = −u0 + exp
(√
2γ
3
u0
(
y + γ u
2
0
3
)
τ − β1 lnτ − β1 ln
(
γ u20 − y
)+ 2 ln2u0 − β2)
+ O
(
τ−
1
2 exp
[
− 2
3
√
3
(
y + γ u20
) 3
2 τ
])
, (2.60)
as τ → ∞ with y ∈ (− γ u202 ,−
γ u20
3 ). As y → (−
γ u20
2 )
+ expansion (2.60) becomes nonuniform and a
further region, region B, is required, where y = − γ u202 + O (τ−1) as τ → ∞. To examine region B we
introduce the coordinate η = (y + γ u202 )τ , where η = O (1) as τ → ∞, and look for an expansion of
the form (as suggested by (2.60))
u(η, τ ) = −u0 +
[
F (η) + o(1)]τ−β1 exp(−√2
3
γ
3
2 u30
6
τ
)
(2.61)
as τ → ∞ with η = O (1). On substitution of expansion (2.61) into Eq. (1.1) (when written in terms
of η and τ ) we obtain at leading order that
Fηηη − γ u
2
0
2
Fη −
√
2
3
γ
3
2 u30
6
F = 0, −∞ < η < ∞. (2.62)
Eq. (2.62) is to be solved subject to the matching condition
F (η) =Ae
√
2γ
3 u0η + O (ηβ1− 12 e−√ γ6 u0η) as η → ∞, (2.63)
where A= 4u20( 3γ u
2
0
2 )
−β1e−β2 . The solution to (2.62) and (2.63) is readily obtained as
F (η) =Ae
√
2γ
3 u0η + (C1η + B1)e−
√
γ
6 u0η, −∞ < η < ∞, (2.64)
where C1 and B1 are constants. In order to satisfy condition (2.63), and match to region VII we
require that C1 = 0 and
β1 = 1
2
.
As η → −∞ we move out of region B into region VII, where y ∈ (−γ u20,− γ u
2
0
2 ). The expansion in
region VII is given, after consideration of (2.61) as η → −∞, by
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(
− 2
3
√
3
(
y + γ u20
) 3
2 τ − 1
2
lnτ + H2(y) + o(1)
)
(2.65)
as τ → ∞ with y ∈ (−γ u20,− γ u
2
0
2 ), where H2(y) = O (1) is undetermined, with,
H2(y) ∼ ln B1 as y →
(
−γ u
2
0
2
)−
.
We now make the assumption (which we verify as consistent) that
H2(y) ∼ 1
4
ln
(
y + γ u20
)+ ln D̂ as y → (−γ u20)+, (2.66)
where D̂ (> 0) is constant. Expansion (2.65) becomes nonuniform as y → (−γ u20)+ , and we must
now introduce the localized region D (the details of which follow after minor modiﬁcation those
given for region D of Section 2.3.1) in which y = −γ u20 + O (τ−
2
3 ) as τ → ∞. To examine region D
we introduce the scaled coordinate ξ = (y+γ u20)τ
2
3 , and it follows from (2.65) in region VII, that we
should expand as,
u(ξ, τ ) = −u0 + Ĝ(ξ)
2γ u0
τ−
2
3 + o(τ− 23 ) as τ → ∞ (2.67)
with ξ = O (1). On substitution of expansion (2.67) into Eq. (1.1) (when written in terms of ξ and τ )
we obtain at leading order Eq. (2.18) which is to be solved subject to the matching condition (2.20).
Following the discussion given in Section 2.3.1, we restrict attention to D̂ ∈ (0, D̂∗). We recall that for
each D̂ ∈ (0, D̂∗) initial-value problem (2.18) and (2.20) has a unique solution with
Ĝ(ξ) ∼ c1(−ξ) 14 cos
(
2
3
√
3
(−ξ) 32 + c2
)
as ξ → −∞, (2.68)
where c1 and c2 are constants the values of which depend on the value of D̂ ∈ (0, D̂∗) which remains
undetermined in this analysis.
As ζ → −∞ we move out of region D into the ﬁnal region, region IV− where y = O (1)
(∈ (−∞,−γ u20)). The details of region IV− follow, after minor modiﬁcation, those given in Sec-
tion 2.3.1. Therefore, in region IV− we have that
u(y, τ ) = −u0 + H1(y)
τ
1
2
cos
(
2
3
√
3
(−y − γ u20) 32 + g2(y)), (2.69)
as τ → ∞ with y = O (1) (∈ (−∞,−γ u20)). Here H1(y) = O (1) (> 0), g2(y) = O (1) are undeter-
mined, but have,
H1(y) ∼
{
c1
2γ u0
(−y − γ u20)
1
4 as y → −γ u20,
4 A¯(−y)− 34 as y → −∞,
(2.70)
g2(y) ∼
{
c2 as y → −γ u20,
π
4 as y → −∞.
(2.71)
Conditions (2.70) and (2.71) are the matching conditions with region D as y → −γ u20 and the far
ﬁeld as y → ∞ [that is expansion (2.5) when −x = O (τ )].
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u+ = u0 (> 0). Here (EXP) denotes terms exponentially small in τ as τ → ∞.
The asymptotic structure of the solution of IVP as τ → ∞ in the case is now complete. A uniform
approximation has been given through regions III±, IV±, A, V, K, VI, B, VII and D. A sketch of the
asymptotic structure of u(x, τ ) as τ → ∞ is given in Fig. 1.
3. Discussion
In this paper we have presented the uniform asymptotic structure of the large-τ solution to IVP
when u+ = u0 (> 0) and u− = −u0 (< 0). The full details of which are given in Section 2, with a
sketch of the large-τ asymptotic structure of the solution of IVP being given in Fig. 1. The solution
exhibits the formation of a kink solution propagating in the −x direction with speed − γ u203 . This
kink connects u = u0 + o(1) to u = −u0 + o(1), while the solution is oscillatory in y < −γ u20 [that
is, x < −γ u20τ as τ → ∞] oscillating about −u0 with the oscillatory envelope being of O (τ−
1
2 ) as
τ → ∞. In particular, we have demonstrated that the solution to IVP, u(x, τ ), has
u
(
z + s(τ ), τ )= Uk(z) + O (τ−1),
as τ → ∞, uniformly in z, where z = x − s(τ ), Uk(z) represents the permanent form kink solution
(the translational invariance is ﬁxed with Uk(0) = 0)
Uk(z) = u0 tanh
(
u0
√
γ
6
z
)
, −∞ < z < ∞,
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s(τ ) = −γ u
2
0
3
τ + 1
2u0
√
3
2γ
lnτ + φ0 + o(1)
as τ → ∞. We note that φ0 is a constant, and that the asymptotic wave speed is given by
s˙(τ ) = −γ u
2
0
3
+ 1
2u0
√
3
2γ
1
τ
+ o
(
1
τ
)
as τ → ∞. Hence, by careful consideration of the asymptotic structures as τ → 0 (−∞ < x < ∞) and
as |x| → ∞ (τ  O (1)) the initial data (1.2) has been connected, through a number of asymptotic
regions, to the kink solution (1.4) of IVP.
We conclude this discussion with a brief overview of the large-time asymptotic structure of the
solution to IVP for more general values of the parameters u+ and u− . We note that Eq. (1.1) is in-
variant under the transformation u → −u, and the solution to IVP for parameters (u−,u+) is related
to the solution for parameters (−u−,−u+). Hence we restrict attention in what follows to u+  0.
When u+ > 0 there are three distinct large-time structures to consider corresponding to the pa-
rameter ranges: (i) u− > u+ , (ii) −u+ < u− < u+ and (iii) u− < −u+ . The case when u− = −u+
having already been considered in detail in this paper. When u+ = 0 there are two distinct large-time
structures corresponding, after minor modiﬁcation, to the large-time solutions of IVP obtained for
parameter ranges (i) and (iii) above. We now examine the structure of the large-time solution of IVP
for the three distinct parameter ranges (i)–(iii) in turn. We note that for general values of u+ and u−
minor modiﬁcations are required to the expansions given in Sections 2.1 and 2.2, but as theses are
straightforward they are omitted in this discussion.
(i) u+ > 0, u− > u+ . Following Section 2.3 we begin in region IV+ where y ∈ (−γ u2+,∞), and
u(y, τ ) = u+ + exp
(
− 2
3
√
3
(
y + γ u2+
) 3
2 τ − 1
2
lnτ + H(y) + o(1)
)
(3.1)
as τ → ∞ with y ∈ (−γ u2+,∞), where H(y) = O (1) is undetermined, with,
H(y) =
⎧⎪⎨⎪⎩−
3
4 ln y + ln( 3
1
4
2
√
π
|u+ − u−|) + o(1) as y → ∞,
1
4 ln(y + γ u2+) + ln( 3
1
4
2γ u+
√
π
) + o(1) as y → (−γ u2+)+.
Expansion (3.1) becomes nonuniform as y → (−γ u2+)+ . We must now introduce localized region D
in which y = −γ u2+ + ξτ−
2
3 as τ → ∞. The details of region D follow those given in Section 2.3.1
and are summarized here. We look for an expansion of the form
u(ξ, τ ) = u+ − Ĝ(ξ)
2γ u+
τ−
2
3 + o(τ− 23 ) as τ → ∞ (3.2)
with ξ = O (1). On substitution of (3.2) into Eq. (1.1) (when written in terms of ξ and τ ) we obtain at
leading order Eq. (2.18) which is to be solved subject to matching condition
Ĝ(ξ) ∼ −D̂(2γ u0)ξ 14 e−
2
3
√
3
ξ
3
2
as ξ → ∞. (3.3)
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conclude that D̂ = D̂∗ (given by (2.22)). Further, it was established in Section 2.3.1 that Eq. (2.18) with
condition (2.20) has a unique solution for D̂ = D̂∗ , with −∞ < ξ < ∞. Moreover, Ĝ∗(ξ) is monotonic
increasing with −∞ < ξ < ∞, so that Ĝ∗(ξ) < 0 for all −∞ < ξ < ∞, and
Ĝ(ξ) = ξ −
√
3
2
(−ξ)− 12 + O ((−ξ)− 12 e−( 23 ) 32 (−ξ) 32 ) as ξ → −∞. (3.4)
As ξ → −∞ we move out of region D into region E (the details of which follow those given in
Section 2.3.1). On continuing expansion (2.34) to next order we obtain
u(y, τ ) = F̂ (y) + K̂ (y)
τ
+ o
(
1
τ
)
(3.5)
as τ → ∞ with y < −γ u2+ , and where the function K̂ (y) is undetermined, but having
K̂ (y) =
⎧⎨⎩
1
2γ u+
√
3
2 (−y − γ u2+)−
1
2 as y → (−γ u2+)−,
− δˆ2γ u− (y + γ u2−)−
1
2 as y → (−γ u2−)+,
(3.6)
where δˆ > 0. Matching expansion (3.2) (as ξ → −∞) with expansion (3.5) (as y → −γ u2+) is in this
case achievable and requires that in region E we select
F̂ (y) = +
√
−y
γ
, y < −γ u2+. (3.7)
Consideration of boundary condition (1.3)2 indicates that a nonuniformity develops in expansion
(3.5) as y → −γ u2− , and we move out of region E into region C where y = −γ u2− +ζτ−
2
3 . To examine
region C we write (as suggested by (3.5) with (3.6)2) that
u(ζ, τ ) = u− − G˜(ζ )
2γ u−
τ−
2
3 + o(τ− 23 ) (3.8)
as τ → ∞ with ζ = O (1). On substituting (3.8) into Eq. (1.1) (when written in terms of ζ and τ ) we
obtain the leading order problem
G˜ζζζ + G˜ G˜ζ − 1
3
ζ G˜ζ − 2
3
G˜ = 0, −∞ < ζ < ∞, (3.9)
G˜(ζ ) =
⎧⎨⎩u˜∞(−ζ )
1
4 cos( 2
3
√
3
(−ζ ) 32 + θ˜∞) + o((−ζ )− 14 ) as ζ → −∞,
ζ + δˆζ− 12 + o(ζ− 12 ) as ζ → ∞,
(3.10)
with condition (3.10)2 arising from matching expansion (3.8) in region C with expansion (3.5) in
region E. A numerical study of initial-value problem (3.9), (3.10)2 using a shooting method reveals
that a unique solution exists, which is oscillatory in ζ < 0, being of the form (3.10)1 for (−ζ )  1, for
each δˆ  0. However, for δˆ < 0 the solution to initial-value problem (3.9), (3.10)2 blows up at ﬁnite ζ .
We conclude that the boundary value problem (3.9), (3.10) has a unique solution for each δˆ  0, but
no solution for each δˆ < 0. Moreover, for speciﬁed u˜∞ > 0 and θ˜∞, then δˆ  0 is ﬁxed uniquely.
Although u˜∞ > 0 and θ˜∞ remain undetermined we conjecture that there exists a δˆ  0, say δˆ = δˆ∗ ,
for which boundary value problem (3.9), (3.10) has a unique solution.
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Here (EXP) denotes terms exponentially small in τ as τ → ∞.
As ζ → −∞ we move out of region C into the ﬁnal region, region IV− where y = O (1)
(∈ (−∞,−γ u2−)). The details of region IV− follow, after minor modiﬁcation, those given in Sec-
tion 2.3.1. Therefore, in region IV− we have that
u(y, τ ) = u− − H1(y)
τ
1
2
cos
(
2
3
√
3
(−y − γ u2−) 32 + g2(y)), (3.11)
as τ → ∞ with y = O (1) (∈ (−∞,−γ u2−)). Here H1(y) = O (1) (> 0), g2(y) = O (1) are undeter-
mined, but have,
H1(y) ∼
⎧⎨⎩
u˜∞
2γ u− (−y − γ u2−)
1
4 as y → −γ u2−,
2 3
1
4√
π
|u+ − u−| ln(−y)− 34 as y → −∞,
(3.12)
g2(y) ∼
{
θ˜∞ as y → −γ u2−,
π
4 as y → −∞,
(3.13)
where the constants u˜∞ (> 0) and θ˜∞ remain undetermined. Conditions (3.12) and (3.13) are the
matching conditions with region C as y → −γ u2− and the far ﬁeld as y → ∞.
The asymptotic structure of the solution of IVP as τ → ∞ in the case when u− > u+ > 0 is now
complete. A uniform approximation has been given through regions III±, IV±, D, E and C. A sketch
of the asymptotic structure of u(x, τ ) as τ → ∞ is given in Fig. 2.
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respectively, coalesce as u− → (u+)+ , with −γ u2+ < γ u2− when −u+ < u− < u+ . Therefore, we expect
a change in the structure of the large-τ solution of IVP when considering parameter range (ii).
(ii) u+ > 0, −u+ < u− < u+ . In this case there is a distinct change in the structure of the large-
time solution of IVP, with the solution containing a dispersive shock wave (undular bore) for y ∈
(yL, yR), where yL = γ u2− −2γ u2+ and yR = − γ3 u2+ − 2γ3 u2− . The dispersive shock wave is determined
in terms of complete elliptic integrals (see [4] for full details). There are two cases to consider, namely
(a) 0 u− < u+ and (b) −u+ < u− < 0, with the polarity of the dispersive shock wave depending on
which case is being investigated. The dispersive shock wave connects u = u+ + o(1) in case (a) (or
u = −u+ + o(1) in case (b)) at the front of the bore (as y → y−R , the soliton limit) to u = u− +
o(1) at the rear of the bore (as y → y+L , the harmonic limit). We note that yR ∈ (−γ u2+,− γ u
2+
3 ]
with yR → −γ u2+ as u− → ±u+ . In case (a) regions IV+, A and V follow Section 2.3, with the
remaining structure of the large-τ solution of IVP following that given in [11] (Section 2.3.2) for a
similar problem. However, in case (b) we require the kink solution (located at y ∼ − γ u2+3 ) to allow
the solution to adjust from u = u+ + o(1) to u = −u+ + o(1). Therefore, in this case regions IV+, A, V
and K follow, after some modiﬁcation (for example, the correction term to expansion (2.38) will need
to be reworked) Section 2.3. The remaining structure of the large-τ solution of IVP in x < − γ u+3 τ
follows that given in [11] (Section 2.3.2) for a similar problem, and is not repeated here.
(iii) u+ > 0, u− < −u+ . The details of regions IV+, A, V, K, VI, B and VII follow, after minor
modiﬁcation, Section 2.3 and are not repeated here. However, we note that −γ u2− < −γ u2+ for u− <
−u+ and we have as in case (i) the connection regions D and C located at y = −γ u2+ and y = −γ u2−
respectively. We begin by examining region D, where y = −γ u2+ + ξτ−
2
3 as τ → ∞, and expand as
u(ξ, τ ) = −u+ + Ĝ(ξ)
2γ u+
τ−
2
3 + o(τ− 23 ) as τ → ∞ (3.14)
with ξ = O (1). On rewriting Eq. (1.1) in terms of ξ and substituting from (3.14) we obtain Eq. (2.18)
which is to be solved subject to matching condition (2.20). Following the previous discussion of
initial-value problem (2.18), (2.20) and being mindful of the need to satisfy boundary condition (1.3)2
we require in this case that D̂ = D̂∗ , with
Ĝ(ξ) ∼ ξ +
√
3
2
(−ξ)− 12 as ξ → −∞. (3.15)
Therefore, via (3.14) and (3.15), in region E we have
F̂ (y) = −
√
−y
γ
, −γ u2− < y < −γ u2+.
Finally, we consider region C where y = −γ u2− + ζτ−
2
3 as τ → ∞, and expand as
u(ζ, τ ) = −|u−| + G˜(ζ )
2γ |u−|τ
− 23 + o(τ− 23 ) as τ → ∞ (3.16)
with ζ = O (1). On substitution of (3.16) into Eq. (1.1) (when written in terms of ζ and τ ) we obtain
Eq. (3.9) which is to be solved subject to the matching conditions (3.10). Following the discussion of
(3.9), (3.10) in (i) we can establish that a unique solution exists. The ﬁnal region IV− then follows,
after minor modiﬁcation, its namesake given in (i). This then completes the large-τ solution of IVP in
this case.
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