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Introduction {#phy212623-sec-0001}
============

Sensory signals in touch initiate at the finger tips, proceed through two synaptic stations, before arriving at the cerebral cortex. There the incoming signals terminate in the middle cortical layers and activate entire columns of neurons (Mountcastle [1957](#phy212623-bib-0025){ref-type="ref"}). The fine organization of the hand map includes adjacent and largely non--overlapping suprathreshold, or action potential‐based, responses for each digit (Merzenich et al. [1978](#phy212623-bib-0022){ref-type="ref"}). Interleaved in the hand map are patches of representation of the hairy skin. The system is exposed to challenges throughout life and adapts to these challenges. In response to a loss of inputs, that is, in digit amputation, the deafferented cortical region becomes activated by immediately adjacent inputs (Merzenich et al. [1984](#phy212623-bib-0023){ref-type="ref"}). If digits are altered to prevent independent movement in syndactyly, the representational borders between the digital representations are erased (Allard et al. [1991](#phy212623-bib-0001){ref-type="ref"}). Operant training induces behaviorally relevant skin surfaces to expand in their cortical representations (Jenkins et al. [1990](#phy212623-bib-0019){ref-type="ref"}; Recanzone et al. [1992b](#phy212623-bib-0029){ref-type="ref"}; Xerri et al. [1999](#phy212623-bib-0039){ref-type="ref"}). If an animal responds to stimuli that activate the adjacent digits simultaneously, the borders between digital representations are similarly erased (Wang et al. [1995b](#phy212623-bib-0035){ref-type="ref"}). These observations led to a theory that Hebbian principles provided a first approximation to understanding the principles governing cortical reorganization in the adult (Buonomano and Merzenich [1998](#phy212623-bib-0008){ref-type="ref"}). However, further studies have demonstrated conclusively that Hebbian principles, if they are active at all, are subjugated to other dominant reorganizational principles (Blake et al. [2002b](#phy212623-bib-0004){ref-type="ref"}, [2005](#phy212623-bib-0005){ref-type="ref"}, [2006](#phy212623-bib-0006){ref-type="ref"}; Carpenter‐Hyland et al. [2010](#phy212623-bib-0009){ref-type="ref"}; Spingath et al. [2011](#phy212623-bib-0032){ref-type="ref"}, [2013](#phy212623-bib-0033){ref-type="ref"}).

First, a search for a governing time window for Hebb‐like processes underlying reorganization found that the time constant of integration for such reorganization had to be at least 100 msec, which exceeds the timing at which adjacent digits are typically activated in processes like typing (Blake et al. [2005](#phy212623-bib-0005){ref-type="ref"}). Second, learning to detect a new target stimulus, under a Hebbian prediction with reinforcement, would selectively increase the responses of the coactivated neurons, or those that represented the target. Instead, learning to detect a new target causes response enhancement that is nonselective. In any Hebbian model, the neural activity must be central to the plasticity. Our new theory holds that learning triggers an increase in cortical responsiveness that is responsible for changes in cortical representations (Spingath et al. [2011](#phy212623-bib-0032){ref-type="ref"}, [2013](#phy212623-bib-0033){ref-type="ref"}). This prior work has established that in a 2‐week period after learning a sensory detection task, cortical responses and receptive field sizes nonselectively increase in response strength. In the 2‐week period after adding a task distractor, the neural responses to the task distractor decreased selectively. The neural responses during behavioral performance were 30% stronger than the neural responses during passive restraint prior to the behavioral session. During behavioral performance, the neural responses to the task distractor showed signs of longer latency suppression which may guide the selective suppression of the responses to the distractors. These findings, from prior work that was based on these same experiments (Spingath et al. [2011](#phy212623-bib-0032){ref-type="ref"}, [2013](#phy212623-bib-0033){ref-type="ref"}), are extended in the current study.

A major remaining question is how the fine structure of the cortical map may be altered by this learning. Do the representations of the task distractors and targets warp the cortical map by shrinking and enlarging those representations (Jenkins et al. [1990](#phy212623-bib-0019){ref-type="ref"}; Recanzone et al. [1992b](#phy212623-bib-0029){ref-type="ref"}; Xerri et al. [1999](#phy212623-bib-0039){ref-type="ref"}, [2005](#phy212623-bib-0040){ref-type="ref"})? Or does plasticity primarily show in changed responsiveness without changes in map structures? In the current study, neural responses from electrodes implanted into primary somatosensory cortex were tracked throughout the duration of study, over 200 days in one animal. These responses included at least one round of detection/discrimination learning, and in some cases three. Each round of learning was at least 6 weeks, or 30 recording days, long. We show that the most sensitive zones in the receptive field at each cortical location have subregions that are present on all days in which receptive fields are measured. Flanking those subregions are other portions of the sensitive regions that are variable from day to day. The variable subregions change slowly, with some preservation of the variable subregion for at least 3--4 months.

Materials and Methods {#phy212623-sec-0002}
=====================

Physiological recordings {#phy212623-sec-0003}
------------------------

Full methods are detailed in a prior publication (Spingath et al. [2011](#phy212623-bib-0032){ref-type="ref"}). Portions of those methods relevant for the scientific questions in this work are included here. All data in this work were obtained from two adult, male Rhesus macaques weighing 4--7 kg. They were each implanted with an array of 64 microelectrodes. The microelectrodes were implanted into the somatosensory cortex. The somatosensory cortex was localized physiologically with microelectrode penetrations in surgery under barbiturate anesthesia to localize cutaneous somatosensory digit responses in the central sulcus, with the search for responses initiated at +6 mm anterior and 24 mm lateral. Electrodes were implanted into area 3b. Microelectrodes were parylene‐insulated iridium or parylene‐insulated platinum--iridium electrodes that tapered from a 40 *μ*m diameter to an exposed electrode tip that ranged from 5 to 7 *μ*m long. This length of tip exposure was used to allow sampling from the smaller cell bodies present in sensory cortex (Hubel [1957](#phy212623-bib-0017){ref-type="ref"}). Our implants are custom made to allow sampling from independently vertically positioned electrodes designed for implantation (Schmidt et al. [1988](#phy212623-bib-0030){ref-type="ref"}). Electrode depths were optimized for recording in the 6‐week period after implantation surgery. After that point in time, electrodes were left unmoved for the remainder of the data presented in this work. Cortical implants are adapted from methods described previously (de Charms et al. [1999](#phy212623-bib-0010){ref-type="ref"}). Significant alterations to this method consisted of adding a fluid drain to relieve potential hydrocephalus (Miyakawa et al. [2012](#phy212623-bib-0024){ref-type="ref"}), removal of the dura in surgery in the areas of future electrode penetration, and the replacement of cyanoacrylic bone cements with INFUSE bone graft (Medtronic) and autogenous bone chips. Spike detection thresholds were set manually on each channel so that spontaneous rates were roughly 10--20 Hz or roughly 3.75 standard deviations of the noise.

Receptive fields were defined using hand‐held 1‐mm rounded glass tipped probes. Skin areas were included in cutaneous receptive fields if just‐visible indentations of the skin evoked consistent audible responses in 250--10,000 Hz filtered voltage signals from the electrode. Calibration of this method with displacement controlled stimuli has determined that this threshold is under 100 *μ*m. Stronger stimuli were used to map deeper or weaker contributions to the receptive fields which were separately noted. Pacinian input was determined by poorly localized, highly sensitive inputs to the glabrous skin, and hairy skin inputs were determined by responses to movements of isolated hairs. Receptive fields for analysis did not have Pacinian, proprioceptive, or hairy skin responses. Trapezoidal skin indentations were not used to separate RA and SA1 inputs, and recent evidence casts doubt on separate processing channels for SA1 and RA inputs in primary somatosensory cortex (Pei et al. [2009](#phy212623-bib-0026){ref-type="ref"}). Using Reconstruct software (Synapse Web, Austin, TX), receptive field boundaries were drawn over images of the hand and digits, and receptive field sizes were calculated by the software. Collection of automated receptive fields is not trivial in the somatosensory system, although it has been performed over a limited glabrous skin surface for peripheral afferents (Johansson [1978](#phy212623-bib-0020){ref-type="ref"}), and over planar surfaces in central neurons (Killebrew et al. [2007](#phy212623-bib-0021){ref-type="ref"}). Receptive field maps over highly curved portions of the finger may be derived easily manually, but are especially challenging to do in an automated setup. Cutaneous receptive fields in this study were contour mapped using five grades of sensitivity in their driven response. At Grade 5 the oscilloscope typically showed one or more cleanly isolatable single units for study, and just visible indentations of the skin with a glass probe elicited vigorous responses. The Grade 4 or "clearly cutaneous" sites were vigorous, but below the level at which Grade 5 or "very responsive" sites were judged. The Grade 3 or "just cutaneous" meant that consistent responses to just visible stimulation of the skin were elicited, but that if responses were any weaker, then they could not be judged to be consistent. Grade 3 implies a reasonable confidence that the responses were based on input from low‐threshold SA1 or RA peripheral mechanoreceptors. Grade 2 responses were consistent, but not responsive enough that it can confidently be determined that low‐threshold mechanoreceptor input is required for the response. Grade 1 is even more sluggish than Grade 2, but localized enough that an assessment may be recorded. For comparisons in which the most sensitive portion of the receptive field were compared, only the highest grade contour present for that site were used each day.

The person mapping receptive fields were the same throughout all studies, and were blinded to the identity of the electrode being mapped.

Stimulus presentation {#phy212623-sec-0004}
---------------------

Somatosensory stimuli were delivered via custom‐built tactile motors under LVDT displacement‐feedback control. These motors were built to mimic the Chubbuck motors, except that they are smaller and deliver displacements with a 0.5‐mm range (Chubbuck [1966](#phy212623-bib-0012){ref-type="ref"}). Each tap delivered from the motors was a single period of a 40‐Hz raised sinusoid with a phase of −p/2 at its start and lasting 25 msec. More simply, a smooth tap with zero first derivative at the start, end, and midpoint. Neural responses to motorized taps were recorded before the day\'s behavior, during the behavior, and after the behavior in awake Rhesus macaques. This work only presents data in response to the motors in Figure [1](#phy212623-fig-0001){ref-type="fig"}. The motorized tip was lowered until barely touching the skin and then indented 500 *μ*m into the skin before delivery of any taps.

![An example site. Each graph shows the averaged neural responses from one cortical location in one day\'s recordings. Responses to three different amplitude taps are overlaid, and are shown for each of four different days. On the right, the contour of the most sensitive region of the receptive field on that day is shown.](PHY2-3-e12623-g001){#phy212623-fig-0001}

Animal behavior {#phy212623-sec-0005}
---------------

Animals were trained in three tasks serially for weeks: lever holding, detection, and discrimination. A complete experimental run consisted of an animal performing one run of lever holding, detection, and discrimination, and it required 1--2 months to complete. Time to completion depended on how long the animal took to learn the tasks. Each task was performed for at least 2 weeks before the animal was moved on to the next behavioral task.

The present dataset includes samples taken before any task learning, before detection learning, after detection learning, after discrimination learning, and in between periods when the target was moved from one skin location to another. Behavioral effects on neural responses are detailed in two prior works (Spingath et al. [2011](#phy212623-bib-0032){ref-type="ref"}, [2013](#phy212623-bib-0033){ref-type="ref"}). The present work focuses on aspects of the neural response that do not change with learning, and these aspects of the responses have not been considered in detail in prior work.

Animal welfare was regulated by the Institutional Animal Care and Use Committee at the Medical College of Georgia.

Results {#phy212623-sec-0006}
=======

The purpose of the present work was to reconstruct the responses at single cortical locations over the entire length of study, and to look for patterns of stability and plasticity in neural response strength and receptive field structure. In the two animals, recordings and receptive field maps were derived from 63 implanted electrodes. Nineteen of these had consistent cutaneous responses throughout recording periods, and over 500 receptive field profiles and quantitative firing rate profiles were taken. One example, shown in Figure [1](#phy212623-fig-0001){ref-type="fig"}, shows responses taken from one electrode, and peristimulus time histograms from stimulation of one location on the skin at four time points separated by more than 100 days. The basic finding of this work is that the most sensitive portion of the receptive field contains a subregion that is present on all days. This result occurs throughout periods of detection and discrimination learning that have described impacts on neural receptive field size and sensitivity (Spingath et al. [2011](#phy212623-bib-0032){ref-type="ref"}).

The methods used for receptive field estimation are manual. Each day, an investigator (E.S.) listened to the activity from each electrode filtered between 250 and 10,000 Hz. The investigator was blinded to the identity of each electrode and had to search the entire hand. Using glass‐tipped probes, the receptive field was examined and overlaid onto a computer image of the hand. Cutaneous ratings, or sensitivities 3, 4, or 5, were used when the skin yielded a consistent response to just visible skin indentations. The sensitivity of 3 is the lowest sensitivity at which investigators are confident that input must come from peripheral SA1 or RA cutaneous mechanoreceptors.

The animals were pretrained to allow investigators to manipulate the digits without resistance. This training consisted of rewarding the animal with food while its hand was gently manipulated. Over some time, the animal allows the gentle digit manipulations necessary to map receptive fields without resistance. In most cases, receptive fields were easily mapped without digit restraint. The investigator also had to map hairy receptive fields, and proprioceptive inputs, which are difficult to evaluate if the digits are restrained.

This method has been calibrated using custom piezoelectric stimulators (D.B.) to mean that cutaneous ratings are delivered when a brief 40 *μ*m stimulus elicits consistent, audible responses. Responses that were manually rated as weaker than cutaneous rarely had structured responses to taps of 400 *μ*m in their receptive field, whereas those rated cutaneous almost always did. The investigator typically rated 20 electrodes in a 30‐min period. The same electrode was occasionally tested more than once to evaluate reliability.

Receptive fields from the same implanted electrodes were measured every day for the duration of study, shown in Figure [2](#phy212623-fig-0002){ref-type="fig"}. The figure overlays the highest rated portion, or most sensitive zone, of the receptive field on each day. To the right of the receptive fields is a color map indicating the percent of the days that each position on the skin was present on the receptive field. In examples in Figure [2](#phy212623-fig-0002){ref-type="fig"}A and B, a significant portion of the receptive field area is conserved over time. This specific finding was also true in three of the other four cases in which more than 25 receptive fields were associated with an electrode over the length of study, and the sensitivity of those receptive fields was 3 (cutaneous) or higher on each day. The one example in which this did not hold true is shown in Figure [2](#phy212623-fig-0002){ref-type="fig"}C. All the receptive fields occurred on the same digit segment. Although there was not a skin region present on each day, the same skin segment was found in over 90% of the sample. A later section considers responses evaluated at less sensitive than a cutaneous rating. The null hypotheses that these receptive fields are randomly drawn can be rejected. Also, these results require testing two other pairs of hypotheses. Is the cortical map unstable or stable? Are the electrodes moving and sampling different neurons over time, or are they sampling the same neurons? For the former, we draw upon the cortical columnar rule (Mountcastle [1957](#phy212623-bib-0025){ref-type="ref"}; Powell and Mountcastle [1959](#phy212623-bib-0027){ref-type="ref"}). If we sample neurons separated by more than 600 *μ*m in a direction parallel to the cortical surface, their receptive fields will not overlap. Our electrodes are oriented parallel to the cortical surface, and receptive field overlap is found throughout study. Accordingly, the map\'s representations must move less than hundreds of microns throughout study.

![(A) Receptive fields from one electrode. Contour lines over the hand trace the most sensitive skin inputs to one position in primary somatosensory cortex, 25 samples over 31 days. The heatmap net to each hand shows the probability of i different locations being present on any 1 day. Samples were from animal 1. (B) A similar set of plots from one location in animal 2, with 121 receptive fields over 202 days. (C) A third example, from animal 2, with 43 receptive fields over 146 days.](PHY2-3-e12623-g002){#phy212623-fig-0002}

To more carefully consider the hypothesis that the electrodes may be moving, we calculated the center of mass of the most sensitive receptive field region for Figure [2](#phy212623-fig-0002){ref-type="fig"}B and plotted its X and Y coordinate over time. The coordinate system was normalized by the mean range of the receptive field on each axis in order to make movement of magnitude 1 equal to the distance of one receptive field. As shown in Figure [3](#phy212623-fig-0003){ref-type="fig"}, the mean distance moved is approximately 17% of one receptive field in each coordinate, or roughly 25% of one receptive field diameter if both coordinates are considered. On the basis of the cortical columnar rule, the movement of the center of mass is much less than 600 *μ*m. Similar calculations were performed for the other five electrodes with consistent cutaneous responses with similar results.

![Center of mass movement. The lines joined by circles plot the movement of the *x* coordinate of the receptive field center of mass, while the lines joined by *x* plot the *y* coordinate. Each position is normalized with zero as the initial position, and 1 means the center of mass moved the mean receptive field range in that coordinate.](PHY2-3-e12623-g003){#phy212623-fig-0003}

A measure of receptive field overlap can also aid in estimating the distance moved by an electrode. The average receptive field overlap from samples taken from the same electrode is plotted in Figure [4](#phy212623-fig-0004){ref-type="fig"}. Plotted as a function of time between samples, the measures from each animal are above 0.5 for short time separations, and closer to 0.4 for long time separations. The presence of an absolute stable component in the most sensitive region in the receptive field would mean the intersection to union ratio would asymptote at a positive value. In contrast, the ratio would asymptote to zero if no stable region exists. The samples were grouped into 20 time groups per animal for statistical purposes, and the changes as a function of time were significant in each animal (Kruskal--Wallis test, *n* = 638 pairwise combinations, *P* \< 0.006 in A or animal 1, and *n* = 8400, *P* \< 10 14 in B or animal 2). The ratio decreases as a function of time, but is still significantly larger than zero. These observations are consistent both with more receptive field similarity at shorter intervals between observations, and with the presence of a stable invariant component to the most sensitive region of the receptive field.

![(A) Ratio of receptive fields' intersection to union. Pairwise samples from single locations in animal 1 were used to calculate receptive field intersection to union ratios. Values averaged above 0.5 if pairs were sampled 1 day apart, and decreased for longer time differences. (B) Data from animal 2.](PHY2-3-e12623-g004){#phy212623-fig-0004}

The data from Figure [4](#phy212623-fig-0004){ref-type="fig"} can be used along with the published data to estimate the possible distance the electrode tips may have moved over the course of the experiment under the assumption that the responses were absolutely unchanging over time. Average receptive field overlap at a distance of 200 *μ*m is 0.2 (Blake et al. [2002a](#phy212623-bib-0003){ref-type="ref"}). The present work finds receptive field overlap at the longest time points assessed is 0.4. Given the assumed concavity of the overlap function, this would correspond to a distance close to 100 *μ*m. This distance estimate can be used to estimate the sampled volume used to generate the most sensitive inputs at each site. We assume each electrode can "listen" to electrical currents in the neuropil for a fixed spherical distance. If the electrode were to move over time, the sampling volume would be a cylinder with a hemisphere on each end. The cylinder would have a radius of approximately 20 *μ*m, a length of 100 *μ*m, and a hemisphere radius of 20 *μ*m on each end. The estimated sampled volume would be 0.000161 mm^3^. Using the estimated neuronal densities of 80,000/mm^3^ (Collins et al. [2010](#phy212623-bib-0013){ref-type="ref"}), the electrode had an opportunity to sample from about 13 neurons if it moved 100 *μ*m in a straight line. The assumption of a sampling distance of 20 *μ*m is based on the size of neuronal soma in area 3b, which is generally under 20 *μ*m, and the biophysical estimate that cells that are predominantly stellate, as they are in area 3b, may be sampled above the noise only when the electrode tip is within roughly the distance equal to one diameter of the cell body (Boulton et al. [1990](#phy212623-bib-0007){ref-type="ref"}). An analogous comparison would be that we are assuming a single neuron in area 3b can be sampled effectively for at most 40 *μ*m of one electrode\'s track. It is reasonable to conclude that each electrode is sampling in its most sensitive region 1--4 neurons on any given day, with a total sample number of 10--20 neurons sampled from a small volume over the length of study.

An assumption in calculating the number of sampled neurons is that the structure of the inputs does not change. If neuroplasticity caused changes in the spatial structure of the most sensitive inputs, these numbers would be even lower. For example, if neuroplasticity caused one half of the receptive field to disappear, the overlap ratio would decrease to 0.5, and the center of mass would move 25% of the receptive field diameter, and this would occur only if the same location were sampled (the same 1--4 neurons throughout study). Any variability in the spatial structure of the inputs over time would cause receptive field overlap to be lower, not higher, which would indicate the number of neurons sampled would be smaller. Similarly, the manual mapping methods may be challenged as inadequately quantitative, but any variability introduced by this methodology would cause receptive field overlap to be lower, not higher, and thus strengthens the argument that the electrode movement over study is minimal and a portion of the inputs stable. The finding, then, is that a portion of the most sensitive inputs in a small volume sampled by one electrode is not changing over time. This finding is restricted to those cortical locations in which electrodes sampled from neurons with cutaneous response properties more than 25 times during study.

To extend these findings to the other locations at which data were collected, another 13 locations were added to the analysis, five from animal 1 and eight from animal 2. Each location had at least 10 days with receptive field sensitivity of 2 or greater. Two locations failed to meet the criteria of always containing a constant subregion in the receptive field. The other 11 locations had regions that were always present. On the two locations that failed to have an invariant region in the receptive field, the mapped sensitive region was largely confined to a single digit, although it was proximal on some days, and distal on other. These receptive fields, with a maximal sensitivity rating of 2, do not respond consistently to just visible indentations of the skin at any location, and thus require more vigorous stimuli to map. The use of more vigorous stimuli to map both increases variability and decreases the confidence of the receptive field mapper in the selectivity of the stimulation.

Sixty‐four electrodes were implanted in each animal, yet data supporting consistency in the spatial location of the most sensitive inputs is only provided on 19 electrodes. What about the other 109 electrodes? In our implants, roughly half of the electrodes do not ever yield recordable signals. In this case, 63 electrodes had driven responses at some point in training. Because of the geometry of area 3b, recording electrodes are parallel to the cortical surface. Electrodes in the upper or lower layers of cortex yield much less consistent recordings than those in the middle lamina, and thus rarely sample frequently enough to be included in this analysis. Some electrodes, in addition, only yielded deep responses, or proprioceptive responses, or had receptive fields that were not easily used in our study (like on the wrist or hairy skin). No observations occurred that would run contrary to the hypothesis that a subset of the most sensitive inputs at almost every cortical location with cutaneous inputs is impervious to behavioral training. Although we can only quantify observations at locations with suitable recording quality, we failed to observe any real shifting of the most sensitive inputs that may underlie instability in the cortical map.

Discussion {#phy212623-sec-0007}
==========

The current work augments our knowledge of the principles governing neuroplasticity induced by learning. Specifically, responses at single locations in sensory cortex may be altered in responsiveness and receptive field size (Spingath et al. [2011](#phy212623-bib-0032){ref-type="ref"}), while changes in the most sensitive inputs are more restricted. Our observations are restricted to the task we chose to use, although other tasks have yielded similar, but less thorough, results (Blake et al. [2005](#phy212623-bib-0005){ref-type="ref"}). All the cortical locations that were consistent in responsiveness and sensitivity maintained a fixed locus of peripheral epithelia as a portion of the inputs to their receptive fields. From the analysis on the ratio of receptive field intersection to union, the magnitude of this subset may be estimated. On average, a ratio of 0.4 between receptive field intersection and union would correspond to the stable locus of inputs constituting 57% of the most sensitive portion of each receptive field.

An issue in the interpretation of these results is that of sampling bias. Locations were selected based on consistency and sensitivity, so these results hold for the most active and responsive locations in sensory cortex. It is certainly the case that many sites responded less vigorously and fell below the threshold for inclusion in this study. Will these results hold for those locations? With respect to the stability of the most sensitive zone in the receptive field, existing data suggest that the majority also have a set of stable inputs, but simply lack the responsiveness to be included. For example, our 13 locations with sensitivities judged as weaker than clearly cutaneous also largely maintained a constant region in their most sensitive zones, and this finding is all the more surprising because of the difficulty in precisely localizing a receptive field in a location of this sensitivity. A prior study (Blake et al. [2005](#phy212623-bib-0005){ref-type="ref"}) found constancy in a portion of the receptive fields as well, although the time course was much shorter. However, not all locations have stable inputs. Especially in the case of focal hand dystonia, a substitution of inputs has been observed (Blake et al. [2002a](#phy212623-bib-0003){ref-type="ref"}).

The finding of spatial invariance of a portion of the most sensitive inputs suggests that the map of the most sensitive inputs at each cortical location is not plastic during normal learning‐induced plasticity. The receptive field size and sensitivity can be scaled up, and down, as the animal forms new associations between sensory stimuli and reward or omission of reward (Spingath et al. [2011](#phy212623-bib-0032){ref-type="ref"}). A number of published map plasticity studies apparently contradict this finding (Jenkins et al. [1990](#phy212623-bib-0019){ref-type="ref"}; Recanzone et al. [1992a](#phy212623-bib-0028){ref-type="ref"}; Wang et al. [1995a](#phy212623-bib-0034){ref-type="ref"}; Xerri et al. [1996](#phy212623-bib-0038){ref-type="ref"}). Much of this apparent contradiction can be explained by penetrations mapped as "deep" actually containing cutaneous inputs with low sensitivity, and of penetrations that have most sensitive inputs that are proprioceptive that gain lower sensitivity cutaneous inputs. The classification of cortical neurons as deep or cutaneous was used in the earliest studies of somatosensory cortex (Mountcastle [1957](#phy212623-bib-0025){ref-type="ref"}; Powell and Mountcastle [1959](#phy212623-bib-0027){ref-type="ref"}). Stimuli were used that moved the skin, but arguably did not sufficiently deform the viscera to cause a response in any neurons but low‐threshold mechanoreceptors. Later studies use the criteria of responding to "just visible" indentations of the skin as determining whether inputs are cutaneous or deep. One of us (D.B.) built a small, hand‐held, piezoelectric skin tapper that delivered taps up to 40 *μ*m in magnitude, and compared the audible responses to the tapper to the judgments of responses to "just visible" skin indentations. The problem, really, is not in making those judgments, but in cortical gain. Every peripheral cutaneous neuron (SA1, RA, and PC) will respond to 40 *μ*m skin taps consistently. However, neurons in cortex may respond with greatly reduced gain, so that even 500 *μ*m skin taps only elicit inconsistent responses. The cortical neuron can receive input from cutaneous sources, but respond so weakly it is judged to be a deep response. Also, it is difficult to assess proprioceptive responses in a mapping study in an anesthetized animal, as the muscle tone is inadequate to excite muscle spindles. Only because we created a recording method that enabled us to sample from the same cortical locations over time, in the awake animal, allows the distinction between these classes of map plasticity and neural sensitivity to be formed. The population response, however, will be altered entirely according to the findings of those map plasticity studies. The results are not wrong. However, it is changes in sensitivity, and changes in receptive field size, that account for those changes, and not changes in the map defined by the most sensitive inputs at each cortical location during learning‐induced plasticity.

These ideas challenge and refine ideas on learning‐induced plasticity in sensory cortex. Prior to the studies on learning‐induced plasticity, the field was dominated by the ideology that cortical neurons establish their connectivity during the critical period in development, and thereafter lack sensitivity to sensory perturbations that would have caused plasticity during development (Hubel and Wiesel [1970](#phy212623-bib-0018){ref-type="ref"}). These ideas, however, were challenged in studies of denervation (Merzenich et al. [1984](#phy212623-bib-0023){ref-type="ref"}), which leads to plasticity in cortex as well as in the dorsal horn (Basbaum and Wall [1976](#phy212623-bib-0002){ref-type="ref"}). Further challenge came from studies of digital syndactyly (Allard et al. [1991](#phy212623-bib-0001){ref-type="ref"}), which showed that with experience‐dependent alteration of sensory inputs in the adult, the topography of the cortical map was altered. Next, studies using operant training showed that the area representing behavioral relevant epithelial inputs would undergo experience‐dependent expansion (Jenkins et al. [1990](#phy212623-bib-0019){ref-type="ref"}; Recanzone et al. [1992b](#phy212623-bib-0029){ref-type="ref"}; Wang et al. [1995b](#phy212623-bib-0035){ref-type="ref"}; Xerri et al. [1999](#phy212623-bib-0039){ref-type="ref"}). Work in visual and somatosensory cortex corroborated a cortical basis for this phenomenology (Darian‐Smith and Gilbert [1995](#phy212623-bib-0014){ref-type="ref"}; Wang et al. [1995b](#phy212623-bib-0035){ref-type="ref"}; Blake et al. [2002a](#phy212623-bib-0003){ref-type="ref"}). In parallel, other work on learning‐induced plasticity followed a Pavlovian methodology of seeking a basis for plasticity in association with reinforcement (Weinberger [1995](#phy212623-bib-0036){ref-type="ref"}, [2004](#phy212623-bib-0037){ref-type="ref"}). Our work builds upon and extends this body of work by establishing that association with reinforcement leads to a nonselective response enhancement in sensory cortex (Blake et al. [2002b](#phy212623-bib-0004){ref-type="ref"}, [2005](#phy212623-bib-0005){ref-type="ref"}, [2006](#phy212623-bib-0006){ref-type="ref"}; Carpenter‐Hyland et al. [2010](#phy212623-bib-0009){ref-type="ref"}; Spingath et al. [2011](#phy212623-bib-0032){ref-type="ref"}, [2013](#phy212623-bib-0033){ref-type="ref"}). In addition, associating a sensory stimulus with omission of reward leads to a selective response suppression. The current work establishes that locations in sensory cortex maintain their most sensitive inputs throughout learning, which implies the gross topography of cortical maps does not change from learning‐induced plasticity. Similar observations have been made using coarser technology in vision (Cheng et al. [2001](#phy212623-bib-0011){ref-type="ref"}; De Beeck et al. [2008](#phy212623-bib-0015){ref-type="ref"}). The learning observed in the current study occurs through changes in the weaker inputs in cortical receptive fields, and by changes in the response strength and receptive field size driven by association with reward or omission of reward. Work on learning‐induced plasticity in primary visual cortex can be interpreted as caused by the same effects (Schoups et al. [2001](#phy212623-bib-0031){ref-type="ref"}; Ghose et al. [2002](#phy212623-bib-0016){ref-type="ref"}). Accordingly, we understand learning‐induced sensory cortex plasticity in terms of not shifting maps, but of changes in responsiveness and receptive field size in maps receiving their most sensitive inputs from the same locations in the sensory epithelia.

The stability of the most sensitive inputs plays a role in the transformation of sensory stimuli from input to central representations. Such stability can, under certain conditions, eradicate the need to consider reconstruction errors in learning and provide a substrate for perceptual constancy.
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