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Chapter 1
Introduction
The study of the structure and function of DNA and chromatin goes back several centuries.
The interest to understand the mechanisms by which characteristics where inherited from
one generation to the next was boosted dramatically with the publishing of Darwin’s the-
ory of evolution by natural selection [1]. Remarkably, at the same time as Darwin’s famous
publication, the austrian scientist, and friar, Gregor Mendel, conducted experiments on pea
plants showing that characteristics were inherited according to particular mathematical rules.
Unfortunately, Darwin was never aware of Mendel’s pioneering work, which was largely ig-
nored until its rediscovery in the beginning of the 1900s [2]. As most of the fundamental
insights into the mechanisms of heredity was mapped out during the ﬁrst part of the 1900s,
the functioning of the DNA and the genes became the central focus of the second half of the
century. The ﬁnishing of the sequence of the human genome at the start of the 21st century
[3], resulted in an explosion in new technologies for mapping out functional and regulatory
mechanisms of cells and tissues that can be linked to the underlying sequence. The result has
been a shift from understanding single genes, to a more general approach where the entire
genome has become the system of study (genomics). Recently, with large-scale projects such
as the ENCODE project [4] and the Epigenome Roadmap [5], insights into the epigenomic
regulation of various tissues and cell-lines are starting to emerge.
The 6 billion bases that constitute the entire diploid human genome make up a total of
about 2 meters of DNA inside each cell. Considering that the diameter of the nucleus is typi-
cally around 10-20 micrometers, the chromatin ﬁbre needs to be compacted and folded to an
extreme degree [6]. Novel technologies for mapping genome-wide 3D interactions between
distal regions in the genome have, during the last years, allowed for probing this structure
for the very ﬁrst time. Due to massive improvements in throughput of such methods, ever-
increasing amounts of data are being produced.
The topic of this thesis is the statistical and computational analysis of data from such
methods, with particular focus on inferential analysis. In the introductory part of the thesis,
a brief review of the history of chromatin biology will be given, in addition to a summary
of the major insights that has been gained in recent years. After this, an introduction to
some of the technologies for mapping genomic 3D interactions will be given, and ﬁnally
the computational and statistical methods for analyzing such data will be reviewed. The
introductions given will mostly focus on mammalian systems, particularly human data, since
this is also the focus of the thesis.
2 INTRODUCTION
1.1 Chromatin biology
1.1.1 A historical perspective
It was the German biologist Ernst Haeckel who ﬁrst proposed the idea that the nucleus takes
care of inheritance in eukaryotic cells, in his now famous book Generelle Morphologie from
1866 [7]. However, the understanding that the nucleus contained nucleic acids (DNA), or
“nuclein” as it was initially called, was ﬁrst proposed in 1871 by Miescher [8]. In the early
1880s this led Walther Flemming, and independently Edouard Van Beneden, to zoom in on
the structures within the nucleus. Using aniline dyes, Flemming was able to visualize and
describe in details the structures within the nucleus, naming them “chromatin” [9, 10]. The
link between nuclein and chromatin, and subsequently genetic inheritance was beginning to
emerge [11].
While the substance of inheritance, in the form of chromatin, was understood to be found
within the nucleus, the units of inheritance was not described until the early 1900s, when
Theodor Boveri proposed that chromosomes were fundamental for embryonic development
and inheritance [12]. At the same time, Walter Sutton became one of the ﬁrst to couple
Mendel’s heredity rules to the chromosomes themselves, giving a convincing argument for
the chromosome theory of heredity, known today as the Boveri-Sutton chromosome theory
[13].
It was understood at the time that chromatin was consisting of a mixture of both protein
(histones) and nucleic acid (DNA), but little was known about which of these substances that
was most important for genetic inheritance. However, in the 1940s, the idea that it was DNA
that formed the ultimate basis of inheritance was starting to emerge [14]. The central role
of DNA was later conﬁrmed in 1952 in a famous experiment on the T2 phage, by Alfred
Hershey and Martha Chase [15]. A year later, James D. Watson and Francis Crick proposed
a model for the double-helical structure of DNA [16]. Crick later proposed the central dogma
of biology (DNA makes RNA makes proteins), and proposed that protein-coding DNA was
made up of non-overlapping codon triplets, which led to the deciphering of the genetic code
[17]. These ﬁndings laid out the foundations of genetics, and spawned novel insights in the
last decades of the 20th century.
In parallel, further studies on the structure of chromatin and chromosomes were being
conducted. While it was known at the time that histones could be modiﬁed by acetylation
and methylation, very little was known about the function of such modiﬁcations. However, in
1964, Allfrey, Faulkner and Mirsky proposed for the ﬁrst time that such histone modiﬁcations
were related to gene regulation and expression [18]. These ﬁndings suggested that modiﬁca-
tions of histones could regulate the transcription of individual genes along chromosomes.
The interest in studying the details of the chromatin ﬁbre itself was also boosted in the
early 1960s. Particularly, the technique of X-ray diffraction imaging that had been so suc-
cessful in determining fundamental structural properties of protein [19, 20] and DNA [21]
was used on chromatin in the hope to elucidate the underlying structural properties. This
led to the superhelix model of chromatin [22], where the DNA double helix was thought
to be further coiled into a helical chromatin ﬁber superstructure, which was believed to be
stabilized by histone interactions.
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Figure 1.1: Schematic illustration of the organization of a nucleosome. The nucleosome consists of an octamer
of histone pairs (H2A, H2B, H3 and H4). In addition, the histone H1 protein binds to the linker DNA to stabilize
the nucleosome. The DNA string is wrapped around the nucleosome (as illustrated) by approximately 147 base
pairs of DNA. Image source: Wikimedia Commons
These views were drastically undermined in the beginning of the 1970s with the nucleo-
some model, stating that DNA was wrapped around histone octamers, with coils of around
200 base pairs [23] (see Figure 1.1). The resulting model of chromatin became known as
the “beads-on-a-string” model, and electron micrographs of chromatin ﬁbres showed clear
evidence that such structures existed [24]. This revolutionary insight was immediately rec-
ognized as a fundamental property of chromatin and gene regulation, since the DNA would
be accessible to binding of other proteins, while the histones would provide an easy way to
re-package the DNA based on their chemical properties.
These insights led Finch and Klug to propose a new higher-order structural model of
chromatin deemed to replace the superhelix model. This new model became known as the
30-nm chromatin ﬁbre model [25]. In this model, nucleosomes are packaged in a solenoid
super-structure where consecutive nucleosomes are adjacent to each other, forming a helical
structure. This model was quickly accepted, since electron microscopy studies at the time
supported the view of chromatin as a 30 nanometer ﬁbre [24].
With the advent of ﬂuorescence in situ hybridization (FISH) in the early 1980s, visual-
ization of the spatial positioning of chromosomal regions became possible. With FISH, hy-
bridization of speciﬁc probes with ﬂuorescent dyes could be used to visualize speciﬁc DNA
regions within the nucleus [26] (see section 1.2.1). These studies conﬁrmed earlier views
that chromosomes were not randomly positioned within the nucleus [27, 28]. Of particular
importance was the visualization of the relative positioning of entire chromosomes, and the
discovery that individual chromosomes seemed to occupy distinct parts of the nucleus, form-
ing so-called “chromosome territories” [29].
1.1.2 A modern view of the structure of chromatin
In the post-genomic era, the focus has shifted from understanding the physical properties of
chromatin, to a more uniﬁed view of how physical and functional properties combine to de-
termine regulatory roles in gene expression and cell differentiation. A major breakthrough
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facilitating such studies came with the chromosome conformation capture (3C) technique that
allows for identiﬁcation of physical interactions linked directly to the underlying sequence.
Many of the resulting discoveries have conﬁrmed the earlier view of chromatin as a dynamic,
yet conserved, structure. However, the emerging view of the physical properties of the chro-
matin ﬁbre is more complex than the 30-nm chromatin ﬁbre of Finch and Klug. It has instead
been proposed that the state of the chromatin ﬁbre in living interphase nuclei resembles a
dynamic, fractal-like polymer, which is capable of undergoing dynamic and rapid changes
without a regular ﬁbre-structure above the 10 nanometer scale [30, 31].
1.1.2.1 The chromosome
One of the most prominent features of eukaryotic chromosomes is the highly orchestrated
way in which they are repositioned and packaged during cell division [9]. It was early rec-
ognized that the centromeres have a special function in chromosomal architecture, since they
serve the function of linking sister chromatids together during mitosis, via the kinetochores.
Also of great importance are the repetitive sequences at the ends of each of the chromatids,
called telomeres, since they protect the chromosomes from destroying genes during end-
degradation during chromosome replication [32]. In Figure 1.2, an overview of some of the
large-scale attributes of eukaryotic chromosomes is given.
The parts of the chromosomes that serve structural functions, such as centromeres and
telomeres are largely composed of what is called constitutive heterochromatin, a highly com-
pact chromatin structure often seen at repetitive regions. Heterochromatin was discovered
due to the fact that compact chromatin was more deeply stained [33], and was speculated
to be gene-poor and largely inactive (“inert”) [34]. Facultative heterochromatin on the other
hand, has been shown to be a much more dynamic structure that can switch from the compact
state to a more open and active state, for example during cell differentiation. Euchromatin
constitutes the bulk of the genome of humans and other mammals and is, in contrast to hete-
rochromatin, mostly rich in genes and often undergoing active transcription. [35].
The precise structural differences between heterochromatin and euchromatin is largely not
understood, even though it is assumed that heterochromatin is deﬁned by a more extensive
looped structure compared to more open regions of the genome that resemble the beads-on-
a-string model. The open chromatin structure allows the transcription machinery, as well as
regulatory proteins, to bind more easily (“accessibility hypothesis”) [35].
1.1.2.2 Chromatin architecture
The more ﬁnely detailed regional differences along chromosomes were not discovered un-
til the late 1960s, when differences in banding patterns due to differential staining afﬁnities
attributed to differences in GC-content of the chromosomes were observed [36]. Today, re-
gional variation in GC-content is seen as a fundamental property of chromatin function, since
several important regulatory roles are directly linked to the GC-content of the underlying
DNA.
DNA methylation One such regulatory function is the covalent addition of a methyl-group
at the cytosine in a CpG dinucleotide. Such covalent DNA methylation modiﬁcations at or
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p arm
q arm
Centromere
Telomere
}
}
Figure 1.2: Schematic illustration of a condensed, replicated chromosome. Chromosome arms are named ac-
cording to their relative length, with p indicating the shorter arm, while q indicates the longer arm of each
chromatid. The telomeres are found as a repetitive sequence at the end of each of the four arms. The cen-
tromere, indicated as a black circle in the center, serves the function of linking sister chromatids together during
mitosis.
around genes have been shown to cause transcriptional repression. Interestingly, since the
methylated cytosine in CpG dinucleotides is prone to mutate into a thymine (to form a TpG
dinucleotide), there is a depletion of CpG dinucleotides in mammalian genomes compared to
what can be expected by pure chance. However, around genes that are required and therefore
expressed in most tissues (housekeeping genes), this depletion is not seen, since CpG din-
ucleotides will almost never be methylated at these positions. Therefore, over evolutionary
time these sites will be the only sites that do not gradually get depleted of CpG dinucleotides
[35]. Such un-depleted regions are known as CpG islands, and are found at approximately
40% of the promoters of human genes [37].
Histone modiﬁcations The histone proteins are also subject to covalent modiﬁcations, such
as methylation and acetylation, typically at their N-terminal tails. These modiﬁcations can
change the charge of the overall chromatin structure, and thereby regulate the degree of com-
pactness of the chain (“charge neutralization model”). Additionally, the combination of var-
ious histone modiﬁcations at a given site could together constitute a “histone code” that reg-
ulates genomic function directly. Finally, the histone modiﬁcations themselves could act as
platforms that facilitate binding of enzymes that alter chromatin such that chromatin altering
feedback loops are initiated (“signalling pathway model”) [38].
Today, a large number of histone modiﬁcations in several tissues and cell-types have
been mapped. Examples of known repressive modiﬁcations (in mammalian genomes) are the
H3K9me3 (and H3K9me2) modiﬁcations that mark heterochromatin, and the H3K27me3
modiﬁcation that marks Polycomb repressed regions (discussed in section 1.1.3.6). Active
regulatory elements known as enhancers are, on the other hand, often marked by H3K4me1,
or various histone acetylations. Active promoter regions, which are often found close to the
transcription start sites (TSS) of genes, are often marked by H3K4me3. Interestingly, pro-
moter regions can also be found in a poised state containing both inactivating and activating
marks, such as DNA methylation, H3K27me3 and H3K4me3 simultaneously. These “biva-
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lent” elements are especially abundant in embryonic stem cells, since many of the genes are
ready to turn on transcription as the cells differentiate into different lineages. Inside the gene-
body, a clear pattern of increasing H3K36me3, and decreasing H3K4me1 downstream into
the gene is often seen. In Figure 1.3, an overview of the various mechanisms that character-
izes the dynamics of chromatin is given [38]. The nucleosomes themselves are also highly
dynamic, and can be unwrapped and repositioned around the histone octamer structure. For
example, nucleosomes are depleted upstream of actively transcribed genes [39].
Insulators The extent of speciﬁc histone modiﬁcations, such as H3K27me3, at genomic
sites, is itself being regulated. A common mechanism for such regulation is through so called
insulator elements. These elements can block the spread of the highly compact structure of
heterochromatin to move into active regions of chromatin, or prevent active regions to spread
into inactive regions causing unwanted expression of genes. Such a chromatin barrier activity
is thought to occur via recruitment of histone acetyltransferases that counter-act the spreading
of repressive chromatin (see section 1.1.2.3). In mammals, the most studied insulator protein
is the CCCTC-binding factor (CTCF) [35, 40] (see section 1.1.3.5, for details).
In addition to barrier activity, insulators have been shown to be able to block looping in-
teractions between enhancers and promoters. This type of insulator function is assumed to
allow regulated activity of cell-type speciﬁc gene expression in different tissues. The mech-
anisms of such enhancer-blocking activity have been largely unknown. Recently, however,
it has been speculated that the activity of CTCF, in combination with cohesin, can achieve
much of its regulatory function via facilitating looping and domain formation (see section
1.1.3.4 for details).
Chromatin states The emerging view of the architecture of chromatin is that of a dynamic
structure with multiple functional states deﬁned by the combinations of histone modiﬁca-
tions, DNA methylation and protein binding patterns on the underlying chromatin [41–43].
Enhancer regions are particularly dynamic, and are also highly abundant with at least 400,000
candidate sites in the human genome. Differences in H3K4 methylation state, acetylation and
DNA-methylation are all thought to cooperate in determining the activity state patterns of in-
dividual enhancers. Speciﬁcally, enhancers marked by both H3K27ac and H3K4me1 are
typically active, while enhancers marked only by H3K4me1 are thought to be primed for
activation. As mentioned previously, a bivalent (or poised) state consisting of a combination
of H3K27me3 (repressive) and H3K4me1 (activating) marks is also seen, and is particularly
present in embryonic stem cells [44].
The exact deﬁnition of chromatin states is not clear, as illustrated by the wide range of
number of states identiﬁed for human data. For example, in a paper by Ernst et al., a total
of 51 distinct chromatin states was found, based on a large set of histone modiﬁcations and
protein binding patterns [42]. Using a similar method on fewer histone modiﬁcations across
nine different cell-lines, the same authors discovered and described 15 different chromatin
states [45]. Similar results have been seen when investigating chromatin states in Drosophila
melanogaster as well. For example, when analyzing the combinatorial patterns of 53 different
chromatin proteins, ﬁve chromatin types deﬁned according to the underlying activity patterns
of the Drosophila genome, was found [43]. In another study, by investigating a set of histone
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modiﬁcations, nine chromatin types were found [46].
Recently, by mapping chromatin states consisting of ﬁve histone modiﬁcations in com-
bination with CTCF and cohesin in 19 individuals, Kasowski et al. were able to show a
remarkable variability in chromatin state patterns between the individuals [47]. The highest
variability was found for active chromatin marks at enhancer states, and at repressive marks
consisting of H3K27me3. Due to the high variability of chromatin states, and the uncertain-
ties in the separation between chromatin states depending on which factors that are assessed,
further research needs to be conducted before the complete nature of the chromatin state
activity patterns along chromosomes is revealed [48].
1.1.2.3 Chromatin dynamics and regulation
The chromatin ﬁbre is regulated and organized via a series of proteins and protein complexes
that alter the various modiﬁcations on histones and on the DNA itself. Such proteins are
known as chromatin architectural proteins (CAPs), and are characterized by their ability to
recognize features on chromatin, such as DNA-methylation or speciﬁc histone modiﬁcations.
The recognition and binding of the CAPs usually involves a structural change in chromatin,
for example by creation of repressive and compacted chromatin. Speciﬁcally, heterochro-
matin protein 1 (HP1) binds to methylated histone H3K9, and thereby recruits a histone
methyltransferase (HMT) enzyme, which further methylates H3K9 in adjacent nucleosomes.
This spread of repressive histone marks (usually until an insulator element is reached) causes
the chromatin to be tightly packed and inaccessible [49].
A similar mechanism is seen with the Polycomb group proteins (PcG), which recognize
H3K27 and induce methylation. This is done by the PRC2 complex that catalyzes methyla-
tion on H3K27, which in turn is recognized by the PRC1 complex, and binds to the methy-
lated histones. The PRC1 complex then catalyses further H3K27 methylation on adjacent
nucleosomes. Interestingly, the methylated histone H3 will be partially inherited during cell
division such that the PRC1 complex can maintain the repressive chromatin marks in the
daughter cells as well. However, as differentiation proceeds and repressed genes are needed,
the H3K27 methylation is lost and will no longer be maintained [35, 49].
Certain CAPs can also bind to methylated DNA, as for example methyl-CpG binding
protein 2 (MeCP2). This protein binds speciﬁcally to methylated CpG, which causes a tightly
packed and closed chromatin structure, and consequently transcriptional repression. Binding
of MeCP2 results in the recruitment of histone deacetylase (HDAC) that induces the removal
of (activating) acetyl groups from histones, further de-activating the chromatin structure [35].
There are also examples of CAPs that activate and open chromatin, such as histone acetyl-
transferases (HATs). These multi-protein complexes do the opposite job of HDACs, by acety-
lating lysine residues on histones, which reduces (neutralizes) the net positive charge on the
histone molecules. Many proteins involved in activation of gene expression have been shown
to induce HAT activity, and to be capable of acetylating histone molecules [35].
The mechanistic understanding on the effect of such chromatin changes is not complete.
However, two different, yet overlapping, models exist of these effects. In the “direct” model,
alterations in the chemical composition (acetylation, methylation etc.) of histone molecules
change the compaction of the chromatin ﬁbre, making the DNA accessible to the transcription
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machinery, including transcription factors. In the “effector-mediated” model, the effector
proteins are instead thought to “read” the shape and chemical composition of the histones
and their modiﬁcations, and act accordingly by initiating downstream processes, such as
recruiting other chromatin protein complexes [50].
The linker histone H1 itself is also of major importance for stabilizing the overall structure
of chromatin, even though it is not part of the histone octamer directly (see Figure 1.1).
The presence of histone H1 is believed to be of importance for maintaining a tightly packed
structure, and it has been shown that regions enriched in H1 are generally not transcribed,
while depleted regions tend to be more accessible and transcribed [35].
lncRNAs There is increasing evidence that long non-coding RNA (lncRNA), non-protein-
coding RNA transcripts of more than 200 nucleotides, can regulate the structure and function
of chromatin in several ways. One of these mechanisms is via so-called natural antisense
transcripts (NATs), which are lncRNAs transcribed from the antisense DNA strand of other
RNA transcripts. These complementary sequences can then bind to DNA, via base comple-
mentarity or secondary structures, to act as scaffolds to recruit histone-modifying enzymes
that themselves lack speciﬁc DNA-binding domains. In this way, chromatin modiﬁcation is
thought to be able to act in a site-speciﬁc manner [51]. Typically, by recruiting repressive
epigenetic factors such as Polycomb complexes, lncRNAs can act in a repressive manner
(see also the next section). However, lncRNAs can also be found at independent loci, and be
transcribed directly, without antisense transcript mechanisms.
Recently, activating functions of lncRNA have also been found. It has been speculated
that a possible mechanism may be through activation in cis, by recruitment of transcriptional
activators, or by interaction with the Mediator complex to facilitate physical looping between
the transcribed lncRNA locus and the target promoter. Indeed, transcription from lncRNA
loci has been shown to be highly abundant. Such lncRNA loci have also been shown to
be associated with enhancer elements around mammalian genomes, and transcription from
enhancers has been suggested to be a general feature [52–54].
X-chromosome inactivation The most studied example of repressive regulation via lncR-
NAs is X-chromosome inactivation (XCI) in mammals [55]. In XCI, one of the two copies
of the X-chromosomes in female differentiating cells become inactivated to compensate for
the dosage effect of having twice as many X-chromosome genes as male cells. It was early
established that the inactivated X-chromosome is much more compact (Barr body), and that
this is the result of a compact chromatin structure via repressive and inactivating chromatin
modiﬁcations. The inactivating histone modiﬁcations are established via the X-inactive spe-
ciﬁc transcript (XIST), which is a large lncRNA encoded at a region called the X-inactivation
center on the X-chromosome of mammals. Multiple copies of XIST are expressed exclu-
sively on the inactive X-chromosome, which in turn binds and coats the X chromosome it
is transcribed from. The binding of XIST recruits protein complexes, such as Polycomb,
that modify the histones, and remodels the chromatin into a tightly packed heterochromatin
structure [35].
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Figure 1.3: Architectural features of chromatin. Broadly, chromatin can be divided into euchromatin and het-
erochromatin, indicated at the left. Euchromatin constitutes a highly dynamic structure regulated by both ac-
tivating and repressive histone modiﬁcations. Top: Bivalent chromatin, poised for transcription, marked by
activating (H3K4me3) and repressive (H3K27me3) histone modiﬁcations simultaneously. Middle: Promoter
regions are marked by activating histone modiﬁcations such as H3K4me1-3 and acetylation, while enhancers
are marked by H3K4me1 in addition to other active histone modiﬁcations. Actively transcribed genes are
marked by H3K36me3 at the 3’ end, and by monomethylation of several histones at the 5’ end. Bottom: Hete-
rochromatin, consisting of a compacted structure marked by repressive histone modiﬁcations such as H3K9me3
and H3K9me2. DNA methylation (red circles) is found throughout chromatin, except at particular CpG islands
of active promoters and possibly enhancers. Reprinted by permission from Macmillan Publishers Ltd: Nature
Reviews Genetics [38], copyright (2014).
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1.1.3 Genomes in 3D
Even though scientists imagined the importance of the three-dimensional (3D) positioning of
genomic elements from early on [27], and the FISH technology allowed for visualization of
the positioning of speciﬁc sites within the nucleus [26], it was not until the introduction of the
chromosome conformation capture (3C) techniques [56] that the 3D positioning of genomic
elements were fully taken to the post-genomic era. In 3C, and similar high-throughput adap-
tations, interaction frequencies can be quantiﬁed between selected regions in the genome (see
section 1.2 for an in-depth discussion).
1.1.3.1 Radial positioning of genomic elements
The emerging evidence of the existence of non-random organization of chromosomes into
territories [29], gave rise to the speculation that the relative positioning of chromosomes and
genes was important for how the genes were regulated. One of the earliest indications that this
could be the case came from studying the relative positions of human chromosomes 18 and
19 using FISH. Chromosome 18 is known to be gene-poor, low in CpG content, and generally
associated with low-activity histone marks, while chromosome 19 on the other hand is known
to be generally active and gene-rich. Interestingly, chromosome 19 was shown to occupy
central parts of the nuclear space, while chromosome 18 was shown to be positioned towards
the periphery [57]. The tendency of gene-dense chromosomes to be more central, while gene-
poor chromosomes are more peripheral has later been conﬁrmed for all human chromosomes
[58]. Additionally, the same pattern has been seen for gene-dense and gene-poor parts of
chromosomes [59]. This radial positional principle was later shown for individual loci, such
as α-globin or HoxB, as well [60, 61], where genes are repositioned towards the centre of the
nucleus upon activation. The emerging picture is much more complex, however, since many
examples of gene repositioning without clear regulatory effects have also been found [62].
1.1.3.2 Transcription factories
Another important aspect related to radial gene positioning is the idea that genes can cluster
themselves spatially within the nucleus in order to be transcribed in a concerted fashion (see
Figure 1.4). This type of gene arrangement, called a transcription factory, has been speculated
to be formed as a way for genes to reposition themselves in local regions with high concen-
tration of polymerases [63–66]. The existence of transcription factories today is not disputed,
however the exact consequences of these gene clusters are not completely understood [67].
Current evidence suggests that somewhere between a few hundred to several thousand tran-
scription factories form for each cell, with a clear enrichment of elongating polymerases at
each site [67, 68]. The factories are thought to form during cell-differentiation upon activa-
tion, and remain even after the genes in the factory are no longer active [69]. Genes found
to be proximal have been shown to be more correlated in terms of their expression [70],
and simulation studies have shown that it is theoretically possible for as many as 80% of
co-expressed genes to be spatially proximal [71]. Evidence of specialization of individual
transcription factories, such as clustering of genes that belong to the same pathway has been
sparse [67]. However, spatial clustering of active globin genes in mouse and human cells has
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Figure 1.4: Transcription factory. Clusters of active genes (red arrows) found proximal in the genome, sharing
access to RNA polymerase (purple) and transcription factors (blue and yellow).
been reported [66].
Evidence of specialization of transcription factories was also found in a study where
mouse globin genes in erythroid tissues were analyzed using a modiﬁcation of the chromo-
some conformation capture-technique, utilizing microarrays for quantiﬁcation (see section
1.2.4) [72]. In that study, the authors found evidence for clustering and co-localization of
genes regulated by the erythroid transcription factor Klf1. Interestingly, by using knock-out
mice, the authors were also able to show that Klf1 was required for the formation of Klf1-
associated transcription factories.
A well-known transcription factory-like organization of transcribed ribosomal RNA (rRNA)
genes, localized in the nucleolus, has been studied extensively. The nucleolus is a dense
structure found within the nucleus of eukaryotic cells, which forms at speciﬁc chromosomal
regions. In the early 1960s, it was shown that the nucleolus is the site of ribosomal RNA
synthesis and processing, in addition to ribosome production [73]. In human cells, this hap-
pens via clustering of ∼40 rRNA genes found on ﬁve different chromosomal locations that
are transcribed in a concerted fashion by RNA polymerase I [74].
Interestingly, recent studies have characterized nucleoli as more than simply rRNA syn-
thesis loci. In a study where DNA associated with nucleoli was sequenced genome-wide, the
authors identiﬁed 97 chromosomal regions, encompassing around 4% of the human genome,
as associated with nucleoli. These regions, called nucleolus-associated chromatin domains
(NADs), were shown to be associated with repressive histone marks and lower gene expres-
sion. Some of the regions showed overlap with regions previously shown to interact with the
repressive environment of the peripheral part of nucleus, called the nuclear lamina (discussed
next), indicating that repressed genomic regions categorize into several distinct classes [48,
75, 76].
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1.1.3.3 Nuclear lamina interactions
The nuclear lamina has long been recognized as important for the structure of the chromatin
ﬁbre [77, 78]. The nuclear lamina is a protein meshwork associated with the inner membrane
of the nucleus, particularly rich in ﬁlament proteins called A- and B-type lamins deﬁned ac-
cording to sequence homology and biochemical properties. The lamins interact with proteins
bound to the nuclear membrane and provide both structural and regulatory functions. A-type
lamins are expressed in a cell-type speciﬁc manner, while B-type lamins seem to be more or
less constitutively expressed. Additionally, it has been shown that A-type lamins are present
throughout the nucleus, while B-type lamins seem to have a more stable localization at the
nuclear periphery [79, 80]. Experiments where genes have been artiﬁcially tethered to the
periphery have been conducted, but with varying results, since de-activation of genes was
sometimes seen [81, 82], but other times not [83].
Consistent with the ﬁnding that inactive, gene-poor parts of chromosomes tended to reside
towards the nuclear periphery, Guelen et al. showed that maps of B-lamin-associated regions
throughout the genome were consistently gene-poor, had low gene expression, and were as-
sociated with repressive histone modiﬁcations [84]. Interestingly, these authors also showed
that the lamina-associated regions occurred in domains of typical size in the range 0.1-10
megabases. The authors called these regions lamina associated domains (LADs). They also
found that the borders of the LADs were demarcated by CTCF, suggesting that LAD structure
could be partially deﬁned by binding of insulator elements.
1.1.3.4 Domain organization of the genome
The idea that chromosomes are organized in a domain architecture has been considered ever
since the discovery of differential staining patterns and their relationship with the underlying
GC-content. Originally, such segmentation was attributed to the theory of “isochores”, where
local differences in stretches of alternating GC-content along mammalian chromosomes were
described. It was early noted that gene-density tended to be higher at regions with high GC-
content, and that such gene dense regions were occupied by more actively expressed genes
[48].
Compartments The domain organization of the human genome was conﬁrmed and ex-
panded in a landmark paper by Lieberman-Aiden and colleagues in 2009 when they were able
to probe the structure of the entire human genome by coupling chromosome conformation
capture to high-throughput sequencing [85], using a method called Hi-C (discussed in sec-
tion 1.2.6). In Hi-C, contact frequencies between bins covering the entire genome are quan-
tiﬁed using paired-end sequencing, giving interaction matrices of all-versus-all bins. One of
the most striking results in this study was that the human genome appeared to be organized
into two separate compartments that the authors called A (or open) and B (closed) compart-
ments (see Figure 1.5). These compartments were larger than the previously described LADs,
with a size range between ∼1-10 megabases. Intriguingly, the authors demonstrated that ge-
nomic interactions formed mostly within compartments, and much less frequently between
compartments. Additionally, the A compartments were associated with open chromatin and
gene-dense regions, while B compartments were associated with gene-poor, inactive regions.
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In a follow-up study, re-analyzing the same Hi-C data with improved computational meth-
ods, the authors revealed that in addition to a binary categorization into A and B compart-
ments, patterns of interaction frequencies was found related to underlying properties of chro-
mosomes in a more continuous manner. For example, the relative positions along chromo-
some arms, with increased interaction frequency near centromeres and near telomeres, were
found to be important factors, conﬁrming earlier studies showing that centromeres (as well
as telomeres) tended to be co-localized in 3D [86].
In a similar study, Yaffe et al. [87] showed that human chromosomal regions could be
categorized into three classes of interaction frequencies, one deﬁned by high activity and
corresponding well with previously deﬁned active domains, while inactive chromatin could
be subdivided into two states deﬁned according to the relative positioning on chromosome
arms. One of the inactive classes was found to be close to centromeres, while one was close
to telomeres.
TADs Recently, using Hi-C at a much higher resolution than the original study, Dixon et
al. where able to show that the genome is folded into further domain structure, called topo-
logically associating domains (TADs), within the previously discovered compartments [88].
These ∼900kb sized domains were found to occupy ∼91% of the genome, and are charac-
terized by a much higher within-domain interaction frequency compared to between domains
(see Figure 1.5). Interestingly, the authors found that the domain borders were demarcated
by CTCF, similar to the previously described LADs. The TADs were found to be related to,
but not identical to the LADs. For example, the authors found that the TAD boundaries often
marked the transition between LAD and non-LAD parts of the genome, or A and B compart-
ments. Mapping of TADs was performed for undifferentiated and differentiated cells from
both human and mouse, to be able to compare across the cell-lines. The TAD organization
proved remarkably stable across the cell types, and was also highly conserved between human
and mouse, suggesting an evolutionary conserved and important function of this organization.
Even further, lower-order domain organization, into so-called sub-TADs, has been de-
scribed [89]. Phillips-Cremins and colleagues applied a high-resolution chromosome confor-
mation capture technique, called 5C (discussed in section 1.2.5), to zoom in on the structures
within larger TADs at selected regions in the genome. The identiﬁed sub-TADs were found
to sometimes be cell-type speciﬁc, and other times constitutive. The authors proposed that
binding of CTCF and cohesin results in the creation of boundary elements between TADs, but
additionally that CTCF and cohesin create subdomains (sub-TADs) by anchoring constitutive
interactions around genes with cell type-speciﬁc expression.
In a recent study, Nora et al. [90] studied and compared TAD composition around the
X-inactivation center (see section 1.1.2.3) in murine cells. In that study, the authors found
that disruption of a boundary between two TADs caused both changes in contacts around this
boundary, and misregulation of associated genes. Interestingly, during cell differentiation, the
authors noticed that some individual TADs became associated with the lamina (LADs, see
section 1.1.3.3). This led the authors to propose that TADs constitute a modular framework
where chromatin structural changes can occur. Also, gene-expression proﬁles were found
to be highly correlated within TADs, as opposed to between TADs, indicating that regula-
tion of genes via cis-regulatory elements may happen in a coordinated fashion within TADs.
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Taken together, these ﬁndings hint at the importance of such genomic domain organization in
shaping the local regulatory landscape of genomes.
Replication timing and replication domains The replication program of eukaryotic chro-
mosomes is a tightly regulated process where multiple replication origins initiate replication
at speciﬁc times in an orderly progression throughout the S phase of the cell-cycle. The re-
lationship between GC-rich regions, transcriptional activity and replication timing has long
been known [92], and it was early noted that late replicating regions tend to be positioned
near the periphery of the nucleus, while early replicating regions is more randomly localized
[93]. Also, the fact that the replication program is organized in domains has been recognized
as an important factor [94].
With genome-wide high-throughput genomic methods, replication timing proﬁles have
been mapped extensively and comprehensively throughout many tissues and across species.
In such studies, the domain organization of replication timing has been conﬁrmed. Inter-
estingly, by comparing across several tissues, Hansen et al. [95] were able to distinguish
domains that were constant across cell-lines, and domains that were dynamic (“plastic”). Re-
markably, the plastic domains were found to cover almost 50% of the human genome, hinting
at a tightly regulated cell-type speciﬁc replication timing for a large part of the genome. Fur-
ther analysis of genome wide replication timing proﬁles has revealed that constitutive replica-
tion timing proﬁles are evolutionary conserved across human and mouse [96]. Interestingly,
however, also cell-type speciﬁc replication timing changes were found to be similar when
comparing related cell types across species. These cell-type speciﬁc changes were, in both
species, found in units of 400-800 kb.
Ryba et al. also compared the replication timing proﬁles with Hi-C data from Lieberman-
Aiden et al. [85], and found a remarkable correlation with the A and B compartments, in-
cluding cell-type speciﬁc patterns. The correlation between Hi-C and replication timing was
the strongest signal identiﬁed of all epigenomic features compared, leading them to conclude
that replication timing occurs in spatially separate nuclear compartments. Similar results
were later reported by Yaffe et al. [97]. Several authors have also found a striking 3D co-
localization between DNA replication origins, again indicating the tight relationship between
chromatin 3D structure and replication [98, 99].
Domains as a basis of genome regulation The correlations of domain structure across cell-
types and species from various sources of epigenomic data has led to the need of a unifying
view of chromatin organization. Recently, several authors have posed TADs as the candidate
for the structural basis for large parts of the regulatory landscape of genomes [100]. The
current view states that groups of active TADs combine to form A compartments, while
groups of inactive TADs combine into B compartments (see Figure 1.5).
Certain histone modiﬁcations (notably repressive modiﬁcations such as H3K9me2 and
H3K27me3) tend to be found in blocks of similar sizes as TADs [101, 102]. The fact that
boundaries of TADs and repressive histone modiﬁcation domains often coincide hints to a
mechanistic link between the two. Also, borders of LADs often coincide with borders of
TADs [88], and disassociation of entire TADs from the nuclear lamina could explain why
differences in LAD structure between cell-types often are found in TAD-sized units. A similar
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Figure 1.5: Domain architecture of the genome. Top left: Heat map visualization of a Hi-C dataset from a
selected genomic region, with compartments illustrated by the interaction preference between regions in the
genome. Top right: Schematic illustration of A and B compartments, showing high degree of interactions
between A compartments, and similarly between B compartments, but few interactions between A and B com-
partments. Bottom left: Zooming in on one of the compartments allowing visualization of TADs recognized as
squares along the diagonal of the Hi-C heat map. Bottom right: Schematic illustration of the chromatin topol-
ogy of TADs, showing high degree of interactions within TADs, but few interactions between TADs, resulting
in smaller domains within each compartment. Reprinted by permission from Macmillan Publishers Ltd: Nature
Reviews Genetics [91], copyright (2014).
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mechanism could explain why differences in replication timing happen in similarly sized
units [100].
1.1.3.5 Boundary elements and genome organization
CTCF CCCTC-binding factor (CTCF) is a constitutively expressed protein containing an
11-zink ﬁnger DNA-binding domain. Using high-throughput methods, binding sites of CTCF
have been mapped extensively in several tissues and species. Such studies have revealed
up to ∼50000 binding sites throughout the genome, approximately half of which seem to
be shared between cell types [103–105]. While CTCF initially was considered mostly as
a transcription factor capable of activation or repression of gene expression, today a large
number of important regulatory functions of this protein has been identiﬁed.
One of the most prominent features of CTCF is its ability to function as an insulator ele-
ment by blocking physical interactions between enhancers and promoters, and to prevent the
spread of repressive chromatin (H3K27me3) into surrounding genomic regions [106]. This
insulator role of CTCF was conﬁrmed when considering genome-wide binding of CTCF, even
though only a small subset of bound CTCFs was found at repressive chromatin boundaries
[105].
The enhancer-blocking activity of CTCF has also been studied in light of genome-wide
CTCF binding data. In a computational study, Xie et al. compared the correlation of gene
expression of pairs of genes separated by CTCF sites with pairs of genes not separated by
CTCF sites. In the study, the authors found that gene pairs not separated by CTCF were much
more correlated than CTCF-separated genes, which had correlation close to background level
[107].
Recently, a third role of CTCF has been emerging. Several studies comparing genome-
wide 3D interactions and CTCF-binding sites have shown that sites bound by CTCF are
co-localized in 3D, suggesting that CTCF can act as a facilitator of chromatin contacts [108,
109]. In a pioneering study, Handoko et al. used a technique called ChIA-PET (discussed
in section 1.2.7) to map physically interacting CTCFs genome wide in mouse embryonic
stem cells [110]. They identiﬁed ∼1500 intrachromosomal and ∼300 interchromosomal in-
teractions between sites bound by CTCF across the genome. Interestingly, they revealed that
epigenomic patterns at the boundaries of interacting pairs of CTCFs were markedly differ-
ent from non-interacting CTCF pairs. By comparing the identiﬁed CTCF-loops with LADs,
they identiﬁed a depletion of loops within LAD units. At LAD borders on the other hand,
loops seemed much more enriched, indicating that CTCF binding is associated with LAD
formation.
In addition to being involved in facilitating 3D contacts, CTCF has been shown to be
capable of regulating transcriptional pausing of polymerase at speciﬁc promoters. Such ac-
tivity is thought to be caused by CTCF’s ability to stabilize long-range interactions that can
interfere with the elongation of the polymerase [40].
Binding of CTCF has been shown to be regulated both by epigenetic and protein binding
interaction mechanisms. Speciﬁcally, DNA methylation of the regions around CTCF-binding
sites has been shown to repress binding of CTCF, thereby suggesting a mechanism for cell-
type speciﬁc control of the action of CTCF. Interactions between CTCF and other regulatory
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proteins may be yet another mechanism by which CTCF-activity can be controlled [40].
Cohesin Several papers in 2008 reported that CTCF binding sites were co-occupied by
cohesin, a protein complex known to regulate the cohesion of sister chromatids during cell
division [111–113]. This was a major indication that CTCF and cohesin together were respon-
sible for establishing long-range 3D contacts in the genome, and the characteristic ring-like
structure of some of the subunits of cohesin even indicated a possible function of cohesin
as a stabilizer of chromatin loops via trapping the two DNA strands inside the ring [114]. It
was observed that cohesin could bind to DNA even after CTCF had been depleted, but with
reduced afﬁnity and with non-speciﬁc positioning, indicating that CTCF acts as a recruiter of
cohesin which in turn is responsible for chromatin loop formation and insulator functionality
[113].
This theory was reﬁned as Zuin et al. interrogated the effect on physical chromatin in-
teractions by depleting cells of either cohesin or CTCF [115]. In that study, a general loss
of chromatin 3D interactions was seen upon depletion of cohesin, but without affecting the
borders of TADs. Interestingly, however, depletion of CTCF both reduced the occurrence
of 3D interactions and increased the interactions between TADs. This indicates that cohesin
has a main role in establishing 3D interactions within TADs, while CTCF is important for
the segregation of TADs. CTCF and cohesin binding cannot be the only factors establishing
boundaries of TADs, however, since only∼15% of CTCF binding sites across the genome are
associated with TAD boundaries, and the rest are present within TADs. It has been suggested
that CTCF binding within TADs is primarily involved with mediation of cell-type speciﬁc
short-range contacts [40].
1.1.3.6 Cis-regulatory interactions
In addition to the insulator-mediated loops responsible for formation of domains that were
discussed in section 1.1.3.5, at least three other classes of physical interactions in cis occur in
mammalian genomes [116]. These additional three classes are responsible for transcriptional
activation, transcriptional repression and recycling of transcription, respectively, and will be
discussed separately in this section.
Enhancer-promoter interactions - transcriptional activation One of the most widely
studied classes of genomic 3D interactions has been the interactions between regulatory ele-
ments, such as promoters and enhancers, causing activation of transcription in tissues where
interactions occur. The exact mechanism of how promoters and enhancers could combine
to activate transcription was debated at the end of the 20th century [117, 118]. In the post-
genomic era, and with the arrival of the 3C-based techniques, however, the looping model
seems to be favored [119]. In this model, proteins, including transcription factors with afﬁnity
to motifs on the DNA, bind to the enhancer region, forming an enhanceosome which has afﬁn-
ity to proteins bound at the promoter. This causes them to form a loop between themselves
via binding of the two protein complexes. Additionally, the activation of transcription at
the promoter often requires the binding of coactivator proteins (without having DNA-binding
competency themselves) to the promoter site to act as histone modiﬁers to further enhance the
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activity of the promoter [44]. Also, enhancers can themselves recruit the basal transcriptional
complex (including polymerase II), poising the activation of the promoter target until activa-
tion signals cause the complex to be transferred to the promoter. The action of enhancers can
occur at distances as large as 100 kilobases or more, and can occur either upstream or down-
stream relative to the promoter, and can even be positioned within the transcription unit itself.
Enhancers are also able to activate multiple promoters, and can combine with other enhancers
to activate a single promoter [35]. Interestingly, recent evidence based on 5C methodology
(discussed in section 1.2.5), applied to 1% of the human genome, has shown that only ∼7%
of looping interactions are with the nearest gene [120]. Additionally, the same article noted
that even though enhancers could be located in any direction relative to the promoter, a bias
towards elements being located ∼120 kilobases upstream of the promoters were found. The
same article also found evidence for several complex networks of interacting promoters and
enhancer elements with functional effects on gene expression.
The observation that looping between active genes and regulatory elements often involves
several genes and regulatory elements led to the “active chromatin hub” (ACH) theory. In this
model, spatial units of multiple regulatory DNA elements, together with corresponding genes,
cluster at certain sites, in effect establishing independent expression domains [121].
One of the most well-studied systems of the effect of cis-interactions is the mouse β-
globin locus. At this locus, several studies where 3C (discussed in section 1.2.3) has been
applied show interactions between an upstream regulatory region called the Locus Control
Region (LCR) and active β-globin genes, while no such interactions have been found in
tissues where these genes are not expressed [122]. Interestingly, the LCR contains several
DNase I hypersensitive sites (HS) that modulate different expression patterns of the four dif-
ferent β-globin genes throughout development [123], all controlled via looping of different
HSs to different genes at different developmental stages [124]. Similar LCR elements have
been found in a large number of other regions, including the α-globin cluster, the major histo-
compatibility locus, the immunoglobulin heavy chain locus, and many others [125]. Another
notable example is the TH2 LCR, where interactions between a promoter region of the IFN-γ
gene on chromosome 10 is controlled by regulatory regions on a separate chromosome [126].
While such interchromosomal regulatory interactions are rare, several examples have been
found [127–129].
Several genome-wide studies of promoter-enhancer interaction, utilizing 3C technology
coupled with next-generation sequencing (see sections 1.2.6 and 1.2.7), have been performed.
In a recent study, a high-resolution dataset of interactions in a human ﬁbroblast cell-line
(IMR90) revealed that transient enhancer-activation in the same cell-line did not induce loop-
ing between those enhancers and their promoter targets. Instead, loops between enhancers
and promoters seemed to be present before activation. By comparing between cell-type
speciﬁc enhancers in human embryonic stem cells (hESC) and IMR90, however, promoter-
enhancer interactions seemed to be highly cell-type speciﬁc. This led the authors to speculate
that cell-type speciﬁc promoter-enhancer looping forms an additional layer of regulation de-
termining the actual transcriptional outcomes in the different cell-types.
Regulatory interactions do not necessarily occur between a single enhancer and a pro-
moter, however. For example, Li et al. [130] used ChIA-PET to map regulatory interactions
involving RNA polymerase II (RNAP II), and found extensive and widespread clusters of
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promoter-centered chromatin interactions throughout the genome for several different cell-
lines. In that study, most interactions were found to be involved in a complex of interactions
between several promoters and enhancers.
Polycomb-mediated looping - transcriptional repression As was discussed in section
1.1.2.3, the Polycomb complex induces the formation of closed and repressive chromatin by
promoting the spread of repressive histone modiﬁcations. Interestingly, examples exist where
repression of Polycomb is mediated by complex higher-order structures, where Polycomb re-
sponse elements (PRE) and repressed genes are clustered to impose a repressed state [131].
Using 4C (discussed in section 1.2.4) Bantignies et al. [132] demonstrated that two Hox loci
in Drosophila separated by 10 megabases on the same chromosome were co-repressed by
association with PcG proteins. This repression was shown to be caused by looping of these
two sites mediated by PcG, contributing to the speciﬁcation of body structures in Drosophila.
Similar repressive associations of PcG and distal repressed regions have also been found in
human cells [133, 134]. The purpose of forming such PcG chromatin hubs has been specu-
lated as serving to create nuclear compartments depleted of transcription factors and RNAP
II in order to bring about stable maintenance of chromatin silencing [132].
Promoter-terminator looping A third, but much less understood class of chromatin loop-
ing interactions, are interactions between the promoter and the 3’ terminator sites of genes
transcribed by RNAP II. Initially, such loops were described in yeast [135], and were spec-
ulated to provide an efﬁcient way for the same polymerase molecule to reinitiate at the pro-
moter site right after transcriptional termination [136]. Such polymerase re-cycling has been
speculated to be essential for sustaining continued transcription for certain loci [137].
Similar interactions have been described in mammalian cells. For example, the well-
studied tumor supressor gene BRCA1 has been shown to form loops between the promoter
and terminator site [138]. In mammals, however, the mechanisms and regulatory conse-
quences of promoter-terminator loops seem much more complex [119]. Even though it has
been speculated that similar re-cycling mechanisms are present in mammals, other theories
such as maintenance of repressed states [138], regulation of elongation and splicing [139]
and maintenance of active transcription, have been proposed [140].
1.1.3.7 The dynamic genome
A fundamental property of the three-dimensional architecture of the genome, is its dynamicity
and variability across cells, caused by differences in cell-cycle progression, differentiation
stage, transcriptional status and general stochasticity [141–143].
While large-scale chromatin motion is usually observed to be partially constrained [144],
FISH analyses of selected loci typically show a high degree of variability of genome organi-
zation across cells [116, 145, 146].
With 3C-based technologies, however, the resulting data are derived from an average of
millions of cells [146]. Computational modelling of chromatin structure based on such data
can be used to quantify the degree of variability of structures, and typically shows that clusters
of structural ensembles are needed to explain the observed averages [146, 147]. Techniques
20 INTRODUCTION
such as TCC (discussed in section 1.2.6), where technical noise in the data is reduced, still
show that a population of structures is needed to explain the data [148].
Recently, a novel technique called single cell Hi-C (discussed in section 1.2.6), made it
possible to map genome-wide 3D interactions in individual cells [149]. In that study, Nagano
et al. performed single cell Hi-C on 60 different mouse CD4+ cells, and found that TADs
were consistently conserved across the cells. Importantly, the TADs mapped in single cells
were shown to correspond to TADs found using conventional “ensemble” Hi-C methodol-
ogy. However, even though interactions within TADs were highly conserved, interactions
between TADs (inter-domain interactions) were found to be variable between the cells. Also,
the results indicated that each chromosome contacts a limited and constant number of other
chromosomes in single cells, but with high variability across cells.
The dynamicity of chromosomes does not only manifest itself across different cells, but
also over time during the cell-cycle. While the structure of the genome during interphase
has been found to be highly compartmentalized into for example TADs, the structure of
chromosomes during mitosis has until now only been studied in the microscope. However,
recently, Naumova et al. [150] mapped the structure of human chromosomes in different cell-
cycle stages of HeLa cells using both Hi-C and 5C. In that study, two distinct folding states
were found. While domain-type architecture, such as A and B compartments and TADs,
were present during interphase as had previously been shown, the metaphase chromosomes
adopt a folding state where the domain architecture is completely lost. To account for the
observed metaphase structures, which where shown to be similar across all chromosomes,
the authors proposed a chromatin architecture where the chromatin ﬁber is linearly organized
and compacted in a two stage process.
1.1.3.8 Chromatin and disease
Mutational events at enhancer elements provide one of the most direct links between chro-
matin architecture and outcome of disease. Several examples of mutations at enhancer ele-
ments found distal from the affected genes have been found. For example, a single nucleotide
polymorphism (SNP) at an enhancer element found ∼335 kb from the MYC proto-oncogene
target has been shown to increase binding of a transcription factor at the enhancer element.
This increased binding afﬁnity was shown to enhance expression of the MYC gene in col-
orectal cancer [151]. Other mutational events, such as insertions/deletions and structural vari-
ations, have also been shown to alter gene expression by affecting the regulatory targets of
genes [152].
Several links between the three-dimensional architecture of chromatin and disease have
been made in the recent years. For example, by using Hi-C data, Engreitz et al. were able to
show that regions involved in translocation events were proximal inside the nucleus, pointing
to a causal role of chromatin contacts and translocations [153]. For example, speciﬁc translo-
cation partners often found in certain cancers were found to be closer to each other than
expected by chance. In that study, the authors found evidence for both tissue speciﬁc and
constitutive features of chromatin structure determining rearrangements in human disease.
Similarly, it was shown in two independent studies that somatic copy-number alterations
in cancer are highly correlated with spatial proximity [154, 155]. In both papers, the authors
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showed that genomic regions found spatially proximal in the nucleus were more likely to
form copy number alterations. Since copy-number alterations are one of the most common
alterations found in cancer, this points to a central role of genomic 3D architecture in cancer
formation and outcome.
Additionally, somatic mutation events have been shown to be highly correlated with chro-
matin features and organization. Speciﬁcally, it was recently shown that compact, heterochromatin-
associated parts of the genome was much more likely to exhibit somatic mutations across
several cancer cell-lines [156]. Again, this could point to causal links between chromatin
structure and mutational events.
Large-scale chromatin architecture alterations involving changes in heterochromatin have
also been studied. Particularly, mutations in genes coding for lamina proteins (see section
1.1.3.3) have been linked to several diseases known as laminopathies. In these types of dis-
orders, a range of clinical symptoms have been described, including muscular, neurological,
lipodystrophic and related to accelerated ageing [157]. Several of these disorders, caused by
mutations in one of the lamina proteins, have been shown to signiﬁcantly alter heterochro-
matin composition by causing abnormalities in the nuclear periphery [158].
Several additional examples of epigenetically linked neurodevelopmental and neurode-
generative disorders have also been mapped in the recent years [159]. It has been speculated
that such disorders arise due to misregulation of chromatin composition and structure in the
brain [160].
1.2 Molecular techniques
In the last decades, a range of novel techniques for analyzing the architecture of chromatin
has been developed. Particularly, the coupling of next-generation sequencing to traditional
chromosome conformation capture techniques has revolutionized the possibilities of explor-
ing genomic 3D interactions in detail [161]. In this section, the most important methods for
studying genomic 3D architecture will be discussed, focusing on the 3C-based technologies
that are most relevant to this thesis.
1.2.1 Fluorescence in situ hybridization (FISH)
FISH is a combined molecular and cytological approach where ﬂuorescently labeled DNA
probes are hybridized to complementary sequences on chromosomal preparations ﬁxed on
slides. The probes are then visualized using microscopy. FISH has been available for several
decades, but is still widely used both in research and diagnostics. The wide usage of FISH
is attributed to the fact that it provides spatial information at intermediate degree resolutions
in single cells, and that it is relatively easy to apply. Techniques utilizing FISH are still
being reﬁned and diversiﬁed into more specialized versions, and the three most widely used
FISH variants in 3D genome analysis are Cryo-FISH, 3D-FISH and Immuno-FISH, which
are summarized below. This section is based on descriptions given in [162].
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1.2.1.1 Cryo-FISH
In Cryo-FISH, ultra thin cryosections of ﬁxed cells are analyzed using two-dimensional mi-
croscopy. This allows for much better resolution than conventional FISH methods, and has
therefore been used for validation of ﬁndings based on long-range interactions found using
3C-technologies. Cryo-FISH can visualize spatial relationships between chromosome terri-
tories.
1.2.1.2 3D-FISH
3D-FISH uses cross-linking to preserve nuclear architecture, and visualization of results re-
quires confocal laser-scanning microscopy. 3D-FISH can visualize the relative positioning
of chromosomes and sub-chromosomal regions, and has been used to visualize all human
chromosomes inside nuclei [163].
1.2.1.3 Immuno-FISH
In Immuno-FISH, standard FISH is combined with immunoﬂuorescence to visualize both
DNA and proteins simultaneously. This method can be used to investigate co-localization of
genomic elements in subnuclear bodies in interphase nuclei.
1.2.2 Next-generation sequencing
With the advent of next-generation sequencing, traditional Sanger-based sequencing tech-
niques, based on radioactively (or ﬂuorescently) labeled dideoxynucleotides, have in many
cases been replaced. Next-generation sequencing approaches allow the sequencing to be done
in parallel such that millions of sequences can be interrogated simultaneously based on clonal
ampliﬁcation of DNA fragments. To achieve this, the sequences are often spatially separated
on plates or slides, and interrogated using a high-resolution camera. Several technologies
are available, including 454 (Roche Diagnostics), SOLiD (Applied Biosystems), and Solexa
(Illumina). Most next-generation sequencing technologies allow for paired-end sequencing,
where the two ends of the same DNA molecules are sequenced from both sides [164].
1.2.3 Chromosome conformation capture (3C)
In the following sections, the technologies based on chromosome conformation capture (3C)
will be discussed. The underlying concept of all these methods is the quantiﬁcation of ligation
junctions by digestion and re-ligation of ﬁxed chromatin in cells, and that the quantiﬁed
DNA contact frequencies reﬂect proximity within the nucleus [165]. 3C was invented in the
early 2000s by Dekker et al. [56], and originally, contact frequencies were quantiﬁed using
quantitative PCR (qPCR), but today paired-end sequencing is used to a much larger extent. In
contrast to the microscopy-based FISH techniques mentioned above, 3C-based methods allow
for much more systematic and quantitative characterization of genome topology, at much
higher resolution than FISH. The drawback, on the other hand, is that 3C-based methods are
mostly performed on large populations of cells, thereby losing the information at the single-
cell level [165].
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Figure 1.6: (a) Initial steps in the chromosome conformation capture (3C) procedure. (b) Schematic illustration
of key concepts for the various 3C-based technologies. Reprinted by permission from Macmillan Publishers
Ltd: Nature Reviews Genetics [91], copyright (2014).
All 3C-based techniques start with the same steps, where the goal is to isolate DNA
fragments in spatial proximity. The ﬁrst step is ﬁxation (cross-linking) of chromatin, often by
using formaldehyde. This causes chromatin segments in close spatial proximity to covalently
link to one another. The ﬁxed chromatin is then cut with a restriction enzyme (HindIII, SacI,
EcoRI, DpnII and others), chosen such that the frequency of cuts provides the resolution
necessary for the given analysis. The sticky ends of the fragmented cross-linked DNA are
then re-ligated under diluted conditions to favor intramolecular ligation of the cross-linked
fragments. The re-ligated DNA molecules thereby form a hybrid consisting of two DNA
fragments from the two segments that were cross-linked. After DNA puriﬁcation, qPCR or
sequencing can be used to quantify the number of such hybrid DNA-molecules.
In 3C, primers are designed near the ends of the restriction fragments of interest, en-
abling quantiﬁcation of selected ligation junctions. Ligation frequencies, as measured by the
amount of ligation-product between the selected primer combinations, are then used to in-
fer spatially proximal fragments [91, 165]. 3C therefore allows for focused quantiﬁcation of
contact frequencies at selected regions in a one-versus-one fashion (see Figure 1.6).
It is important to recognize that DNA sequences close to each other in linear genomic
space will by necessity be much more likely to cross-link and form ligations. Therefore, the
quantiﬁcation step also involves determining if DNA segments contact each other more than
expected simply due to the (linear) genomic proximity between them. In addition, over large
genomic distances, ligation products become very infrequent, and quantiﬁcation using qPCR
becomes infeasible. Also, the differences in primer efﬁciencies need to be controlled for, by
making a control template with all ligation products in equal amounts [166].
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1.2.4 Chromosome conformation capture-on-chip (4C)
As the name suggests, chromosome conformation capture-on-chip (4C) was originally ap-
plied using microarrays in the quantiﬁcation step. In 4C, contact frequencies from a given
genomic site (“viewpoint”) towards all other sites are quantiﬁed, thereby making it a one-
versus-all type of analysis, in contrast to the one-versus-one nature of 3C.
In 4C, all the regions cross-linked with the viewpoint are ampliﬁed via inverse PCR by
using two bait-speciﬁc primers oriented towards the outer restriction sites. This allows for
quantiﬁcation of all the DNA fragments that were spatially proximal to the bait sequence.
The abbreviation 4C is actually used for two similar techniques that only differ in the steps
after de-cross-linking. In chromosome conformation capture-on-chip, the ligation junctions
are cut using a frequently cutting secondary restriction enzyme prior to re-ligation, such that
self-ligated circular structures are created. Inverse PCR is then used to amplify the outer
ends of the captured DNA fragments. In a similar technique, called circular chromosome
conformation capture (also abbreviated 4C), the formation of circles happens during the 3C
ligation step, requiring that both ends of the bait fragments ligate to both ends of the captured
restriction fragments. For both methods, quantiﬁcation after inverse PCR is performed either
with microarray analysis or by using sequencing techniques. More recently, the quantiﬁcation
is performed using next-generation sequencing, and is often referred to as 4C-seq [167]. The
resulting data consist of a genome-wide proﬁle of ligation events with peaks corresponding
to signiﬁcant interactions. Again, the unspeciﬁc background signal needs to be ﬁltered out,
often by using replicate libraries and by comparison to the signal of relative abundance in a
local area around each peak [168].
1.2.5 Chromosome conformation capture carbon copy (5C)
In chromosome conformation capture carbon copy (5C), the goal is to capture all interactions
between a set of selected regions, in a many-versus-many fashion. 5C requires speciﬁcally
designing primers (5C primers) that anneal to the ends of the restriction fragments. A ligation
between two restriction fragments in the 3C library will therefore result in two 5C primers
annealing adjacent to each other on each side of the ligated restriction sites. Annealing and
ligation of the primers is performed in a multiplexed fashion by using thousands of 5C primers
simultaneously. Ampliﬁcation via universal primers attached at the ends of all 5C primers is
then performed. Finally, the ligation products can be quantiﬁed using microarrays or next-
generation sequencing. The resulting data will be a matrix of interaction frequencies between
the two sets of restriction fragments selected prior to analysis. Again, also for 5C data,
the fragments that are close in linear genomic space will have a higher chance of forming
contacts, often revealed as a diagonal along the resulting data matrix. The method and its
resolution is restricted by the possibility of designing appropriate primers at the ends of the
restriction fragments. In practice, the resolution is also restricted by the need to use many
primers simultaneously, and is therefore suited mostly for focused study of selected regions
[91, 165].
MOLECULAR TECHNIQUES 25
1.2.6 Hi-C
Hi-C was introduced by Lieberman-Aiden et al., and constituted a major breakthrough in
the study of chromatin architecture, since it allowed for genome-wide quantiﬁcation of in-
teractions in an all-versus-all fashion [85]. In Hi-C, an extra step is needed in the standard
3C-protocol after the restriction enzyme cutting has been performed. In this extra step, the
sticky ends are ﬁlled in with biotin-labeled nucleotides, prior to puriﬁcation and shearing
of the DNA. The biotin marks are then subsequently used to selectively purify the hybrid
DNA-molecules, by pulling down on the biotin mark. The resulting library of hybrid DNA
molecules, consisting of one fragment from each of the two ligated regions, is then sequenced
using paired-end sequencing (see Figure 1.6). By subsequently mapping each end-pair back
to the reference genome, a genome-wide aggregated contact matrix is obtained. Due to the
extremely high throughput needed to ﬁll a matrix of all-versus-all restriction fragments, the
interaction frequencies are usually aggregated over equally-sized bins of a certain size. At the
moment, the human genome can routinely be mapped at resolutions of 100 kilobases [85].
However, for focused analysis of shorter intrachromosomal interactions, resolutions as low
as 40 kilobases have been reached [88]. Various biases inﬂuence the row- and column sums
in the resulting matrix, and correcting and normalizing these data is necessary (see section
1.3.1). A similar genome-wide technique, called genome conformation capture (GCC), has
been applied for mapping of yeast chromosome interactions as well [169].
A number of related techniques similar to Hi-C have been developed. One technique,
called tethered chromosome conformation capture (TCC), tethers the cross-linked structures
on the surface of straptavidin-coated beads. While in this solid phase, sticky ends are marked
with biotin and ligated. The cross-linking is then reversed, and DNA is puriﬁed and hybrid
fragments are pulled down based on the biotin mark. By cross-linking DNA fragments during
the ligation, the signal-to-noise ratio is enhanced [148].
Recently, a single-cell version of Hi-C was published [149]. In single cell Hi-C, cross-
linking, restriction enzyme digestion, biotin ﬁll-in and ligation is all done inside individual
nuclei, in contrast to traditional (ensemble) Hi-C, where these steps are performed after cell
lysis and dilution. Then, by isolating individual nuclei, DNA-ligation events can be quanti-
ﬁed for each nucleus separately. Since this method is done on individual cells, theoretically
a maximum of two ligation events per restriction fragment is possible (on autosomes). There
will therefore be a theoretical maximum number of ligation events that are possible to quan-
tify for a given restriction fragment [170].
1.2.7 ChIA-PET
In chromatin interaction analysis with paired-end tag sequencing (ChIA-PET) [171], the goal
is to identify all interactions between regions bound by a protein of choice, effectively a
many-versus-many type of analysis (see Figure 1.6). In ChIA-PET, after cross-linking, son-
ication is used instead of restriction enzyme digestion, followed by chromatin immunopre-
cipitation (ChIP) to selectively pull down on a speciﬁc DNA- or chromatin-binding protein
using an antibody. Biotinylated linkers are then added to the fragment ends containing re-
striction sites speciﬁc for Mme1, which are then ligated (under dilute conditions). The cross-
links are then reversed, and the Mme1 restriction enzyme is used for digestion, and hybrid-
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fragments (containing biotin) are then captured and quantiﬁed using paired-end sequencing
[165, 172]. The ChIA-PET method produces two types of ligation-products: self-ligations
and inter-ligations. The self-ligations are caused by self-circularization ligation of the same
DNA-fragment, resulting in the two sequencing pairs being placed very close together when
they are mapped back to the reference genome. The self-ligations can therefore be used
to determine the sites (or anchors) that are involved in chromatin interactions. The inter-
ligations come from ligation between two different DNA-fragments, and are characterized
by being placed further away from each other when mapped. The inter-ligations can then
be subsequently used to determine the number of times each anchor was proximal by simply
aggregating the contact frequencies between all anchors [173].
It is important to consider that ChIA-PET, unlike other 3C-based methods, will exclu-
sively ﬁnd interactions between regions that are bound on both sides by the same speciﬁc
factor. Due to this requirement, it becomes difﬁcult to determine if interactions are directly
caused by the factor binding, since for example knock-down of the factor is impossible. Also,
the data produced so far has been shown to have a low signal to noise ratio [165].
1.3 Computational techniques
Many of the newly developed molecular techniques described in the previous section have
resulted in new types of genome-wide data sets, consisting of interaction frequencies between
pairs of regions throughout the genome. Many of these new types of data have required
new statistical and computational methods for ﬁltering, quality checking, pre-processing and
analysis. In this section, an in-depth discussion of some of these methods will be given.
Since the focus of the thesis has been mainly on genome-wide methods such as Hi-C and
ChIA-PET, methods relevant for these technologies will also be the focus of this section.
1.3.1 Hi-C data preprocessing
1.3.1.1 Mapping
The ﬁrst step of Hi-C data analysis consists of mapping reads back to the reference genome.
Since Hi-C interactions are determined using paired-end sequencing, mapping both ends of
each paired sequence results in three different scenarios for each pair. Either none of the pairs
are successfully mapped back, one of the two pairs are mapped, or both pairs are mapped back
to the reference. However, an additional complication arises when considering that each of
the ends can non-speciﬁcally map to several locations in the genome, due to repetitive and
non-unique sequences in the genome. In the initial Hi-C paper [85], the authors chose to
include such multi-mapped reads using the mapping software Maq, which has been spec-
ulated to cause some bias in repeat-associated regions in the genome [174]. In subsequent
re-analysis of the original data, the mapping procedure was reﬁned by the use of an iterative
mapping scheme where reads were ﬁrst truncated to a smaller length before genomic map-
ping (using Bowtie). Reads that were not aligned uniquely at both ends in the ﬁrst round
were then subsequently re-aligned by iteratively including larger portions of the reads. The
end result was the set of read pairs with mapping status for both ends. The authors argued
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that single-end mapped reads could be included in downstream analysis to avoid artefacts
resulting from excluding reads that happen to interact frequently with repeat-regions for one
of the ends. Reads that are not uniquely mapped at both sides should be discarded, according
to the same authors [86].
1.3.1.2 Quality ﬁltering
After mapping of reads, ﬁltering out multiple technical artefacts is necessary. First, self-
circularization or un-ligated (dangling-end) products will result in reads that map with both
ends in the same restriction fragment, and should be removed. In addition, reads from neigh-
boring fragments that face toward each other should be removed, as these can be the result
of errors in the pull-down of the DNA fragments. Also, reads that map multiple times at
the exact same location are often the result of biased PCR-ampliﬁcation, and should also be
removed [86, 175].
Due to the size-selection step in the Hi-C protocol, mapped reads are expected to be close
to the restriction enzyme cut-site. However, occasionally, mapped reads will be found far
away from these sites, due to for example physical breakage of chromatin (random breaks).
The reads that are further away from the cut-site than what is expected from the size-selection,
are therefore ﬁltered out. Due to possible bias resulting from the size of the restriction frag-
ments, very short and very long restriction fragments are ﬁltered out. Imakaev et al. also
recommended removing top 0.5% of fragments with the greatest number of reads, to avoid
PCR artefacts. This cutoff may vary depending on the different data sets used, however [86,
175].
To account for differences in repeat-structure of the various restriction fragments, Yaffe
& Tanay computed a mappability score for each fragment by artiﬁcially cutting the refer-
ence genome into partially overlapping 50 bp “reads”, and re-mapping them to the genome,
thereby obtaining the mapping percentage for each fragment. The authors recommended
removing the fragments with less than 50% mappability [87].
1.3.1.3 Binning and contact matrix generation
Even though the Hi-C data in theory provide contact frequencies between all-versus-all re-
striction fragments that remain after ﬁltering, such a dataset would in practice be both very
sparse (at current sequencing depths) and difﬁcult to analyze in practice (with current com-
puters). Therefore, the restriction fragments are grouped together into equally sized bins, and
read-counts are aggregated across the bins, excluding reads within the same bin. The result
will therefore be a symmetric matrix consisting of interaction frequencies between bins cov-
ering the entire genome. The bin-size chosen will naturally vary depending of the size of the
genome under study, and the amounts of reads that remain after ﬁltering. In the initial Hi-C
paper, bin-sizes of 1Mb and 100kb were chosen. At subsequent studies, Dixon et al. have
chosen bin-sizes as low as 40kb for the human and mouse genome, but these were only used
for studying interaction frequencies at low genomic distance within chromosomes (along the
diagonal of the matrix) where data are much more abundant [88]. See Figure 1.5 for examples
of contact matrices at different resolutions.
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1.3.1.4 Bias-correction and normalization
Several authors have pointed out that despite removal of technical artefacts at the level of
individual reads or restriction fragments, other factors will cause additional biases at the level
of bins. One of the most obvious biases is the differing frequency of restriction fragments
within each bin, caused by the non-uniform distribution of restriction fragments throughout
the genome. Such bias, in addition to biases caused by differences in GC-content, fragment
length and mappability, was pointed out by Yaffe & Tanay [87]. They proposed a probabilis-
tic procedure to model and thereby remove these speciﬁc biases from the initial contact maps.
In their procedure, the authors model biases using a non-parametric step-function based on
binning the GC-content and fragment length to model jointly the effect of the biases at the
level of individual restriction fragments, giving the expected number of reads for a given pair
of restriction fragments. The expected number of reads was then used to create an expecta-
tion matrix at the bin-level, which was subsequently used to cancel out the biases from the
observed matrix [87, 175]. A similar method, called HiCNorm, has recently been proposed.
In HiCNorm, a much simpler parametric model based on Poisson regression is applied at the
level of bins, instead of restriction fragments. Due to the modeling of bins, HiCNorm is also
much faster to compute [176].
Another correction method at the bin-level has been proposed by Imakaev et al. [86].
In that model, called iterative correction and eigenvector decomposition (ICE), the authors
do not assume any speciﬁc biases. Instead, the authors argue that it is possible to factorize
biases according to the difference in “visibility” between the bins, thereby incorporating all
biases. The authors start by removing contacts of adjacent bins, and additionally, bins with
the 2% lowest number of contacts, to avoid that these bins affect the correction procedure.
The iterative correction procedure then consists of solving the following equation:
Oij = bibjTij, (1.1)
where Oij constitutes the observed matrix of contact frequencies, and the bi and bj factors are
the biases for the bins involved in the contacts between bin i and bin j. Tij is then the matrix
of unbiased relative contact frequencies, which is deﬁned such that each row and column of
the upper triangular matrix sums to 1. The biases, and therefore Tij , can be found by using
an iterative procedure that converges to the solution of equation 1.1.
1.3.2 Domain identiﬁcation
As discussed in section 1.1.3.4, mammalian genomes have been found to consist of domains
at various resolution scales, such as A and B compartments using a bin-size of 1 megabase,
and TADs using a bin-size of 40 kilobases. In this section, the methods for identiﬁcation of
such domains will brieﬂy be discussed.
1.3.2.1 Principal component analysis for compartment analysis
To identify the A and B compartments, Lieberman-Aiden et al. used principal component
analysis (PCA) by ﬁrst dividing the observed Hi-C matrix by the expected matrix given by
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the genome wide average interaction frequencies for the various genomic distances between
bins. This matrix was then further processed by calculating a new matrix where each cell
corresponded to the Pearson correlation between the row and column of that cell. The au-
thors observed that the patterns in the resulting correlation matrix clearly consisted of two
separate compartments. By performing PCA on this matrix, they found that the ﬁrst princi-
pal component (in all but two chromosomes) gave positive values at what the authors called
compartment A, and negative values for compartment B [85].
In Imakaev et al. [86], this procedure was further extended to incorporate the iterative
correction procedure (ICE) explained in section 1.3.1.4. In that paper, the authors performed
PCA on the unbiased relative contact matrix (Tij in equation 1.1) instead of the correlation
matrix, and by doing so they argued that relevant information can be found not only in the
ﬁrst principal component, but also in the second and third component.
1.3.2.2 Identiﬁcation of TADs
One of the ﬁrst genome-wide studies of topologically associating domains (TADs) was de-
scribed in Dixon et al. [88] using a bin-size of 40kb (discussed in section 1.1.3.4). To identify
TADs, the authors started by deﬁning a directionality index (DI), deﬁned for each 40kb-bin,
using the following equation:
DI =
(
B − A
|B − A|
)(
(A− E)2
E
+
(B − E)2
E
)
, (1.2)
where A corresponds to the number of reads that map from the given bin to the upstream
2Mb region, and B is the corresponding number of reads that map downstream. E is the
expected number of reads under the null hypothesis, and is given by E = (A+B)/2 (equally
likely to go upstream and downstream). This index is based on the χ2 test statistic, with the
factor to the left giving the direction of the bias. The authors then trained a hidden markov
model (HMM) based on a mixture of gaussian distributions, using three states corresponding
to “upstream bias”, “downstream bias” and “no bias” to determine the hidden sequence of
states. The TADs were then found by scanning through the determined hidden series of
states, such that the start of a TAD was deﬁned by occurrence of a downstream bias state, and
the end of the TAD was found at the last of a series of upstream bias states.
1.3.3 Building 3D models of chromosomes
With genome-wide chromosome conformation data such as Hi-C, the possibilities for build-
ing models of chromatin structure are emerging. Two broad strategies for building such mod-
els have been developed, both of which will be discussed here. The ﬁrst strategy, referred to
here as restraint-based structure determination, uses 3D interaction frequencies to determine
an optimal structural model of the data. In the second strategy, the goal is to determine gen-
eral organizational folding states of chromosomes, using statistical and physical principles.
The goal of both these strategies is often to obtain an understanding of the physical properties
of the chromatin structure and relate this structure to underlying functional properties to gain
further insight into the biological processes that govern the regulatory programs of cells.
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1.3.3.1 Restraint-based structure determination
In restraint-based modeling, the goal is to determine the structure that corresponds to a given
set of restraints (or constraints), for example as given by a set of distances or contact points.
In practice, these methods often assume that there is a consensus 3D structure across a pop-
ulation of cells, and that homologous chromosomes are structurally similar [175]. In these
methods, the restraints are applied as forces between pairs of loci to enforce that the dis-
tances between the loci in the predicted structure resemble the original restraint-map. This
is often done by minimizing a scoring function that incorporates several physical restraints,
such as biophysical properties of the chromatin polymer chain, in addition to the distance-
restraints. Several methods have been proposed for performing such modeling, both at local
and global resolutions.
Optimization-based methods In the simplest models, only a set of interaction frequencies
is used to determine the ﬁnal structure. Fraser et al. [177] used 5C data from the HoxA cluster,
and converted the interaction frequencies into spatial “distances” by simply taking the inverse
of the interaction frequencies and optimizing a piecewise linear 3D curve by minimizing the
difference between these “distances” and the Euclidean distances between points in the curve,
using an iterative procedure moving points in small steps. This computational strategy was
implemented into a program called 5C3D [177].
In a slightly more sophisticated approach, Bau et al. converted interaction frequencies
from 4C in the yeast genome into distances based on principles in polymer packing. The
authors then let the chromatin structure be represented as a series of beads for each restric-
tion fragment. A bounding constraint corresponding to the nuclear space, and constraints to
enforce chain-connectivity and to avoid bead-clashing were then used in combination with
the distance constraints. The distances between the beads were then ﬁtted to the observed
(4C-based) distances while simultaneously enforcing all constraints. This method was used
to propose a 3D structure for all chromosomes in yeast [98, 147, 178].
In another strategy, Di Stefano et al. used a steered molecular dynamics approach by
using co-expression of genes on chromosome 19 as a proxy for 3D co-localization informa-
tion. In that study, the authors used expression information to ﬁnd pairs of genes that were
signiﬁcantly correlated across cell-types in terms of their expression. By assuming that sig-
niﬁcantly co-expressed genes were also co-localized in 3D, the authors were able to show
that as many as 80% of the co-expressed genes could be co-localized simultaneously. In their
setup, the chromatin ﬁbre was modeled as a chain of beads with constrains corresponding
to chain-connectivity, bending energy and repulsive forces, in addition to a co-localization
constraint based on the signiﬁcant gene pairs [71].
Bau et al. used the Integrative Modelling Platform (IMP) to infer structural ensembles
based on 5C data on local regions. In this IMP-based method the authors converted the 5C
data into a Z-score of log-values and applied distance-restraints proportional to the inverse of
the Z-scores. In IMP, a particle is assigned to each restriction fragment with size proportional
to the number of nucleotides in the fragment. A large number of restraints were added,
such as clash-avoidance between particles, and a series of restraining oscillators (springs)
between particle pairs. These springs were applied to ensure that distances between particles
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were according to the (inverse) Z-scores and relationships between neighboring particles.
The chain of particles were then optimized by searching for solutions that satisﬁed all of the
restraints simultaneously in an optimal way. By application of the same procedure multiple
times, and starting with a random structure, an ensemble of structures satisfying the restraints
was obtained. This ensemble of structures could then be clustered to give a representation
of some of the dynamics of the chromatin ﬁbre, as given by the restraints. This method has
for example been used to explore the 3D structure of the α-globin locus [178, 179]. Even
though some variability of the underlying structure is allowed when using this approach, it
is not necessarily the case that this variability reﬂects either the biological variability or the
statistical uncertainty underlying the data [180].
Probabilistic modeling methods To allow for the introduction of statistical uncertainty,
and a larger degree of dynamics in the structural models, methods aiming at describing a
probability distribution of structures, instead of determining a single, optimal structure, have
been proposed.
In one of the ﬁrst such methods, called MCMC5C, [181] an initial structure consisting of
a single chain of beads is iteratively changed using a random set of moves. By using a Monte
Carlo Markov Chain (MCMC) procedure, the moves can be accepted or rejected depending
on whether the new structure is more probable, given the data. Given a sufﬁcient number
of iterative steps, the resulting structures will be sampled from the posterior distribution. By
running many such simulations in parallel, the resulting ensemble of structures is represen-
tative of the distribution of structures that ﬁt the observed data. This model still relies on
assuming a consensus structure underlying the observed data, however.
Another, similar, approach has recently been proposed, where an MCMC sampling pro-
cedure was also used [182]. In that study, the authors proposed two models, BACH and
BACH-MIX. While BACH (Bayesian 3D constructor for Hi-C data) assumes a consensus
structure, BACH-MIX assumes a mixture of structures. By applying both methods in paral-
lel, the authors assessed which of the two models that described the structure best, thereby
gaining insight into the degree of variability of the underlying structure [180].
Due to the high computational demands of such probability-based modelling, these meth-
ods have so far only been applied to relatively small systems, such as single chromosomes or
smaller chromosomal regions.
1.3.3.2 Polymer models
Instead of sampling the 3D structure directly, other approaches to understanding the structure
of chromatin based on biophysical principles has been used. Traditionally, the chromatin
ﬁbre has been understood in terms of the 30-nm ﬁbre, as discussed in section 1.1.1. Recent
evidence, however, does not fully support the view that chromatin above the 10-nm ﬁber is
packaged in such a regular structure [183, 184]. The aim of understanding the overall folding
principle of chromosomes has a long tradition within biophysics, and has typically been con-
cerned with understanding different equilibrium states, and how these relate to actual obser-
vations of distances between loci in observed chromatin structure. The equilibrium globule
state was long considered the most likely model of chromatin folding at larger scales [91,
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185]. In this model, local parts of the chromatin ﬁbre resemble a random walk, but the larger
structure is affected by the conﬁned space of the nucleus. The scaling of contact probabil-
ity between two loci and the chain-distance (genomic distance) therefore has a characteristic
scaling given by s−3/2 (where s is the genomic distance), which reaches a plateau for larger
genomic distances [186].
While these earlier models seemed consistent with the limited data from FISH experi-
ments, recent analysis using Hi-C has shown that the scaling is closer to s−1, with no plateau.
Using simulations, this led Lieberman-Aiden et al. to conclude that chromatin was folded
into a fractal globule, as opposed to the equilibrium globule. In the fractal globule model,
chromatin consists of dense globules folded into further globular structures at higher lev-
els, resembling a fractal curve. Importantly, fractal globule structures are free of knots, as
opposed to equilibrium globules, which are highly knotted. The unknotted, local folding
pattern of the fractal globule therefore represents an intriguing way for which the genome
can arrange genomic elements at larger scales [186]. The current limitation of this model,
however, is that it is formed during condensation, as opposed to decondensation, which is
expected from mitotic chromosomes. However, recent studies have shown fractal globule
like structures with scaling similar to s−1 also for simulations of decondensing chromosomes
[71, 91, 187].
1.3.4 Hypothesis driven analysis of 3C-based data
With the recent introduction of high-throughput, genome-wide methods that couple next-
generation sequencing with 3C-based methods, such as 5C, Hi-C and ChIA-PET, statistical
methods and tools to ﬁnd interactions that are biologically relevant among the many possi-
ble interactions between all considered regions have been developed. With conventional 3C,
where 3D-interactions between two selected regions are assessed, analysis often simply con-
sists of observing if interaction frequencies are higher than a control region. However, due
to the increased number of random collisions between elements located close on the linear
genome, it is important to control for such factors in the analysis. This could be achieved
by comparing with control regions increasingly further apart, and to plot a curve of genomic
distance versus interaction frequency. For signiﬁcantly strong looping interactions, this curve
is expected to show a bump of locally increased interaction frequencies around the speciﬁc
loop [166].
With the introduction of the 4C method (discussed in section 1.2.4), by using microarrays,
identiﬁcation of signiﬁcant interactions is performed by using a running mean over a set of
probes, and for each set, comparing the running mean to the corresponding set for permuted
data. The threshold level for which the difference between the permuted and the observed
data is deemed signiﬁcant is established by estimating the false discovery rate (FDR) for
various thresholds, and set as the value where FDR < 0.05 [188].
One of the ﬁrst statistical analyses of Hi-C data was presented by Botta et al. [108]. In
that study, the authors investigated whether CTCF binding was associated with chromosomal
interactions, as represented by the Hi-C data from Lieberman-Aiden et. al [85]. To do so,
the investigators represented Hi-C interactions by using a multigraph, and started by asking
if the number of contacts between pairs of nodes in the graph was higher than what would
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be expected by a random graph. This was done by comparing the number of Hi-C interac-
tions between all nodes in the observed graph with the average number of Hi-C interactions
in graphs where edges were shufﬂed such that node-degrees were kept intact. By plotting
the number of observed interactions in the non-randomized graph together with the number
of interactions in the randomized graphs, the authors concluded that the interactions in the
observed graph were non-randomly distributed. To investigate if such patterns could be re-
lated to the presence of CTCF, the authors then plotted the percentage of restriction fragments
containing a CTCF versus increasing cutoffs of the number of interactions involved for each
fragment. By observing that fragments with higher occurrence of interactions also had higher
occurrence of CTCF, the authors concluded that CTCF-binding was related to increased oc-
currence of interactions, and speculated that CTCF could be a major organizer of chromatin
structure [108].
With genome-wide 3D contact information both within and between chromosomes, as
given for example by Hi-C, the possibilities for statistical analysis are manifold. Some of the
types of statistical investigations that have been used are summarized in Figure 1.7, and will
be discussed in detail in the subsequent sections.
1.3.4.1 Analysis of 3D co-localization of genomic elements
With Hi-C and similar genome-wide methods, it is possible to analyze the relative clustering
of a set of genomic regions (see Figure 1.7). The ﬁrst analysis of such 3D co-localization,
was proposed by Duan et al. [98]. In that study, the authors proposed using the hypergeomet-
ric distribution to model the number of observed interactions k within the set of n selected
genomic elements from the total of N genomic elements:
P (k|m,M,K) =
(
m
k
)(
M−m
K−k
)
(
M
K
) , (1.3)
where m is the number of possible interactions of the n selected genomic elements, and M
is the number of possible interactions of all the N total genomic elements. K is the number
of observed interactions between all the N elements. The underlying idea is to investigate
if, from all possible realizable interactions, the observed k interactions between the selected
genomic elements has a higher value than what would be expected from chance alone. The
P -value in this case is then given by 1−∑k−1x=0 P (x|m,M,K), which corresponds to Fisher’s
exact test.
To compute the number of observed and possible interactions, the authors started by con-
sidering a window of 5 kilobases around each position in the n genomic elements. To count
the observed interactions, the authors did not consider the interaction frequencies themselves,
but instead counted the number of times at least one interaction was found between any of
the restriction fragments covered by the window and any of the other windows. The same
strategy was used for counting the number of possible interactions, by considering all possi-
ble interactions between all restriction fragments inside the windows. Note that the authors
only considered interchromosomal contacts.
A similar approach, also performed on interchromosomal contacts only, was used by
Dai & Dai to investigate the 3D co-localization of transcription factor target genes [189].
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In that study, the authors started by noting that the genomic elements in the selected set
might have variable numbers of fragments, due to the non-uniform distribution of restriction
enzyme fragments. The authors therefore chose to deﬁne an interaction between two genomic
elements as present if at least one of the associated restriction fragments between the elements
showed a contact. Additionally, the authors noted that if two elements are close to each
other along the genome, an interaction between one of these elements and a third element
might make it more likely for the other element to also contact this element. To control
for such effects, the authors therefore chose to exclude all genomic elements closer than 60
kilobases. The signiﬁcance of the 3D co-localization was then calculated in the same fashion
as described previously, based on equation 1.3.
A different approach was taken by Ben-Elazar et al. [190], where the 3D co-localization
of co-regulated genes was assessed. In that paper, the investigators used a ranking-based
method to calculate the signiﬁcance of intrachromosomal 3D co-localization taking into ac-
count genomic distance. To do so, they created two ranked lists of target genes for each
transcription factor associated with the set of targets: One list was based on genomic dis-
tance and the other one was based on spatial (3D) distance. By using a method previously
developed for ranked gene lists [191], the authors tested whether occurrence of co-regulated
genes was more enriched at the top of the spatial list compared to the list based on genomic
distance. This method was implemented and made available in a program called INSP3CT.
Yet another approach was used by Véron et al. [192], for analyzing whether evolution-
ary breakpoints where co-localized in 3D. To do so, they modeled (the logarithm of) the
interaction frequency together with (the logarithm of) genomic distance in a generalized lin-
ear model, and introduced a boolean variable describing whether the pair of bins were part
of a breakpoint pair. By using Analysis of Covariance (ANCOVA), the models were then
compared to see if pairs with breakpoints were more co-localized than pairs without break-
points. The authors then argued that, in addition to genomic distance, factors such as gene
density and DNAse-I sensitivity (open/closed regions) could also affect the degree of 3D
co-localization since breakpoints were more likely to be found in gene-rich and open chro-
matin regions. To take these factors into account, the authors included either gene-density or
DNAse-I sensitivity as covariates in their model as well.
Note that the methods proposed in Ben-Elazar et al. [190] and Véron et al. [192] are
slightly different from the other 3D co-localization methods, since in these two papers, 3D
co-localization is characterized for a subset of selected interactions, instead of comparing
all-versus-all interaction pairs for a given set of regions. Methods for this type of focused 3D
co-localization analysis was also developed as part of Paper II.
Permutation tests Witten & Noble (senior author on the article described above [98]),
noted that the assumption of the hypergeometric distribution as stated in equation 1.3 relied
upon a faulty assumption of independency between the pairs of genomic elements [99]. They
argued that the assumption of independency is faulty due to two reasons, as seen by consid-
ering that the tests are based on pairs of genomic elements: 1) given an interaction between
the genomic elements i and j, and also an interaction between elements i and k, then the
probability of observing an interaction also between j and k is higher. 2) If both the pairs i,j
and i,k are part of the set, then by deﬁnition the pair j,k is also part of the set.
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This observation led Witten & Noble to propose an alternative test, based on random
permutation of the selected genomic elements, and comparing the interaction frequencies
of the permuted set with the initial set. To do this, the authors selected randomly sampled
sets of genomic elements of the same size as the original set, using uniform sampling. This
randomization procedure was performed B times (with B set to 1000 in their studies). P -
values were then computed as follows:
1
B
B∑
b=1
I(
k∗b
m∗b
≥ k
m
), (1.4)
where k∗b is the number of experimentally observed interchromosomal interactions among
the genes in the random gene set, and m∗b is the number of possible interchromosomal in-
teractions in the random set. I(·) is an indicator function returning 1 if the statement is true,
and 0 otherwise, and k and m are the number of observed and expected interactions before
randomization, as deﬁned and described above.
A permutation strategy for assessment of 3D co-localization was also employed by Tanizawa
et al., who combined 3C with next-generation sequencing to map genomic interactions in the
ﬁssion yeast genome [193]. To calculate statistical signiﬁcance of 3D co-localization of vari-
ous sets of genomic elements, the authors randomly selected bins in the entire genome 1000
times, to build a null-model distribution, which was used to compare to the initial sum of
interaction frequencies.
Engreitz et al. also performed permutation-based hypothesis testing in a study of 3D co-
localization of chromosomal translocations [153]. To do so, the authors considered datasets
of pairs of genomic positions involved in interchromosomal translocations. To investigate
whether the pairs of translocations were signiﬁcantly co-localized in 3D, as deﬁned by Hi-C
datasets, the authors started by computing the average, bias-corrected interaction frequencies
between all pairs of interchromosomal translocation positions. Then, four different permuta-
tion strategies were performed: 1) randomly selecting regions of the same size on the same
chromosome pairs, 2) ﬁxing one of the regions, and randomly selecting a region of same size
on the other chromosome, 3) ﬁxing one of the regions, and randomly selecting a region of
the same size on another chromosome, 4) ﬁxing one region, and randomly selecting a differ-
ent translocation region from the entire set of translocations. The four different permutation
strategies were hypothesized to correct for different systematic differences, such as differ-
ences between chromosomes (1), predispositions of translocation sites to frequently interact
on the same chromosome (2) or predispositions of translocation sites to frequently interact
across the genome (3). Additionally, the authors controlled for the general propensity of re-
gions of the same compartment to be involved in contacts (see section 1.1.3.4). This was
done by permuting positions such that a randomly selected region was selected only within
the same compartment (A or B).
In the paper by Véron et al. [192] discussed above, the authors argued that their proposed
models made several assumptions about independence and variance, and therefore devised
a permutation test to conﬁrm their initial results. In their permutation test, the mean num-
ber of 3D interactions for the regions containing a breakpoint pair was compared to pairs not
containing breakpoints, selected at random. To take into account factors such as genomic dis-
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tance, gene-density and open/closed regions, the authors classiﬁed these factors into discrete
classes, and maintained the discrete classes during the randomization.
Permutation tests have also been the basis for many of the developed methods in this the-
sis. Speciﬁcally, in Paper I, a permutation test for 3D co-localization analysis was developed,
and in Paper II, this concept was expanded into a range of permutation tests for analyses of
3D co-localization in different settings.
Graph-based permutation tests Another permutation-based approach was proposed by
Kruse et al. [194]. In that paper, the investigators represented Hi-C data as a network (or
graph) with nodes corresponding to restriction fragments, and edges corresponding to ob-
served 3D interactions between them. P -values were calculated in the same fashion as for
equation 1.4, but instead of randomization of the positions of the genomic elements, they
randomized the edges in the network. As noted by the authors, randomization (or rewiring)
of edges must be done in such a way as to avoid introducing artiﬁcial biases into the net-
work topology. The authors therefore proposed an edge-randomization strategy where node-
degrees are kept intact, but where edges initially are randomly rewired. In the next step, the
network is then corrected by adding triangle-edges (between node-triples) until the ratio of
the number of observed triangles over possible triangles in the network matches the original
network. Finally, edges are added to nodes that are neighbors on the chromosomes, again to
match the original network. This procedure is repeated B times to obtain a P -value as given
by 1.4. The authors also proposed to measure the extent of co-localization by calculating
the deviation between the observed number of edges and the average number of edges, and
dividing by the standard deviation (the Z-score).
Wang et al. also proposed a graph-based analysis approach of 3D co-localization, similar
to the model in Kruse et al. [194]. However, instead of randomly rewiring edges in the
graph, Wang et al. proposed to randomly select nodes instead, motivated by the fact that
it is challenging to maintain topological structure of the original graph without introducing
bias. The randomization of nodes is performed in a way dependent on what the nodes in
the graph originally represent. For example, if nodes represent genes, a random set of nodes
corresponding to genes is selected. However, if the input consists of genomic regions, then
new random starting coordinates are selected, while maintaining the length of each region.
Nodes are then selected by using the nodes that overlap the randomly positioned regions. P -
values are estimated using a similar approach as in equation 1.4. All analyses are performed
only on interchromosomal interactions [195].
1.3.4.2 Inference of signiﬁcant interactions
Signiﬁcant interactions in Hi-C Another type of analysis possible for Hi-C and similar
data is the identiﬁcation of signiﬁcant interactions among all possible interactions. One of
the ﬁrst methods for doing so was presented by Duan et al. [98]. In that paper, the authors
wanted to infer the interactions that were more frequent than the background signal, for both
inter- and intrachromosomal interactions. To do so, they treated inter- and intrachromosomal
interactions separately. To assign a P -value to each interaction, the authors started by as-
suming a uniform probability model for interactions between pairs of restriction fragments.
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Speciﬁcally, for a total number of M possible inter-chromosomal pairs of restriction frag-
ments, the probability (under this model) of observing any particular interaction is p = 1/M .
The probability of observing k interactions is then given by the binomial distribution:
P (K = k) =
(
n
k
)
pk(1− p)n−k, (1.5)
where n is the total number of observed interchromosomal interactions. For intrachromoso-
mal interactions, the authors argued that the genomic distance between restriction fragments
needs to be taken into account, since the chromosomes act like a polymer where smaller ge-
nomic distances give higher probability of random contacts. To correct for this, the authors
performed the test as given by equation 1.5 separately on interactions that were grouped ac-
cording to genomic distances into bins of 5 kilobases each. Since P -values were calculated
separately for each genomic distance bin, the authors noted that the P -value is conditioned
on the genomic distance. Finally, since P -values were calculated for a large number of inter-
actions, the authors performed multiple testing correction.
This method was reﬁned in a follow up-study by Ay et al. [196]. In that study, the in-
vestigators sought to focus on the identiﬁcation of signiﬁcant interactions at the intermediate
genomic distance scale (∼50kb-10Mb). To do so, the authors jointly modeled the genomic
distance-dependent random looping effect and the various technical biases observed for Hi-C
data (discussed in section 1.3.1.4). The authors started by noting that the binning of genomic
distances as presented in [98] is problematic due to sharp transitions in the contact probabil-
ity from one bin to the next. Therefore, the authors instead ﬁtted the interaction frequencies
using a monotonic spline ﬁtting procedure to obtain a smooth estimate, f(d), of the contact
probability at given (exact) genomic distance d. The authors noted that outliers in the contact
frequencies result in bias in the estimation of the spline, and therefore proposed estimating a
reﬁned spline by excluding outliers. To incorporate bias (see section 1.3.1.4) into the proba-
bility, the authors used the ICE procedure by Imakaev et al. [86] (discussed in section 1.3.1.4)
based on the raw contact map in parallel with the spline ﬁtting, to obtain estimates of the bias
for each bin (b’s in equation 1.1). The bins with very high or very low bias were removed,
and the rest of the bins were used further. The corrected probability of a contact between
bin i and j, was then deﬁned as p = f(d)bibj , which was used in equation 1.5 to obtain the
probability.
A similar approach was used by Lin et al. in a study using Hi-C to study B cell devel-
opment [197]. In that study, a background model of Hi-C interaction counts was generated
by incorporating genomic distance and the number of contacts (sequencing depth) for each
bin. To incorporate genomic distance, the average count for each genomic distance was cal-
culated, representing the expected interaction frequency at various genomic distances. This
expectation function was then combined with scaling factors that ensured that the interac-
tion frequencies per bin were the same in the full expectation and in the observed data. To
identify signiﬁcant interactions, the authors then applied a binomial test similar to equation
1.5, but letting the number of possible interactions (M ) be equal to the number of interac-
tions involved for the bin with the fewest total interactions for each pair. This method was
then implemented into a generic software suit for next-generation sequencing called HOMER
[198].
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In Jin et al., a slightly different approach was taken [199]. In that study, authors mapped
chromatin interactions at extremely high depth using Hi-C in a human ﬁbroblast cell-line
(IMR90). By focusing on intrachromosomal interactions spanning genomic distances<2Mb,
the authors were able to characterize interactions between individual restriction fragments
rather than using the binning approach (see section 1.3.1.3). To identify signiﬁcant interac-
tions, the investigators started by ﬁtting a model to estimate the expected signal at a given
genomic distance, fragment length and GC content, in a model similar to the model by Yaffe
& Tanay [87] described in section 1.3.1.4. This conditional expectancy was then used as a ba-
sis for ﬁtting a negative binomial model to the interaction frequencies between the restriction
fragments, giving a P -value for each pair of restriction fragments (within 2Mb). To ﬁnally
determine the signiﬁcance of interactions from a given restriction fragment to all neighbor-
ing fragments, the investigators used a peak-calling procedure, where peaks were deﬁned as
stretches of fragments with P -values < 0.1, in addition to requiring that at least one of the
fragments had P -value <0.05 and that the total tag count > 10. The P -value was then recal-
culated for the whole peak, with the requirement that the P -value was < 0.005 and the tag
count >15.
Signiﬁcant interactions in 4C-seq A permutation approach has recently been proposed for
signiﬁcant interaction detection in 4C data also, in a method called fourSig [200]. In fourSig,
initial data pre-processing is performed before signiﬁcance of interactions from the view-
point to each restriction fragment is assessed. To determine signiﬁcance, fourSig randomly
associates the reads with a speciﬁed window size of restriction fragments within the same
chromosome. Based on a large number of repeated randomizations, the observed number of
interactions between the restriction fragments is then compared to the distribution given by
the randomizations, to give a P -value. For a given FDR-threshold speciﬁed by the user, the
required number of interactions to reach signiﬁcance is determined.
Another similar permutation strategy, where also the genomic distance between fragments
is taken into account, starts by determining the relationship between genomic distance and
interaction frequency, and calculating a Z-score based on the expectation and standard de-
viation conditional on the genomic distance. In a similar fashion as described above, the
interactions are permuted to ﬁnd the Z-score where the false discovery rate is below a given
threshold [201]. A tool implementing this method in R/Bioconductor, called r3Cseq was re-
cently published [202].
Signiﬁcant interactions in 5C Detection of signiﬁcant interactions is also a relevant prob-
lem for 5C data (discussed in section 1.2.5). In a study where interactions between promoters
and distal sites were assessed for 1% of the genome (the ENCODE pilot regions), the au-
thors estimated the background signal as given by the genomic distance and the bias for each
restriction fragment, and found interactions signiﬁcantly above the background signal. To
correct for the bias per fragment, the authors computed the ratio of the average interchro-
mosomal signal and the overall interchromosomal signal. Each interaction was then scaled
by the product of the ratios of the two restriction fragments involved. After this correction,
the signal from the genomic distance was estimated by ﬁtting a smoothing spline to obtain
the expected interaction frequency and the standard deviation for each genomic distance.
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The corrected signal was then calculated as the Z-score, which was ﬁtted to a Weibull dis-
tribution. Signiﬁcant interactions were then identiﬁed by computing the P -value for each
restriction fragment as compared to the background Weibull distribution [120].
Signiﬁcant interactions in ChIA-PET Also for ChIA-PET data, the identiﬁcation of sig-
niﬁcant interactions is a relevant problem. As mentioned in section 1.2.7, ChIA-PET typically
involves two separate steps, one for identiﬁcation of “anchors” where interactions occur, and
a subsequent step where interactions between anchors are quantiﬁed. Like for Hi-C (and
similar) data, the observed interaction counts need to be compared to a background model to
infer the regions that are signiﬁcantly interacting. To calculate the signiﬁcance of such inter-
actions, Li et al. proposed to use a hypergeometric distribution of the interaction frequency
between anchors (nij) [173]:
P (nij|ni, nj, n) =
(
ni
nij
)(
2n−ni
nj−nij
)
(
2n
nj
) , (1.6)
where ni and nj are the number of end-points involved for anchor i and j, respectively. And n
is the total number of interactions. The reason for conditioning on the marginal sums (ni and
nj) is to correct for the varying propensity of the anchors to be involved in contacts. In other
words, like for Hi-C data, the method needs to take into account the bias caused by some
regions being more easily detected than other regions. Also, note that the model in equation
1.6 is a model over the end-points, and not the interactions themselves. The 2n factor is
therefore used, since there will be a total of 2n end-points for n interactions. To calculate a
P -value, the Fisher’s exact test is used.
In Paper III, a hypothesis test of ChIA-PET data building on this model was developed.
However, in Paper III, the method allows for taking into account the genomic distance in
addition to the marginal sums (ni, nj) and the total number of interactions (n).
1.3.4.3 Differential interaction analysis
Another type of analysis possible for Hi-C and similar data is the comparison of two different
treatments, to identify the signiﬁcant differences between the Hi-C matrices. One of the ﬁrst
such analyses was performed by Rickman et al. [203]. In that study, the authors compared two
prostate cancer cell-lines, one normal benign prostate epithelial cell line (RWPE1-GFP), and
the same cells with induced over-expression of ERG (RWPE1-ERG). To identify signiﬁcant
differences in the Hi-C matrices between cell-lines, the investigators compared all pairs of
(1 megabase) bins in RWPE1-GFP with the corresponding pairs of bins in RWPE1-ERG, by
using the Fisher’s exact test, taking into account the total number of interaction frequencies
involving the bins for the given pairs. This was done for both intra- and interchromosomal
interactions, and multiple test correction was performed to take into account the number of
repeated tests.
Another strategy for identifying differential interactions between two Hi-C datasets was
proposed by Dixon et al. [88], and applied to Hi-C data on mouse embryonic stem cells
(mESC) and cortex. In that study, the authors applied the binomial distribution, and to test
for signiﬁcant differences, all possible pairs of bins (within 5 megabases) were considered.
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Figure 1.7: Three different classes of statistical investigations for 3C-based data. Top: 3D co-localization anal-
ysis, involving a pre-selected query set of genomic elements (blue circles). Middle: Identiﬁcation of the pairs of
genomic positions involved in statistically signiﬁcant contacts. Bottom: Identiﬁcation of signiﬁcantly different
interaction frequencies between pairs of genomic positions, by comparing between two different treatments.
Speciﬁcally, to test for a signiﬁcant difference between a bin i and j comparing the two
samples, the authors considered the total number of trials (n) to be equal to the sum of all
reads between i and j in both treatments. To account for differences in coverage between the
two samples, the authors considered the success-probability (p) to be the ratio of the sum of
all interactions with the same genomic distance as between i and j in one of the samples to
the total number of reads with the same genomic distance in both samples.
In the HOMER software suit (mentioned in section 1.3.4.2), identiﬁcation of differences
between treatments is made by ﬁrst identifying signiﬁcant interactions in one of the treat-
ments, and then comparing the corresponding regions in the other treatments.
1.3.4.4 Correlation-based interactions
Another approach for identiﬁcation of physical interactions between elements in the genome
has arisen due to extensive mapping of epigenomic signals across tissues and cell lines in
the ENCODE and Roadmap epigenomics projects [4, 5]. For example, by looking at DNAse
I signal across 79 diverse cell types, Thurman et al. noticed that DNAse I hypersensitive
sites (DHS) seemed to appear synchronously both at promoter and distal enhancer sites in
a cell-type speciﬁc fashion [204]. Assuming that such correlations occurred due to physical
interactions via transcription factors between promoter and distal sites, the authors then com-
puted the Pearson correlation between each promoter site and all distal DHS within ± 500
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Figure 1.8: Using correlation to identify genomic interactions. By correlating signals such as DNAse I hyper-
sensitivity between cell-lines from a promoter region (red) towards nearby peaks, signiﬁcant correlations can be
identiﬁed. Such correlations serve as putative interactions between distal regulatory sites and the corresponding
promoter.
kb (see Figure 1.8). By selecting only highly signiﬁcant correlations, and by requiring that
the correlation > 0.7, the authors identiﬁed almost 600,000 distal DHS with signiﬁcant cor-
relation with at least one promoter. By comparing to 5C data, the putative correlation-based
interactions were found to be enriched at sites with high number of 5C interactions.
A similar approach was used for detecting interactions in mouse, by calculating the cor-
relation of polymerase II occupancy at promoters and H3K4me1 at enhancers across 19 dif-
ferent tissues and cell types. Using this approach, the authors found that correlations were
enriched within compartments in the genome that overlapped with domains identiﬁed by Hi-
C experiments. The authors were also able to validate a selection of the putative promoter-
enhancer interactions by comparing to 3C data [205].
1.3.5 Descriptive and exploratory analysis
In addition to the more hypothesis driven methods discussed in section 1.3.4, most stud-
ies involving 5C, Hi-C, ChIA-PET and similar high-throughput chromosome conformation
capture-data involves visualization and descriptive analyses, focusing on identifying the ef-
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fect size of the interaction frequencies. One of the most basic approaches was presented by
Lieberman-Aiden et al., where Hi-C data were divided into equally-sized bins and visualized
using a heat map-representation of the underlying matrix (brieﬂy discussed in section 1.2.6).
In such heat maps, color intensity often represents the number of interactions observed for
the given pair of bins (see Figure 1.5 for an example).
In this section, some of the common tools and methods used in the context of descriptive
analysis of chromatin 3D structure will be discussed.
1.3.5.1 Contact enrichment analysis
Often, the raw visualization of contact maps will not reveal much of the underlying structure
of the data, since the diagonal will dominate most of the displayed signal due the effect of
local polymer looping (discussed extensively in section 1.3.4). Therefore, it is often necessary
to display an enrichment of contacts relative to a background model. In a paper by Lieberman-
Aiden et al., this approach was taken by estimating the expected number of interactions as
given by the genomic distance, which was computed by calculating the average number of
interactions for each genomic distance combination. The displayed heat map was then based
on the observed matrix divided by this expected matrix. To further enhance the signal, the
authors then created a new matrix where each cell in the matrix consisted of the Pearson
correlation coefﬁcient of the rows and column combinations of the observed/expected-matrix,
which was subsequently displayed as a heat map [85].
A slightly more sophisticated model was devised in a study by van de Werken et al.
[167], based on 4C-seq data. In that study, they performed two separate analyses for the
regions around the viewpoint (which generally has much higher signals), and regions distal
(or on different chromosomes) to the viewpoint. The background model was used to take into
account factors such as fragment lengths and distance between restriction fragments. Results
were then displayed as a log-ratio of the observed over the expected (background) signal,
which was shown for different resolutions of bin-sizes.
In a paper by Sexton et al. [206], where Hi-C data in Drosophila was analyzed, a back-
ground model was calculated based on extending the model presented by Yaffe & Tanay [87]
to also take into account genomic distance. This gave a model that estimated the proba-
bility of contact between two fragments, given fragment-lengths, GC-content and genomic
distance. In a further extension, the authors also included domain information (hierarchical
domain model). To visualize and quantify contact frequencies, the authors then computed the
ratio between the observed and the expected (background) contact map.
Another, rather different, approach for estimating the frequency of interactions between
features across domains in the Hi-C matrices is a method called Structure Interaction Matrix
Analysis (SIMA) [197]. The goal of this method is to identify those genomic features that
play a part in mediating interactions between domains. In this method, the total number of
interactions between a given set of features found in different domains is computed. The to-
tal number of interactions observed between the features is then normalized to a background
model taking for example genomic distance into account. To compute an enrichment score
for each pair of features across domains, the normalized scores are compared to scores where
the features are shufﬂed within the domains. The ratio of observed normalized interactions
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divided by the average normalized interactions between the randomized set is then reported,
for all combinations of features. With this approach, P -values can also be obtained by com-
paring the observed value to the distribution of randomized values.
In Paper I, an enrichment score for estimating the degree of over/under-representation of
interaction frequencies, relative to an expected value, was developed in addition to a hypoth-
esis test, in order to allow for quantiﬁcation of 3D co-localization.
1.3.5.2 Visualization
Several tools for visualization of interactions and 3D information in the genome have been
developed. The aim of most of these tools are to display interactions and allow for explorative
analysis by comparing to other genomic datasets. In this section, some of the different meth-
ods for displaying and visualizing the outcome of 3C-based experiments will be discussed.
Circos One of the most widely used methods for visualizing signiﬁcant contacts is Circos,
a versatile comparative tool for displaying data in multiple ways [207]. In Circos, the entire
genome (or individual regions) is displayed as a circle, together with positional information
along the perimeter. Data are then displayed as tracks that are positioned relative to the cir-
cular reference coordinate system. Interactions can be displayed as arcs between the regions
involved in interactions. Note that interactions when displayed like this are not restricted to
3D-interactions. Any relation between two or more positions in the genome can be drawn by
the use of arcs (e.g. translocation events).
WashU Epigenome Browser A more specialized tool for visualization of epigenomic in-
formation, including three-dimensional interactions, is the WashU Epigenome Browser [208].
In this system, tracks such as histone modiﬁcations, transcriptional status, gene positions,
compartments and interactions can be displayed simultaneously in an interactive browser en-
vironment. Hi-C tracks are displayed by using a tilted heat map representation, where the
cells are colored according to the interaction frequencies. The tilted heat maps allow for easy
visualization of local interaction hubs, such as TADs. ChIA-PET interactions are displayed
as arcs connecting the various regions (see Figure 1.9).
HiTC HiTC is another visualization and data exploration tool, available as an R/Bioconductor
package [209]. HiTC is capable of handling 5C and Hi-C data, and comes with standard pro-
cessing tools, such as for quality control and normalization. For visualization, HiTC uses a
similar heat map representation as the WashU Epigenome Browser described previously, and
allows for re-binning and displaying at various resolutions. Genes and other one-dimensional
tracks can also be displayed together with the 5C/Hi-C data.
3DGD 3DGD is a database and visualization tool for Hi-C data. This web-based tool allows
for querying speciﬁc regions and displaying interaction frequencies from the query region
towards a target region, using a histogram representation. Additionally, genes and protein
binding information can be displayed together with the 3D data, to get an idea of spatial
proximity between selected regions [210].
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Genome3D Genome3D is a slightly different visualization tool compared to the other tools
described here. Genome3D is a visualization tool and interactive viewing framework of chro-
matin 3D structure in three dimensions as xyz-coordinates. The engine allows for visualiza-
tion of uploaded 3D structures, and allows interactive re-scaling of the same model, for view-
ing the whole structure in low resolution, or for zooming in at nucleosome scale. Positions in
the structures can be annotated with additional data such as gene expression [211].
CytoHiC CytoHiC is a plugin for Cytoscape which allows for interactive viewing and com-
paring Hi-C datasets as networks, where the user speciﬁes a set of genomic elements to be
viewed. By specifying a set of bins, a contact matrix (Hi-C) and a set of genomic elements
of interest, CytoHiC matches each of the elements to the corresponding bins and display the
elements as nodes and the edges as the inverse contact frequency. A force directed layout
algorithm is used to place nodes according to the inverse contact frequency, to give an idea
of 3D positioning. Nodes can also be colored according to additional info added by the user,
such as methylation or expression data [212].
ChIA-PET Tool ChIA-PET Tool is a software package for processing, ﬁltering, mapping
and analyzing ChIA-PET data [173]. A major feature in this software package is the ability
to display ChIA-PET interactions in an interactive browser environment. This part of the
pipeline is done in a separate browser system called G-Browse, which allows for viewing
interactions together with annotated genes and other information, in an interactive fashion.
Interactions are displayed as pairs of joined segments, and can be scaled out for a full-genome
view visualizing all interactions within each chromosome at the same time.
1.3.6 Integrative chromatin analysis
Several computational tools have focused on analyzing 3D chromatin interactions in the con-
text of other types of genomic and epigenomic datasets, with the goal of gaining insights into
relationships between features, instead of analyzing each single feature separately. In this
section, some of the tools used for integrative analysis involving spatial proximity between
genomic elements will be described.
GWAS3D One of the ﬁrst methods for coupling 3D chromatin data with DNA mutation
data, was GWAS3D. In this web-based tool, information from a range of different epigenetic
datasets have been collected, and merged into an integrated annotation and scoring pipeline.
The goal of GWAS3D is to score a set of mutation variants from genome wide association
studies (GWAS), by overlapping these sites with 3D information data (ChIA-PET, 5C and
Hi-C) combined with epigenomic features, such as enhancer and insulator marks taken from
various rich data sources. By combining these with information from cross-species conser-
vation, sequence motifs and other features, a ﬁnal prioritization score for each of the variants
in the GWAS dataset is provided [213].
chroGPS An approach geared more towards visualization and association of different chro-
matin features was also recently proposed [214]. In chroGPS, epigenetic factors such as hi-
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Figure 1.9: Illustration from the graphical user interface of the WashU Epigenome Browser. ChIA-PET in-
teractions are illustrated using red arcs, while Hi-C domain architecture is illustrated using a tilted heat map
representation along the diagonal. Reprinted by permission from Macmillan Publishers Ltd: Nature Methods
[208], copyright (2014)
stone modiﬁcations, insulators and transcription factor binding are compared (all-versus-all)
and clustered, using hierarchical clustering. The resulting similarities between the epige-
nomic features are then visualized using a 3D-map, where features are placed such that their
proximity reﬂects the similarity between the features. Even though data such as Hi-C are not
yet integrated into the system, the authors point to the possibility of including such informa-
tion as well.
The Genomic HyperBrowser The Genomic HyperBrowser is a web server for integra-
tive statistical analysis of relationships between diverse data types represented as tracks [215,
216]. The available functionality includes hypothesis testing, descriptive statistics, visual-
ization and general processing of tracks, and allows for a range of genomic investigations.
An illustrative example of an integrative analysis performed using this system, is analysis of
relationships between chromatin states and disease [217, 218]. In Paper I, a basic 3D co-
localization hypothesis test for Hi-C data was implemented into the Genomic HyperBrowser,
and in Paper II, the functionality was expanded into a larger set of tools for general analysis
of Hi-C data.

Chapter 2
Aims of the study
The overall aims of this thesis were to develop, implement and apply statistical and compu-
tational tools for analysis of genome-wide 3C-based datasets. The underlying goals can be
summarized into four categories:
• Identify fundamental properties in 3C-based data, particularly Hi-C and ChIA-PET, to
determine important factors to consider for valid statistical analysis.
• Develop rigorous statistical methodology for analyzing 3D co-localization of genomic
elements in Hi-C data, taking such properties into account. A fundamental underpin-
ning was the structured statistical concepts underlying the Genomic HyperBrowser,
such as Monte Carlo permutation test functionality [215, 216].
• Implement a user-friendly tool based on the developed methods, building on the soft-
ware components of the Genomic HyperBrowser [215, 216]. To this end, the struc-
tured representation of genomic tracks by means of the GTrack data representation
format [219] should serve as a guiding principle underlying the developed methods.
The implemented methods should be based on a ﬂexible and expandable set of realistic
null-models.
• Develop a statistical method for ChIA-PET data by taking into account fundamental
underlying properties of such data.

Chapter 3
Summary of the papers
3.1 Paper I
With the recent coupling of next-generation sequencing to chromosome conformation capture-
techniques, methods such as Hi-C have been developed [85], giving genome-wide interaction
frequencies both within and between chromosomes. With such novel data, new statistical and
computational techniques for data analysis are needed. One possible investigation with these
data is the analysis of 3D co-localization, where the spatial proximity of a set of genomic
elements is compared to an expected degree of co-localization under various assumptions.
In Paper I, our overall goal was to develop and apply a method for analysis of 3D co-
localization for both intra- and interchromosomal interactions in mammalian Hi-C datasets.
We started by considering the set of properties underlying such data that could possibly in-
ﬂuence the statistical analyses. By considering these properties, we quickly came to the same
conclusion as Witten & Noble, namely that obtaining a complete description of the null model
in the form of a distribution function is difﬁcult, and therefore a permutation test is probably
needed. We also realized that the permutations had to be performed on the genomic positions,
and not on the data itself, due to the high degree of transitive properties in such data [99].
As has been noted for 3C-based data previously, a fundamental property of such data is
the increased chance of contacts for short genomic (sequence-based) distances. Since few
prior methods had been designed for analysis of 3D co-localization within and between chro-
mosomes for Hi-C data, we were motivated by taking this property into account. In Paper
I, we proposed to use an approach where the expected interaction frequency and standard
deviation, as given by the genomic distance, was corrected for as part of the test-statistic.
We also noticed that even though permutations were performed on the genomic positions,
the measure of 3D co-localization would be affected by correlations between interaction fre-
quencies, caused by the genomic distances between the elements of the query set. One of
our working hypotheses was that interactions that were close to each other along the genomic
sequence would have more similar interaction frequencies, even after correcting for genomic
distance, than interactions far away from each other. We noticed that this property would
result in correlation structure that could possibly inﬂuence the distribution of our test statis-
tic. Therefore, to investigate the occurrence of correlations between interactions based on
genomic distance, we computed the similarity between interaction frequencies for various
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Figure 3.1: Histograms showing the distribution of P -values where elements of the query set are sampled
uniformly along the chromosome (left column), spread out (middle column) or clustered (right column). Each
row corresponds to different methods used for calculating P -values, with increasing degree of sophistication.
The method proposed in Paper I is shown in the bottom row. This ﬁgure is based on intrachromosomal contacts,
and the ﬁgure is reprinted from the Supplementary Material of Paper I.
pairs of bins in two recently published Hi-C datasets at two different resolutions. The results
showed that, indeed as we expected, interaction frequencies between closely spaced pairs of
bins were found to be highly similar, even at genomic distances of several megabases. These
results motivated us to design a permutation strategy that would take such properties into ac-
count. We ended up with a permutation strategy we called Conserved Consecutive Distances
(CCD), where the genomic distances between all consecutive pairs of genomic elements are
conserved while being permuted, but higher-order distances are not conserved. To validate
this approach, we needed to simulate 3D structures from a null-distribution where distances
between randomly selected regions were not closer or further away from each other than ex-
pected by chance. We therefore simulated “pseudo-chromosomes” based on random walks
inside a bounding sphere. Using our proposed permutation method, we evaluated 3D co-
localization of query sets with elements being either clustered, spread or uniformly selected
along the chromosomes. By comparing the CCD-strategy with a simpler strategy, where
elements were randomly (uniformly) permuted, and where we either included or excluded
the correction for genomic distance, we were able to show that the CCD-strategy were the
only method that gave valid results even when the genomic elements of the query set were
clustered together or spread out (see Figure 3.1).
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Since recent papers had pointed out that the genome is partitioned into domains with
differing degree of 3D interaction frequencies, and that regional preferences dependent on
the relative positioning along chromosome arms inﬂuenced the data [85, 87, 88], we also
explored such properties in our method as well. To take such properties into account, we
devised the strategy of simply permuting (using CCD) within domains, and showed that this
strategy seemed to allow for more speciﬁc hypothesis tests, where various properties can be
included into the model depending on the particular research question.
In addition to investigating the signiﬁcance of 3D co-localization by using P -values,
we also implemented a quantitative measure giving the degree of enrichment of 3D co-
localization, realizing that hypothesis testing on its own is often not enough to truly obtain
biologically meaningful results. Interestingly, since we applied a correction for genomic dis-
tance to our test-statistic in order to analyze intrachromosomal as well as interchromosomal
interaction frequencies, we could not simply use the test-statistic as a measure of enrichment.
Instead, we devised a measure based on calculating the observed over the expected contact
frequency, as given by the genomic distance, in addition to other properties such as compart-
ments or relative positioning along chromosome arms. We did this by using permutations,
similar to when calculating the P -value, and by estimating the expected contact frequency
coming from genomic distance and all other factors, separately.
Finally, to also investigate the power of the method, we applied our method to several
Hi-C datasets. We started by selecting data where we expected a high degree of 3D co-
localization, such as promoter and enhancer regions, and conﬁrmed that both the enrichment
score and hypothesis test gave results as expected.
We then sought to investigate the 3D co-localization of regions involved in somatic mu-
tations in leukemia cells, motivated by recent ﬁndings that had shown a link between muta-
tional events and genomic 3D architecture [156]. By applying both the enrichment score and
the hypothesis test on a dataset of somatic mutations in leukemia cells using three different
permutation strategies, four different bin resolution sizes, and for intra- and interchromoso-
mal data both separately and jointly, we found a statistically signiﬁcant 3D co-localization of
somatic mutations for intrachromosomal interactions. However, by inspecting the enrichment
score, we found that the degree of 3D co-localization was marginal, and we found it difﬁcult
to conclude on the biological relevance of this result.
3.2 Paper II
In Paper II, the motivation was to develop a versatile and expandable web-based tool for
analysis of 3D co-localization and other types of 3D analyses. We did this by expanding
on the architecture of the Genomic HyperBrowser [215, 216], and by adding functionality
in both data representation and analysis framework, into a tool we called HiBrowse. Since
one of the main results from Paper I was that a permutation test was needed in order to get
valid hypothesis testing of 3D co-localization, we re-used parts of the functionality for Monte
Carlo permutation testing already implemented in the Genomic HyperBrowser.
Additionally, we expanded the method developed in Paper I, by considering that other
types of 3D co-localization analyses were possible besides the all-versus-all nature of 3D co-
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Figure 3.2: Three classes of analyses implemented in HiBrowse. The classes are deﬁned according to the nature
of the query track. With point tracks (P), all-versus-all 3D co-localization is used, and permutation is therefore
performed on the points themselves (blue). When linked query track types such as linked points (LP) or linked
valued points (LVP) are used, only the interactions deﬁned by the links are considered, and permutations are
performed while maintaining positions and shufﬂing of links. With ’case’ and ’control’ labels on the links, only
links marked by ’case’ are considered, and shufﬂing of labels is performed instead (red). Finally, identiﬁcation
of signiﬁcant differences between two Hi-C tracks is possible, based on statistics developed in Robinson et al.
[220] (yellow). The ﬁgure is reprinted and adapted from Paper II.
localization as presented in that paper. For example, we wanted a simple method to analyze
the 3D co-localization of a selected set of genomic interactions. Motivated by the structured
way in which statistical investigations are handled in the Genomic HyperBrowser system, we
developed a set of statistical tools where the structure of the query dataset deﬁnes the types
of statistical questions possible (see Figure 3.2).
To represent the possible query set types, we needed a versatile and generic representa-
tion of the underlying data types. To this end, we based the statistical method setup on the
GTrack format representation [219], developed for the Genomic HyperBrowser, and capable
of handling interconnections between elements. In GTrack, genomic data types are deﬁned
according to 15 different track categories dependent on four core informational properties of
such data: gaps, lengths, values and interconnections. For example, a regular BED ﬁle of
genomic elements, belong to the segment (S) category, and a single position (no length is
deﬁned) belongs to the Point (P) category. Each genomic element could also be accompanied
by a value of some sort, and if so, the data belongs to the Valued Point (VP) or Valued Seg-
ments (VS) category. By allowing for interconnections between points, the tracks belong to
the Linked Points (LP) category, or Linked Valued Points (LVP) if a value for each element
is also considered.
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In HiBrowse, when a 3D track such as a Hi-C dataset is selected, the second (query) track
selected deﬁnes the possible types of analyses. We deﬁned hypothesis tests according to three
broad categories dependent on the type of the query track. The ﬁrst category of statistical
analyses was deﬁned by considering query tracks of type P. When one track of type P is used,
we have the same statistical analysis as presented in Paper I. When two tracks of type P
are selected, however, we allow for considering the 3D co-localization between all possible
pairs of interactions between the two tracks, but not within. In other words, it is possible to
analyze whether genomic elements in one of the tracks are more (or less) co-localized with
the elements of the other track (in 3D), than expected by chance.
The second type of statistical investigation arises when selecting a linked track, such as
LP, LVP or LP with case/control categories associated with each link. In such analyses, only
the interaction frequencies between the regions deﬁned according to the links are considered.
This allows for analysis of whether the linked elements are more (or less) co-localized in 3D,
than expected by chance. In these types of analyses, permutations are performed on the links
(or case/control labels), preserving the positions of all genomic elements in the query set, in
contrast to the ﬁrst type of statistical question.
The third type of statistical investigation is fundamentally different from the two ﬁrst. In-
stead of analyzing 3D co-localization between a set of selected elements, this type of analysis
identiﬁes signiﬁcant differences between two Hi-C (or similar) tracks. We realized that this
type of analysis resembles the type of analysis used for detection of signiﬁcant differences in
digital gene expression data. Since the development of statistical tools for gene expression
analysis has been rather extensive, we applied and implemented the same type of test as de-
veloped in Robinson et al. [220], designed for differential signal analysis with genome-scale
count data.
The graphical user interface (GUI) of HiBrowse is based on Galaxy [221] and is imple-
mented in integration with the Genomic HyperBrowser system [215, 216] (see Figure 3.3).
The overall concept is to allow for easy access and user-friendly functionality for analysis of
Hi-C and related data types in a range of settings, focusing on 3D co-localization analysis. In
addition, some visualization and explorative tools are provided.
3.3 Paper III
In Paper III, we applied the acquired knowledge of topological properties of chromatin data
from Paper I and the statistical analysis types of Paper II, to develop a statistical test of
ChIA-PET interaction data. This type of statistical analysis is fundamentally different from
the types of analyses considered in Paper I and Paper II, since the goal of this paper was to
develop a model for identiﬁcation of the individual interactions that are signiﬁcantly higher
than some background model (see Figure 1.7). For this type of question, correlation between
elements caused by for example linear genomic proximity is not as important as for analyses
of 3D co-localization, since the sum of interaction frequencies is not considered. However,
properties related to the propensity of certain regions to be more interactive than others (such
as compartments or domains) will still be important.
In essence, only one type of statistical test, based on the hypergeometric distribution, had
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Figure 3.3: A screenshot showing the graphical user interface (GUI) of HiBrowse, based on the Galaxy and
Genomic HyperBrowser system. The left panel displays the different types of analyses available in the system,
the middle panel shows the work area, where options relating to the selected tool are displayed. By clicking the
“start analysis” button, the selected analysis will be submitted to the server and will immediately appear in the
right panel, where the ﬁnal results together with all uploaded datasets are displayed. This particular example
shows options related to an analysis of fusion transcripts deﬁned according to linked elements.
been previously applied to such type of analyses [173]. While this model takes into account
the degree to which pairs of regions are involved in contacts, the genomic distance between
elements is not taken into account. We therefore decided to use the non-central hyperge-
ometric distribution, (NCHG) which is a generalization of the hypergeometric distribution,
allowing for taking the variable probability of interactions at different genomic distances into
account.
Since no studies had previously been investigating the effect of genomic distance between
anchor regions in ChIA-PET data, we started by comparing this effect on two different model
assumptions. By simulating data that were both dependent and not dependent on genomic
distance, we evaluated the effect of not taking genomic distance into account, in a similar
fashion as was done in Paper I, by inspecting the distribution of P -values under the null-
model. We found that not taking genomic distance into account (using Fisher’s exact test)
caused skewed distribution of P -values under the null-model. Using the non-central hyper-
geometric test, however, P -values were found to be uniform, as expected.
We then applied our method, and Fisher’s exact test, to two publicly available ChIA-PET
datasets, from Mcf7 and K562 cells. By comparing the number of signiﬁcant interactions
after multiple testing correction, we found that Fisher’s exact test reported a very high number
of signiﬁcant interactions compared to the NCHG test. We showed that this was due to the fact
that Fisher’s exact test reported many signiﬁcant interactions with short genomic distances,
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caused by the higher number of contacts not taken into account in the model.
Finally, by showing several examples of regions with previously identiﬁed interactions,
such as for the α-globin locus, we showed that the NCHG test allows for accurate detection of
signiﬁcant interactions without over-estimating the signiﬁcance of short, nearby interactions.

Chapter 4
Discussion
In this PhD project, the main focus has been on inferential analysis of genomic 3D organi-
zation. The term “inferential” is here meant in a broad sense, as a way of analyzing data
with the goal of drawing conclusions of some sort. Determining causal relationships (causal
inference) is not considered here, as this requires speciﬁc study designs prior to analysis, for
example involving temporal data collection. Some of the tools developed, for example as part
of Paper II, are nevertheless more descriptive than inferential. Together, the developed tools
should be considered broadly as tools for “data analysis” [222].
Speciﬁcally, the major goals of this project have been to develop, implement and make
available relevant tools for analysis of 3C-based data, particularly genome-wide methods such
as Hi-C and ChIA-PET. In the developed methods, much effort has been put into taking into
account factors that are inherent in such data, and that distinguish them from other genome-
wide datasets. To do so has required utilization of expertise from rather diverse disciplines
such as statistics, informatics and biology, and coordinating these efforts into a usable result.
Therefore, a high-degree of multidisciplinarity has been necessary to make this project work.
Such multidisciplinarity, while having been rewarding for those involved, inevitably has come
with a cost of being unable to delve deeply into a particular problem and learning all there
is to it. Some of the major challenges to this project have therefore been to ﬁnd the balance
between usable solutions that still are theoretically sound. Consequently, the major part of the
work has been a theoretical and methodological endeavor, with few direct biological results.
The aim has been to make the methods usable through implemented software, with the hope
that the methods can be extended and built upon in the future. Since results from Hi-C,
and similar genome-wide 3C-based techniques, constitute a completely new type of genomic
data, the challenge has also been to truly get a grip of the fundamental properties, biases and
noise proﬁles of such datasets.
In this section, some of the challenges and general considerations that were encountered
during the project will be discussed and put into context. At the end, some speculations as to
what may be expected in the future, will be given.
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4.1 Data quality and availability
The methods and tools developed during this PhD project have all been entirely dependent on
the availability of public data resources, as no data production has been conducted in-house.
Therefore, a large part of the project has been to scrutinize and thoroughly examine available
data. During the development of the methods presented in Paper I, it became clear that Hi-
C data in the form of raw contact frequencies were highly affected by technical biases that
needed to be taken into account for proper analysis of such data [86, 87]. This is illustrative
of the extremely unﬁnished state that these types of technologies were, and probably still are,
in. Luckily, we were able to adapt and adjust our methods accordingly, with little extra effort
necessary. This was probably possible due to the decision on employing a Monte Carlo based
method, where no assumption on an explicit distribution for the data was needed. If similar
adjustments to data happen in the future, Monte Carlo methods are likely to be a good choice,
due to this very reason. Currently, there seems to be two ways of handling biases: 1) Biases
are removed prior to analysis, and bias-removal is seen as a pre-processing step, 2) biases
are incorporated into the model itself and treated as parameters that are adjusted for. In our
methods, we have chosen strategy (1), which also seems to be the most common choice. In
practice, we have done this by utilizing the method of Imakaev et al. [86] on all the data as an
initial step, before even loading them into the data repository of our system. It is important
to note that several other bias removal methods have been proposed (see section 1.3.1.4).
We chose the method of Imakaev et al. [86] because it is implemented in a fast and readily
available tool for easy processing of large amounts of data. The choice of bias-removal
method is probably not crucial, as it has been shown that these methods in fact produce
very similar results [86]. It is, however, uncertain at this point whether the bias removal
procedures only remove bias, or if some biological signal could be affected as well. Since
the performance of these methods are usually evaluated based on their ability to enhance
reproducibility between biological replicates, it can be difﬁcult to assess the exact effect of
bias-removal in all circumstances. The use of e.g. FISH data for evaluation of these methods
have been proposed as a viable alternative to shed light on these matters [175].
At the moment, we have chosen to make available in our system (as described in Paper
II) a total of 14 pre-processed datasets at various resolutions in four different species (see
Table 4.1). Inevitably, some datasets have not yet been added to the system, such as data for
ﬁssion yeast [193], budding yeast [98], or the recently mapped 3D genome of the protozoan
parasite Plasmodium falciparum [223]. We also have not included a newly released data set
of single-cell Hi-C [149], or some newly mapped human cell lines [150].
In Paper I, the data used came from two separate sources. The data for investigating
correlations between linearly proximal bins, and for assessing the power of the method, came
from Dixon et al. [88]. We chose this dataset because it had the highest resolution (deepest
sequencing) of the publicly available data sets. To study the 3D co-localization of mutational
events, however, we used a cell-line more similar to the source cells of the mutation data,
namely K562 from [85], even though this dataset had lower resolution.
A similar choice was made when choosing appropriate datasets for testing the methods
developed as part of Paper III. We tested our method on a dataset from Li et al. [130], be-
cause it was of very high resolution, and since it had been studied extensively in the same
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Table 4.1: Overview of installed and pre-processed Hi-C data available in HiBrowse (reprinted from Supple-
mentary Material in Paper II).
Species Cell-line/tissue Treatment Bin-size(s) Ref
H. sapiens GM06990 100k, 200k, 500k, 1M [85]
H. sapiens K562 100k, 200k, 500k, 1M [85]
H. sapiens GM12878 100k, 200k, 500k, 1M [148]
H. sapiens hESC 100k, 200k, 500k, 1M [88]
H. sapiens IMR90 100k, 200k, 500k, 1M [88]
H. sapiens RWPE1 ERG 200k, 500k, 1M [203]
H. sapiens RWPE1 GFP 200k, 500k, 1M [203]
M. musculus mESC 100k, 200k, 500k, 1M [88]
M. musculus cortex 100k, 200k, 500k, 1M [88]
M. musculus pre-pro-B 100k, 200k, 500k, 1M [197]
M. musculus pro-B 100k, 200k, 500k, 1M [197]
D. melanogaster embryo 10k,20k,40k,80k,160k [206]
A. thaliana Col WT 200k,500k,1M [224]
A. thaliana Col atmorc6-1 200k,500k,1M [224]
paper. Importantly, this dataset was based on interactions involving RNA Polymerase II
(RNAP II), allowing for interrogating 3D interactions involving promoters and enhancers,
and therefore making it more easy to compare with previously mapped chromatin interac-
tions. Other choices of datasets could have been possible, including data based on CTCF
[110], H3K4me2 [70] or estrogen-receptor-α [171]. It is important to note that there is a
potentially large difference between ChIA-PET datasets based on factors such as RNAP II,
compared to factors that bind more speciﬁcally, such as CTCF or transcription factors. The
broader binding patterns of RNAP II results in larger anchor regions for which interactions
are aggregated. However, the exact effect of the size of the anchor regions has not been stud-
ied in detail. Further comparative analyses of such effects may therefore be needed to shed
light on possible differences between broad and narrow anchor regions in ChIA-PET data.
Another important issue to consider, particularly for Hi-C data, is the fact that transloca-
tions and rearrangements in the samples analyzed, could cause bias in the resulting contact
matrices, since regions linearly proximal in the genome will necessarily have higher num-
ber of contacts (mentioned in e.g. [86, 153]). Translocations, for example, may result in
what appears as a high number of interactions between regions on separate chromosomes
when reads are mapped to a reference genome without such rearrangements. With 3D co-
localization analysis, where the contact matrix itself will be used as part of the null model,
this is likely not to be so severe. However, for analyses where the goal is to identify signif-
icant interactions, or for differential analysis between two samples, this issue may be more
important. A combined approach where Hi-C data is ﬁrst used to detect translocations and
re-arrangements, to either mask out or take such events into account in the model, and then
used for statistical analysis, may be possible in the future. A similar approach could perhaps
be used for ChIA-PET data as well, prior to methods such as the one presented in Paper
III, but it is not clear how the uneven distribution of anchor regions in such data would be
handled.
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Copy-number variation speciﬁc to the interrogated cell-material could similarly lead to
over- or underestimation of the number of interactions involved for such sites. Bias-correction
methods could partially alleviate such effects, but this has not been studied extensively.
4.2 Implementational issues (Paper II)
Currently, few generic software suits exist to analyze Hi-C and similar type of data, and
therefore, most of the functionality had to be developed from scratch. However, by building
on the Genomic HyperBrowser, we were able to utilize the general statistical framework
and the theoretical mindset already laid out through several years of research in statistical
genomics. We note that the HiBrowse tool presented in Paper II is meant as a tool to be
expanded as further methods are developed. In other words, the currently implemented tools
are not meant as a ﬁnal set of possible tools for Hi-C analysis. For this reason, the main
scientiﬁc contribution in the HiBrowse tool is the ﬂexible framework and the possibility for
doing analyses easily on large datasets in a user-friendly environment.
One of the major challenges in making versatile and open-ended methods for Hi-C data
analysis, such as the one presented in Paper II, is the size and complexity of genome-wide
interaction frequency data. One of our goals with this project was to create a system where
new statistics could easily be added, without having to do too many additional adjustments
to the code. We solved this by applying a modular approach, where many of the common
steps in the data analysis could be re-used for the different types of statistics. One example is
the computation of the standardized interaction frequency for each genomic distance, which
is a time-consuming computation resulting in a step function giving the expectation and the
standard deviation for each genomic distance in a given Hi-C dataset. We noticed that these
computations were only needed one time for each dataset at each possible resolution. There-
fore, we implemented a caching strategy that saves the resulting step functions on disk after
it is calculated for the ﬁrst time, and then reuses these in all the steps where they are needed.
However, the computation time required for a large analysis in HiBrowse is, at the mo-
ment, quite high. Depending on the type of analysis, a regular 3D co-localization analysis
of thousands of genomic positions can take several hours. The main reason for this is that
the permutations of the positions during the Monte Carlo simulations require intersection of
the permuted positions and the Hi-C bins at each step. In principle, it is easy to improve
upon the computational time needed for these analyses, since for example results from indi-
vidual chromosomes can be combined in the global result utilizing MapReduce functionality
already implemented in the Genomic HyperBrowser system. However, it has proven difﬁcult
to implement such functionality for Hi-C data, since results must be combined from pairs
of chromosomes. In addition to computational costs, 3D co-localization (and similar) anal-
yses can be highly dependent on memory usage. To allow for fast computations, HiBrowse
currently uses vector operations on objects such as large matrices in memory. The mem-
ory usage is again dependent on the size of the analysis (size of the query set), and using
MapReduce functionality would improve on these matters as well. Problems relating to com-
putation time and memory-requirements are likely to escalate drastically in the future, as the
throughput from next-generation sequencing technologies is constantly increasing. For Hi-C
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and similar data, this will result in better resolution in the form of smaller bin-sizes, resulting
in drastically increased size of the arrays or matrices holding the data. It is important to note,
however, that it may not be necessary to use a similar bin-size for all possible interactions.
For example, since interchromosomal interactions are much more sparse, it could be possible
to use a much lower resolution (larger bin-size) for interactions between chromosomes. Sim-
ilarly, interactions in close proximity along the genomic sequence are known to be of much
higher resolution than long-distance interactions. To take such differences into account, a
more sophisticated data structure than a simple matrix is probably required, however.
Since the ﬁeld of Hi-C analysis is so new, currently, no standard data format exists for
representing Hi-C or other 3D interaction data sets. We therefore had to devise a uniﬁed
way to represent such data, resulting in the GTrack format, recently published by several
people in our group [219]. In GTrack, the genomic data are represented in a uniform way,
such that diverse types of genomic datasets can be represented similarly. In Paper II, one
of the main features needed for representation and analysis of data was a way of allowing
for linked elements. This was needed in order to specify particular interactions that were to
be considered for 3D co-localization analysis, similar to the types of analyses presented by
Engreitz et al. [153].
We have chosen to build the HiBrowse system on the general framework of the Genomic
HyperBrowser, which again is based on the Galaxy framework [221]. There are several ad-
vantages to using such a framework, instead of building a new framework from scratch. Since
Galaxy is currently used by thousands of scientists world-wide, the graphical user interface
(GUI) is well-familiar to many researchers. The use of methods in the Genomic Hyper-
Browser, and by analogy HiBrowse, is therefore, at least in principle, no more complicated
than using Galaxy in general. Another highly important reason for using a Galaxy-based
system is the possibility of sharing results through the history sharing and Galaxy Pages
functionality. This functionality makes it easy for other scientists to reproduce and scrutinize
all results, by simply uploading the histories into their own Galaxy and re-run analyses, with
the possibility of altering parameters. Such functionality is needed in computational research,
as illustrated by the increased focus on reproducibility, and the realization that many publi-
cations in top journals do not contain enough methodological detail to be reproducible [225].
Another interesting feature of Galaxy is the ToolShed [226], where tools can be uploaded
and immediately utilized through the GUI. In the future, it would be preferable to implement
HiBrowse as a Galaxy tool that can be uploaded through the ToolShed. However, currently
this is not possible, due to the limited track type support in Galaxy.
The alternative to using Galaxy, and a graphical user interface, would be a command-line
based tool. Currently, only a relatively small set of tools are available for analysis of Hi-C
(and similar) data, all of which are command-line based. In the program INSP3CT (men-
tioned in section 1.3.4.1), for example, basic 3D co-localization analysis of a list of genomic
elements can be performed. In the HOMER tool (see section 1.3.4.2), the main Hi-C related
features are data pre-processing, compartment analysis and detection of signiﬁcant interac-
tions, with some additional functionality for comparing two treatments. The advantage of
using a command-line tool, instead of a GUI-based tool, is that it is easy to build pipelines
and to extend software. Also, many bioinformaticians and software developers prefer to use
command-line based tools instead of GUI-based tools. An attractive alternative is of course
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to allow both command-line and GUI-based solutions. In the Genomic HyperBrowser, and
in HiBrowse, analyses can be run using a command-line like language through the GUI, uti-
lizing batch execution functionality. However, such functionality cannot completely replace
classical command-line functionality.
One issue with the current GUI of the Genomic HyperBrowser, and therefore of Hi-
Browse, is that users are required, to some extent, to know beforehand the steps needed in
order to perform a full analysis. For example, in order to do a hypothesis test of whether a set
of linked elements are co-localized (in 3D), users usually have to ﬁrst convert their data to a
linked track, and only then is it possible to run the analysis on the resulting ﬁle. One of the
reasons for doing it in this way is to build on the principles of Galaxy as a workﬂow-based
system, where smaller analysis steps are combined into a workﬂow, ending up with a ﬁnal
result. This principle is similar to the principle of command-line based tools, but with the
added beneﬁt of having a graphical interface. One way of avoiding this conversion step is of
course to have data available in linked (GTrack) format in the ﬁrst place, but this will only be
a realistic alternative if external upstream processing tools support the GTrack format. Simi-
larly, uploading of Hi-C and other types of 3C-based data is currently possible in two ways.
Either a GTrack ﬁle is uploaded directly (assuming that this was the format already used) or
a specialized uploading-tool is used. In the uploading-tool, any tabulated format (including
Excel) can be uploaded and then seamlessly converted into GTrack format. At the moment,
however, this process can be time-consuming, since the system runs a check on all uploaded
ﬁles to conﬁrm that they are of valid format. Since data are represented as graphs in the
system, this process requires looping over all edges to check if the ﬁle is correctly speciﬁed.
4.3 Biological relevance and usability
In Paper I, a set of topological properties underlying chromatin structural data was pre-
sented, together with a statistical test and an enrichment score for 3D co-localization. Due
to the somewhat theoretical focus, the main audience for the tools presented is probably de-
velopers and advanced users looking to build upon the methods perhaps with the aim of tool
implementation. We do also provide a basic implementation of the method in the Genomic
HyperBrowser, allowing biologists and applied users to use some of the proposed tools. In
Paper II, however, the set of tools are expanded and put into a more applicable context in
the form of a web-tool for broad analysis of 3D co-localization and similar types of analyses
of Hi-C data. The main audience for Paper II is therefore biologists and other applied re-
searchers with a clear biological question in mind, seeking to analyze either own or publicly
available data without relying on development, implementation and bug-testing on their own.
The main target for Paper III are bioinformaticians and developers analyzing ChIA-PET
data, and not directly aimed towards biologists without computational experience. While the
paper also is accompanied by code for running analyses, this code is command-line based
and presented mostly for reproducibility purposes. An aim for the future is to also implement
these tools into HiBrowse.
The established tool for analysis of ChIA-PET data is the ChIA-PET tool ([173], dis-
cussed in sections 1.3.4.2 and 1.3.5.2). This is a command-line based tool, with relevant
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software for performing a full analysis, from mapping of sequences to visualization of re-
sults. The method implemented in Paper III is not meant to be a direct competitor of this
tool, even if it was to be implemented in the HiBrowse system (Paper II). The main aim
of Paper III was to improve on the statistical methods and the underlying assumptions of
the models for the step where signiﬁcance of interactions is analyzed. Whether or not this
method will become adapted in the community remains to be seen. Obviously, the usability
of this method also depends on how much the ChIA-PET technology will be applied to new
projects in the coming years.
It is clear that, at the moment, the tools presented in Paper I and Paper II are meant
mostly for 3D co-localization and similar analysis at a larger scale. These types of analy-
ses are mostly meant to elucidate spatial patterns such as transcription factories, proximities
between a selected set of elements, contacts between insulator regions, and relationships be-
tween structural and functional features that govern the processes of the cell. Such types of
analyses are in practice often part of a larger study of some sort, where one of the aspects
is related to ﬁnding out whether structural features of the genome are relevant for the set of
elements under study. Several examples from the literature illustrate the versatile and general
nature of 3D co-localization analyses (see Table 4.2).
Table 4.2: Examples of 3D co-localization analyses where HiBrowse functionality could have been applied
Research question Query set HiBrowse statistic Refs
Are origins of early
replication co-localized in 3D?
Set with
origins of replication
Co-localized in 3D? [98, 99]
Are centromeres
co-localized in 3D?
Set with
centromeric positions
Co-localized in 3D? [98, 99]
Are transcription factor (TF)
target genes co-localized in 3D?
Gene sets with
targets of various TFs
Linked elements
co-localized in 3D? [99, 189]
Are pairs of regions involved
in translocation events
co-localized in 3D?
Pairs of genomic
positions involved
in translocations
Linked elements
co-localized in 3D?
(possibly maintaining
open/closed compartments)
[153]
Are evolutionary breakpoints
between human and mouse
co-localized in 3D?
Pairs of genomic
positions involved
in breakpoints
Linked elements
co-localized in 3D?
(possibly maintaining
open/closed compartments)
[192]
Identify the differential
3D contacts between
embryonic and cortex
cell-lines in mouse
-
Identify signiﬁcant
differences between
two 3D tracks
[88]
Identify the differential
3D contacts between
cancerous and normal
prostate cell-lines
-
Identify signiﬁcant
differences between
two 3D tracks
[203]
The examples listed in Table 4.2 are meant to provide a few examples picked from the
literature, and are not comprehensive. Nevertheless, it seems that functionality related to anal-
ysis of 3D co-localization, as implemented in HiBrowse, is deﬁnitively relevant. However,
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what about the tools available in HiBrowse where no corresponding analysis is found in the
published literature? Speciﬁcally, this relates to the statistics regarding the 3D co-localization
between two point tracks, and the analysis of linked elements marked by “case” and “control”
(see Figure 3.2). These statistical tests were implemented in HiBrowse in the hope that they
could be of use in particular cases. For example, it is possible to imagine that it could be
relevant to analyze the 3D co-localization between transcription factor (TF) binding sites and
a set of genes, without specifying any information about any particular interactions between
selected TF binding sites and genes. Such an analysis could be performed easily with the
“Track 1 more/less co-localized with track 2 in 3D?” statistic. Additionally, the “Case-links
more/less co-localized in 3D?” statistic could be used in settings where a subset of features
picked from a larger set of interactions is studied. For example, if a researcher wants to know
if a set of genes from a particular pathway taken from the KEGG database [227] is more
co-localized in 3D than genes within KEGG pathways in general, this statistic could be used.
While it is clearly interesting to analyze whether a set of genes is more proximal within
the nucleus, another point to consider is whether or not it is relevant to ask if a set of genes
is less co-localized in 3D, than what could be expected by chance. This analysis option,
in addition to the option of testing for a difference in 3D co-localization, was introduced in
Paper I and Paper II for completeness only. It is difﬁcult to imagine where such an analysis
will be relevant, but it is also important not to exclude such cases. Perhaps analysis relating
to the positioning at the peripheral parts of the nucleus, such as genomic regions associated
with the nuclear lamina, will be a possible use case of such an analysis?
Even though much of the focus of this project has been on hypothesis testing and infer-
ence, some effort has been put into devising methods for quantiﬁcation of 3D co-localization
as well. In Paper I, we developed an enrichment score giving the degree of 3D proximity
as compared to the expected background signal given by genomic distance and other factors
that may be relevant to take into account. We also speciﬁcally stated in Paper I that the en-
richment score and statistical signiﬁcance should both be part of a given 3D co-localization
analysis. This is an important point, considering that the ease of reaching signiﬁcance in-
creases with the size of the dataset. It is, however, inherently difﬁcult to know what consti-
tutes a biologically meaningful contact enrichment. Our example in Paper I, concerning the
3D proximity of mutational events in leukemia, illustrates this point. In the paper, we identi-
ﬁed a rather strikingly signiﬁcant 3D co-localization between regions involved with somatic
mutations for intra-chromosomal interactions, when comparing across different resolutions,
and when correcting for properties such as compartments and relative positioning along chro-
mosome arms. However, as we pointed out in the paper, the enrichment scores were in the
range 0.14-2.43%, and were too low to draw deﬁnite conclusions regarding biological rele-
vance. How large the enrichment score needs to be before a biologically relevant ﬁnding is
seen, however, is an open question. The best solution is probably to let the scientiﬁc commu-
nity work out the relevant thresholds over time, based on accumulating experience. In this
regard, it is important to note that in FISH studies of 3D co-localization, the enrichment of
co-localization as measured for example by the number of times a pair of loci co-localize,
has been found to be quite low. For example, in a paper where both 4C and cryo-FISH was
applied to selected regions, signiﬁcantly interacting regions were often found to co-localize at
frequencies as low as a few percent [188]. This is expected, considering the great variability
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of genome architecture across cells (see section 1.1.3.7).
We have also focused on investigating the effect of using different resolutions, and on an-
alyzing inter- and intrachromosomal interactions, both separately and jointly. We pointed out
in Paper I that analyses of 3D co-localization should preferentially be performed on differ-
ent resolutions, since both P -values and enrichment scores can vary depending on resolution.
We also pointed out the possibility of performing analyses on intra- and interchromosomal re-
gions, both separately and jointly, since again, results and interpretations can be different for
these two types of interactions. Considering this, it is important to note that running analyses
on many different resolutions to ﬁsh for statistical signiﬁcance is not a valid option. Since
the bin-size used is dependent on the choice of the investigator, one may end up in a situation
similar to what is known as the “modiﬁable areal unit problem” in geography [228], where
aggregation of data into somewhat arbitrary groups (such as districts or postcode areas) can
lead to a selection bias in the reported patterns. We have in Paper I proposed to report results
on several bin-size resolutions, and proposed to investigate whether the P -values stabilize at
a particular value. In any case, obtaining similar results at several different resolutions could
be a minimal requirement for reporting a result. This approach has, to some extent, been
established when analyzing 4C-data [167]. In the HiBrowse system (Paper II), we have fa-
cilitated the use of different bin-sizes by providing most datasets at four different resolutions
(see Table 4.1). It is, however, up to the user to decide the appropriate resolution for a given
analysis, and whether or not it is necessary to perform analyses on multiple resolutions.
Another point that was investigated in Paper I, was the speciﬁcity of 3D co-localization,
when considering a given Hi-C dataset. This is important to consider since proximity, in the
form of 3D co-localization between a selected set of regions, does not necessarily mean that
this set is speciﬁcally the set that allows such 3D co-localization to occur. For example, since
chromatin exists in the nucleus as a polymer chain, nearby elements will necessarily share
spatial characteristics, but may actually be even more proximal than the initially selected
set. Additionally, the positions selected might be found in regions where general 3D co-
localization of elements is the norm, rather than a special case. To investigate this, we picked
a query set of elements that had recently been shown to form clusters of co-localized elements
([130], explored in detail in Paper III). We calculated the enrichment of 3D co-localization
and the P -value for this set, and then permuted the elements by iteratively shifting them one
bin in a random direction. By re-calculating P -values and enrichment scores at each step, we
were able to plot a curve showing how speciﬁc such 3D co-localization appeared to be. We
found that after shifting 2-3 bins (corresponding to 200-300 kilobases), 3D co-localization
enrichment was low and no longer signiﬁcant. We did the same with the set of regions
containing somatic mutations, and found similar results, albeit with much lower enrichment
scores.
A large part of Paper I concerns the need for taking well-known topological properties
of chromatin into account for valid hypothesis testing and for obtaining biologically realistic
results. It is, however, often difﬁcult to decide which exact properties that should be taken
into account for a given analysis. While it is easy to see that direct physical properties of
chromatin, such as genomic distance and transitivity relations need to be considered, prop-
erties such as domain architecture and relative positioning along chromosome arms may not
be immediately obvious to correct for. If for example, a user wishes to analyze whether a set
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of speciﬁc genes are proximal, taking into account a property such as compartmental struc-
ture (A and B compartments) should probably only be considered if the user a priori knows
that the genes are positioned in a biased manner with regards to compartments. Since it is
known that A-compartments are more gene-rich, and that spatial proximity is higher within
compartments than between, comparing a set of genes biased towards A-compartments will
almost always result in signiﬁcance (as is shown in Paper I). In such a setting, not taking into
account genomic compartments is probably similar to testing whether there is a bias towards
one of the compartments, an analysis which can be done in a much simpler way than through
3D co-localization analysis. On the other hand, if the investigator has no prior expectation on
compartmental positioning of the elements in the query set, it might be important to consider
that compartmentalization could be the result of clustering of active regions in the ﬁrst place
(and not the other way around). In such cases, it may not be relevant to take into account
compartmental structure. Therefore, in Paper I and Paper II, we have focused on allowing
for the possibility of correcting for such factors, but leaving it up to the individual investigator
to decide in practice whether compartments should be taken into account.
We are not the ﬁrst to mention taking general properties, such as open/closed chromatin,
into account. For example, Véron et al. [192] argued for taking both DNase sensitivity and
gene density into account when analyzing 3D proximity of evolutionary breakpoints in the
human genome. In their permutation-based test, they did this by dividing the genome into
classes (open and closed) based on the DNase sensitivity. They argued that since breakpoints
were much more likely to be positioned in open and gene-rich parts of the genome, it was
necessary to take these properties into account during the permutations. A similar approach,
correcting for chromatin compartments, was recently taken by Engreitz et al. [153].
At the moment, the most common types of analyses for Hi-C and similar 3C-based data
are based on visualization and explorative analysis (see section 1.3.5.2). In HiBrowse (Pa-
per II), we also have developed some tools for visual exploration of results. In Figure 4.1,
two examples of Hi-C data visualizations, as produced by HiBrowse, are shown. Two main
approaches are used in these visualizations. By representing the interaction frequencies as a
heat map and clustering this based on hierarchical clustering, clusters of increased interaction
frequencies between sets of elements can be identiﬁed. On the other hand, HiBrowse also al-
lows representing the interaction frequencies between a selected set of elements as a graph,
and spatially aligning nodes such that the lengths of their edges depend on the interaction
frequencies. Analyses based on visualization of such data are challenging, however, since
it is not immediately obvious how to interpret the resulting ﬁgures. Currently, the resulting
graphics in HiBrowse is limited to static images, such as the ones shown in Figure 4.1. It
is likely that interactive graphics, where users can reposition and select elements in the ﬁg-
ure, to reveal further details on the underlying analysis, will be a more usable representation
of these results. An aim for the future development of HiBrowse is therefore to allow such
interactive graphical results. There may also be better ways of representing these data than
using the classical heat map or graph representations. For example, as mentioned in section
1.3.5.2, some tools allowing for direct visualization of 3D structures have already been de-
veloped. It is unclear, however, whether such direct visualization will drastically improve our
understanding of the underlying data. The challenge of visualizations like these is always to
be able to balance complexity and interpretability. More work will therefore be needed to
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Figure 4.1: Examples of visualization of results using HiBrowse (Paper II). Left: Heat map visualization of
clustered Hi-C data of all interaction frequencies on chromosome 1 in the GM06990 cell line. Right: Network
visualization of Hi-C interactions between genes relevant for embryonic development (deﬁned according to the
GO category ’embryonic development’) for the hESC cell line.
ﬁnd optimal ways to visualize these data.
Additionally, further development of methods for identiﬁcation of underlying structures
based on Hi-C (and similar) data will be needed. It is important to point out that certain
spatial arrangements of genomic elements will only be detected by considering the under-
lying 3D structure. For example, the radial positioning of elements relative to the rest of
the chromosomes, such as in peripheral parts of the nucleus, is not necessarily detected by
only considering 3D co-localization of elements. It is, however, a major challenge for 3D
structure prediction based on Hi-C maps that the underlying data is based on a collection of
a large number of cells. With further development and application of single-cell Hi-C tech-
nology (see section 1.2.6), structural modeling is likely to be much more robust and usable.
However, even so, statistical analysis of 3D co-localization will still be relevant, since simply
visualizing structural models of chromatin will not sufﬁce to answer all questions regarding
the spatial arrangements of genomic loci in such structures.
4.4 Future perspectives
Since techniques such as Hi-C and ChIA-PET are so novel, a natural question to ask is
whether these technologies soon will be replaced by new technologies with completely dif-
ferent properties. While it is likely that these methods are improved and even replaced by
better methods in the future, it is important to note that the topics touched upon in this thesis
are likely to be relevant regardless of technological approach, since basic properties such as
topology and genomic distance are a consequence of the physical structure of chromatin, and
not the technology itself. Other topics, such as bias-correction and pre-processing of data are
more likely to be superﬂuous or at least replaced as technology improves.
It is clear that, even if the technologies themselves do not change substantially in the
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immediate future, increased throughput due to enhancements in next-generation sequencing
technologies will increase the resolution of 3C-based datasets. In practice, this will mean Hi-
C datasets with higher resolutions and smaller bin-sizes. However, it is important to consider
that doubling the resolution requires quadrupling the amount of sequencing data, due to the
quadratic nature of the resulting Hi-C matrices.
As higher resolution of Hi-C data is obtained, identiﬁcation of signiﬁcant interactions
will become more relevant, since the genomic regions involved in such interactions will be
more speciﬁc. The goal of such analyses it often to identify regulatory targets of genes,
to gain an understanding of regulatory mechanisms in speciﬁc cell types. Analysis of such
mechanisms, for example promoter-enhancer interactions, is typically not possible using 3D
co-localization analysis, both due to the current resolution of Hi-C data, and due to the fact
that such interactions are usually considered in an individual fashion. Even though one of the
analyses in Paper I concerns promoters and enhancers, this analysis was meant to illustrate
the power of the method, and to illustrate that active parts of the genome are closer together
in 3D, even after correcting for compartmental structure. The methods presented in Paper
III, however, are speciﬁcally geared towards the identiﬁcation of cis-regulatory contacts,
but using ChIA-PET data instead of Hi-C data. Despite the much lower resolution of Hi-C
data, it has recently been shown that some of the more recent Hi-C data sets can be used
for identiﬁcation of such regulatory interactions as well [196] (see section 1.3.4.2). For this
reason, a goal for the future is to implement statistics to identify signiﬁcant interactions for
Hi-C data and make them available in HiBrowse. It is likely that some of the insights gained in
Paper III can be used to develop statistical tools for identiﬁcation of signiﬁcant interactions
in Hi-C datasets as well. Likewise, it is also likely that analysis of 3D co-localization will
be more usable as resolution increases. Another relevant consideration is whether it would
be possible to analyze 3D co-localization for ChIA-PET data in a similar way as done for
Hi-C data. This would, in principle, be analyzable using the tools developed for linked query
sets (see Figure 3.2). However, at the moment, the resulting contact matrix from ChIA-PET
experiments may be too sparse for such analyses to make sense.
The increased resolution and size of 3C-based datasets also signiﬁes a need for re-thinking
the way such data are represented. Currently, no standardized way of representing for exam-
ple Hi-C data has been established. For example, plain text ﬁles containing symmetric matri-
ces of all-versus-all chromosomes, conﬁgured BED ﬁles, or other types of in-house formats
have been used. With the GTrack format [219], providing a uniﬁed way of allowing links
between elements, a standardized way of representing such data was proposed. However, in
order to store, retrieve and analyze large Hi-C, ChIA-PET, and other large-scale 3C-based
datasets efﬁciently, novel ways of representing such data are likely to be needed.
Due to the establishment of large consortia such as ENCODE [4], Epigenome Roadmap
[5] and FANTOM5 [229], the positions of cell-type speciﬁc regulatory elements are mapped
in extreme detail. The challenge in the future, however, is to link these elements together
and obtain a functional understanding of the orchestration of the regulatory program of the
cell-types. Both Hi-C and ChIA-PET data are likely to be extremely important to map such
regulatory interactions. The statistical tools presented in Paper III can be relevant for obtain-
ing high-conﬁdence interactions between regulatory elements. To do so, however, requires
that many of the cell-lines already investigated are additionally analyzed with methods such
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as Hi-C and ChIA-PET.
With ever-increasing amounts of epigenetic data, it is clear that approaches for integrative
analysis are needed to fully map the vast amounts of knowledge hidden in the combinatory
patterns of each individual data track. A very illustrative example of the power of integrative
methods was given in section 1.3.4.4, where combinations of epigenetic signals across dif-
ferent cell-lines were shown to allow for identiﬁcation of interactions between distal regions.
Other potentially powerful approaches are likely to emerge when considering that diverse
epigenetic datasets can be combined and integrated in a myriad of ways. Some tools aim-
ing at such combinatorial approaches were mentioned in section 1.3.6, but other tools and
resources are likely to be needed in addition to these.
It is probable that the demand for tools with built-in functionality for reproducible anal-
ysis will continue to rise [225]. The HiBrowse tool developed in Paper II provides such
functionality through allowing results, together with all the settings and parameters, to be in-
spected and re-run through the Galaxy Pages functionality. In this way, results can also easily
be shared between researchers working on the same project, again functionality likely to be
more important in the future.
Interestingly, several novel uses of genome-wide chromosome conformation capture data
have emerged in the last years. For example, a promising new application in genome as-
sembly exploits the fact that interaction frequencies are more frequent for regions in close
genomic distance on the same chromosome [230]. This approach has in fact been found to
be able to close gaps between contigs that could not be solved using conventional sequencing
methods [231]. Also, in metagenomics studies, where the aim is to identify and characterize
the abundance of microbial communities in a given sample, the same property has proven
useful. Since a major challenge of such studies is to identify the clusters of DNA sequences
coming from the same species, it is of major help to aid such clustering by using information
of physically proximal sequences [232]. Additionally, but perhaps much more far-fetched,
Hi-C and similar proximity-ligation based techniques have even been proposed to be able to
aid in the mapping of connections in the brain [233].
While it is difﬁcult to predict what will happen in the future, it is clear that taking the
three-dimensional perspective on the nuclear organization of chromatin is a step in the right
direction for understanding how cellular function is regulated and orchestrated. Methods for
analysis and processing of such datasets, built on robust methodology and valid assumptions,
will therefore be needed and further developed in the years to come.

Chapter 5
Conclusions
While data relating to the positioning of elements along the one-dimensional genome are
mapped at an ever-increasing pace, information regarding how these elements are positioned,
organized and regulated in three dimensions is needed to obtain a realistic understanding of
the complexity underlying the orchestration of the regulatory mechanisms of the genome.
Importantly, unraveling this complexity is likely to be vital for understanding and preventing
human genetic diseases, since much of the identiﬁed genetic variation relevant to human
disease has been found to reside outside of genes. Recently, it has been speculated that
much of this variation affects regulatory mechanisms involving physical interactions between
distal regulatory sites, and identiﬁcation of the target genes is therefore highly relevant for
development of therapeutic drugs.
Recent technologies coupling chromosome conformation capture to next-generation se-
quencing, such as Hi-C and ChIA-PET, allow for genome-wide identiﬁcation of 3D con-
tacts at unprecedented resolution. However, analyzing such data is challenging due to the
complexity of the underlying chromatin structure. During the PhD-project presented in this
thesis, some statistical methods for analysis of Hi-C and related data have been presented,
focusing on taking into account important properties inherent in such data. The tools have
been implemented in a web-based software suit called HiBrowse, where users can analyze
various aspects relating to the 3D structure of chromatin, either by uploading their own data,
or by basing analysis on publicly available data. A statistical method for analysis of ChIA-
PET data has also been presented, allowing for robust inferential analysis of genome-wide
regulatory interactions.
Taken together, the results in this thesis point to the importance of applying realistic as-
sumptions when performing inferential analysis on chromosome conformation capture data.
With the rapid increase of genome-wide mapping of epigenomic datasets across tissues and
cell-lines, it is likely that the methods and tools presented in this thesis can provide a well
grounded methodological framework for further studies into the three-dimensional organiza-
tion of genomes.
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ABSTRACT
The study of chromatin 3D structure has recently
gained much focus owing to novel techniques for
detecting genome-wide chromatin contacts using
next-generation sequencing. A deeper under-
standing of the architecture of the DNA inside
the nucleus is crucial for gaining insight into funda-
mental processes such as transcriptional regula-
tion, genome dynamics and genome stability.
Chromatin conformation capture-based methods,
such as Hi-C and ChIA-PET, are now paving the
way for routine genome-wide studies of chromatin
3D structure in a range of organisms and tissues.
However, appropriate methods for analyzing such
data are lacking. Here, we propose a hypothesis
test and an enrichment score of 3D co-localization
of genomic elements that handles intra- or
interchromosomal interactions, both separately
and jointly, and that adjusts for biases caused by
structural dependencies in the 3D data. We show
that maintaining structural properties during
resampling is essential to obtain valid estimation
of P-values. We apply the method on chro-
matin states and a set of mutated regions in
leukemia cells, and find significant co-localization
of these elements, with varying enrichment scores,
supporting the role of chromatin 3D structure in
shaping the landscape of somatic mutations in
cancer.
INTRODUCTION
The spatial organization of chromatin is of major import-
ance to key processes in the cell. Recently, several studies
have shown that, in addition to regulatory functions (1,2),
long-range DNA interactions are associated with the mu-
tational landscape and chromosomal alterations in cancer
genomes (3–5). Therefore, understanding how DNA is
organized in the nucleus is crucial.
One recently published technique called Hi-C (6), has
been shown to successfully map genome-wide 3D inter-
actions in several species (7–9). Brieﬂy, the Hi-C method
uses formaldehyde to cross-link the DNA, which is subse-
quently digested using a restriction enzyme, and then
paired-end next-generation sequencing determines the
frequency of interactions between all pairs of restriction
fragments. Other techniques based on chromosome con-
formation capture (10) include 5C (11) and ChIA-PET (12).
Despite these recent breakthroughs in experimental
techniques for mapping chromatin 3D interactions, few
tools have been developed to handle the large amounts
of data that are produced in a statistically sound way.
We are interested in evaluating whether a set of regions
in the genome (our ‘query set of interest’) are spatially
closer to each other than what would be expected by
chance. The Hi-C data will typically consist of restriction
fragments that can be concatenated into bins of a certain
constant size, which we will call genomic elements. We
wish to evaluate whether a predeﬁned subset of these
elements has signiﬁcantly higher interaction frequencies
than what would be expected by chance. As is obvious,
both the choice of query set and what we mean by chance
is crucial to this question.
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One of the ﬁrst computational methods to handle this
question was proposed by Botta et al. (13). In this study,
they assumed a null hypothesis where interactions were
considered as independent and could therefore be
randomized independently, using uniform resampling.
They then compared the number of observed interactions
with the average number of interactions in the randomized
samples. Similarly, Duan et al. (7) and Dai and Dai (14)
suggested that the number of interchromosomal inter-
actions within a set of genes is hypergeometrically
distributed, based on the assumption that the interactions
are independent. However, as the 3D structure implies
both transitive relations (if i is close to j and k, then j
and k are also close) and correlation between certain
pairs of interactions, these independence properties are
not valid.
The dependency between interactions was recently
pointed out in an article by Witten and Noble (15). In
the same article, the authors proposed a simple
resampling-based method for evaluating the overrepre-
sentation of interchromosomal interactions in a set of
genomic elements. They considered interaction frequen-
cies in binary form, where true interactions were deﬁned
as interchromosomal interactions at a false discovery rate
<0.01. Letting the size of the query set be n, they uni-
formly drew n new elements from the total population,
and compared the number of interactions in the
randomly chosen set with the number of interactions in
the original set, keeping the number of elements on each
chromosome constant. In this way, they obtained an
estimate of the P-value according to the null hypothesis
that the set of interest shows no more co-localization than
a randomly chosen set of elements. Using this resampling
approach, the global 3D structure is maintained, and
therefore also the transitive properties. However, the de-
pendency between interactions close in sequence is not
preserved.
The Witten and Noble (15) method is designed to work
only for interchromosomal interactions, and therefore
abundant cis-acting interactions cannot be assessed.
Additional properties will have to be considered when
taking into account intrachromosomal interactions.
Random close contacts in the DNA molecule cause sys-
tematically higher numbers of interactions for regions
close in sequence compared with more distant regions.
Such effects need to be adjusted for when testing on inter-
action frequencies within a chromosome.
There are several properties of the query set of interest
that can be important to preserve in a hypothesis test
setting when considering the total data set. Examples of
such properties are the proportion of genomic elements
close to centromeres and telomeres, or the GC content
in the query set of interest. We show in this article that
ignoring such features may cause skewness in the P-value
distribution under the null model. This is because the
interaction frequencies have varying distributions
throughout the genome.
Imakaev et al. (16) showed that the three ﬁrst eigenvec-
tors of the bias corrected Hi-C data capture global
patterns of chromatin interactions. The authors showed
enrichments of contacts between genomic regions with
similar corresponding elements in the ﬁrst eigenvector.
Because this eigenvector is strongly correlated with GC
content, it implies that regions with similar GC content
have a higher chance of interacting than regions with dif-
ferent GC content. In addition, they showed that the
second and third eigenvectors pick up patterns relating
to the relative positioning along the chromosome arms,
where centromeric and telomeric regions are enriched for
contacts within these regions more than between. The ﬁrst
eigenvector is related to the two-compartment model,
where chromatin is divided into open and closed compart-
ments, proposed in (6). Here, they also reported higher
correlations between interaction frequencies within com-
partments compared with between compartments.
In this article, we present a genome-wide hypothesis test
for inter- and intrachromosomal interactions, either sep-
arately or jointly, that can take into account structural
properties due to both sequence-based distance and
varying compartmental structure deﬁned as domains
along the chromosomes. We evaluate the method on
both simulated and real data, and ﬁnd that it performs
well in all circumstances. Software for these tests is avail-
able online.
MATERIALS AND METHODS
A genome-wide hypothesis test of 3D co-localization of
genomic elements
Based on knowledge about the spatial organization of a
genome, there are some distinct and important properties
to be considered in a hypothesis test context.
We are more likely to observe intrachromosomal inter-
actions between elements with low sequence-based distance
along a chromosome compared with high sequence-based
distance (see Figure 1a), as shown in Lieberman-Aiden
et al. (6). Consequently, the expectation and variance of
the interaction frequencies depend on the sequence-based
distance. For interchromosomal interactions, the
sequence-based distance is undeﬁned, and therefore
the expectation and variance are constant in this case. In
the calculation of the test statistics, we adjust for the dif-
ferent expectations and variances of inter- and intrachro-
mosomal interactions given their sequence-based distance.
To maintain the transitive properties (see Figure 1b), we
will randomize the query region of interest instead of
the 3D structure. Still, in such a randomization, we need
to consider the dependency between the interaction
frequencies.
We want to test if a set of genomic elements (our ‘query
set of interest’) has a higher 3D co-localization than what
would be expected by chance. Our hypotheses are as
follows:
H0 : The query set of interest has the same 3D co-localization
as a random set,
H1 : The query set of interest has more 3D co-localization
than a random set.
What we mean by ‘random set’ can vary according to
what structural properties of the query set we want to
preserve, and will be speciﬁed later.
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We will now describe a test statistic that measures the
amount of 3D co-localization in the query set of interest.
Let genomic element ai be the element that starts on base
pair i on chromosome a. Let maibj be the interaction fre-
quency between genomic elements ai and bj. We calculate
the sequence-based distance corresponding to an inter-
action as
 ¼ jj ij if a ¼ b1 if a 6¼ b:

If a ¼ b, maibj corresponds to an intrachromosomal
interaction, E^ðmj ¼ kÞ is the empirical mean of all
intrachromosomal interaction frequencies with sequence-
based distance k ¼ jj ij and bsdðmj ¼ kÞ is the sample
standard deviation. When a 6¼ b, maibj corresponds to an
interchromosomal interaction, E^ðmj ¼ 1Þ is the empir-
ical mean of all interchromosomal interaction frequencies
and bsdðmj ¼ 1Þ is the sample standard deviation. If the
number of observed interactions is low for certain high ,
it is advisable to assemble these into larger groups such
that the estimation will be more accurate. Let maibj be the
corrected interaction frequencies, which are adjusted for
the expectation and standard deviation given  like the
following:
maibj ¼
maibj  E^ðmjÞbsdðmjÞ ð1Þ
Let Sinta be the set of base pairs corresponding to the
genomic elements of interest on chromosome a, and let
Q ¼ SSinta be our query set of interest over all chromo-
somes. The corresponding test statistic becomes the sum
over all possible inter- and/or intrachromosomal corrected
interaction frequencies m from Equation 1 in our query
set Q:
t ¼ 1
M
X
ai,bj2Q
maibj ð2Þ
whereM is the number of terms in the sum. Under the null
hypothesis, the expected value of the numerator of
Equation 1 will be close to zero, and therefore the test
statistic in Equation 2 will be close to zero. We know
that the variance of the test statistic is the sum over the
variance for each corrected interaction frequency, plus the
sum over the covariances between all pairs of corrected
interaction frequencies. It follows that when the genomic
elements in Q are close in sequence, the covariance
between interaction frequencies increases, along with the
variance of the test statistic.
We estimate the P-value using a permutation test, and
resample R random sets. In the permutation of genomic
elements, it is important to maintain the query set conﬁg-
uration, meaning the sequence-based distance between the
genomic elements of interest. We choose to sample new
positions by randomizing the order of the consecutive
distances between the genomic elements in the query set.
Thereby, the set of all successive distances between the
elements in the query set are conserved (see Supplemen-
tary Figure S1). This leads us to the following Monte
Carlo (MC) randomization strategy, which we name
Conserved Consecutive Distances (CCD):
. Calculate tobs, the test statistic from Equation 2 based
on the query set of interest Q.
. Calculate sequence-based distance da between all pairs
of consecutive genomic elements in Sinta for all a.
. Repeat the following procedure for r ¼ 1,    ,R.
– For each chromosome a, let Sra be a random set,
where the order of the sequence-based distance da
is randomized. It follows that jSraj ¼ jSinta j.
– Let tr be the test statistic from Equation 2 based
on the random set Sra for all a.
. We calculate the exact Monte Carlo P-value, described
in (17)
p ¼
PR
r¼1
Iðtr  tobsÞ+1
R+1
ð3Þ
Testing for alternative hypotheses with lower co-localiza-
tion, or testing for either lower or higher co-localization, is
done in exactly the same way, but with a trivially modiﬁed
P-value calculation.
We quantify the 3D co-localization of elements in the
query set by calculating an enrichment score S. This is
given as the ratio of the average observed over average
expected co-localization. In the Supplementary methods,
we provide a detailed description of the calculations.
Figure 1. An overview of important structural features in chromatin
3D data, and how they are accounted for in the method. High and low
interaction frequencies are shown as solid and dotted lines respectively,
between selected genomic elements (circles). (a) Relationship between
sequence-based distance (grey lines) and 3D contact frequency is cor-
rected for using Equation 1. (b) All transitivity relations are preserved
by randomizing the genomic elements only, and not the 3D inter-
actions. (c) Interactions within domains are more prevalent than
between domains. (d) Two genomic elements in the same relative
position on the chromosome are more likely to interact than genomic
elements on different positions. Both (c) and (d) are taken into account
by using the domain randomization procedure. All these structural
features lead to correlation between interactions with low sequence-
based distance, which we take into account by using the CCD random-
ization procedure.
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When presented in percentage, we give the enrichment as
ðS 1Þ100%.
The domain randomization procedure
It has recently become clear that the structural properties
of mammalian chromatin are not constant throughout the
entire genome, but varies locally depending on both GC-
content and on relative positioning along the chromosome
arms [see (16)]. The GC-dependent variation is related to
the two-compartment model proposed in (6), where the nu-
cleus is compartmentalized into open and closed chroma-
tin. Therefore, in addition to conserving the consecutive
distances within the query set during the randomization, it
is often necessary to conserve these additional structural
features as well (i.e. being more strict in the deﬁnition of a
random set). In other words, we compare our query set
with random sets with similar properties as the query set
(see Figure 1c and d).
To conserve the structural features in the hypothesis
test, we divide the genome into domains such that all
genomic elements within the same domain have the same
desired properties. We then use the CCD randomization
strategy separately within each domain. Note that this
strategy will not necessarily conserve the consecutive dis-
tances between adjacent domains. This, however, is not
critical, as interactions are much more prevalent within
than between domains.
For comparison, a ‘global’ randomization is performed
in the form of using the CCD randomization strategy on
the entire chromosome arm.
To evaluate the difference between the presented ran-
domizations, we used two publicly available data sets and
looked at two important properties to deﬁne the domains.
First, we looked at the amount of genomic elements in
open and closed compartments, we then considered
the relative position of the genomic elements along the
chromosome arm. We classiﬁed the genomic elements
into open and closed compartments using the same
method as Lieberman-Aiden et al. (6) (by looking at
the sign of the ﬁrst principal component). To categorize
the position of the genomic elements on the chromosome,
we divided the chromosome arms into six equally sized
groups. To investigate the inﬂuence of the domain ran-
domization, we chose 1000 query sets of size 50 at
random (with the same domain properties), and
compared the resulting P-values to the P-values when
using the global randomization procedure. By deﬁnition,
the P-values are uniform when using the domain random-
ization, but this does not need to be the case when using
the global randomization.
Simulated data and method evaluation
To validate the CCD randomization strategy, we
simulated 3D structures where H0 was true by deﬁnition,
and inspected the distribution of P-values for a large set of
such structures. The P-values should be uniformly
distributed if the resampling procedure is valid.
The 3D structures were simulated using random walks
of size 500 inside a reﬂecting sphere. Two independent
sequences (chromosomes) were simulated using the
following algorithm Xai ¼ Xai1+ rijjrijj for i ¼ 2, . . . ,500,
where Xa1 was, for simulated chromosome a, a random
starting 3D position sampled within a sphere with a
diameter of
ﬃﬃﬃﬃﬃﬃﬃ
500
p
=2. ri was sampled from a 3D
Gaussian distribution with  ¼ 0 and  ¼ 1. Each step
Xai  Xai1 had length one and a random direction in the
3D space. The simulated interaction frequency was
deﬁned as logð1=jjXai  Xbj jj+1Þ for all possible paired
genomic elements between and within the simulated
chromosomes. We simulated 5000 such 3D structures con-
taining two chromosomes each.
We compared our test statistic with an uncorrected
version deﬁned in the same way as Equation 2, except
that we summed over ‘uncorrected’ interaction frequencies
maibj . We compared our Monte Carlo randomization
strategy CCD with a simpler strategy where we resampled
random sets Sra on each chromosome a, by sampling the
same number of genomic elements uniformly distributed
along the chromosome. We call this MC-strategy ‘UNI’.
In total, we compared four different approaches with
increasing degree of sophistication: UNI with uncorrected
test statistic, UNI with corrected test statistic, CCD with
uncorrected test statistic and CCD with corrected test stat-
istic. The distribution of interaction frequencies was
similar over the entire simulated genome, so we did not
need to use the domain randomization procedure in this
particular test.
To show the effect of variations in the conﬁguration of
Sinta , we evaluated all four approaches on three different
types of Sinta that were meant to represent a wide range of
cases. The ﬁrst type of query region consisted of 10
genomic elements uniformly sampled on each chromo-
some. In this case, we considered an ensemble of 150
query regions to see the distribution of the P-values in
the average case. The second type of query region had
10 unique positions with high dispersion on each chromo-
some. Here, the positions were sampled using regularly
spaced positions with added noise from a uniform distri-
bution between 0 and 10. The last type was a set of 10
genomic elements heavily clustered on each chromosome.
The positions for the genomic elements were sampled
using ten unique positions from a Gaussian distribution
with  ¼ 10 centered on the middle of the chromosome.
Speciﬁc versus regional co-localization
In analysis of real data, it is of interest to know whether a
set of elements is co-localized simply because they are
found in larger regions with general closeness, or if the
query set itself is speciﬁcally co-localized compared with
its near neighbors. Precise enrichment could potentially
have a different interpretation than a more regional co-
localization. To evaluate the speciﬁcity of the co-localiza-
tion, we ﬁrst perform a hypothesis test on the query set Q
and calculate the P-value, and then subsequently perform
hypothesis tests on neighboring query sets Qk, where each
genomic element is shifted k elements in a random direc-
tion from the original position in Q. We let k 2 ð1,    ,KÞ
and look at how fast the enrichment scores and the
P-values change, according to k.
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Software
All algorithms have been implemented in a publicly avail-
able statistical web toolkit called the Genomic Hyper-
browser, at http://hyperbrowser.uio.no/3d-coloc/ (18).
Publicly available data sets used
We used three different publicly available data sets with
bin sizes varying from 100 kb to 1Mb to evaluate inherent
properties of chromatin 3D data and for hypothesis
testing. All data sets used are adjusted for technical bias
using the method of Imakaev et al. (16). For evaluating
the domain randomization procedure, we used IMR90
and human embryonic stem cell (hESC) Hi-C data from
(9). To test for co-localization of elements marked by
somatic mutations, we used K562 Hi-C data from (6),
and somatic mutations in leukemia patients from (19).
We masked out centromeric, telomeric and gap regions,
and performed the randomization within each chromo-
some arm separately.
RESULTS
In this section, we show how the dependency between inter-
action frequencies changes according to the sequence-
based distance between the interactions, and use simulated
data to validate the CCD randomization, which takes this
dependency into account. With the publicly available data,
we compare global and domain randomization, and use
these methods to analyze the hypothesis that chromatin
states are co-localized, and the hypothesis that mutated
regions in leukemia patients are co-localized.
Interaction frequencies depend on sequence-based distance
A major motivation for the choice of randomization pro-
cedure is the occurrence of correlations between the inter-
action frequencies also after correcting for different
sequence-based distances. We are strengthening this state-
ment by showing that pairs of interactions with low
sequence-based distance have similar corrected interaction
frequencies. Speciﬁcally, we calculate the absolute differ-
ence jmaibj makbl j between all pairs of contacts. For each
intrachromosomal pair, we ﬁnd their sequence-based
distances deﬁned according to the smallest distance
minðji kj,jj lj,jj kj,ji ljÞð1Þ and the distance
between the remaining two genomic elements (2). For
instance, if 1 ¼ ji kj, then 2 ¼ jj lj, or if
1 ¼ jj kj, then 2 ¼ ji lj. For each interchro-
mosomal interaction, 1 is deﬁned as minðji kj,jj ljÞ
and 2 to be maxðji kj,jj ljÞ. When 1 is small, one
genomic element from each of the two interactions has low
sequence-based distance. When, in addition, 2 is small,
the other two genomic elements from each of the two
interactions also have low sequence-based distance.
In Figure 2, we show the dependency between
intrachromosomal interaction frequencies in hESC Hi-C
data (9), measured by the average absolute difference,
as explained above. As the ﬁgure shows, the corrected
interaction frequencies tend to be more similar when
both 1 and 2 are low, i.e. the interactions have low
sequence-based distance. The interaction frequencies
seem to be particularly similar for interactions that are
separated by <5 bins on either end. This emphasizes the
need to maintain the structure in the randomization for
interactions with low sequence-based distance. We see the
same trends for the IMR90 cell line (9) in Supplementary
Figure S2. There does not seem to be a large difference
between bin sizes, although the interaction frequencies are
more similar when the bin size is large compared with
when the bin size is small. This could be because the inter-
action distribution is smoother for higher bin sizes. We see
similar trends for corrected interchromosomal interaction
frequencies (data not shown). To maintain this structure,
we have chosen to conserve consecutive distances during
the randomization (i.e. using the CCD method). Figure 2
also shows that the dependency structure is similar for the
random walk structures, even though these interaction
frequencies are more similar overall owing to the lack of
noise in these structures.
The resampling produces valid P-values
To validate the CCD resampling procedure, we looked at
the distribution of the P-values in simulated data where
H0 was true. A valid procedure for P-value estimation
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should produce a uniform distribution of P-values under
H0. We simulate 5000 structures of two chromosomes
under H0 (see ‘Materials and Methods’ section). The dis-
tribution of the simulated interactions in the random walk
structures are similar across the structure, so we use global
randomization on the entire chromosomes.
Figure 3 shows the resulting P-value distributions for
both simulated intra- and interchromosomal interactions
considered jointly. As expected, both the corrected and
uncorrected test statistics give uniformly distributed P-
values when the genomic elements were in fact generated
uniformly. In the middle panels, we see the distribution of
the P-values in a more intricate case, i.e. when the query
sets are spread out over each chromosome. With spread
genomic elements, we observe small uncorrelated inter-
action frequencies. Using the uncorrected test statistic in
combination with UNI, we obtain P-values shifted toward
1, as the true distribution of the uncorrected test statistic
has lower expectation and variance than the UNI approxi-
mation. Choosing a clustered query set gives P-values that
are biased in the other direction, as here, the true distri-
bution of the uncorrelated test statistic has higher expect-
ation and variance than the UNI approximation. The only
satisfactory estimation of the P-value for all types of query
sets is given by CCD in combination with the corrected
test statistic, as we in this situation correct for both the
expectation and the variance of the test statistic.
In Supplementary Figure S5, we see the resulting
P-values for all combination of methods, namely UNI
and CCD with both uncorrected and corrected test statis-
tics. The same validations were also performed on
simulated intra- and interchromosomal data separately
(see, respectively, Supplementary Figures S3 and S4).
The overall conclusion is the same: the only method that
always gives uniformly distributed P-values for every con-
sidered query set when H0 is true, is the corrected test
statistic in combination with CCD. For the remainder of
the analysis, we will exclusively use the CCD in combin-
ation with the corrected test statistic in Equation 2.
Taking into account domain structure is necessary for
biologically meaningful P-values
As proposed earlier, it is also possible to use a more strict
null hypothesis where we randomize within predeﬁned
domains. In this section, we use two Hi-C data sets from
(9) to evaluate the domain randomization procedure. We
conserve two important properties, ﬁrst the amount of
genomic elements within each open and closed compart-
ment, second the relative positioning of the genomic
elements along the chromosome arm, as explained in
‘Materials and Methods’ section. If the P-values are the
same using both global and domain randomizations, then
the interactions are equally distributed within the domains
compared with the entire genome.
In Figure 4, we see, in the left panel, the P-values for
query sets from the closed compartments, and in the right
panel, query sets from the open compartments. In both
cases, the P-values, when using the global randomization,
tend to be close to zero. In other words, all the query sets
in either open or closed compartments have larger 3D co-
localization if we compare them with random sets from
the entire genome. These results correspond with the
ﬁndings in Lieberman-Aiden et al. (6) where they show
that there are higher 3D contacts when the genomic
elements are in the same compartments compared with
when they are distributed between compartments.
In Figure 5, we see the P-values for query sets close to
the telomeres (left panel), close to the center of the
chromosome arms (middle panel) and close to the centro-
meres (right panel). Query sets in either end of the
chromosome arm give P-values close to zero when using
the global randomization, meaning they have larger 3D
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Figure 3. Each plot shows the histogram of 5000P-values found by performing hypothesis testing on simulated 3D structures (based on a random
walk procedure as explained in ‘Materials and Methods’ section) where our null hypothesis is true. The tests are performed on both intra- and
interchromosomal interactions simultaneously. The upper row display the least complex approach, using the Monte Carlo resampling strategy UNI
and the uncorrected test statistic. The bottom row shows the results from the Monte Carlo resampling strategy CCD and corrected test statistic from
Equation 2. The three columns represent the three different conﬁgurations in the query sets of interest, uniformly distributed (left column), spread
(middle column) and clustered (right column).
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co-localization than if we compared them with random
sets from the entire genome. In contrast, if we choose
genomic elements in the middle of the chromosome
arms, we ﬁnd that they have lower 3D interaction, than
if we compared them with random sets from the entire
genome. This is similar to the results reported in
Imakaev et al. (16).
When analyzing genomic elements all located in
telomere, centromere or open compartments, one should
avoid using the global randomization, as this hypothesis
test will always give signiﬁcance, as seen in the right plot in
Figure 4.
In Supplementary Figures S6–S8 we see the results of
the same test, using bin sizes 1Mb, 500 kb and 200 kb,
respectively. The analyses are performed on interactions
from intrachromosomal, interchromosomal and both
combined. In Supplementary Figures S9–S11, we see the
results of the same analyses on cell line IMR90. In some of
the cases, for example, when the genomic elements in the
query set are close to the centromere, there are different
results when comparing intra- and interchromosomal
interactions. This is reasonable because intra- and
interchromosomal interactions potentially represent very
different features.
3D co-localization correlates with chromatin state activity
We have demonstrated that our method is capable of
producing uniformly distributed P-values under H0 (see
Figure 3). However, it is also of interest to conﬁrm that
the method produces signiﬁcant P-values when H0 is not
true. We performed a genome-wide test of co-localization
for three different sets of genomic elements deﬁned ac-
cording to chromatin state activity in human embryonic
stem cells [using the chromatin states as deﬁned in Ernst
et al. (20)]. We therefore classiﬁed the 100 kb Hi-C bins in
human embryonic stem cells (9) into three categories: All
bins covered by ‘active promoter’, all bins covered by
‘strong enhancer’ and all bins covered by >50%
‘polycomb repressed’ regions. For each of these three
sets of genomic elements, we performed a hypothesis test
using the global randomization and the domain random-
ization methods with two different domain classiﬁcations
(open and closed compartments, and chromosome arm
positions divided into six groups). All tests were per-
formed on intra- and interchromosomal interactions
separately, in addition to jointly. In Figure 6, we see the
P-values and enrichment scores (see Supplementary
Figures S12–S14 for test statistic distributions). As
expected, the regions marked by promoter or enhancer
are signiﬁcantly co-localized (P  0:001), even after
taking the domain properties of the query set into
account. The enrichment scores represent average
changes over the entire query set, thus for large query
sets (like these) the values are generally low, and must
not be confused with the traditional fold change in gene
expression, where genes are analyzed individually. For
both query sets, we see a decrease in enrichment score
when comparing the global with the domain randomiza-
tions. Both enhancers and promoters are highly present in
open compartments, making a global randomization
problematic. This illustrates the importance of maintain-
ing domain properties during randomization. Regions
marked by Polycomb repressed states do not give signiﬁ-
cant co-localization, despite suggestions that Polycomb
group proteins create silencing hubs (21). This could be
due to the fact that relatively few Hi-C bins in this data set
are spanned largely by Polycomb repressed regions, or
that the regions are repressed in other ways than
through chromatin interactions.
Mutated regions in leukemia cells show statistically
signiﬁcant co-localization within chromosomes
Chromatin architecture increasingly appears to be of fun-
damental importance in many cancer-related processes. A
recent study has suggested that somatic cancer mutation
rates are largely inﬂuenced by chromatin organization (5).
In that article, the authors showed that several hetero-
chromatin-related epigenetic marks correlate positively
with the frequency of somatic mutations in several
cancers.
To gain further insight into the overall spatial patterns
of mutated regions, we performed a genome-wide test of
3D co-localization of somatic mutations in leukemia
samples (19) using a Hi-C data set from a human leukemia
cell line (6), with bin sizes ranging from 100 kb to 1Mb.
For bin sizes 100 kb/200 kb, 500 kb and 1Mb, bins were
classiﬁed as mutated if they had at least one, two or three
mutations within them, respectively. We then used the
global randomization and the domain randomization
methods with two different domain classiﬁcations (two
compartments, and chromosome arm position based on
six groups). All tests were performed both on intra- and
interchromosomal interactions separately, and jointly.
In Figure 7, we see the P-value and enrichment score,
and in Supplementary Figures S15–S18, we see the distri-
bution of the test statistics under H0. The top enrichment
scores accompany the lower P-values, as expected. For
intrachromosomal interactions, we have signiﬁcant
P-values, together with enrichment scores  2%. Such
low enrichment scores, accompanied by signiﬁcant
P-values, indicate that either a small subset of the inter-
actions have a large contribution, or that all interactions
0.0 0.5 1.0
0.
0
0.
5
1.
0
Closed
Domain resampling
G
lo
ba
l r
es
am
pl
in
g
0.0 0.5 1.0
0.
0
0.
5
1.
0
Open
Domain resampling
G
lo
ba
l r
es
am
pl
in
g
Figure 4. Evaluating random query sets with genomic elements in the
closed (left panel) or open compartments (right panel). On the x-axis
we see the P-values using the domain randomization, and on the y-axis
we see the P-values using the global randomization. The results are
based on both inter- and intrachromosomal interactions using the
hESC data (9) with bin size 1Mb.
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contribute slightly to the signiﬁcance. To get a better
insight into the individual contributions of interactions
in the query set, it is possible to look at a heat map over
all individual test statistic terms for each interaction (see
Supplementary Figures S15–S18). In our case, it seems
that only a subset of interactions contribute to the
enrichment.
It is interesting to note the difference in enrichment
score when taking the domain structure of the query set
into account in the randomization. We know that the
query set initially is enriched in heterochromatin regions
[as shown in (5)], which has lower co-localization
compared with non-heterochromatin regions. As a result
of this, the global randomization will place elements into
open regions with generally higher co-localization. The
domain randomization procedure will maintain the struc-
tural properties of the original query set, and will result in
a more realistic enrichment score.
The reason why intrachromosomal interactions show a
statistically signiﬁcant enrichment could be owing to rep-
lication timing-related processes, as recently shown in
(22). Here, they showed that the mutational landscape
differ in early and late replication regions, with higher
mutation frequencies in late replication regions. They
also found that regions with similar mutational
frequencies were close in 3D inside the nucleus. We also
note that the observed co-localization could arise owing to
reduced access of the repair machinery at inaccessible het-
erochromatic regions (23), or the increased exposure of
mutagens in peripheral parts of the nucleus, causing mu-
tations to cluster in speciﬁc regions of chromatin (24). If
such clusterings of mutations are numerous and spatially
separated in the nucleus, the 3D co-localization would
mainly be enriched intrachromosomally, as the distance
between clusters could be much larger than the distance
within clusters. A consequence of this is low enrichment
scores because interaction frequencies within clusters
would typically be larger than its expected value, and
interaction frequencies between clusters would typically
be lower than its expected value.
The results emphasize the need for running tests at dif-
ferent resolutions, as P-values and enrichment scores can
be radically different depending on the resolution chosen.
We observe a trend toward lower P-values at lower reso-
lutions, which probably can be attributed to reduced
noise. The point at which the P-values stabilize could be
the appropriate choice of bin size. We also note that any
statistical test of 3D co-localization should be run on
intra- and interchromosomal interactions both separately
and jointly, as these could have different interpretations.
The speciﬁcity of 3D co-localization
To determine how speciﬁc the co-localization is, we per-
formed a series of hypothesis tests where we shifted the
elements in the query set away from their original pos-
itions. We did this by shifting each element in the query
set in a random direction in steps varying from 1 up to 5
bins. In cases where a new position was invalid (typically
for large k), we chose their position at random. Figure 8
shows the result of this analysis. The somatic mutations
have low, but signiﬁcant 3D co-localization, and we ﬁnd
signiﬁcance in some of the query sets in the neighboring
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Figure 5. Evaluating random query sets with genomic elements close to the telomeres (left panel), close to the center of the chromosome arms
(middle panel) or close to the centromeres (right panel). On the x-axis we see the P-values using the domain randomization, and the y-axis shows the
P-values using the global randomization. The results are based on both inter- and intrachromosomal interactions using the hESC data (9) with bin
size 1Mb.
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Figure 6. P-values and enrichment scores (in parenthesis) after testing
on regions containing promoters (left) and enhancers (right) in hESC
cells using 100 kb bins where we randomize globally (Global), within
open and closed compartments (2 comp.), and within regions by
dividing chromosome arms into six groups (Positional). Analysis was
done on intra- and/or interchromosomal contacts.
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bins k=1, but when moving further away from the
original query set, we lose both statistical signiﬁcance
and the quantiﬁed enrichment. A similar trend is seen
for promoter-centered elements selected from (25),
except for a steep drop in enrichment when shifting one
bin, probably owing to the high speciﬁcity of promoter-
centered interactions.
DISCUSSION
We have in this article addressed the important issue of
dependencies between interaction frequencies in 3D data
sets when estimating P-values in a hypothesis test context.
We ﬁnd strong dependency of interaction frequencies
between contacts with low sequence-based distance
(Figure 2), and show that such structures strongly affect
the P-value estimation (Figure 3). We resolve such
dependencies by using the CCD randomization strategy.
We show that maintaining additional structural properties
during randomization is necessary for biologically mean-
ingful P-value estimation if the structures are not globally
homogeneous. In mammalian genomes, for example, it
was recently shown that interaction frequencies were
highly dependent on GC-content and relative positioning
along chromosome arms. We maintain such structure by
randomizing within predeﬁned domains, while simultan-
eously using the CCD randomization strategy. This article
also presents methods for analyzing both intra- and
intrerchromosomal interactons, separately and jointly.
The results are presented with P-values and enrichment
scores.
We have shown the importance of looking at both stat-
istical signiﬁcance and quantiﬁed contact enrichment, as
signiﬁcant P-values may be associated with different en-
richments scores. Factors like sample size can modulate
the P-value, meaning that larger query sets are more likely
to be signiﬁcant, given a signal. Given the low, yet signiﬁ-
cant, enrichments for intrachromosomal interactions
between mutated elements in the leukemia cells, it is difﬁ-
cult to establish the biological meaningfulness of this
result. Regardless, signiﬁcance is found for all choices of
bin size, and randomization methods. It can also be prob-
lematic to directly compare enrichment scores of func-
tional interactions involving promoters and enhancers
with 3D proximity of elements peripheral in the nucleus,
as these can have different biological functions.
We have used a Monte Carlo strategy in the estimation
of the P-value, as there is no adequate choice for the dis-
tribution of the test statistic. The main problem is to ﬁnd a
convincing distribution for all types of interaction
frequencies that covers all the different aspects of the bio-
logical 3D structure. It is therefore highly important to
critically evaluate the underlying null models and their
relevant Monte Carlo options when using resampling
methods in hypothesis testing to take into account the
relevant structural properties. To do so, it is essential to
know the data and their properties.
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Figure 7. P-values resulting from hypothesis tests on the 3D co-localization of regions containing somatic mutations in leukemia cells. The colors
and numbers in parentheses indicate the enrichment scores. Three different randomization strategies are used: the global randomization strategy
(Global), domain randomization maintaining open and closed compartments (2 comp.) and domain randomization maintaining regional preferences
by dividing chromosome arms into six groups. Analysis was done on intra- and interchromosomal contacts separately, and also jointly (Both). In
addition, all tests were done on four different bin sizes (100 kb, 200 kb, 500 kb and 1Mb) indicated at the bottom.
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In principle, it could also be possible to randomize the
3D structure itself given that one could produce 3D struc-
tures from a valid null model universe. This, however,
appears to be challenging, as a complete deﬁnition of a
random chromatin structure needs to be established. We
therefore emphasize that randomization in the query set,
and not randomization of the 3D structure, is the natural
resampling choice.
Our CCD randomization strategy only conserves the
distance between successive genomic elements along the
genome. This means that sequence-based distances
between all possible pairs of genomic elements in the
query set are not necessarily the same in the resampled
set. It is, in theory, possible to maintain the entire struc-
ture in the query set with other choices of randomization
procedures, for example, by randomly shifting the entire
query set conﬁguration along the genome. However, this
leads to fewer resampling outcomes, and the resampling
can rapidly become too constrained for useful analyses.
We show that the relatively simple strategy of maintaining
consecutive distances in the query set is sufﬁcient to give
correct P-values, at least in the query set conﬁgurations
tested here. We also note that if we maintain the entire
structure of our query set of interest in every Monte Carlo
resampling, there would be no use of including the correc-
tion terms in the test statistic in Equation 2, as these would
be constant across resamplings. However, we also show
that this term is highly necessary when only consecutive
distances are conserved.
In this article, we have looked at the question of
co-localization between a set of genomic elements. Such
co-localization is caused by spatial clustering of genomic
elements in 3D, and is of interest in many settings.
However, other interesting questions are not covered by
this co-localization term, such as the 3D closeness between
certain pairs of elements, or the comparison of 3D struc-
tures across treatments. We foresee that some of the same
strategies as presented here probably will be valid in these
settings as well. In practice, signiﬁcant co-localization of a
query set of interest is often resulting from a subset of the
interaction frequencies. To visualize the query set consist-
ing of mutated regions in K562, we clustered all elements
according to intrachromosomal interaction frequency and
visualized the resulting matrix as a heat map (see
Supplementary Figures S19–S41). As the ﬁgures clearly
show, only a subset of the elements seem to show enrich-
ment of contacts. Therefore, a more speciﬁc test, such as
co-localization of pairs of elements, would be able to ﬁnd
more detailed co-localizations. However, such a test would
require more knowledge before running the test.
To evaluate the power of our method under various
resampling constraints, we tested whether active parts of
the genome were co-localized. We showed that active
regions of the genome, such as promoters and enhancers,
show signiﬁcant and strong 3D co-localization, in contrast
to polycomb repressed regions, which show no such en-
richment. This holds true regardless of the resampling
strategy used, which emphasizes the strong connection
between genome function and structure.
While large consortia such as ENCODE (26) and the
NIH Roadmap Epigenomics Program (27) have given a
detailed annotation of epigenetic marks across several
tissues and cell lines, the spatial interactions of these
elements are not well understood. We believe rigorous
statistical and computational methods, such as the one
presented here, are needed to ﬁll this gap.
SUPPLEMENTARY DATA
Supplementary Data are available at NAR Online:
Supplementary Figures 1–41 and Supplementary
Methods.
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ABSTRACT
Summary: Recently developed methods that couple next-generation
sequencing with chromosome conformation capture-based tech-
niques, such as Hi-C and ChIA-PET, allow for characterization of
genome-wide chromatin 3D structure. Understanding the organization
of chromatin in three dimensions is a crucial next step in the unraveling
of global gene regulation, and methods for analyzing such data are
needed. We have developed HiBrowse, a user-friendly web-tool con-
sisting of a range of hypothesis-based and descriptive statistics, using
realistic assumptions in null-models.
Availability and implementation: HiBrowse is supported by all major
browsers, and is freely available at http://hyperbrowser.uio.no/3d.
Software is implemented in Python, and source code is available for
download by following instructions on the main site.
Contact: jonaspau@ifi.uio.no
Supplementary Information: Supplementary data are available at
Bioinformatics online.
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1 INTRODUCTION
Methods for detection of genome-wide chromatin 3D conform-
ation, such as Hi-C (Lieberman-Aiden et al., 2009) and ChIA-
PET (Fullwood et al., 2009), are drastically expanding our
understanding of genome biology. However, statistical and com-
putational methods to analyze chromatin conformation capture-
based data are needed. Many of the available methods focus on
data visualization, or are not suited for genome-wide statistical
investigations (Bau` et al., 2010; Servant et al., 2012; Thongjuea
et al., 2013; Zhou et al., 2013). The structure of chromatin makes
statistical analysis complicated, due to correlations between the
interaction frequencies caused by both sequence-dependent and
topological constraints (Paulsen et al., 2013). A few statistical
tests have been proposed, with varying possibilities to account
for structural dependencies (Botta et al., 2010; Kruse et al., 2013;
Paulsen et al., 2013; Wang et al., 2013; Witten and Noble, 2012).
Two useful command-line tools are the hiclib-package (Imakaev
et al., 2012), and the HOMER software suit (Heinz et al., 2010),
which both allow for noise-removal, outlier detection and com-
partment identification. The HOMER software additionally
allows for identification of significant interactions in a given
dataset, assuming a binomial distribution and a background
model taking into account sequence-based and compartmental
biases.
The global nature of these data allow for other types of stat-
istical investigations beyond detecting significance of individual
interactions. A common type of analysis is to analyze a set of
genomic elements (genes, regulatory elements, transcription fac-
tors, etc.), and ask how this subset, or ‘query track’, is spatially
arranged in 3D space as represented by a Hi-C dataset, for ex-
ample. Here we present HiBrowse, a web-based analysis server
for performing statistical analysis of 3D genomes in a range of
different settings. The available statistics provide a flexible and
expandable catalog of tools based on state-of-the-art statistical
methods utilizing Monte Carlo (MC) and analytic methods as
suited, in addition to a range of tools for visualization and hy-
pothesis-generating investigations.
2 FEATURES AND METHODS
2.1 Data representation and analysis framework
We build on general software components of the Genomic HyperBrowser
(Sandve et al., 2010, 2013), a web-based analysis server for genome-scale
data. The graphical user interface (GUI) is based on Galaxy (Goecks
et al., 2010), a user-friendly point-and-click environment familiar to
many researchers. All tracks are based on a representation of elements
as mathematical objects, consisting of points, segments, functions and
variants of these [see Gundersen et al. (2011) for an in-depth discussion].
Any given analysis can be performed on all chromosomes, specific
chromosomes or selected sub-parts of chromosomes, depending on the
needs.
In practice, an analysis is initiated by selecting one or more tracks either
from the HyperBrowser repository, or from the user history. At least one
of the selected tracks must be a Hi-C (3D) track, and the accompanying
selected tracks (called ‘query tracks’) determine the types of statistical
analyses that are possible, and therefore selectable in the system.
A range of publicly available 3D-datasets have been installed in the
repository. Since it has been shown that Hi-C and similar data can con-
tain systematic biases, all the available Hi-C datasets have been corrected*To whom correspondence should be addressed.
 The Author 2014. Published by Oxford University Press.
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for such biases using the method of Imakaev et al. (2012). Furthermore, a
specialized tool has been developed to allow users to upload their own
Hi-C data (or similar) into the history, even if the dataset itself does not
conform to well-known formats. See Supplementary Table S1 for a list of
already installed and pre-processed Hi-C datasets.
2.2 Overview of statistical methods
Statistical tools are divided into two broad categories: hypothesis tests
and descriptive statistics. Hypothesis tests are both MC based and ana-
lytical. Due to the complex structure of chromatin conformation capture
data, finding suited explicit null distributions is generally not possible
(Paulsen et al., 2013; Witten and Noble, 2012), and even randomization
of the data through MC is difficult. Therefore, we consistently perform
permutations on the query track only. The hypothesis tests can be divided
into three types, defined by the query track type, as illustrated in
Figure 1A. For example, Points (P) are used to analyze general (all-
versus-all) 3D co-localization by specifying a set of genomic elements
using the BED format, while Linked Points (LP) are used to analyze
3D co-localization between selected pairs of elements by providing add-
itional information about which genomic elements that should be linked
together.
In the most basic case, if the user selects a set of points (genomic
elements) in BED-format in addition to a Hi-C data track, one may
ask whether all the genomic elements in the BED-file are more/less co-
localized in 3D, in an all-versus-all fashion, than what would be expected
by chance. In this case, the mean of the observed standardized interaction
frequencies is compared to the expected value estimated from the per-
muted positions in representative regions of the rest of the Hi-C (3D)
track. This analysis was introduced in Paulsen et al. (2013), and in this
article we expand the methodologies by allowing a much wider variety of
query tracks. For example, by specifying two point-tracks (two BED
files), in addition to a Hi-C (or similar) track, the user can ask whether
the points in track 1 are more/less co-localized with track 2, than expected
by chance. In this type of statistical question, the permutations can be
performed on both of the point-tracks, or by preserving one of the point-
tracks completely.
It is also possible to specify particular interactions between a set of
genomic elements, and compare these interactions with randomly per-
muted interactions within the same set of elements. In HiBrowse, inter-
actions between genomic elements are defined using LP, a format
described in detail elsewhere (Gundersen et al., 2011). Such linked track
types can easily be created by using a dedicated tool that converts from a
simple BED file format containing information about which elements
that should be linked together (see Supplementary Fig. S1, for an ex-
ample). Since this type of analysis only permutes interactions intrinsically
with regards to the query track, the positions of all elements will be
completely preserved. This type of analysis should be used whenever
specific interactions between genomic elements are considered, and it
would be natural to compare with random links between the same elem-
ents. Since regions of the genome can have varying properties (active/
inactive genes, open/closed chromatin, etc.), global shuffling of links be-
tween all selected elements is not always preferable. To take such proper-
ties into account during the permutation, each of the points can be
marked by a value, such that the link-permutations will be performed
by preserving the value-combinations on both sides of the links.
If the user wants full control over exactly what pairs of interactions
that are allowed to take part in the link-permutations, it is possible to
specify a case/control value on each of the links via a dedicated tool
which accepts two BED files (‘case’ and ‘control’) of the same format
as described above (see Supplementary Fig. S2, for an example). The
case/control-linked elements can then be selected together with a Hi-C
(3D) track, allowing the user to compare the interaction frequency of all
the links marked as ‘case’ with the expected interaction frequency given
by permuting the case/control labels. This type of statistic is optimal for
data that is only sampled from a pre-defined set of elements of the
genome, and where the user wants to find out whether a subset of
these elements are co-localized in 3D.
Finally, it is possible to find statistically significant differences be-
tween two Hi-C datasets, for example comparing treatments [as e.g. in
A B C
Fig. 1. (A) Overview of statistical hypothesis tests implemented in HiBrowse. See Gundersen et al. (2011) for an in-depth explanation of track types, and
the Supplementary Material for details about each statistic. (B) Example of a HiBrowse analysis using the ‘Linked elements more/less co-localized in
3D?’ statistic, investigating whether fusion transcripts are co-localized in 3D. (C) Result page from the analysis, presenting the question asked by the user
together with both a simplistic and a more detailed answer giving the P-value and model assumption details. Links are provided to full details of the
results at individual chromosome regions
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Rickman et al. (2012)]. The statistical test implemented for this type of
analysis is based on the edgeR-tool (Robinson et al., 2010). Details about
the mathematical formulation of the different types of statistics and their
corresponding null-hypotheses are found in the Supplementary Material.
In addition to hypothesis tests, a range of descriptive statistics have
been implemented. For example, each hypothesis test is accompanied by
an enrichment score, giving the degree of over/under-representation of
3D co-localization, compared to the expected 3D co-localization (see
Supplementary Material for details). Other types of available descriptive
statistics are visualization of clustered Hi-C matrices as heatmaps or
graphs, principal component analysis on Hi-C matrices and other sum-
mary statistics (see Supplementary Table S2 for a comprehensive list). All
available analyses are described thoroughly on the help pages linked from
the main site, where example histories are provided such that users can
explore each statistic in detail. Demo-buttons are provided for all tools,
giving small example runs. See Figure 1B and C for an analysis example.
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