Abstract. A real number α is said to be b-normal if every mlong string of digits appears in the base-b expansion of α with limiting frequency b −m . We prove that α is b-normal if and only if it possesses no base-b "hot spot." In other words, α is b-normal if and only if there is no real number y such that smaller and smaller neighborhoods of y are visited by the successive shifts of the base-b expansion of α with larger and larger frequencies, relative to the lengths of these neighborhoods.
Introduction
We say that a real constant α is b-normal (or normal base-b) if for every m, every m-long string of base-b digits appears in the base-b expansion of α with limiting frequency b −m . It is well-known that almost all real numbers are b-normal for all integers b, but there are very few results proving b-normality for specific real numbers. Many of the wellknown mathematical constants, including π, e, log 2, √ 2 and numerous others, are suspected to be b-normal for commonly used number bases, based on explicit computations, but there are no proofs as yet-not to any base for any one of these constants. The problem of normality is discussed in greater detail in [4, Chapter 4] .
In [1] Bailey and Crandall established b-normality of each member of the class of real constants
where the integers b, c > 1 are co-prime, and where r k is the k-th binary digit of some real number r ∈ [0, 1). This class is uncountably infinite, even for fixed b and c, due to the fact, which can be easily shown, that if r = s, then α b,c (r) = α b,c (s). These results extend an earlier result due to Stoneham [6] . The proof given in [1] is somewhat difficult and relies on several not-well-known results, including one by Korobov on the properties of certain pseudo-random sequences.
Recently it has been found see (see [2] and Section 4 below) that normality can be established by means of a much simpler proof, as a consequence of a result given in [5, page 77], which may be termed the "weak hot spot" theorem (here {·} denotes fractional part, and # denotes count):
Theorem 1.1. The real constant α is b-normal if and only if there exists a constant B such that for every subinterval [c, d) of the unit interval,
Note that Theorem 1.1 implies that if a real constant α is not bnormal, then there must exist some interval [c 1 , d 1 ) with the property that successive shifts of the base-b expansion of α visit [c 1 , d 1 ) ten times more frequently, in the limit, than its length d 1 − c 1 ; there must be another interval [c 2 , d 2 ) that is visited 100 times more often than its length; there must be a third interval [c 3 , d 3 ) that is visited 1,000 times more often than its length; etc. But we cannot infer from Theorem 1.1 that these successive intervals are nested, or that there exists a real number y (a "hot spot") such that sufficiently small neighborhoods of y are visited arbitrarily "too often" relative to the lengths of these neighborhoods.
Yet many explicit non-normal constants clearly possess hot spots. Here are two simple examples. First, consider the fraction 1/28. Obviously this is not a 10-normal number since its decimal expansion repeats. It is easy to see by examining its decimal expansion that it possesses six base-10 hot spots, namely 1/7, 2/7, · · · , 6/7. As a second example, consider n≥1 10 −n 2 , which is irrational but also clearly not 10-normal. This has zero as a base-10 hot spot.
Given the key role that Theorem 1.1 played in simplifying the proof of normality for the α b,c constants mentioned above, it behooves researchers to seek as strong a result along this line as possible. Such a result may be useful in establishing normality for a wider class of real constants, perhaps ultimately leading to a proof of normality (in some number base, such as base 2) for constants such as π and log 2.
What we establish in this article is that, if α is not b-normal, then indeed there must exist a real number y with the property that sufficiently small neighborhoods of y are visited arbitrarily "too often" by successive shifts of the base-b expansion of α. In other words, we establish that a real constant is b-normal if and only if it has no base-b hot spot. Two versions of this result, which in effect provide two specific notions of what is a base-b hot spot, are given in Theorems 3.4 and 3.5. As an example of an application of these results, in Section 4 we will show how Theorem 3.5 can be used to prove 2-normality for the constant
which is one specific member of the class of alpha constants mentioned above.
Notation and Definitions
Whereas in the introduction we described normality in the real line, here we will deal with sequences of base-b digits, although it can be readily seen that these two notions are equivalent. In particular, Σ will denote the space of all sequences of base-b digits: {0, 1, . . . , b − 1} N . Consider this space with the product topology.
Let σ : Σ → Σ be the digit-shift transformation, that is,
and let λ be the measure on Σ which is the product of the measures equidistributed on {0, 1, . . . , b − 1}. Note that λ corresponds to ordinary Lebesgue measure on the real line. Then (Σ, σ, λ) is a Bernoulli shift and the map t → bt (mod 1) is its factor under the map
Where the context is clear, we will use x interchangeably to mean both x ∈ Σ and the corresponding real number ϕ(x).
A measure ν is said to be absolutely continuous with respect to the measure µ if ν(B) = 0 whenever µ(B) = 0. The map T : U → U is said to be measure-preserving with respect to µ if µ(T −1 B) = µ(B) for every µ-measurable set B, and ergodic with respect to µ if T −1 B = B implies either µ(B) = 0 or µ(B) = 1. See Billingsley's book or other references on ergodic theory for additional discussion of these notions [3] .
If x 0 , x 1 , . . . , x s−1 ∈ {0, 1, . . . , b − 1} then we call the set
. . , y s−1 = x s−1 } a cylinder of length s. Note that there are countably many distinct cylinders.
For sequences x = (x n ) ∞ n=0 , y = (y n ) ∞ n=0 ∈ Σ and positive integers k, l, let A(x, y, k, l) be the number of occurrences of the block (y 0 , y 1 , . . . , y l−1 ) among the blocks (x 0 , x 1 , . . . , x l−1 ), (x 1 , x 2 , . . . , x l ), . . . , (x k−1 , x k , . . . , x k+l−2 ).
Results
We start with three simple lemmas. The first is a version of the Besicovitch covering lemma. The second is a well-known result in ergodic theory, included here for convenience.
Lemma 3.1. If a set X ⊂ Σ is covered by a collection D of cylinders, then there is a countable subcollection E of D that covers X and consists of pairwise disjoint cylinders.
Proof. For each x ∈ X we take the cylinder containing x, C(x) ∈ D, of the smallest length and set E = {C(x) : x ∈ X}. Clearly, E is a cover of X. If C 1 , C 2 ∈ E are distinct but not disjoint, then one of them is a subset of the other one, say,
for every x ∈ C 1 , so C 1 = C(x). Therefore C 1 / ∈ E, a contradiction. E is countable since the set of all cylinders is countable.
Lemma 3.2. Suppose that T is ergodic with respect to µ, measurepreserving with respect to both µ and ν, and further that ν is absolutely continuous with respect to µ. Then µ = ν.
Proof. Given a measurable set B, apply the ergodic theorem to f (t) = I B (t), the indicator function of B:
for µ-a.e. x. Since ν is absolutely continuous with respect to µ, (2) holds for ν-a.e. x as well. Since T preserves ν, we can write
by the dominated convergence theorem.
In the following, given x ∈ Σ, C(m, x) will denote the cylinder of length m containing x. Lemma 3.3. Suppose ν is a measure on Σ with the property that for ν-almost every x,
Then ν is absolutely continuous with respect to λ.
Proof. Let B be any set with λ(B) = 0, and let ε > 0 be given. Then there exists a set Q with ν(Q) < ε and M > 0 such that the left-hand side of (3), as a function of x, is smaller than M except on Q. Since B has λ measure zero, there is a set U ⊃ B, which is a union of cylinders, such that λ(U ) < ε/M . Then for every x ∈ B there is n(x) such that C(n(x), x) ⊂ U . By the choice of Q, if x ∈ B \ Q then there exists
The collection of cylinders C(m(x), x) covers B \ Q. By Lemma 3.1 there is a countable subcollection (C k ) of pairwise disjoint cylinders from this collection that also covers B \ Q. Its union is contained in U , so
which implies that ν(B) = 0. Thus ν is absolutely continuous with respect to λ. Proof. Let M be the space of all probability measures on Σ with the weak-* topology. It is well known that this space is compact. This has to happen for every cylinder C y 0 y 1 ...y m−1 . Therefore b-normality of x is equivalent to (7) lim
Since x is not b-normal, (7) does not hold. Therefore, by compactness of M , we get (8) lim
for some increasing sequence (k n ) ∞ n=1 and some measure µ ∈ M , µ = λ. By Lemma 3.2, the measure µ cannot be absolutely continuous with respect to λ, since λ is ergodic and µ is preserved by the shift (as the limit of (8)). Therefore, by Lemma 3.3 there exists a point y ∈ Σ such that
With the notation of that lemma, we have
Therefore, by (8), the limit in (4) exists and is equal to µ(C(m, y)). This means that a m = µ(C(m, y)), so by (9) we get (5).
The following is an immediate consequence of Theorem 3.4: 
Application
As an example of an application of this result, here we give a proof of the fact, established first by Stoneham [6] and more recently in [1] , that
Theorem 4.1. The number α is 2-normal.
Proof. As in the Introduction, we use the notation {·} to mean fractional part. First we note that the successive shifted binary fractions of α can be written as
As it turns out, the first term of this expression can be generated by means of the recursion z 0 = 0 and, for n ≥ 1, z n = {2z n−1 + r n }, where r n = 1/n if n = 3 k for some integer k, and zero otherwise. It is proven in [1] that indeed this sequence has the pattern evident here: it is a concatenation of triply repeated segments, where each individual segment consists of fractions with numerators, at stage m, that range over all integers relatively prime to the denominator 3 m . We omit this proof here. From this pattern it follows that if n < 3 p+1 then z n is a multiple of 1/3 p . These fractions constitute an accurate set of approximations to the sequence ({2 n α}) of shifted fractions of α. In fact, by examining (11) it can be readily seen that (12) |{2 n α} − z n | < 1 2n .
