It has been shown that corruption has a negative effect on firm productivity, but what about its impact on product innovation? We find that corruption, functioning as a bribe tax, diminishes the probability of new product introduction. We use a World Bank Enterprise Survey from India in 2005, with 1600 firms answering if they introduced a new product to the firm and on the average quantity of bribe paid by firms. Controlling for innovation determinants, firm characteristics, location choice, multi-product firms and other business environment variables, sector-location bribe averages have a negative and significant impact on product innovation.
Introduction
Nowadays there is a large consensus on the positive effect of innovation on economic growth and development (Aghion and Howitt, 1998; Almeida and Fernandes, 2008; Lederman, 2010) , leading to a growing body of economic literature that relates technological diffusion with different levels of economic performance (Goedhuys, Janz, Mairesse, and Mohnen, 2008) . Even though an extensive compilation of innovation surveys is available (Mairesse and Mohnen, 2010) , there is still lots of room for empirical microeconomic work in developing countries on the subject (Goedhuys and Veugelers, 2008) .
We contribute to this literature by examining if corruption blocks product innovation on the firm-level. Fisman and Svensson (2007) find that corruption has a negative effect on Ugandan firm's growth and De Rosa, Gooroochurn, and Gorg (2010) show that firm productivity in Central and Eastern European countries is negatively correlated with corruption. Their studies are supported by the largely developed literature on the detrimental effect of corruption on economic development (Bardhan, 1997) . In this paper we study the impact of corruption on product innovation at the firm level by combining the literature on product innovation and on corruption and firm performance. We address this issue empirically, using a World Bank Enterprise Survey dataset on Indian firms in 2005, which to our knowledge has not been used for this country with our purposes.
In that sense, we construct sector-location averages from the firm's manager answers on the percentage of bribes paid relative to annual firm sales. The sector-state level measure deals with endogeneity and measurement erros from the firm's individual response, as Fisman and Svensson (2007) . However, we use this variable directly on the regressions, treating them as exogenous at first, following Dollar, Hallward-Driemeier, and Mengistae (2005) and Amin (2009) , even though our results do not change when using an instrumental variable approach as Fisman and Svensson (2007) . Controlling for a set of innovation determinants and firm characteristics, we use the bribe variable to explain the introduction of new products in a single firm. And why India? At first, there is a large literature on the institutional quality using Indian examples, from the Krueger (1974) seminal paper to recent evidence on how corruption is a major issue for Indian economic growth (Heston and Kumar, 2008) . It also gives us a large firm dataset, with around 1600 firms located in several Indian states, so we can capture the difference in sector-state averages to measure corruption. And using only one country can eliminate significant heterogeneity in the bribe's level measurement, which could arise from cross-country regressions and unobserved heterogeneity across countries (Fisman and Svensson, 2007) .
In respect to the firm-level literature on product innovation in developing countries, Goedhuys (2007) uses Tanzanian firm data from the World Bank Investment Climate Survey (WBICS) to investigate the effect of various sources of learning, investment and linkages on firm's product innovation. Estimating a probit model with many regressors to explain product innovation, she finds that foreign ownership, size, skills, internet use and collaboration with other firms have a significant impact on the probability of being an innovator. Also employing a WBICS, a similar paper looks at the strategy that leads firms to be innovators. Goedhuys and Veugelers (2008) report that for a large sample of Brazilian firms, the buy strategy, related to the purchase of external technological know-how, is more important for product innovation when compared to the make (internal creation) strategy.
Using WBICS for many countries, Lederman (2010) studies how contextual factors affect firm perfomance, and especially the probability of introducing a new product. He uses a two-stage empirical model to explore different hypothesis that can explain the probability of product innovation, evoking three possibilities: global engagement, information spillovers and market structure. The author finds that size, licensing, export status and R&D are significantly related to the probability to innovate. His results support the global engagement and information spillover hypothesis, but no clear result from the market structure hypothesis can be made. Counter intuitively, the institutional quality has a negative influence on the propensity to innovate, due to the market structure hypothesis where incumbent firms can prevent competitor's entry by requesting special favors from the government. We take his results with caution and different from our perspective, as the author employs a macroeconomic approach 1 .
These articles on the determinants of product innovation do not take into account the significant effect of corruption on firm perfomance, as mentioned above 2 . In summary, in this paper we test if corruption hinders the introduction of new products at the firm level. The mechanism could happen in many ways: as explained by De Rosa, Gooroochurn, and Gorg (2010) , if the risk of expropriation is high, innovation investments will be hampered. Innovations could demand for new licenses and permits, opening a space for the capture of corruption by bureaucrats. And a bureaucrat, if rational and profit maximizer, will try to capture a part of the new profits generated by the new products, so they tax these new products through corruption.
At first, we find a significant heterogeneity in product innovation and corruption level throughout Indian states and economic sectors. Empirically, sector-state bribe averages have a negative and significant impact on product innovation. This effect holds for different approaches and many robustness checks, such as the location choice of firms, the size of the sector-state clusters and multi-product firms, for example. We also show that corruption has a negative and significant effet on innovation through a two-stage instrumental variable approach with a probit model in the second stage. For this last test, we follow Fisman and Svensson (2007) , where the individual response is instrumented in the first step by the sector-location average and the fitted values are used to explain product innovation. By incorporating the presence of corruption and its negative effect on firm perfomance, we contribute to the product innovation literature on firm-level studies in developing countries. From our results a policy agenda that promote innovation could be drawned, as we show some of the binding constraints on product introduction at the most disaggregated level.
The rest of the paper is organized as follows. In section 2 we present the data, the variables and the departure point for our econometric approach. Our empirical methodology and results are on section 3, and in section 4 we test the sensitivity of the results. Section 5 concludes. 2 Goedhuys, Janz, and Mohnen (2008) present the Banerjee and Duflo (2005) finding on how firm growth can be affected by burdensome legal procedures settled by the government. They also highlight the Eifert, Gelb, and Ramachandran (2005) results where bad quality business environment diminishes firm productivity in Africa. In their own work, use the same Tanzanian WBICS survey cited above and they find that traditional technological variables, as R&D, have no impact on firm productivity. Differently, business environment have a significant effect on firm productivity.
To test if the level of corruption is a binding constraint on product innovation, we use a dataset from the World Bank Enterprise Survey on Indian firms in 2005 consisting of 2280 enterprises, but as complete data for some variables are not available, we have around 1600 firms in most estimations. According to the survey's methodology 3 , the sampling provides small, medium and large firms. The questionnaire is conducted by private contractors and the top manager or the business owner of each firm answers the questions. There are important information on each firm such as its sales, capacity, ownership structure, financing, infrastructure and location. Data consists of firms located in 17 different states from all regions of the country, and also from different manufacturing sectors. Information on sectors and states can be found in the appendix.
The main variables are the introduction of new products and the bribe measure. To build our explained variable, the question is if the firm developed an important new product line in the last two years. This binary variable captures innovation (ino) which is defined as an innovation for the firm, but not necessarily for the market 4 . It is also important to note that the product innovation variable is constructed in the same way as the ones used in the innovation articles presented in the introduction. Nonetheless, it is interesting to look at how innovation is defined and how innovation surveys capture this phenomenon, as it is done in similar way in the World Bank Enterprise Surveys. Mairesse and Mohnen (2010) acknowledge the important contributions of the Oslo Manual (OECD, 2005) , which defines innovation, its sources, effects and other important characteristics. Mairesse and Mohnen (2010) From the 2266 firms that answered the innovation question, 1370 said there were no product innovation, while 896 aswered it positively. Summary statistics for the main variables are in Table   1 below. In the appendix, we see that firms innovate in all states and in most sectors, but with a heterogeneity amongst the proportions. There are some exceptions, such as Tamil Nadu, Uttar Pradesh and Haryana, where there are more innovative firms in comparison with those that do not introduce new products. When looking at firm size (second table at appendix A), we find the usual trend (Goedhuys, 2007) where large firms are more innovative than small firms (category 1).
Our main explanatory variable, the bribe measure, is constructed as the sector-state average of the firm's response. As evoked earlier, we follow Fisman and Svensson (2007) In Figure 1 below, we find that the average of bribe is quite heterogenous between Indian states. While in Jharkand, Karnataka and Madhya Pradesh, the average bribe is around 15 percent, other states, such as Haryana, Orissa and Kerala, have an average of 2 percent. Figure 2 shows that the distribution of the bribe measure is not concentrated in a specific region of the country. In Figure 3 , the sector with the high level of bribes is paints and varnishes with 18 percent, followed by plastics and plastics products with around 12 percent. The lowest ones have a average bribe of around 1 percent.
The other explanatory and control variables are the determinants of product innovation and firm characteristics, following the literature on the subject (Goedhuys, 2007; Goedhuys and Veugelers, 2008; Lederman, 2010 We control for the use of licensed technology (license) from a foreign owned company, and also if the firm engages in research and development (rd). We construct the external and internal training variable (training) that captures the effect of skill improvement. The education level of the owner or the manager is also controlled for, as we build a dummy variable measuring if he has a post graduate degree (highsk). The presence of foreign participation and the export status in the firm are captured by the foreign and the exporting status variables.
Additionnaly, other variables measure distinctive technological factors. We add an internet variable, capturing website and email interaction with client and suppliers. We control for new equipment and machinery purchase in the precedent years of the survey (neweq) and for internationally recognized quality product certification (certification). We build an overdraft facility factor, a binary credit variable that captures financing constraints. The profitability of the firm (sales minus costs divided by sales) is also included, as it could also have an impact on product innovation.
Concerning the robustness checks, in one specification we control for other institutional obstacles that comes from the many respondent's perception of firm's growth and operations obstacles.
The manager answers about the degree of severity of each obstacle to firm growth, and their perceptions to each one of the questions are computed in a likert scale item. For example, there is a question to know if high taxes was an obstacle, or labor regulations, crime and theft, and so on. The likert scale in these questions goes from 0 (no obstacle) to 4 (Very Severe Obstacle), so a higher number means a more severe obstacle. In order to use these variables, we slightly modify Amin (2009) (the author uses only state level averages) methodology and we build sector-state level averages (our a7 variables) from the perceptions of these obstacles at the firm-level. As he explains, "averaging helps filtering out the influence of store characteristics on the index... and is also an advantage because information on factors that may exarcebate the endogeneity problem is also available on the survey and we can use this information to control for these factors".
In the last robustness check we test if the impact of corruption on innovation holds using a structural model of innovation. The CDM is a structural model developed by Crepon, Duguet, and Mairesse (1998) where the decision to invest in R&D and the R&D intensity are estimated conjointly, and then innovation and firm productivity equations are estimated in a sequential way.
We follow Raffo, Lhuillery, and Miotti (2008) 5 but we only estimate the first and second step.
The variables definition for this approach can be found in the appendix.
Empirical strategy and results
To estimate the impact of corruption on product introduction at the firm level, we follow the literature on innovation and development (Goedhuys, 2007; Lederman, 2010) and we model innovation 5 Raffo, Lhuillery, and Miotti (2008) summarize articles using the CDM model on innovation and firm performance. In their own paper they compare European and Latin American countries and through probit estimations on the determinants of product innovation they find that R&D and firm size have a positive and significant effect on product innovation, and that this innovation output has a significant and positive impact on firm productivity. Their results are similar to those of Griffith, Huergo, Mairesse, and Peters (2006) (where they use the same version of the CDM model) for a set of european countries. as a probit model. We estimate equation (1) below:
Where PRODINNOV is the introduction of a new product in the firm level i. Our explanatory variable of interest is the bribe state-sector (s,s) average. We control for per capita GDP and state population, and we include a set of controls FC, composed by product innovation determinants and firm characteristics explained above. As some of our explanatory variables are in the statesector level and our Y variable is at the firm level, we cluster our standard errors (as Amin (2009), to correct for the Moulton (1990) In Table ( 2) we show the marginal effects of the regression. In column (1) we use only firm level controls, while in column (2) we add state variables also as explanatory variables. In all specifications bribe has a negative and significant effect on innovation. According to column (2) in Table ( 2), an infinitesimal change in the level of bribe translates into a 0.56 % higher probability of product innovation. Our results give support to the idea where corruption diminishes the probability of new product introduction.
Concerning our control variables, most of them have the expected coefficient sign in Table ( 2).
The R&D, training and internet variables have a positive and significant effect on the probability to innovate. These results show the important role of these traditional innovation determinants. It appears that having a license, foreign participation, new equipments, certification and export status are positively but not significantly correlated with product innovation. Overdraft facilities have a positive effect, but only marginally significant. The age of the firm has a negative but not significantly coefficient, while the size of the firm appears to have a quadratic correlation, where small and large firms would innovate more, whereas middle size firms have a lower probability of product innovation, although the coefficients are not significant. The education level of the manager and the profitability of the firm have in most part a negative but not significant coefficient.
The state GDP is negatively and significantly correlated with new products and it could be explained from the discovery and development framework (Klinger and Lederman, 2006) , while the state population has a positive but not significant effect.
In columns (3) to (5) we control for the size of our sector-state clusters. One could say that the results would be biased, mainly driven by clusters that have a smaller or a higher number of observations in our database. Concerning this effect, in column (3) we estimate our regression using only those sector-state clusters who have at least 10 observations, and in column (4) we estimate only with those having less than 50 observations. In column (5) we introduce the variable n which measures the number of observations in each cluster. In all specifications our results remain the same, and it appears that there is no such effect. Another size effect could exist if sector-state clusters with a higher bribe level would be those with mainly small firms. In that case, as the question in the survey asks the percentage of firm sales spent in bribes, this value would be fixed for all firms, and therefore the percentage of sales would vary through different firms. Interestingly, we do not find correlation between firm size and the level of bribe 6 .
Robustness checks
In our first robustness check we estimate specification (2) of Table (2) with additional institutional obstacles to the firm. In Table ( 3) we show only these variables and our variable of interest (bribe).
The main results do not change, and the coefficient of our bribe variable turns out bigger. The only significant institutional variable is customs and trade regulations, which has a surprising positive sign 7 . Nevertheless, our empirical methodology has some limitations. The first one is that we do not have panel data, so we cannot capture the within variation neither control for firm fixed effects.
By controlling for most of the product innovation determinants and firm characteristics, we should capture most part of these effects. Following Amin (2009), we do not think that our estimations suffer from reverse causality, as the main explicative variable is built in the state-sector level.
Next, concerning endogeneity from an omitted variable bias, the bias normally would work in our direction. According to Fisman and Svensson (2007) and the mechanisms describe in the introduction, we think of a rational and maximizing bureaucrat that tries to capture the biggest possible rent. There would be a positive correlation between the bribe level and firm unobservable features that determine innovation, as the bureaucrat would try to capture a part of the extra profits from the new product. Consequently, the negative effect of corruption on innovation would be underestimated. So if our measure of bribe is capturing the effect of omitted variables that positively determines innovation, then our coefficients would be underestimated 8 . For this identifying strategy to work, the sector-state average used as an instrument would only capture the exogenous part of the corruption individual value. Furthermore, the omitted variables should not be correlated with the control variables.
To give more support to our results, we instrument the individual bribe value as Fisman and Svensson (2007) , as this strategy also helps to deal with measurement errors in the corruption data. In the first stage they instrument the response from each firm by the sector-location average constructed as described above, and then they use the predicted value to explain firm growth.
We follow Fisman and Svensson (2007) and explain product innovation by fitted values from the first stage regression. In column (1) of Table (4) (2), corruption has a negative and significant impact on product innovation 9 .
The evidence from the instrumental variable probit estimation gives support to the negative effect of corruption on product innovation at the firm level, conditional on the exogeneity assumptions and the identification strategy.
In column (3), we try to see if the effect of corruption on product innovation is robust to the introduction of a multi-product dummy variable. It could be that multi-product firms introduce new products more often, producing a omitted variable bias. When controlling for this variable our results do not change, while the multi-product binary variable is positive but not significant.
Next, we test the robustness of our results to the introduction of firm characteristics and innovation determinants on the sector-state level, as one could argue that we should try to capture all possible omitted variables at the same level as our main explanatory variable. In column (4) all variables from the overdraft downwards are sector-state averages, and our main results are robust to this 8 And it is difficult to think of omitted variables that could lead to a negative bias in our regressions. More on the discussion between bribe and omitted variables, see Fisman and Svensson (2007) 9 When we calculate the marginal effect on tip from column (4), we find a higher coefficient (-0.04) than column (2) from table 2 (-0.005). 0.106 0.0909 * significant at 10%; ** significant at 5%; *** significant at 1% Note: Robust standard errors clustered in the state-sector level are in parentheses.
test.
In order to assure that we are capturing the effect of corruption on production innovation, we deep further on the sensitivity of our results. At first we look if removing the individual value of the firm's answer on the bribe question from the sector-state average calculation would have an effect on the corruption coefficient estimation. This new variable (bribe exo) could be even more exogenous as it measures the sector-state average without taking into account the individual response of the firm, value possibly related to other firm characteristics that would be omitted.
The corruption coefficient is marginally smaller, but still strongly significant. Differently, column (2) in Table (5) shows the results when we control for geographical location and propensity to innovate when dealing with access to global markets, as Almeida and Fernandes (2008) . We build sector-state measures of the presence of exporters and importers to control if openness have an impact on the probability to introduce new products, with no major change in the results.
Our next series of robustness still concerns geographical location. In column (3) of Table (5) we drop firms from India's biggest cities (Bangalore, Kolkata, Chennai, Delhi, Hyderabad and Mumbai), as being located in these cities could have an effect on product innovation. The main results hold when we estimate with this sample. Moreover, one could argue that there is a selfselection of firms in states with better corruption environment. In that case, more innovative firms would choose to locate at states with lower levels of corruption. At first, note that migration is quite low in India (Munshi and Rosenzweig, 2009; Dollar, Hallward-Driemeier, and Mengistae, 2005) . Secondly, as in Dollar, Hallward-Driemeier, and Mengistae (2005) , 80% of our firm owners answer that firms are located in that state because the owner was born there. Nonetheless, as it could still exist a self selectivity bias, we follow these authors and we estimate our regression for those firms who are less mobile, which correspond to domestic firms with less than 150 workers.
The results in column (4) on table (5) show that there is no such effect, as the bribe coefficient is almost identical to the specification (2) of Table ( 2).
Our last robustness check tests if the effect of corruption on product innovation holds on a different empirical methdology. We use a standard model where the decision to invest in R&D and the R&D intensity are estimated conjointly, and then product innovation is estimated in a sequential way 10 . This kind of model is known as the CDM model (Crepon, Duguet, and Mairesse, 1998) and there is empirical evidence on the link between knowledge input and innovation output both for developing countries (Raffo, Lhuillery, and Miotti, 2008) and developed ones (Griffith, Huergo, Mairesse, and Peters, 2006) . We follow Griffith, Huergo, Mairesse, and Peters (2006) and Raffo, Lhuillery, and Miotti (2008) and we estimate the equations:
Equations (2) and (3) are jointly estimated through a Heckman procedure, with a probit regression for equation (2) and a OLS for equation (3), and we follow Raffo, Lhuillery, and Miotti (2008) on the choice of explanatory variables. The decision to invest in R&D (R&Ddummy) has as explanatory variables y i : different size dummies to capture firm size, the sector-state corruption level, a domestic and a foreign dummy variable, if the firm has the main operation in the international market and also if receives public funds. The X i covariates for the R&D intensity equation (R&Dint) are all the same as y i , unless the size dummies (as R&D intensity is already divided by firm size) and with the addition of a subcontract variable. We then use the predicted R&D intensity (hat rdint) and with other covariates z i (size dummies, bribe level, domestic and foreign dummies) we estimate equation (4) through a probit regression. Results for this approach are shown in Table ( 6) . In column (1) we see that the size of the firm has a significant effect on the decision to invest in R&D, although we do not find effect for firms bigger than 1000 employees. The corruption variable is negative and significant, while the coefficient from participating in the international market is positive and significant, with a similar result for domestic ownership. In column (2), the corruption variable has a negative but marginally significant impact in R&D intensity, whereas the subcontract variable and being in the international market have a positive and significant effect. These results go along with the literature, and here we highlight the negative and significant effect of corruption both in the decision to invest in R&D and in the intensity of doing so.
The estimation of equation (4) gives the results in column (3) where we find that the corruption variable has a significant and negative coefficient on product innovation. The size dummies appear to play a positive and significant role. The predicted value of R&D intensity from the first step has a positive sign but it is not significant, so we do not find evidence for an effect of innovation input on innovation output. We remark that the difference between our results and the ones by Raffo, Lhuillery, and Miotti (2008) and Griffith, Huergo, Mairesse, and Peters (2006) concerns the effect of innovation input on innovation output. Most importantly, the effect of corruption on product innovation holds in this methodology.
Concluding Remarks
The main focus of studies on product innovation in developing countries were on production factors, such as technological components, and on firm characteristics, as foreign ownership or export status. Moreover, the relationship between corruption and innovation has been only explored in the macro level. Using a large dataset of Indian firms, in this paper we find that the impact of corruption on product innovation is negative and strongly significant. We show that the effect of sector-state corruption averages on new products is robust for different control variables, cluster size, location of firms and a different empirical methodology. We also test this relationship in an instrumental variable approach and we find similar results, conditional on our identifying strategy and on the exogeneity assumptions. Even though our dataset does not allow for a panel study where the within dimension could be controlled for, our results give strong evidence on the effect of corruption on innovation.
The product dimension of innovation is very important as recent studies show the major weight of the productive structure on macroeconomic growth and development (Hausmann, Hwang, and Rodrik, 2007; Hidalgo, Klinger, Barabási, and Hausmann, 2007) . Furthermore, we can stress the main role of innovation directly on productivity and growth (Aghion and Howitt, 1998 
