Previous factor-analytic studies of lexical person descriptors have produced some recurrent patterns of results, but their integration has been hampered by divergences in variable sampling, such as disparate criteria for what is considered a personality descriptor. To isolate effects of variable selection on factor structures, 500 of the most familiar English person descriptors were identified. Fifteen judges provided reliable classifications of these adjectives as disposition, state, social evaluation, or physical-appearance terms. Analyses of adult self-ratings (N = 700) and acquaintance ratings (N = 201 ) led to a stable Big Five structure when disposition terms, or combined disposition and state terms, were analyzed. Including a wider range of terms led to two additional stable factors: Attractiveness and a factor resembling Big Seven Negative Valence. A stable 3-factor solution was relatively impervious to variable-selection effects.
port, 1937 ), so can the criteria for selecting personality-relevant descriptor variables. Thus, Allport and Odbert ( 1936; also Cattell, 1943 ) differentiated descriptors of temporary states and social evaluations from those trait descriptors that they deemed most personality relevant. Eysenck (1970) emphasized biologically based disposition variables, excluding intelligence and abilities on the one hand and attitudes on the other. Other investigators have cast wider nets. Studies of German personality descriptors (Angleitner, Ostendorf, & John, 1990; Ostendorf, 1990a) included temperament and ability terms together. Goldberg ( 1990 Goldberg ( , 1992 included some mood and attitude terms (e.g., Anxious, Jealous, Conservative) that can also refer to dispositions. Tellegen and Waller ( 1987 ) included not only moods and attitudes but also social evaluation terms (e.g., awful, excellent).
Because they used different criteria for variable selection, it is little surprise that these studies failed to all converge on a single structure. This report focuses on a search for systematic and predictable patterns in the effects of variable selection on the factor structure of person descriptors.
Toward Optimal Variable Sampling in Personality Psychology
From where do personality variables come? Personality questionnaires are usually composed of phrases or sentences. Because the "population" of possible questionnaire items is essentially infinite, it would be difficult to infer that any set of such items were a representative sample of all possible phrases and sentences. A firmer basis for representative variable selection requires recourse to a finite population of variables. Commonly used single words in a language are such a population.
Therefore, a useful beginning point for scientific classifications of personality attributes is the natural language (Goldberg, 1981; Tellegen, 1993) . Personality attributes are observable and socially meaningful phenomena, and developing concepts to summarize these phenomena has been a human occupation for many thousands of years; thus, high overlap between lay and scientific descriptive concepts is to be expected (Saucier & Goldberg, 1996b) . The lexical approach can produce a descriptive nonexplanatory framework (Greenwood, 1991 ) that provides minimum criteria for representative variable sampling: It can identify features too important to leave out (Goldberg & Saucier, 1995) . The content validity of numerous personality inventories (e.g., Cattell, Eber, & Tatsuoka, 1970; Costa & McCrae, 1992; Hogan, 1986; Wiggins, Trapnell, & Phillips, 1988) is, in part, rooted in the lexical approach.
For the purpose of studying human attributes, the most useful subset of single words is the set of adjectives that can be used to denote human propensities and qualities (Saucier & Goldberg, 1996b) . Adjectives (e.g., cynical, kind) are advantageous because they richly represent both desirable and undesirable attributes applied to self and others, whereas personality type-nouns (e.g., cynic, jerk) represent in large part undesirable attributes used in reacting to and labeling others (cf. Wierzbicka, 1986) . Among adjectives that denote attributes, frequently used terms are of more importance in everyday transactions than are unfamiliar terms. This rationale forms part of the lexical hypothesis, which states that (a) the most distinctive, significant, and widespread phenotypic attributes tend to become encoded as single words in the conceptual reservoir of language, and (b) the degree of representation of an attribute in language tends to correspond with the relative importance of the attribute (Saucier & Goldberg, 1996b; cf. Osgood, May, & Miron, 1975, p. 45) . Accordingly, searching a dictionary for person-descriptive adjectives is a useful variable-sampling strategy, especially if the terms retained are those that are most frequently used.
However, within the broad lexical strategy, the tactics of variable sampling differ from one study to another. A useful reference point for comparisons is the influential four-column classification scheme introduced by AUport and Odbert (1936) . Stable traits (e.g., rebellious, daring) were distinguished from social evaluations, ' 'terms descriptive of present activity, temporary states of mind, and mood" (p. 26), and miscellaneous terms, including those referring to abilities and appearance. Social evaluations (e.g., exciting, desirable, exceptional) were deemed less relevant to the study of personality, because they refer to "value estimates" and to "social stimulus value"--the individual' s effect on others or degree of approval by others. Terms for temporary states (e.g., sad, excited) were excluded because they were not "enduring and recurring modes of adjustment" (AUport & Odbert, 1936, p. 26) . Lexical studies have differed in their handling of states and social evaluations. With no clear consensus as to which attributes ought to be counted as personality variables, the most informative procedure would be to sample broadly from attributes of diverse types and carry out a reliable classification of the descriptors into variable categories, thus enabling some control for the effects of variable selection.
How large a sample of variables ought to be taken from the natural language? The most stable (reliable, robust, replicable, and generalizable) factor structures are likely to come from analyses featuring not only large samples of participants but also a large ratio of variables to factors (Guadagnoli & Velicer, 1988; Velicer & Fava, 1987) . It is preferable, then, that several hundred person descriptors be selected.
Cross-cultural generalizations about personality attributes require studies in different cultures and different languages. The most consequential factors are those found in independent within-language (emic) studies. A demanding test is not provided by the importation of a selection of (etic) variables from one language to another, to see whether it holds its expected structure. Far stronger evidence for robust factors is obtained when (a) the most important person descriptors within a new language are identified, (b) the factor structure of person descriptors among a representative sample of users of that language is examined, and (c) this structure is compared to structures derived "indigenously" within other languages. Useful evidence as to the basic dimensional structure for personality attributes can be drawn from an aggregate of studies, with representative variable sampling, conducted within diverse languages and cultures (Goldberg, 1981) .
Patterns in Lexical Factor Studies of Person Descriptors
Over the last decade, such an aggregation of studies has begun to accumulate. Studies featuring indigenously derived personality-relevant adjectives in the description of actual target persons have now been conducted in nine distinct languages. These studies can be sorted into three groups, based on variable-sampiing tactics and on whether five or seven factors were judged to be optimal for comprehending the data.
Studies of Disposition Descriptors
One group of studies includes those conducted in Dutch (De Raad, Hendriks, & Hofstee, 1992; also Brokken, 1978; Hofstee, Brokken, & Land, 1981) , Italian (Caprara & Perugini, 1994) , and Hungarian . Variable selection in these studies approximated most closely that of Allport and Odbert (1936) with an emphasis on stable traits only. In each study, judges provided utility or personality-relevance ratings (e.g., fit to sentence stems like X is a __ person and X is __ by nature); those terms having the highest mean ratings were retained. Retained terms apparently included relatively few referring to abilities or talents. Each of these three studies found rather clear replicas of the first four of the Big Five: Extraversion, Agreeableness, Conscientiousness, and Emotional Stability. With regard to the fifth factor, agreement was not as strong. The Dutch factor emphasized attributes like critical and rebellious and the Italian factor emphasized unconventionality. The Hungarian counterpart was labeled Integrity, although the rotation of six rather than five factors led to an additional factor interpretable as Big Five Intellect .
A second group of studies includes those conducted in German (Ostendorf, 1990a; Ostendorf & Angleitner, 1993) , Czech (Hrebickova, Ostendorf, & Angleitner, 1995) , and English (Saucier & Goldberg, 1996a; cf. Goldberg, 1990 cf. Goldberg, , 1992 . These studies can be distinguished from the first group by a greater inclusion of terms referring to abilities and talents, which Allport and Odbert (1936) had relegated to the "miscellaneous" category. This effect was achieved in the German and Czech studies by pooling adjectives that judges had consensually classified as "temperament and character traits" with those classified as "abilities and talents, or their absence." In the genealogy of the English-language studies, a similar effect was achieved when Norman (1967) , in an influential classification extending the work of Allport and Odbert (1936) , included many ability descriptors (e.g., intelligent, creative) in the "stable traits" category. The German, Czech, and English studies produced fairly similar Big Five factor structures, including a fifth factor clearly interpretable as Intellect.
All studies in both of these two groups were based on comprehensive catalogs of person-descriptive adjectives in the dictionaries of their six respective languages. As in Allport and Odbert (1936) , most terms classifiable as either social evaluations or temporary states were excluded. Moreover, when the selected variables (samples of 243-561 adjectives, with infrequent terms generally excluded) were analyzed in data based on large samples (samples of 274-899 descriptions), each study found the Big Five, with cross-language divergence most apparent for the fifth factor. These convergent results suggest the following generalization: When adjectives referring to dispositions are gathered from any European language, and when a large sample of participants uses a large, representative sample of these adjectives in self-or peer descriptions, the adjectives will have a fivefactor structure corresponding roughly to the Big Five model (Goldberg, 1993) .
Studies of a Less Restricted Range of Descriptors
A third group of studies used an alternative set of tactics for variable selection, beginning with a page sampling of a dictionary. Terms referring to social evaluations and temporary states were not systematically excluded. The prototype study was that of Tellegen and Waller (1987;  summarized also by Waller & Zavala, 1993 ). An abridged dictionary (The American Heritage Dictionary, 1982) was divided into roughly sixty 25-page sections, and 7 or 8 noncontiguous pages from each section were randomly selected. On each selected page, the first personalitydescriptive adjective that could be fit into the stems tends to be __ and is often __ was extracted. The 400 extracted terms included social evaluations and state terms, as well as traits, and were used as stimuli for self-reports by 585 university students. Because many terms were unfamiliar, the items included phrases drawn from the dictionary definitions of the terms. Factor analyses (5-20 factors) were conducted; a sevenfactor solution was judged the "most compelling and psychologically meaningful" (Waller, in press ). The seven factors were deemed to correspond to the Big Five, plus Positive Valence (e.g., important, outstanding) and Negative Valence (e.g., evil, vicious) . The last two factors drew on the social evaluation descriptors excluded by Allport and Odbert (1936) and all previous lexical factor studies.
The basic assumptions of a Big Seven model (Almagor, Tellegen, & Waller, 1995; Tellegen, 1993; Waller & Zavala, 1993) can be set out as follows: When ratings using an unrestricted range of person descriptors are factor analyzed, the best solution will have seven factors, the first five corresponding to those from the five-factor model (Costa & McCrae, 1992 )--Positive Emotions (Extraversion), Agreeableness, Conscientiousness, Negative Emotions (Neuroticism; a reversal of Emotional Stability), and Conventionality (low Openness) --with the other two being evaluative or valence factors, one positive, one negative.
Variants of the prototype study were conducted with Spanish (Benet & Waller, 1995) and Hebrew (Almagor et al., 1995) person descriptors. In the Spanish study, the indigenous sevenfactor solution clearly reproduced the first three of the lexical Big Five factors, as well as Positive Valence, these four correlating .60-.79 with corresponding factors from a Big Seven measure (Inventory of Personality Characteristics #7; Tellegen, Grove, & Waller, 1991) . A Negative Valence factor was also present, although its correlation with the corresponding Big Seven factor was noticeably lower (.47). The other three factors were smaller, of lower saturation, and correlated much less with corresponding Big Seven factors.
In the Hebrew study, there was some correspondence between the indigenous seven-factor solution and the Big Seven (Tellegen & Waller, 1987) , by a two-out-of-three consensus of Tellegen and Waller (using an English translation) and a third judge fluent in Hebrew. But this correspondence was quite modest; for each of the seven empirically derived Hebrew factors, fewer than 50% of the associated descriptors were categorized into the domain of any one of the a priori Big Seven factors. Scrutiny of the factor loadings (Almagor et al., 1995, p. 303) suggests that the factor labeled Positive Valence might better be called Intellect; moreover, the factor labeled Negative Valence, unlike its English and Spanish counterparts, was a clearly bipolar factor, virtues at one pole, vices at the other. There was no Conventionality factor evident in the Hebrew study. A statement that "findings attest to the robustness of the Big Seven model" (Almagor et al., 1995, p. 306 ) thus seems questionable.
This third group of studies showed that when lexical studies using large samples of descriptors and of participants use a wider variable selection, including social evaluation and temporary state terms, the resultant factor structure does not fall entirely into the Big Five pattern, not even when exactly five factors are rotated. Factors resembling the first three factors of the Big Five--Extraversion, Agreeableness, and Conscientiousness--did appear in consistent form. Emotional Stability, Positive Valence, and Negative Valence were each clearly apparent in two of the three studies. The seventh factor varied considerably from one study to another.
Indeed, the three Big Seven studies yielded a lower degree of convergence than was evident among the Big Five studies reviewed earlier. A likely reason is less representative variable selections. As noted, Tellegen and Waller (1987) randomly selected not terms, but dictionary pages, within 25-page sections. Benet and Waller (1995) and Almagor et al. ( 1995 ) attempted to obtain a term from every fourth page. These procedures approximate representative variable selection only to the extent that the distribution of important descriptors (and their semantic content) has a rectangular (flat) distribution across pages (or parcels of pages) of a dictionary. ~ However, examination of any dictionary subverts this assumption: Some pages have many familiar person descriptors, whereas many other pages have none. 2 Also, such procedures are likely to net many unfamiliar
In the same way, the distribution of U.S. Senators across American states does not approximate "representativeness" because the states do not have equal populations. 21 examined the same edition of The American Heritage Dictionary used by Tellegen and Waller (1987) . Adjectives included in Goldberg's terms (e.g., rhadamanthine, tenebrous) , violating the frequency-importance association integral to the lexical approach. Differences between the American, Spanish, and Hebrew Big Seven studies should not be prematurely attributed to differences in culture. Instead, one must first rule out a rival hypothesis, that one or more of these studies veered far away enough from representative variable sampling to limit the potential for replication. Only the same three factors that Peabody (1987; Peabody & Goldberg, 1989) found to be the largest and most robust replicate clearly in all three of these studies; when sampling is suboptimal, larger factors are more likely than smaller factors to replicate.
The hypothesis that a wider variable selection will lead to factors beyond the Big Five is further supported by lexical studies of personality descriptors in Filipino (Tagalog). Church, Katigbak, and Reyes (1996) reported a search of a comprehensive Filipino dictionary, extracting 6,900 person-descriptive adjectives. These terms were sorted into a classification scheme expanding on that used in German lexical studies (Angleitner et al., 1990) , and familiarity ratings were collected. In a further study (Church, Reyes, Katigbak, & Grimm, 1995 ) , a set of 351 adjectives (representing traits and mental abilities) was used in a self-report task by 629 high school and college students; 9-to 12-factor solutions were originally examined. In a replication study using the same descriptors, the authors reported a replication of seven of these factors: Gregariousness (Extraversion), Concern for Others versus Egotism (Agreeableness), Conscientiousness, Self-Assurance (Emotional Stability), Intellect, Social Deviance or Negative Valence, and Temperamentalness (e.g., Irritable). Although no five-factor solution was reported, all of the Big Five were present, with Emotional Stability .apparently split into two factors. Also present was a factor resembling Big Seven Negative Valence, a "name-calling" factor, drawing on social evaluation terms retained in the variable selection.
Recurring Patterns in Lexical Factor Structures
How many personality factors are there in the natural language? The results of studies in these nine languages show some recurring patterns. Three prime factors have appeared consistently in every study across nine languages, regardless of variable selection; they correspond to Extraversion, Agreeableness, and Conscientiousness (cf. De Raad & Szirmak, 1994, Table 2 ; Goldberg & Rosolack, 1994; Peabody & Goldberg, 1989; Saucier, 1996) . Five-factor structures derived from pools of disposition descriptors include these three factors as well as Emotional (1982) 540-term set (and a far broader set of 500 person descriptors described in Study 2 of this article) were found disproportionately (at least three times more commonly than would be true for a rectangular distribution) on dictionary pages containing word entries beginning with the following letters: Corn-, Dis-, Ex-, Good-, lm-, Int-, Irr-, Pro-, Self-, Un-, and Well-. It is easy to find many familiar person descriptors beginning with these letters, but they are concentrated on relatively few dictionary pages and will be systematically undersampled by pagesampling procedures. Such procedures run afoul of the disproportionate contribution of certain English prefixes to person-descriptive terms, and this problem should occur in any language that uses prefixes. Stability, and most often Intellect. When adjective pools are expanded to include a wider range of person descriptors, one sees fairly consistent evidence for an additional dimension of Negative Valence, drawing on social evaluation terms; a clear Positive Valence factor has been found in only two studies. Thus, there may be as many as seven broad orthogonal factors in these wider variable selections.
Should one prefer three, five, or seven factors? For the choice between five and seven factors, much seems to depend on how wide one prefers to extend the variable selection. For the choice between three and a larger number of factors, much may depend on one's preferred level in the hierarchical organization of attributes. Personality descriptors tend to coalesce into three large factors similar to Extraversion, Agreeableness, and Conscientiousness-the same three factors most invariant across the studies in nine languages just reviewed. The coalescence is most evident when only three factors are rotated Saucier, 1996) or when the targets of description are heterogeneous with respect to evaluation (e.g., some liked, some disliked; Peabody & Goldberg, 1989) . Thus, observable effects of variable selection on factor structure seem to depend on how many factors are extracted and rotated. It follows that analyses of lexical descriptors ought to involve not just a single preferred number of factors, but a range of factor solutions, beginning with two. This procedure confers an additional advantage: When a study having less-optimal sampling is compared to other studies, convergence is more likely with the larger factors, and the potential for integrating the study with other studies is increased.
The preceding review suggests several unresolved issues: (a) whether inclusion of familiar nondisposition terms leads to additional factors, (b) whether factor structures are robust across or contingent on the breadth of variable selection, and (c) whether the multilevel array of factor structures in new, independent samples will always follow the pattern suggested by previous studies. This report addresses all three issues. I assayed the factor structure of person descriptors at various tiers from 2 to 10 factors. To enhance generalizability, I first sought a wide, representative sampling of English-language person descriptors.
Study 1: Developing an Inclusive Set of Familiar Person Descriptors
Allport and Odbert (1936) extracted 17,954 person descriptors from an unabridged dictionary and, three decades later, using a later edition, Norman (1967) added 171 terms to the Allport and Odbert set; the resulting compendium of 18,125 terms is one (exhaustive) selection of person-descriptive adjectives. 3 However, this set includes (a) a large proportion of unfamiliar terms, (b) some terms referring to race and ethnicity inappropriate for studying within-population variation, and (c) 
First-Round Method
I began with those 2,991 adjectives Norman ( 1967 ) had not identified as moderately or very difficult; as slangy, quaint, awkward, colloquial, ambiguous, vague; or tenuously or obliquely metaphorical; and which did not refer to race or ethnicity. I included an additional 299 terms from the further classifications of Goldberg (1982) , including (a) 98 additions from a set of 424 terms referring to social roles, relationships, and effects, and (b) 201 additions from a set of 540 prime trait adjectives; from among Norman's exclusions, Goldberg had retrieved these as potentially useful descriptors. 5 Finally, I added 39 adjectives previously used in other lexical studies (Saucier, 1994c) .6 With the addition of some filler terms, 3,446 person-descriptive adjectives formed the initial pool. These adjectives were divided into five separate inventories, each having counterbalanced pages, one each for stable traits (595 terms), temporary states and activities (636 terms), social roles and effects (326 terms), evaluations (666 terms), and physical and appearance descriptors (788 terms).
Judges for the first round of familiarity ratings were recruited from class sections in upper division psychology courses at a state university on the West Coast with an ethnically diverse student population; they received extra course credit for their participation. The 83 judges included 18 men, 64 women, and 1 whose gender was not reported. Although the overall sample was preponderantly female, the most convergent raters--those whose ratings correlated most highly with the group means--were as likely to be men as women. Each subset of descriptors was rated by a subsample of between 12 and 25 judges, using a 0-to-9 (10-point) rating scale, with 0 indicating that the judge did not know the term at all, 1 indicating the term was never, 3 rarely, 5 sometimes, 7 often, and 9 extremely often used to describe a person.
Reliability indices were calculated, including mean interrater correlations and alpha reliabilities. In addition to the mean familiarity rating for each adjective, factor scores were calculated for each adjective on the basis of the first unrotated principal component of the intercorrelations among the judges; this index weights the response of each judge by that judge's relative degree of agreement with other judges. The mean and factor-score indices, which correlated .999 or higher, were used jointly to identify the adjectives to be retained for a second round. 4 A randomly selected subset from the compendium of 18,125--balky, brock, faging, inobservant, inwrapped, lightful, manged, manslaughtering, out-of-door, perhorrescing, satiny, sceneful, schnorrer, shattered, splendiferous, unsecret, unsystematic, untenty, urbane, windering--il- lustrates the great preponderance of infrequently used terms.
5 When Goldberg (1982) revised Norman's classification of these terms, he deleted 13 less useful terms : acquainted, apparent, captive, criminal, favorite, mastered, scathing, unacquainted, unacquined, unavoidable, unchaperoned, unreconcilable, and unwed. I also deleted them.
6 Only 2 of these 39 adjectives, laid-back and soft-spoken, actually turned out to be of sufficient familiarity to be used in Study 2. Table 2 presents reliability data for the familiarity ratings. Mean interrater correlations ranged from .42 to .60 in the five subsamples, with alpha coefficients of .91-.96. 7 Thus, there was an impressive level of interjudge agreement as to the relative familiarity of these descriptors.
EFFECTS OF VARIABLE SELECTION

First-Round Results
The means for the 3,346 adjectives fell into a symmetrical distribution, with a mean of 4.4 and a standard deviation of 2.1. The adjectives were rank ordered by their means, and those 1,112 with a mean of 5.50 or over were retained for further study. When the adjectives were rank ordered by their factor scores, the top 1,112 adjectives included 23 adjectives that would have been excluded using the rank order by means. These 23 were also retained.
Second-Round Method
The remaining 1,135 adjectives were those with first-round means of 5.50 or over, or factor scores high enough to fall into the same rankorder range. But these means and factor scores were calculated from five different inventories: A mean of 5.50 on the trait inventory might not be precisely calibrated with a mean of 5.50 on the evaluation inventory. In the second round, the adjectives were included in a common pool.
The 1,135 adjectives from the first round were supplemented by 9 terms omitted in the first round, to form a pool of 1,144 terms. These terms were included in an 11-page inventory (104 per page) for further ratings. The 12th page of this inventory included some terms that Norman (1967) had excluded as overly ambiguous, vague, slangy, colloquial, and metaphorical. Judgments by a team of experts assisted in reducing 528 candidate terms to the 104 most promising. 8 Thus 1,248 terms were included in the second round.
Because the restricted range of relative familiarities in the second round would attenuate the interrater correlations, a larger number of judges was recruited. A sample of 46 students (28 women, 18 men) from an ethnically diverse West Coast university was supplemented by a second sample of 66 (42 women, 24 men) community residents recruited from a metropolitan area in another western state.
Each judge provided familiarity ratings, using the same 0-9 scale as in the first round, on one of two forms, randomly assigned, each containing 624 adjectives. Form 1 and Form 2 each included 6 of the 11 pages of previously rated adjectives; the page in common on the two forms enabled a check for form effects. For the community-sample judges, Form 1 was adapted so that the 104 additional adjectives were inserted in place of the page in common. Table 3 provides reliability data for the second round. Mean interrater correlations were substantially lower than in the first round (.27-.32 instead of .42-.60) but, as a result of the larger samples, the alpha coefficients were all at least .90. For the 1,144 common terms, the ratings in the student sample had a mean of 5.5 (SD = 1.2), compared to 5.4 (SD = 1.1) in the community-resident sample. For the items rated in both rounds, almost all of which had a first-round mean of at least 5.5, the second-round means showed the expected regression toward the middle of the rating scale. For these 1,144 terms, student and community-resident means correlated .81. After the student and resident means were averaged to form an aggregate mean, the correlation with first-round ratings (for the 1,135 terms rated in both rounds) was .76. These coefficients suggest considerable agreement on a consensual rank ordering of the adjectives: Over 80% of the terms placed in the top 500 by one sample were in the top 500 in the other sample. Thus, we can expect new applications of this method to yield largely the same set of items, enhancing the likelihood of a convergent factor structure at the broad level. In contrast, page-sampling procedures tend Reliability was lowest for the temporary-states-and-activities category; this stemmed largely from lower agreement on the familiarity of temporary activity terms, which were mostly gerunds (e.g. interfering, dancing). It is easy to imagine lower agreement for gerunds. Some judges might have imagined a sentence stem He~she is a person and concluded that these terms are rarely used in such a context; others might have imagined the stem He/she is as a descriptor of behavior, and concluded that these terms are often used.
Second-Round Results
8 The experts were all personality psychologists: Lewis R. Goldberg, Sarah E. Hampson, John M. Digman, and myself. Of the 104 terms selected by way of these expert judgments, 30 were used in Study 2: cool, dumb, experienced, familiar, fortunate, funny, giving, handicapped, hardworking, inexperienced, innocent, lucky, mean, open, positive, powerful, private, procrastinating, rich, secure, self-conscious, sensible, short, spoiled, stuck-up, supportive, sweet, unlucky, unreasonable, and well-to-do. SAUCmR Note. One hundred four terms were included on both forms for the student raters.
to produce much lower item overlap across studies and thus factor structures more reflective of idiosyncrasies of variable selection.
The set of 500 person descriptors having the highest average mean ratings can be considered a representative set of terms, given that the list of terms in each person-descriptor category is fairly comprehensive and that terms of high familiarity were included regardless of category. It comprises attributes important enough to have been encoded as single words in the language and to have a high frequency of use. However, to control systematically for breadth of variable selection, reliable classifications of these person descriptors were needed.
Classifying the Familiar Person Descriptors
Several classification schemes for person descriptors have been proposed, including the four-column system of Allport and Odbert (1936) and the 15 categories of Norman (1967) ; the reliabilities of these classifications were never documented. Angleitner et al. (1990) devised a synthesis of these two schemes for use in German lexical studies. The new scheme included four broad content categories: dispositions, temporary conditions, social and reputational aspects, and overt characteristics and appearance. Descriptors not fitting into any of these categories were classified as terms of limited utility, that is, either (a) context-specific and technical terms or (b) metaphorical, vague, or outmoded terms. Each of the first four broad categories included two to four subordinate categories, listed in the first column of Table 4 . Angleitner et al. (1990) used this system in their classifications of 5,101 German adjectives by 10 judges. As Table 4 indicates, the first four broad categories in German generated reliability coefficients of .83 to .91 (corresponding to mean interrater correlations of .30 or more); coefficients for four of the 13 subordinate categories also were in this range.
The four broad categories were generally more reliable, and these resemble the four columns of Allport and Odbert (1936) , although with a few important differences. Angleitner et al. (1990) brought abilities into the stable trait column, bodily states into the temporary conditions column, and attitudes and worldviews into the social evaluations column; having removed most of the miscellany from the fourth column, they reserved it for overt characteristics and appearance terms. This sensible scheme has been adopted in other lexical studies (Church et al., 1996; Hrebickova et al., 1995) .
Classification Method
Fifteen graduate students (13 women and 2 men) were recruited from a course in psychological assessment at an ethnically diverse West Coast university and were given extra credit for participating. The task took several hours, and judges were instructed to take a break approximately once an hour.
The person descriptors that were classified included the 525 highfamiliarity adjectives identified in Study 1, plus those 15 adjectives that were included in a brief Big Five inventory (Saucier, 1994a) but were not already in the 525. These 540 adjectives were printed individually on cards. Each judge received a deck of 540 cards (in a different randomized order) and a rating board--an oversized sheet of paper depicting the hierarchical system of five broad and 13 specific categories in the Angleituer et al. (1990) system. Judges were given written instructions, directing them to place each card (adjective) first into one of the five broad categories, and then into the most appropriate of the 13 subordinate categories; they also received 40 blank cards that, when filled in, would enable multiple classifications of some terms. Descriptions of the categories generally resembled those from the Angleitner et al. (1990) study; the adjectives cited as examples for each category were English translations of highly prototypical terms for that category in the German study? Upon completion of their task, each judge banded together the cards in each category and returned the packets. The investigator and a colleague (Lewis R. Goldberg) each made an independent "expert" classification of the same 540 adjectives.
For each judge, an 18 × 540 matrix of classifications was constructed, enabling interrater correlations for each category. The fifteen 18 × 540 matrices were combined to form an aggregate table; in this table the prototype score for each adjective in each category was the number of judges assigning the adjective to that category (as in Angleitner et al., 1990) .
The Resulting Classification
The far right column of Table 4 presents the coefficients of interjudge agreement, and the agreement between the classifications of the judges and the two experts. Interjudge agreement for the first four broad categories was .88, .93, .88, and .97 (M = .92), comparing favorably to .84, .86, .83, and .91 (M = .86) in the German study. As in the German study, the reliabilities of the subordinate categories were noticeably lower; the mean coefficient was .84 as compared to .79 for the German study. In both studies, the same three subordinate categories (behavioral states, roles and relationships, and social effects) elicited the lowest reliabilities, as well as the lowest correlations between the pooled judges' and the pooled experts' scores. Though there are weaknesses at the subordinate level, this classification scheme has great strength at the broad level.
For these reliable broad categories, illustrative highly prototypical adjectives were the following: dispositions--creative, skillful, stubborn, hot-tempered; temporary conditions--anxious, happy, busy, exhausted; social and reputational aspects (Saucier, 1994a) tended to be classified as dispositions, although Emotional Stability markers were more often classified as states (mean prototype score = 7.75 ) than as dispositions (M = 4.13), and Agreeableness markers were more often classified as social evaluations (M = 6.88) than as dispositions (M = 4.25).
Study 2: The Structure of Person Descriptors in Four Variable Selections
In Study 1, I generated a representative set of person descriptors that are both familiar and wide in their range of content, and established prototype scores for these descriptors within a reliable classification system. In Study 2, I assayed their factor structure, using varying criteria for variable selection, and rotating varying numbers of factors.
Me~od
Variables. The 500 most familiar descriptors from Study 1 included 14 terms of questionable appropriateness for describing the characteristics of specific people. 1° I removed these 14 terms from the stimulus set and substituted the next 14 acceptable items in rank order. The resulting 500 adjectives included 89 prototypical disposition terms, 85 prototypical state terms, 183 prototypical social.evaluations, and 38 prototypical physical-appearance terms; for the remaining 105 terms, fewer than half of the classification judges agreed on the assignment to any category.
The 500-adjective set defined the widest lexical variable selection. Definitions of personality consonant with this selection might envision either (a) a comprehensive structure of traits, both of personality and of physiognomy, or (b) a comprehensive structure of person perception, 11.12 including all observable person-descriptive attributes that might contribute to impressions and stereotypes. This selection of all terms was cornpared with three narrower selections, each representing an alternative set of reasonable boundaries for the domain of personality descriptors. Separate analyses of the terms within each descriptor category (e.g., states only or evaluations only) are beyond the scope of this article.
Though not explicitly excluding such terms, the Big Seven lexical studies reviewed earlier included few terms denoting physical and appearance characteristics. To better match their selection, in the present study a set of 455 nonphysical terms was constructed by excluding 1o The terms were acceptable, bald, dead, eligible, expert, female, hungry, mad, male, pregnant, qualified, sick, smiling, and welcome . Each lacks either adjectivalness, applicability to anyone of either sex, or clarity without having the context specified. A list of the final 500 terms is available from me.
11 Levy (1970) suggested the value of "morphological" factors in understanding personality. Physiognomy imposes certain conditions on an individual's existence. Reactions to these conditions--both in the self-image and adjustment of the individual, and in treatment of the individual by other persons based on his or her morphology--create part of the context for the individual's behavior. Examples include Adler's well-known view that much of human personality is an attempt to compensate for physical inferiority, and some evidence linking delinquency and physiognomic traits (Glueck & Glueck, 1956 ). Levy noted that Hippocrates, Rostan, and Kretschmer put forward morphological theories of temperament prior to that of Sheldon (1944) .
12 Schneider (1973) , for example, noted that there is "no reason why any attribute of persons cannot be used in an implicit personality theory paradigm" (p. 305) because there is little evidence as to "what the natural units of person cognition are" (p. 306).
those 45 terms with Study 1 prototype scores of 8 or higher for overt characteristics and appearance. Goldberg (1982 Goldberg ( , 1990 Goldberg ( , 1992 used fairly inclusive criteria for what might be considered a trait; to approximate this selection, a set of 252 broad disposition terms included those with dispositions prototype scores of 3 or higher; these are terms that can be, but are not necessarily always, thought of as referring to dispositions. 13
Most adjectives denoting temporary conditions (e.g., joyful, sad) can also denote dispositions. To investigate the effects of adding state terms only to disposition terms, a fourth selection was of those 239 disposition and state terms with prototype scores on dispositions and temporary conditions that summed up to at least 8.
To provide a concurrent measure of the Big Five personality factors, adjectives were added from the Mini-Markers (Saucier, 1994a) , a brief but reliable subset of Goldberg's (1992) Big Five marker scales. Because 25 of these 40 adjectives were already included in the top-ranked 500, only the 15 additional adjectives were required. Participants who provided self-ratings in the present study had also provided self-ratings (2 years earlier) on Goldberg's (1992) Big Five markers and (1 year earlier) the Revised NEO Personality Inventory (NEO-PI-R; Costa & McCrae, 1992) .
To yield a total set of 525 adjectives, 10 filler adjectives were included. The 525 terms were printed on a 7-page (75 per page) form, with a 7-point response scale for each adjective. Participants were asked to indicate how "characteristic, usual, or typical" the attribute denoted by each adjective was for them.
Participants. The 525-adjective inventory, with self-report instructions, was mailed to members of a community sample consisting of residents of a medium-sized western city. Of 723 who returned the inventory, 700 (400 women and 300 men) provided protocols with 5% or fewer missing responses. The average age of these respondents was 52 years (SD = 13). In addition, the inventory was completed by 215 students at an ethnically diverse university and two community colleges, all in western states. Participants were instructed to describe someone they knew well, of the same sex and about the same age as themselves. In ratings on a 5-point scale of the degree to which the participant liked the target, only eight of the targets were placed at the two lowest points on the scale (liked not at all or only a little); these eight outlier cases were omitted. Of the remaining 207, 201 had 5% or fewer missing responses. Each participant's responses were z seored (ipsatized) to remove individual differences in use of the rating scale. Except as noted, all analyses utilized ipsatized ratings.
Analyses. Stable factors are not only more replicable, but are also less likely to be affected by alterations in method of factor extraction or rotation. The stability and robustness of a factor structure can be determined either (a) in replication studies that use different data sets or (b) within a data set by internal cross-validation--splitting the data set in half and comparing the factor structures derived from each half. Both types of methods were used here. j4 First, as an index of betweensample factor stability, principal-components solutions with varimax rotation (2-10 factors, in each of the four variable selections) based on the total self sample (N = 700) were compared to corresponding factors based on the total acquaintance sample (N = 201 ), by Tucker's factor congruence coefficient, which roughly resembles a correlation (Harman, 1976) .J5 Second, as an index of within-sample factor stability in the larger self sample, principal-components solutions with varimax rotation of from 2 to 10 factors, for each of the four variable selections (dispositions, dispositions-states, nonphysical, and all terms ) were performed on random halves of the data set. The variables were split by random selection into halves (for each of the variable selections, for each number of factors), and factor scores were generated. These two sets of factor scores were then correlated with one another. Under either index, each factor from one sample (or subsample) was matched with one from the other sample (or subsample), so as to maximize the magnitude of coefficients across the set of factors. The mean stability for a factor solution was the average of these coefficients.
For comparison purposes, I also generated stability coefficients using Everett's (1983) method, splitting the participants into random halves. Everett's method generated coefficients with a similar pattern to those from the other two methods, but they were systematically higher, impeding precise comparisons; this method is not emphasized in this article.
What are the effects of variable selection, holding the sample and the number of factors constant? I examined correlations between the factor scores generated within each of the variable selections, at each numberof-factors tier and within each full sample, matching high-correlating pairs of factors as described above. Finally, to relate the solutions to the Big Five factor structure, I examined their correlations with the varimaxrotated factor scores from a principal-components analysis of the 40 Mini-Marker adjectives and of the two other five-factor measures. Figure 1 presents the initial 25 eigenvalues within each of the four selections in the self sample. These scree plots (Cattell, 1966) show a distinct elbow after three factors (cf. Almagor et al., 1995; Benet & Waller, 1995 ) in all four variable selections, and another elbow after five factors in three of the selections.
Results
To delineate any general trend in the various factor-stability coefficients, I averaged the between-sample (Tucker) and within-sample (split-half) stability coefficients into a single estimate of factor reliability for each factor solution. Table 5 depicts the between-sample and within-sample coefficients, as well as the averaged estimate.
The wider variable selections in Table 5 have a common pattern: The coefficients substantially decrease, well below .70, in average magnitude after the seven-factor solutions. The disposition selections show a corresponding decrease after only fivefactor solutions. This contrast suggests that five factors better suit disposition selections, whereas seven better suit wider selections. Figure 2 depicts these trends, one line representing the averaged coefficients for the wider selections, and the other line representing the averaged coefficients for the disposition 13 For a study of trait factor structure, Ostendorf (1990a) selected those 430 terms (from over 5,000 descriptors) that were classified by a majority of judges in either of the two disposition categories: (a) temperament and character traits and (b) abilities, talents, and their absence. Among the 500 familiar descriptors, only 89 were classified by a majority of judges as dispositions, probably too few to produce generalizable findings. However, a five-factor rotation of this small subset in the self sample did yield a Big Five structure. Correlations with corresponding factors from the Mini-Markers (Saucier, 1994a) were, respectively, .76, .75, .61, .64, and .75, for Factors I-V. The average of these coefficients, .70, is comparable to the validity coefficients obtained by Ostendorf (1990a) .
14 Parallel analysis (Horn, 1965; Zwick & Velicer, 1986) was also attempted as a method for determining the number of factors; however, this method suggests a large number of factors when the number of variables is large, estimating as many as 30 factors in the present analyses. It may be a useful estimate for the number of specific factors at a hierarchical level much lower than that of the broad orthogonal factors, a level with which the present study is not concerned.
~5 Analyses of the acquaintance sample involved more variables than participants. However, the huge variable-to-factor ratio, along with a comparison to results from a large sample, makes this characteristic relatively unproblematic (cf. Guadagnoli & Velicer, 1988) . selections. There is another noteworthy pattern discernible in Figure 2 . The stability estimates uniformly exceed .75 only for the three-factor solutions. Overall, stability at the two-factor level was roughly equivalent to that at the three-factor level; because factor stability is partly a function of the variable-tofactor ratio (Guadagnoli & Velicer, 1988) , and because this ratio is higher (by 50%) for the two-factor solution, the stability for three factors seems more impressive than that for two. ]6
For factor solutions of 2-10 factors in the larger self sample, the effects of variable selection on the concordance between matched factors are depicted in Figure 3 . This figure graphs the mean variable-selection effects, averaging across all six pairs of the four variable selections (e.g., all terms-nonphysical) within each sample. ~7 The two-and three-factor solutions were strikingly invariant across variable selections, with concordance values of .95 and higher in both samples. The mean correlation between factors generated within the full set of 500 terms and the 455 nonphysical descriptors was highest: above .90 for the two-, three-, five-, six-, and seven-factor solutions, and above .80 for the remainder. This indicates that adding physical-appearance terms, so that tl3.ey made up almost 10% of the variables, had relatively little effect on the factor structures. Table 6 presents the correlations between the Big Five factors from the 40 Mini-Marker adjectives and the best matched factors from the various factor solutions in the self sample, as well as correlations between the five-factor solutions and both the 100 unipolar markers (Goldberg, 1992) and the NEO-PI-R, for each of the four variable selections, ts When at least five factors were rotated, the Mini-Marker correlations were about .70, similar in magnitude to the Big Five replication correlations reported by Ostendorf (1990a) . The first two factors corresponded to Extraversion and Agreeableness, and the third to Conscientiousness. The first five factors roughly corresponded to the Big Five. Comparatively lower correlations with the 100 Markers and NEO factors might be attributed to the time lag between assessments.
Taken together, these findings highlight the stability of threefactor solutions in all variable selections. In the two widest variable selections, the seven-factor solutions also appeared noticeably stable, whereas five factors demonstrated comparative stability in the two disposition selections. Table 7 presents, for each factor from the most stable solutions, up to 20 of those terms that had their highest loading on the factor in both sampies, with each term's loading on that factor in the larger self sample.
16 The one-factor solution, as indexed by the first unrotated principal component, was also highly stable, with .89 and higher stability coefficients across samples and across variable selections, but is not detailed in this article. The most consistent high-loading terms on this factor were (at one pole)positive, confident, cheerful, and optimistic, and (at the other pole) insecure, negative, moody, and selfish. This large factor seems to have some affinity with both constructs of Ego Resiliency (J. H. Block & Block, 1980) and General Evaluation (Saucier, 1994c) .
17 Available from me is ~t t~ble presenting mean correlations between factors generated within differ]rig variable selections in the larger self sample.
is For corresponding Big Five Factors I-V, Mini-Marker factors correlated .83, .59, .78, .72, and .68 with and .63, .57, .63, .67 , and .52 with NEO-PI-R factors. .53, .63, .70 , and .53 with NEO-PI-R factors. Note. Split-half variables coefficients were computed within the self sample (N = 700). Tucker coefficients were computed to compare factor loadings in the self sample to those generated in the acquaintance sample (N = 201). All coefficients not in boldface are an average of coefficients between from 2 to 10 pairs of matched factors. Number of Fectom In Solution Figure 3 . Variable-selection effects in two samples.
SAUCIER
General Discussion
The three-factor solution not only demonstrated relatively high stability within and between Samples (Figure 2 ), but was nearly identical in all four variable selections within each sample (Figure 3 ). The robustness of these three factors is supported by other lines of evidence. They correspond most closely to the first three of the Big Five, with content from the other two Big Five factors spread among them (cf. Saucier, 1996) . And as noted earlier, studies in nine languages agree in finding at least these three factors. The studies of Peabody ( 1987; Peabody & Goldberg, 1989) found the same three to be the largest factors in various types of lexical data. To distinguish these three from the somewhat less broad Big Five factors, hereafter I refer to them as mega-factors.
Most likely, these three mega-factors, or some rotational variant of them, can be discerned in other lexical data sets; De Raad and , Table 2 ) three-factor solution especially resembles that found in the present acquaintance sample. However, the three mega-factors do not correspond to Eysenck's (1970) three-factor model. One hypothesis is that Eysenck's factors are a rotational variant; however, correlations of these factors with lexical three-factor structures Saucier, 1996) do not provide good support for this hypothesis.
The two-factor solutions are best understood in the context of the three-factor solutions. In the self sample, one mega-factor, the one most related to Extraversion, was found also in the twofactor solution, whereas the other two mega-factors combined to form a single and even broader factor (see Digman, 1997 , for a similar two-factor solution). By comparison, in the acquaintance sample the two factors were seen in positions that were substantially rotated within the three-dimensional space.
Across samples, one factor consistently referred to degree of Social Stimulus Value (e.g., Exciting, Lively, Good-looking), whereas the other referred to degree of Respect for Social Standards (e.g., Mature, Responsible, Honest; cf. Digman, 1995) . Neither of these two-factor solutions corresponded precisely to the two-factor agency-and-communion model proposed by Wiggins (Wiggins & Trapnell, 1996) , based on the interpersonal circle. Instead, the axes of the interpersonal circle can be related to the first two of the mega-factors as presented in Table 7 (cf. Saucier, 1992) . That the two-factor solutions tended to vary within three-space (cf. Peabody & Goidberg, 1989, Figure 1 ) suggests the relative primacy of the three factors.
The five-factor solutions in the disposition variable selections generated recognizable Big Five factor structures, the most stable being in the Dispositions-and-States selection. The addition of terms denoting states seems to have few consequences for the factor structure of dispositional descriptors. Unlike in many previous studies (e.g., Goldberg, 1992) , a substantial number of terms loaded on the desirable pole of Emotional Stability. The version of Factor V in Table 7 is clearly an Intellect rather than an Openness factor and thus more congruent with studies in English, German, Czech, and Filipino than with studies in Dutch, Italian, or Hungarian.
The seven-factor solutions were quite similar in the two widest variable selections, and added two new factors beyond the Big Five. The sixth factor was obviously Attractiveness, comprising not only perceived physical attractiveness, but also other features that might make one attractive; such social evaluation adjectives as glamorous, charming, graceful seductive, delighO~ul, fascinating, and terrific all had substantial loadings (>.40) on this factor. Additional loadings over .40 for terms like young and slim further suggest that this factor has multiple facets, straddling the boundary between social evaluations and appearance descriptors. Although the factor's content does not suggest stable, internal traits, but rather the effect one has on others, perceptions of attractiveness have been the subject of much previous research attention (Eagly, Ashmore, Makhijani, & Longo, 1991; Feingold, 1992) , have contributed to the content of some measures (e.g., J. Block, 1961 Block, / 1978 , and have been difficult to relate to the Big Five (Henss, 1996; Lanning, 1994) . The present studies confirm not only their person-descriptive importance, but also their relative independence from the Big Five.
The high-loading adjectives on the seventh factor were mostly very undesirable attributes, those used in invective, denigration, vilification, and name calling (Church et al., 1995) . Indeed, they included the most potentially insulting labels in the stimulus set (e.g., insane, corrupt, evil disgusting, stupid). The single highest loading term across the two samples was good-for-nothing; had profanity been included in the stimulus set, profane descriptors would have probably be associated with this factor.
However, some of the terms (e.g., homeless, blind) with positive loadings on this factor are not really invective. A broader commonality among the terms loading on this factor--applying to both homeless and evil--is that they represent low base-rate attributes. Indeed, for the insults involved to have any force, invective must denote low base-rate attributes, although not all low base-rate attributes must be invective. Statistically, all low base-rate attributes will tend to produce a skewed response dis-SAUCIER Correlations of other five-factor measures with the 100 unipolar markers (Goldberg, 1992) Note. N = 700, except as noted. Big Five marker factors were derived from 40 adjectives (Saucier, 1994a) . Dashes indicate that no lexical factor in the solution had its highest correlation with that Big Five factor. NEO-PI-R = Revised NEO Personality Inventory.
tribution; the 20 terms with the most extreme skew in the self sample all had positive loadings of .30 and over on this factor (Waller, in press , noted a similar tendency). This seventh factor resembles the Negative Valence factor identified by Benet and Waller (1995) and Almagor et al. (1995) . But Negative Valence seems an imprecise label: Many adjectives with virtually zero loadings on this factor (e.g., depressed, negative, stingy, careless, snobbish, clumsy) This seventh factor showed some instability across procedures. In seven-factor rotations using raw (nonipsatized) data in the self sample, the factor was absent, whereas the first six factors remained virtually the same; it did, however, replicate Note. Loadings are from the self sample (N = 700). Adjectives are those with highest loading on factor in both samples. I B, II B, and III B refer to the mega-factor counterparts of Extraversion, Agreeableness, and Conscientiousness (conscient.), respectively. in the raw acquaintance-sample data. 19 Further studies are required to assess the robustness of this factor in nonipsatized data. In developing scales to measure this factor, extreme evaluative items cannot be avoided, as items that are either less extreme or more clear in descriptive reference are likely to load on one of the other content factors. For example, Saucier (1994b; cf. McCrae & Costa, 1995) reported that one adjective measure of Negative Valence (Waller & Zavala, 1993) was confounded with (low) Big Five Agreeableness.
Broader Implications of These Studies
The findings tend to confirm the recurrent patterns evident in previous lexical factor studies, but bring these patterns into clearer focus. There may be no single superior "magic number" of factors. Depending on variable-selection preferences, there are reasonable arguments for the "magicality" of the numbers three, five, or seven; Goldberg's (1983) thesis that there are five personality factors, "plus or minus two" may need restating as "five plus or minus exactly two."
Instead of asking "what is the correct number of factors?" it may be more useful to ask a different question: As one sequentially increases the number of factors, how does the pattern of factor emergence in one study correspond to that in other studies? My findings suggest an integrative multitiered hierarchical representation of orthogonal factors, which seems to correspond to the recurring pattern of factor emergence in previous studies. On the basis of lexical evidence, Extraversion, Agreeableness, and Conscientiousness are the prime factors of the Big Five: They generalize across languages and anchor an impressively stable structure of three broader factors. But some trade-offs are involved: Although the few broader factors may be more stable and impervious to variable-selection effects, fewer factors means less information. At a slightly more differentiated and information-rich level, the Big Five structure is robust, providing that disposition and state terms are emphasized, excluding most social evaluation and appearance descriptors. On the other hand, if one elects to include many such descriptors, a sevenfactor structure appears to be more stable. Of these seven, five factors (the Big Five) are composed mainly of disposition descriptors, and two factors mainly of social effect (e.g., attractive) and social evaluation (e.g., evil) terms.
However, the seven-factor structure obtained in Study 2 does not correspond in two respects to the Big Seven: It contained (a) an Intellect rather than a Conventionality factor and (b) an Attractiveness factor instead of Positive Valence. The 500 terms used in Study 2 included 14 previously identified with Positive Valence (Benet & Waller, 1995; Waller, in press; Waller & Zavala, 1993) . In the larger self sample, nine of these terms had their highest loadings on the Intellect factor, these loadings being . 43 and higher (excellent, exceptional gifted, outstanding, skilled, talented , remarkable on the desirable pole, and average and ordinary, as expected, on the undesirable pole). The other five terms (admirable, impressive, influential important, and powerful) had their highest loadings, .37 and higher, on the Attractiveness factor. In general, the Positive Valence terms were blends of high Intellect and high Attractiveness. Some Big Seven studies (Benet & Waller, 1995; Tellegen & Waller, 1987) apparently included too few Intellect and Attractiveness terms to detect this pattern; the Positive Valence factor of Almagor et al. (1995) can be considered an Intellect factor. Given these substantial associations with both Intellect and Attractiveness, if either Intellect or Attractiveness is well represented in a variable selection, one can expect that there will be no distinct Positive Valence factor.
The present studies demonstrate the usefulness of (a) including a full range of lexical person descriptors in the initial pool (e.g., Tellegen & Waller, 1987) , (b) reducing a large variable pool by a familiarity criterion (e.g., , (c) indexing factor stability and emphasizing stable factors (e.g., Ostendorf, 1990a) , and (d) assaying an array rather than just one tier of the factor structure (e.g., De . Future lexical studies might incorporate all of these features. Helpful from an integrative standpoint would be reanalyses of data sets from previous lexical studies to assess their factor stability in factor structures of up to at least seven factors. Rather than engaging in a parochial defense of certain "magic numbers," researchers might look at the dimensions of phenotypic individual variation less simplistically, from more than one point of view. However, not all points of view are worth taking; for finding the more worthwhile points of view, factor stability is a useful guide, t9 Instead of an Invective factor, a Conservatism factor (split off from Conscientiousness) emerged in the nonphysical selection, and a Relaxation factor (split off from Emotional Stability) emerged in the all-terms selection.
