In modeling series with leading or lagging indicators, it is desirable to begin comparing models in terms of time distance. This paper formalizes the concept of time distance in terms of various metrics, and investigates the behaviors of these metrics. It is shown that under some circumstances, time distance metrics indeed perform better in forecasting than standard measures (such as mean squared forecasting errors), and that some time-distance metrics outperform others.
Introduction
If one has a pair of time series, x t and y t , their "nearness" is usually measured in terms of their vertical di erence z t = x t ; y t , using the absolute value or square of z t for example. The average or sum of this quantity i s t h e most frequently used measure in empirical studies, giving "mean absolute deviation" or "sum of squared residuals" as typical forms. These quantities are widely used to evaluate the quantity of forecasts, where x t and y t are replaced by x n+1 and the forecast f x n 1 . H o wever, although forecasts may b e designed to forecast for a speci c horizon, in practice they may not achieve this. Other forecasts, such as leading indicators, have an inde nite forecasting horizon. All forecasts are expected to lead the series being forecast but the extent of this lead is uncertain. The measure discussed in this paper concentrates on this lead, and so corresponds to the horizontal di erence between series. It should be emphasised that this time distance is not being proposed as an alternative to standard measures, such as mean squared forecasting errors (MSFE), but as an additional statistic that has a useful interpretation.
The de nition of time distance is as follows: A pair of adjacent points y t+k and y t+k+1 taken from a series y t is said to include x t if either y t+k x t y t+k+1 or y t+k x t y t+k+1 . De ne S + t ] as the smallest value of k 0 such that y t+k and y t+k+1 include x t . T h us, if y t and y t+1 include x t , S + integers. Now suppose that a discrete series x t is interpolated using straight lines between adjacent points. of these measures are invariant to an a ne transformation and if the same linear transformation is applied to both x t and y t , then time distances will be unchanged. S + t and S ; t , h o wever, are invariant to size-rank order preserving transformation so that F(x) is a transformation such that F(x 1 ) > F (x 2 ) whenever x 1 > x 2 . A useful available theory for S + t and S ; t is provided by survival (or duration) analysis, but this cannot be used with S sign t as it can be negative. Summary statistics including medians and inter-quantile ranges are useful tools for S sign t when doing comparisons. Further, as a testing tool for S sign t , the Wilcoxon rank-sum test (also known as the Mann-Whitney two-sample statistic) considers the hypothesis that two independent samples are from a population with the sample distribution, using a normal approximation for the test statistic. 1 For some x t values there will be no nite values in S + t and S ;
t . The main distinguishing feature of time distance, compared with the ACD (Autoregressive Conditional Duration) model developed by Engle and Russell (1998) , is censoring. 2 As a key analytical problem considered in survival analyses, censoring occurs when we h a ve some information about individual 1 For the Wilcoxon rank-sum test, we h a ve t wo independent random variables X and Y , a n d w e test the null hypothesis that X Y . W e h a ve a sample of size n1 from X and another of size n2 from Y . Wilcoxon's test statistic is the sum of the ranks for the observations in the rst sample: T = P n 1 i=1 R1i. The statistics di er only by a constant: U = T ; n 1 (n 1 +1) 2 , with Mann and Whitney's U statistic. As Randles and Wolfe (1979) shows, E(T ) = n 1 (n 1 +n 2 +1) 2 and V (T) = n 1 n 2 s 2 n 1 +n 2 where s is the standard deviation of the combined ranks ri for both groups: s 2 = 1 n 1 +n 2 ;1 P n 1 +n 2 i=1 (ri ; r) 2 . Using a normal approximation, one gets the statistic: z = T;E(T) p V a r (T ) . 2 There are generally three reasons why censoring may occur in typical survival analysis: (1) a person does not experience the event before the study ends (2) a person is lost to follow-up during the study period (3) a person withdraws from the study because of death (if death is not the event o f interest) or some other reason (e.g. adverse drug reaction). For details, see Miller (1981 where I( ) is 1 if time distance data is not censored and 0 otherwise.
The key notations are T for a random variable of the time distance and for the dichotomous variable indicating event occurrence or censorship. T takes values in 0 1), and its continuous distribution may be speci ed by a cumulative distribution F(t) and a density f(t). However it is more usual to work with the survival function SV(t) as in (3) and the hazard function h(t) as in (4) , which are in essence opposed concepts 3 in that the survivor function focuses on surviving whereas the hazard function focus on failing, given survival up to a certain time point. Most of the research on survival analysis (including all those based solely on likelihoods) are valid under a weaker assumption in which the hazard at time t conditional on the whole history of the process only depends on the survival of the individual to time t. However, as Engle and Russell (1998) point out, 4 the current arrival 3 The survivor function is a probability, while the hazard function does not give a probability since the value obtained will give a di erent n umber depending on the units of time used, and may e v en give a n umber larger than one. 4 In Engle and Russell (1998) which considers stock market data that is a quite di erent rate depends on past arrival times this fact will be illustrated in the case of time distance. Therefore, there exists a uniquely determined family of conditional probability density f(tjT i;1 T 1 ) and associated conditional survivor function SV(tjT i;1 T 1 ) = 1 ; F(tjT i;1 T 1 ) = Pr o b (T > t jT i;1 T 1 ):
Theoretically, a s t ranges from 0 to 1, the survivor function is graphed as a decreasing smooth curve, which begins at SV(tj )=1 at t = 0 and heads downward toward zero as t increases toward 1. In practice the survivor function graphs step functions rather than smooth curves due to the discrete value of observed time. However, we get a fractional part in the time distance, and therefore get a non-increasing smooth curve for the survivor function, which is quite similar to the theoretic survivor function. To compute the survival probability for the time distance at a given moment, one makes use of the risk set at that moment to include the information on a censored observation up to the time of censorship, rather than simply throw a way all the information on a censored observation. The actual computation of such a survival probability can be carried out using the Kaplan-Meier (KM) method, which can be also expressed a product limit if one substitutes for the survival probability the product of all fractions data set from those used here to study time distance, the duration between the trades is xi = ti ; ti;1 where ti is the time at which the i th trade occurs. The ACD model gets integer numbers of duration while time distance model usually get even fractional duration times by formulation. In ACD framework, there are no censored durations, so the range of speci cations which can be considered is more generous therefore, they estimated their models using a maximum likelihood procedure rather than a partial maximum likelihood that is commonly used in survival analysis. However, since the focus is on the temporal dependence of the duration, the covariates are typically going to be lagged dependent variables and functions of lag dependent v ariables (Engle (1996) ). The ACD model is used to nd the relation between volume and volatility b y economic time rather than by calendar time.
that estimate the conditional probabilities for failure time t i;1 and earlier. 5 Therefore, the general expression for the production limit formula of the KM survival estimate is the product of the survival estimate for the previous failure time multiplied by the conditional probability of surviving given the current failure time: SV(t (i) ) = i j=1P r T > t j jT t j ] = SV(t (i;1) )P r T > t i jT t i ] (3) where the survival probabilitiesŜV(t (i) ) w i t h i th ordered failure time t (i) .
The calculation of the median (also 25%-and 75%-quantiles) survival times are based on KM estimates. The median survival times account for censoring and therefore di er from the usually used statistics without considering censoring.
When survival curves are being compared, the log-rank test gives a statistical test for the null hypothesis of a common survival curve. For two groups, the log-rank statistic is based on the summed observed minus expected scores for a given group and its variance estimate. The test statistic has 2 distribution with (G-1) degree of freedom in large samples where G denotes the number of groups being compared. 6 The survivor function is more naturally appealing for analysis of survival data, simply because it directly describes the survival experience of a study. However, the hazard function is also of interest for the following reasons: (i) it provides insight about conditional failure rates (ii) it may be used to identify a speci c parametric model form, such a s e x p o n e n tial, a (increasing or decreasing) Weibull, or a lognormal curve that ts one's data and (iii) 5 For details, see Miller (1981) . 6 An alternative test is called the Peto test, which m a y b e c hosen if one wants to give more weight to the earlier part of the survival curves. This test is also distributed as it is the vehicle by which mathematical modeling of survival data is carried out. That is, the survival model is usually written in terms of the hazard function. Due to the temporal dependence of the duration, we consider the conditional hazard function h(tjT i;1 T 0 ), conditional risk of an event a t time t. It gives the instantaneous expected rate per unit time for the event to occur, given that the event has survived up to t i;1 :
h(tjT i;1 T 0 ) = lim t!0 Pr o b (t T < t + tjT t) t (4) where 
where X are covariates and the three unknown parameters are and .
Note that for the Weibull model, a baseline hazard function h 0 (t) is given parametrically by t ;1 .
Although there are various methods for assessing goodness of t of a parametric model, it is not always clear that a given parametric model is appropriate. Cox (1972) introduced a less parametric robust approach f o r a duration model with covariates X, k n o wn as Cox proportional hazards (Cox PH) model that closely approximate the results for the correct parametric model. There is a baseline hazard function h 0 (t) which is modi ed multiplicatively by c o variates, so that hazard function for any individual case is h(t X) = h 0 (t) exp 0 X] (7) and the interest is mainly in the proportional factors rather than the unspeci ed baseline hazard. The parameter vector is reasonably estimated without requiring estimation of h 0 (t) b y maximizing a partial likelihood rather than a (complete) likelihood function. The term partial likelihood is used because the likelihood formula considers probabilities only for those subjects who fail, and does not explicitly consider probabilities for those subjects who are censored. An expression for the hazard rate HR is obtained in terms of the regression coe cients by substituting the Cox m o d e l formula:Ĥ
The PH assumption underlying the Cox PH model is that the hazard rate in (8) comparing any t wo speci cations of X predictors is constant o ver time. That is, the baseline hazard is function of t but does not involve the covariate X's, whereas the exponential expression involves the X's but does not involve t. T h e X's are called time-independent X's.
If the covariates X t 's involve t, t h e C o x model form may still be used, but such a model no longer satis es the PH assumption and is called extended
Research on the survival analysis considers the examples of g i (t) a s t log(t) I (t t 0 ).
The temporal dependence of the time distance enables us to include lagged time distance as an exogenous explanatory variable. This allows recent experience to in uence the current hazard. When the lagged covariates X t;1 are considered in the time distance, the result may be called the Autoregressive extended Cox (AR Cox) model, represented as:
The AR Cox model is a further extension to the extended Cox m o d e l h o wever, the temporal property of survival time has not been considered due to the prevailing assumption of randomness of survival time. We found temporal properties within the time distance data. As with the simpler Cox P H model, the regression coe cients in the AR Cox model are estimated using a maximum likelihood (ML) procedure by maximizing a partial likelihood function. The computations for the AR Cox model are more complicated than for the Cox PH model, because the risk sets used to form the likelihood function are more complicated with lagged time distance variables.
Time Distance and Information Sets
Assume that one has a pair of series, x t and y t , from which x t+1 is to be forecast. x t+1 is forecast using two models rst in terms of only its own lags, and then in terms of these own lags and an explanatory variable y t;j , j 0. Each model produces a forecast, E x t+1 jx t ] a n d E x t+1 jy t x t ] respectively. I f the time distance of the second model is less than that of the rst, then this model is an improvement insofar as it allows earlier forecasting. Note that E x t+1 jx t y t ] allows for the existence of a leading indicator with the exact form, thus suggesting negative time distance. Simple considerations suggest that univariate forecasts will not lead, in terms of time distance, but will lag. For example, consider the random walk model x t = x t;1 + t , w h e r e optimal one-step forecast of x t+1 is f t 1 = x t . An example of the resulting time-lag is shown in Figure 1 (i). Introducing a second variable, a possible leading indicator, means that a negative lead can be found in Figure 1 (iii)]. The simulations use both models with and without feedback. By a generating model, i s m e a n t the system used to generate the data and by the predictive model, w e mean forecasting based upon the observed data. For each c a s e S t , S sign t , and MSFE (mean squared forecasting errors) are calculated. It is asked how these vary across cases, and what they say about model selection. a . Just three cases will be considered (shown in Figure 1 Table 2 presents di erent measures of t for predictive models resulting across di erent generating models, as variance and information sets are changed. Consider rst MSFE. Under full information, MSFE will be an accurate estimate of variance it will not unfortunately guide us in distinguishing amongst our three generating models. Under partial information, MSFE remains an accurate estimator of variance when = 1 a n d = 0 a s is decreased and is increased, the quality of the estimate is degraded, regardless of variance. Thus under partial information, MSFE steers us towards the random walk model, wherein we h a ve the least ability to forecast.
Models without feedback
Before we consider now S t and S sign t , w e again note that these are explicit estimates of the optimal horizontal lag, whereas MSFE estimates vertical disturbance. And our choice of predictive model will now be a ected not only by whether we h a ve full or partial information, but also by whether we h a ve leading indicator dominance that is, whether the apparent e ect of the leading indicator is greater or less than that of the disturbance term.
Under full information, with leading indicator dominance (i.e. small variance), S t steers us to the predictive model with a leading indicators when instead variance swamps the e ect of the leading indicator, S t steers us to the random walk model. Under partial information, when variance is relatively small, S t directs us to the predictive model using x t and its lags therein, the lagged values of x t are proxies for y t . When variance is relatively large, it swamps the e ect of the leading indicator, and the random walk model is favored. 
Models with feedback
It is not easy to statistically demonstrate the presence of the lag, and when (more realistically) there is feedback, cross-spectrum lag statistics as discussed in Granger and Hatanaka (1964) cannot be interpreted. In order to rank variables by forecastability with feedback terms, consider the rst-order VAR model:
x t+1 = x t + y t + e t+1 (13) y t+1 = y t + x t + t+1 (14) with e t and t iid, mean zero series, independent o f e a c h other. We w i l l measure the time distances (x t , E ( x t jx t;1 y t;1 )) and (x t , E ( x t jx t;1 ) ( t = 1 , , T) for di erent v alues ( ). For the calculation of expected values, see the second part of Appendix A. 7 Table 3 shows time distance in a sample of 200 observations after 500 simulations in a system with feedback.
The rst generating model in =1 and =0 is actually the same, two independent random walk equations but in the other two m o d e l s , y t and x t feed into each other symmetrically. Unsurprisingly, the predictive m o d e l s for the random walks are identical to those of Table 1 . The most interesting di erences occur for =0 and =1, simplest generating model while the full information result is identical (as for the other two generating models), the partial-information predictive models both collapsed to x t;2 . This result obtains because now x t;2 is an excellent proxy for y t;1 . Table 3 is the counterpart to Table 2 , presenting measures of t. The results for MSFE are as in Table 2 , except that the relative magnitudes are smaller, especially in the cases of higher variance and limited information.
Overall, the guidance provided by S t in Table 3 is much the same as that in Table 2 , having the same relationships with information sets and leading Consideration has to be given to how the state of the economy should be measured and how turning points in historical data can be determined. There is clearly no ideal measure of the state of the economy, simply because sectors are not all a ected in the same way. The obvious measure to use is the aggregate known as the real GNP. Granger, Ter asvirta, and Anderson (1993) suggests that through the nonlinear form of error correction terms, the composite leading index (CLI) is helpful in a smooth transition model for GNP growth. Hamilton and Perez-Quiros (1996) proposes a nonlinear speci cation in which cyclical shifts of the CLI precede those in GNP, a n d nds that better forecasts are provided by a simple linear relation between current GNP growth and the growth rate of the CLI during the previous quarter along with an error-correction term corresponding to the previous quarter's logarithmic di erence between the level of the CLI and the level of GNP. As a time-version interpretation of cointegration, the time distances between GNP and composite indicators are considered in this section. To resolve the scaling problem, we detrend each series after taking logs. Original and transformed series are compared in Figure 2 .
To begin with, a leading measure of time distance S ; t is a useful tool for the relation between GNP and leading indicators where median survival time is 4.895 time unit, while lagging measure S + t is for the relation between GNP and a lagging indicator whose median survival time is 3.441 (Table   4 ). However, for GNP and coincident indicator, S t and S sign t are better measures since a coincident indicator is leading and lagging around GNP. Log-rank test for (S + t , S ; t , a n d S t ) and the Wilcoxon rank-sum test for S sign t in Table 5 show the statistically signi cant di erence in time distance among three composite indicates and GNP. The strong temporal dependency in time distance is identi ed (see our webpage for the details) thus present time distances are partly explained by the previous time distances. The signi cant hazard ratios whose magnitudes are less than one indicate that longer previous time distances imply shorter present time distances (Table  6 ).
Time Distance and One-Step Forecasts in VECMs
Time distance is applied to a post-sample evaluation of the results of King, Plosser, Stock and Watson (1991, hereafter KPSW). KPSW analyzes stochastic trend properties, the cumulative e ect of permanent shocks to productivity, s o m a y be thought t o e v aluate the empirical relevance of real business cycle (RBC) models over many other forces including the monetary and scal policy shocks. Long-run balanced growth under uncertainty (in which output, investment, and consumption all display p o s i t i v e trend growth but consumption over output and investment o ver output do not) is generated by a v ector error correction mechanism (VECM) that nests log-linear approximation of all RBC models. KPSW considers two reduced systems 8 : a three variable system of real ow v ariables incorporating output, consumption and investment, and a six variable system augmented by real balance, in ation and nominal interest rates. Granger (1996) constructs a 3-variable VECM (hereafter, 3-VECM) and a 6-variable VECM (hereafter, 6-VECM) using the variables investigated in KPSW, and takes the in-sample residuals from three log variables GDP, consumption and investment. Using a principal component analysis, Granger (1996) nds the combination of the original variables which i s e a sier to forecast than any of three component v ariables, having errors with around a third smaller standard deviation.
With the extended data set, we i n troduce variants from the KPSW models with the view to forecasting performance. Our rst model is simply of three independent random walks. 9 Our second model is a three-variable VECM, in which w e use one lag of the rst di erence of each v ariable, 8 The data used in this section are those used in KPSW (1949:1-1988:4), updated by Swanson to run through 1994:1 using a 1987 baseline. These data are quarterly U.S. observations on the logarithms of per capita real consumption expenditures (CS), per capita gross private domestic xed investment ( INV), and per capita private gross domestic product (GDP), in ation ( p), the three-month U.S. Treasury bill rate (R) and the money supply (M2). While output, consumption and investment display I(1) properties with strong upward trends, investment is most volatile, consumption is the most stable with output in-between.
9
Instead of the random walk model used here, AR models with several own lags can be used such a s xt = xt;1 + xt;i + t, for i = 1 n .
and two error correction terms. 10 Our third model is a six-variable VECM, wherein we estimate VECM using one lag of the rst-di erence of each variable and three error-correction terms. The addition of more variables expands the information set, thereby producing an improved leading time distance. Herein, we c heck the time distance with each expansion of the model. 11 At the outset, we compare forecasting errors of each v ariable by the traditional method of examining measures such as MSFE ( Table 7 ). The 3 variable VECMs for GDP and investment h a ve the smallest MSFE which supports the in-sample nding of KPSW. These MSFEs are compared using the Granger-Newbold (1986) test for equality o f v ariances of one-step forecasting errors. Univariate and 3-VECM forecasting error variances for GDP and investment are statistically quite di erent ( a s w e expected). However, univariate and 6-VECM forecasting error variances are not signi cantly different, while VECMs are marginally di erent. Therefore investment a n d GDP, which are quite volatile compared to consumption, are determined by the cointegrating relation rather than stochastic trends (which supports KPSW). However, MSFE for consumption stay at a similar level, and their Granger-Newbold tests in Table 8 indicate no statistical di erence among 10 KPSW uses 8 lags of the rst di erence of each v ariable and 2 (3) error correction terms with a constant term in 3 (6) variable VECM, while Granger (1996) uses 6 lags of the rst di erence of each v ariable and 2 (3) error correction terms.
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One-step-ahead forecasts were generated for 1975:1 through 1994:1. These provide 77 observed forecasts for each model. The program used for AR cox m o d e l s i s coxph procedure from a statistical package Splus. T h e c o xph ts an extended cox proportional hazards regression model. Time dependent v ariables, time dependent strata, multiple events per subject, and other extensions are incorporated using the counting process formulation. Those for estimating and comparing the time distance are st and ranksum modules in a statistical package Stata. VECMs are estimated at a statistical package Eviews a n d programs of time distance calculation, autocorrelation, Granger-Newbold (1986)'s one step forecasting test are written in Gauss.
them. Therefore consumption behavior, which s h o ws the most smooth trend and which also supports KPSW, is in uenced by t h e s t o c hastic trend (shown in KPSW), not from the cointegrating relation (shown in this paper), unlike the behaviors of investment and GDP. As a result, MSFE in this study cannot take a full role to distinguish univariate with two VECMs clearly.
To rank forecasts on forecastibility of three variables, S + t 's are good indicators for only univariate models that show the optimum forecast lags behind the series being forecast depicted in Figure 3 (See gures of investment and consumption at our webpage). They cannot convey a meaningful implication for 3-VECM or for 6-VECM since they hold much censored data.
For example, S + distances are closer to the original series being forecast than the time distances of the univariate case. While the medians are similar in 3-VECMs and 6-VECMs, the interquantile ranges of 6-VECMs is slightly larger than those of 3-VECMs, even though the di erence in magnitude is not so big. Obviously these interquantile ranges of two VECMs are quite di erent from the degenerated univariate cases to 1.000.
The Wilcoxon rank-sum test (in Table 8 ) says that distributions between 3-VECM and 6-VECM are not distinguishable, while those of 3-VECM and univariate and those 6-VECM and univariate are clearly di erent. Therefore, S sign t gives a clue for di erentiating between di erent forecastings in terms of leading and lagging, while MSFE and even S t cannot. Note that since S sign coe cients that are quite similar to both measures (shown at our webpage). Thus we try to estimate the AR Cox m o d e l s i n T able 9. We pick u p t h e rst lag of time distance to explain the present time distance based on the temporal property e v en though we can pick u p a n y explanatory variables. The coe cients are all negatively signi cant so that a decision based on z-value for S t is con rmed by s e v eral test-statistics, including the LR ratio test, Wald test and e cient score test. The negative coe cients in the AR(1) Cox models infer that a longer previous time distance has a low c hance of happening the longer present time distance thus the models signi cantly imply short present survival times. 12 
Concluding Remarks and Future Research
Sicherl's several works (1973, 1993) have presented a non-technical discussion of the theory of time distance. This concept can help us to think more clearly about the forecastibility o f s e r i e s . Indeed when appropriately formalized, time distance becomes a practical tool for comparisons of lagged or leading indicators this paper presents such formalization. Time distances are themselves considered as series, and an AR Cox (autoregressive extended Cox) model is introduced. Through simulation studies, the role of information set and the presence of leading indicators are examined.
Although it is quite di cult to produce a general theory of time distance, particularly for S sign t , it is useful to consider di erent w ays to use the concept of time distance. For example, if x t and y t are jointly stationary such a s i n a v ector autoregression, what do S t and S sign t look like? In this study, w e assume x t and y t are taken as given. As an advanced topic, for a given x t how d o w e transform y t + in order to minimize lag structure? That is, how can we i m p r o ve the lag structure for the forecasting by simply using an a ne transformation?
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Compared with GDP (0.900 for a 3-VECM and 0.914 for a 6-VECM) and investment (0.947 and 0.925), consumption has smaller hazard ratio for St (0.787 and 0.757) that is calculated from exp(coe cient) for the e ect of each v ariable adjusted for other variables in the model. The fact explains the reason that the log-rank test for St could not reject the hypothesis of the equality o f t wo s u r v i v al curves in the case of consumption, but not of GDP and investment ( s h o wn in Table 8 ).
Just as we can search o ver and under a ne transformation to make a new formulation with better properties, we can apply the same principle with the combination of forecasts. Suppose f (1) t and f (2) t are sets of one-step ahead forecasts derived from two models, and we usually conclude that one is better than the other. Then we m a y consider the combination of two forecasts as a means of improving model forecasts, using weights derived over the period of t to generate post-sample forecasts:
Thus, the weight is usually chosen in terms of minimizing MSFE however, instead we can choose in terms of minimizing time distance. Discussion of time distance herein has been in terms of one pair of series future consideration should involve additional series. Also, a measure considering the vertical axis and the horizontal axis at the same time would be a better candidate if proper metrics for the axes can be determined. Clearly, w t+1 has mean zero, and its autocovariances would be given by E(w t w t;j ) = 8 > < > : w t+1 is covariance-stationary, and its autocovariances are zero beyond one lag, as are those for an MA(1). Thus, adding an MA(1) process to a white noise series with which it is uncorrelated at all leads and lags produces a new MA(1) process. Therefore, there exists a zero mean MA (1) As a second modeling, consider an autoregressive model with feedback in (13) and (14) x t+1 = x t + y t + e t+1 y t+1 = y t + x t + t+1 with e t and t iid, mean zero series with unit variances and independent o f each other. Solve for y t from (14) as y t = ( 1 ; B) ;1 ( x t;1 + t ): Then, substitute for y t in (13) 
