Abstract Modern graphics processing units (GPUs) are commodity data-parallel coprocessors capable of high performance computation and data throughput. It is well known that the GPUs are ideal implementation platforms for image processing applications. However, the level of efforts and expertise to optimize the application performance is still substantial. This paper investigates the computation-to-core mapping strategies to probe the efficiency and scalability of the robust facet image modeling algorithm on GPUs. Our fine-grained computation-to-core mapping scheme achieves a significant performance gain over the standard pixel-wise mapping scheme. With indepth performance comparisons across the two different mapping schemes, we analyze the impact of the level of parallelism on the GPU computation and suggest two principles for optimizing future image processing applications on the GPU platform.
Introduction
Modern graphics processing units (GPUs) are commodity data-parallel coprocessors capable of high performance computation and data throughput. GPUs are ideal implementation platforms for image processing algorithms. The majority of image processing algorithms belong to the class of embarrassingly parallel problems in which the same operation on each pixel of the input image is performed and the operations are completely independent. It is therefore conceptually simple to map the processing of each pixel to the parallel architecture of GPUs. In most cases, such simple computation-to-core mapping can be effective [12, 17, 33, 37] . However, when an algorithm involves a large linear system to solve, for example, robust facet image modeling [9] and surface analysis [35, 36] algorithms, the amount of computation for each pixel is too heavy for a single GPU core to execute efficiently. Applying such a pixel-wise mapping of computation to graphics hardware for this type of algorithms may result in a GPU resource deficit, and limit the scalability of an application.
In this paper we investigate the computation-to-core mapping strategies to achieve the efficiency and scalability of the image processing applications on GPUs. This paper is an extended version of our earlier work in [30] . The previous work mainly focused on developing a computation-to-core mapping scheme to realize fine-grained parallelism for the robust facet image modeling algorithm. We showed our mapping scheme, called block-level facet processing, achieved an efficient GPU resource utilization and thus substantial performance gains over the standard pixel-level mapping scheme. On top of this, attempts are made to better understand the impact of parallelism granularity on numerically oriented computation within image processing. Our facet-based model involves a numerical method known as QR decomposition. We did comparative implementation of the QR decomposition computation for both the pixel and block-level approaches. We provide indepth performance comparisons across these implementations, and draw two principles for optimizing future image processing applications on the GPU platform.
The rest of the paper is organized as follows: Section 2 describes the architecture and programming model of GPUs. Several previous studies on image processing using GPUs are reviewed in Sect. 3. Section 4 illustrates the robust facet image modeling algorithm and analyzes the computational characteristics of the algorithm. Section 5 explores two implementation designs differing in the mapping of data elements to GPU processing cores. Section 6 introduces an algorithmic optimization for robust image modeling and how the optimization affects the two implementations discussed in the previous section. Section 7 discusses how the mapping affects the performance and scalability. Section 8 summarizes what mapping strategy should be taken depending upon computational profile and purpose, and describes a limitation and future work.
GPU architecture
GPUs have evolved from fixed function graphics pipelines to fully programmable, massively parallel architectures for general purpose computational applications. With the advent of NVIDIA's Compute Unified Device Architecture (CUDA) in 2007, developers were liberated from need to frame computation within the structure of shaders and graphics APIs. CUDA allowed researchers from many disciplines to exploit the lowcost massively parallel computational power of GPUs with support for random memory access and C programming SDK.
Our paper is about the use of modern GPUs with the CUDA programming framework and instruction set architecture for numerically-based computation and image processing. We employed NVIDIA's GT200-series GPUs as our test platform. These GPUs are built as a collection of streaming multiprocessors, each of which consists of eight SIMT (single-instruction, multiplethread) stream processors. The SIMT architecture allows each stream processor in a multiprocessor to run the same instruction on different data independently, making it ideal for data-parallel computing. This section will discuss the thread organization of CUDA and the GPU memory hierarchy. A detailed description of the programming model and architectural specification for CUDA can be found in [21] and [22] .
Thread organization
CUDA manages a large number of computing threads by organizing them into a set of logical blocks. Each thread block can be mapped onto one of the multiprocessors for execution. The number of threads allowed in a block depends on the hardware limitation of each specific device and the computational resources required by each thread in the block. Blocks are further organized into grids. The threads within one grid all execute the same kernel function, and the thread grids are scheduled to run sequentially on the GPU.
In terms of scheduling, a group of 32 threads forms a warp, which is the minimum thread set that is scheduled independently to run on multiprocessors in parallel. Since each multiprocessor has only one instruction fetch unit, all threads in a warp must execute the same instruction in a GPU clock cycle for the best performance. If a branch instruction causes the execution of diverged codepaths within a warp, all different codepaths have to be executed sequentially, which results in performance degradation.
Memory hierarchy
Another important feature of CUDA is a memory hierarchy to hide memory and pipeline latency. Figure 1 illustrates the memory resources available to CUDA, and how each resource may be accessed. Each processing core within a multiprocessor has its own local memory (not shown in figure) that is allowed exclusively for some automatic variables, and is not in programmatic control of the developer. Each multiprocessor has a set of shared memory and cache memory resources, and a set of memory resources that is shared across multiprocessors: global, constant, and texture memory. The cache memory is closely related to texture memory. Texture and constant memory are accessible as read-only memory from within CUDA. These memory resources may be written from the host CPU program, and serve as a way to pass information
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Texture Memory Fig. 1 Overview of the CUDA memory hierarchy [22] into the multiprocessor program of the GPU from the CPU. The difference, as the name implies, is that texture memory also serves the purpose of declaring image arrays to be used by the GPU. The most flexible memory available to CUDA are the shared and global memory, subject to size limitations. Shared memory is on-chip memory with very fast access that is shared among all the threads in the same block. Global memory can be accessed by all threads across all multiprocessors but is costly; global memory latency is 400-600 cycles while shared memory latency is ten cycles. Consequently global memory access should be minimized as much as possible for the best performance. However, only 16 KB of shared memory is given per multiprocessor, and if enough shared memory to process the kernel function in at least one thread block is not available, then the kernel launch will fail.
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Related work
Owens et al. [25] surveyed the latest developments and trends in general purpose application of GPUs. The focus here is on a subset of the work in image processing. A GPU-based stereo matching technique combining the sum of squared differences dissimilarity measure and multiresolution approach was introduced in [39] and [40] . Histogram equalization and tone mapping using a vertex shader was presented in [32] . Sinha et al. [33] . described the shader based implementation of the Kanade-LucdasTomasi feature tracking and SIFT feature extraction algorithms on GPUs. GPUs were designed to enhance the performance of graphics related applications specifically, and significant efforts were required to use them outside of a graphics rendering context. Therefore, the focus of image processing on GPUs was reformatting of the target algorithm to be mapped to the computing of vertex transformation or pixel illumination.
With the CUDA programming framework, using the GPU for image processing has found its way into a wide variety of applications. Just to name a few of those studies, Mizukami and Tadamura [20] proposed implementation of Horn and Schunck's regularization algorithm with a multiscale search method for optical flow computation. They were able to achieve speedup of approximately 16 on a NVIDIA GeForce 8800 GTX card over a 3.2-GHz CPU. Bui and Brockman [5] presented a 2-D rigid image registration algorithm using CUDA and reported speedup of 90 with bilinear interpolation and speedup of 33 with bicubic interpolation. They profiled the data to identify performance bottlenecks of the CUDA platform and emphasized the need to manage memory resources carefully to obtain maximum speedup. The general optimization strategies include utilizing many threads and maximizing memory and instruction throughput through a set of techniques such as global memory coalescing, reducing shared memory bank conflicts, and reducing divergent branching [22] . Both of [20] and [5] applied these strategies to achieve optimal performance. However, they simply take the processing of each pixel as a computation unit for parallelization, none of them explored the influence of level of parallelism on the optimization.
Focusing on program optimization aspects of CUDA, Ryoo and his colleagues [28] demonstrate the significance of the optimization principles by analyzing the relative performance among different configurations on a suite of applications. Because of the enormous computing power of GPUs, orders of magnitude performance difference can exist between well optimized and poorly optimized codes of an application. In Ryoo's experiment, speedups between 10.5 and 457 were achieved by the code optimization. Later, Ryoo et al. developed their ideas further on efficient GPU program optimization, and revealed that optimizing an application for maximum performance goes beyond simply application of a set of optimization techniques to code. The difficulty comes from the fact that the interactions among the underlying architectural and programming model constraints affect performance in a non-linear fashion [29] . They modeled GPU programming for maximum performance as a multivariable optimization problem. The complete optimization space consists of memory bandwidth, dynamic instruction reduction, threads occupancy, instruction level parallelism, memory latency hiding, and work redistribution. To avoid inefficient empirical search of the large optimization space, they proposed program optimization carving that prunes those variables down to a set of configurations that bring the best performance. In order to do that, metrics that capture the instruction efficiency of the kernel code and utilization of the compute resources were developed and used to reduce the search space.
Yixun [41] took a novel perspective on CUDA program optimization. They presented how program inputs affect the effectiveness on the optimization. Then G-ADAPT (GPU adaptive optimization framework), a compiler-based framework, was presented to help decision making on the optimal code configuration. As Yixun revealed, some GPU applications are affected by certain optimization factors besides well-known ones. In this work, we explore the influence of computation-to-core mapping strategy on the image processing applications.
Robust facet image modeling
We selected facet image modeling (FIM) as the test algorithm because it represents aspects of computation that are both image oriented (and therefore naturally replicated), and numerical (involving mathematical approaches that employ large computational arrays and numerical optimization).
The concept of FIM was first introduced by Haralick and Watson [9] . The basic idea is to divide images into larger regions that are homogeneous with respect to some high level criterion that allows these regions to be handled similarly. For example, an image of a polyhedral object may be best represented by a set of planes, each describing a surface of the polyhedron that exhibits the same surface normal (and hence similar shading characteristics). Besl et al. [4] proposed a robust window operator to yield good model estimates for facets when the sample data are contaminated with more than one statistical distribution. The algorithm applies robust statistics to minimize the error between the underlying gray level model and the observed data from the image. We call this robust FIM.
FIM has been applied to many different applications such as edge detection [11, 19, 27] , background normalization [16] , and image segmentation [10] . The massive amount of computation inhibits the algorithm from being used more widely in real world applications.
In an earlier attempt to employ parallel computation for FIM, Pathak et al. [26] focused on an efficient implementation of quadratic facet modeling with algorithm transformation. The optimized implementation on a MediaStation 5000 improved the performance by a factor of 7 over the direct implementation on a SUN SparcStation 10/41 for quadratic facet modeling. Our research applies parallelization on the more readily available and faster GPU computational architecture.
Algorithm overview
Facet-based modeling requires accurate parametric representation of each image facet so that it reveals the structure of the underlying whole image. As such, precise parameter extraction is at the heart of the algorithm. Since FIM employs numerical fitting of such parametric models to the image data, it is essential that the resulting parameters are not contaminated by image outliers. Our algorithm employs a robust estimation technique known as M-estimation. The results of the M-estimation process is fed to an iterative reweighted least squares algorithm that performs the actual parameter estimation. Because FIM employs polynomial basis functions for the modeling, one needs to know the order of the polynomial to apply to each facet. Obviously, this cannot be known a priori. Hence the algorithm employs a variable order approach where the order of the polynomial is estimated through a series of iterations beginning with lower order polynomials and advancing to higher orders. We will discuss the mathematics behind the algorithm and flush out the details of the algorithm thereafter.
M-estimation
The robust window operator estimates the parameters of the underlying facet model for a given two-dimensional n Â m window centered at the pixel with local coordinates (0, 0); the model function f ðr; cÞ at pixel ðr; cÞ located at the rth row and the cth column is a linear combination of (polynomial) basis functions / i ;
where p is the dimension of the vector space generated by the / i : To find the coefficient vector a of the fitting function, M-estimation minimizes the residual error
where dðr; cÞ is observed data, q is a symmetric, monotone increasing function with qð0Þ ¼ 0; and the scaling factor s is evaluated using the median absolute deviation (MAD).
The optimal coefficient vector a is found by minimizing EðaÞ: Choosing q so that its derivative is the Huber minimax function [15] , rEðaÞ ¼ 0 can be written as where the weight wðr; cÞ is defined as q 0 ðeðr; cÞÞ= eðr;cÞ;eðr;cÞ¼ðdðr;cÞÀf ðr;cÞÞ=s: Equation (3) in matrix form is
which is a nonlinear equation in a because the weight matrix W depends on these coefficients. U is a n Á m Â p matrix whose rows are / 1 ðr; cÞ; . . .; / p ðr; cÞ: W is a n Á m Â n Á m diagonal matrix whose diagonal elements are wðr; cÞ; a is a p-vector whose entries are a i ; and d is a n Á mvector whose entries are the observed image data. where t is the iteration number. Detailed derivation of these equations can be found in [4] .
Iterative reweighted least squares (IRLS)
The IRLS process for polynomial models of each order occurs iteratively. To initialize the iteration, an initial fit coefficient vector a ð0Þ is needed. a ð0Þ for zero-th order is the median value of the observed data, and is set with the previous order fit coefficient vector for higher order, e.g., the final planar fit initializes the quadratic fit.
IRLS uses the QR decomposition to solve Eq. (5). A QR decomposition of an m Â n matrix A is a factorization A ¼ QR; where Q is an m Â m orthogonal matrix and R is an m Â n upper triangular matrix. Among three major QR factorization algorithms-modified Gram-Schmidt, Givens, and Householder-the Householder transformation algorithm outperforms the modified Gram-Schmidt algorithm in numerical stability, and requires fewer arithmetic operations than the Givens rotation algorithm [7] . Therefore the QR factorization is done with Householder transformations, a series of orthogonal transformations applied to the input matrix A to bring it into upper triangular form. The product of these orthogonal transformations is the matrix Q t giving Q t A ¼ R:
4.4 The algorithm Figure 2 outlines the algorithm for IRLS-based Robust FIM. Given an n Â m window, several different order robust surface fits for a pixel are computed up to a preselected maximum order. Here the highest degree of the fitting polynomial function is set at 3 because the complexity of this fitting function is adequate for the most commonly used window size, which is 5 Â 5: If the IRLS iteration yields a residual MAD below some epsilon threshold, the fit is termed 'good enough' and the algorithm will be terminated with the estimated coefficients for the fitting function. If the maximum iteration limit is reached without convergence, the next higher degree fit is computed. At the final step, the fit quality for each degree polynomial model is evaluated, and then the fitting function with the best fit quality is chosen. Note that facet image modeling begins by computing the median value of the window; the zero-th order model (constant fit) is initialized with the median value of the observed data without performing the IRLS process. Then the first set of residual errors, scale factor, and weights are computed from the zero-th order fit to initialize the planar fit.
The pseudo code for the Robust FIM algorithm in Algorithm 1 illustrates the IRLS estimation process for a k-th degree fitting polynomial, which has p coefficients, for a single pixel. Algorithm 1 maintains a two-dimensional n Â m observed data matrix window for the pixel. The matrix E stores the residual error between the observed data and the approximation for each pixel in window: W is the weight matrix whose values are assigned with 'WeightFunction' of the residual error matrix E: A is a n Á m Â p matrix, which is the multiplication of W 1 2 and the Gram matrix U of basis function values /ðr; cÞ; and b is a n Á m vector, which is the multiplication of W 1 2 and window: Both A and b are needed to rewrite Eq. (4) as the least squares problem Aa % b: Then A is factored into Q and R components, which are used to find coefficient vector a by backward substitution. The function 'House' returns the transformation vector v; and the Householder reflection matrix H is computed from v: If x is an arbitrary column vector of dimension q n Á m; then with a ¼ Àsgnðx 1 Þkxk; the first n Á m À q components of v are zero, and the remaining components of v are given by xÀae 1 kxÀae 1 k ; where e 1 is the canonical basis vector ð1; 0; . . .; 0Þ T and k Á k is the Euclidean norm. Transforming sequentially each column of A yields an upper triangular matrix R: Details for the Householder QR decomposition algorithm can be found in [14] . The robust fit quality measure is given by the 'FitQuality' function whose parameters are E; p; and scale:
The process is repeatedly performed until MAD or the maximum iteration limit has been reached. 
Approach
This section introduces two different computation-to-core mapping schemes when implementing the robust FIM algorithm on GPUs. These two mapping schemes exhibit different levels of parallelism, thread-level facet processing and block-level facet processing. Each of the schemes has distinct memory requirements, posing different hardware limitations with respect to the size of input data and the order of the fitting function. As a result, a substantial performance difference can be found between these two GPU implementations. We consider the thread-level facet processing scheme first because it is a straightforward choice for implementing image processing algorithms. Our results show that the memory requirements of this thread-level mapping scheme poses a significant limitation that may be explained by the way in which memory resources in GPUs are allocated and shared between threads. The explanation of the limitation of the thread-level mapping scheme motivates the blocklevel facet processing scheme that provides an intuitive solution to the problem introduced by memory limitation of the first scheme. Performance analysis of the second mapping scheme shows that it properly addresses memory limitation. We further discuss an optimization strategy and block-level facet scheme for multiGPU processing in Sect. 6.
Thread-level facet processing
As mentioned in Sect. 2.1, the massive parallelism of a GPU is achieved by organizing a large number of concurrently executed threads into thread blocks that are run on the multiprocessors of the GPU. To determine the thread-block organization for a specific algorithm, the overall computation is segmented into units of operations that can be mapped onto each GPU thread. Among various criteria used for computation segmentation, independence is paramount. It is obvious that if two processing units can be executed independently, they can be scheduled to run in parallel without synchronization. Consider a model where 'each pixel sits on its own facet' such that we use its neighborhood pixels for the facet computation. For robust FIM, an independent computational unit is the facet image modeling of a pixel. Thus an input image with width Â height pixels has width Â height independent computational units, each of which calculates the facet model for a pixel. The first computation-to-core mapping scheme, thread-level facet processing, is based on such a computation segmentation-simply map the facet processing of one pixel onto a GPU thread. Figure 3 illustrates a thread organization for thread-level facet processing in detail. width Â height threads are generated to process width Â height pixels on the image. The threads are grouped into a block of width N and height M as on the left of the figure. The number of threads N Â M in a block is determined by the resource usage of an individual thread. Consequently, width=N Â height=M of thread blocks run on the image as shown on the right of the figure.
Because of the uniformity of the algorithm across the entire image, the algorithm may be implemented as a single CUDA kernel function that is executed for all facets. Each block of the input image is loaded onto the shared memory array of the multiprocessor assigned to process the facet associated with that block. The kernel function performs Algorithm 1 four iterations of IRLS for each degree of fitting function (constant fit, k ¼ 0; . . .; k ¼ 3). The implementation is straightforward since the computation within a kernel is sequential. However, the challenge is on dealing with memory hierarchy to conserve memory bandwidth and reduce the memory latency for the optimal performance. 
Thread-block configuration
We analyze the memory requirement for the robust FIM to describe the thread-level facet processing in detail. Table 1 shows memory requirements for two window sizes, 5 Â 5 and 7 Â 7: Note that each element in the vectors and matrices has data type float.
As shown in Table 1 , the overall memory required for all four fits (from constant to cubic) is 10,196 bytes for the window size of 5 Â 5 and 34,004 bytes for 7 Â 7: A thread's resource usage in low latency shared memory should be maximized to improve the performance of an individual thread. However, the total number of threads running on each streaming multiprocessor decreases as each thread's shared memory usage increases, because of the 16K space limit. This decrease in thread count leads to a less thread-level parallelism, and results in GPU underutilization. It is necessary to have enough threads to hide the long latency of global memory accesses and multicycle arithmetic operations such as division and reciprocal square root. The tradeoff of the performance of an individual thread and the degree of concurrency among all threads should be considered when we decide which variables in Table 1 are allocated in shared memory and how many threads are assigned in each block.
Because of the high memory requirements of the robust FIM algorithm, we minimize the use of high latency global memory as it is one of the priority principles in CUDA program optimization [23] . The thread-level facet processing execution is set to have 32 threads per block and ðwidth Â heightÞ=32 blocks on the image. The most frequently revisited space throughout the robust FIM algorithm, i.e., a; window; E; W; v; and fit, can reside in shared memory with this configuration. One might consider reducing the number of threads per block to increase the amount of shared memory available for each thread. However, the 32-thread warp is the atomic resource unit that is scheduled by the GPU thread manager in CUDA. The number of threads in a block should be a multiple of 32 threads, to achieve optimal computing efficiency and facilitate coalescing.
Limitations
In the thread-level processing scheme, each thread requires a large amount of global memory space. For a 5 Â 5 window, 8.7K of global memory is allocated for each thread for the variables b; t; AðRÞ; H; Q t ; and T (U is stored in constant memory and the rest of the variables are allocated in shared memory). All threads are executed in parallel on the GPU, and global memory is preallocated for all threads before calling the CUDA kernel function. Each thread runs one instance of the algorithm on a single pixel, and the whole input image is processed with many instances of the algorithm running concurrently in their own global memory space. The required global memory for a large input image, therefore, can exceed the hardware limit. To run the thread-level processing implementation for a 5 Â 5 window size on the GTX295 GPU, which has 876 MB of global memory, the input image cannot be larger than 328 Â 328; a significant limitation for the application of robust FIM. If we raise the number of threads per block for a higher concurrency, the global memory usage per thread increases because of a decline in the amount of shared memory available per thread. This results in further reduction of the allowed image size. Even for a small size image, the large amount of high latency global memory access by each thread causes a performance issue. If there are not enough threads to achieve a full multiprocessor occupancy, the multiprocessor will be forced to idle, and results in performance degradation. We discuss this issue with performance experiment results in Sect. 7.2.2.
Block-level facet processing
To address the limitation of the thread-level mapping scheme, we propose a fine-grained computation-to-core mapping scheme. This mapping scheme seeks block-level parallelism where the estimation of a facet model is executed on a block of threads instead of a single thread. All the threads in a block work collaboratively to accelerate the linear algebra, such as matrix multiplication. The configuration of block-level facet processing is shown in Fig. 4 . Each block consists of N Â M threads as on the left of the figure, and width Â height blocks are created to process width Â height pixels on the image as on the right of the figure.
Each matrix and vector operation in Algorithm 1 is further segmented into computational units. These units are mapped onto different threads in a block and executed in parallel. For example, in matrix-matrix multiplication, a unit is defined as the calculation of an element in the resulting matrix, which is the inner product between a row vector from the first matrix and a column vector from the second matrix. For matrix-vector multiplication, a unit is defined as the calculation of an element in the resulting vector, which is also an inner product. All the other operations in Algorithm 1 are segmented into units of computation in a similar fashion-a block of threads covers the computation of all the units in the operation cooperatively.
This block-level mapping scheme allows all the computation in Algorithm 1 of robust FIM to stay in the shared memory space because only one instance of the algorithm is executed in a multiprocessor. The image data is loaded into shared memory at the beginning of the kernel function execution. During the IRLS iteration, all threads in the same block operate on the data in shared memory. Finally, the result is written back to global memory. No global memory allocation for the computation is needed, the limitation associated with the thread-level mapping scheme is obviated.
Thread-block configuration
The block-level mapping scheme generates one thread block for each pixel/facet. The threads cover all the computational units of each matrix/vector operation. Among these operations, matrix-matrix multiplication has the largest number of units. For example, for a 5 Â 5 window, the largest matrix is 25 Â 25; which will result in 625 units of computation. The hardware limitation for the maximum number of threads per block is 512 in the GTX295. Therefore, each thread has more than one unit to complete with the maximum thread allocation granularity.
To find an optimal thread block configuration, we varied the number of threads per block and evaluated the performance iteratively. This empirical optimization with varying configurations is a typical approach in GPU programming because a general performance prediction model for a GPU architecture is not available due to the complexity of its parallel programming model [2, 28, 29] . Our experiments showed that the thread block with size 16 Â 26 yields the best performance in the block-level facet processing implementation. We provide the experimental results with varying thread counts in Sect. 7.2.2.
Advantages over thread-level mapping scheme
The proposed block-level mapping scheme has no global memory constraint and can be applied to any size image. This advantage over thread-level parallelism derives from the fact that the GPU manages global memory and shared memory differently. Figure 5 illustrates this difference, where n thread blocks, TB 1 ; . . .; TB n ; are scheduled to execute on m stream multiprocessors, SM 1 ; . . .; SM m : On the top half of the figure, CUDA first schedules m thread blocks, TB 1 to TB m ; assuming that only one TB can execute on a SM: On the bottom half of the figure, the second m TBs are scheduled, after the first m TBs are completed. Focusing on global memory and shared memory usage, notice that the shared memory space in SM i is used by both TB i and TB mþi : Therefore, if the amount of shared memory in a SM is enough for a thread block, no additional memory is needed. In terms of global memory usage, however, no space can be shared between different TBs, because the scheduled order of the TBs is indeterminate. All TBs have to pre-allocate global memory space. If the image size n ) m; n is limited by the hardware constraint on global memory size. 
Optimization
Further optimization of memory utilization for the QR decomposition is possible. First, a Householder reflection matrix H can be formed implicitly. H applied to a column vector x of A in place, overwriting the column vector, has the form Hx ¼ ðI À 2vv t Þx ¼ x À 2ðv t xÞv: Second, since Householder transformations are applied to both sides of the equation Aa % b; Q t need not be explicitly computed or stored. The reflection vector v is saved instead at each step, and products of the form Q t A or Q t b can be computed efficiently. A detailed explanation is found in [34] . Consequently, T for the intermediate result of matrix-matrix multiplication in Algorithm 1 is not used. Algorithm 2 illustrates the IRLS estimation process for a k-th degree fitting polynomial, with the efficient QR decomposition. Table 2 lists all the required variables and their memory requirements for Algorithm 2. In the remainder of this section, the implementation and threadblock configuration for thread-level and block-level processing with the algorithm modification are revisited. Then multi-GPU processing with the block-level scheme is introduced to show that further performance gain can be easily obtained with the hardware extension.
Thread-level facet processing
Thread-block configuration
As shown in Table 2 , the overall memory required for all four fits (from constant to cubic) is 2,596 bytes for the window size of 5 Â 5 and 5,092 for 7 Â 7: Again, U is stored in constant memory. If the rest of the variables a; window; E; W; b; v; A; and fit in Table 2 are assigned in shared memory, only ten threads are allowed in a block. To maximize the number of variables that are allocated in shared memory while having enough threads in a block, all variables except A; b; and U are placed in shared memory. A and b must use global memory. Then 32 threads are generated per block, resulting in ðwidth Â heightÞ=32 blocks in total. Comparing to the first trial of thread-level facet processing in Sect. 5.1, the shared memory layout of the optimized thread-level facet processing is exactly the same. However, the global memory usage is 1.1K per thread.
Though global memory usage decreased from 8.7K to 1.1K per thread with this approach, the required global memory for a large image can still exceed the hardware limit. The input image cannot be larger than 921 Â 921 with the GTX295 GPU.
Block-level facet processing
Thread-block configuration
In the original block-level facet processing in Sect. 5.2, multiple threads operate on a single multiprocessor to execute the robust FIM algorithm. This can be done because all the variables needed for the computation of a facet are the same across all the threads, and can be efficiently represented in the shared memory of the block. Building on this idea, the new algorithm keeps all variables associated with a facet in shared memory with the exception of t; H; Q t : and T because they do not have to be explicitly computed. The threads cover all the computational units of each matrix/vector operation cooperatively. Furthermore, since H and Q t are not explicitly computed or stored, the number of matrix-matrix multiplication units decreases significantly. The largest computation unit is A; which is the product of the weight matrix W and the basis function (Gram) matrix U: For a 5 Â 5 window, the matrix A is 25 Â 10; which will result in 250 units of computation. With the iterative performance evaluation in Sect. 7.2.2, we found a thread block of 8 Â 8 yields the best performance.
MultiGPU processing
The use of multiple GPUs can bring more parallelism. The block-level mapping scheme can be extended for multiGPU processing, since the implementation can be easily adapted to use multiple devices without modifying kernel code. Once the input data is distributed among several devices, each device runs the kernel function for block-level facet processing. By hardware design, device code can be executed on only one device at any given time. To use multiple CUDA devices, host threads in the CPU are required to launch a device code. As many CPU threads as the number of GPUs are created. Each host thread feeds each device with input data and launches the device code. As shown in Fig. 6 , the thread organization is the same as that for block-level facet processing. The only difference is that the input image is segmented into a number of pieces equalling the number of GPUs, and each input segment is processed by each GPU. 8 Â 8 is chosen as the thread block size through the iterative optimization process.
Result and discussion
We measured the performance of our GPU implementations on a NVIDIA GTX295. The GTX295 is a dual-GPU based graphics card, and each GT200 GPU has 240 processor cores with a 1.24 GHz clock, 896 MB of device memory, and compute capability 1.3. Each GPU implementation of different mapping schemes on Algorithms 1 and 2 is tested using a single GT200 among the two GPUs. A multiGPU implementation is tested on a system with four GTX295 cards, which allows up to 8 GPUs to run concurrently. For comparison, a standard CPU implementation (single thread) of the robust FIM algorithm is written in C?? and is compiled with the highest optimization level. The CPU implementation is tested on a computer with Intel Core i7-920 2.67 GHz CPU and 11.9 GB system memory.
The implementation of robust FIM is tested with the canonical Lena picture, and two other synthetic input images, S1 and S2. The S1 and S2 images contain step edges, four intersecting roof edges, and other complicated geometric characteristics. Vertical stroke noise is added to the S1 image, and impulse noise in addition to the vertical stroke noise is synthesized in the S2 image. The Lena image is also used for performance experiments with different image sizes in Sects. 7.2 and 7.3. To ensure a similar pattern of computation is given to the multiprocessors, the 64 Â 64 Lena image is mosaicked to form a set of larger size images. The facet model window size is 5 Â 5 throughout.
Accuracy of the GPU implementation
In this section the correctness of the GPU implementation of the robust FIM algorithm is demonstrated. Figures 7 and 8 show 256 Â 256 input images of S1 and S2, and the processed images resulting from CPU and GPU implementations of Algorithm 2. The resulting outputs in Fig. 7 confirm that the typical action of smoothing and feature preservation of the robust FIM algorithm [4, 9, 18] is present in our CPU and GPU implementations. The processed outputs in Fig. 8 show that the robust computation (removing outliers) worked correctly in both implementations. Figure 9 shows a noisy input image (Lena with impulse noise added) and two processed images resulting from CPU and GPU implementations. 64 Â 64 selected parts of the 512 Â 512 images are provided to show details of input and output images for our ensuing discussion.
As observed on the right in Fig. 9 , the GPU version appears to apply slightly greater smoothing than the CPU version. This effect results from the differences in the CPU and GPU floating point hardware. Floating point operations between different devices are not guaranteed to be identical owing to rounding errors, different size of FP registers, different order of instructions, etc. [6] . In GT200 architecture based GPUs with compute capability 1.3 and below, some single precision arithmetic operations do not follow the IEEE 754 standard, and denormal numbers are flushed to zero [38] . Consequently, GPU operations such as division and square root may not always yield floating point values of the same accuracy as CPU computations. Furthermore, the GPU computes in single or double precision only, while the CPU may use an extended precision for intermediate results. Due to these differences between hardware, mathematical function libraries, and instruction sets, GPU and CPU implementations do not yield identical arithmetic results. Because the robust facet algorithm employs extensive numerical computation for facet estimation, there are inevitable differences in the images resulting from the GPU and CPU implementations. We performed the paired t-test to compare the CPU and GPU result images, and the t test results showed that the images processed by the CPU and GPU implementations are not significantly different (p values of 0.999 for all the three test images).
The results illustrate important computational trade-offs when using GPUs for numerical computation in image processing. Most of these trade-offs arise from numerical precision issues in the generation of GPUs used in our studies, as discussed in [38] . Fortunately, these issues are being addressed in newer generations of CUDA architecture, Fermi [24], as we expect the performance gains over CPU computation for these new GPUs to be maintained or increased.
The level of parallelism and performance
For the sake of brevity, we shall use the acronyms shown in Table 3 .
Both the T1 and T2 implementations use 15,872 bytes of shared memory per block and 40 registers per thread. Each thread uses 8:7K of global memory in T1 and 1:1K in T2. The B1 implementation uses 8,824 bytes of shared memory per block and 20 registers per thread. B2 runs with 1,524 bytes of shared memory per block and 19 registers per thread. Both B1 and B2 do not access the global memory for the facet computation. C1 and C2 process computations with a single CPU thread.
Various image sizes ranging from 32 Â 32 to 256 Â 256 are used to compare the performance of T1, B1, and C1, and T2, B2, and C2. For this test, the images are limited to relatively small sizes due to the scalability issue of the GPU thread-level mapping, as discussed in Sect. 5.1.2. Section 7.3 presents the performance evaluations of B1, B2, C1, and C2 with larger images up to 2;048 Â 2;048: Table 4 provides speedups of T1 and B1 over C1, B1 over T1, T2 and B2 over C2, and B2 over T2. The speedup values are rounded up to the second decimal place. In the rest of this section, we present the performance characterizations of robust FIM with different mapping schemes. 7.2.1 Impact of mapping scheme on execution time Figure 10 shows the comparison of execution times for T1, B1, and C1. For all image sizes, B1 runs %20 times faster than C1, and %32 times faster than T1. The execution time difference between the two GPU implementations is largely due to the performance gain from accessing high speed shared memory instead of global memory in B1.
Interestingly, C1 has a faster execution time than T1 for all image sizes. This is because only one warp is resident on a multiprocessor for the T1 computation. Since 15,872 bytes of shared memory are consumed by a 32 thread block, the maximum number of thread blocks per multiprocessor is limited to one. Each thread of the warp accesses a large amount of global memory, and no computation is done while data is accessed from global memory. This low concurrency in computation causes a failure to hide the long latency of global memory access, hence deteriorates the performance of T1. From this result we observe that a parallel implementation can be slow when execution resources are saturated.
The execution times of T2, B2, and C2 are shown in Fig. 11 . In comparison to C2, T2 and B2 achieve speedups from 2.04 to 3.21 and %4:2 respectively. B2 runs %1:3 times faster than T2. The performance gap between the thread-level and block-level mappings is not as significant as for Algorithm 1, mostly because: (1) A decrease of 7:6K in global memory usage in T2 promotes a performance improvement in the thread-level mapping approach, by alleviating the memory latency issue. (2) There is not as much data parallel computation in Algorithm 2 as in Algorithm 1. The chunks of 625 matrix-matrix multiplication units of the QR decomposition in Algorithm 1 have decreased to chunks of 25 matrix-vector multiplications units in Algorithm 2. This result indicates that the granularity of parallelism would not have a great impact on execution time if there were not a significant latency problem due to the global memory access and multicycle operations.
Impact of mapping scheme on scalability
As for the CPU computation, all four GPU implementations exhibit a trend of less performance gain with small image sizes, see Table 4 . For example, a speedup of 4.17 is obtained with a 32 Â 32 image while one of 4.28 is gained on a 256 Â 256 input with B2. Though T1 has larger execution times than C1, this trend toward better performance for larger images persists. This trend is more pronounced for thread-level mapping (going from 0.49 to 0.63 for T1:C1, and 2.04 to 3.21 for T2:C2) than for block-level mapping (going from 19.41 to 20.01 for B1:C1, and 4.17 to 4.28 for B2:C2).
In Fig. 12 , the speedup values of each GPU implementation in Table 4 are normalized with respect to its speedup factor on a 32 Â 32 image. The speedups of B1 and B2 over the CPU implementation remain almost constant through varying image sizes, while those of T1 and T2 show upward trends as the image size increases. When T1 and T2 evaluate a small image, e.g., 32 Â 32; they launch 1,024 threads and each thread processes its own pixel individually. A GPU on the GTX295 has 30 multiprocessors, with each capable of carrying out a maximum of 8 active blocks at a time, and a total of 240 potentially active blocks are available. Given a 32 Â 1 thread block size 1,024 threads are grouped into 32 blocks, which is far less number than the 240 available blocks. Hence, T1 and T2 suffer from the GPU underutilization problem. However, a 256 Â 256 image requires 2,048 blocks with 65,536 threads for 65,536 pixel computations, and gives enough parallelism to the GPU. From this observation we can characterize thread-level parallelism as not efficient for small input images due to the GPU resource underutilization.
To further understand the impact of the level of parallelism on the performance, the block-level mapping implementations are tested with varying thread block sizes on three sizes of inputs, 32 Â 32; 512 Â 512; and 1;024 Â 1;024: Figure 13 shows plots of execution time as a function of the number of threads per block for a 1;024 Â 1;024 image for both B1 and B2. We show only a graph for the largest image (1;024 Â 1;024) for both implementations in Fig. 13 , since exactly the same pattern is observed with the other two images, with respect to each approach. For B1, the execution times improve rapidly as the number of threads per block increase from 64 to 160, and then it levels off up to 384. Above 416 threads per block, the computation times are virtually constant. For B2, the execution times increase steadily as the number of threads per block increase from 64 to 288. It then levels off up to 384 threads per block. There is a large performance hit as we go to 416 threads-per-block after which the execution times plateau.
In B1, since 8,824 bytes of shared memory are required per block, only one thread block can reside on a multiprocessor at a time, owing to the 16K space limit. More threads in a block add more parallelism to the computation. As such, the execution times for B1 go downwards but plateau after 416 ð¼16 Â 26Þ threads. In B2, a configuration of 64 ð¼8 Â 8Þ threads produces the best performance. A thread block size of 64 allows 8 blocks resident on a multiprocessor, given 1,524 bytes of shared memory usage per block in B2, the GTX295 hardware specification of a maximum of 512 threads per block. The 64 threads are grouped into 2 warps, and 16 warps reside on a multiprocessor in total. Compared to this, with a thread block size of 512, we have a single block and 16 warps per multiprocessor. Though the occupancy is the same, this configuration results in a lower number of thread blocks and therefore takes a longer execution time. When a lower number of threads per block is specified for the algorithm B2, CUDA assigns more blocks to the computation. This presents the opportunity for greater concurrency since if one block is waiting (e.g., for multicycle arithmetic operations), the other blocks can keep operating (this is automatically scheduled by CUDA). This explains the increase in performance for lower thread per block in B2.
Performance gain over CPU, and multiGPU processing
In this section the performance evaluations of GPU and CPU implementations are presented. We consider only the execution time for the facet computation in this comparison. The times are measured in seconds and rounded up to the second decimal place in Table 5 . Figure 14a compares the performance of B1 and C1. B1 on a single GPU shows a speedup of 20 for a 2;048 Â 2;048 image. As the number of GPUs increases, the performance increases linearly; a four-GPU implementation shows a speedup of 79.99, and the eight-GPU one shows a speedup of 159.88.
The performance comparison of the B2 and C2 implementations is presented in Fig. 14b . B2 on a single GPU shows a speedup of 4.1 for a 2;048 Â 2;048 image. As the number of GPUs increases, the performance increases linearly; a four-GPU implementation shows a speedup of 16.28 and the eight-GPU one shows a speedup of 32.72.
Overall performances for Algorithms 1 and 2 are significantly different as shown in Fig. 15 . The speedup graph is plotted normalized for the B1 speedup on a single GPU. B2 on a single GPU shows a speedup of 6.60 over B1 for a 2;048 Â 2;048 image. For this size of image, the blocklevel mapping scheme with Algorithm 2 on the four-GPU and eight-GPU systems shows speedups over Algorithm 1 of 24.99 and 50.21, respectively.
Conclusion and future work
This paper investigated the computation-to-core mapping strategies to probe the efficiency and scalability of the robust facet image modeling algorithm on GPUs. Our fine-grained mapping scheme showed a significant performance gain over the standard pixel-based mapping scheme. This work suggests two principles for optimizing future image processing applications on the GPU platform. Firstly, when considering a parallel decomposition (the problem to processor mapping) for implementation on a GPU, choose the mapping that results in simple and compact kernel functions, so that each thread can work efficiently with limited hardware resources, such as shared memory. In the robust FIM algorithm, estimating a local facet model for a pixel is too heavy a workload for a thread, which makes the execution inefficient. Secondly, since GPU memory resources are allocated and used differently in a thread block for global memory and for shared memory, it is important to consider memory constraints when deciding on the parallel decomposition for the application. In the robust FIM algorithm, a large amount of global memory is required for thread-level parallelism, which makes large input images impossible to process. Our test results on the multiGPU implementations show that multiGPU systems have great potential for enhancing the performance of an algorithm with computationally intensive workloads. However there is a caveat to consider in the adoption of a multiGPU cluster for a real-time performance. In a multiGPU system, several GPUs are connected to a host CPU through a shared bus. As the number of GPUs attached to the shared bus grows, the increased pressure on the bus affects the transfer latencies, and can result in an overall performance degradation. For example, our system has four GTX295s installed in a single motherboard, where each card has two GT200 GPUs. When a program launches, the CPU communicates with the eightGPUs to distribute the input image, and this causes an initial overhead delay. If an application stores a processed image onto a disk rather than directly displays it to a screen, each GPU has to transfer its result back to a CPU, an extra overhead.
The performance bottleneck due to data transfer between the CPU and GPU is a serious concern in hybrid computing [8, 31] , and a next generation of GPU architectures will address this problem. For example, AMD has been in development of Fusion to integrate the CPU and GPU on the same silicon die, and this will allow unified address space and fully coherent memory access between the CPU and GPU [1, 3] .
Our future work will address memory limitation problems associated with a larger window size, such as 7 Â 7: In this case, the shared memory is not enough for the computation of a single facet even in the block-level processing scheme. The solution to this problem may be found in other computation-to-core mapping schemes, e.g., multiple blocks per facet and controlled block scheduling.
