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Introduction
The increasing global economic integration and intense volatility in emerging market economies in recent years have re-emphasized the importance of forecasting fundamentals in developing countries, and in particular, gauging the potential of future economic recessions. Recently, the currency crisis in Argentina has raised strong interest in the potential economic vulnerability of neighboring countries, especially of its main trading partner, Brazil.
Nevertheless, the task of forecasting emerging market economies has proven to be a special difficult one, given the great instability in these economies. In particular, models that do not take into account changes in the dynamics of these economies in form of structural breaks may perform poorly in real time. This paper examines the performance of several models in forecasting Brazilian output when structural breaks are explicitly taken into account. First, we examine whether nonlinear time series models produce short run and long run forecasts that improve upon linear models. Second, we compare whether there are gains in endogenously modeling structural breaks to produce out-ofsample forecasts. We conduct an examination of various forecasts at the one, two, four and eightquarter horizons for the rate of growth of real Brazilian GDP. The study partially simulates real time prediction since all forecasts are based solely on revised data through the date of each forecast.
Linear models have been widely applied in earlier forecasting literature. However, these models have been used to generate a forecast of the rate of growth of output rather than to forecast a nonlinear event such as a turning point, that is, the beginning or end of an economic recession.
Generally the filters used to extract turning point forecasts from a linear model require the use of expost data. This paper uses two classes of Markov switching models, which directly provide real time turning point forecasts in addition to predictions of GDP growth.
More recently, a number of studies has examined the forecasting performance of nonlinear and linear models, including Weigand and Gershenfeld (1994) , Hess and Iwata (1997) , Stock and Watson (1998), and Camacho and Perez-Quiros (2000) , among others. These authors detect nonlinearities in several macroeconomic time series with conflicting results with respect to forecasting performance of the models. As Camacho and Perez-Quiros (2000) conclude for the U.S.
economy, we find that nonlinear switching specifications that take into account structural breaks in the Brazilian economy yield better forecasts than linear models of GDP growth, especially at longer horizons. In addition, nonlinear models replicate more accurately Brazilian business cycle features.
The remainder of this paper is organized as follows. The forecasting models are presented in section 2. Section 3 examines the major structural break in the Brazilian economy due to Collor stabilization Plan implemented in 1990-1992. The results are presented and discussed in section 4, and conclusions are summarized in section 5. 1
The Models and the Estimation methods

Hamilton's Markov Switching Model (MS)
Hamilton (1989) models the log of GDP, y t , as divided into a trend, n t , and a gaussian cyclical component, z t :
y t = n t + z t (1) n t = n t-1 + α 0 (1-S t ) + α 1 S t (2)
where ε t ~ iid N(0, σ 2 ) and ε t is independent on n t+k ∀k, and S t is a latent first-order Markov chain.
The drift switches between two states: it takes the value of α 0 when the economy is in an expansion (s t In this model both n t and z t display unit roots and the roots of φ(L) = 0 lie outside the unity circle. Hence, the cyclical component follows a zero mean ARIMA(r, 1, 0) process: z t -z t-1 = φ 1 (z t-1 -z t-2 )+ φ 2 (z t-2 -z t-3 ) + ... + φ r (z t-r -z t-r-1 ) + ε t
Taking the first difference of (1) we get:
∆y t = µ st + φ 1 (z t-1 -z t-2 )+ φ 2 (z t-2 -z t-3 ) + ... + φ r (z t-r -z t-r-1 ) + ε t
where ∆ = 1-L. and µ st = α 0 (1-S t ) + α 1 S t.
Lam's Markov Switching Model (MSG)
Lam (1990) suggests a modification of Hamilton's model that has important implications for the characterization of output trend and cycle. In particular, Lam decomposes the log of GDP into a trend n t and a cyclical component z t , where only the trend displays a unit root: y t = n t + z t (6) n t = n t-1 + α 0 (1-S t ) + α 1 S t
That is, the autoregressive process z t is now given by:
where ε t ~ iid N(0, σ 2 ). Taking the first difference of (6) we get:
where µ st = α 0 (1-S t ) + α 1 S t . This model allows for both temporary and permanent shocks: the roots of φ(L)=0 are outside the unity circle, which implies that z t can be interpreted as the transitory deviations of y t from its long run trend n t . Therefore, this model captures structural changes in the trend of the Brazilian GDP. On the other hand, since in Hamilton's model both the cyclical component and the trend present unit roots, all shocks to output are permanent.
Both models require different nonlinear filters to be estimated. A detailed description of
Hamilton and Lam filter can be found in Hamilton (1989) and in Lam (1990) , respectively. The filter used to estimate Lam's model involves substantial more computation than Hamilton's algorithm for two reasons. First, in the calculation of the error, the states for each observation include all the history of the Markov process, which is treated as an additional variable. Second, the initial value of the autoregressive component is treated as an additional free parameter to be estimated.
Structural Breaks and Intervention
Markov switching models have been extensively used to represent cyclical changes or structural breaks in the economy. Hamilton (1989) The Brazilian economy also displays several structural breaks. In particular, the series of stabilization plans and changes in policy regime in the last two decades resulted in several breaks in the Brazilian GDP, especially in the early 1990s due to the Collor Plan. Figure 1 shows the Brazilian 8   86  87  88  89  90  91  92  93  94  95  96 GDP 3 around the period of implementation of the Collor Stabilization Plan. As it can be observed, the economy faced a period of large swings for 5 quarters. Upon introduction of the Plan in the second quarter of 1990, GDP decreased at a quarterly average rate of -6.7%. In the third quarter GDP experienced an abrupt increase of 6.8%, but in the following two quarters it fell again by 1.4% and 4.9%, respectively. In the second quarter of 1992 the economy again underwent a large increase of 7.1%.
3 The data on real Brazilian GDP were seasonally adjusted using the X-12 method. The series was obtained from IPEA database.
These large pulse-breaks in the Brazilian economy cause estimation problems for standard Markov switching models and the optimization routines frequently converges to a local maximum. Using the likelihood ratio test, we find that the best specifications without intervention were an AR(4) process for the MS model (MS-AR(4)) and an AR(2) process for the MSG model (MSG-AR (2)). We have also tested the out-of-sample forecasting performance of several Markov switching models, with autoregressive components, comparing them with linear models and with the MS-AR(0) model. Two linear models were estimated for comparison with the Markov switching models: an AR(3) and an ARMA(1,1) model. 7 All models were estimated from 1976:2 up to 1992:1, and then recursively re-estimated for each subsequent quarter from 1992:2 until the last quarter of the sample, 2000:2 to generate the out-of-sample forecasts. The estimation procedure was as follows: first, the MS model was estimated considering an AR(0). Second, the MLE parameters from this model were used to initialize the estimation of the MS-AR(1). Next, the MLE parameters of the MS-AR(1) were used to initialize the MS-AR(2) and so on. The MLE parameters of the MS models were then used to initialize the MSG model. 6 The likelihood function increases as the probability of recessions converges to a very small value, capturing the break instead of expansions and recessions in the Brazilian output. 7 The identification of the ARMA model was implemented using AIC and SBC criteria. In addition, given that structural breaks generally lead to serial correlation in the residuals, Durbin-Watson test was used to test whether the residuals of the selected model are white noise. The identification was implemented considering or not dummies for the period between 1990.1 a 1991.2. 8 The 'No Change' model refers to the random walk y t = y t-1 + e t , e t~W N(0, σ 2 ).
AR(3), ARMA(1,1), MS-AR(2), MS-AR(4) and MSG-AR(2)). The relative mean squared errors are computed with respect to three benchmark models: AR(3), ARMA(1,1) and MS-AR(0). Table 3 also reports the heteroscedasticity and autocorrelation consistent (HAC) standard errors of these relative MSE. 10 The MS-AR(4) gives the best short-run forecasts (1 to 2 steps ahead). The linear AR(3) model does better than the other models for longer forecasts.
We introduce interventions in the models for two reasons. First, the Collor Plan has engendered strong real effects in the economy, which influence the specification of the MS and MSG models. Second, without explicitly modeling the breaks the MSG model does not capture the Brazilian business cycle. As it is shown in the next section, the probabilities from the models with interventions characterize recessions and expansions rather than solely the Collor Plan, and increase the forecasting ability of MS and MSG models.
We estimate the models under several alternative interventions in order to overcome the problem of structural breaks in the Brazilian economy. In particular, we estimate alternative specifications in which the drift parameters are allowed to take different values during the Collor I and II stabilization plans. We also estimate the model treating the observations of Collor I and II plans as outliers.
Models with Intervention
When the models are estimated without intervention, there is a tendency for the filtered probabilities to concentrate around the 1990:1-1991:2 structural break (for MS-AR(1) and MS-AR(2) models and all estimated MSG specifications). These results suggest that intervention should be implemented in the 1990:1-1991:2 period. The models were estimated under alternative interventions in the drift term or treating the observations for certain periods as outliers. We report the results for only the two interventions that were successful in characterizing the Brazilian business cycle. 11 The first intervention is modeled as the sum of an additional parameter i during the Collor Plan (Intervention Type 1):
The second intervention considers the period of the Collor Plans (90.1 to 91.2) as outliers (Intervention Type 2). One advantage of this method is that the intervention capturing the break is not restricted to be only in the trend component.
RESULTS
For the models with intervention types 1 and 2, there is no convergence problem and the regime switching parameters are significant at all levels. Compared with the alternative specifications, these interventions are the ones that yield the most reasonable results. The results for the best models are discussed below.
Results for Selected Models
Based on the likelihood ratio test, Theil-U statistic and the filtered probabilities, the models selected as presenting the best fit to the Brazilian business cycle are a MS-AR(2) and a MSG-AR (2) with intervention of type 1 and 2. Table 4 shows the results for MS and MSG models for the intervention of type 1, while Table 5 reports the results for intervention type 2. Since the results are similar, for both interventions, we choose to report the ones for intervention type 2.
The estimated parameters from both models are very similar and the sample identifies two significant states for the Brazilian economy. The MS-AR(2) model estimates in state 1 that the economy grows at an average negative rate of around 1.4% per quarter (-5.6% a year) while in state 0 the Brazilian economy grows at an average rate of 1.6% per quarter (6.4% a year). The MSG-AR (2) model estimates that in state 1 the economy grows at an average negative rate of around 1.5% per quarter (6% a year) while in state 0 the Brazilian economy grows at a rate of 1.7% per quarter (6.8% a year). Recessions in Brazil last a short time, averaging between 2 and 3 quarters for both models.
Expansions last twice as long. The MS model estimates that periods of positive growth last on average between 6 and 7 quarters (p 00 =0.85), while for the MSG model the duration of expansions is around 4 and 5 quarters (p 00 =0.77). Table 7 shows a summary of these results.
Thus, these models predict that the length of the Brazilian business cycle is between 2 and 3 years. This short duration of the Brazilian business cycle is a consequence of the economic instability and turbulence due to the hyperinflationary process in the 1980s and the implementation of several stabilization plans in the last two decades. These results are very similar to those obtained for Brazil in Chauvet (2002a), Lima and Domingues (2000) and Mejia-Reyes (1999) . In addition, Mejia-Reyes finds that several other Latin American countries present these same business cycle features.
The filtered and smoothed probabilities for the selected models are plotted in Figures 4 to 7.
Several results stand out from these inferences. First, the filtered and smoothed probabilities models are very similar, which points out to the stability of the recursive one-step-ahead estimation (filtered probabilities) compared to the estimation using the whole sample (smoothed probabilities). Second, the probabilities from the MS and the MSG models are also very similar, capturing the same features and phases of the Brazilian business cycles.
Using the criteria that a turning point occurs if the smoothed probabilities of a state are greater or equal than the probability of the other state, the Brazilian economy experienced ten downturns between 1980 and 2000. However, some of these contractions were very short-lived, lasting only one quarter (e.g.: the low growth phase in 1984 and the expansion in 1998). If we consider recessions as periods of negative growth with a minimum duration of 6 months, the downturns in 1982-83, 1983-84 would be considered as one longer recession rather than a double dip. This is also the case for the downturns in 1997-1998. Under this minimum duration rule for business cycle phases, the Brazilian economy experienced eight recessions in the last two decades. These results are corroborated by the findings in Mejia-Reyes (1999) 12 and Chauvet (2002a).
Comparison Between the MS and MSG models
The MSG-AR(3) model nests the models selected as presenting the best fit to the Brazilian business cycle: the MS-AR(2) and the MSG-AR(2). The likelihood ratio used to test the MSG-AR (2) model against the MSG-AR(3) model has a standard asymptotic distribution, χ
2
(1), and can be easily calculated using the likelihood values presented in table 5. The likelihood ratio is equal to 2.584 and, therefore, we cannot reject that the MSG-AR(2) model fits the data better than the MSG-AR (3) model. If we can reject the MS-AR(2) model when compared to the MSG-AR(3) model than we can say that the MSG-AR(2) model fits the data better than the MS-AR(2) model. The likelihood ratio of this last test does not have a standard distribution and we report below the Monte Carlo simulations used to implement the test.
We have generated 1000 trials  simulating the MS-AR(2) model under intervention type 2  each with the same number of observations of our sample size. For each trial both models (MS-AR(2) and MSG-AR(3)) were estimated and the likelihood ratio statistic was computed. Figure 8 below shows the histogram of the likelihood ratio statistic obtained for these 1000 trials. The null hypothesis of the test is the MS-AR(2), estimated under intervention type 2, and the alternative hypothesis is the MSG-AR(3) specification.
In the Monte Carlo simulations the likelihood ratio statistic computed at each trial is less or equal to 11.94 for 95% of the trials, whereas the estimated likelihood ratio computed using the likelihood values of table 5 is equal to 16.53. The results indicate that the null is rejected at a level of significance smaller than 5%
13
. Therefore, we can conclude that the MSG-AR(3) model fits the data better. 12 The results are consistent with the ones obtained by this author up to the last year of its estimation for Brazil (1995) . 13 Note that the MSG-AR(3) model has two more parameters than the MS-AR(2) model. If we were to apply the standard critical value it would have been equal to 5.99 (χ 2 (2)) instead of 11.94. 3.77 55 36 S k ew n es s 1.14 88 45 K u rtos is 4.19 47 65
J arqu e-B era 27 9.45 17 P r ob a b ility 0.00 00 00
We also test the MS-AR(0) model against the MSG-AR(3) model. The likelihood ratio statistic of the test has a standard asymptotic distribution, χ 2 (4), and can be computed using the likelihood values presented in Table 5 . The estimated likelihood ratio statistic is equal to 22.082.
Therefore, the MS-AR(0) specification is rejected at a level of significance smaller than 1%.
Despite of the result that the MSG-AR(2) model is the one that best fits the data in-sample, this conclusion does not hold out-of-sample. The out-of-sample forecasting ability of several Markov switching models is presented in the next section.
Out-of-Sample Forecasting
This section compares the out-of-sample forecasting performance of several Markov switching models with autoregressive components with linear models and the MS-AR(0) model. Two linear models for changes in GDP were estimated for comparison with the Markov switching models:
an AR(3) and an ARMA(1,1) model. 14 All models were estimated from 1976:2 up to 1992:1, and then recursively re-estimated for each subsequent quarter from 1992:2 until the last quarter of the sample, 2000:2 to generate the out-of-sample forecasts 15 .
Results
We use the following statistic to compare any two models: the mean squared forecast error (MSE) of one of the models divided by the MSE of the other model. We also report standard errors for these relative MSE
16
. The standard errors are HAC robust and were estimated using a Bartlett kernel with the number of lags, for each step-ahead, equal to the number of computed forecast errors.
14 The identification of the ARMA model was implemented using AIC and SBC criteria. In addition, given that structural breaks generally lead to serial correlation in the residuals, Durbin-Watson test was used to test whether the residuals of the selected model are white noise. The identification was implemented considering or not dummies for the period between 1990.1 a 1991.2. 15 The calculations are available from the authors upon request. 16 The standard errors were calculated using the Gauss routine made available by Mark W. Watson in his web site http://www.wws.princeton.edu/~mwatson/ There is an asymptotic justification of the procedure adopted to calculate the standard errors, for recursively estimated models, in West (1996) . Table 7 shows the root mean squared forecast error (RMSE) of the linear AR(3) model and the relative MSE (relative to the AR(3) model) of several Markov switching models, with interventions type 1 and 2, for forecasts from 1 to 8 quarters ahead. The model with the smallest relative MSE, for forecasts from 2 to 7 quarters ahead and for both types of intervention is the MS-AR(2). Almost all the relative MSE of the MS-AR(2) model are smaller than one with the exception of the 8-quarter-ahead forecast. Nevertheless, they are significantly smaller than one only for intervention type 2 and for forecasts from 4 to 6 quarters ahead. The ARMA(1,1) model beats the AR(3) model for forecasts from 1 to 2 steps-ahead. The 'No Change' model, has the worst forecasting ability for all steps-ahead. Table 8 compares the same models with the ARMA(1,1) model. It shows that the relative MSE of the MS-AR(2) model is smaller than one for forecasts from 3 steps-ahead and on.
Nevertheless, they are significantly smaller than one for forecasts 4 and 6 steps-ahead and for intervention type 2. The AR(3) model forecasts significantly better than the ARMA(1,1) only 4 quarters ahead and for both types of intervention. Table 9 reports the MSE of the models relative to the MSE of the MS-AR(0) model. It shows that the MS-AR(2) model has a relative MSE significantly smaller than one for almost all steps-ahead and for both types of intervention. The same is true for the AR(3) and ARMA(1,1) models for short run forecasts, 1 to 2 quarters ahead.
Linear versus nonlinear models
For one-quarter-ahead forecast, the ARMA (1,1) model presents the lowest relative MSE. On the other hand, the Markov switching models present the best forecasting performance for 2-quarterahead forecasts and on. In particular, the MS-AR(2) is the best in forecasting 2 to 7 quarter-ahead.
Thus, for forecasts of the annual growth of real GDP, the MS-AR(2) model is the one with the most accurate prediction in this out-of-sample forecasting test. Tables 10 and 11 show the relative out-of-sample performance of several Markov switching models, for both types of intervention, when compared to their counterparts without intervention. Table 10 shows the results for Hamilton's models (MS-AR(0), MS-AR(2) and MS-AR(4)) and Table   11 for Lam's models (MSG-AR(1), MSG-AR(2) and MSG-AR(3)). Most of the relative MSE are smaller than one indicating that the interventions have improved forecast ability. The MSG models and the MS-AR(2) model have, overall, the smallest relative MSE. This is not surprising given that these models, without intervention, concentrate the probability of recession at the Collor plans.
Intervention versus non-intervention
Nevertheless, because the standard errors are relatively high for most models, the relative MSE are in general not significantly smaller than one. However, the greatest advantage of introducing interventions is that they characterize the Brazilian business cycle without loss of forecasting ability.
These findings corroborate the evidence obtained by several authors in that modeling nonlinearities underlying GDP growth improves its forecasting performance. This is particularly true for the case of Markov switching models that take into account abrupt changes and asymmetries of business cycle phases.
Recent Forecast Performance
As an illustration of the recent performance in forecasting GDP growth, a second out-ofsample test was performed. The models were estimated from 1976:2 up to 2000:2, and then were used to predict the annual rate of growth of GDP from 2000:3 to 2001:4. Table 12 reports the out-ofsample forecasts of the annual rate of growth of real GDP for 2000:3-20001:4. As it can be observed, in this period the MS-AR(2) and the AR(3) models provided the closest forecast of changes in GDP compared to the alternative models. The best overall model, for intervention type 2, is the MS-AR(2).
Conclusions
This The sample identifies two significant states for the Brazilian economy. The MS-AR(2) model estimates that in state 1 the economy grows at a negative rate of around 1.4% per quarter (-5.6% a year) while in state 0 the Brazilian economy grows at a rate of 1.6% per quarter (6.4% a year). The MSG-AR(2) model estimates that in state 1 the economy grows at a negative rate of around 1.5% per quarter (6% a year) while in state 0 the Brazilian economy grows at a rate of 1.7% per quarter (6.8% a year). Recessions in Brazil last a short time, averaging between 2 and 3 quarters for both models.
Expansions last twice as long. The MS model estimates that periods of positive growth last on average between 6 and 7 quarters, while for the MSG model the duration of expansions is around 4 and 5 quarters.
We compared the out-of-sample performance of several Markov switching models to a MS-AR(0), ARMA(1,1) and an autoregressive model (AR (3)). The models were estimated from 1976:2 up to 1992:1, and then recursively re-estimated for each subsequent quarter, from 1992:2 until the last quarter of the sample, 2000:2, to generate the out-of-sample forecasts. Overall, the MS-AR(2) model display the best forecasting performance, with the smallest relative MSE for two to seven quarters ahead. This finding corroborate the evidence, obtained by several authors, that modeling nonlinearities, underlying changes in GDP growth, improves forecasting performance. This is particularly true for the case of Markov switching models that take into account asymmetries of business cycle phases.
We also checked the out-of-sample performance of several Markov switching models, estimated under both types of intervention with their counterparts without intervention. The results indicate that the interventions have improved forecast ability. The MSG models and the MS-AR (2) model have, overall, the smallest relative MSE. Nevertheless, because the standard errors are relatively high, for most models the relative MSE is not significantly smaller than one. However, the greatest advantage of introducing interventions is that they characterize the Brazilian business cycle without loss of forecasting ability.
As an illustration of the recent performance in forecasting GDP growth, the models were .001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.001) (0.001) (0.001 Note: The models were estimated from 1975:2 up to 1992:1, and then recursively re-estimated out-of-sample for each subsequent quarter from 1992:2 until the last quarter of the sample, 2000:2. The "No Change" (martingale) model forecast a constant rate of growth for GDP. The entries "Relative MSE" are the mean squared forecast error (MSE) of the model described in the first line relative to the MSE of the same model without intervention. The standard errors, shown in parentheses, are HAC robust and were estimated using a Bartlett kernel with the number of lags, for each step-ahead, equal to the number of computed forecast errors. 
Table 2 -Lam's Model (MSG) Under Different Specifications -No Intervention AR(1) AR(1) AR(2) AR(1) AR(2) AR(3) AR(1) AR(2) AR(3) AR(4) AR(1) AR(2) AR(3) AR(4) AR(5)
Obs
AR(0) AR(0) AR(1) AR(0) AR(1) AR(2) AR(0) AR(1) AR(2) AR(3) AR(1) AR(1) AR(2) AR(1) AR(2) AR(3)
(0.106) φ2 - - - - - -0.456 - - -0.457 -0.358 - - -0.337 - -0.327 -0.437 (0.127) (0.133) (0.142) (0.090) (0.092) (0.108) φ3 - - - - - - - - - 0.260 - - - - -0.φ3 - - - - - - - - - 0.275 - - - - - 0.185 (0.172) (0.101) Z 0 - - - - - - - - - - -0
