Dynamics of nanoscopic arrays of monodomain magnetic elements is simulated by means of the Pardavi-Horvath algorithm. Experimental hysteresis loop is reproduced for the arrays of Ni, with period 100 [nm] and the mean coercive field 710 [Oe]. We investigate the fractal character of the cluster of elements with a given magnetic moments by means of box-counting and damage spreading techniques. No fractal behavior was found and the consequences of a local flip of a magnetic element remain limited to a finite area. We conclude that the system does not show a complex behavior.
Introduction
Nanoscopic magnetic arrays have been proposed recently as devices of ultrahighdensity information storage [1] . The dynamics of the total magnetization, i.e. its time dependence in the presence of the oscillating magnetic field, is governed by two agents: the long-range magnetostatic interaction between each two elements of the array, and the switching field (coercive field), which varies from one element to another. The nonzero switching field enables to preserve information in the array at positive temperatures. The interaction leads to flips of magnetic moments and the information -otherwise frozen in the array -is destroyed, at least partially.
It was announced recently [2, 3] that an array of bistable magnetic wires can display a complex behavior. The authors discussed the effect of self-organized criticality (commonly abbreviated as SOC [4] ). Let us recall the characteristic features of SOC. According to an illuminating paper by Flyvbjerg [5] , excitations wandering in a system can lead it to a self-organized state, i.e. a spontaneously formed state far from thermal equilibrium. By criticality we mean that in this state, excitations can be of any order of magnitude. In fact there is no characteristic scale in a critical state: the array is scale-free in the same way as a cluster of spins "up" in a ferromagnet at its Curie temperature. If SOC is present in our arrays, information cannot be preserved in the system -it is erased by excitations which can spread over the whole array. The problem is important and tempting.
The aim of this paper is to investigate the state of SOC in the system as close to the real experiment as possible.
The system
Our simulations concentrate on the nanoscopic array described in Ref. [ . The switching field is constant in time for each element. The magnetostatic interaction is calculated by means of the rectangular prism approximation formula [6] . The only modification introduced here are the periodic boundary conditions, to avoid boundaries which could alter the results. Basically, we search for excitations which spread over the lattice. The technique applied is known as damage spreading [7] . However, one of the arguments of Refs. [2, 3] is based on the calculation of the box-counting fractal dimension [8] of the cluster of elements with a given orientation of magnetic moments. That is why we investigate also this fractal dimension.
Results of simulation
The dynamics of the system is simulated by means of the Pardavi-Horvath (PH) algorithm [9] . This algorithm is checked by the calculation of the hysteresis loop (see Fig. 1 ) and a comparison with the experimental one [1] -the accordance is quantitative and good.
The damage spreading
The damage spreading technique is applied for an array of 100 × 100 elements. Two arrays are stored simultanously in the computer memory, in the same randomly selected initial state. The PH procedure is applied to lead these arrays to the stable (stationary) state, where no flips occur. Then, a magnetic moment is flipped in one array, and we check if the flip is stable. Subsequently we apply a periodic magnetic field of amplitude H m . Note that the frequency is not relevant because the whole arrays go to stable states each time before the field is varied. The damage is defined as the Hamming distance between two arrays: the number of elements with opposite magnetic moments.
The result is that the Hamming distance increases only during some transient time. Then, the system reaches a limit cycle, with the length equal to some multiple of the period of the applied field. A typical result is shown in Fig. 2 . We note that if a system is critical, the size of damages subsequently increases [10] . Here the size A of the maximal damage increases with the amplitude H m for small H m , and it vanishes in most cases for H m > 1200 [Oe]. It is obvious that any damage must disappear if the system is saturated. Besides, A varies strongly from a sample to a sample. As a rule, the damage is localized as a shapeless and seemingly random pattern of the array elements, formed of several clusters, separated but close to each other.
The fractal dimension
The fractal dimension D of the cluster of the "up" (or "down") oriented elements is calculated for the 1024 × 1024 array. For the random initial state the fractal dimension D is equal to 2.0, what means that the system has no fractal character. Besides, such a state is an artifact of the (pseudo)random numbers generator, and therefore it cannot be treated as realistic. We have calculated the time evolution of the fractal dimension D during the virtually performed hysteresis experiment. It is obvious, that D = 2.0 or D = 0.0 in the saturated states. We found that this bistable character of D is preserved also for small amplitude H m of the applied external field. Between these two values, the scaling is not proper. An example is shown in Fig. 3(a) . Typically, a part of the curve for small size of the cluster shows the inclination close to zero, and another part -close to two. Similar plots have been presented also in Refs. [2, 3] . As the applied field changes, the bent part of the curve is shifted left and finally disappears. In fact, plots like Fig. 3 (a) appear when we try to assign the fractal character to a random configuration of spins. We demonstrate it in Fig. 3(b) , where the magnetic configuration of the array produces the curve shown in Fig. 3(a) . Surely, this cluster does not exhibit any self-similarity. 
Conclusions
On the contrary to the statements of Refs. [2, 3] , it seems that our numerical accuracy does not allow us to claim that the investigated clusters can be characterized as fractals. The fractal dimension D obtained in Refs. [2, 3 ] is 1.97, which is close to non-fractal value 2.0. This argument can be weakened if we remember that in the Ising ferromagnet at the Curie point D = 187/96 ≈ 1.95 [11] . However, we have checked that in the latter case, the slope of the curve analogous to Fig. 3(a) is much more uniform. 
