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Abstract. Calculation of similarity measures of exact matching texts is a
critical task in the area of pattern matching that needs a great attention.
There are many existing similarity measures in literature but the best meth-
ods do not exist for closeness measurement of two strings. The objective of
this paper is to explore the grammatical properties and features of general-
ized n-gram matching technique of similarity measures to find exact text in
electronic computer applications. Three new similarity measures have been
proposed to improve the performance of generalized n-gram method. The
new methods assigned high values of similarity measures and performance
to price with low values of running time. The experiment with the new meth-
ods demonstrated that they are universal and very useful in words that could
be derived from the word list as a group and retrieve relevant medical terms
from database . One of the methods achieved best correlation of values for
the evaluation of subjective examination.
Keywords: similarity measures, fuzzy relations, n-gram, word list, set the-
ory, subjective examination.
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1. Introduction
Measuring the similarity among sets of texts is very essential in various tasks
such as information retrieval, document categorization and plagiarism detection.
Selection of relevant document through similarity measure is fundamental on these
applications but important task. In order to overcome these tasks, researchers have
proposed several methods for measuring similarity that would locate exact frag-
ments of text from the pool of text. While many similarity measures have been
proposed and individually evaluated, they have not been tailored to each other in a
large real-world environment. A growing number of tasks especially those related
to web search technologies rely heavily on accurately computing the similarity be-
tween two segments of text. Finding a suitable similarity measure is often the most
critical part of electronic web search technologies.
Many program languages provide in-built functions that work perfectly. In
case, there is a need to know if one string is very close to another but not equal,
programming languages do not have in-built functions for closeness measurement.
There is no way to verify in programming languages if two strings are seventy
two percent very close to each other. Moreso, when two strings are not hundred
percent equal due to mismatch errors, things get a little more complicated. It is a
general belief to rely on fuzzy logic to find the correct percentage of matches or
mismatches. The selected matches or mismatches should be verified and approved
manually. Another problem is when the user need to find records or information
that satisfy a similarity predicate while exact matching is not suffiicient. These
queries are very important for web application where errors abbreviation and in-
constencies are very common. Similarly in electronic test, it is also possible that a
student would not able to obtain hundred percent answer and exact score must be
given based on the expert judgement. This normally happens in subjective exami-
nation where students make spelling errors in their answers and a fair judgment is
required. We may wish to find all the facebook users who have similar friends in a
web site. For instance, a mobile or normadic medical doctor may wish to prescribe
an urgent drug but fail to know the exact spelling. To meet these types of needs,
a good similarity measure is required. This absence of close measurement of two
strings is noteworthy. There are a large number of similarity measures proposed in
literature but the best similarity measures do not exist for closeness measurement
of a paricular domain.
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2. Literature reviews
Essentially, the n-grams model is a probabilistic model originally devised by
the Russian mathematician, Andrey Markov in the early 20th century and later
extensively experimented by Shannon and Chomsky for predicting the next item
in a sequence of items [1]. The first use of n-gram dates to world war second when
it was used by cryptographers. Fletcher Pratt stated that with the backing of bigram
and trigram tables, any cryptographer can dismember a simple substitution cipher
[2].
N-grams have been successfully used for a long time in a wide variety of prob-
lems and domains such as text compression [3], spelling error detection and correc-
tion [4], optical character recognition, information retrieval [5], automatic text cat-
egorization, music representation, speech and handwriting recognition [6]. Other
useful domains include computational immunology, analysis of whole-genome
protein sequences [7], language identification, authorship attribution, phylogenetic
tree reconstruction, data integration, filtering and cleaning, prediction of English
Language [8], phonetic matching algorithms, and text retrieval [9].
A typical example, acceleration of general string searching has been accomplished
using n-gram signatures by Harrison in 1971 [10]. Assale et. al. addressed an n-
gram based signature method to detect computer viruses [11]. N-gram methods
have proven to be useful in a variety of tasks ranging from comparison of two texts
to the quantification of degrees of homology in genetic sequence. The method
is widely used for solving problems in different areas such as operation research,
computer science, biology, etc. Arsmah had used n-gram to grade mathematic texts
[12]. His research showed that n-gram method proved to be suitable when applied
to the four linear algebraic equations. Ukkonen used the sum absolute different be-
tween corresponding numbers of n-gram occurrence in each string for approximate
string matching. Alberto Barman-Cedeno and Paolo Rosso used n-gram to deter-
mine if a given text is plagiarized from the pool of METER corpus [13]. Prahlad
[14] stated that n-gram was used for intrusion detection whereby the system re-
lies on substring match of network traffic or host activities with normal patterns
or attack patterns. Niewiadomski used generalized n-gram matching for automatic
evaluating text examination and employed the method also to evaluate electronic
language test using German Language as a case study [15]. Chask found charater
n-grams to work well for attribution in a forensic context [16]. All the results from
the application of n-gram prove positive and there is a need to do more research
on it for further improvement.
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3. Similarity as a relation
Definition 1 A similarity relation on a set U is a fuzzy binary relation R : U ×
U −→ [0, 1] holding the following properties:
Re f lexive R(x, x) = 1 f or any x ∈ U (1)
S ymmetric R(x, y) = R(y, x) f or any x, y ∈ U (2)
Transitive R(x, z) ≥ R(x, y) 4 R(y, z) f or any x, y, z ∈ U (3)
where the operator 4 is an arbitrary t-norm. A t-norm 4 : [0, 1]× [0, 1] −→ [0, 1] is
a binary operator which is commutative, associative, monotone in both arguments
and 1 4 x = x hence it subsumes the classical two-valued conjunction operator.
We consider a relation of similarity x1 and x2 which is written as x1 ∼ x2.
These similarity relations are subject to reflexive and symmetry and may not be
necessarily be transitive. In this case, relation R on X is called the relation of
neighbourhood if R is reflexive on X and R is symmetry on X. Neighbourhood
relationship is also referred as follows: non-sup-min transitive similarity relation,
tolerance relation, proximity relation, partial preorder relation, resemblance rela-
tion, approximate equality relation, etc.
3.1. Set similarity
Definition 2 Definition: Let A, B be arbitrary sets on X.
Function µ : X −→ R+ ∪ 0 is a measure of sets if and only if
µ(φ) = 0 (4)
µ(A ^ B) ≤ µ(A) + µ(B) (5)
Equations 4 and 5 can narrow down to µ(A ^ B) = µ(A) + µ(B) − µ(A _ B)
Other properties of similarity measure sets are:
A = B −→ µ(A) = µ(B) (6)
A ⊆ B −→ µ(A) ≤ µ(B) (7)
The implication of the reverse is not necessarily to be true [15]. The focus
would be on the intuition that the degree of similarity should take into account
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both the amount of overlap between the given sets and the amount of symmetric
difference. The following formulae presented as models of perceptual similarity in
crisp setting clearly reflect the ideas behind the construction of similarity measures
in set theoretic contexts. These measures were proposed by Tversky [17] [18]. For
any two sets A and B
1. S (A, B) = θ f (A∩B)−α f (A−B)−β f (B−A). where f(.) is usually the cardinality
of the set.
2. S (A, B) = f (A∩B)f (A∩B)+α f (A−B)+β f (B−A) , where the value is normailized to the range
[0, 1].
If symbols ∪ and ∩ are modelled by max and min t-norms and ∇ is defined as:
A∇B(x) = max[min(A(x), 1 − B(x)),min(B(x), 1 − A(x))] then the following are
the set-theoretic similarity measures for fuzzy sets presented in [19] [20] :
1. The analogous of Restle’s model : S (A, B) = 1− | A∇B |
2. The analogous of Gregson’s model : S (A, B) = |A∩B||A∪B|
3. The analogous of Enta’s model : S (A, B) = supx∈XA ∩ B(x)
The most important thing to be noticed about these measures is that they are not
necessarily t-transitive in nature unlike distance based similarity measures.
If d is the distance measure between two fuzzy sets A and B on a universe X,
the following similarity measures are presented in respectively:
1. The distance based assessment proposed by Koczy: (A, B) = 11+d(A,B)
2. The distance based assessement proposed by Williams and Steele : S (A, B) =
eαd(A,B) where α is the steepness measure.
3. Family of distance based similarity measures presented by Sanitni : S (A, B) =
1 − dr(A, B), r = 1, 2, · · · ,∞ [21].
4. N-gram method
Definition 3 Let A = (a1, a2, a3, . . . , an) be a sequence, where ai ∈ ∑(i = 1, 2,
3, . . . , k) then (a j+1, a j+2, . . . , a j+n) ∈ ∑n is called a n-gram of the sequence, where
0 ≤ j ≤ k − n : the set of all the n- grams of sequence is called the n-gram set of
sequence, that is G(A, n) = (a j+1, a j+2, . . . , a j+n) | 0 ≤ j ≤ k − n is the n-gram set
of sequence where n ∈ Z+ is the length of the n-gram. It is noted that G(A, n) = φ
if k < n.
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Similarity of two strings s1 and s2 can be determined via the n-gram method
as follows:
sim(s1, s2) =
1
N − n + 1
N−n+1∑
i=1
h(i) (8)
where h(i) = 1 if n-element subsequence beginning from position i in s1 appears
in s2 h(i) = 0 otherwise;
N-n+1 = number of n-element subsequence in s1.
4.1. Generalized n-gram matching for string matching
Generalized n-gram matching was introduced by Niewiadomski. The algo-
rithm matches an answer string to a template string as follows [22] :
sim(s1, s2) = f (n1, n2)
n2∑
i=n1
N−n+1∑
j=1
h(i, j) (9)
where f (n1, n2) = 2(N−n1+1)(N−n2+2)−(N−n2+1)(N−n1) denotes the number of possible
substrings not shorter than n1 and not longer than n2 in s1, h(i, j) = 1 iff an i-
element-long substring of the string s1 starting from j-th position in s1 appears (
at least ) once in s2 (otherwise h(i, j) = 0 ). If all substrings from one argument
of comparison are found in the other, the final similarity degree is evaluated as 1
which is interpreted as the identity of s1 and s2 [22].
N(s1),N(s2) = length of string s1 and s2 ,
N = max(N(s1),N(s2))
4.2. Bigram method
Generalized n-gram matching is normally used to derive bigram where n is
equal to 2, hence the function is as follows:
sim(s1, s2) =
1
N − n + 1
N−n+1∑
i=0
h(i) =
1
N − 2 + 1
N−2+1∑
i=0
h(i) =
1
N − 1
N−1∑
i=0
h(i)
(10)
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4.3. Trigram method
Two string s1 and s2 are determined via the n-gram method as trigram when n
is equal to 3. The function is as follows:
sim(s1, s2) =
1
N − n + 1
N−n+1∑
i=0
h(i) =
1
N − 3 + 1
N−3+1∑
i=0
h(i) =
1
N − 2
N−2∑
i=0
h(i)
(11)
5. New methods
5.1. Oddgram method
Oddgram was inspired by the generalized n-gram matching which takes n(n-
1)/2 substrings for processing before measuring the performance. The oddgram
would take half substrings of generalized n-gram matching for processing the per-
formance which would still reduce the running time. For the method, the matched
strings are denoted as s1, s2 and max(N(s1),N(s2)) = N which is the maximum
length between string s1 and s2. If N is odd then N = dN2 e
sim(s1, s2) =
1
N2
N∑
i=N
N−i+1∑
j=1
h(i, j) else
1
N2 + N
N∑
i=N
N−i+1∑
j=1
h(i, j) (12)
5.2. Sumsquare gram method
Likewise oddgram, sumsquare gram was inspired by the generalized n-gram
matching in which processing time is quadratic for every n-gram in the query
string of line statement. While similarity measures of n-gram are easy to gener-
ate and manage, they do require quadratic time and space complexity and there-
fore ill- suited to both oddgram and sumsquare gram which work in quadratic.
Oddgram and sumsquare gram methods are expected to write their results into
similarity measure (s) between a pair of submissions ( pattern matching and text
matching ). Given pattern matching and text matching i and j, si j will be near
to 1 if both patterns are considered identical and near to 0 if they are very dis-
similar. That is, oddgram and sumsquare grams are normalized to fall within the
interval [0, 1]. Similarly, similarity measure of oddgram and sumsquare gram are
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expected to be symmetric, that is the equality si j = s ji is expected to hold for
every i, j. For the sumsquare gram, the matched strings are denoted as s1, s2 and
max(N(s1),N(s2)) = N which is the maximum length between string s1 and s2.
N = b √Nc
M = times − to − jump = N − 1
P = f irst − jump = N2 − (N − 1)2
simsq(s1, s2) =
6
N(N + 1)(2N + 1)
P∑
i=1
M∑
j=1
h(i, j) (13)
5.3. Set-based trigram method
Set-based trigram was inspired by the theory of set similarity measure in sec-
tion 3.1. The method measures the similarity between two sets of entities in terms
of the number of common trigram. It inceases the weight of string sharing of pat-
tern and text matching by three times. Set-based trigram is asymmetric because it
does not consider (false, false) to be a matched patterns. The method is described
as follows:
set − based trigram : T (X,Y) = 3(trigram(X _ Y))
trigram(X) + trigram(Y) + trigram(X _ Y)
(14)
6. Adaptation of Dice method
Experiment in theory, manual and application with the same data set was con-
ducted using existing methods such as Jaccard, Dice, Overlap and Cosine similar-
ity measures. It was discovered by examples that values of similarity measures of
overlap, cosine and Jaccard are more or less the same in some cases. For example,
cosine is a montonically decreasing function for interval [0o, 1800], so also Jaccard
and overlap and their inclusion in our experiments would be redundant.
In evaluating one term against another term, Dice similarity is chosen because
it is popular and widely used in analogous text of retrieval systems. This measure
takes into account the length of terms. The coefficient value varies between zero
and one. If two terms have no characters in common then the coefficient value is
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zero. On the other hand, if they are identical, the coefficient value will be one [21].
For two string X and Y, the Dice coefficient is measured as
d(X,Y) =
2(n − gram(X _ Y))
(n − gram(X)) + (n − gram(Y)) (15)
7. Word list similarity
A word list is the words that are derived from the same root as a given word.
The similarity methods would rank the words in the word list in either descending
or ascending order of their similarity to the given word. For example, given the
word eloquently, the similarity measures are to retrieve the other related words
such as ineloquently, ineloquent, eloquent, eloquence, etc. Other similar words of
the word list are: president, presidency, presidential, etc, program, programmer,
programming, etc , Samples of these words of word list are calculated manually
with known and proposed methods as shown in example 1 and 2 .
Example 1:
Let s1 = ELOQUENTLY, s2 = INELOQUENT. N(s1 ) =10 and N(s2 ) =10,
max{N(s1),N(s2)} = 10
s2 occurs in the substring of s1 as follows:
9 1-element E, L, O, Q, U, E, N, T = 8
7 2-element EL, LO, OQ, QU, UE, EN, NT, = 7
6 3-element ELO, LOQ, OQU, QUE, UEN, ENT = 6
5 4-element ELOQ, LOQU, OQUE, QUEN, UENT = 5
4 5 -element ELOQU, LOQUE, OQUEN, QUENT = 4
3 6-element ELOQUE, LOQUEN, OQUENT = 3
2 7-element ELOQUEN, LOQUENT = 2
1 8 -element ELOQUENT = 1
1. Generalized n-gram matching
sim(s1, s2) = 2N2+N
N∑
i=1
N−i+1∑
j=1
h(i, j) = 2102+10 × 8+7+6+5+4+3+2+11 = 2∗36110 =
0.65
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2. Dice’s Coefficient = d(X,Y) = 2(n−gram(X_Y))n−gram(X)+(n−gram(Y)) =
2(7)
9+9 =
14
18 = 0.77
3. Bigram = sim(s1, s2) = 1N−n+1
N−n+1∑
i=0
h(i) = 110−1 × 71 = 79 = 0.77
4. Trigram = sim(s1, s2) = 1N−n+1
N−n+1∑
i=0
h(i) = 110−2 × 61 = 68 = 0.75
5. S et − based trigram = sim(s1, s2) = 3∗(trigram(s1_s2)trigram(s1)+trigram(s2)+trigram(s1_s2) =
3∗6
8+8+6 =
18
22 = 0.82
6. Oddgram = If N is odd then N = dN2 e = N = even = d 102 e = 5, sim(s1, s2) =
1
N2+N
N∑
i=N
N−i+1∑
j=1
h(i, j) = 152+5 × 7+5+3+11 = 1630 = 0.53
7. sumsquare gram = N = b √Nc = 3, M = timesto jump = N − 1 = 2, P =
f irst jump = N2 − (N − 1)2 = 32 − 22 = 5, 22 − 12 = 3, simsq(s1, s2) =
6
N(N+1)(2N+1)
P∑
i=1
M∑
j=1
h(i, j) = 63(4)(7) × 8+3+01 = 1114 = 0.78
Example 2:
Let s1 = PROGRAMMER, s2 = PROGRAMMING. N(s1 ) =10 and N(s2 ) =11,
max{N(s1),N(s2)} = 11
s2 occurs in the substring of s1 as follows:
9 1-element P, R, O, G, R, A, M, M, R = 9
7 2-element PR, RO, OG, GR, RA, AM, MM = 7
6 3-element PRO, ROG, OGR GRA, RAM, AMM = 6
5 4-element PROG, ROGR, OGRA, GRAM, RAMM = 5
4 5 -element PROGR, ROGRA, OGRAM, GRAMM = 4
3 6-element PROGRA, ROGRAM, OGRAMM = 3
2 7-element PROOGRAM, ROGRAMM = 2
1 8 -element PROGRAMM = 1
1. Generalized n-gram matching
sim(s1, s2) = 2N2+N
N∑
i=1
N−i+1∑
j=1
h(i, j) = 2112+11 × 9+7+6+5+4+3+2+11 = 2∗37132 =
0.56
2. Dice’s Coefficient = d(X,Y) = 2(n−gram(X_Y))n−gram(X)+(n−gram(Y)) =
2(7)
9+10 =
14
19 = 0.74
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3. Bigram = sim(s1, s2) = 1N−n+1
N−n+1∑
i=0
h(i) = 111−1 × 71 = 710 = 0.70
4. Trigram = sim(s1, s2) = 1N−n+1
N−n+1∑
i=0
h(i) = 111−2 × 61 = 69 = 0.64
5. S et − based trigram = sim(s1, s2) = 3∗(trigram(s1_s2)trigram(s1)+trigram(s2)+trigram(s1_s2) =
3∗6
8+9+6 =
18
23 = 0.78
6. Oddgram = If is odd then N = dN2 e = N = odd = d 112 e = 6, sim(s1, s2) =
1
N2
N∑
i=N
N−i+1∑
j=1
h(i, j) = 162 × 9+6+4+21 = 2136 = 0.58
7. sumsquare gram = N = b √Nc = 3, M = timesto jump = N − 1 = 2, P =
f irst jump = N2 − (N − 1)2 = 32 − 22 = 5, 22 − 12 = 3, simsq(s1, s2) =
6
N(N+1)(2N+1)
P∑
i=1
M∑
j=1
h(i, j) = 63(4)(7) × 9+3+01 = 1214 = 0.85
Looking at these two examples, sumsquare gram and set-based trigram have
the highest values of similarity measures of 0.85 and 0.78 for the strings of ( PRO-
GRAMMER, PROGRAMMING ) and 0.78 and 0.82 for the strings of ( ELO-
QUENTLY, INELOQUENT ).
8. Experiment
Three types of experiment were conducted for the purpose of testing the per-
formance of the new methods as against the existing ones. The first experiment
used words that can be derived fron the group of word list as described in table 1,
while the second experiment was conducted on medical database terminologies.
The last experiment was based on subjective examination in which fair judgment
would be given to students who normally make spelling errors on their answers.
8.1. Experiment one
The new similarity measures of oddgram, sumsquaare gram and set-based tri-
gram together with the existing methods of generalized n-gram, Dice method and
bigram were tested for extracting pattern matching from words that can be derived
from the word list. Five hundred pairs of words from word list were stored in a
file. Sample of the words from word list is illustrated in table 1. This file served as
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Table 1. Sample of words from the word list
s/n word word list
1 program programming, programmable, programmer, . . .
2 eloquent eloquently, ineloquent, ineloquently, eloquency, . . .
3 fertile fertilize, fertility, fertilization, fertilizer, . . .
4 administer administration, administrator, administrative,. . .
5 accounting accountancy, accountant , accountable, . . .
6 question questionable, questioner, questioning,. . .
7 responsible irresponsible, responsibility, responsive,. . .
8 possible impossible, possibility, possibly, . . .
9 protester protestant, protestation, protestantism,. . .
10 inadequate adequacy, adequately, adequate,. . .
11 depreciate appreciation, appreciable, depreciative, . . .
12 expedience expedient, expediently, expediency,. . .
input into the aforementioned methods. These methods were implemented using
JAVA programming language embedded in NetBeans IDE 7.1.2. The experiment
was conducted on HP Laptop with an Intel Pentium 2.10 GHz dual core CPU and
1.00 GB memory, running a 32- bit Windows Vista operating system. The average
and standard derivation were used. The performance to price (ptp) was measured
as (similarity values/running time values). The value of running time has been
converted to milliseconds. Due to the number of the words from the word list, the
total average of similarity measure, processing time and performance to price was
calculated.
8.2. Results
Figure 1, 2 and 3 illustrate the total average similarity, running time and perfor-
mance to price of the six methods using five hundred pairs of words from the word
list. As depicted in figure 1, sumsquare method has the highest value of similarity
measure of ( 0.807), followed by set-based trigram (0.725), dice (0.692), latter by
bigram (0.629), oddgram (0.507) and generalized n-gram (0.482). The total aver-
age of processing time of sumsquare, set-based trigram, dice and bigram is more
or less the same as described in figure 2. Among the six methods, set-based tri-
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gram has the highest value of performance to price, followed by dice, sumsquare,
bigram, oddgram and generalized n-gram as illustrated in figure 3.
Figure 1. Total average of similarity measures for the methods
Figure 2. Total average of time execution of the methods
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Figure 3. Total average of performanxe to price of the methods
8.3. Experiment two
Similarly, another set of data was collected from the web that contains 600
medical terminologies. These medical terminologies such as belatecan, batracylin,
are stored as text database in which they would serve as input to the generalized
n-gram, Dice, bigram, oddgram, sumsquare and set-based trigram methods. For
example, a medical user would enter medical terminology or part of the terminol-
ogy as a query matching pattern and the system would select the best appropriate
term or near to the term that matches the medical user’s requirement. For proper
classification of computed pattern matching that similar to text matching entered
by the users, k-nearest neighbour (k-NN) method is adopted. The k-NN takes as an
input a sparse | C | × | C | similarity matrix S, where each element si j represents
a semantic similarity of terms ci, c j ∈ C. The output is a set of binary relations :
R¯ ∈ C ×C. It is a standard method which links each term ci with the k most similar
neighbour according to the scores provided in S.
In the experiment, the user is allowed to enter the value for the k. For demon-
stration purpose in this case, a medical user enter “tazomib” as text matching and
matching pattern in the database is “bortezomib”. As shown in figure 4, the value
for k is chosen as 0.5 which displays all computed pattern matching above 0.5.
Our sumsquare gram method selected appropriate term with similarity value of
0.54 and set-based trigram with similarity value of 0.56 while Dice method value
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was 0.53. Oddgram selected the medical term with highest similarity value of 0.75
but added some unrelated terms whereas other methods of bigram and generalized
n-gram did not select any term. The result is depicted in figure 4.
8.4. Evaluation of the result
The result generated by the six methods must be evaluated to determine their
usefulness in real life of electronic test in the world wide webs. The evaluation
employed the function of recall, precision and f-measure to determine to what
percentage degree the number of the retrieved and relevant medical terms is pro-
portional closed to the medical users’ requests. Table 2 shows the values of recall,
precision and f-measure methods of the six methods using medical term database.
Let ci, ..., cn denote the retrieved medical terms generated by the six methods.
Let also qi denote the medical terms retrieved by each method
ci(1 <= i < n)
R(qi) will contain the set of retrieved medical terms of qi
Based on this assumption, the methods for precision, recall and f-measure are com-
puted as follows [23]:
precision(qi) =
R(qi) ∩ ci
R(qi)
(16)
recall(qi) =
R(qi) ∩ ci
ci
(17)
f − measure(qi) = 2 × precision(qi) × recall(qi)precision(qi) + recall(qi) (18)
As shown in the table 2, set-based trigram, oddgram and sumsquare methods have
the values of 0.923, 0.850 and 0.901 for the recall method which indicate that the
methods returned most of the relevant medical terms similar to the users’ requests.
This is also for the values of set-based trigram, oddgram and sumsquare for pre-
cision method of 0.944, 0.861 and 0.910 which indicate that the three methods
returned more relevant medical terms than irrelevant medical terms requested by
the users. The values of set-based trigram and sumsquare (0.931, 0.905 ) using f-
measure are very close to one (1.00) compared to other methods of generalized
n-gram and bigram except Dice method which confirmed the harmonic means
of precision and recall values. Thus, set-based trigram and sumsquare methods
demonstrated a great improvement in the effective and efficient retrieval of rele-
vant medical terms from the database.
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Figure 4. Extracted values of the six methods
8.5. Experiment three
Data set of post unified tertiary matriculation examination of those seeking
admission into Nigerian Universities were used. The data set contains 100 ques-
tions (25 questions each) on English Language, Biology, Physics and Chemistry
and 12,055 student answers. The questions would allow the student to fill the right
answer in the space provided. Samples of the questions are as follows:
(1) ————is an instrument to measure relative humidity (hygrometer,higrometer,
hygomometer)
(2) In hot weather, the body of a mammal can be cooled throught ————–
(vasoconstriction,vasocostriction, vasoconstrision)
(3) The disease transmitted to animals by tse-tsefly is ————– (trypanosonic,
tripanosonic, trypanosomic)
(4) The addition of liming material to the soil is aimed of correcting soil ————
(alkalinity, alcalinity, alcalimity)
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Table 2. Values of precision, recall and f-measure methods for the six methods
Methods Gen-n-
gram
Dice bigram set-
trigram
odd-
gram
sumsquare
precision 0.408 0.905 0.453 0.944 0.861 0.910
recall 0.505 0.891 0.761 0.923 0.850 0.901
f-measure 0.451 0.897 0.567 0.931 0.855 0.905
(5) ————- is an acid that forms normal salt only (trioxonitrate, tryoxonitrate,
trioxonstrate)
The italicized words are correct answer while underlined ones are student an-
swers with spelling errors. Randomly sampling of the student answers indicated
that some students made a lot of spelling errors such as ommision of letters, sub-
sitution of letters or transposition of letters. For example, the correct answer of
question one above is hygrometer while some students wrote hydrometer, higrom-
eter, hygomometer, etc. For the purpose of testing the performance of the methods
as illustrated in section 4, the correct answers of the students were filtered out to
obtain 7,501 student answers. This number served as input to similarity measures
of generalized n-gram, Dice, oddgram, bigram, sumsquare and set-based trigram
methods. Figure 5 shows some samples of the similarity values generated by these
methods. Looking at figure 5 , the similarity values of oddgram ranges from 0.50 to
0.67, generalized n-gram from 0.46 to 0.63 while from 0.70 to 0.95 are the ranges
of Dice, bigram, set-based trigram and sumsquare methods.
8.6. Evaluation of the result
The students’ answers that contained spelling errors were given to three experts
for scoring. The average for each expert score of 7,501 students’ answers was
computed. Pearsons correlation coefficient r was used to specify the correlation
between automatic scores from similarity measures and average expert grades.
The coefficient r is given by:
r =
n∑
i=1
(xi − x¯)(yi − y¯)
√
(
n∑
i=1
(xi − x¯)2 ∗
n∑
i=1
(yi − y¯)2)
(19)
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Figure 5. Sample of similarity values generated by the methods
The guide of Evans [24] for absolute of r was employed to describe the strength
of the correlation. These guides are (0.0 - 0.19 ) as very weak, (0.20 - 0.39 ) as
weak, (0.40 - 0.59) as moderate, (0.60 - 0.79) as strong and (0.80 - 1.00) as very
strong. A pearson’s correlation was run to determine the relationship between av-
erage expert score for each student answer and similarity values of generalized
n-gram, Dice, oddgram, sumsquare, bigram and set-based trigram methods. The
results are as follows:
1: correlation value between generalized n-gram and average expert score is equal
to 0.44
2: correlation value between Dice and average expert score is equal to 0.15
3: correlation value between oddgram and average expert score is equal to 0.59
4: correlation value between b-gram and average expert score is equal to 0.17
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5: correlation value between sumsquare gram and average expert score is equal to
0.25
6: correlation value between set-based trigram and average expert score is equal to
0.19
It is of a great interest to know if there is a relationship between average expert
score and similarity measures that were considered. There was a moderate corre-
lation between average expert score for each student answer and similarity value
of oddgram (r = 0.59,N = 7, 501, p < 0.001) as well as generalized n-gram
(r = 0.44,N = 7, 501, p < 0.001). It is possible to use oddgram method to evalu-
ate subjective examination.
9. Conclusion
This paper presented three new similarity measures of oddgram, sumsquare
gram and set-based trigram. Set-based trigram and sumsquare gram returned high
values of similarity and performance to price which could be useful to locate and
retrieve words from word list as a group as well as relevant terms from medical
database terminologies. There appears to be a very moderate positive correlation
between values of oddgram and expert tutor which indicated that oddgram is suit-
able for the evaluation of subjective examination. The similarity values generated
by the oddgram method were not exceptional better than Dice similarity values but
the running times with Dice method are highly encouraging and better than gen-
eralized n-gram matching technique It was also noted that the performance of the
methods was not constrained to the number of text and pattern matching due to the
use of average, standard deviation, f-measure and Pearsons correlation coefficient.
10. Results from the research work
Five new methods were proposed in the research work. They are bi-n-gram,
tri-n-gram, oddgram, sumsquare gram and set-based trigram. Bi-n-gram and tri-n-
gram methods were proposed for the evaluation of electronic test at programming
languages while oddgram method was proposed for the evaluation of electronic
text at subjective examination. Sumsquare and oddgram were proposed for the
retrieval of text matching from medical database, world list and case based reason-
ing.
Bi-n-gram and tri-n-gram methods permit to achieve a very high relatively
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grade results in electronic test at programming language. The number of grade
produced by bi-n-gram and tri-n-gram methods are very close to the number of
grades given by the experts. Set-based trigram and sumsquare gram methods are
very useful in the word lists that are derived from the root of word as a group. The
two methods demonstrated a great improvement in the effective retrieval of the
medical terms from database by returning most of the relevant documents similar
to the users’ requests. The two methods also compute both pattern and match-
ing text with high value of similarity and performance to price with low rate of
processing time which satisfy the justification of the research work of closeness
measurement. The methods recorded low score values of highest false match and
high score values of separation which are much of the most effective in the real
life of electronic test at the case based reasoning.
Oddgram method provided a moderate correlation value with the value of average
expert score for each student answer which would be very useful in evaluation of
electronic test at subjective examination.
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