Abstract. A minimal variance reconstruction scheme is derived using derivatives of the Gaussian as filters. A closed form mixed correlation matrix for reconstructions from multiscale points and their local derivatives up to the second order is presented. With the inverse of this mixed correlation matrix, a reconstruction of the image can be easily calculated. Some interesting results of reconstructions from multiscale critical points are presented. The influence of limited calculation precision is considered, using the condition number of the mixed correlation matrix.
Introduction
There are still many open questions about the deep structure of images, and critical points in particular. One of the questions is how much information is contained in these critical points. Do these points contain sufficient information to compare images [6] , to find substructures? Much research about reconstruction algorithms is done to get a hold on features which contain crucial image information. For example image reconstruction from sign information [12] , reconstruction from zero crossings of a wavelet transform [11, 13] and reconstruction from zero crossings in scale space [4] . Nielsen and Lillholm also look at the image information of different features [10] . In this paper, we look at the information contained in scale space critical points by proposing an algorithm for image reconstruction from multiscale points. It is based on the work of Nielsen and Lillholm [10] . We will also address some problems that occur due to limited machine precision.
• f (x, y): arbitrary high resolution image •f (x, y): approximation of f (x, y) • f |g : scalar product of f (x, y) and g(x, y), f |g = f (x, y)g(x, y) dx dy
Theory
The goal of the proposed algorithm is to make a reconstruction of an image from points in scale space. This reconstructed image should have the same local derivatives up to order N in the reconstruction points and the variance must be minimal. Note that the first constraint ensures that the reconstruction has the same critical points (points where the spatial gradient is zero) if the order N is at least 1 and has the same top points (points where the spatial gradient and Laplacian is zero) if the order N is at least 2. The second constraint makes the image as smooth as possible. The minimal variance reconstruction algorithm is based on [10] . First we derive a general minimal variance scheme. Given a set of filters Ψ i , we have to minimize:
Where f is the original image,f is the reconstructed image and λ i are Lagrange multipliers. The first part satisfies the minimal variance constraint, the second part makes sure that the features are preserved. Using the functional derivative we obtain:
we can determine the unique solution of
which is thef that minimizes the variance if the coefficients λ i are calculated by substitution of (3) in:
Apparently the optimal solution lies in the span of the filters used to extract the linear features of interest. Now consider the Gaussian φ(x, y, t). Derivatives of this function can be defined as:
We can define the basic function: 
L i,ν 1 ...ν k is called the Gaussian blurred derivative of the image with respect to
The indices ν 1 , . . . , ν k are referred to as spatial indices. A spatial index (in two dimensions) can take only two possible values, interchangeably denoted as "x"and "y", or as "1" resp. "2". The label i is sometimes referred to as an enumeration index. An enumeration index can take arbitrarily many values in principle, say i = 1, . . . , N .
Second order case
Let us consider a number of scale space base points (x i , y i , t i ) with i = 1, ..., N in scale space. For every point i, the features L i,ν 1 ...ν k with k = 0, 1, 2 can be calculated. Given this feature space, a second order reconstructionf can be proposed, as follows:
which can be shortened using summation convention for the repeated spatial indices to:f
Which is cf. (3) . As a constraint on the reconstruction, all features in every point i = 1, ..., N of the reconstruction must be the same as those in the original image, thus in case we adopt the full set of second order constraints,
for all i = 1, ..., N and for µ = x, y and ρ = x, y, which is cf. (4) . The features can be written as:
for all i = 1...N and for µ = x, y and ρ = x, y. If (9) is substituted in (10) using (11), the missing coefficients can be calculated from the following linear system of equations:
with µ = x, y, ρ = x, y, ν = x, y and η = x, y, which can be rewritten as:
Mixed correlation matrix
The linear system of equations of (15-17) can be solved using simple linear algebra. To simplify this we define a generalized correlation matrix:
The components of the generalized correlation matrix result in:
With Definition 1, (15-17) can be written in matrix form, using a mixed correlation matrix: 
By solving (18), all necessary coefficients of (8) can be calculated to make the reconstructionf . Note that the full system has 6N equations and 6N unknowns.
If not all features of order 0 ≤ k ≤ 2 are needed, just remove the corresponding row and column in the matrix M, as well as the corresponding entries in the coefficient vector on the l.h.s. and the feature vector on the r.h.s. For example: If only the second order features are used, remove row 1-3 and column 1-3 from M and the first 3N elements of the coefficient vector and feature vector. Extension to higher order is also straight forward.
Note that in case of reconstruction from critical points (spatial gradient zero) L µ i in the feature vector is zero for all i and µ. In case of reconstruction from top points, the second order derivative in the direction where the Hessian degenerates is also zero. We can linearize this such that (9) becomes:
subject to the constraints:
with features:
for all i = 1...N and for µ = x, y and ρ = x, y. Here is ξ i a unit vector based at the singular point that indicates the singular direction (the direction in which the Hessian degenerates). Note that the ξ i vectors have to be calculated in advance for every point i, after which the vectors ξ i can be considered known constants. These vectors can be seen as an extra "feature" of the image at a certain point i. According to [1] the vector ξ i can be calculated using third order derivatives:
3 Experimental results
Random Points
Using (18) we can make a reconstruction from a number of points in scale space. For our first experiment the points are selected with random spatial location according to a uniform distribution and with decreasing probability as scale increases, such that:
with N 0 the number of points for τ = 0 and n the dimension. Here τ is used as the "natural" scale parameter, instead of t, with t = 1 2 e 2τ . Figure 1 shows reconstructions of a part of the famous Lena image (64×64 pixels), using 400 random points at a fixed scale τ = 0.0, with different sets of features. Note the "holes" in the image, especially at reconstructions from points with few features. Figure 2 shows reconstructions of the same image, this time only using L as a feature, again using 400 points, but varying the maximum scale τ max . Here τ max = 3 corresponds with σ ≈ 40 pixels. Note that the difference between the reconstructions with τ max = 3 and τ max = 2 is small. From Fig. 1 and Fig. 2 one can conclude that image information increases if the number of features increases and that if little information is available, higher scales have to be used to get a visually correct reconstruction. Increasing the maximum scale even more does not make the reconstruction visually any better.
Using the previous results, another image is reconstructed. This time, 800 points are used, again with all combinations of features. The maximum scale τ max is chosen in such a way that there are no more "holes" in the reconstructed image. This is done by choosing a τ max and visually check the reconstruction for holes. A high value for τ max will reduce the risk of holes, so this is a reason to choose τ max as high as possible. One reason to choose τ max as low as possible is the fact that for a constant number of points, N 0 is maximal if τ max is minimal, which is important for small details in the image. The optimal τ max will thus be the lowest value with no holes present in the reconstruction. Figure 3 shows the result of reconstructions from random points, where for every feature set, the optimal τ max is visually determined. The original image is one slice of a MR brain scan (128×128 pixels). Note that in the MR image, part of the skull is artificially removed, for 3D visualization (ray-tracing) of the brains under the skull.
It is surprising that there is no clear relation between the optimal τ max and the features used for reconstruction. However, there might be a relation between the amount of information contained in the used features and the optimal τ max . 
Critical Points
The random points of the previous section are usable for a reconstruction, but information can easily be lost, because of missing points in dense areas. According to Nielsen and Lillholm [10] , there are points in scale space which contain more image information than others, for example edge points and blobs. They also examine which features are best suited for different points.
In this section, an experiment 1 is done with reconstructions from multiscale top points as described by Florack et al. [2] . The approach is the same as the reconstructions by Nielsen and Lillholm [10] , but with different points and features. First we define (spatial) critical points and top points: Definition 2. Spatial critical points are points where the spatial gradient is zero. For 2D images these points are maxima, minima or saddles.
Definition 3. Top points are critical points where the Hessian degenerates (det H=0). For generic 2D images, these points are annihilations or creations of saddles with maxima or minima.
where the Hessian of a 2D image f is given by:
Given an image, top points can be found by tracking all maxima, minima and saddles in scale, and finding those points where pairs of saddles annihilate with maxima or minima and points where pairs of saddles and maxima or minima are created. Figure 4 shows a simple example of top points of an image. Note that according to Loog et al. [9] , under certain weak conditions always one critical path from a maximum or minimum will be left at the highest scale. More about critical points and top points can be found in [1] , [3] , [5] and [8] . In our experiment, we use these top points for image reconstruction. Again we use the mrbrain.tif image. Figure 5 shows the original image, with the 3D view of the critical paths and top points. It also shows a reconstruction from all top points, using the full feature set with order k ≤ 2. The number of top points for this image is 211. This seems to be insufficient, at least for the reconstruction order k ≤ 2 actually used. Critical points are tracked in scale from τ = 0.0 to τ = 4.0. As can be seen in Fig. 5 , the reconstruction does not contain much detail and resembles only very coarse the original. This is partly due to the fact that no top points can be found at scales τ ≤ 0.0 (which is equal to t ≤ 1 2 ), because we start tracking at that scale.
A better reconstruction can be made if all critical points at scale τ = 0 are added to the top points. To prevent calculation problems (see also next chapter), points closer than a certain distance D opt are deleted. The number of points increases to 779 if these points are added. In Fig. 6 , the result of the reconstruction with top points combined with critical points at scale τ = 0 is shown. The reconstruction using top points and critical points at scale τ = 0 looks reasonable, but compared to the reconstruction from random points shown in Fig. 3 it is not much better, considering the fact that in the latter case no image information is used to obtain the points. Note that for reconstruction from critical points, features L x and L y are known (gradient zero) and therefore the total amount of information needed for the reconstruction is reduced.
Probably better results can be achieved by using top points at lower scales, or by using more information from the critical paths, e.g. scale space saddles (points on the critical paths where the Laplacian is also zero).
Influence of limited calculation precision on reconstructions
As can be seen in Fig. 1 and Fig. 3 , the visual quality of the reconstruction depends not only on the features used, but also on the interaction between the separate blobs. Therefore, the distance between blobs plays an important role in the quality of the reconstruction. In this section we use equidistant points for the reconstruction to easily measure the influence of the distance between blobs for the reconstruction quality. For measurement of the reconstruction quality the Root Mean Square error is often used. Although it is proven not to be a very good measurement for the visual quality, it is still good enough for our purpose of quantitative reconstruction. The RMS error is given by:
with ij the pixel-wise difference between the reconstruction and original and M and N the dimensions of the image. The RMS error is caused by the lack of completeness of the feature set and by the error made due to the limited precision of the system. Especially the calculation of the inverse of the matrix in (18) can introduce errors due to limited machine precision. In our implementation, we used the Intel Math Kernel Library to calculate the inverse, which has the following properties: 
The amplification factor κ ∞ (A) is called the condition number of matrix A. Note that the norm . is the standard quadratic norm, while A ∞ is as in Def. 4. Rounding errors. If is the machine precision, and c(n) is a modest function of the matrix order n, then
So if the condition number is very large, the error in the inverse due to rounding errors is also very large. In practice, c(n) = O(n). Now let us consider a reconstruction from a number of points at a fixed scale τ , with t = Figure 9 shows the results, and some of the reconstructions. Note the odd result for D = 4.8, where the error is much higher than for D = 4.4, probably due to some special interaction between two pixels, such as very high derivative values in opposite directions, which causes the condition number to explode. More research about this problem is needed. Note that again the optimal D ≈ 0.9σ with σ = √ 2t, except for higher values of σ, where it is closer to D ≈ 0.8σ. The remarkable thing about the RMS graphs in Fig. 7 and Fig. 9 is the asymptotic behavior towards D → 0. This indicates a numerical problem due to increasing mutual dependencies of features. This is in agreement with the fact that if less features are taken into account, for example if only L xx , L xy and L yy or if only L is taken as a feature, the same results are found, but the curves are shifted to the left. Less features at a fixed distance D, means less pixel interaction, so the condition number will be lower. The conclusion is that points too close to each other will give problems due to machine limitations.
Conclusions and discussion
In this paper, a reconstruction algorithm for multiscale points is presented, based on work by Nielsen and Lillholm [10] . Only the minimal variance prior described in [10] is used for simplicity. We introduce an explicit representation up to order 2 using a generalized co-variance matrix. This representation is used to make reconstructions of images using a number of points in scale space, such as random points, equidistant points and scale space top points (in contrast to [10] where feature points are used). The conditioning of the algorithm is analyzed using equidistant points with different features. With this paper, more insight about the reliability of the reconstruction algorithm is gained. Regarding the reconstruction from top points, only a rather ad hoc experiment is done due to time limitation. Our first results show that the top points alone are not sufficient for a high quality second order reconstruction. One possible reason is the fact that the detection of those top points in an image is not yet perfect. At this moment, no top points at scale τ ≤ 0 are found. It also might be that higher order features are needed here. Using also the critical points at scale τ = 0 resulted in much better reconstructions. Maybe the top points themselves do not contain enough information, but possibly the critical paths do. Further research about reconstruction from top points and critical paths must be done to determine the true image information contained in these points.
Reconstruction from equidistant points is useful for testing the possibilities and limitations of the algorithm. Problems due to limited machine precision can be pointed out clearly using equidistant points, which gives us an optimal distance between points. For the reconstruction, a large matrix has to be inverted, which can introduce errors if points are close together. This can be seen in the condition number of the matrix. A pseudo-inverse algorithm can be the solution, which has to be investigated. The experiments regarding equidistant points are only at one scale. Points at different scales, which are close to each other, sometimes lead to a high condition number, but sometimes they do not. The reason why is still an open question, which also has to be investigated.
Nielsen and Lillholm used in [10] an extra constraint to retain total image energy. The effect of this extra constraint must be explored. Nielsen and Lillholm also describe reconstructions using other priors, which should be investigated using top points. The reconstruction as described in this paper uses only features of order k ≤ 2. The effect of using higher order derivatives as features is yet unknown (but it is unlikely that orders higher than 4 are of much influence, since the correlation between Gaussian derivatives of higher orders is high). The possibility to use different orders of features at different scales has to be implemented and examined, at this moment only one set of features for all points can be used. A coarse to fine approach of the reconstruction algorithm should also be explored. If it exists it may solve memory problems as well as ill-conditioning.
