For a particular case of branching random walk with lattice support, namely the Yule process, we prove that the distribution of the centred maximum oscillates around a distribution corresponding to a critical travelling wave in the following sense: there exist continuous functions t → at and x → φmax(x) such that:
Introduction

Main results
We consider two models of growing binary trees: the binary search tree (T n ) n∈N * and the Yule tree process (X t , t ≥ 0). The binary search tree is a Markov chain on the space of binary trees that can be constructed as follows: T 1 is a tree made of a single leaf. To obtain T n+1 we uniformly choose a leaf of T n and attach to it two leaves. For more details and others constructions see e.g. [10, 28] . The Yule tree process is a growing tree which can be seen as a continuous time version of (T n ) n∈N * . Specifically, at time 0 the tree is reduced to a leaf. Each leaf lives for a random time with exponential β distribution independent of the others leaves. When it dies, it is replaced by two children. Moreover, we give a spatial structure to the Yule tree process. Let N t be the set of leaves alive at time t and N t its cardinal, for u ∈ N t , the position X u (t) of u at time t is its generation. For s ≤ t, if v ∈ N s is an ancestor of u ∈ N t then X u (s) = X v (s) by definition. The process with spatial structure, which we will call the Yule-time process as in [8] is then a branching random walk with continuous time and lattice-integer support. Note that N t jumps by increments of 1 and that if we stop a Yule tree process at time τ n = inf{t > 0, N t = n},
we have:
Our goal is to study the asymptotic behaviour of the extremal particles of the Yule-time process and to deduce from it the asymptotic behaviour of the height (i.e. the highest generation of a leaf) and of the saturation level (i.e. the maximal level h such that there are no leaves for all levels up to h ) of the binary search trees. Since Bramson [6] , we know exactly what happens for another spatial branching process: the branching Brownian motion (BBM). If X max (t) is the maximal position of a particle in the BBM and m t is its median then p(t, x) = P (X max (t) ≤ x) solves the Kolmogorov-Petrovskii-Piskunov equation (KPP) [21] and
where φ ∈ C 1 (R) is a critical travelling-wave solution of KPP. By travelling-wave solutions we mean a solution h ∈ C 1 (R × R + ) of the form h(x, t) = F (x − ct) with (F, c) ∈ C 1 (R) × R (c is called the speed of the travelling-wave) and by critical we mean a travelling-wave solution at speed c * = lim t→+∞ X max (t)/t. The travelling-wave solution at the critical speed is unique in the class of monotone bounded functions solutions up to a translation in the argument. Let us now consider the Yule process and define X max (t) and X min (t) to be the maximal and minimal position of it. For (x, t) ∈ R × R + :
Both solve the equation:
Note that equation (5) is the analogue of the KPP equation. One can easily check that φ is a travelling-wave solution of (5) with speed c if and only if it solves the differential equation:
Let us recall an existence and uniqueness result for (6) . First, introduce the speeds of the extremal particles of the Yule-time process:
For θ ∈ R * , let
Then θ + = 0.768... is the largest solution of c θ = 2e θ β and θ − = −1.678... is the smallest. We have c − = c θ − = β × 0.373... and c + = c θ + = β × 4.311...
Theorem (Chauvin, Rouault [8] ). Equation (6) has monotone and bounded travelling-wave solutions at speed c, in C 1 (R) if and only if c ≤ c − or c ≥ c + . Moreover, uniqueness holds for each such c = 0 (up to an additive constant in the argument). For c = 0, the whole set of solutions is:
It is easy to see that we can find more than one monotone bounded solution in the set (9) .
Let us point out that this result is stated in a slightly different form in [8] . Indeed, Chauvin and Rouault proved uniqueness for this equation up to a decreasing change of variables and in the class of Laplace transforms. The key to their proof was an application of Liu [24, 25] . The more recent result from Alsmeyer, Biggins and Meiners [4] gives us the uniqueness among decreasing functions in [0, 1]. We observe that the set of monotone bounded solutions of (6) is in fact the set of monotone solutions in [0, 1]. As far as non-existence of solutions at other speeds is concerned note that we can exactly transpose the proof from Harris [19] for the branching Brownian motion.
Let us now consider the asymptotic distributions of the extremal particles. Aïdekon [2] proved a result similar to [6] for a large class of branching random walk in the non-lattice case. Bramson, Ding and Zeitouni [7] have recently given an alternative proof for the non-lattice case in a slightly less general case. In particular, they assume that the displacements of each offspring of a particle are independent. Furthermore, the authors suggest that their method works in the lattice case. The Yule-time process does not satisfy the assumptions of [7] but the result will be the same. The Yule-time process evolving on a lattice support, the functions h max and h min defined in (4) are continuous in t but piecewise constant in x, which implies that whatever the centring is, the distribution cannot converge. However, we will see in the following theorem that the asymptotic distributions oscillate around the critical travelling-wave.
There exists a travelling-wave solution φ max at speed c + and a solution φ min at speed c − of (5) such that:
and:
To study the maximum of the Yule-time process we change our point of view and we introduce the Yule-generation process defined as follow. Let u ∈ M n , where M n is the set of the particles of the nth generation, we define
It is clear that (T n ) is simply the branching random walk X stopped on successives stopping lines (X = n) and that (T n ) is obtained from X switching time and space. Furthermore, (T n ) itself is a branching random walk with discrete time and continuous spatial position with the following branching mechanism. At time n = 0, a particle is at 0. At time n = 1 the particle dies and gives birth to the point process: ξ = 2δ T where T is distributed as an exponential variable with parameter β. At each time n, the particles of the previous generation die and give birth to particles whose displacements from the parents are given by i.i.d. copies of ξ. This connection was established by Chauvin and Rouault (2005) [8] , which allowed them to prove the existence and uniqueness of travelling-waves.
An advantage of such a change of point of view is that the non-lattice case is better understood and that the results in this framework can be transposed thanks to the relation:
where T min (n) = inf{T u (n), u ∈ M n }. Indeed, the event {T min (n) ≤ t} means that the first apparition time of a particle of generation n is before t, which is equivalent to the fact that the maximal generation of a particle at time t is greater than n. We give below an illustration of this correspondence. The generation of the particle u in red at time t = 4 is 2 and the reaching time of the second generation for u is T u (2). By switching time and generation we can see that the Yule generation process is a branching random walk with discrete time and non-lattice support. The Yule generation process being a non-lattice branching random walk Aidekon's result [2] applies. Therefore, if the number of children of a particle is a random variable N and if the life-time has a distribution G which satisfies the assumptions of Aïdekon's result, Theorem 1.1 holds.
We will now extend Theorem 1.1. For each piecewise continuous function f , we define H f and P f by:
when these functions are well-defined. Note that P f is 1-periodic. Taking, for x ∈ R, f (y) = 1 {y≤x} , Theorem 1.1 can be seen (if we omit the uniformity of the convergence) as a particular case of the following corollary.
In particular, this yields for f = Id that there exists a 1-periodic function P such that:
The analogue corollary for the minimum of the process also holds. The case where f = Id is of particular interest. Indeed, by differentiating u, u(t) := E (X max (t)), we obtain that u ′ (t) = E (F t ), where:
Drmota [16] proved that if we call C n the number of particles on the highest generation in a binary search tree with n leaves, then there exists a 1-periodic function P such that E(C n ) − P (a log n ) converges to 0. Corollary 1.2 is not precise enough to prove a similar result. The following corollary gives us more accuracy on the derivatives of P f and H f .
Corollary 1.3. Let δ be defined as in the previous corollary. Let
In particular, this yields for f = Id that there exists a 1-periodic smooth function P such that:
Whether P in the former corollary is or is not constant is still an open question. We discuss this issue in more detail in the next section.
Knowing the asymptotic distribution of the extremal particles of the Yule tree process, we can obtain the corresponding analogue result for the asymptotic distributions of the height and the saturation level of the binary search tree, by using the connection between the two models. We call ∂M ∞ (θ + ) and ∂M ∞ (θ − ) the limit of the derivative martingales of the binary search tree defined in (65), and for C > 0:
and ψ 
This result can be generalised like Theorem 1.1. If the offspring distribution of a leaf, denoted by N , satisfies E N log 2 N < +∞, then Theorem 1.4 holds.
Discussion
Several approaches have been used in the study of (5). Drmota [14] , proved that there is a unique solution to the delay differential equation:
where α = e β c + , Φ ∈ C 1 (R + , R) and with initial condition Φ(0) = 1. We can check that if
where Φ is a solution of (24), then f is a solution of (6) with c = c + . Moreover he found the following asymptotic for Φ:
with C > 0. Recall that Chauvin and Rouault prove that solutions of (6) are unique (up to a shift). Their method also gives the uniqueness of solutions of (6) for a slightly different class of functions, it allows us to determine the left tail of the travelling-waves φ c with speed c ≥ c + of (5):
Let us now mention some related works to Theorem 1.1. Lifshits in [23] considered the following branching random walk. At time n = 0 a particle is at 0. At each time n ∈ N every particle produces two particles which are translated by 1 from their parents with probability 0 < p < 1 and by −1 with probability 1 − p. He proved that when p > , Lifshits obtain a result analogous to (10) , except that the centring m t is not explicit (it involves the median). In the same way, Drmota [15] , [18] and Chauvin and Drmota [9] , proved Theorem 1.4 with analytical and combinatorial methods, again with an implicit m t . We will see below that an explicit formula for m t provides results like Corollary 1.2. The average and the variance of the height and of the saturation level have been studied by many authors. Robson (1979) [30] found the asymptotic E(H n ) ≍ c + log(n) and in 1995, Devroye and Reed [13] showed that Var(H n ) = O n ((log log n)
2 ). These asymptotics have been improved [11] , [12] , [14] , [27] until Reed [28] and Drmota [15] independently proved that E(H n ) = a log(n) + O n (1) and that Var(H n ) = O n (1). Moreover for n ∈ N, let y n (x) be recursively defined by:
Drmota showed that y n (1) = e n c + + 3 log n 2(c + −1)
+un+on (1) where (u n ) is a bounded sequence such that u n+1 − u n → 0 and that if the better asymptotic
where D ∈ R, is true then there are two 1-periodic continuous functions P 1 and P 2 such that:
Var(H n ) = P 2 (a log(n) ) + o n (1).
Combining Drmota's result on the convergence of the distribution and Theorem 1.4, we get the following corollary. In particular, this implies (30) and (31) which are the analogue results to Corollary 1.2. An interesting and open question is the asymptotic behaviour of the number of particles at the highest position. We will denote C n this quantity for a binary search tree with n nodes and F t for the Yule-time process at time t. By differentiating E (F t ) and applying to it Corollary 1.3 we obtain that: E(F t ) = P (a t ) + o t (1) where P is a 1-periodic function. The fact that y n (1) = e +D+on (1) and the work of Drmota [16] tells us that we have an analogue for E(C n ). Moreover, it is shown in [17] that the oscillations of E(C n ) around c + are at most of order 10 −4 , which may suggest that E(C n ) converges. However it is quite possible to have small oscillations... This question is particularly interesting because it is related to a more general question, namely the convergence of the extremal process to a point process. Independently, Aïdekon, Berestycki, Brunet and Shi [3] and Arguin, Bovier and Kistler [5] have proved the convergence of the extremal process of branching Brownian motion and Madaule [26] of the branching random walk with non-lattice support. The lattice case has not been dealt with and the behaviour of E(F t ) could shed a first light on this case. Finally, the question of the almost sure behaviour of the height and of the saturation level for the binary search tree has been dealt with by Roberts in [29] , where he showed that:
and the analog result for the saturation level. We can derive Robert's result for the maximum and the minimum of the Yule-time process with ease.
2 Proof of Theorem 1.1
We recall that we obtain the branching random tree (T n ) by switching time and space in the process (X t ) (see (12) ). The advantage of such a change of point of view, is that (T n ) is non-lattice and therefore Aidekon's result [2] apply. As (T n ) and (X t ) are fundamentally the same object, this casts light on (X t ) as well and in particular provides the relation (13) . We further recall that the critical travelling-wave at speed c + has the following probabilistic representation:
where K > 0 fixes the choice of the travelling wave, θ + is the unique solution in R + of c θ = c + (see (8) ) and ∂W ∞ (θ) is the limit of the derivative martingale defined by:
(it is a martingale with respect to (F t ), the filtration naturally associated to (X t )). Moreover, we know [10] that the limit ∂W ∞ (θ) is almost surely positive for θ ∈ {θ − , θ + }.
Proof. We want to prove that there exists K > 0 such that:
where a t = c + t − 3 log(t) 2θ + . For n ∈ N and x ∈ R, we define:
It can easily be seen that the branching random walk (T n ) n∈N defined in (12) satisfies the hypothesis of Aïdekon's Theorem which yields the existence of a K > 0 such that:
(the uniformity follows from Dini's Theorem). Thus, our strategy is to use (13) to prove (35) via Aïdekon's convergence result. We start by proving that there exists K > 0 such that for all x ∈ R:
We first rewrite P(X max (t) ≤ ⌊a t + x⌋) by using (13):
A straightforward computation give:
,
is a function that tends to 0 when t goes to infinity. By triangular inequality:
where K is fixed by (37). The first term in the right hand side goes to 0 by uniform convergence of (g n ) to φ K (37) and the second goes to 0 by uniform continuity of φ K (it is a continuous function with limits in ±∞).
We have thus proved that for all x ∈ R:
which is (38) (the travelling-wave being defined up to an additive translation in the argument, we can incorporate 1 +
Since the functions x → P(X max (t) ≤ ⌊a t + x⌋) and x → φ K (⌊a t + x⌋ − a t ) are both increasing and tends to 1 when x goes to +∞ and to 0 when x goes to −∞, for ǫ > 0, there is x 0 > 0 such that there exists t 0 such that for all t > t 0 :
Moreover, since [−x 0 , x 0 ] ∩ Z is finite, we have that:
For fixed t, x → |P(X max (t) ≤ ⌊a t + x⌋) − φ K (⌊a t + x⌋ − a t )| is constant on each interval of the form: [⌊a t ⌋ − a t + k, ⌊a t ⌋ − a t + k + 1[, and then for fixed t
Combining (40), (41) and (42) we obtain:
By the same method, we recover the analogue result for the minimum.
We can now prove Corollaries 1.2 and 1.3.
3 Proof of Corollaries 1.2 and 1.3
Proof. To simplify, we denote φ instead of φ max the critical travelling-wave in Theorem 1.1. First, we need to establish estimates on the tails of the distribution of the maximum to determine a class of functions f sufficiently large for which H f (14) and P f (15) are well defined. Again, we will work with the Yule generation process. More precisely, we rely on a result due to Addario-Berry and Reed [1] which shows that the maximum of a branching random walk with i.i.d. displacements has exponential tails. Since our process does not have independent displacements, we can consider (T ′ n ) defined by:
where τ 2 is defined in (1) . Note that (T ′ n ) is just a translation of (T ′ n ) where we remove one element of each couple of particles. Since the relation (44) clearly implies:
and by using Addario-Berry and Reed's result [1, Theorem 3] we obtain by straightforward computations that there is C > 0 and α > 0 such that for all n ≥ 1 and x ∈ R + :
where t n is defined by (36). Again, using (13) and taking n = ⌊a t ⌋ + k in (46), we obtain that there exist C ′ > 0 and α ′ > 0 such that for all t ≥ 1 and all
Moreover, we precisely know the asymptotics of φ by [8] and (27),
Let δ > 0, such that δ < min θ,
(e δ|x| ) and for k ∈ Z, let h k and p k be defined by:
and
The asymptotics in (47), (48) and the assumptions on f imply that there exists
We see that the sums P f and H f are invariant by translation by an integer. Thus:
The upper bound (51) tell us that H f (t) and P f (a t ) are well-defined and that for ǫ > 0, there exist k 0 ∈ Z − and k 1 ∈ N such that for all t ≥ 1:
Furthermore, Theorem 1.1 ensures that :
Corollary 1.2 is thus proved.
We have yet to deal with Corollary 1.3. For m ∈ N, let f ∈ C m (R) with:
This obviously implies that: t → p k (a t ) and h k belong to C m (R * + ). Let h(x, t) = P (X max (t) ≤ x), for (x, t) ∈ N × R * + and let i ∈ [1, m]. If we differentiate i − 1 times equation (5) we get:
(57) By an immediate induction, there is C i > 0, such that for x large enough and t > 0:
Let K be a compact set of R * + . ⌊a t ⌋ is bounded on K and therefore the hypothesis (56) on f and equation (58) gives us the existence of C ′ i such that we have: h
The series h (i) k then converges uniformly on every compact of R * + for each i ∈ [0, m], which implies that H f ∈ C m (R * + ). With the same approach, we can show that P f ∈ C m (R). To prove the final part of the corollary, we can again cut the sum in three terms and proceed as for the previous corollary. We will simply show by induction that:
The base case i = 0 is Theorem 1.1. If we assume that the result holds for the rank i − 1, we can rewrite (57):
where o t (1) is uniform in x. Differentiating i − 1 times equation (6) and combining the result with (61), we obtain (60).
The end of the proof is identical as for Corollary 1.2.
For the minimum the proof is the same except that one of the asymptotics of φ min (48) is different from those of φ max . Indeed, φ min is decreasing and thus (6) implies that for all x ∈ R, φ min (x) ≤ φ 2 min (x − 1). Consequently, there is 0 < A < 1 such that:
Application to the binary search tree
We now know the asymptotic behaviour of the maximum of the Yule-time process. Thanks to that, and using the connection between the Yule process and the binary search tree, we will be able to prove Theorem 1.4.
Recall that the derivative martingale of the Yule tree (34) is the derivative with respect to θ (up to a change of sign for θ < 0) of the additive martingale defined as:
We know [10] that this martingale converges to an almost surely positive random variable when θ ∈]θ − , θ + [, and in particular that the limit of the martingale is an exponential random variable with parameter 1 when θ = 0. Likewise, for the binary search tree, let L n be the set of leaves of T n and define F BST n = σ({u ∈ T i }, i ≤ n, u ∈ T ) where T is the complete binary tree. For z ∈ R \ − 1 2 N, the process:
where:
is a (F BST n )-martingale introduced by Jabbour [20] , which we will call the additive martingale of the binary search tree. As for the Yule-time process, we can define the derivative martingale of the binary search tree:
We now recall that we can embedded the binary search tree into the Yule tree (2). For n ≥ 2, let τ n be the time inf{t > 0, N t = n} and τ 1 = 0. As mentioned above if we stop the Yule tree process at time τ n , the tree we obtain is a random binary search tree. We call Consequently if H n is the height of a random binary search tree embedded into the Yule process, we have
The following theorem proved by Chauvin and Rouault give us more information on the derivative martingale (65) and on its connection with the Yule process.
Theorem (Chauvin, Rouault [8] 
where the limit of the additive martingale W ∞ (0) has a random exponential 1 law and is independent of ∂M + ∞ and ∂M + ∞ . Drawing our inspiration from Lalley and Selke [22] and with the help of the former theorem, we will prove Theorem 1.4.
Proof. For x ∈ R, recall that {x} := x − ⌊x⌋
Step 1: First, we will show that:
where W s = W s (0). First, by Markov property:
where the X u max are independent of F s and identically distributed. For a fixed s we have by Theorem 1.1 that almost surely:
where
Observe that the argument of φ K can be rewritten as:
where R x,s,t = x − {a t+s + x} and S s,t = 3 log( 
where ∂W ∞,u (θ + ) are independent copies of ∂W ∞ (θ + ) and independent of F s . Moreover we know that: (78) So from equations (72) and (78) we deduce (69).
Step 2: Noticing that log(n) − log(W τn (0)) = τ n , we have by (66):
P(H n ≤ ⌊a log(n) + x⌋) = P(X max (τ n ) ≤ ⌊a log(n) + x⌋) = P(X max (log(n) − log(W τn (0))) ≤ ⌊a log(n) + x⌋).
For every K > 0, ψ K is uniformly continuous and hence for ǫ > 0 there is η > 0 such that for all (x, y) ∈ R such that |x − y| < η,
For η ′ > 0, we may choose s 1 > s 0 (where s 0 is defined in (69)) such that for every s > s 1 :
by the almost sure convergence of W s (0) to a positive random variable. In the same way, there exists n 1 ∈ N such that: log(n 1 ) > t s1 + s 1 and such that for all n ≥ n 1 :
by (80). Similarly, we obtain:
ψ K ′ (⌊a log(n) + x⌋ − a log(n) ) − ǫ ≤ P(H n ≤ ⌊a log(n) + x⌋),
and then for x ∈ R, lim n→+∞ |P(H n ≤ ⌊a log(n) + x⌋) − ψ K ′ (⌊a log(n) + x⌋ − a log(n) )| = 0.
By the same arguments as in the proof of Theorem 1.1, we have in fact that:
|P(H n ≤ ⌊a log(n) + x⌋) − ψ K ′ (⌊a log(n) + x⌋ − a log(n) )| = 0. (86)
