We analyze a Big Data set of geo-tagged tweets for a year (Oct. 2013 -Oct. 2014) to understand the regional linguistic variation in the U.S. Prior work on regional linguistic variations usually took a long time to collect data and focused on either rural or urban areas. Geo-tagged Twitter data offers an unprecedented database with rich linguistic representation of fine spatiotemporal resolution and continuity. From the one-year Twitter corpus, we extract lexical characteristics for twitter users by summarizing the frequencies of a set of lexical alternations that each user has used. We spatially aggregate and smooth each lexical characteristic to derive county-based linguistic variables, from which orthogonal dimensions are extracted using the principal component analysis (PCA). Finally a regionalization method is used to discover hierarchical dialect regions with using the PCA components. The regionalization results reveal interesting linguistic regional variations in the U.S. The discovered regions not only confirm past research findings in the literature but also provide new insights and a more detailed understanding of very recent linguistic patterns in the U.S.
Introduction
Dialects are forms or varieties of language that belong to a specific region or social group (Chambers and Trudgill 1998) . Research in dialectology not only seeks to understand language differences, language innovations and language variations through time and space, but also helps reveal patterns of information diffusion and cultural interpenetration (Di Nunzio 2013) . Most research on dialects relies on surveys and interviews, which may not contain enough information to identify regional linguistic variations objectively due to the small sample size and lack of computational statistical methods (Grieve 2009 ). For example, the recent nationwide linguistic research, described in the Atlas of North American English, only contains 762 surveys (individuals) for 297 urban areas (Labov, Ash, and Boberg 2006) . Grieve (2009) introduced quantitative spatial autocorrelation statistics as well as using corpora of natural language data to dialectology. Grieve et al (2011 ) also analyzed regional linguistic variation in American English based on a 26-million-word corpus of letters to editors and the data from Labov et al (2006) ; however, neither data set captures linguistic variation in rural areas.
In this research, we use geo-tagged Twitter data as an alternative linguistic database, which can offer spatial and temporal continuity, granularity and up-to-date dynamics for linguistic studies. We present a linguistic study using a one-year dataset of geo-tagged tweets in the continental U.S. (48 states and Washington D.C.), from Oct 7, 2013 to Oct 6, 2014, which contains 6.6 million unique Twitter users, 924 million geo-tagged tweets, and 7.8 billion words.
Dialect variations can be examined by differences in lexicon, phonology, grammar, and pragmatics (Wolfram and Schilling-Estes 2005) . However, it is infeasible to attempt to study all linguistic variables that characterize dialects. Therefore, dialect studies often use representative sets of linguistic variables, which may include lexical Geeraerts 2011, Kurath 1949) , phonetic and phonological (O'Cain 1979, Labov, Ash, and Boberg 2005) , and grammatical variation (Atwood 1953) . For this study, we use lexical alternations to examine linguistic variations and use counties in the U.S as the unit for spatial analysis of regional linguistic variations.
In this research, we address two important questions: How do linguistic characteristics vary from place to place based on geo-tagged Twitter data and what are the linguistic regions and sub-regions in the U.S.? Twitter data not only offers spatial-temporal continuity but also allows close examination of a language in its casual expressions. Our data has 7.8 billion words and 6.6 million Twitter users, which is much larger than those being used in previous studies. We try to answer the above two questions based on the regional patterns generated by each single variable, as well as the aggregated regional patterns. Adaptive kernel smoothing is used to estimate unknown values and to reduce noise. A hierarchical regionalization method is used to discover dialect regions with the top PCA components of linguistic variables extracted from tweets. The regionalization results reveal interesting linguistic regional variations in the U.S. and each region can also have sub-regions of local linguistic characteristics.
Background
The traditional way to collect dialect variation was to send out fieldworkers to collect linguistic related transcriptions from selected communities and representative speakers (McDavid et al. 1986 ). One representative survey was conducted by Hans Kurath (1949) who proposed a plan for a Linguistic Atlas of the United States and Canadas, which set the foundation of the project Linguistic Atlas of Middle and South Atlantic States (LAMSAS) (Kretzschmar Jr 1988) . LAMSAS included 1162 interviewed subjects and the data collection period was from 1933 to 1974 (Nerbonne and Kleiweg 2003) . Then Kretzschmar (1993) spent several years making the data in LAMSAS accessible for reanalysis. Another work that has had a profound influence on North America English dialect research is the Atlas of North American English (ANAE) (Labov, Ash, and Boberg 2006) .It indicated that dialect diversity is increasing and several dialect regions display homogeneity across great distances (Labov 2011) . However, the interviewed subjects in both LAMSAS and ANAE are rather few people compared to the population and it took a long time to collect the data. ANAE even does not include rural areas. Grieve (2009) put forward a corpus-based regional dialect survey based on letters to editors and presented a statistical analysis of lexical variations in American English (Grieve, Speelman, and Geeraerts 2011) . Their approach includes three steps: (1) identify significant regional variation patterns with spatial autocorrelation measures; (2) apply factor analysis to identify common dialect patterns; and (3) conduct cluster analysis to identify dialect regions. However, the data set focuses on formal written English.
Previous linguistic studies that use Twitter data have mainly focused on natural language processing and parts-of-speech tagging. Hong et al (2011) conducted a systematic analysis on the cross-language differences in tweets. Petrovic et al (2010) built a Twitter corpus to help researchers work on natural language processing. Gimpel et al (2011) used Twitter data to address the problem of part-of-speech tagging. Recently, more research has begun to use Twitter to study linguistic variations. Goncalves and Sanchez (2014) used two years of Twitter data to study Spanish varieties at a global scale. Eisenstein et al (2014) applied a latent vector autoregressive model on 107 million Twitter messages to study the diffusion of linguistic change over the United States. Criticisms of using Twitter data are mainly based on the uncertainty of its data quality and its socio-demographic representativeness (Crampton et al. 2013) . Longley et al (2015) attempted to profile Twitter users in terms of age, gender, and ethnicity based on user names. They point out that Twitter data may have an over representation of males and young adults. Goodchild (2013) argued that although big data may lack a normal process for quality control and rigorous sampling, big data can still be of high quality with its detailed, timely and original information (Kitchin 2013) .
Traditional dialectology research is generally qualitative. Seguy (1971) was the first to introduce statistical analysis of aggregated regional linguistic variation, an approach to dialectology known as dialectometry, which has been expanded on by various researchers who use multivariate and spatial methods to identify common patterns of regional linguistic variation (Lee and Kretzschmar 1993 , Kretzschmar 1996 , Nerbonne et al 1996 , Nerbonne and Kreztschmar 2003 Heeringa 2004 , Goebl 2006 , Nerbonne, 2006 , 2009 , Wieling and Nerbonne 2011 Grieve, Speelman and Geeraerts, 2011; Szmrecsanyi 2013) . Multivariate analysis usually involves examination of the joint relationship of variables and dimension reduction (James and McCulloch 1990) . Nerbonne (2006) introduced factor analysis to aggregate linguistic analysis. Thill et al (2008) adopted Kohonen's (2001) self-organizing map to analyze the variations of word usage and pronunciation using the LAMSAS dataset. Principal component analysis (PCA) is another popular method used for multivariate analysis, which reduces variable dimensions with fewer measurements while retaining data variability in the original data (Rao 1964) . In spatial analysis, regionalization is the process of constructing homogeneous regions, e.g., climate zones or dialect regions, by optimizing a homogeneity function during the partition of space (Spence 1968 , Goodchild 1979 , Masser and Scheurwater 1980 , Haining, Wise, and Blake 1994 , Handcock and Csillag 2004 , Guo 2008 . Guo (2008) proposed a family of regionalization methods for constrained hierarchical clustering and partitioning (REDCAP) with multivariate information and a homogeneity measure, which has been applied in different domains such as forestry (Kupfer, Gao, and Guo 2012) and health studies (Wang, Guo, and McLafferty 2012) . In this research, we use PCA to extract variables for describing linguistic characteristics and use REDCAP to discover dialect regions with the top PCA components.
Methodology

Tweets and Derived Linguistic Measures
The Twitter data used in this study includes geo-tagged tweets from Oct 7, 2013 to Oct 6, 2014 within the continental U.S. (48 states and Washington D.C.), which had 6.6 million Twitter users, 924 million geo-tagged tweets, and 7.8 billion words. We use lexical alternations to examine linguistic variations. A lexical alternation consists of two or more different words with the same referential meaning, referred to as variants, e.g. "dad / father". The set of 211 lexical alternations that we adopt in this study was first introduced by . The variants (words) of each alternation are generally interchangeable across contexts (i.e., independent of context) so that they can be directly extracted from Twitter messages. For each alternation we find the number of unique Twitter users in a specific county that have used any variant (word) of the alternation. For example, 9256 unique users in Richland County (SC) used the word "dad" or "father" in their tweets during the one-year period. Based on the user-county frequencies, we eliminate 152 infrequently used alternations. The elimination rule has two parts: (1) an alternation is considered present in a county if either variant has at least five users in the county;
and (2) an alternation will be eliminated if it is not present in more than 1000 (out of 3111) counties. The remaining 59 alternations are listed in Table 1 , which we use to define and analyze regional linguistic variations in the U.S. We calculate a variant-preference (VP) value for each alternation and user in each county.
Let A(w, v) be an alternation with two variants w and v, e.g., "w = father, v = dad". If A has more than two variants, the one with the highest overall frequency in the corpus will be designated as w and all other variants is combined as v. Let T (u, c, w) be the total number of tweets sent by user u in county c that contain variant w. Similarly T (u, c, v) is the total number of tweets containing variant v that were sent by user u in county c. Then ( , , ) = ( , , ) / ( ( , , ) + ( , , )), which is a ratio value of range [0, 1]. For example, for the alternation "w = mom, v = mother", if a user tend to use "mom" (15 tweets) more than "mother" (10 tweets), then his/her VP score for this alternation is 15/(15+10) = 0.6. If both T (u, c, w) and T (u, c, v) are zero, then VP (u, c, A) is assigned 0. Since mobility and migration have strong influence on the formation of linguistic characteristics of a place, we use the location of each tweet instead of finding a home county for each Twitter user. If a Twitter user has tweeted in two or more counties, he/she will be treated as a unique user in each county with his/her tweets in that county.
Next a mean-variant-preference (MVP) value is calculated for each county c and alternation A (w, v), which is the average of non-zero variant-preference (VP) values for all users in c. Let U(c, A) be the total number of unique users in a county c who has used alternation A (w, v). Then ( , ) = ∑ ( , , ) / ( , ) , which represents the aggregated preference score of a county for the variants of A. Note that both measures, MVP is a normalized score that
gives each user equal weight, regardless of the number of tweets (involving the alternation) sent by the users. After calculating an MVP value for each county/alternation combination, we have a newly derived dataset, which is a table of 3111 rows (counties) and 59 columns (alternations), with each cell being the MVP value of an alternation in a county.
Selection of Alternations with Spatial Autocorrelation Testing
As the goal is to extract regional linguistic variation based on the usage (choice) of alternation variants, it is necessary to focus primarily on those lexical alternations that exhibit significant spatial autocorrelation. Therefore, for each alternation we calculate a Global Moran's I value and its associated p-value, which are shown in Table 2 . Among the 59 alternations, 38 exhibit highly significant spatial autocorrelation (p-value < 0.001), 8 alternations are in the range of [0.001, 0.05], and the remaining 13 alternations have p-value > 0.05. We use the 38 alternations with p-value < 0.001 for further analysis to detect regional linguistic patterns. We also check the correlation coefficients for all pairs of the 38 alternations, which are all less than 0.9, indicating that there are no alternations that carry duplicate (identical) information. 
Spatial Variation of Alternations
We can map and examine the spatial variation of each alternation based on MVP values.
For example, Figure 2a shows the map for alternation "Mom vs. Mother", where people in red counties tend to use "Mom" while people in blue counties prefer "Mother". However, due to the uneven spatial distribution of Twitter users and the dramatic size difference among counties, the MVP values may not be reliable for small counties that have too few users. Some counties do not have any user for a specific alternation. Furthermore, there are various other sources of linguistic variation that have not been directly controlled (including social, situational, topical and temporal variation), which can obscure underlying regional patterns. To address these problems, spatial smoothing can be applied to reduce spurious data variation, estimate values for counties that have no data available, and ultimately accentuate spatial patterns that are otherwise difficult to discern (Kafadar 1996 , Koylu and Guo 2013 , Borruso and Schoier 2004 , Carlos et al. 2010 .
We perform an adaptive kernel smoothing for each alternation, where the bandwidth d for a county is the minimum number of twitter users of the alternation in its neighborhood. Let Note that, while k varies for different alternations, the neighborhood size in terms of the number of counties involved remains relativly stable with the above bandwidth setting. This leads to smoothing results of similar spatial resolution (detail) and meanwhile adaptive to the spatial distribution of users for a given alternation.
The geographical distribution of the smoothed MVP values of each alternation reveals interesting patterns of regional linguistic characteristics. Figure 2 shows the smoothed patterns (with d = 10k) for four alternations: "bag / sack", "clearly / obviously", "ill / sick", and "dad / father". While the spatial pattern of "dad / father" is similar to that of "mom / mother" (in Figure   1b ), the other three exhibit very different patterns. For example, people in the Northeast region clearly favor "bag" over "sack" while it is much less so in the South. The alternation "clearly / obviously" shows a different divide of the country, where "clearly" is preferred in the East and users in the West uses "obviously" more. The alternation of "ill" and "sick" seems to reveal a general difference between the North and the South.
While the spatial variation of each alternation reveals interesting regional linguistic patterns, a more important and challenging question remains unanswered: What is the overall regional linguistic pattern manifested by ALL alternations (maps) collectively? We need to synthesize the patterns in 38 maps and present a holistic view of the linguistic characteristics at each place (i.e., county in our case) and the regional linguistic structure (dialect regions) of the U.S. Towards this goal, we perform a principal component analysis (PCA) of the 38 linguistic variables (alternations) to extract orthogonal dimensions (Section 3.4) and then use a multivariate regionalization method to detect the natural hierarchy of dialect regions in the U.S.
(Section 3.5). 
Principal Components Analysis
With the 38 county-based alternation MVP variables as input, a PCA is carried out to derive a smaller set of linearly uncorrelated variables (i.e., principal components) that explain that majority of data variance. Table 3 shows the top 15 PCA components. The selection of principal components to represent the original data may follow three different approaches (Bro and Smilde 2014) : (1) choose the top principal components whose eigenvalues are greater than 1;
(2) choose principal components based on a scree test; or (3) choose the top principal components that explain a majority of data variation (Bro and Smilde 2014) . In our study, we adopt the third approach and choose the top 13 principal components together explain more than 85% of the original data variance. Figure 3 shows the spatial distribution patterns of the chosen thirteen principal components. Each component represents a set of alternations, which together exhibit a unique spatial pattern. Different components show uniquely different regional linguistic patterns. For example, Figure 3(a) highlights the north/south distinctions, Figure 3(b) shows the east/west divide; and the map in Figure 3 (c) highlights the coast/central difference. 
Multivariate Mapping
We use the SOMVIS multivariate mapping approach (Kohonen 2001 , Guo et al. 2005 to produce one map that synthesizes all thirteen components (Figure 4) . The approach groups counties into clusters with the thirteen input variables using the self-organizing map clustering method, which also arranges the clusters on a 2D layout (Figure 4 top right) so that similar clusters are nearby each other. Then a 2D color scheme is imposed onto the layout to assign a color to each cluster (i.e., a node in the layout, represented by a circle) and make sure similar clusters have similar colors (Guo et al. 2005) . Since each cluster represents a set of counties, each county is also assigned a color, same as that of its containing cluster. As such, a multivariate map is produced (Figure 4 top left) , where the color of each county indicates its cluster membership and each cluster represents a set of counties of similar linguistic characteristics (defined with the thirteen input variables, i.e., PCA components). The parallel coordinate plot (Figure 4 bottom) shows the "meaning" of each cluster, with by a string of line segments of the same color connecting the value on each vertical axis, which represents a variable (i.e., PCA component in this case).
The multivariate map in Figure 4 represents the holistic patterns manifested by the thirteen PCA components (and hence the 38 lexical alternations). From the map, one can visually understand the spatial variation of linguistic characteristics in the U.S. For example, it is evident that the northeast region (in red) is rather different from the rest of the country. From the parallel coordinate plot, we can tell that the red cluster has a very high value on Component 2 and relatively high on Components 4 and 8. The variable loadings of these components can be looked up in Table 4 (and its complete version that includes all 13 components). 
Discovering Hierarchical Linguistic Regions
While the multivariate map presents the overall regional linguistic patterns, the regional boundary and hierarchical structure is not explicit and their visual interpretation can be subjective. Therefore, we apply the REDCAP regionalization method to explicitly discover and define linguistic regions based on the multivariate data (i.e., the 13 PCA components that represent the 38 lexical alternations). Note that REDCAP is a different method from the SOMVIS (in the previous section), although they work with the same input data. REDCAP is a family of regionalization methods based on contiguity constrained hierarchical clustering, e.g., average-linkage or complete-linkage clustering (Guo 2008) . Here we use the full-order averagelinkage method in REDCAP. Two counties are considered contiguous to each other if they share a segment of boundary. The "distance" or "dissimilarity" between two counties is the Euclidean distance between their multivariate linguistic vectors, each with values for the 13 PCA components. Note that spatial distance is not used in the dissimilarity definition. The method produces a hierarchy of clusters, same as that of a traditional hierarchical clustering method, except that each cluster is a geographically contiguous region with internal homogeneity in terms of the 13 PCA component values. Figure 5 shows the discovered regions at three different hierarchical levels: two regions, nine regions, and the sub-regions within the northeast region. At the top level the country is divided into two primary linguistic regions: the North and the South (Figure 5a ). Interestingly this two-region boundary closely matches the cultural and lexical dialect boundaries (shown in Figure 6 ) resulted from two broad streams of migration during the westward expansion and the cultural division between the North and South in the U.S. (Gastil and Glazer 1975, Carver 1987) .
Given that linguistic variation is a complicated phenomenon whose main processes include settlement history and migration, the matching between our two-region boundary and the cultural geography boundary indicates that (1) the regionalization with the 38 lexical alternations produce highly meaningful results, and (2) migration and settlement history still have great influence on regional linguistic characteristics, even in social media used by the younger segment of the population. Figure 6 . The North-South boundary derived from our study and the cultural geography boundary of the North and South in the literature (Gastil and Glazer 1975, Carver 1987) .
Going further down the hierarchy, more local dialect regions emerge. Figure 5b presents the nine-region result and Figure 7 shows its comparison with Labov et al (2006) 's work, which is a study of the regional dialects of English spoken in the U.S. Their work was based on interviews of 762 people sampled from major urban areas in the U.S. between 1992 and 1999.
Given the relatively small sample size and the focus on urban areas only, their dialect regions only have approximate boundaries. Nevertheless, we can see a strong similarity between our On the other hand, the difference between our results and that of Labov et al (2006) may be attributed to the several factors. First, our data set is much larger and covers all counties in United States, including both urban and rural areas, which may lead to more detailed and hopefully more reliable results. Second, the two studies use different sets of linguistic variables:
we use lexical alternations while Labov et al. (2006) used phonetic characteristics. Third, Labov and colleagues derive the dialect regions with a manual approach (which may be affected by prior assumptions) while our regionalization is based on a more objective computational approach. This is likely why our results are more similar to Grieve et al (2013) We can further divide regions into sub-regions along the hierarchy by our result. For example, within the Northeast region we can derive four sub-linguistic regions (Figure 5c ), including two small but distinct dialect regions: the New York City metropolitan area and the Delamarvia region, both of which agree well with the literature (Labov, Ash, and Boberg 2006, Kurath 1949) . It is commonly accepted that there is a New York City dialect and the finding of the New York City dialect region indicates to certain degree that our results are convincing. To help readers understand the regional hierarchy better, Figure 8 presents the maps for 3 -8 regions, which form the hierarchy between the 2-region level and the 9-region level in Figure 5 . 
Discussion and Conclusion
There are several issues worthy of further discussion and investigation. First, as is inherent in most big data, the quality of Twitter data needs to be examined. Other than the potential demographic representation bias in Twitter data, one important issue is to deal with abbreviations and spelling-mistakes in such casual and short messages. However, our study focuses upon a set of commonly used and simple words (lexical alternations), for which we believe misspelling and abbreviation are not major concerns. Second, geo-tagged tweets only represent a small portion (2-3%) of all tweets-if more location information can be extracted through text-mining (Xu, Wong, and Yang 2013) , it would lead to even larger data sets and possibly more reliable outcomes. Third, twitter data contains spam messages, including non-personal and organizationinitiated messages such as weather alerts, news feeds, etc. Guo and Chao (2014) find that 2-3% of Twitter users are spam users that send geo-tagged tweets and these users often send more tweets than regular human users. Ideally spam messages should be excluded but since we create a MVP score for each user in each county, its effect should be lessened.
The smoothing bandwidth is chosen through a visual comparison of different smoothing bandwidths to avoid under-smoothing and over-smoothing. It should be interesting to design a more objective selection procedure to help select an "optimal" bandwidth automatically. We select thirteen principal components that explain more than 85% of total data variance, with the assumption that there is a certain level of noise variance that should not be included. It is unknown, however, how much of the total variance is noise.
Linguistic variation is a gradual and fuzzy process. It may not be surprising to have different results based on different criterion, methodology and data sources. It can also be interesting to further examine the difference between linguistic regions defined with lexical information and those with acoustic information. In this paper we have shown that the lexical regions we produced match rather well with the phonetic regions in previous studies. Regarding lexical information, our choice of lexical alternations is based on the most recent research in linguistic studies. In future more alternations or better choices may emerge. An even more challenging but also interesting direction would be to extract and select lexical alternations automatically from the Twitter data.
To summarize, this study derives linguistic variation (dialect) regions based on lexical alternations with one year of Twitter data. Principal component analysis and regionalization methods are used to automatically discover hierarchical dialect regions, which reveal interesting and up-to-date regional variation patterns of linguistic characteristics. Compared to prior studies, our results show both convincing similarity and difference. While the difference may need further validation, the advantages of our approach and results are clear. First, geo-tagged tweets provide unprecedented rich information for linguistic analysis which has spatial and temporal continuity, a large sample size, and is very recent. This is quite different from traditional linguistic studies that often take years to collect a small sample. Second, with automatic computational methodologies, more objective outcomes can be achieved in an efficient way.
With both advantages, it becomes possible to examine the dynamics of linguistic characteristics and their spread at finer spatial-temporal resolutions.
To the best of our knowledge, this paper is among the very few papers that use social media data to study nation-wide linguistic variations. Although Twitter data is sometimes criticized due to its bias and uncertainty, and its demographic representatiion of the language community (Eisenstein 2014), the regionalization results indicate that it makes sense to use
Twitter data in linguistic studies. The spatially and temporally continuous attributes of Twitter data could not only reflect regional linguistic characteristics, but also could contribute greatly to the study of other types of spatial-temporal variation in linguistics. The geo-tagged tweets also represent an opportunity for cultural geographers to get involved in research using big data.
Such studies could reinvigorate cultural geography by examining how present-day spatial patterns may reflect deep historical processes (see, for example, Cheshire and Longley's study of surnames (2012).
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