Abstract
Figure 1: Scatter plot of daily returns of US small caps vs. UK small caps. The left figure shows the actual data, the right figure the data with margins transformed to standard normal distribution, to demonstrate that the asymmetry is not caused by the marginal distributions.
Definitions and main results

1
The name copula was first used in Sklar (1959) to describe "a function that links a multidimensional 2 distribution to its one-dimensional margins". The mathematical formulation comes from Sklar (1996) 3 and Nelsen (1998).
4
An n-dimensional copula is the joint cummulative distribution function (CDF) of any n-dimensional theorem states that for any n-dimensional CDF F with marginal distribution functions F 1 , . . . , F n , there 7 exist a copula C such that 8 F(x 1 , . . . , x n ) = C F 1 (x 1 ), . . . , F n (x n ) .
9
Moreover, if all the marginal CDFs F i are continuous, then C is unique. For the proof, see Sklar 10 (1996).
11
An immediate consequence of the theorem is that, for every u u u = (u 1 , . . . , u n ) ∈ [0, 1] n ,
12
C(u 1 , . . . , u n ) = F F −1 1 (u 1 ), . . . , F −1 n (u n ) , 13 where F
−1 i
is the generalised inverse of F i .
14 An important property of the copula is that it does not change under strictly increasing transforma-
15
tions of the margins. This allows us to transform margins from one continuous distribution to another, 16 without changing the copula: if the marginX i has a CDF F i , then G This also means that any statistical property that depends only on the copula is invariant to strictly transformations.
22
For the simplest example of a copula, consider two independent random variablesX 1 andX 2 with
23
F(x 1 , x 2 ) = F 1 (x 1 )F 2 (x 2 ). The associated copula is C(u 1 , u 2 ) = u 1 u 2 , i.e. the CDF of two independent 24 standard uniform random variables.
25
Another example is the Gaussian copula, i.e. the copula of an n-variate standard normal distribu-26 tion with correlation matrix Σ:
27
C Σ (u 1 , . . . , u n ) = Φ Σ Φ −1 (u 1 ), . . . , Φ −1 (u n ) ,
28
where Φ Σ is the joint CDF of the multivariate normal distribution.
29
For more information about copulas, see for example Clemen and Reilly (1999), Nelsen (1998) ,
30
Sklar (1959, 1996) . In addition, substantial information can be found in the help file of Matlab R 7, in 31 the section "Simulating Dependent Random Variables Using Copulas".
32
1.2 Advantages of using copulas for scenario generation
33
Since the copula is obtained from the joint CDF by transforming the margins to the standard uniform 34 distribution, it can be seen as the joint distribution stripped of all the information about the margins.
35
What is left is information about the multivariate structure-none of this information is lost by trans-36 forming the margins.
37
Copulas therefore allow us to de-couple the margins from the overall multivariate structure, and 
is strictly positive. Upper-tail dependence is defined analogously. The normal distribution is tail-
13
independent as long as the correlation is stricly smaller than one. This means that the extreme events 14 are always independent, so we won't get really extreme scenarios where everything goes awry. 
19
Introducing asymmetry
20
Instead of the standard t copula, we can use a copula from one of the skew-t distributions. These
21
distributions allow for several types of asymmetric dependencies, the most important of which is the 22 possibility of having higher correlation on the down-turn than on the up-turn-an effect observed, for 23 instance, in some financial data. there is still some dependence structure to be captured. As an example, see Figure 2 , where the two 5 principle components are clearly not independent, despite having zero correlations. Yet, as long as 6 we use correlations as the only description of the multivariate structure, we are not able to make the 7 distinction between uncorrelated and independent random variables and therefore can not model the 8 structure properly. It is therefore easy to forget the distinction between uncorrelatted an independent. So much so,
10
that it is possible to find papers that either claim that principal components are independent-see, for Figure 2: Bi-variate distribution with marginsx 1 =ξ 1 ,x 2 =ξ 1ξ2 , withξ 1 ,ξ 2 ∼ N(0, 1), independent. The left figure shows a sample from the random vectorx x x = (x 1 ,x 2 ), the right figure its principal components, scaled to variance equal to one. The principal components were computed from a sample of 25,000 points, but the plots show only the first 1000 points for better readability.
Copulas, on the other hand, are capable of capturing the structure properly, allowing thus the use 16 of principal components also for non-normal distributions. It is also possible that the distributions 17 of principal components have qualitatively different structures than those of the underlying random 18 variables, something that could be taken care of by the copula-based approach. This is, however, out
19
of the scope of this paper and is left for future research. 
Stability and Optimality gap 21
The ultimate test of the quality of a scenario tree will be how well it fits the corresponding stochastic program. It is not the purpose of this paper to discuss that issue, but we would like to point out that hence using the optimization problem as a metric. In the latter case, the performance of the scenario- In this section, we present the algorithm for scenario-generation, i.e. for generating a discrete multi-4 variate sample satisfying given properties/characteristics. In particular, we focus on the case when 5 the distribution is given in the form of historical data-but the algorithm can be, possibly with some 6 adjustments, used in other cases as well. Assume that we start with historical data set D ∈ R n,n D , where n is the number of random variables 9 and n D is the length of the data set. We want to "replicate" D by n S scenarios. i.e. by a discrete 10 n-dimensional random vectorX X X with n S outcomes per variables. Typically, n S < n D or even n S n D .
11
The algorithm/framework is then as follows:
Transform the data set D to a new set C with standard uniform margins by
where F i is an estimate of the (univariate) distribution function of the i-th random variable. In 
where rank(x s , x x x) is the rank (order) of value x s in a vector x x x, with
20
In other words, C = (c i j ) is a copula corresponding to the data set D. We will refer to it as the 21 "historical copula".
22
2. Based on the historical copula C, create the copula for the scenarios, i.e. a sample U U U from an 23 n-variate discrete random vectorŨ U U with standard uniform margins and structure close to the 24 one of C. This can be done in several different ways, details will be discussed in Section 3:
25
• Sampling from the historical copula C.
26
• Using some parametric family of copulas, with parameters estimated from the historical 27 copula.
28
• Creating the structure by coupling of the ranks. 3. Once we have the "scenario copula" U U U, we have to transform the margins from the uniform to 30 the desired distribution. The options are:
31
• Using the empirical CDF from the historical data.
32
• Using some parametric family of distributions, with parameters estimated from the histor- For example, if we sample the copula from historical data and then transform the margins to the 10 distributions equal to (or close to) the historical ones, the difference can be expected to be small-in 11 fact, it will converge to zero as the sample size increases (provided we have enough data).
12
On the other hand, if we obtain the copula from one multivariate distribution (like t-distribution) 13 and then transform the margins to another distribution (like normal), there will always be a difference 14 in the correlations of the starting distribution and the final scenarios. The size of the difference will 15 depend on the difference (in shape) between the initial and the final marginal distributions.
16
If we need exact correlations, we can use the moment-matching algorithm from Høyland et al. depend on the size of the errors to be corrected, small corrections should not change the structure 21 noticeably.
22
Fixing margins of the copula sample
23
If we use sampling to get the copula for the scenarios in Step 2 of the algorithm, we face the usual 24 pitfalls of the sampling approach: even if the procedure is unbiased in the limit, for small n S it can be 25 very unstable. Fortunately, in the case of copulas the margins follow the standard uniform distribution 26 and can be adjusted accordingly.
27
In our case, we have stretched each margin so that the points fell into the centers of subintervals 28 of length 1 / n S :
Since the stretching constitutes a monotonous transformation of the margins, it does not change the 31 copula.
32
A word of caution: while fixing the margins improves the stability, it also causes the margins to 33 have the same values in all scenario trees (assuming the transformation in Step 3 is deterministic). The 34 only difference is how the margins are connected to form the multivariate distribution-the copula. If we use a cubic transformation to transform the margins to a distribution with specified first four 2 moments, it is important to realise that the cubic transformation is not necessarily strictly increasing, 3 so it can change the copula. In addition, the transformation may not even be possible in one step, 4 since the 'distance' of the target distribution from the uniform distribution may be too big.
5
To minimise this danger, we should first transform the margins to a distribution that is closer to 6 the target, using an (increasing) inverse CDF that does not change the copula. As a result, the cubic 7 transformation will be closer to identity, decreasing the possible distortion of the copula. Already 8 transforming from uniform to normal will help for most of the common distributions, but we could do 9 even better with some four-parameter distributions like skew-t, non-central t, or Pearson Type IV-see 10 Section 1.2 for a list of related papers.
11
Relation to the moment-matching algorithm by Høyland et al.
12
If we require control of moments and correlations, we can use the scenarios obtained by the copula- Compared to using the moment-matching algorithm only, using the copula-based approach to get give better results.
24
• Just as the matrix transformation distorts the margins, the cubic transformation distorts the In this section, we present the methods used for the generation of the scenario copula, i.e. the scenario 34 distribution with uniform margins. For each method, we discuss where it could be used and present a 35 numerical example. 
Sampling
37
The easiest option is to sample the values ofŨ U U from the historical copula C. It is also the only method 38 that guaratees the correct distribution in the limit (in this case, as n S approaches n D ). Note that we 39 sample only the copula (the multivariate structure), as the marginal distributions are fixed later in 1
Step 3 of the algorithm. This is a major difference from the standard sampling method, where we do 2 not have any control over the marginal distributions (except, perhaps, for simple corrections of means 3 and variances). Another option is using some standard copula: copulas, just like distributions, have many parametric 6 families with specialized methods for generation. Once we have decided for a particular copula, we 7 have to estimate its parameters from the historical copula C and then use an appropriate method to 8 create a sample from the copula. The best source of information on copula families is probably Nelsen 
10
In addition to the copula families, it is possible to use copulas from some standard distribution 11 like normal or t, or the skewed versions of t distributions mentioned in Section 1.2. In this case, we 12 generate a sample from the given distribution and then transform it to a copula in the same way as we 13 did with the data in Step 1 of the algorithm in Section 2.
14 Note that the transformation to copula removes all information of the marginal distributions, so 15 only the copula (structure) of the chosen distribution remains. This means, for example, that we do 16 not have to estimate the scale parameters, as they do not influence the copula. In other words, the 17 normal copula depends only on the correlations, the t copula in addition on the degrees of freedom, Figure 3: Skewed-t distribution and copula, using a skewed-t variant from Azzalini and Capitanio (2003) with 5 degrees of freedom and skewness parameters (−0.5, −0.9). The first two rows show the two-dimensional scatter plots and marginal densities, respectively. The third row shows a distribution obtained by combining the skewed-t margins with a standard normal copula. In other words, the marginal distribution in the second row correspond both to the first and the third row. Note that the bottom-right figure is a standard normal distribution. The reason there seems to be only one line in the second and third figure in the second row is that in those cases both margins have the same distributions, U(0, 1) and N(0, 1), respectively.
The CVaR model has been chosen because it can be expected to react to differences in the shape We have tested several version of the copula-based approach, as well as sampling and the moment- All the copula-based approaches used sampling in Step 2 of the algorithm presented in Section 2,
and differed in the implementation of the transformation of the margins in Step 3 of the algorithm:
11 one option was to transform the margins using the inverse of the empirical CDFs from the data. 2 1 Alternatively, we can transform margins to some standard distribution with known CDF (in our case 2 normal) and then use a post-process (in our case moment-matching) to get the correct margins. In 3 addition, we tested using the fixed margins, as described in Section 2.2.
4
This gives the following scenario-generation methods: histCopNorm Sample from copula and transform margins to N(0, 1).
9
histCopFixNorm The same, using fixed margins of the copula.
10
histCopICdf Sample from copula and transform margins using the inverse of the historical CDF.
11
histCopFixICdf The same, using fixed margins of the copula.
12
Note however that 'histCopICdf' is the same as 'histRet': first we get the sample from the his-
13
torical returns and apply the empirical CDF to transform it to copula. Then we apply the inverse of 14 the empirical CDF to get the correct distribution of margins, leaving us with the original sample. This 15 method will therefore not be considered in the tests. Note also that 'histCopFixICdf' is different, as 16 we change the copula sample before using the inverse CDF.
17
An obvious choice of a post-process is to adjust the margins to correct their means and variances- moments Use the moment-matching method to correct the first four moments of the margins.
24
mon+cor Correct the correlation matrix, in addition to the moments. For the main data set, we have tested stability with two different CVaR constraints, one close to the 2 minimum-risk value, and one more risky. For the MSCI data only one CVaR value was tested. Three 3 different sizes of scenario trees were used in each case: 50, 250, and 1000 scenarios.
4
In each case, one hundred scenario trees were generated, the model solved on them, and the 5 solution evaluated on the reference tree consisting of the whole data set. We could thus perform both 6 the in-and out-of-sample tests as described in , as well as checking the bias 7 introduced by the scenarios.
8
The CVaR model was written in the GNU MathProg language and solved by glpsol, both parts 
The main result
12
Out of the thirteen tested methods, the one that performed consistently best in terms of both stability • Matching the moments and correlations of the historical returns without any direct use of the 1 data leads to one of the most stable methods, but can introduce a bias to the results. This is due 2 to the fact that starting without any particular structure basically implies the elliptical structure 3 of the normal distribution. When the data has significantly different structure, this approach 4 leads to a bias in the results.
5
In the last row of plots in Fig. 4 , we can see that the moment-matching for 1000 scenarios led 6 to smaller risk than required. However, in the case of CVaR constraint at -0.25 (instead of -0.2), 7 the moment-matching resulted in portfolio with a higher-than-required risk. This illustrates that 8 the bias caused by moment-matching is unpredictable, including the sign of the bias.
9
• Fixing the margins of the copulas to a fixed discretization improved the stability in most of the 10 tests (and did not make it worse in the rest). As it did not introduce/increase the bias of the 11 results as well, we conclude that the fixing of margins is a useful technique.
12
• Transforming the margins via the normal distribution (methods histCopNorm and histCop-1 not surprising as this method relies only on the four moments to set the margins, discarding thus 2 the additional information from the empirical CDF. In addition, the cubic transformation is not 3 guaranteed to be monotonous, so it can distort the copula, see Section 1.1.
4
• As expected, controlling the first four moments and correlations provides more stable results
5
than controlling only the moments, which in turn is more stable than controlling only means 6 and variances. 6 7
Conclusions
8
In this article we have shown how to separate marginal distributions from the multivariate structure-9 the copula-when generating scenarios. This way we can combine different approaches which, sep-10 arately, may be good for only one of these factors. We show that in some situations the combined 11 approach retains both margins and copula, while in others we end up with approximations. By this 12 separation of margins and copula it is for example possible to sample from the underlying distribution 13 to obtain an approximation of the structure, while not having to rely on the same sample for margins.
14
The margins can then be set up with other methods that are better suited to handle them, but which 15 are possibly even unable to handle multivariate structure. Our example from portfolio management 16 indicates that such an approach is indeed a good idea. 
