ABSTRACT For large-scale medical images, automatic pulmonary vessel segmentation is a fundamental and essential research for various pulmonary disease diagnoses. Most existing approaches have made much progress in vessel segmentation, but the accuracy still remains unsatisfactory due to the absence of discriminative features extracted from the images. To address this problem, we propose novel stagewise convolutional networks followed by an orientation-based region growing method. The stage-wise convolutional networks aim to learn discriminative features of pulmonary vessels automatically in a stageby-stage manner, where stage I is the lung segmentation module and stage II is the main vessel segmentation module. In stage I, the lung segmentation module extracts pulmonary regions based on the convolutional neural networks to preprocess computed tomography (CT) scans and provides a good initial value for subsequent work. In stage II, the main vessel segmentation module exploits refined fully convolutional networks to hierarchically learn rich representations for pulmonary vessels, which enables accurate vessel segmentation. In addition, we further propose an optimization module that refines the results from the previous module based on the orientation of vessels in 3D space. Extensive experiments demonstrate that the proposed method has achieved the best performance in pulmonary vessel segmentation compared with the state of the arts.
I. INTRODUCTION
Automatic pulmonary vessel segmentation on large scale medical images has much significance, as it facilitates accurate pulmonary vascular disease diagnosis. For the large amount of medical images, manual segmentation is an extreme time consuming and tedious task, therefore there is a crucial need for automated vessel segmentation to process large scale computed tomography (CT) scans. However, the major challenge in automated vessel segmentation is that pulmonary vessels are indiscriminative due to the complicated variance of pulmonary vessels and non-pulmonary elements exist such as lots of noise, low contrast, and blurry boundary.
To address these issues, various methods have been extensively studied in recent years which can be mainly categorized into three groups including region-based, border-based and statistical-based methods. Region-based methods aim to discriminate pulmonary vessels from non-vascular elements and noise based on pixel values such as [3] and [4] , both of which substantially depend on the selection of thresholding value or seed points. The threshold technique has rapidly been an alternative mainstream in a short time due to its simplicity, including pulmonary vessel segmentation task. However, the minor gray scale makes it hard to determine a proper threshold value that is able to distinguish pulmonary vessels from other elements. Therefore, region-based approaches are not optimal as they are limited to one pixel value and neglect the local and global context of medical images.
Border-based methods are another strand of research on vessel segmentation, which mainly consist of model assumption, edge detection, and image enhancement. These approaches exploit local connectivity of pixel values to extract the basic vascular contours. One of the widely used approaches is geometric deformation model. Due to its superiority to handle the topological structure changes, it has shown an unparalleled advantage in the automatic complex vessels segmentation [1] . However, it is not suitable for online segmentation as it involves a large amount of computation.
Statistical-based methods have been proposed in recent years [2] , [8] , [13] . They focus on finding the efficient combinations of features and classifiers, where the features are hand-crafted. These hand-crafted features are more like rules of thumb which require prior expert knowledge about vessel characteristics such as intensity, curvature, tubularity, centerline and smoothness. Despite that statistical-based approaches can learn rich features with local and global contextual information, they still lack enough discriminative ability to deal with the large inter-patient shape variations, which is hard to achieve satisfactory segmentation performance. However, shape variations of the pulmonary vessels among patients still remains challenging for vessel segmentation. Existing methods almost extract hand-crafted features based on prior expert knowledge, which are not able to make up these inter-patient shape variations and thus lead to unsatisfactory segmentation results. To address this problem, we propose a novel stage-wise pulmonary vessel segmentation framework based on deep neural networks to automatically learn discriminative features for segmenting vessels accurately. As shown in Fig. 1 . We can segment more accurate vessels compared to ITE-threshold [4] . Considering that external interference has a negative effect on pulmonary vessel segmentation, we first segment the pulmonary regions to eliminate the influence of distraction, and then segment the pulmonary vessels in relatively clean region. Therefore, our proposed approach segments the pulmonary vessels in a stage-by-stage manner from coarse to fine. In stage I, we employ convolutional neural networks to extract pulmonary regions, and in stage II hierarchically learn discriminative pulmonary vessel features based on convolutional neural networks. Compared with region-based approach, our framework not only considers pixel values but also learns the local and global context. Compared with the statistical-based approach, our approach enables the entire model to learn rich discriminative features automatically.
In addition, the pulmonary vessel segmentation results in 2D and 3D are mutually related. On the one hand, accurate segmentation in 2D space enables smoothness in 3D space. On the other hand, smoothness in 3D space provides substantial evidence for 2D vessel segmentation. However, to the best of our knowledge, most existing approaches mainly focus on improving vessel segmentation performance in 2D or 3D space separately, while neglecting the correlation between these two dimensions. Therefore, we also propose a novel region growing method based on the orientation of pulmonary vessels to further improve the correctness and smoothness of vessel segmentation. We start from the main trunk vessels, and perform region growing method based on orientation of vessels in upper and lower layers, removing redundant blocks of noise and fractured vessels. The contributions of our paper can be summarized as follows:
• We propose novel stage-wise convolutional networks to learn more discriminative features for accurately pulmonary vessel segmentation.
• We propose a novel orientation-based region growing algorithm, which enables correctness and smoothness of vessel segmentation since it removes more redundant noise and fractured vessels.
II. RELATED WORK A. REGION-BASED METHODS
Region-based methods directly identify the segmentation objects or background based on the region of images, which mainly include threshold method and region growing method. Threshold method aims to convert original images of different gray scale into binary images through thresholding. Voxels higher than the threshold value are considered as vessels, otherwise non-vessels. Therefore, the thresholding operation plays a crucial role in vessel segmentation. Masutani et al. [3] propose an anatomy-oriented approach through combining the setting of multi-threshold with connectivity analysis. Our optimization approach in 3D space is similar to this work, but we essentially utilize the vascular growing direction. A fuzzy segmentation concept proposed by Kaftan et al. [6] is based on threshold to segment pulmonary vessels. Different from [6] , we present a pulmonary vessel segmentation method in non-contrast enhanced CT images, which seems to be a more tough problem. Region growing algorithm is another mainstream methods in region-based segmentation, which is presented by Adams and Bischof [7] that allows the similar pixels being assembled to generate individual regions. Given this, one can easily extract connected area from complex shapes, but it largely depends on the initial seed selection. Orkisz et al. [4] present a variational region growing method where the eigenvalues of Hessian matrix are adopted for vascular trees segmentation. We further propose an orientation-based region growing method in our optimization module to exclude noise and fractured vessels for refining the results produced by stage-wise convolutional networks. 
B. BORDER-BASED METHODS
Among the border-based methods, recent works mainly focus on two directions, the model-based and the image enhancement approach. Model-based segmentation involves matching a model, where the vascular shape is assumed first. One of the common used models is the active contour model with a curve or surface predefined in the image area. The geometric deformation model is based on the theory of level set and curve evolution. It can deal with the changes of the topological structure adaptively. The level set of the highdimensional scalar function is used to express the curve or surface in an implicit form. Zhu et al. [1] model the curve of segmentation based on geometry of vascular. It achieves the better performance but is time consuming, which is inappropriate for online segmentation.
Image enhancement is one of the vessel segmentation approaches that mainly based on multi-scale theory. Each image is convolved with a series of Gaussian filtering templates at different scales, and then the Hessian matrix eigenvalues of each pixel are analyzed to determine whether the pixel belongs to the vessels or a background. Enhanced images can be easily extracted as segmented results. Zhou et al. [12] enhance all vascular structures based on the analysis of eigenvalues of Hessian matrix and then apply EM estimation method to extract high response voxels at each scale, and last the vessel tree is reconstructed by integrating the segmented vessels at all scales with connected component analysis.
C. STATISTIC-BASED METHODS
Statistic-based methods employ diverse feature extraction approaches to obtain the feature representations and exploit diverse classifiers to identify the category of each pixel for generating the binary masks eventually. Zhao et al. [8] segment pulmonary vessels using random forest classifier with sparse auto-encoder based features. Ochs et al. [2] employ Hessian features and Adaboost classifier to proceed pulmonary vessel segmentation. Zhai et al. [13] turn to graph cuts for more accurate segmentation by minimizing the energy cost function with Hessian-based features.
The exploration of optimal combination between features and classifiers has been proved to be significant for pulmonary vessel segmentation. This motivates us to focus on feature extraction and seeking for more efficient combinations. Likewise, our approach develops a general vessel segmentation framework that integrates the feature extraction and classifier components of combination and achieves the best performance among baseline models.
III. METHOD
To learn discriminative features which is scalable for large inter-patient variations, we propose stage-wise convolutional networks with an orientation-based region growing optimization method for pulmonary vessel segmentation. The stagewise convolutional networks architecture is illustrated as Fig. 2 , where the stage I is the lung segmentation module (Sec. A) that employs Mask_RCNN [9] to exclude the distractions from non-pulmonary elements, the stage II is the main vessel segmentation module (Sec. B) that takes results from previous stage as input, and then segments pulmonary vessels using an adaptive U-net [16] , which enables vessel segmentation within pulmonary regions. The region growing optimization (Sec. C) is proposed to refine the results from the stage-wise convolutional networks, which allows more accurate and smooth segmentation results in 3D space.
A. LUNG SEGMENTATION MODULE
The lung is the dominant organ in chest CT scans due to its shape and location. Considering this superiority of the lung, our intuitive segmentation idea is to firstly perform the detection of all the possible candidate regions, which are actually bounding boxes that might contain lungs, and then precisely extract our pulmonary regions from these candidate bounding boxes. Therefore, we detect and exclude nonpulmonary regions first instead of segmenting the pulmonary regions directly. In this regard, our segmentation process can be formulated as the standard instance segmentation task which combines object detection and semantic segmentation tasks together. We propose a detection-aware segmentation approach in this module. The detection task contributes to segmenting the more accurate objects by taking full advantage of the shape and location superiority of lungs. In addition, our segmented pulmonary can be regarded as an overall integrated region and the segmented results provide the relatively clean initial value for subsequent refined segmentation. The details of the proposed model are as follows.
In the left bottom side in Fig. 2 , we provide a schematic representation of our lung segmentation module. We perform ResNet101-FPN backbone, aiming at extracting features from the whole CT slice. Then based on each position of extracted feature maps, we employ region proposal network (RPN) to predict features of regions of interest (ROIs) which are corresponding to the candidate pulmonary regions in CT slice. In the final successive layers, we align all features of ROIs by ROIALign layer and exploit three-parallel-path task to detect and segment the correct pulmonary regions from these ROIs. The top two paths are the standard detection task where perform classification and bounding box regression respectively. The bottom path performs the segmentation under the supervision of detection results. In classification branch, the network predicts the probability distributions on two categories, where one indicates the current ROI belongs to lung, and another one shows it belongs to background. Then we can acquire the coordinate offset of detected ROI in regression branch. For segmentation, we employ two fully convolutional networks to apply pixel-wise binary classification in each position of ROI, which generates binary masks. During the training process, we define a multi-task loss on each ROI as is shown in equation (1):
where the classification loss L roi_cls and the bounding-box regression loss L roi_box are identical to [17] and mask prediction loss L roi_mask are the average binary cross-entropy loss over all locations of m × m masks. In this case, the overall loss function of this sub-network is the combination of these three loss functions. The classification and regression loss take charge of accurately detecting the bounding box of the pulmonary region, the mask segmentation loss performs lung segmentation based on the bounding box of the detected region. More importantly, employing this detection-aware semantic approach encourages the smoothness of pulmonary regions in spatial location and 2D shape. For RPN, we take feature maps of H × W with multichannel extracted by ResNet101-FPN backbone as input and make the network output a set of rectangular convex bounding boxes to locate the possible pulmonary regions in the image. We refer readers to [14] for the more detail architecture about RPN and we ignore them in the left bottom side in Fig. 2 . RPN contains one convolutional layer with n1 × n1 kernel size ( n1 = 3) followed by the two sliding fully connected layers, namely, a box-regression layer and a box-classification layer. The initial convolutional process aims to extend receptive field by convoluting with n1 × n1 filter and keeps the size of input features constant. Centering on each position of produced feature maps, we generate k1 anchors which separately predicts the location of pulmonary regions in the original slice. Each anchor is set 3 scales and 3 aspect ratios by default. For the box-regression layer, it has 4 k1 outputs representing the coordinates @ xD yD wD h1A of k1 possible locations, and the box-classification layer has 2 k1 scores estimated probability of lung or not lung for each location. In sum up, each feature map can produce k1 × H × W candidate locations and we finally select candidates with top score as the ROIs. For this sub-network, we define a loss as equation (2):
where the classification loss L rpn_cls is the average log loss over two classes (lung or background) of selected k1 anchors and regression loss L rpn_box is identical to [14] . With these definitions, we minimize an objective function following the final loss function to train our pulmonary vessel segmentation network and it is shown in equation (3):
B. PULMONARY VESSEL SEGMENTATION MODULE
After the stage I, the interference of non-pulmonary elements can be reduced and we can directly segment vascular within the extracted pulmonary regions. Therefore, we employ the convolutional networks to segment the pulmonary vessels in main vessel segmentation module, which is comprised of an encoder network and a corresponding decoder network, followed by a final pixel-wise classification layer. This architecture is illustrated in the right bottom side in Fig. 2 . Distinct from the instance segmentation based approaches, we discard the traditional fully connected layer and use fully convolutional layer, which keeps the spatial layout information and exploits the strong connections structure between vessels in 2D space.
For the encoder network, we perform dot product between original slices with lung masks and use a series of successive convolutional layers to produce an implicit feature representation. Then followed by batch normalization. To be specific, each encoder convolves with 3 × 3 kernel size and 1 stride step to generate feature maps (Conv). Then an element-wise rectified-linear non-linearity (ReLU) is employed. Following that, max-pooling with a 2 × 2 window and stride 2 is applied and the sub-sampled by a factor of 2 (Max-Pool). Max-pooling can achieve translation invariance over small spatial shifts and reduce the parameters to speed up training process for the network. Sub-sampling guarantees to extract multi-scale feature maps for providing different resolution content. We treat the top 3 convolutional layers (including Conv, ReLU, Max-Pool) as the encoder layer along with sub-sampling path where we can extract the hierarchical features automatically for the irregular pulmonary vessels, the middle layer is considered as the final implicit feature layer.
Each encoder layer has a corresponding decoder layer and therefore the decoder network includes 3 layers as well.
In analogy to encoder process, we process the last feature maps with deconvolution operations [15] starting from implicit features in the hidden layer to predict the probability of each pixel in the original slice. Deconvolution is a convolved process with transposed convolutional kernel. After convolutional layers, the same batch normalization is performed. Note that the decoder which corresponds to the first encoder produces a multi-channel feature map, although its encoder input is only one channel. Then the fully convolutional layer with 1 × 1 kernel size outputs the results. It consists of two separate channels that corresponds to two category of binary probability map respectively. Note that middle layers will propagate context information to high layers, and thus we employ large number of feature channels to transfer more information, which benefits high resolution restoration. Taking account of the superiority in keeping spatial structure information for the fully convolutional methods, we apply the efficient pixel-wise fully convolutional layer in 2D feature maps, instead of using softmax layer to do classification. The whole deconvolution process is equivalent to restoring the image resolution with lots of transposed convolutional kernel.
Several layers of max-pooling and subsampling are robust for classification task but will influence the segmentation task due to spatial resolution loss of the feature maps. Since the increasing loss leads to absence of boundary details, it is necessary to capture and restore boundary information in the decoder network. In the deconvolution process, we heuristically add a crop and copy path to compensate the lost boundary by mirroring the input image or features in the encoder layer and merging with inherent deconvolved features. During the encoder-decoder process, we omit padding operations and hence the final predictive maps are smaller than the original slice in size, we can add zero padding around the maps to align the match.
C. ORIENTATION-BASED REGION GROWING METHOD
We present the orientation-based region growing algorithm (OBRG) to optimize our segmentation results. We exploit the natural orientation of pulmonary vessels to control region growing method. We take the segmentation binary masks extracted from vessel segmentation module as input, and refines masks based on the vessel orientation in 3D space.
Before expounding our algorithm, we will define some common notations. We denote D as the slice collection of each patient. We run region growing method on each slice D i and produce the label map L ¦i1 where ¦i1 ∈ N is the index of slice in collection D. Denote B π = [¦ i1, ©j, s] the π th vessel block which is regarded as the processing unit of our algorithm, where π N denotes the index of our vessel block in collection B. Our vessel block is generated by reading the different tags in different 2D label maps, therefore our vessel block B π is determined by L ©j ¦i1 where ©j ∈ N * is the index of tag on label maps and note that π = ¦i1 + ©j − 1 (tag 0 represents the background category and thus we denote ©j as 1) is the transforming relationship between vessel blocks and label maps. s represents the area of one vessel block. The frequently used notations are summarized in Table 1 . 
Algorithm 1 Orientation-Based Region Growing (D, m, n)
Input: D: a slice collection of one patient; m: width or height of slice; n: the number of one slice collection. The OBRG is given in Algorithm 1 and the subroutine is given in Algorithm 2. Our main Algorithm 1 is to roughly extract the main trunk and branches of vessels. Algorithm 2 further refines the coarse results based on the orientation of pulmonary vessels.
For Algorithm 1, we group it into two phases conceptually. The main trunk of vessels extraction process is in the first phase. And in the second phase, we extract vessel branches. We then update vessels through analyzing the local context connectivity for optimization. To be specific, for the main vessel trunk segmentation, we run region growing algorithm in slice collection D in 3D space and select the regions whose area are more than the setting threshold value 7000. In the vessel branch segmentation phase, we describe it in the following four steps. In the first step, we relay on the label map L produced by region growing algorithm in 2D space to decompose the slice collection into a set of vessel blocks B. These processing units are established for our subsequent operations. Each vessel block contains a number of layers in slice collection and the tag category in label map. for each ©s ∈ S wrong do 12: In the second step, with the processing unit, we perform the initial filtering and implement the fine filtering based on the connectivity between upper and lower slice in the third step. For the filtering analysis, we denote C upper as the candidates in top direction of B π and C lower as the candidates of its lower one. In the initial filtering, we separately select no more than 10 vessel blocks from adjacent upper and lower layer as candidates for each vessel block in slice collections to construct the initial pulmonary vessels. For the fine filtering, we operate on these candidates to further optimize. We will discuss this details later and its pseudo-code is shown in Algorithm 2. In the last step, we post-process to generate final segmentation results using the mentioned transforming relationship.
In Algorithm 2, our objective is to pick out the wrong combinations and recombine them to find the optimal combination. In the wrong combination, the number of vessel blocks resembles in the form of many-to-many. We assume that in this combination, the middle blocks are the polluted and we will delete them through removing their corresponding upper or lower candidates. We need to find the wrong combinations where the number of vessel blocks is more than one in both ends of the above many-to-many form. The principle of recombination is based on the estimation of the cosine Angle formed by upper and lower vessels. Inspired by the growing orientation of human pulmonary vessels, we know that the blending angle of our pulmonary vessels is not very large. Therefore, we conventionally use the VOLUME 6, 2018 minimum sum of cosine value as the measure metric to select the optimal combination. For example, the simplest situation is that vessel block separately has two candidates in upper and lower candidates. In this case, we have two combinations for matching pair. For one polluted vessel block B k , we first get its upper candidate B α C k upper and from this upper candidate collection to acquire the one candidate B
βa . We calculate cosine value between two matched vectors in each combination and pick the combination of minimize sum as the optimal combination. Relaying on the matched relationship, we update the two candidate sets and further update the block vessels to filter out our final refined results. As for more complicated situations in combination pairs, we list all the combinations between upper and lower candidates then perform matching process to filter our whole vessel block sets.
IV. EXPERIMENTS
In this section, we conduct extensive experiments on VESSEL20 datasets to evaluate the stage-wise segmentation framework and OBRG optimization algorithm. The thresholds of the binary masks produced by our proposed approach is set as 0.8 and 0.9. We denote them as Ours-0.8-OBRG and Ours-0.9-OBRG respectively. To evaluate the effectiveness of OBRG, we make comparisons with models without OBRG, denoted as Ours-0.8 and Ours-0.9.
A. EXPERIMENTAL SETUP 1) DATA PREPARATION VESSEL20-Datasets: Our datasets are annotated by experts and we denote it as VESSEL20-Datasets, which contains 20 patients, involving 6346 slices totally. Each patient instance consists of average 370 CT-scans, with their corresponding lung masks and vessel masks as ground truth. The size of CT-scans is 512 × 512. The original data format is TIFF while the annotated data is BMP format. For these CT scans, we randomly choose 4794 slices from 12 patients for training and validating the model with approximate 1000 slices of 8 patients held out for testing.
Note that we have tried the public datasets such as Vessel12 to apply in our model for vessel segmentation task, while it lacks enough 2D supervision information and cannot support to train our networks. Therefore, we specifically employ the experts to annotate data in a slice-by-slice manner.
2) BASELINE
We compare our method with [4] proposed by Orkisz et al. They segment lungs through combining thresholding method with region growing algorithm. They use iterative thresholding to filter out the non-pulmonary vessel elements for achieving pulmonary vessels segmentation task. In our comparative experiments, we denote our baseline as ITE-threshold.
3) EVALUATION
For the medical image segmentation task, the standard evaluation method is ROC cure which fits a set of coordinates point calculated from the real and predicted values of all samples given by a binary classification. Note that each point in ROC curve is involved with one threshold value. We performed experiments on the ROC curve consisting of 1-Specificity (FPR) and Sensitivity (TPR), which is separately given by equation (4) and (5):
where TP, TN, FP, and FN represent the number of true positives, true negatives, false positives and false negatives. The closer the curve is to the upper left corner, the more accurate the model segmentation capability is. Further to evaluate our segmentation model, we use Accuracy to perform experiments on our model. And the accuracy calculation is given by equation (6):
where the value of P add N is the number of all samples.
B. IMPLEMENTATION DETAILS AND RESULTS

1) LUNG SEGMENTATION
Our lung segmentation model with a feature pyramid network ResNet101 backbone is based on the open-source libraries Keras and Tensorflow. For RPN, we set anchor scales is (16, 32, 64, 128, 256) , with a ratio of (0.5, 1, 2). Per image produces 64 anchors to be candidates. The same as Fast R-CNN, an ROI is positive if it has IoU with ground-truth box of at least 0.5 and negative otherwise. The examples of four patients in terms of ROC curve. Based on our vessel segmentation module, we use two preprocessing methods for pulmonary region segmentation. The red dashed line represents manual annotation while the blue solid line represents our lung segmentation method. The effects of our method are close to manual annotation, it manifests that our preprocessing can provide a good value for vessel segmentation. We adopt learning rate of 0.003 and use a weight decay of 0.0001 with momentum of 0.9. We train on one GPU for 70 epochs. The mask branch only predicts two masks per ROI (background and lung). For our datasets, there exists a handful of negative samples whose masks are all zero, we keep these datasets during the preprocessing for the generalization ability of model. Rather than training the model from scratch, we use the weights obtained from pre-training on the ImageNet datasets to initialize our model, and then use our VESSEL20-Datasets for fine-tune. In training process, we use the data augmentations technology to avoid overfitting, of which contains random crops, random horizontal and vertical flips, random rotation, and Gaussian blurring.
The results of this component for lung segmentation are shown in Fig. 3 . We conduct the lung segmentation experiments on VESSEL20. For comparison and display, we set the prediction results to be grey by transforming data types of pixels from bool to uint8. The previous two columns are original CT images and corresponding ground truth. The third column shows the obvious defects with ITE-threshold method. Our method in the last column produces clearer and more integral segmentation results. Although we lose some edge details compared to the ground-truth, it can still provide a relative good value for main vessel module. To further evaluate the effectiveness of pre-process for the pulmonary vessel segmentation, we conduct the vessel segmentation results based on different pre-process methods which are separately manual annotated and our methods produced. We provide the ROC curve of our pulmonary vessel segmentation results with different pre-process for pulmonary (Fig. 4) . The red curve represents that our lung masks are manual annotated by experts and the navy color represents produced by our lung segmentation module. We can see the curve of color navy is very close to the red one and their AUC (The area in the lower right area of the curve) values are also very close to the maximum 1.0, which manifests our lung segmentation can provide a good initial value for further accurately segmenting the vessels.
2) PULMONARY VESSEL SEGMENTATION
We train our pulmonary vessel segmentation on one GPU for 100 epochs, with a learning rate of 0.0005 and batch size of 4. The size of our original image is 512 × 512, for convenient, we adopt the input layer of our network as the same size. While after a successive max-pooling layer and sub-sampling layer, our output size of masks is 420 × 420, which is smaller than the input. We resize them into original size by appending 46 zero pixels surrounding the binary mask.
The detailed vessel segmentation results are listed in Fig. 1 . Existing threshold based pulmonary vessel segmentation results produced by Orkisz et al. [4] miss lots of true positives. While ours can produce much accurate vessels. We also test optimization results produced by orientation-based region growing algorithm and make comparison with no optimization version. From the quantitative analysis in Table 2 , Ours-OBRG shows slightly better performance than Ours in term of Accuracy. More visual analysis results are shown in Fig. 5 . From the 3D reconstruction results, the effectiveness of the optimization method is clearly observed, Ours-OBRG can reduce the fractured vessels and extra noise to segment the more accurate and smooth pulmonary vessels in 3D space.
We compare our basic method and optimization versions to the baseline, ITE-threshold. Since the ITE-threshold method is based on traditional thresholding algorithm to segment vessels without producing probability maps, we compare the results of two thresholds setting versions in terms of TPR (Sensitivity) and Accuracy for all test samples. We show the previous three patients and their average results in Table 2 , which shows that all the versions of our method have significantly outperformed ITE-threshold in Sensitivity. And some results are slightly upper or close to ITE-threshold in Accuracy. For more detail analysis, Ours-OBRG is higher than Ours in Accuracy, while lower in Sensitivity. This indicates that OBRG algorithm can reduce noise for improving the segmentation accuracy. And the reason why Sensitivity decline is that our optimization algorithm can reduce the fractured vessels and it must lead to missing some true positives. But it is only a minor change and does not make huge impacts because the high accuracy shows our segmentation results have only few fractured vessels. And the same phenomenon happened between Ours-0.9 and Ours-0.8. What's more, there exists declines to varying degree that Ours-0.8-OBRG only reduce 0.01 point while Ours-0.9 reduce 0.03 point in Sensitivity. This gap illustrates that our OBRG optimization is effective because it can remove the extra noise while ensuring as much as possible to remain more real vascular areas.
V. CONCLUSION
We presented the stage-wise convolutional networks for automatic pulmonary vessel segmentation on CT images under the background of large-scale medical data. For exploiting the superiority on correlations between 2D space and 3D space, we also proposed a novel region growing method based on the orientation of pulmonary vessels to further improve the correctness and smoothness of vessel segmentation results. We analyze stage-wise networks and OBRG algorithm in detail. Our experimental results show that the proposed approach can significantly outperform the state-of-the-arts. 
