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Abstract. The higher-order generalized singular value decomposition (HO-GSVD) is a matrix factorization technique that
extends the GSVD to N ≥ 2 data matrices, and can be used to identify shared subspaces in multiple large-scale datasets with
different row dimensions. The standard HO-GSVD factors N matrices Ai ∈ Rmi×n as Ai = UiΣiV T, but requires that each of
the matrices Ai has full column rank. We propose a reformulation of the HO-GSVD that extends its applicability to rank-deficient
data matrices Ai. If the matrix of stacked Ai has full rank, we show that the properties of the original HO-GSVD extend to our
reformulation. The HO-GSVD captures shared right singular vectors of the matrices Ai, and we show that our method also identifies
directions that are unique to the image of a single matrix. We also extend our results to the higher-order cosine-sine decomposition
(HO-CSD), which is closely related to the HO-GSVD. Our extension of the standard HO-GSVD allows its application to datasets
with mi < n, such as are encountered in bioinformatics, neuroscience, control theory or classification problems.
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1. Introduction. The generalized singular value decomposition (GSVD) [16] is an extension of the well-
known singular value decomposition (SVD) to N = 2 matrices. The GSVD decomposes A1 ∈ Rm1×n and A2 ∈
Rm2×n, with m1 ≥ n, by factorizing each of the matrices as Ai = UiΣiV T. The matrix of right basis vectors V ∈
Rn×n, with detV 6= 0, is shared between the decompositions, but unlike the standard SVD is not an orthogonal
matrix. The columns of the matrices Ui ∈ Rmi×mi are commonly referred to as left generalized singular vectors,
each satisfying UTi Ui = I. The matrices Σi = diag(σi,1, . . . , σi,r), with σi,k ≥ 0 and r = rank[AT1 , AT2 ]T, contain
the generalized singular values. In contrast to an SVD, where the singular values represent the amplification in
a particular direction, the generalized singular values measure the relative significance of the right basis vectors
in the image of each Ai. If σ1,k = σ2,k, then vk contributes equally to the images of A1 and A2.
The higher-order GSVD (HO-GSVD) [14] is an extension of the GSVD to N ≥ 2 matrices. Given N matrices
A1, . . . , AN , the HO-GSVD decomposes each Ai as
Ai = UiΣiV
T, i = 1 . . . N(1.1)
where Ui ∈ Rmi×n, Σi ∈ Rn×n and V ∈ Rn×n with detV 6= 0 being shared among all factorizations. The matrix
V is obtained from the eigensystem SπV = V Σ, where Σ := diag(ς1, . . . , ςn) and Sπ is the arithmetic mean of


















with Di,π defined as
Di,π := A
T
i Ai + πA
TA,(1.3)
where A := [AT1 , . . . , A
T
N ]
T. The standard HO-GSVD framework [14] corresponds to the case π = 0. Introducing
the term πATA with π > 0 will allow us to accommodate rank-deficient matrices Ai.
As in the case of the GSVD, the columns of the matrices Ui are the left generalized singular vectors, and the
diagonal matrices Σi contain the generalized singular values. It can be shown that the GSVD is a special case
of the HO-GSVD with N = 2 and that the standard SVD of Aj can be obtained from setting Ai = I for i 6= j
and N ≥ 2 [14]. For the case π = 0, it was shown in [14] that the subspace associated with the unit eigenvalues of
Sπ forms a common HO-GSVD subspace. We will show that this property is preserved for π > 0. This subspace
is spanned by the right basis vectors vk that are of equal significance in all Ai and Aj and therefore associated
with the generalized singular values for which σi,k = σj,k.
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2 I. KEMPF, P. J. GOULART AND S. R. DUNCAN
The HO-GSVD is a technique that can be attributed to the field of multimodal data fusion [12], which aims
to identify common features across multiple data sets that describe related phenomena. The HO-GSVD can
be compared to other matrix or tensor decompositions, such as the parallel factor analysis (PARAFAC [6] or
PARAFAC2 [7]), multilinear SVDs [2] or multilinear principal component analysis [4]. On one hand, some of these
decompositions allow constraints to be imposed on the factor matrices Ui, Σi and V in (1.1), such as orthogonality




T‖2F. On the other, tensor decompositions require that the matrices Ai share the same dimensions, e.g. a
third-order tensor A = A1 × A2 × . . . AN requires that all matrices Ai have dimensions m × n, which imposes
constraints on the data acquisition. In contrast, the HO-GSVD is an exact matrix factorization so that Ai =
UiΣiV
T for i = 1, . . . , N , and it can accommodate Ai ∈ Rmi×n with different row dimensions mi, although no
constraints are imposed on the factor matrices.
One shortcoming of the original HO-GSVD framework [14] is that the arithmetic mean (1.2) is only well defined




not exist and so S0 in (1.2) is not well defined. In addition, computing (1.2) may be inaccurate when one or
more of the Ai have small singular values. In Section 8, we describe several applications in which the problem
data generally has mi < n.
In this paper we introduce the term πATA in (1.3) with parameter π > 0 to extend the HO-GSVD framework
to rank-deficient Ai. Provided that the matrix A of stacked Ai has full rank, this has the effect of shifting
the eigenvalues of each Di,π, so that the terms Di,π are guaranteed to be invertible and the HO-GSVD can be
computed for Ai with arbitrary rank. When all Ai have full column rank, we show that Sπ with π > 0 and
S0 both capture the common subspaces of A1, . . . , AN , so that our reformulation is equivalent to the original
HO-GSVD [14]. We introduce the notion of an isolated HO-GSVD subspace that accounts for the fact that a
rank deficient Ai can have a non-empty (right) nullspace. An isolated HO-GSVD subspace captures directions
that are in the kernel of all but one Ai.
The GSVD is closely related to the (thin) cosine-sine decomposition (CSD) [3, Ch. 2.5.4]. In essence, the CSD
states that the SVDs of Q1 ∈ Rm1×n and Q2 ∈ Rm2×n satisfying QT1Q1 + QT2Q2 = I share the same matrix of
right singular vectors. The term CSD originates from the fact that the singular values µi,k of Q1 and Q2 satisfy
µ21,k + µ
2
2,k = 1. The GSVD can be obtained from applying a CSD to the matrices Q1 and Q2 that are obtained
from the thin QR factorization of the stacked matrices [AT1 , A
T
2 ]
T = QR, where Q is conformably partitioned
such that Ai = QiR.
Analogous to the GSVD and the CSD, the HO-GSVD is closely related to the higher-order CSD (HO-CSD) [17].
The HO-GSVD of N matrices Ai can be obtained from the HO-CSD of Q1, . . . , QN that are obtained from the
thin QR factorization of the stacked matrices [AT1 , . . . , A
T
N ]
T. As in the case of the HO-GSVD, the computation
of the HO-CSD proposed in [17] is limited to the case that all Qi have full rank. In this paper, we also propose
to compute the HO-CSD in a different way, which allows for the factorization of rank-deficient Qi satisfying
QT1Q1 + · · ·+QTNQN = I.
The paper is organized as follows. Section 2 presents the HO-CSD and the HO-GSVD that are applicable to
rank-deficient matrices. In Section 3, we extend the notion of common HO-CSD and HO-GSVD subspaces to
rank-deficient matrices. In Section 4, the canonical decompositions are derived by applying the results from
Section 3 to the decompositions from Section 2. The effect of the parameter π is investigated in Section 5,
followed by numerical examples in Section 6. Finally, we relate our findings to existing methods in Section 7 and
list example applications of the HO-GSVD in Section 8.
We use standard notation throughout the paper with ranA and kerA denoting the range and kernel of a matrix
A. Positive-definite and positive-semidefinite matrices are denoted by A  0 and A  0, respectively, and R++
denotes the set of strictly positive real numbers.
2. Main results. Given N matrices Ai ∈ Rmi×n, let A denote the matrix of stacked Ai and QR = A be




 = QR =
Q1...
QN
R, Qi ∈ Rmi×n, R ∈ Rn×n.(2.1)
The matrices Ai = QiR can individually have arbitrary rank, but we assume that rankA = n so that detR 6= 0.




i Qi = I and ‖Qi‖2 ≤ 1. The quotient terms Di,π (2.2) of the arithmetic
mean Sπ (1.2) can be rewritten as
Di,π = A
T
i Ai + πA
TA = RT
(
QTi Qi + πI
)
R,(2.2)
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with parameter π > 0. Since ATi Ai  0 and πATA  0, the terms Di,π are guaranteed to be invertible.








QTi Qi + πI
)91
.(2.3)
The eigensystem of Tπ will lead us to the HO-CSD of the matrices Qi. It can be shown (Appendix A) that Sπ





((1 + πN)Tπ − I) .(2.4)
Theorem 2.1. There exists an orthonormal Z ∈ Rn×n such that
(2.5) ZTTπZ = diag(τ1, . . . , τn),










Proof. The first part is a consequence of symmetry of matrix Tπ in (2.3). For the bounds on τi, see Appendix B.
Theorem 2.2. There exists an invertible V ∈ Rn×n such that
(2.6) V 91SπV = diag(ς1, . . . , ςn),














(1 + πN)ZTTπZ − I
)
.
Since ZTTπZ = diag(τ1, . . . , τn), the matrix Z
TR9TSπR
TZ is diagonal. Set V := RTZ, which is invertible
because detR 6= 0 and ZTZ = I, then the columns of V are eigenvectors of Sπ associated with eigenvalues
ςi = ((1 + πN)τi − 1)/(N − 1). The bounds on ςi are obtained from the bounds on τi.
The significance of Thm. 2.1 and 2.2 is that the diagonalizable matrices Tπ and Sπ have eigenvalues that are both
bounded away from zero and contained in finite intervals, in contrast to the original formulation [14] that requires
a full rank condition and corresponds to π = 0. More precisely, the range of eigenvalues of Sπ is contracted from
[1,∞) for the original formulation to [1, 1 + 1/(πN(1 + π))] in our case, which bounds the condition number as
κ(Sπ) ≤ 1 + 1/(πN(1 + π)).
Before examining the eigenvalues of Sπ and Tπ further, we state our version of the HO-CSD and HO-GSVD.
The HO-CSD and HO-GSVD have already been described in [17] and [14], respectively, but our modified Di,π
from (2.2) allows us to omit the requirements that Ai and Qi be full rank.




i Qi = I, then the HO-CSD of Qi ∈ Rmi×n is given by Qi = UiΣiZT,
i = 1, . . . , N , with Z defined as in (2.5). The matrices Σi ∈ Rn×n with Σi = diag(σi,1, . . . , σi,n)  0 are obtained
from
Bi := QiZ, Bi = [bi,1, . . . , bi,n] , σi,k = ‖bi,k‖2,
and Ui ∈ Rmi×n with Ui = [ui,1, . . . , ui,n] from
ui,k =
{
bi,k/σi,k if σi,k > 0
u ∈ Rmi with ‖u‖2 = 1 if σi,k = 0.
Because we allow for rankQi < n, it is possible that Qizk = 0 for some eigenvector zk of Tπ, consequently
making the corresponding generalized singular value σi,k = 0. In these cases, the column ui,k can be chosen
freely or the corresponding row of Σi can be dropped. The columns of Ui have unit 2-norm and are, under
certain circumstances, mutually orthogonal (see Section 3).
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Definition 2.4 (HO-GSVD). If the matrix A in (2.1) has full column-rank, then the HO-GSVD of the N
matrices A1, . . . , AN is given by Ai = UiΣiV
T, with V defined as in (2.6). The matrices Σi ∈ Rn×n with
Σi = diag(σi,1, . . . , σi,n)  0 are obtained from
V BTi := A
T
i , Bi = [bi,1, . . . , bi,n] , σi,k = ‖bi,k‖2,
and Ui ∈ Rmi×n with Ui = [ui,1, . . . , ui,n] from
ui,k =
{
bi,k/σi,k if σi,k > 0
u ∈ Rmi with ‖u‖2 = 1 if σi,k = 0.
3. Common and isolated subspaces. The HO-CSD and HO-GSVD identify directions, corresponding to
columns of Z and V , that contribute equally to the right images of each Qi and Ai, respectively. These directions
are the right singular vectors that are shared across each Qi and Ai and associated with identical singular values.
The shared right singular vectors form subspaces [14, 17], which are referred to as the common HO-CSD and
HO-GSVD subspaces. However, these have been defined for rankQi = n and rankAi = n. The following two
theorems extend the notion of common subspaces to consider rank-deficient matrices.
Theorem 3.1 (Common and isolated HO-CSD subspaces). Suppose the assumptions on Qi from Def. 2.3 hold.
The common HO-CSD subspace is defined as
TN {Q1, . . . , QN} := {z ∈ Rn | Tπz = τminz } ,
and the isolated HO-CSD subspace as
T1 {Q1, . . . , QN} := {z ∈ Rn | Tπz = τmaxz } ,
where τmin and τmax correspond to the left and right boundaries on the range of eigenvalues of Tπ defined in
Thm. 2.1. A vector z ∈ TN is a right singular vector for each Qi and associated with a singular value equal to
1/
√
N . A vector z∈T1 is in the nullspace of all but one Qi.
Proof. See Appendix B.
Note that for an arbitrary set of matrices Q1, . . . , QN , the subspaces defined in Thm. 3.1 are likely to be empty.
However, as conjectured in [14], the eigenvectors associated with eigenvalues for Tπ, which lie close to the
boundaries τmin or τmax, are likely to be directions that are equally amplified across all Qi or singular to one
particular Qi.
Theorem 3.2 (Common and isolated HO-GSVD subspaces). Suppose the assumptions on Ai from Def. 2.4
hold. The common HO-GSVD subspace is defined as
SN {A1, . . . , AN} := {v ∈ Rn | Sπv = ςminv } ,
and the isolated HO-GSVD subspace as
S1 {A1, . . . , AN} := {v ∈ Rn | Sπv = ςmaxv } ,
where ςmin and ςmax correspond to the left and right boundaries on the eigenvalues of Sπ defined in Thm. 2.2.
A vector v∈SN is a right singular vector for each Ai and associated with an identical singular value. A vector
v∈S1 is in the nullspace of all but one Ai.
Proof. Follows from Thm. 2.2 and 3.1, since if z is an eigenvector of Tπ, then v = R
Tz is an eigenvector of Sπ.
Therefore if z is a right singular vector for each Qi associated with an identical singular value, then v is a right
singular vector for each Ai associated with an identical singular value.
Lemma 3.3. The common and isolated subspaces from Thm. 3.1 and 3.2 are independent of the value of π.
Proof. Follows from the definitions of the common and isolated subspaces (see Appendix B), which require that
for z ∈ TN and v ∈ SN , z and v must be right singular vectors for each Qi and Ai, respectively. This requirement
is independent of the value of π.
4. Canonical Forms. The common subspaces capture the right singular vectors that are shared among
matrices and have equal amplifications. For the HO-CSD and HO-GSVD, these directions are given by the
eigenvectors of Tπ and Sπ, respectively, associated with a particular eigenvalue. It turns out that these directions
produce the left basis vectors, given by the columns of Ui in Def. 2.3 and 2.4, that are orthogonal to all other
columns of Ui. The following corollaries consider this additional property.
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Corollary 4.1 (Canonical HO-CSD). Suppose that the assumptions on Qi from Def. 2.3 hold and let Z
TTπZ =
diag(τ1, . . . , τn) be the Schur decomposition of Tπ with Z = [z1, . . . , zn] and TN{Q1, . . . , QN} = span {z1, . . . , zp}
























where Σui is diagonal. The columns of each U
c
i are orthonormal and (U
c
i )
TUui = 0. If, in addition, one of the
n− p column vectors zk of Zu is such that zk ∈ T1{Q1, . . . , QN}, then the corresponding column ui,k of each Uui
can be chosen to be orthogonal to all other columns of Ui and the corresponding generalized singular value σi,k is
zero for N − 1 Qi and equal to 1 for one Qj, j 6= i.
Proof. From Thm. 3.1, a vector zk ∈ TN{Q1, . . . , QN} is a right singular vector for each Qi associated with a
(generalized) singular value σi,k = 1/
√
N , whereas a vector zk ∈ T1{Q1, . . . , QN} is a right singular vector for each
Qi associated with a (generalized) singular value σi,k that is either zero or equal to 1. For zk ∈ TN{Q1, . . . , QN},







k zj = 0.
The property (U ci )
TUui = 0 follows from Def. 2.3. For zk ∈ T1{Q1, . . . , QN}, Def. 2.3 allows for a free choice of
the corresponding column ui,k. Choose this particular column to be the (standard) left singular vector associated
with a singular value that is either zero or 1. The orthogonality property follows.
Corollary 4.2 (Canonical HO-GSVD). Suppose that the assumptions on Ai from Def. 2.4 hold and let
V 91SπV = diag(ς1, . . . , ςn) be the Schur decomposition of Sπ with V = [v1, . . . , vn] and SN{A1, . . . , AN} =























where Σui is diagonal. The columns of each U
c
i are orthonormal and (U
c
i )
TUui = 0. If, in addition, one of the
n−p columns vectors vk of V u is such that vk ∈ S1{A1, . . . , AN}, then the corresponding column ui,k of each Uui
is orthogonal to all other columns of Ui and the corresponding generalized singular value σi,k is zero for N − 1
Ai and equal to 1 for one Aj, j 6= i.
Proof. Follows directly from Corollary 4.1 and vk = R
Tzk.
5. The parameter π. The eigenvectors of Tπ that are in the common or isolated HO-CSD subspaces are
not affected by the choice of π, but other (normalized) eigenvectors can be modified as π varies (see example E2
in Section 6). Here, we are interested in the limits of these eigenvectors as π → 0 and π →∞. Since from (2.3)
it holds that for limπ→∞ Sπ = I and limπ→0 Tπ = 0, some caution is required in determining the limits of the
associated eigenvectors.
Semisimple eigenvalues are expected to be associated with the common or isolated subspaces and therefore not
further considered. To examine the remaining eigenvectors associated with simple eigenvalues, we will make
use of shifted and scaled versions of Sπ and Tπ, recalling that two matrices T and T̃ :=αT+βI have identical
eigenvectors for any α, β ∈ R with α 6= 0.
We will make use of the following result in both cases:
Theorem 5.1 ([13, Thm. 7 & 8, Ch. 9.3, p. 130]). Let M(x) be a differentiable square matrix-valued function
of the real variable x. Suppose that M(0) has a simple eigenvalue m0. Then for x small enough, M(x) has an
eigenvalue m(x) that depends differentiably on x with m(0) = m0 and we can choose an eigenvector h(x) of M(x)
pertaining to the eigenvalue m(x) to depend differentiably on x.
The case π →∞:








and suppose that T̃∞ has a simple eigenvalue τ̃∞ associated with an eigenvector z̃∞. Then, there exists an
eigenvector z(π) of Tπ that depends differentiably on π and converges to z̃∞ as π →∞.
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Proof. Use the Neumann series (I −M)91 =
∑∞
k=0M
































i Qi‖ < 1 for π > 1. Set T̃ (π) = π3 (Tπ − Nπ−1Nπ2 I), which depends differentiably on π for π > 0 and




, we obtain limπ→∞ T̃ (π) = T̃∞, where
equality holds element-wise. Finally, defining
M(x) =
{
T̃∞ x = 0,
T̃ (1/x), x > 0,
the proof follows from Theorem 5.1.
































where the summands on the second line are referred to as symmetrized products or Jordan products of QTi Qi and
QTj Qj [13, Ch. 10].
The case π → 0:
For any rank-deficient Qi and π = 0, the corresponding term Q
T
i Qi+πI appearing in the definition of Tπ in (2.3)
is singular. However, by using the standard SVD QTi Qi = Vi diag(σ
2
i,1, . . . , σ
2
i,r, 0, . . . , 0)V
T
i with r = rankQi,





QTi Qi + πI
)91
= Vi diag(0, . . . , 0︸ ︷︷ ︸
r times
, 1, . . . , 1︸ ︷︷ ︸
n−r times
)V Ti ,
where this limit is zero if Qi is instead full rank. The following lemma provides useful information in the case
where some of the Qi are rank-deficient.















is the Moore-Penrose pseudoinverse of Qi [3, P5.5.2], and suppose that
T̃0 has a simple eigenvalue τ̃0 associated with an eigenvector z̃0. Then, there exists an eigenvector z(π) of Tπ
that depends differentiably on π and converges to z̃0 as π → 0.
Proof. Recall that Tπ and πTπ have identical eigenvectors for all π > 0, and use the Woodbury matrix identity [3,
















with limπ→0 π (Tπ − 1π I) = −T̃0 (element-wise). Differentiability of the matrix πTπ with respect to π at 0 is
easily shown by substitution of the standard SVD of each Qi into (5.3). The proof then follows from Thm. 5.1.
Note that if all Qi have full rank, then Q
†
iQi = I and T̃0 has no simple eigenvalues. The matrix Q
†
iQi is the
orthogonal projector onto ranQTi and Q
†
iQi = I if Qi has full rank. It follows that if some Qj are rank deficient,
then the eigendecomposition of Tπ can be chosen such that it equals the eigendecomposition of the sum of
projectors onto ranQTj (the orthogonal complement of kerQj), but if all Qi have full rank, then the eigenvectors
of limπ→0 Tπ are those of T0, i.e. (2.3) with π = 0.
The limits for Sπ can be obtained from pre- and post-multiplying T̃× with R
T and R9T, respectively.
A HIGHER-ORDER GSVD FOR RANK DEFICIENT MATRICES 7









vT(ATi Ai + πA
TA)v
vT(ATj Aj + πA
TA)v
+
vT(ATj Aj + πA
TA)v




where ‖v‖2 = 1 and fπ(v) ≥ 1. The function fπ(v) measures the arithmetic mean of amplifications in a particular
direction v and has been shown to be related to the (HO-)GSVD [10, 1, 17]. For N = 2, π = 0 and full-rank A1
and A2, the gradient is zero for vectors that lie in the common HO-GSVD subspace [17], which can be extended
to the isolated HO-GSVD subspace (Appendix F). The parameter π has the effect of flattening out fπ and, in
particular, removing the singularities associated with the nullspace of Ai.
6. Numerical Examples. To illustrate the isolated subspace, we consider the following example with





 a1 a20 1
1 0
 , (a1, a2) = {(1, 0) for case 1
(1, 1) for case 2
,(E1)
where rankA = 2. The matrix A2 (A3) has right singular vectors [1, 0]
T and [0, 1]T associated with singular






















with eigenvalues that can be read from the diagonal.
For case 1, A1 = A3 and comparison with Thm. 3.2 shows that the eigenvector [0, 1]
T spans the isolated subspace
S1. It is a common right singular vector for each Ai associated with a zero singular value for A1 and A3 and
with a singular value equal to 1 for A2.
For case 2, none of the Ai have common right singular vectors associated with identical singular values. Compar-
ison with Thm. 3.2 shows that none of the eigenvalues of Sπ correspond to a value that would yield a non-empty
S3 or S1.











 −0.9 0.04−0.4 −0.2
−0.04 0.98
 ,





















Fig. 1 shows the (standard) right singular vectors (RSV) of Ai and Qi together with the eigenvectors of Sπ and
Tπ for π = {1× 10−4, 2.5× 10−4, . . . , 104}. According to Lemmas 5.3 and 5.2, the eigenvectors of Tπ for π → 0
























and those of Sπ from pre-multiplying the eigenvectors of T̃0 and T̃∞ by R
T (Thm. 2.2).











Fig. 1. Normalized eigenvectors and right singular vectors (RSV) of Sπ and Ai (left) and Tπ and Qi (right) for (E2) and
π = {1× 10−4, 2.5× 10−4, . . . , 104}.
7. Comparison with standard HO-GSVD, GSVD and SVD. When one out of two matrices is the
identity matrix, the GSVD reduces to the standard SVD [16]. The same has been shown for the full-rank HO-
GSVD [14]. When N −1 matrices Ai are identity matrices, then the full-rank HO-GSVD reverts to the standard
SVD of Aj , j 6= i. Here, this fact is demonstrated for our HO-GSVD as given in Def. 2.4.
Lemma 7.1. Suppose that N = 2, A1 ∈ Rm1×n, A2 = In and rank[AT1 , AT2 ]T = n. Then the HO-GSVD of A1
and A2 yields the standard SVD of A1.
Proof. See Appendix C.
Theorem 7.2. Suppose that N > 2. The HO-GSVD of N − 1 matrices satisfying Ai = I yields the SVD of Aj,
i 6= j.
Proof. See Appendix D.
The HO-GSVD from Def. 2.4 can also be related to the GSVD. For the special case that N = 2, A1 ∈ Rm1×n
with m1 ≥ n and rankA1 = n and an arbitrary A2 ∈ Rm2×n, it can be shown that the HO-GSVD yields Σi with
ΣT1 Σ1 + Σ
T
2 Σ2 = I and orthonormal U1 and U2.
Lemma 7.3. Let N = 2, then Tπ from Def. 2.3,
(
QTi Qi + πI
)91




2 Q2 = I
share the same eigenspace for any π ∈ R++.
Proof. See Appendix E.
Theorem 7.4. For N = 2, the HO-CSD from Def. 2.3 yields the CSD.
Proof. Using Lemma 7.3, the eigenvectors zk for Tπ can be chosen such that they are right singular vectors for





σ̄i,j ūi,j = 0,
where σ̄× and ū× denote standard singular values and left singular vectors, respectively. Hence, from UiΣi = Bi,
the columns of Ui are either zero or orthonormal. Substituting Qi = UiΣiV
T in QT1Q1 + Q
T
2Q2 = I yields
ZΣT1 Σ1Z
T + ZΣT2 Σ2Z
T = I, and from ZTZ = I, follows ΣT1 Σ1 + Σ
T
2 Σ2 = I.
Corollary 7.5. For N = 2, A1 ∈ Rm1×n with m1 ≥ n and rankA1 = n and an arbitrary A2 ∈ Rm2×n, the
HO-GSVD from Def. 2.4 yields the GSVD [16].
Proof. Follows from Thm. 7.4 with V = RTZ.




2Q2, share the same eigenspace, but not





suppose that dim(ker(Qi)) = 1 and that qi ∈ ker(Qi), i = 1, 2, are linearly independent. From QT1Q1+QT2Q2 = I,
it holds that qT1 q2 = 0. It follows that dim(T1) = 2, so that Tπ has a semisimple eigenvalue. When the associated
eigenvectors are computed using numerical software, these will not necessarily be parallel to q1 and q2, and the
HO-CSD will not necessarily yield orthonormal matrices Ui.
The HO-GSVD from Def. 2.4 can also be compared with the full-rank HO-GSVD [14]. For N = 2 and full-rank
matrices Ai, both HO GSVDs have been shown to be equivalent to the GSVD. Both HO GSVDs have also been
shown to yield the SVD of Aj when Ai = I for i 6= j. For N > 2, however, the HO-GSVD from Def. 2.4
and [14] will in general not yield identical factorizations Ai = UiΣiV
T, even when rankAi = n. This can be
seen by comparing the eigenspaces of Tπ from (2.3) for varying π, where π = 0 corresponds to the standard HO-
CSD [17]. For N = 2, Lemma 7.3 shows that the eigenvectors of Tπ are independent of the value of π because its
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eigenvectors are fixed by the orthogonality property QT1Q1 + Q
T
2Q2 = I, while for N > 2 this property is lost.
From V = RTZ, it follows that the same holds for the HO-GSVD. However, it can be shown that in case the
matrices Ai and Qi have full rank, then the common HO-CSD and HO-GSVD subspaces will be the same for
any value of π (Lemma 3.3).
8. Applications. The (HO-)GSVD has already been applied in various fields, and the following paragraphs
outline applications for which the analysis of N > 2 datasets Ai ∈ Rmi×n with mi < n is relevant.
Bioinformatics: The (HO-)GSVD has been used for genomic signal processing [14, 18, 11]. In [14], the N > 2
matrices Ai represent measurements taken from different organisms with the rows of Ai representing organism
specific genes and the columns time instants. Because the study includes several thousands of genes, but only
few time instants, the matrices have full-column rank. In other studies, such as [18] or [20], the n columns of Ai,
with mi < n, are genes that are shared across different organisms. In [11], the GSVD is used to analyze N = 2
vaccines by comparing datasets Ai that represent n genes and measurements across mi < n patients.
Neuroscience: In [19], a tensor decomposition has been used to factorize matrices obtained from N > 2 trials,
where the n columns of Ai model a large number of neurons, while the mi rows represent the time instants
at which the measurements are taken. These matrices typically have more columns than rows and the tensor
decomposition used in [19] requires that mi = mj for i, j = 1, . . . , N .
Artificial Intelligence: Tensor decompositions are widely used in artificial intelligence applications [4]. The
decompositions serve to classify data or extract useful information from a vast amount of data. In a classification
problem, for example, the data is composed out of mi classified examples with n features that are shared among
N data classes.
Control Theory: In [9], the GSVD has been used to diagonalize the orbital dynamics of electrons in a synchro-
tron with N = 2 actuator (magnet) arrays. The actuator matrices typically have full row-rank and fewer rows
than columns. Other systems, such as encountered in the cross-directional control of paper machines [15], have
N > 2 actuator arrays.
9. Conclusion. In this paper, we have extended the standard HO-GSVD [14] to accommodate column
rank-deficient matrices. By adding the term πATA to each of the quotient terms Di,π = A
T
i Ai + πA
TA, we
shifted their eigenvalues and bounded them away from zero. This allowed the full-rank requirement on each Ai
to be omitted and extended the notion of common subspaces to consider the right nullspace of each Ai.
The choice of adding a multiple of ATA was motivated by the relationship between the arithmetic mean of
pairwise quotients Sπ and the mean of reciprocal inverses Tπ, which yielded the same relationship than in [14]
for π = 0. The parameter π was assumed to be positive, but otherwise left unspecified. The common HO-CSD
and HO-GSVD subspaces are identified irrespective of the value of π, but other generalized right singular vectors
can be rotated for increasing values of π and we have investigated the behavior of these vectors for π → 0 and
π →∞. The optimal choice of π remains unclear and future research could investigate the role of the weight π.




each Ai was represented as Ai = QiR and our findings were developed for Q1, . . . , QN , from which we inferred
the corresponding properties for A1, . . . , AN . This procedure allowed us to exploit the orthogonality property∑N
i=1Q
T
i Qi = I and ensure the invertibility of the factor matrix V in Ai = UiΣiV
T, but required a full column-
rank A, so that detR 6= 0. The invertibility of V is a key requirement for the application of matrix factorizations,
as it allows one to switch from the original space to the modal space, and our developments only guarantee
that V 91 exists if detR 6= 0. To retain the invertibility of R for a column-rank deficient A, the data matrix
A could be augmented with a matrix A0 that spans the nullspace of A, e.g. by using the QR factorization of
AT. The S1 subspace would then span the common nullspace of A1, . . . , AN . Alternatively, one could investigate
the properties of Sπ without relying on the HO-CSD. For a column rank-deficient A, the HO-GSVD remains
applicable iff the Di,π are invertible, but it is unclear whether the matrix V remains invertible.
We bounded the eigenvalues of Tπ (Sπ) and showed that the extremal eigenvalues are attained iff the corresponding
eigenvectors are right singular vectors for each Qi (Ai) associated with a particular singular value. This led to
the definition of the common and isolated HO-CSD (HO-GSVD) subspaces. In Appendix B, we also showed that
if the Qi share a right singular vector v associated with a zero singular value for P matrices Qi and with an
identical singular value for the other N−P matrices Qj , then Tπ will have a particular eigenvalue τ(P ) associated
with the eigenvector v. Future research could investigate whether a biconditional (“iff ”) connection holds.
For the full-rank case, it has been shown that the common subspace can be found using a variational approach [17]
and that the vectors v spanning the common subspace are stationary vectors for the function fπ(v) (5.4) with
π = 0. We have shown that the same holds for π > 0. It remains unclear how the generalized right singular
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vectors, which are not in the common or isolated subspaces, are related to fπ(v) and whether an eventual
connection would lead to a particular choice of the parameter π.
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Appendix A. Relation between Sπ and Tπ. Let Di,π = A
T
i Ai + πA
TA and define Ki := Q
T
i Qi + πI.





























so that by considering
∑N



























((1 + πN)Tπ − I) .




i Qi = I and ‖Qi‖2 ≤ 1
has properties that can be used to characterize common subspaces of Q1, . . . , QN , i.e. common features of the
matrices Qi. By setting u = (Q
T
i Qi + πI)
1
2 t and v = (QTi Qi + πI)
9 12 t with ‖t‖2 = 1, the Cauchy-Schwarz
inequality (uTv)2 ≤ ‖u‖22‖v‖22 becomes
tT
(




tT(QTi Qi + πI)t
)91
,(B.1)
with equality iff t is an eigenvector of QTi Qi [5, Thm. 7]. Using (B.1) and the harmonic-mean arithmetic-mean
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From the Cauchy-Schwarz inequality, (B.2a) becomes an equality iff t is a common eigenvector for each QTi Qi+πI
or equivalently for each QTi Qi. From the HM-AM inequality, inequality (B.2b) becomes an equality iff t
T(QTi Qi+
πI)t = tT(QTj Qj + πI)t for i, j = 1, . . . , N . In this case, it follows that







so that the common eigenvalue of QTi Qi associated with the common eigenvector y is µQ = 1/N . The common
vector t is therefore a common right singular vector for each Qi with singular value σi,k = 1/
√
N . According
to (B.2), t is an eigenvector of Tπ associated with the smallest eigenvalue τi = N/(1 + πN).
An upper bound on the eigenvalues of Tπ can be found by noticing that for each term, t
T
(
QTi Qi + πI
)91
t ≤ 1/π
for ‖t‖2 = 1, which results in
tTTπt < 1/π,(B.3)





i Qi = I and t can not simultaneously be in the nullspace of each Qi. The orthogonality condition∑N
i=1Q
T
i Qi = I leads to a tighter bound, which is established in the following theorem.
Theorem B.1. It holds that ρ(Tπ) ≤ (πN +N − 1)/(πN(1 +π)), where Tπ is defined in (2.3) and ρ(Tπ) denotes









i Qi be the eigendecomposition of Q
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For each i, express t as t =
∑n



















a2i,j = 1, yi,j ∈ [π, 1 + π].
Next, bound each of the terms 1/yi,j by a function that is linear in yi,j , i.e. f(yi,j) = myi,j+c with 1/yi,j ≤ f(yi,j)
for yi,j ∈ [π, 1 + π]. Note that the function 1/yi,j is convex on yi,j ∈ [π, 1 + π] and m and c can be chosen such




























+ 1 + 2π
π(1 + π)
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i,j = 1. Clearly, equality holds iff the yi,j associated with non-zero a
2
i,j are at the










i = I and add NπI




i = (1 + Nπ)I. Left- and right-multiplying the










a2i,jyi,j = 1 +Nπ.








πN +N − 1
πN(1 + π)
.
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Equality holds iff each yi,j = σ̄
2
i,j + π is at the boundaries of [π, 1 + π], i.e. either yi,j = π, in which case σ̄
2
i,j = 0,
or yi,j = 1 + π, in which case σ̄
2
i,j = 1. Note that the orthogonality condition requires at least one non-zero σ̄
2
i,j .
In addition, if σ̄2i,j = 1 associated with v̄i,j for some i and j, then the vector v̄i,j must be shared among all V̄i






i )v̄i,j > 1 otherwise. It therefore holds that
ρ(Tπ) = (πN +N − 1)/(πN(1 + π)) iff the QTi Qi have a shared eigenvector associated with a zero eigenvalue for
N − 1 QTi Qi and a unit eigenvalue for one QTj Qj , j 6= i.
Finally, note that if there exists a vector t with ‖t‖2 = 1 in the nullspace of P matrices Qj , but in the range of







































π(N − P ) +
∑
i∈R
tT(QTi Qi)t︸ ︷︷ ︸
=1
=
P (1− πN) + πN2
πN(1 + π(N − P ))
.(B.4b)
The term on the right-hand side of (B.4b) corresponds to the minimum and maximum eigenvalues of Tπ for
P = 0 and P = N − 1, respectively. If there exists a shared vector t in the nullspace of P matrices Qj , but in the
range of all other Qi, then an eigenvalue of Tπ will be equal to the corresponding value on the right-hand side
of (B.4b). Note that (B.4) does not prove the converse.
Appendix C. Proof of Lemma 7.1. Let Ū1Σ̄1V̄
T
1 = A1 be the standard SVD of A1 with Σ̄1 ∈ Rm1×n  0.

















where π̃ = (1 + π)/π. Therefore, Sπ = S
T
π  0, hence non-defective with an orthonormal eigenbasis V = V̄1.
According to Def. 2.4, the HO-GSVD A1 = U1Σ1V
T is obtained from V BT1 = A
T
1 and U1Σ1 = B1. We show
that B1 has orthogonal columns. From the QR factorization (2.1), A2 = I = Q2R so that Q2 = R
91,







RTR− I = RTQT1Q1R = AT1A1.(C.2)
Therefore,








= ZTZ − V TV,(C.3)
where the columns of Z are the orthogonal eigenvectors of Tπ = T
T
π , thus the matrix on the right-hand side is
diagonal. We follow that B1 has orthogonal columns. If A1 has r = rankA1 < n, then n− r columns of B1 will
be zero and, from U1Σ1 = B1, the associated columns of U1 can be chosen freely. These can always be chosen to
have unit length and such that U1 has at least m1 orthogonal columns. We obtain a factorization A1 = U1Σ1V
T,
where Σ1  0 is diagonal and V is orthonormal. If U1 ∈ Rm1×n has more columns than rows, i.e. m1 < n, we
remove n −m1 of the linear dependent columns of U1 and the corresponding rows of Σ1, which are necessarily
zero-rows. The remaining part of U1 is orthonormal, thus the HO-GSVD of A1 must be the standard SVD of
A1 [14, Thm. S5].
Appendix D. Proof of Lemma 7.2. Follows from Lemma 7.1 and from the fact that the matrices M
and M̃ := aM + bI, where a, b ∈ R, share the same eigenspace so that all right singular vectors for Aj 6= I are
eigenvectors of Sπ as in (C.1). For N−1 matrices Ai = I, i 6= j, equation (C.2) becomes ATj Aj = RTR−(N−1)I.
From substituting ATj Aj in equation C.3, it can be seen that B
T
j Bj is orthogonal.




QT2Q2t = (I −QT1Q1)t = (1− λ)t,
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1 + π − λ
)
t,
i.e. t is an eigenvector for Tπ associated with eigenvalue
1/2+π
(π+λ)(1+π−λ) .
Appendix F. The arithmetic mean of amplification quotients. The HO-GSVD is related to the function









zT(QTi Qi + πI)z
zT(QTj Qj + πI)z
+
zT(QTj Qj + πI)z
zT(QTi Qi + πI)z
)
≥ 1,



























where Ri,π = Q
T
i Qi + πI. To show that ∇gπ(z) = 0 for z ∈ TN or z ∈ T1, note that z must be a right singular




Rj,πz = (σi,1 + π)z −
σi,1 + π
σj,1 + π
(σj,1 + π)z = 0,
so that ∇gπ(z) = 0 if z ∈ TN or z ∈ T1 for any value of π. The proof is analogous for the HO-GSVD subspaces.
