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Einleitung
Die Dynamik einer diskreten Evolutionsgleihung
xn+1 = g(xn) , n = 0, 1, 2 · · · , g : Rd −→ Rd (1)
ist maÿgeblih durh ihre Liapunow-Exponenten
1
geprägt. Beispielsweise ha-
rakterisiert der gröÿte Liapunow-Exponent λ1, der sih mittels
λ1 = lim
n→∞
1
n
log ‖Dgn(x)‖
berehnen lässt,
2
die durhshnittlihe exponentielle Rate der Divergenz bzw.
Konvergenz von durh (1) erzeugten Folgen. Auÿerdem können mit Hilfe
von Liapunow-Exponenten unter anderem solhe Gröÿen wie maÿtheoreti-
she Entropie bzgl. eines natürlihen (invarianten) Maÿes (siehe [7℄) sowie
die Hausdor-Dimension des Attraktors
3
abgeshätzt bzw. bestimmt werden.
Numerishe Verfahren zur Berehnung der Liapunow-Exponenten kann
man im wesentlihen in zwei Klassen unterteilen: Methoden, die auf der Bil-
dung eines zeitlihen Durhshnitts entlang einer Trajektorie {xn}n∈N von g
basieren, und Verfahren, die zur Auswertung von Liapunow-Exponenten ein
räumlihes Mittel benutzen.
Zu der ersten Klasse zählen die diskreten und die kontinuierlihen QR-Metho-
den (siehe z.B. [16℄, [24℄, [29℄,). Diese Verfahren sind relativ leiht zu imple-
mentieren (insbesondere die diskrete Methode) und erlauben die Auswertung
beliebig vieler Exponenten, haben jedoh den Nahteil, dass die Rehnung
1
Die harakteristishen Zahlen, später die Liapunow-Exponenten genannt, für die Lö-
sungen von autonomen gewöhnlihen Dierentialgleihungen x˙ = f(x) wurden von A.M.
Liapunow in seiner Dissertation [28℄ im Jahre 1892 eingeführt. Die Existenz der Liapu-
now-Exponenten wurde unter sehr allemeinen Bedingungen von V.I. Oselede [30℄ über
siebzig Jahre später präsentiert.
2
MitDgn(x) wird die Ableitung der n-ten Iteration gn der Abbildung g bei x bezeihnet
und ‖ · ‖ ist eine Matrixnorm.
3
Für den zweidimensionalen Fall g : R2 → R2 siehe [37℄. Bei höheren Dimensionen wird
oft die Kaplan-Yorke Vermutung (siehe [20℄) verwendet, um aus den Liapunow-Exponen-
ten die genannte Dimension zu berehnen.
3
auf eine einzelne Trajektorie beshränkt ist, was in einigen Fällen fehlleiten
kann (siehe [5℄).
In den letzten Jahren wurden einige numerishe Verfahren zur Berehnung
des dominanten Liapunow-Exponent λ1 entwikelt, die auf der räumlihen
Integration basieren (siehe z.B. [5℄, [21℄ und ihre Referenzen). Die Vorteile
dieser Methoden gegenüber der Bildung des zeitlihen Durhshnitts beste-
hen u.a. in der Unabhängigkeit von der gewählten Trajektorie {xn}n∈N bzw.
von dem Anfangswert x0. Auÿerdem kann der Rehenaufwand in einigen
Fällen (siehe [4℄) reduziert werden. Man muss jedoh bei dieser Art der Ver-
fahren ein invariantes Maÿ, über das später integriert wird, ausrehnen bzw.
approximieren, was die Komplexität der Implementierung erhöht. Auÿerdem
ist diese Methode in der in [5℄, [21℄ formulierten Form nur zur Approximation
des gröÿten bzw. des kleinsten Liapunow-Exponenten geeignet.
Das Ziel dieser Arbeit ist die Entwiklung und Analyse eines numerishen
Verfahrens, das uns ermögliht, eine beliebige Anzahl von Liapunow-Expo-
nenten unter der Anwendung der räumlihen Integration zu berehnen. Da
hierbei die diskrete QR-Methode mit der räumlihen Integration kombiniert
wird, nennen wir die Methode hybrid.
Die Unterteilung dieser Arbeit ist die folgende: Im 1. Kapitel werden zu-
nähst einige wihtigen Grundlagen zu Liapunow-Exponenten eines diskreten
endlihdimensionalen dynamishen Systems angegeben. In den Abshnitten
1.2 und 1.3 beshäftigen wir uns mit den folgenden bereits bekannten Ver-
fahren zur Approximation von Liapunow-Exponenten:
• der weit verbreiteten diskreten QR-Methode (siehe [16℄, [24℄ oder [29℄);
• dem von G. Froyland und anderen [21℄ entwikelten räumlihen Verfah-
ren, das zur Approximation der extremen (des gröÿten und des klein-
sten) Liapunow-Exponenten verwendet werden kann;
• und shlieÿlih mit der zeitlih-räumlihen Methode von J.P. Aston und
M. Dellnitz [4℄, [5℄ zur Berehnung des gröÿten Liapunow-Exponenten
λ1.
Für das zuletzt genannte Verfahren wird auh eine Konvergenzaussage for-
muliert, die später im entsprehenden Teil des 4. Kapitels bewiesen wird.
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Im letzten Abshnitt des ersten Kapitels wird die neue hybride Metho-
de präsentiert, die den wihtigsten algorithmishen Beitrag der vorliegenden
Arbeit liefert. Sie stellt eine Art Synthese des QR-Algorithmus und des Ver-
fahrens von Aston und Dellnitz dar. Die Idee dieser Methode besteht in der
4
Der Beweis der Konvergenzaussage in [5℄ enthält aus meiner Siht einige Inkonsisten-
zen.
4
Auswertung der bezüglih eines invarianten Maÿes µ (im Idealfall eines SRB-
Maÿes [15℄, [34℄) gebildeten Integralfolge
1
n
∫
lnRii(Dg
n(x))dµ i = 1, · · · , d , (2)
wobei mit R(Dgn(x)) die R-Komponente der eindeutigen QR-Zerlegung (sie-
he [25℄) der Matrix Dgn(x) bezeihnet wird und mit Rii(Dg
n(x)) ihr i-ter
Diagonaleintrag. Die unter (2) angegebene Folge approximiert den i-ten Lia-
punow-Exponenten λi des Systems (1) für i = 1, · · · , d. Dieser Abshnitt
enthält auh einen Konvergenzsatz zum hybriden Verfahren, für dessen Vor-
aussetzungen hinreihende Bedingungen im 3. Kapitel diskutiert werden. Au-
ÿerdem werden Abshätzungen zu der Entwiklung des Fehlers der Folgen (2),
die im 4. Kapitel bewiesen werden.
In den nähsten drei Kapiteln beshäftigen wir uns (direkt oder indirekt)
mit der Analyse der hybriden Methode: Zunähst wird im 2. Kapitel eine
Koordinatendarstellung des äuÿeren Produktes von Vektoren aus Rd sowie
der äuÿeren Potenzen von reellen d× d-Matrizen und ihre Eigenshaften be-
trahtet. Dieses Material erleihtert uns die weitere Analyse.
Im 3. Kapitel werden die Voraussetzungen des im Abshnitt 1.4 enthalte-
nen Konvergenzsatzes für die hybride Methode veriziert. Zu diesem Zwek
werden im Abshnitt 3.1 einige Teile der Arbeit [30℄ von Oselede nahvollzo-
gen.
5
Über die Anwendung einer im Abshnitt 3.2 angegebenen Version des
Satzes von Oselede auf äuÿere Potenzen der Matrizen Dgn(x) kommen wir
im Abshnitt 3.3 zu einer hinreihenden Bedingung, unter der die Vorausset-
zungen des besagten Konvergenzsatzes erfüllt sind.
Weiter befassen wir uns mit der Entwiklung von Fehlertermen der Folgen
(2). Dafür ziehen wir im ersten Abshnitt des 4. Kapitels Resultate von [21℄
sowie einige Ansätze aus [5℄ hinzu. Als äuÿerst hilfreih bei der Analyse der
hybriden Methode erweist sih die Nutzung des äuÿeren Produktes für die
Darstellung von Rii(Dg
n(x)). Bei speziellen dynamishen Systemen führt uns
dieser Ansatz zu einer Entwiklung des Fehlers der hybriden Approximation
des i-ten Liapunow-Exponenten λi in der folgenden Form
1
n
∫
lnRii(Dg
n(x))dµ = λi +
Ci
n
+ o
(
1
n
)
, i = 1, · · · , d, (3)
wobei Ci eine nur von i abhängige Konstante bezeihnet.
Eine Vershärfung der Konvergenzaussage zu der Fehlerentwiklung erreihen
5
Die genannte Arbeit [30℄ lässt sih wegen ihrer Struktur an eingen für uns relevanten
Stellen nur shwer zitieren, deshalb war diese Ausarbeitung nötig.
5
wir im Abshnitt 4.2
1
n
∫
lnRii(Dg
n(x))dµ = λi +
Ci
n
+ o
(
e−θin
n
)
,
wobei θi > 0 nur von i abhängig ist. Dabei wird eine spezielle Art der Tren-
nung von einzelnen Liapunow-Exponenten vorausgesetzt, die wir als λi+1−λi
Hyperbolizität bezeihnen, wobei λi+1 und λi zwei benahbarte Liapunow-
Exponenten sind. Die λi+1 − λi Hyperbolizität stellt eine Verallgemeinerung
des Begries der gleihmäÿigen (uniformly) Hyperbolizität dar.
6
Beendet wird das 4. Kapitel mit dem Beweis der Konvergenzaussage zu der
zeitlih-räumlihen Methode von Aston und Dellnitz, die im Abshnitt 1.3.2
formuliert wurde.
Im 5. Kapitel testen wir das hybride Verfahren an der Hénon-Abbildung
und dem Lorenz-System. Dabei werden in ersten Abshnitt des Kapitels die
in [4℄, [5℄ vorgeshlagenen Extrapolationsmöglihkeiten für die Folgen der
Form (3) diskutiert.
Es zeigt sih am Beispiel der Hénon-Abbildung, dass die hybride Methode
selbst für den gröÿten Liapunow-Exponenten shneller konvergiert als die
Matrixnorm-Methode von Aston & Dellnitz, in der ln ‖Dgn(x)‖ bezüglih
des invarianten Maÿes integriert wird. Man sollte jedoh festhalten, dass
die hybride Methode, wenn man diese alleine zur Berehnung des dominan-
ten Liapunow-Exponenten benutzt, eine Spezialform des in [6℄ beshriebenen
Verfahrens ist.
6
Eine Denition von gleihmäÿig hyperbolishen Mengen ndet man z.B. in [27℄, [7℄
oder [31℄. In [27℄ wird die Denition der exponentiellen Aufspaltung (exponential splitting,
(λ, µ) splitting) angegeben, die in einer direkten Beziehung zu dem Begri der λi+1 − λi
Hyperbolizität steht. In der genannten Quelle wird jedoh hauptsählih eine spezielle Art
der Aufspaltung untersuht, die zu dem Begri der gleihmäÿigen Hyperbolizität führt
(siehe auh den Abshnitt 4.2 der vorliegenden Arbeit).
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Kapitel 1
Methoden zur Berehnung von
Liapunow-Exponenten
Im ersten Teil dieses Kapitels wird eine spezielle Version des Satzes von
Oselede [32℄, die die zentralen Eigenshaften von Liapunow-Exponenten be-
shreibt, angegeben und erläutert. Die darauolgenden Abshnitte 1.2 und
1.3 beshäftigen sih mit einigen bereits bekannten Methoden zur nume-
rishen Berehnung von Liapunow-Exponenten. Im Abshnitt 1.4 wird die
neuentwikelte hybride Methode und eine Konvergenzaussage zu dieser prä-
sentiert.
1.1 Theoretishe Grundlagen
In dieser Arbeit werden hauptsählih diskrete dynamishe Systeme auf ei-
ner endlihdimensionalen glatten Mannigfaltigkeit M betrahtet. Diese sind
durh eine invertierbare Abbildung auf M induziert:
g : M →M . (1.1)
Die Dynamik (bzw. zeitlihe Transformation oder Bewegung eines Zustandes
x ∈ M) wird in diesem Fall durh die naheinander folgenden Iterationen
von g deniert:
gn(x) =


x , n = 0
g ◦ gn−1(x) , n = 1, 2, · · ·
g−1 ◦ gn+1(x) , n = −1,−2, · · ·
(gn(x) - ist als der Zustand des Systems zum Zeitpunkt n bei dem Startwert
x zu interpretieren). Die Trajektorie (oder der Orbit) mit dem Anfang im
7
Punkt x¯, mit γ(x¯) bezeihnet, ist die Menge aller Zustände in M , die von x¯
aus im Laufe der Bewegung erreihbar sind. Also ist γ(x¯) = {gn(x¯) |n ∈ Z}.
Die Liapunow-Exponenten sind endogene Gröÿen des auf diese Weise be-
shriebenen dynamishen Systems. Mit deren Hilfe kann man zum Beispiel
die exponentielle Divergenz von benahbarten Trajektorien γ(x¯) und γ(x¯+ε)
untersuhen. Die Existenz von Liapunow-Exponenten sihert der folgende
Satz (siehe z.B. [32℄).
Satz 1.1.1 (Oselede, 1968) Sei g ein C1-Dieomorphismus auf einer
kompakten glatten Riemannshen Mannigfaltigkeit M von der Dimension d
und µ ein ergodishes Maÿ darauf. Dann gibt es eine Borelshe Teilmenge
Mµ ⊂ M , so dass g(Mµ) = Mµ und µ(Mµ) = 1 gilt, mit folgenden Eigen-
shaften.
(i) Es existieren natürlihe Zahlen d1, · · · , ds ( s ≤ d) mit
∑s
i=1 di = d
(ii) Für jedes x ∈ Mµ gibt es eine messbare Zerlegung des Tangentialrau-
mes TxM =
⊕s
i=1W
i(x) mit dimW i(x) = mi und Dg(x) (W
i(x)) =
W i(g(x))
(iii) Es existieren reelle Zahlen λ1 > λ2 > . . . > λs derart, dass
lim
n→∞
1
n
log ‖Dgn(x)v‖ = λm (1.2)
für alle v ∈⊕si=mW i(x) mit v /∈⊕si=m+1W i(x) und x ∈Mµ gilt.
Dieser Satz ist eine spezielle Form des multiplikativen Ergodensatzes von
Oselede (siehe [30℄). Eine allgemeinere Form des Satzes 1.1.1 wird auh in
dieser Arbeit (Kapitel 3.2) angegeben.
Anmerkungen
(i) Die Punkte aus Mµ werden als (Liapunow-)regulär bezeihnet.
(ii) Die Zerlegung TxM =
⊕s
i=1W
i(x) in invariante Vektorräume nennt
man die Oselede-Zerlegung von TxM .
(iii) Die Zahlen λ1, · · · , λs heiÿen die Liapunow-Exponenten (auh harakte-
ristishe Zahlen genannt) vom System (1.1) bezüglih µ.
(iv) di ist die Vielfahheit von λi (i = 1, · · · , s).
(v) Der gröÿte Liapunow-Exponent λ1 kann auh mittels einer Matrixnorm
λ1 = lim
n→∞
1
n
ln ‖Dgn(x)‖ µ− f.ü (1.3)
bestimmt werden (siehe [32℄).
8
1.2 Bildung zeitliher Durhshnitte, diskrete
QR-Methode
Eines der gebräuhlihsten Verfahren, das auf der Auswertung eines zeitli-
hen Durhshnitts entlang einer Halbtrajektorie {xn}n∈N mit xn = gn(x)
basiert, ist die diskrete QR-Methode (siehe [16℄, [24℄ oder [29℄). Mit diesem
Verfahren kann man beliebig viele Liapunow-Exponenten des gegebenen Sy-
stems berehnen. Ein weiterer Pluspunkt dieser Methode ist die Einfahheit
der Implementierung.
1.2.1 Eindeutige QR-Zerlegung
Sei M = Q(M)R(M) die eindeutige QR-Zerlegung einer invertierbaren Ma-
trix M ∈ Rd×d(Cd×d), das heiÿt:
• Q(M) ∈ Rd×d ist orthogonal (unitär);
• R(M) ∈ Rd×d ist eine obere Dreieksmatrix, mit positiven (reellen)
Diagonaleinträgen.
Diese Zerlegung erhält man z.B. mit dem (modizierten) Gram-Shmidt Ver-
fahren (siehe [25℄).
Wegen ‖Mv‖ = ‖R(M)v‖ für alle v ∈ Rd ist
lim
n→∞
1
n
ln ‖Dgn(x)v‖ = lim
n→∞
1
n
ln ‖R (Dgn(x)) v‖ .
Damit ist es möglih anstatt der zeitlihen Evolution von Dgn(x) zu verfol-
gen, die Entwiklung von R (Dgn(x)) zur Berehnung von Liapunow-Expo-
nenten zu benutzen.
Genauere Informationen über den Zusammenhang zwishen den Liapunow-
Exponenten vom System (1.1) und der R-Komponente seiner Linearisierung
R (Dgn(x)) liefert uns der folgende Satz.
Satz 1.2.1
1
Mit λ1, · · · , λd bezeihne man die Liapunow-Exponenten mit
ihrer Vielfahheit. Unter den Voraussetzungen des Satzes von Oselede exi-
1
Dieser Satz stellt einen Teil des Satzes von Liapunow dar, adaptiert für die diskreten
dynamishen Systeme.
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stiert für x ∈Mµ eine Permutation πx mit
λpix(i) = lim
n→∞
1
n
lnRii (Dg
n(x))
für i = 1, · · · , d.
Der Satz wird später in einer allgemeineren Form bewiesen (siehe den Satz
3.1.10).
1.2.2 Diskrete QR-Methode
Um die Liapunow-Exponenten von (1.1) zu berehnen, geht man folgender-
maÿen vor:
Als Startwert Z0 ∈ Rd×d nehme man2 Z0 = Id und setze weiter die Folge
{Zn}n∈N0 wie folgt fort:
Zn+1 := Dg(g
n(x))Q(Zn) , n ∈ N0 ,
wobei Q(Zn) der Q-Faktor der eindeutigen QR-Zerlegung von Zn ist:
Zn = Q(Zn)R(Zn) n ∈ N0
Das folgende Lemma wird für ein beliebiges Z0 bewiesen.
Lemma 1.2.2 Sei Dgn(x)Z0 = Q (Dg
n(x)Z0)R (Dg
n(x)Z0), dann ist
R (Dgn(x)Z0) =
0∏
j=n
R(Zj) und Q (Dg
n(x)Z0) = Q(Zn)
für n ∈ N0,
Beweis:
Induktion über n: Die Fälle n = 0, 1 sind klar.
Weiter gilt mit der Induktionsannahme
Dgn+1(x)Z0 = Dg (g
n(x))Dgn(x)Z0 = Dg (g
n(x))Q(Zn)
0∏
j=n
R(Zj) =
2
Von der Identität abweihende Startwerte können nur dann sinnvoll sein, wenn man
nur einige Liapunow-Exponenten berehnen möhte (siehe weiter unten) und dabei über
genauere Kenntnisse über die Oselede-Zerlegung von TxM verfügt. Dies ist aber in der
Regel niht der Fall.
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= Zn+1
0∏
j=n
R(Zj) = Q(Zn+1)R(Zn+1)
0∏
j=n
R(Zj) = Q(Zn+1)
0∏
j=n+1
R(Zj).
Da Q(Zn+1) orthogonal und
∏0
j=n+1R(Zj) von der oberen Dreieksgestalt
mit positiven Diagonaleinträgen ist, folgt die Behauptung aus der Eindeutig-
keit der Zerlegung.

Da wir aber Z0 = Id gesetzt haben, ist Dg
n(x)Z0 = Dg
n(x) und R0 = Id.
Also ist
R (Dgn(x)) =
1∏
j=n
R(Zj) für n ∈ N
Mit dem Satz 1.2.1 haben wir dann
λpix(i) = lim
n→∞
1
n
ln
1∏
j=n
Rii(Zj) = lim
n→∞
1
n
n∑
j=1
lnRii(Zj) (1.4)
für eine Permutation πx.
Sind wir nur an einigen (meistens gröÿten) Liapunow-Exponenten inter-
essiert, so ist es sinnvoll die shlanke
3
QR-Zerlegung zu benutzen, denn der
Rehenaufwand (in Flops) zur Durhführung der QR-Zerlegung hängt qua-
dratish (siehe [25℄) von der Anzahl der Spalten der zu zerlegenden Matrix
ab. In unserem Fall heiÿt es von der Zahl der gesuhten Liapunow-Exponen-
ten.
Umm Liapunow-Exponenten zu berehnen, deniert man die Folge {Zmn }n∈N
folgendermaÿen:
Wähle einen Startwert Zm0 ∈ Rd×m mit (Zm0 )TZm0 = Im (in der Regel nimmt
man die ersten m Spalten der Einheitsmatrix Id) und setze weiter
Zmn+1 := Dg(g
n(x))Q(Zmn ) , n ∈ N0 ,
wobei Qn(Z
m
n ) der Q-Faktor der eindeutigen shlanken QR-Zerlegung Zn =
Q(Zmn )R(Z
m
n ) (n ∈ N) ist. D.h., Q(Zmn ) ∈ Rd×m hat orthonormale Spal-
ten und R(Zmn ) ∈ Rm×m ist von der oberen Dreieksgestalt mit positiven
(reellen) Diagonaleinträgen. Der π(i)-te Liapunow-Exponent λpi(i) (mit einer
geeigneten Permutation π kann dann als
λpi(i) = lim
n→∞
1
n
ln
1∏
j=n
Rii(Z
m
j ) = lim
n→∞
1
n
n∑
j=1
lnRii(Z
m
j )
3
Diese Zerlegung erhält man ebenso mit Hilfe des bereits erwähnten modizierten
Gram-Shmidtshen Orthogonalisierungsverfahrens.
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berehnet werden.
In meisten Fällen kann angenommen werden, dass π = id ist (dazu etwas
später im Kapitel 3.3). Dies bestätigen auh die praktishen Rehnungen.
1.3 Räumlihe Integrationsmethoden
Neben den im letzten Abshnitt genannten Vorteilen der Berehnung von
Liapunow-Exponenten mit der diskreten QR-Methode wie die Einfahheit
der Implementierung und die Möglihkeit der Approximation beliebig vieler
Liapunow-Exponenten, hat diese Methode (wie auh alle auf der Bildung der
zeitlihen Durhshnitte basierende Verfahren) einige Nahteile:
• Die Formel (1.2) (also auh (1.4)) gilt nur µ-fast überall für das gege-
bene ergodishe Maÿ µ.
• In den genannten Formeln sind Liapunow-Exponenten als zeitlihe
Grenzwerte angegeben. Es ist also notwendig Langzeittrajektorien zu
berehnen. Dies ist aber aus numerisher Siht problematish, weil
die Aufhäufung der Rundungs- bzw. Approximationsfehler signikante
Auswirkungen auf das Resultat haben kann.
• Es existieren keine Aussagen (soweit es dem Autor bekannt ist) über die
Konvergenzgeshwindigkeit der QR-Verfahren. Also gibt es auh keine
Kriterien zum Abbruh der Berehnungen, was dazu führen kann, dass
diese zu früh gestoppt werden.
Die Anwendung der räumlihen bzw. der zeitlih-räumlihen Integration zur
Berehnung von Liapunow-Exponenten beseitigt (zum Teil) die beshriebe-
nen Nahteile der Bildung von zeitlihen Durhshnitten. Die räumlihe In-
tegration setzt aber die Bestimmung des Attraktors des gegebenen Systems
und eines invarianten Maÿes darauf voraus, was diese Verfahren komplizier-
ter maht.
Eine eektive Methode zur Approximation von Attraktoren und zugehörigen
invarianten Maÿen für haotishe dynamishe Systeme wurde in [5℄ beshrie-
ben. Die Idee dieser Methode ist die folgende:
• Zuerst wird eine Überdekung des Attraktors gefunden. Dies wird mit
Hilfe des Unterteilungsalgorithmus (Subdivision Algorithm, siehe [14℄)
bzw. einer seiner Variationen realisiert.
Am Anfang der Rehnung hat man eine grobe Überdekung des At-
traktors (in der Regel eine Box), die Shritt für Shritt durh die Bo-
xenteilung verfeinert wird. Dabei werden Boxen ausgesondert, die keine
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Attraktorteile enthalten.
Am Ende hat man eine Boxenkollektion {An}Kn=1, die als eine Appro-
ximation des gesuhten Attraktors dienen soll.
• Durh die Boxenüberdekung des Attraktors erhält man eine Diskreti-
sierung des Perron-Frobenius Operators in Form einer Matrix P mit
Pi,j =
m(Aj) ∩ g−1(Ai)
m(Aj)
i, j ∈ {1, · · · , K},
wobei mit m das Lebesgue Maÿ bezeihnet wird. Eine Approximati-
on µ˜ des invarianten Maÿes µ auf dem Attraktor ist durh den zum
Eigenwert +1 korrespondierenden normierten Eigenvektor ρ der Ma-
trix P gegeben. D.h., das approximative Maÿ µ˜ auf dem von {An}Kn=1
erzeugten Ring wird durh µ˜i = µ˜(Ai) = ρi deniert.
Diese Methode mit einigen Variationen (siehe [13℄) wurde in dem Programm-
paket GAIO
4
von der Gruppe um M.Dellnitz und O.Junge von der Univer-
sität Paderborn realisiert.
Nun gehen wir zu den Methoden zur Berehnung von Liapunow-Exponenten,
die auf der räumlihen Integration basieren, über.
1.3.1 Räumlihe Integration mit Hilfe der Oselede-Zer-
legung (nah G.Froyland)
In den Arbeiten [21℄, [22℄ wurde der Vorshlag gemaht, die Liapunow-Ex-
ponenten mittels räumliher Integration mit Hilfe von Oselede-Vektoren zu
berehnen. Da wir die in den genannten Arbeiten enthaltene Resultate sowie
die dort eingeführte Notation nutzen werden, wollen wir an dieser Stelle
ausführlih darauf eingehen.
Wir betrahten das folgende dynamishe System auf einer d-dimensionalen
glatten abgeshlossenen reellen Untermannigfaltigkeit M :
g : M → M, g ein C1-Dieomorphismus, µ ergodish. (1.5)
Dieses System genügt den Voraussetzungen des Satzes 1.1.1. Also hat es auf
einer Borelshen Menge Mµ vom vollen Maÿ die konstanten Liapunow-Ex-
ponenten λ1 > . . . > λs (s ≤ d). Es wird für die Oselede-Zerlegung des
4
Siehe die Website http://www-math.upb.de/∼agdellnitz/Software/gaio.html für mehr
Informationen zu GAIO.
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Tangentialraumes TxM =
⊕s
i=1W
i(x) angenommen, dass die Unterräume
W i(x) eindimensional sind:
dimW i(x) = 1 für i = 1, · · · , d (also s = d) µ− f.ü. (1.6)
Mit wi(x) bezeihne einen auf 1 normierten Vektor aus dem UnterraumW
i(x)
für i = 1, · · · , d, so dass {wi(x) | x ∈ Mµ} ein messbares Vektorfeld für
i = 1, · · · , d ist. Dann gilt wegen der Invarianz von W i(x) unter g
Dg(x)wi(x) = a
(i)(x)wi(g(x)), (1.7)
wobei a(i)(x) ein Skalar ist. Für die auf diese Weise denierten Abbildungen
a(i) : Mµ → R gilt
a(i)(x) = ±‖Dg(x)wi(x)‖ i = 1, · · · , d .
und damit sind
∣∣a(i)(·)∣∣ für i = 1, · · · , d messbar wegen der Stetigkeit von
Dg(·) und der Messbarkeit von wi(·), i = 1, · · · , d.
Weiter erhalten wir aus (1.7) per Induktion
Dgn(x)wi(x) =
0∏
j=n−1
a(i)(gj(x))wi(g
n(x)) .
Daraus folgt mit dem Satz von Oselede (Satz1.1.1)
λi = lim
n→∞
1
n
ln ‖Dgn(x)wi(x)‖
= lim
n→∞
1
n
ln
0∏
j=n−1
∣∣a(i)(gj(x))∣∣ ‖wi (gn(x))‖︸ ︷︷ ︸
=1
= lim
n→∞
1
n
n−1∑
j=0
ln
∣∣a(i)(gj(x))∣∣ .
Die Anwendung des Birkhoshen Ergodensatzes (siehe [32℄) liefert uns
λi = lim
n→∞
1
n
n−1∑
j=0
ln
∣∣a(i)(gj(x))∣∣ = ∫ ln ∣∣a(i)(x)∣∣ dµ .
Mit der Denition von a(i)(x) folgt aus der letzten Gleihung
λi =
∫
ln ‖Dg(x)wi(x)‖dµ. (1.8)
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Bei der Kenntnis von wi(x) lässt sih also λi als ein räumlihes Mittel aus-
werten.
Das Hauptproblem dieses Verfahrens ist die Approximation der genannten
Vektorfelder. In [21℄ wird die folgende Vorgehenweise zur Berehnung des
gröÿten Liapunow-Exponentes λ1 vorgeshlagen:
• Man iteriere x ∈ Mµ rükwärts in der Zeit k mal (k ≈ 4) und erhalte
eine Folge von Punkten g−1(x), · · · , g−k(x).
• Für ein v ∈ TxM werte das Produkt Dg(g−1) · . . . ·Dg(g−k)v aus.
• Das auf 1 normierte der Ergebnis der im letzten Punkt durhgeführten
Multiplikation v¯(x) wird als Approximation für w1(x) genommen.
Zur Berehnung des zu dem kleinsten Liapunow-Exponent gehörenden Vek-
torfeldes wd(x) wird dieses Verfahren auf die inverse Abbildung g
−1
ange-
wendet.
Das Problem der praktishen Berehnung von wi für i ∈ {2, · · · , d − 1} ist
nah meinen Kenntnissen niht gelöst. Auh für i = 1 (bzw. i = d) ist die
beshriebene Berehnung des Vektorfeldes in einigen Fällen kritish (siehe
[22℄).
Eine zu der angegebenen alternative Vorgehensweise zur Berehnung der Fel-
der w1(x) und wd(x) (die aus meiner Siht ein besseres theoretishes Funda-
ment hat, aber rehnerish aufwendiger ist) ist in [12℄ beshrieben.
1.3.2 Zeitlih-räumlihe Methode von Aston & Dellnitz
In [4℄ und [5℄ wurde der Vorshlag gemaht, den gröÿten Liapunow-Exponent
als Grenzwert einer Folge von räumlihen Integralen zu berehnen. Von der
zentralen Bedeutung ist dabei der folgende Satz von Kingman (siehe [32℄).
Satz 1.3.1 (Subadditiver Ergodensatz, 1968) Sei g eine messbare
Transformation auf einem Wahrsheinlihkeitsraum (M,B, µ), wobei µ er-
godish ist. Weiter sei {Fn}n∈N ⊂ L1(µ) eine Funktionenfolge mit
Fk+n(x) ≤ Fk(x) + Fn(gk(x)) ∀n, k ≥ 1 µ− f.ü.
Dann gilt
(i) Es existiert λ ∈ R ∪ {−∞}, so dass λ = limn→∞ 1nFn(x) µ - f.ü. ist.
(ii) λ = limn→∞
1
n
∫
Fn(x) dµ = inf { 1n
∫
Fn(x) dµ |n ≥ 1} .
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Die Folge Fn(x) = ln ‖Dgn(x)‖, n ∈ N, erfüllt die Voraussetzungen des
Satzes:
• Für alle n ∈ N ist ‖Dgn(x)‖ beshränkt, da M kompakt und x 7→
Dgn(x) stetig ist. Also ist ln ‖Dgn(x)‖ integrierbar für n ∈ N.
• Wegen der Submultiplizität der Matrixnorm gilt
ln
∥∥Dgn+k(x)∥∥ = ln ∥∥Dgn(gk(x))Dgk(x)∥∥
≤ ln ∥∥Dgn(gk(x))∥∥+ ln ∥∥Dgk(x)∥∥ .
Also erhalten wir mit (1.3)
λ1 = lim
n→∞
1
n
ln ‖Dgn(x)‖ = lim
n→∞
1
n
∫
ln ‖Dgn(x)‖ dµ .
Zur numerishen Berehnung von λ1 werden also die ersten Glieder der Folge
{an}n∈N von Integralen
an =
1
n
∫
ln ‖Dgn(x)‖ dµ (1.9)
ausgewertet. Für die Fehlerentwiklung dieser Folge kann man die folgende
Absätzung erhalten.
Man bezeihne mit wi(x) für i = 1, · · · , d (wie im letzten Abshnitt) die
messbaren Vektorfelder, die durh die Oselede-Zerlegung des Tangentialrau-
mes deniert sind. Weiter deniere man α1(x) auf Mµ als die erste Zeile der
zu [w1(x), · · · , wd(x)] (die Matrix mit den Spalten w1(x), · · · , wd(x)) inversen
Matrix.
Satz 1.3.2 Das System (1.5) genüge der Annahme (1.6). Es besitze eine
gleihmäÿig hyperbolishe Menge vom vollen Maÿ und es gelte λ1 > 0 und
λi < 0 für i = 2, · · · , d. Weiter existiere ein ε > 0, so dass∣∣sin∠ (wi(x), span {wi1(x), · · · , wid−1(x)})∣∣ ≥ ε für i = 2, · · · , d
mit {i1, · · · , id−1} = {1, · · · , d} \ {i} für µ-fast alle x gilt.
Dann existiert ein δ ∈ (0, 1), so dass
an = λ1 +
c1
n
+ o
(
δn
n
)
(1.10)
gilt, wobei
c1 =
∫
ln ‖α1(x)‖dµ.
ist.
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Bemerkung 1.3.3 In [5℄ wurde die Abshätzung
an = λ1 +
c1
n
+ o
(
1
n
)
unter der alleinigen Annahme der gleihmäÿigen Hyperbolizität behauptet
(siehe Theorem 4.2 in [5℄). Den Beweis dazu konnte ih niht nahvollziehen.
Aus diesem Grunde sind die Voraussetzungen vershärft worden:
Im Beweis des Satzes wird die Beshränktheit von ‖α1(x)‖ gebrauht. Wie
wir später im Kapitel 4.3 sehen werden (Bemerkung 4.3.1) ist
‖α1(x)‖ = |sin∠ (w1(x), span {w2(x), · · · , wd(x)})|−1 .
Die Voraussetzung der gleihmäÿigen Hyperbolizität (hier orientiere ih mih
an der in [7℄ 2.2 gegebenen Denition) liefert aber nur die Beshränktheit
nah unten des Winkels zwishen den Tangentialräumen der stabilen und der
instabilen Mannigfaltigkeiten. Gibt es aber mehrere positive Liapunow-Ex-
ponenten, die die instabile Rihtung bestimmen, so liefert die Hyperbolizität
(im Sinne von [7℄ oder auh [31℄) keine Anhaltpunkte auf das Verhalten von
‖α1(x)‖. Deshalb ist die in [5℄ enthaltene Voraussetzung im allgemeinen Fall
aus meiner Siht (zumindest für den angegebenen Beweis) unzureihend.
Ein Beweis für den etwas allgemeiner formulierten Satz (der Satz 4.3.2)
wird im Kapitel 4.3 angegeben.
In dem Zusammenhang mit der Abshätzung (1.10) in [4℄ und [5℄ wurden
Vorshläge zur Extrapolation der Folge {an} gemaht. Eine Möglihkeit zum
Eliminieren des Hauptfehlerterms
c1
n
besteht in der Verwendung der Folge:
bn = (n+ 1)an+1 − nan n = 1, 2, 3, · · · .
Für diese gilt dann
bn = λ1 + o (δ
n) .
Man kann auh eine monotone Folge
Bn = 2a2n − a2n−1 n = 1, 2, 3, · · · (1.11)
denieren, in der der Hauptfehlerterm
c1
n
wegsubtrahiert wird. Die Monotonie
dieser Folge erhält man aus der Monotonie von {a2n}n∈N, die in [4℄ (Lemma
3.2) gezeigt wurde.
In einer weiteren Arbeit [6℄ haben die Autoren eine andere Folge von Inte-
gralen {dn}n∈N mit
dn =
1
n
∫
ln ‖Dgn(x) v‖ dµ (1.12)
für ein v ∈ Rd betrahtet. Dabei wurde ein Kriterium für die Konvergenz der
Folge gegen λ1 in Abhängigkeit von der Wahl des Vektors v aufgestellt.
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1.4 Hybride Methode
Die Idee der hybriden Methode besteht darin, die QR-Methode (in diesem
Fall die diskrete QR-Methode) mit der räumlihen Integration zu verbinden.
Bevor wir zur genaueren Beshreibung dieses Verfahrens übergehen, wird der
folgende Satz bewiesen.
Satz 1.4.1 Seien λ1 ≥ . . . ≥ λd die Liapunow-Exponenten des Systems (1.5)
mit ihren Vielfahheiten. Es gelte
λi = lim
n→∞
1
n
lnRii(Dg
n(x)) µ-f.ü , i = 1, · · · , d, (1.13)
dann ist
λi = lim
n→∞
1
n
∫
lnRii(Dg
n(x))dµ i = 1, · · · , d . (1.14)
Bemerkung 1.4.2 Die Existenz einer Permutation πx mit
λpix(i) = lim
n→∞
1
n
lnRii(Dg
n(x))
für jedes x ∈ Mµ erhalten wir aus dem Satz 1.2.1. Für die Gültigkeit der
Formel (1.14) ist es erforderlih, dass πx = id auf einer Teilmenge M¯µ von
Mµ mit vollem Maÿ gilt (die Voraussetzung (1.13)). Interessiert uns die Rei-
henfolge der Liapunow-Exponenten niht, so kann (1.13) etwas abgeshwäht
werden, indem wir eine (µ-f.ü. konstante) Permutation π zulassen:
λpi(i) = lim
n→∞
1
n
lnRii(Dg
n(x)) µ-f.ü , i = 1, · · · , d.
Dies ändert am Beweis dieses Satzes jedoh nihts.
Am Ende des 3. Kapitels, dessen Hauptziel die Untersuhung der Vorausset-
zung (1.13) ist, wird eine hinreihende Bedingung für (1.13) formuliert (der
Korollar 3.3.4).
Beweis des Satzes:
Durh Integration beider Seiten der Gleihung (1.13) nah µ erhält man
λi =
∫
lim
n→∞
1
n
lnRii (Dg
n(x)) dµ .
Nun ist
1
n
ln ‖Dgn(x)‖ = 1
n
ln
∥∥∥∥∥
0∏
j=n−1
Dg
(
gj(x)
)∥∥∥∥∥
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≤ 1
n
n−1∑
j=0
ln
∥∥Dg (gj(x))∥∥
≤ 1
n
nK = K
da Dg stetig mit kompaktem Denitionsbereih ist. Damit sind die Funktio-
nen
ain(x) =
1
n
lnRii(Dg
n(x))
für jedes i = 1, · · · , d durh eine Konstante beshränkt, denn
‖Dgn(x)‖ = ‖R(Dgn(x))‖
und
Rii(Dg
n(x)) ≤ ‖R(Dgn(x))‖ .
ist. Also können wir den Lebesgueshen Satz über die dominierte Konvergenz
anwenden und erhalten
λi =
∫
lim
n→∞
1
n
lnRii (Dg
n(x)) dµ = lim
n→∞
1
n
∫
lnRii (Dg
n(x)) dµ
für i = 1, · · · , d.

Ist also die Voraussetzung (1.13) für das System erfüllt, so können wir die
Folgen {ain}n∈N von Integralen für i = 1, · · · , d
ain =
1
n
∫
ln (Rii(Dg
n(x)) dµ (1.15)
zur Berehnung von Liapunow-Exponenten λ1, · · ·λd benutzen.
Wie wir später in Kapiteln 4.1 und 4.2 sehen werden (Sätze 4.1.5 und 4.2.6),
haben die Folgen {ain}n∈N unter gewissen zusätzlihen Bedingungen das Kon-
vergenzverhalten
ain = λi +
ci
n
+ o
(
1
n
)
(1.16)
bzw.
ain = λi +
ci
n
+ o
(
e−θn
n
)
, (1.17)
wobei ci für i = 1, · · · , d konstant und θ positiv ist. Also können wir in diesen
Fällen die in [4℄ und [5℄ vorgeshlagenen Extrapolationsmöglihkeiten für die
Folgen dieser Art benutzen, indem wir die Folgen
bn = (n+ 1)an+1 − nan n = 1, 2, 3, · · · (1.18)
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bzw.
Bn = 2a2n − a2n−1 n = 1, 2, 3, · · · (1.19)
für i = 1, · · · , d denieren.
Die Anwendung dieser Folgen bei den praktishen Berehnungen von Liapu-
now-Exponenten werden im Kapitel 5 diskutiert.
Es wird die folgende Vorgehensweise zur Approximation von m ersten Lia-
punow-Exponenten λ1, · · · , λm nah der Formel (1.15) vorgeshlagen:
• Zuerst berehnet man (z.B. mit Hilfe von GAIO) eine Boxenüber-
dekung des Attraktors {Aj}Kj=1 und die zugehörige Approximation
µ˜ ∈ RK (K - Anzahl der Boxen) des invarianten Maÿes µ, wobei
µ˜(Ai) = µ˜i für i = 1, · · · , K ist.
• Man wähle aus jeder Box Aj einen Repräsentanten xj für j = 1, · · · , K
aus, z.B. den Mittelpunkt der jeweiligen Box.
• Für die gewählten Punkte xj , j = 1, · · · , K, führe die im Abshnitt
1.2.2 (QR-Methode) beshriebene Berehnung von Rii(Dg
n(xj)) für i =
1, · · · , m und n = 1, · · · , T (T - Anzahl der Zeitshritte) durh.
• Die Approximationen a˜in von ain für i = 1, · · · , m werden nah der
Formel
a˜in =
1
n
K∑
j=1
lnRii(Dg
n(xj))µ˜j n = 1, · · · , T
berehnet.
Benutze gegebenfalls auh die Extrapolationsfolgen (1.18), (1.19).
Mit dieser Methode können wir also eine beliebige Zahl von Liapunow-Ex-
ponenten berehnen im Gegensatz zu den im Kapitel 1.3 beshriebenen Me-
thoden.
20
Kapitel 2
Hilfsmittel - das äuÿere Produkt
In diesem Kapitel werden einige relevante Eigenshaften des äuÿeren Pro-
duktes von Vektoren aus Rd in Koordinatenform zusammengestellt und her-
geleitet. Es ist eine selbständige Ausarbeitung des Materials, das der Autor
in der hier vorgestellten Form in keiner Quelle nden konnte. Dabei habe
ih mih an den Referenzen [2℄, [23℄ und [26℄ orientiert. Dieses Material ist
zum Verständnis sowohl der darauolgenden Verizierung der hinreihenden
Bedingung für die Konvergenz (Kapitel 3) als auh der Fehlerentwiklung
(Kapitel 4) der hybriden Methode notwendig.
2.1 Notationen, Denitionen und primäre Ei-
genshaften
Eine Abbildung δ : {1, · · · , m} → {1, · · · , d} mit m ≤ d wird streng monoton
genannt, falls δ(1) < δ(2) < . . . < δ(m) gilt. Die Menge aller streng mono-
tonen Funktionen von {1, · · · , m} nah {1, · · · , d} werden wir mit Ord(m, d)
bezeihnen:
Ord(m, d) = {δ : {1, · · · , m} → {1, · · · , d} | δ streng monoton}.
Ein Element i ∈ Ord(m, d) kann auh als ein Tupel i = (i1, · · · , im) bzw.
i = i1 · · · im mit 1 ≤ i1 < . . . < im ≤ d dargestellt werden.
Auf Ord(m, d) wird die lexikographishe Ordnung eingeführt, d.h. für σ, δ ∈
Ord(m, d) gilt σ < δ, falls es ein j ∈ {1, · · · , m} mit
σ(k) = δ(k) für k = 1, · · · , j − 1 und σ(j) < δ(j)
gibt. Somit wird δ1 = (1, · · · , m) als das kleinste bzw. das erste Element von
Ord(m, d) bezeihnet, δ2 = (1, · · · , m − 1, m + 1) als das Zweite u.s.w. Das
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letzte (gröÿte) Element ist δD = (d+m− 1, · · · , d) mit D = ♯Ord(m, d).
Sei A(d) = {A1, · · · , Ad} eine d-elementige Menge. Sei
A(d,m) = {B ⊂ A(d) | ♯B = m}
die Menge allen m-elementigen Teilmengen von A(d).
Bemerkung 2.1.1 Ord(m, d) und A(d,m) sind isomorph. Insbesondere ist
♯Ord(m, d) =
(
d
m
)
.
Seien x1, · · · , xm Vektoren aus Rd mit Koordinaten xj = (x1j , · · · , xdj)T . Als
X = [x1, · · · , xm] bezeihne die d × m Matrix mit den Spalten x1, · · · , xm,
d.h.
X =


x11 · · · x1m
x21 · · · x2m
. . . . . . . . . . . . .
xd1 · · · xdm

 .
Als Xi1,···,im wird die Unterdeterminante der Matrix X bezeihnet, die aus X
durh die Wahl der Zeilen i1, · · · , im hervorgeht:
Xi1···im = det


xi11 · · · xi1m
xi21 · · · xi2m
. . . . . . . . . . . . . . .
xim1 · · · ximm

 . (2.1)
Denition 2.1.2 Das äuÿere Produkt der Vektoren x1, · · · , xm ∈ Rd ist
der Vektor x1 ∧ · · · ∧ xm ∈ R(
d
m)
mit den lexikographish geordneten Koor-
dinaten
(x1 ∧ · · · ∧ xm)i1···im = Xi1···im mit (i1, · · · , im) ∈ Ord(m, d).
Der Vektor x1 ∧ · · · ∧ xm wird auh in der Form ∧mj=1xj geshrieben.
Bezeihnet man mit {e1, · · · , ed} die Standardbasis auf Rd, so folgt unmittel-
bar aus der Denition, dass
{e1 ∧ · · · ∧ em | (i1, · · · , im) ∈ Ord(m, d)}
die Standardbasis auf R(
d
m)
ist.
Das folgende Lemma stellt die Beziehung zu der kanonishen Denition des
äuÿeren Produktes her.
Lemma 2.1.3 Seien x1, · · · , xm, v ∈ Rd und α, β ∈ R, dann gilt:
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(i) Für eine Permutation π ∈ Sm ist
xpi(1) ∧ · · · ∧ xpi(m) = sign(π)x1 ∧ · · · ∧ xm (Antisymmetrie).
(ii) Für j = 1, · · · , m ist
x1 ∧ · · · ∧ xj−1 ∧ (αxj + βv) ∧ xj+1 ∧ · · · ∧ xm =
α(x1 ∧ · · · ∧ xj ∧ · · · ∧ xm) + β(x1 ∧ · · · ∧ v ∧ · · · ∧ xm)
(Multilinearität).
(iii) x1, · · · , xm linear abhängig ⇔ x1 ∧ · · · ∧ xm = 0.
Beweis:
(i)+(ii) : Die Antisymmetrie und die Multilinearität folgen aus den entspre-
henden Eigenshaften der Determinante.
(iii) : x1, · · · , xm linear abhängig ⇔ rang (X) < m mit X = [x1, · · · , xm] ⇔
es existieren keine m linear unabhängigen Zeilen von X ⇔ alle m-zeiligen
Minoren vershwinden.

Mit 〈·, ·〉k bezeihne man das gewöhnlihe Skalarprodukt auf Rk und mit ‖ · ‖
die durh dieses denierte Norm: ‖x‖ =√〈x , x〉k für x ∈ Rk.
Satz 2.1.4 Seien x, y ∈ R( dm) zerlegbar, d.h.
x = x1 ∧ · · · ∧ xm und y = y1 ∧ · · · ∧ ym mit xj , yj ∈ Rd, j = 1, · · · , m,
dann gilt
〈x, y〉(dm) = 〈x1 ∧ · · · ∧ xm, y1 ∧ · · · ∧ ym〉( dm) = det (M) ,
wobei
M ∈ Rm×m mit Mij = 〈xi, yj〉d für i, j ∈ {1, · · · , m}
ist.
Beweis:
Man setze X = [x1, · · · , xm] und Y = [y1, · · · , ym]. Mit dem Determinanten-
Multiplikationstheorem (siehe [19℄) haben wir
det
(
XTY
)
=
∑
i∈Ord(m,d)
Xi1···imYi1···im.
Der letzte Ausdruk ist gerade 〈x1 ∧ · · · ∧ xm, y1 ∧ · · · ∧ ym〉( dm).
Da M = XTY ist, folgt die Behauptung.

Unmittelbar aus dem letzten Satz folgt
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Korollar 2.1.5 Seien x1, · · · , xm ∈ Rd. Dann ist
‖x1 ∧ · · · ∧ xm‖ =
√
det (XTX),
wobei X ∈ Rd×m die Matrix mit den Spalten x1, · · · , xm ist. Bei m = d gilt
also
‖x1 ∧ · · · ∧ xd‖ = |det (X)| .
Die Determinante det
(
XTX
)
für X ∈ Rd×m heiÿt die Gramshe Deter-
minante. Der Ausdruk ‖x1 ∧ · · · ∧ xm‖ =
√
det (XTX) wird das Gramshe
Volumen genannt. Es ist gleih dem Inhalt des durh die Vektoren x1, · · · , xm
gebildeten Spates (siehe [23℄ 9.5).
Seien x1, · · · , xm, x ∈ Rd linear unabhängig. Man zerlege x in Kompo-
nenten x = xp + xo mit xp ∈ span {x1, · · · , xm} und xo⊥ span {x1, · · · , xm}.
Dann ist das Volumen des durh die Vektoren x1, · · · , xm, x aufgespannten
Parallelepipeds gleih
‖x1 ∧ · · · ∧ xm ∧ x‖ = ‖x1 ∧ · · · ∧ xm‖ ‖xo‖.
Daraus folgt
Bemerkung 2.1.6
(i)
‖x1 ∧ · · · ∧ xm ∧ x‖
‖x1 ∧ · · · ∧ xm‖ = ‖x
o‖
D.h. dieser Quotient ist gleih der Länge der zu span {x1, · · · , xm} or-
thogonalen Komponente von x.
(ii) Für einen normierten Vektor ‖x‖ = 1 ist xo gerade der Sinus des Win-
kels zwishen x und der von den Vektoren x1, · · · , xm aufgespannten
Hyperebene. Also gilt
‖x1 ∧ · · · ∧ xm ∧ x‖
‖x1 ∧ · · · ∧ xm‖ = |sin∠ (x, span {x1, · · · , xm})| . (2.2)
Da ‖xo‖ ≤ ‖x‖ ist, gilt auÿerdem die Ungleihung
‖x1 ∧ · · · ∧ xm ∧ x‖ ≤ ‖x1 ∧ · · · ∧ xm‖ ‖x‖. (2.3)
Als sehr nützlih erweist sih die folgende allgemeinere Abshätzung.
Lemma 2.1.7 (Verallgemeinerte Hadamardshe Ungleihung)
Es gilt für x1, · · · , xm ∈ Rd mit m ≤ d und k ∈ {1, · · · , m}
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(i) ‖x1 ∧ · · · ∧ xm‖ ≤ ‖x1 ∧ · · · ∧ xk‖‖xk+1 ∧ · · · ∧ xm‖.
(ii) ‖x1 ∧ · · · ∧ xm‖ ≤
m∏
i=1
‖xi‖.
Beweis:
(ii) folgt per Induktion aus (2.3). Zum Beweis von (i) siehe [23℄ 9.5.

Denition 2.1.8 Zu A ∈ Rd×d deniere man diem-te assoziierte Matrix
(auh m-te äuÿere Potenz genannt)
∧mA ∈ R( dm)×( dm) durh∧mA(x1 ∧ · · · ∧ xm) = Ax1 ∧ · · · ∧ Axm
für x1, · · · , xm ∈ Rd.
Unmittelbar aus der Denition folgt, dass die Spalte von
∧mA mit dem Index
j1 · · · jm gleih
(
∧mA) · j1···jm = ∧mA (ej1 ∧ · · · ∧ ejm) = A ·j1 ∧ · · · ∧A ·jm (2.4)
ist. Zusammen mit der Denition 2.1.2 erhalten wir das i1 · · · im-te Element
der j1 · · · jm-ten Spalte:
(
∧mA)i1···im,j1···jm = det


Ai1j1 · · · Ai1jm
Ai2j1 · · · Ai2jm
. . . . . . . . . . . . . . . . .
Aimj1 · · · Aimjm

 . (2.5)
Die folgenden Eigenshaften der äuÿeren Potenzen von quadratishen Matri-
zen sind leiht zu verizieren.
Lemma 2.1.9 Seien A,B ∈ Rd×d, dann gilt:
(i)
∧m (AB) = ∧m (A)∧m (B).
(ii)
∧m (AT ) = (∧mA)T .
(iii) Ist A invertierbar, so ist
∧m (A−1) = (∧mA)−1.
Lemma 2.1.10 Seien x1, · · · , xd und y1, · · · , ym Vektoren aus Rd derart, dass
yj =
d∑
i=1
Aijxi für j = 1, · · · , m, Aij ∈ R
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gilt. Mit A bezeihne man die Matrix mit den Spalten A ·j = (A1j , · · · , Adj)T .
Dann ist
y1 ∧ · · · ∧ ym =
∑
(j1,···,jm)∈Ord(m,d)
Aj1···jm(xj1 ∧ · · · ∧ xjm)
Beweis:
Setze X = [x1, · · · , xd]. Dann gilt
y1 ∧ · · · ∧ ym = X A ·1 ∧ · · · ∧X A ·m =
∧mX (A ·1 ∧ · · · ∧ A ·m) .
Aus
w =
n∑
j=1
vjB ·j für w = Bv (n =
(
d
m
)
, B ∈ Rn×n und v, w ∈ Rn)
mit der Denition 2.1.2 (angewendet auf v = A·1 ∧ · · · ∧A·m) und der Glei-
hung (2.4) (angewendet auf B =
∧mX) folgt die Behauptung.

2.2 Äuÿeres Produkt und die eindeutige QR-
Zerlegung
Lemma 2.2.1 Sei A ∈ Rd×d eine invertierbare Matrix und A = QR ihre
eindeutige QR-Zerlegung. Dann ist
∧mA = (∧mQ) (∧mR) die eindeutige
QR-Zerlegung der Matrix
∧mA.
Insbesondere sind die Diagonalelemente von R (
∧mA) gleih
Ri1···im,i1···im (
∧mA) = m∏
k=1
Rikik , (i1 · · · im) ∈ Ord(m, d) (2.6)
Beweis:
Es ist zu zeigen, dass
∧mQ orthogonal und∧mR von der oberen Dreieksform
mit positiven Diagonaleinträgen ist.
Aus dem Lemma 2.1.9 folgt die Orthogonalität von
∧mQ:
(
∧mQ)T ∧mQ = (∧mQT )∧mQ = ∧m (QTQ) = ∧mId = I( dm).
Nun wird die obere Dreieksgestalt von
∧mR gezeigt. Nah (2.5) ist
(
∧mR)i1···im,j1···jm = det


Ri1j1 · · · Ri1jm
Ri2j1 · · · Ri2jm
. . . . . . . . . . . . . . . . .
Rimj1 · · · Rimjm

 . (2.7)
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Sei (i1, · · · , im) > (j1, · · · , jm). Dann existiert denitionsgemäÿ kˆ mit il = jl
für l = 1, · · · , kˆ − 1 und ikˆ > jkˆ. Somit ist Rikˆjkˆ = 0
Da jl < jkˆ für l = 1, · · · , kˆ − 1 und in > ikˆ für n = kˆ + 1, · · · , m ist, haben
wir
in > jl für l = 1, · · · , kˆ − 1 und n = kˆ + 1, · · · , m.
Damit gilt
Rinjl = 0 für l = 1, · · · , kˆ − 1 und n = kˆ + 1, · · · , m.
Also sind die ersten kˆ Spalten der Matrix aus (2.7) von der Form
(Ri1jl, · · · , Rikˆ−1jl, 0, · · · , 0)T für l = 1, · · · , kˆ,
und somit linear abhängig. Damit vershwindet die Determinante in (2.7) für
(i1, · · · , im) > (j1, · · · , jm).
Für die Diagonalelemente von
∧mR gilt
(
∧mR)i1···im,i1···im = det


Ri1i1 . . . . . . . Ri1im
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 . . 0 Rimim

 .
Also ist Ri1···im,i1···im (
∧mA) = ∏mk=1Rikik > 0 für (i1 · · · im) ∈ Ord(m, d),
weil Rii > 0 für i = 1, · · · , m sind.

Lemma 2.2.2 Sei A ∈ Rd×d eine invertierbare Matrix und A = QR ihre
eindeutige QR-Zerlegung. Dann gilt für m = 1, · · · , d
|det (∧mA)| = ( d− 1
m− 1
)
|det (A)| .
Beweis:
Es gilt:
|det (A)| = |det (Q) det (R)| = det (R) =
d∏
i=1
Rii.
Mit dem Lemma 2.2.1 erhalten wir analog
|det (∧mA)| = ∏
j∈Ord(m,d)
Rjj (
∧mA) = ∏
j∈Ord(m,d)
m∏
k=1
Rjkjk
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Da dieses Produkt über alle Elemente von Ord(m, d) bzw. über alle m-
elementigen Teilmengen von {1, · · · , d} (siehe Bemerkung 2.1.1) läuft und
jedes Element von {1, · · · , d} in genau ( d−1
m−1
)
m-elementigen Teilmengen ent-
halten ist, gilt
∏
j∈Ord(m,d)
m∏
k=1
Rjkjk =
d∏
i=1
(
d− 1
m− 1
)
Rii =
(
d− 1
m− 1
)
|det (A)| .

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Kapitel 3
Liapunow-Exponenten
In diesem Kapitel werden wir eine maÿtreue Transformation g auf einem
Wahrsheinlihkeitsraum (X,B(X), µ)1
g : X → X , µ invariant. (3.1)
und eine Abbildung A betrahten, die einem Punkt x ∈ X eine invertierbare
d× d Matrix A(x) zuordnet
A : X → GL (Rd) mit ln+ ∥∥A±1(·)∥∥ ∈ L1(X,B(X), µ) , (3.2)
wobei ln+(x) = max{0, ln(x)} ist.
Im ersten Teil dieses Kapitels werden die Liapunow-Exponenten erster Ord-
nung deniert (siehe [30℄) und die Existenz dieser für das System (3.1), (3.2)
gezeigt. Es wird eine diskrete Version des Satzes von Liapunow für die vor-
wärts regulären Punkte aus X bewiesen. Die in dem ersten Abshnitt vor-
gestellte Resultate sind gröÿtenteils in [30℄ sowie (zum Teil implizit) in [7℄
enthalten. Diese Ausführung hilft dem besseren Verständnis der im Kapitel
3.2 formulierten Fassung des Satzes von Oselede.
Weiter werden im Abshnitt 3.3 die Liapunow-Exponenten höherer Ordnung,
d.h. die Liapunow-Exponenten der äuÿeren Potenzen der Abbildung A aus
(3.2), betrahtet. Der im Satz 3.3.3 angegebene Zusammenhang zwishen den
Liapunow-Exponenten von (3.1), (3.2) und den Liapunow-Exponenten der zu
A assoziierten Matrizen ist im allgemeinen bekannt (siehe [30℄, [7℄). Diesen
werden wir dazu benutzen, um eine hinreihende Bedingung für die Konver-
genz der hybriden Methode aufzustellen (der Satz 3.3.3 und sein Korollar
3.3.4), was das eigentlihe Ziel dieses Kapitels ist. Genauer gesagt, wird die
1
Eine Transformation heiÿt maÿtreu, wenn µ(g−1(B)) = µ(B) für alle B ∈ B(X) gilt.
In diesem Fall heiÿt das Maÿ µ invariant bezüglih g.
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Bedingung formuliert, unter der die Voraussetzung (1.13)
λi = lim
n→∞
1
n
lnRii(Dg
n(x)) µ-f.ü , i = 1, · · · , d,
des Satzes 1.4.1 gilt. In den dem Autor bekannten Quellen ist diese Frage
niht behandelt worden.
3.1 Typzahlen und Liapunow-Exponenten für
Matrizenprodukte
Denition 3.1.1 Für eine Folge {an}n∈N ⊂ R deniere ihre Typzahl 2
durh
χ(an) = lim sup
m→∞
1
m
ln |am| (3.3)
Dabei wird ln 0 := −∞ gesetzt.
Man setze für {an}n∈N ⊂ Rd und {an}n∈N ⊂ Rd×d für ein d ∈ N
χ(an) = lim sup
m→∞
1
m
ln ‖am‖
Dabei ist ‖.‖ im ersten Fall eine Vektornorm und im zweiten Fall eine Ma-
trixnorm. Existiert ein Limes in (3.3) so wird die Typzahl exakt genannt.
Die Typzahl gibt an, mit welher durhshnittlihen exponentiellen Rate ei-
ne Folge wähst bzw. gegen Null fällt.
Das folgende Lemma beshreibt die wihtigsten Eigenshaften der Typzahlen
(zum Beweis siehe man z.B. [7℄ oder [29℄).
Lemma 3.1.2 Für zwei Folgen {an}n∈N , {bn}n∈N ⊂ R gelten folgende Aus-
sagen:
(i) Für jede beliebige Konstante c ∈ R \ {0} gilt χ({can}) = χ(an) .
(ii) Die Typzahlen sind monoton, d.h., existiert ein n¯ ∈ N mit |an| ≥ |bn|
für alle n ≥ n¯, so gilt auh χ(an) ≥ χ(bn).
(iii) Ist −∞ < χ(an), χ(bn) < +∞, so gilt χ(anbn) ≤ χ(an) + χ(bn)
2
Diese Art der Typzahlen wird oft auh die oberen Typzahlen oder die oberen harak-
teristishen Zahlen genannt (siehe z.B.[11℄ oder [29℄), da wir uns aber in dieser Arbeit für
die unteren Typzahlen χ(an) = lim infm→∞
1
m
ln |am| niht interessieren, bleiben wir bei
dieser Bezeihnung. Die oberen Typzahlen untersheiden sih nur im Vorzeihen von den
von Liapunow eingeführten harakteristishen Zahlen.
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(iv) Seien −∞ < χ(an), χ(bn) < +∞. Dann gilt für die Summe (an + bn)n∈N
immer χ(an + bn) ≤ max{χ(an), χ(bn)} .
Sind die oberen Typzahlen von {an}n∈N und {bn}n∈N vershieden, so gilt
die Gleihheit.
Nun gehen wir zu den Typzahlen für das System (3.1), (3.2) über. Dazu
betrahte zu einem gegebenen Punkt x ∈ X die Matrizenfolge {An(x)}n∈N,
die durh
An(x) = A
(
gn−1(x)
)
A
(
gn−2(x)
) · . . . ·A(x) = 0∏
j=n−1
A
(
gj(x)
)
. (3.4)
deniert ist. Erkläre die vorwärts-Typzahl von (3.1), (3.2) in x zum Vektor
v ∈ Rd \ {0} durh
χ+(x, v) = lim sup
n→∞
1
n
ln ‖An(x)v‖.
Solange die rükwärts-Typzahlen niht eingeführt sind, sprehen wir einfah
nur von Typzahlen von (3.1), (3.2) zu gegebenen Parametern.
Lemma 3.1.3 Die Typzahlen von (3.1), (3.2) existieren für µ-fast alle x ∈
X. Ist µ ergodish, so gilt die Abshätzung
−
∫
ln+
∥∥A−1(x)∥∥ dµ ≤ χ+(x, v) ≤ ∫ ln+ ‖A(x)‖ dµ
Beweis:
Für x ∈ X und v ∈ Rd \ {0} folgt aus ‖An(x)‖ ≤ ∏0j=n−1 ‖A (gj(x))‖ und
dem Lemma 3.1.2
lim sup
n→∞
1
n
ln ‖An(x)v‖ ≤ lim sup
n→∞
1
n
ln ‖An(x)‖‖v‖
= lim sup
n→∞
1
n
ln ‖An(x)‖
≤ lim sup
n→∞
1
n
n−1∑
j=0
ln
∥∥A (gj(x))∥∥
≤ lim sup
n→∞
1
n
n−1∑
j=0
ln+
∥∥A (gj(x))∥∥ .
Wegen der Integrierbarkeit von ln+ ‖A (g(x))‖ folgt aus dem Birkhoshen
Ergodensatz (siehe [36℄), dass
lim
n→∞
1
n
n−1∑
j=0
ln+
∥∥A (gj(x))∥∥ = f(x) µ-f.ü.
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mit f ∈ L1(X,B(X), µ) ist. Für ein ergodishes Maÿ µ ist f(x) = λ konstant
µ-fast überall mit λ =
∫
ln+ ‖A(x)‖ dµ.
Weiter gilt für eine invertierbare Matrix A ∈ Rd×d und v ∈ Rd stets
‖Av‖ ≥ ‖v‖‖A−1‖−1. Daraus erhalten wir mit der gleihen Argumentation
wie zuvor
lim sup
n→∞
1
n
ln ‖An(x)v‖ ≥ lim sup
n→∞
1
n
ln ‖v‖ ∥∥(An(x))−1∥∥−1
= lim sup
n→∞
(
−1
n
ln
∥∥(An(x))−1∥∥)
= − lim inf
n→∞
1
n
ln
∥∥(An(x))−1∥∥
≥ − lim inf
n→∞
1
n
n−1∑
j=0
ln
∥∥A−1 (gj(x))∥∥
≥ − lim inf
n→∞
1
n
n−1∑
j=0
ln+
∥∥A−1 (gj(x))∥∥
Die Anwendung des Birkhoshen Ergodensatzes auf ln+ ‖A−1(x)‖, wie eben
gezeigt, liefert die Beshränktheit von χ+(x, v) nah unten µ-f.ü. und den
Rest der Behauptung.

Die Borelshe Teilmenge von X, für die χ+(x, ·) existieren, bezeihnen
wir mit X+µ .
Im nähsten Korollar werden wir einige wihtige Folgerungen aus dem Lemma
3.1.2 betrahten.
Korollar 3.1.4 Für x ∈ X+µ gilt:
(i) Sind χ+(x, v1), · · · , χ+(x, vk) paarweise vershiedene Typzahlen von
(3.1), (3.2), so sind v1, · · · , vk linear unabhängig. Insbesondere können
maximal d untershiedlihe Typzahlen auftreten.
(ii) Für jede Basis v1, · · · , vd von Rd gilt
χ(det(An(x))) = lim sup
n→∞
1
n
ln |detAn(x)| ≤
d∑
j=1
χ+(x, vj)
Beweis:
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(i) Angenommen, dies ist falsh. Also können wir o.B.d.A. annehmen, dass
es eine Darstellung
vk =
s∑
j=1
ajvj mit s < k und as 6= 0
gibt. Nun folgt mit dem Lemma 3.1.2, dass
χ+(x, vk) = max
{
χ+(x, vj) | j ∈ {1, · · · , s}, aj 6= 0
}
gilt, da die Typzahlen von χ+(x, vj) für j = 1, · · · , s paarweise vershie-
den sind. Dies steht aber im Widerspruh zu der Voraussetzung, dass
alle Typzahlen untershiedlih sind.
(ii) Sei V die Matrix mit den Spalten v1, · · · , vd. Aus dem Korollar 2.1.5
und der verallgemeinerten Hadamardshen Ungleihung (Lemma 2.1.7)
folgt, dass
|detAn(x)V | = ‖An(x)v1 ∧ · · · ∧An(x)vd‖ ≤
d∏
j=1
‖An(x)vj‖
ist. Daraus erhalten wir mit Lemma 3.1.2
χ (detAn(x)) = χ (detAn(x) detV )
= lim sup
n→∞
1
n
ln |det (An(x)V )|
≤ lim sup
n→∞
1
n
ln
d∏
j=1
‖An(x)vj‖
≤
d∑
j=1
χ+(x, vj).

Denition 3.1.5 Die paarweise vershiedenen Typzahlen Λ1(x), · · · ,Λs(x)(x)
von (3.1), (3.2) in x ∈ X+µ heiÿen vorwärts Liapunow-Exponenten des
Systems in diesem Punkt.
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Im folgenden, wenn nihts weiteres gesagt wird, werden die Liapunow-Expo-
nenten absteigend nah der Gröÿe durhnummeriert.
Man deniere
Ui(x) = {v ∈ Rd |χ+(x, v) ≤ Λi(x)} für i = 1, · · · , s(x)
und
Us(x)+1(x) = {0}
Aus dieser Konstruktion folgt die Beziehung
Us(x)+1(x) ⊂ Us(x)(x) ⊂ Us(x)−1(x) . . . ⊂ U1(x) = Rd.
Mit den bereits bekannten Eigenshaften der Typzahlen (Lemma 3.1.2) kann
leiht gezeigt werden, dass Ui(x) für i = 1, · · · , s(x) Untervektorräume von
Rd sind. Als Multiplizität oder Vielfahheit von Λi(x) wird
di(x) := dimUi(x)− dimUi−1(x) für i = 1, · · · , s(x)
bezeihnet.
Mit λ1(x), · · · , λd(x) werden die Liapunow-Exponenten von (3.1), (3.2) in
x ∈ X+µ mit ihrer Vielfahheit bezeihnet.3 Diese werden ebenso absteigend
nah der Gröÿe durhnummeriert.
Denition 3.1.6 Eine Basis Vx = {v1(x), · · · , vd(x)} von Rd heiÿt normal
für x ∈ X+µ , wenn die Summe der zugehörigen Typzahlen in Punkt xminimal
im Vergleih zu jeder weiteren Basis ist.
Es ist relativ einfah mit den bisherigen Erkenntnissen zu zeigen, dass Vx
genau dann normal ist, wenn
d∑
i=1
χ+(x, vi) =
s(x)∑
i=1
di(x)Λi(x) =
d∑
i=1
λi(x)
ist.
4
Bzw. im Falle, dass die Basis Vx absteigend nah den Typzahlen geordnet
ist, ist Vx genau dann normal, wenn χ+(x, vi) = λi(x) für i = 1, · · · , d gilt.
Das folgende Lemma (siehe [11℄) liefert uns eine weitere Möglihkeit nor-
male Basen zu beshreiben.
3
An anderen Stellen (auÿer diesem Kapitel 3.1) werden auh die Liapunow-Exponenten
ohne die Vielfahheit mit λi (also einem kleinen Lambda), deshalb ist es ratsam auf den
Kontext zu ahten.
4
Einen Beweis dafür ndet man z.B. in [11℄ oder [7℄.
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Lemma 3.1.7 Für ein x ∈ X+µ ist eine Basis Vx = {v1, · · · , vd} genau dann
normal, wenn für jede Linearkombination v =
∑d
j=1 cjvj
χ+(x, v) = max{χ+(x, vj) | j = 1, · · · , d mit cj 6= 0} (3.5)
gilt
Beweis:
Wir können o.B.d.A annehmen, dass Vx absteigend nah den Typzahlen
durhnummeriert ist.
Zuerst sei Vx normal. Dann folgt für eine beliebige Linearkombination
v =
d∑
j=s
cjvj mit cs 6= 0
aus dem Lemma 3.1.2(iv) χ+(x, v) ≤ χ+(x, vs) = λs(x), weil λs(x) das
Maximum der Menge {λs(x), · · · , λd(x)} ist. Nah dem Austaushlemma ist
{Vx \ vs} ∪ {v} wieder eine Basis, die aber niht unbedingt normal ist, also
gilt
d∑
j=1
j 6=s
λj(x) + χ
+(x, v) ≥
d∑
j=1
λj(x)
und damit ist χ+(x, v) ≥ λs(x) . Insgesamt erhalten wir χ+(x, v) = λs(x).
Es gelte nun (3.5) und V ′x = {v′1, · · · , v′d} sei eine in x normale, absteigend
nah den Typzahlen geordnete Basis. Dann können wir jedes v′j ∈ V ′ als
v′j =
d∑
i=nj
civi mit cnj 6= 0
darstellen. Aus der vorausgesetzten Eigenshaft folgt
λj(x) = χ
+(x, v′j) = χ
+(x, vnj) . (3.6)
Wegen (3.5) und der Anordnung (absteigend nah den Typzahlen) von Vx
und V ′x ist
nj ≥ ni für i > j. (3.7)
Also entsteht jeder der Vektoren v′j, · · · , v′d durh eine Linearkombination
von vnj , · · · , vd (für j = 1, · · · , d).
Die Normalität von Vx ist bewiesen, wenn wir λj(x) ≥ χ+(x, vj) gezeigt ha-
ben (λj(x) = χ
+(x, vj) folgt automatish daraus).
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Angenommen, es existiert ein j ∈ {1, · · · , d} mit λj(x) < χ+(x, vj) . Dann
folgt aus (3.6) und (3.7) auh χ+(x, vnj ) < χ
+(x, vj) , also ist j < nj . Daraus
erhalten wir aber die lineare Abhängigkeit der Vektoren v′j , · · · , v′d, denn
diese können durh Linearkombinationen von vnj , · · · , vd dargestellt werden.
Also kann ein solhes j niht existieren und Vx ist normal.

Sei x ∈ X+µ . Ist V = {v1, · · · , vd} eine beliebige Basis von Rd so nennen
wir eine Linearkombination v =
∑m
j=1 cjvj reduzierend, wenn die Ungleihung
χ+(x, v) < max{χ+(x, vj) | j = 1, · · · , m , cj 6= 0}
gilt. Das obere Lemma besagt, dass V genau dann normal in x ist, wenn eine
reduzierende Linearkombination der Basisvektoren unmöglih ist.
Korollar 3.1.8
5
Für x ∈ X+µ ist es möglih eine normale Basis Vx =
{v1(x), · · · , vd(x)} so zu wählen, dass die zugehörige Matrix MVx (diese hat
die Vektoren v1(x), · · · , vd(x) als Spalten) von der oberen Dreieksgestalt mit
Einsen auf der Hauptdiagonale ist.
Beweis:
Als Ausgangsbasis für unsere Konstruktion nehmen wir die kanonishe Basis
V ′x = {e1, · · · , ed}. Ist diese für das vorgegebene System niht bereits normal
(in x), so können wir nah dem Lemma 3.1.7 eine reduzierende Linearkom-
bination v =
∑r
j=1 cjej mit cr 6= 0 nden. Aus dem Lemma 3.1.2(i) folgt die
Gleihheit von χ+(x, v) und χ+(x, v′) mit v′ = 1
cr
v. Nah dem Austaushlem-
ma ist
V ′′x := {e1, · · · , er−1, v′, er+1, · · · , ed}
eine weitere Basis von Rd , dabei ist MV ′′x immer noh von der oberen Drei-
eksgestalt mit (MV ′′x)ii = 1 für i = 1, · · · , d . Die Summe der Typzahlen hat
sih aber im Vergleih zu der vorigen Basis reduziert.
Ist V ′′x niht normal, so suhen wir eine weitere reduzierende Kombina-
tion usw.. Dabei werden immer diejenigen Vektoren aus der reduzierenden
Linearkombination durh diese Kombination ersetzt, die den höhsten Index
besitzen (natürlih müssen die zugehörigen Koezienten ungleih Null sein).
Nah endlih vielen Shritten
6
(wenn es keine reduzierenden Kombinationen
5
Das im Beweis dieses Korollars verwendete Konstruktionsprinzip für normale Basen
stamm ursprünglih von Liapunow [28℄. Im Original wurde die Existenz von normalen
Basen von der unteren Dreieksgestalt gezeigt.
6
Nah jedem Shritt reduziert sih die Summe der Liapunow-Exponenten. Da diese nur
endlih viele Werte annehmen können, briht das Reduktionsprozess nah einigen Shritten
ab.
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mehr gibt) erhalten wir eine normale Basis von der geforderten oberen Drei-
eksform.

Nun führen wir den Begri der Regularität nah Liapunow [28℄ (siehe
auh [11℄, [7℄) ein.
Denition 3.1.9 Ein Punkt x ∈ X wird vorwärts regulär genannt, falls
lim inf
n→∞
1
n
ln |detAn(x)| =
d∑
j=1
λj(x)
gilt.
Satz 3.1.10 Ist ein Punkt x ∈ X vorwärts regulär, dann existieren die
Grenzwerte
ri = lim
n→∞
1
n
lnRii (A
n(x))
für i = 1, · · · , d , wobei die Matrix R (An(x)) die R-Komponente der ein-
deutigen QR-Zerlegung von An(x) ist. Auÿerdem gibt es eine Permutation
π ∈ Sd mit λi = rpi(i).
Beweis:
Sei Q (An(x))R (An(x)) die eindeutige QR-Zerlegung von An(x). Dann gilt
wegen |detQ (An(x))| = 1
|det (An(x))| = |detR (An(x))| =
d∏
i=1
Rii (A
n(x)) . (3.8)
Sei b1, · · · , bm eine obere Dreieksbasis mit Einsen auf der Hauptdiagonale
wie im Korollar 3.1.8. Für i = 1, · · · , d und alle n ∈ N ist ‖An(x)bi‖ =
‖R (An(x)) bi‖. Daher können wir die Typzahlen zu bi als
χ+(x, bi) = lim sup
n→∞
1
n
ln ‖R (An(x)) bi‖
für i = 1, · · · , d berehnen. Weil die i-te Koordinate von bi gleih 1 ist, gilt
die Ungleihung Rii (A
n(x)) ≤ ‖R (An(x)) bi‖. Daraus folgt
χ+(x, bi) ≥ lim sup
n→∞
1
n
lnRii (A
n(x))
= χ+ (Rii (A
n(x))) für i = 1, · · · , d. (3.9)
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Sei nun x regulär. D.h., es gilt
d∑
i=1
χ+(x, bi) = lim inf
n→∞
1
n
ln |det (An(x))| .
Dann erhalten wir mit dem Lemma 3.1.2, (3.9) und (3.8)
d∑
i=1
χ+(x, bi) ≤ lim sup
n→∞
1
n
ln |det (An(x))|
≤
d∑
i=1
χ+ (Rii (A
n(x)))
≤
d∑
i=1
χ+(x, bi).
Daraus folgt
∑d
i=1 χ
+ (Rii (A
n(x))) =
∑d
i=1 χ
+(x, bi). Und damit gilt wegen
(3.9)
χ+(x, bi) = χ
+ (Rii (A
n(x))) i = 1, · · · , d.
Auÿerdem haben wir auh
lim inf
n→∞
d∑
i=1
1
n
lnRii (A
n(x)) =
d∑
i=1
lim sup
n→∞
1
n
lnRii (A
n(x)) .
Dies ist aber nur dann möglih, wenn die Grenzwerte
lim
n→∞
1
n
lnRii (A
n(x)) für i = 1, · · · , d
existieren.

Es gilt auh die Umkehrung dieses Satzes: existieren für ein x ∈ X die
Grenzwerte limn→∞
1
n
lnRii (A
n(x)) für i = 1, · · · , d, so ist x regulär (einen
Beweis dafür ndet man z.B. in [7℄). Diese Rihtung ist aber für uns irrele-
vant.
3.2 Regularität und der Satz von Oselede
Wir betrahten weiterhin das System (3.1), (3.2). Analog zu der Folge
{An(x)}n∈N, die wir im letzten Abshnitt untersuht haben, können wir die
Folge
{
An−(x)
}
n∈N
mit
An−(x) = A
−1
(
g−n(x)
) · . . . · A−1 (g−1(x))
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und ihre Typzahlen
χ−(x, v) = lim sup
n→∞
1
n
ln
∥∥An−(x)v∥∥
betrahten. Diese werden die rükwärts-Typzahlen von (3.1), (3.2) in x zum
Vektor v ∈ Rd \ {0} genannt.
Ähnlih wie auh für die vorwärts-Typzahlen können wir die Existenz von
χ−(x, v) auf einer Menge X−µ mit vollem Maÿ, lineare Unabhängigkeit der
Vektoren mit untershiedlihen rükwärts-Typzahlen u.s.w. zeigen. Die Be-
weise gehen analog, wie auh die folgenden Denitionen.
Denition 3.2.1 (Siehe [7℄)
(i) Ein Punkt x ∈ X−µ wird rükwärts regulär genannt, falls
lim inf
n→∞
1
n
ln
∣∣detAn−(x)∣∣ = s
−(x)∑
j=1
d−j (x)Λ
−
j (x)
gilt, wobei Λ−1 (x) < · · · < Λ−s−(x)(x) die rükwärts Liapunow-Exponen-
ten von (3.1), (3.2) (aufsteigend angeordnet) und d−i (x) ihre Vielfah-
heiten sind.
(ii) Ein Punkt x wird Liapunow regulär (oder einfah regulär) genannt,
falls er vorwärts regulär und rükwärts regulär ist, auÿerdem Λ+i (x) =
−Λ−i (x) gilt und eine Zerlegung Rd =
⊕s(x)
i=1 W
i(x) existiert mit
lim
n→∞
1
n
ln ‖An(x)v‖ = Λ+m(x)
und
lim
n→∞
1
n
ln ‖An−(x)v‖ = −Λ−m(x)
für v ∈ Wm(x).
Der folgende Satz (siehe [36℄) gibt uns eine Auskunft darüber, wie die Liapu-
now-Exponenten in der Abhängigkeit von dem gewählten Punkt x variieren.
Unter anderem besagt er auh, dass die Regularität (im Liapunowshen Sin-
ne) eine typishe Eigenshaft für das System (3.1), (3.2) ist.
Satz 3.2.2 (Oselede) Sei g eine invertierbare maÿtreue Transformation
auf einem Wahrsheinlihkeitsraum (X,B(X), µ). Für die Abbildung A :
X → GL (Rd) gelte ln+ ‖A(x)‖ ∈ L1(X,B(X), µ) und ln+ ‖A−1(x)‖ ∈
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L1(X,B(X), µ). Dann existiert ein Xµ ∈ B(X) mit µ(Xµ) = 1 und g(Xµ) =
Xµ mit folgenden Eigenshaften.
7
(i) Es gibt eine messbare Abbildung s : Xµ → {1, · · · , d}.
(ii) Für x ∈ Xµ existieren natürlihe Zahlen d1(x), · · · , ds(x)(x) mit∑s(x)
i=1 di(x) = d.
(iii) Zu jedem x ∈ Xµ gibt es eine messbare Zerlegung Rd =
⊕s(x)
i=1 W
i(x) mit
dimW i(x) = di(x) und A(x) (W
i(x)) = W i(g(x)) für i = 1, · · · , s(x).
(iv) Für jedes x ∈ Xµ existieren reelle Zahlen λ1(x) > · · · > λs(x)(x) derart,
dass
lim
n→∞
1
n
ln
∥∥A (gn−1(x))A (gn−2(x)) · . . . · A(x)v∥∥ = λm(x)
für alle v ∈⊕s(x)i=mW i(x) \⊕s(x)i=m+1W i(x) gilt.
Für v ∈⊕mi=1W i(x) \⊕m−1i=1 W i(x) ist
lim
n→∞
1
n
ln
∥∥A−1 (g−n(x)) · . . . ·A−1 (g−1(x)) v∥∥ = −λm(x).
(v) Die Funktion λi(x) ist messbar auf {x ∈ Xµ | s(x) ≥ i} und λi(g(x)) =
λi(x).
Ist µ ergodish, so sind s(x) und λ1(x), λ2(x), · · · , λs(x) µ-f.ü. konstant.
Man beahte, dass die Menge der regulären Punkte Xµ im wesentlihen nur
durh die Transformation g bzw. die Wahl des Maÿes µ auf X vorgegeben
ist: Sind für zwei invertierbare Abbildungen A1 und A2 von X nah R
d×d
die Funktionen ln+
∥∥A±11 (x)∥∥ und ln+ ∥∥A±12 (x)∥∥ integrierbar bezüglih µ mit
regulären Mengen Xµ(A1) bzw. Xµ(A2), so hat die Menge Xµ = Xµ(A1) ∩
Xµ(A2) wieder das volle Maÿ und ist regulär für die beiden Systeme.
3.3 Liapunow-Exponenten höherer Ordnung
Sei g weiterhin eine invertierbare Transformation auf einem Wahrsheinlih-
keitsraum (X,B(X), µ)
g : X → X , g invertierbar, µ invariant. (3.10)
7Xµ ist die Menge der Liapunow regulären Punkte.
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Für einm ∈ {1, · · · , d} betrahten wir jetzt diem-te assoziierte Matrix (siehe
die Denition 2.1.8) zur Matrix A aus (3.2):
∧mA : X → GL(R( dm)) , x 7→ ∧mA(x) (3.11)
mit ln+
∥∥A±1(x)∥∥ ∈ L1(X,B(X), µ) . (3.12)
Für diese Abbildung können wir die Folgen {(∧mA(x))n}n∈N für x ∈ X mit
(
∧mA(x))n = ∧mA (gn−1(x)) · . . . ·∧mA(x) = ∧mAn(x)
denieren. Aus dem Lemma 2.1.7 (verallgemeinerte Hadamardshe Unglei-
hung) und der Denition von
∧mA folgt die Integrierbarkeit von
ln+ ‖∧mA±1(x)‖. Also ist der Satz 3.2.2 auf das System (3.10)-(3.12) an-
wendbar. Damit existieren für ein x aus der Menge Xµ der regulären Punkte
insgesamt D =
(
d
m
)
Liapunow-Exponenten λm1 (x), · · · , λmD(x), gezählt mit ih-
ren Vielfahheiten. Diese werden die Liapunow-Exponenten m-ter Ordnung
für das System (3.1), (3.2) genannt.
Fortan werden wir mit Xµ die Menge der Punkte bezeihnen, die sowohl für
das System (3.1), (3.2) als auh für (3.10)-(3.12) regulär sind.
Satz 3.3.1 Seien λ(x)1, · · · , λ(x)d die Liapunow-Exponenten von (3.1), (3.2)
in x ∈ Xµ mit ihren Vielfahheiten. Dann sind
m∑
k=1
λik(x) für i = (i1, · · · , im) ∈ Ord(m, d)
die Liapunow-Exponenten des Systems (3.10)-(3.12) in x mit ihren Vielfah-
heiten.
Beweis:
Aus dem Satz 3.1.10 angewendet auf
∧mA folgt, dass die Liapunow-Expo-
nenten λm1 (x), · · · , λm( dm)(x) von
∧mA in x mit Ihrer Vielfahheit gerade
λmi (x) = lim
n→∞
1
n
lnRii (
∧mAn(x)) für i ∈ Ord(m, d)
sind (eventuell ungeordnet). Mit dem Lemma 2.2.1 und dem Satz 3.1.10
(angewendet auf A) erhalten wir für i ∈ Ord(m, d)
λmi (x) = lim
n→∞
1
n
ln
m∏
k=1
Rikik (A
n(x))
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=m∑
k=1
lim
n→∞
1
n
lnRikik (A
n(x))
=
m∑
k=1
λpi(ik)(x),
wobei π eine Permutation auf {1, · · · , d} ist. Da aber {1, · · · , d} =
{π(1), · · · , π(d)} gilt, folgt aus der Bemerkung 2.1.1, dass
{{i1, · · · , im} | i ∈ Ord(m, d)} = {{π(j1), · · · , π(jm)} | j ∈ Ord(m, d)}
ist. Daraus ergibt sih{
m∑
k=1
λik(x)
∣∣∣∣∣ i ∈ Ord(m, d)
}
=
{
m∑
k=1
λpi(ik)(x)
∣∣∣∣∣ i ∈ Ord(m, d)
}
.

Nun möhten wir für die weitere Analyse annehmen, dass µ ergodish ist.
Dann folgt die Existenz von insgesamt S mit S ≤ ( d
m
)
untershiedlihen µ-
fast überall konstanten Liapunow-Exponenten λm1 > . . . > λ
m
S für das System
(3.10)-(3.12) aus dem Satz von Oselede (Satz 3.2.2). Nah dem Satz 3.3.1
ist der gröÿte von ihnen λm1 gleih
λm1 =
m∑
i=1
λi,
wobei λ1 ≥ . . . ≥ λd die für µ-fast alle x konstanten Liapunow-Exponenten
des Systems (3.1),(3.2) mit ihren Vielfahheiten sind. MitW 1m(x), · · · ,W Sm(x)
bezeihne man die Oselede-Zerlegung zu
∧mA an der Stelle x ∈ Xµ.
Bemerkung 3.3.2 In der beshriebenen Situation gilt für x ∈ Xµ
lim
n→∞
1
n
ln ‖∧mAn(x)v‖ = m∑
i=1
λi ⇔ v ∈ R(
d
m) \⊕Si=2W im(x) .
Beweis:
Wir zeigen ⇒ (die Rükrihtung folgt aus dem Satz 3.2.2).
Sei v ∈⊕Si=2W im(x). Also existieren αi und wi(x) ∈W im(x) für i = iv, · · · , S
mit v =
∑S
i=iv
αiwi(x), wobei αiv 6= 0 und iv ≥ 2 ist. Dann folgt aus dem
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Lemma 3.1.2
lim
n→∞
1
n
ln ‖∧mAn(x)v‖ = lim sup
n→∞
1
n
ln
∥∥∥∧mAn(x)∑Si=ivαiwi(x)∥∥∥
= lim sup
n→∞
1
n
ln
∥∥∥∑Si=ivαi∧mAn(x)wi(x)∥∥∥
= max
{
χ+ (αi
∧mAn(x)wi(x)) | i = iv, · · · , S}
≤ χ+ (∧mAn(x)wiv(x))
<
m∑
i=1
λi.
Womit die Behauptung bewiesen ist.

Für eine Familie von linear unabhängigen Vektoren v1, · · · , vm∈ Rd deniere
die Menge
8
Xv1,···,vm =
{
x ∈ Xµ
∣∣∣∣∣ limn→∞ 1n ln ‖∧mAn(x)(v1 ∧ · · · ∧ vm)‖ =
m∑
i=1
λi
}
.
Mit e1, · · · , em bezeihne die ersten m Vektoren der Standardbasis von Rd
(e1 ∧ · · · ∧ em ist also der erste Vektor der Standardbasis von R(
d
m)
).
Satz 3.3.3 Das Maÿ µ im System (3.1),(3.2) sei ergodish und λ1 ≥ · · · ≥
λd seien die Liapunow-Exponenten dieses Systems mit ihren Vielfahheiten.
Für ein m ∈ {1, · · · , d} gelte µ(Xe1,···,em) = 1 und µ(Xe1,···,em−1) = 1, dann ist
λm = lim
n→∞
1
n
lnRmm (A
n(x)) µ-f.ü .
Beweis:
Sei M eine d× d invertierbare Matrix und R(M) sei die R-Komponente der
eindeutigen QR-Zerlegung von M . Dann erhalten wir aus dem Lemma 2.2.19
Rmm(M) =
∏m
i=1Rii(M)∏m−1
i=1 R(M)ii
=
(
∧mR(M))11
(
∧m−1R(M))11
8
Diese Denition ist eine Verallgemeinerung der in [6℄ benutzten Denition, die in der
Form
Xv =
{
x ∈ Xµ
∣∣∣∣ limn→∞ 1n ln ‖Dgn(x)v‖ = λ1
}
(für ein v ∈ Rr) angegeben werden kann. In der genannten Quelle wurde diese Menge in
einer Konvergenzaussage für die Folge
1
n
∫
ln ‖Dgn(x) v‖ dµ gegen λ1 benutzt.
9
Im Falle m = 1 ist das leere Produkt
∏m−1
i=1 R(M)ii gleih 1 zu setzen.
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=
‖(∧mR(M))·1‖∥∥(∧m−1R(M))·1∥∥
=
‖∧mR(M)(e1 ∧ · · · ∧ em)‖
‖∧mR(M)(e1 ∧ · · · ∧ em−1)‖
=
‖∧mM(e1 ∧ · · · ∧ em)‖
‖∧mM(e1 ∧ · · · ∧ em−1)‖
=
‖M·1 ∧ · · · ∧M·m‖
‖M·1 ∧ · · · ∧M·m−1‖ (3.13)
Also gilt für µ-fast alle x
lim
n→∞
1
n
lnRmm (A
n(x)) = lim
n→∞
1
n
ln
‖∧mAn(x)(e1 ∧ · · · ∧ em)‖
‖∧mAn(x)(e1 ∧ · · · ∧ em−1)‖
= lim
n→∞
1
n
ln ‖∧mAn(x)(e1 ∧ · · · ∧ em)‖
− lim
n→∞
1
n
ln ‖∧mAn(x)(e1 ∧ · · · ∧ em−1)‖
=
m∑
i=1
λi −
m−1∑
i=1
λi = λm

Kehren wir zur Betrahtung des Systems
g : M → M, g ein C1-Dieomorphismus, µ ergodish (3.14)
auf einer d-dimensionalen glatten abgeshlossenen reellen Untermannigfaltig-
keit M zurük. Wegen der Abgeshlossenheit von M sind die Abbildungen
ln ‖Dg(x)‖ und ln ∥∥(Dg(x))−1∥∥
µ-integrierbar. Daher ist das System (3.14) ein Spezialfall des in diesem Kapi-
tel bislang untersuhten Systems (3.1),(3.2). Aus diesem Grunde können wir
eine hinreihende Bedingung, unter der die Voraussetzung des Satzes 1.4.1
λi = lim
n→∞
1
n
lnRii(Dg
n(x)) µ-f.ü , i = 1, · · · , d,
für die Liapunow-Exponenten λ1 ≥ . . . ≥ λd von (3.14) gilt und damit die
Konvergenz
λi = lim
n→∞
1
n
∫
lnRii(Dg
n(x))dµ i = 1, · · · , d .
gesihert ist, folgendermaÿen formulieren:
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Korollar 3.3.4 SeiMµ die Menge der regulären Punkte von (3.14) und λ1 ≥
· · · ≥ λd die auf Mµ konstanten Liapunow-Exponenten dieses Systems mit
ihren Vielfahheiten. Es gelte
µ
({
x ∈Mµ
∣∣∣∣∣ limn→∞ 1n ln ‖∧mDgn(x)(e1 ∧ · · · ∧ em)‖ =
m∑
i=1
λi
})
= 1
für m = 1, · · · , d− 1.10 Dann ist
λm = lim
n→∞
1
n
lnRmm (Dg
n(x)) µ-f.ü .
für m = 1, · · · , d.
10
Für m = d ist diese Bedingung automatish erfüllt, weil∥∥∥∧dDgn(x)(e1 ∧ · · · ∧ ed)∥∥∥ = |detDgn(x)|
ist und alle x ∈Mµ regulär sind.
45
Kapitel 4
Analyse der Fehlerentwiklung
Das Ziel dieses Kapitels ist die analytishe Untersuhung des Konvergenzver-
haltens der Folgen
1
n
∫
lnRmm(Dg
n(x))dµ für m ∈ {1, · · · , d}, (4.1)
deren räumlihe Diskretisierung zur Approximation von Liapunow-Exponen-
ten mit Hilfe der im Abshnitt 1.4 beshriebenen hybriden Methode dienen
soll.
Zu diesem Zwek wird im Abshnitt 4.1 eine auf dem äuÿeren Produkt basie-
rende Darstellung der Terme lnRmm(Dg
n(x)), die eine genaue Vorstellung
über die Fehlerentwiklung der Folgen (4.1) ermögliht, hergeleitet. Dabei
wird der in [5℄ verwendete Ansatz aufgegrien, in dem die Darstellung der
Standardbasisvektoren e1, · · · , ed in der aus den Oselede-Vektoren bestehen-
den Basis des Tangentialraumes TxM an der jeweiligen Stelle x zur Analyse
der Folge
1
n
∫ ‖Dgn(x)‖ dµ verwendet wurde.
Eine Shwierigkeit bei der Untersuhung von (4.1) stellt der Übergang von ei-
ner punktweisen zu der L1(µ) Konvergenz für gewisse Funktionenfolgen dar.
Im Abshnitt 4.1 ist dieses Problem durh eine Integrabilitätsannahme gelöst.
Im darauolgenden Abshnitt 4.2 wird die gewünshte L1(µ) Konvergenz
durh die Voraussetzung (Einführung) einer Art hyperbolisher Trennung
von einzelnen Liapunow-Exponenten (λm+1 − λm Hyperbolizität1) erreiht.
Im letzten Abshnitt wird der im Kapitel 1.3.2 angegebene Satz über die
Konvergenz der Methode von Aston und Dellnitz beweisen.
1
Die Denition ndet man in dem entsprehenden Abshnitt des Kapitels.
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4.1 Analyse mit Hilfe der Oselede-Zerlegung
In diesem Abshnitt betrahten wir ein diskretes dynamishes System auf
einer d-dimensionalen glatten reellen Untermannigfaltigkeit
g : M →M, g C1-Dieomorphismus (4.2)
M abgeshlossen, µ ergodishes W-Maÿ. (4.3)
Dieses System hat auf einer Borelshen Menge Mµ mit µ(Mµ) = 1 die kon-
stanten Liapunow-Exponenten λ1 > . . . > λs (s ≤ d). Um die Analyse dieses
Systems zu vereinfahen, wollen wir für die Oselede-Zerlegung des Tangen-
tialraumes TxM =
⊕s
i=1W
i(x)
dimW i(x) = 1 für i ∈ 1, · · · , s (also s = d) µ− f.ü. (4.4)
voraussetzen.
Jetzt erinnern wir an die im Kapitel 1.3.1 eingeführte Notation und an die
dort erhaltenen Resultate:
• wi(x) für i = 1, · · · , d sind normierte (‖wi(x)‖ = 1) messbare Vektor-
felder mit wi(x) ∈W i(x).
• Die messbaren Abbildungen a(i) : Mµ → R\{0} für i = 1, · · · , d werden
durh
Dg(x)wi(x) = a
(i)(x)wi(g(x))
deniert. Für diese gilt a(i)(x) = ±‖Dg(x)wi(x)‖, i = 1, · · · , d, und
Dgn(x)wi(x) =
0∏
j=n−1
a(i)(gj(x))wi(g
n(x)) .
• Weiter gilt für i = 1, · · · , d
λi =
∫
ln
∣∣a(i)(x)∣∣ dµ . (4.5)
Setze weiter wie in [4℄, [5℄
A(i)n (x) =
0∏
j=n−1
a(i)(gj(x)) i = 1, · · · , d . (4.6)
48
Lemma 4.1.1 Für eine positive Folge (cn)n∈N gelte
lim
n→∞
1
n
ln cn = c < 0,
dann ist lim
n→∞
cn = 0
Beweis:
Wähle ein λ ∈ (c, 0), dann existiert ein n¯ ∈ N mit
1
n
ln cn < λ ⇔ ln cn < nλ ⇔ cn < enλ
für alle n ≥ n¯. Da enλ gegen 0 für n→∞ konvergiert, folgt die Behauptung.

Lemma 4.1.2 Sei i > j und ε > 0 mit λ¯ = λi − λj + ε < 0, dann existieren
für µ-fast alle x Konstanten Cx,ε, so dass∣∣∣A(i)n (x)∣∣∣∣∣∣A(j)n (x)∣∣∣ ≤ Cx,εeλ¯n
gilt. Insbesondere ist limn→∞
˛
˛
˛A
(i)
n (x)
˛
˛
˛
˛
˛
˛A
(j)
n (x)
˛
˛
˛
= 0.
Beweis:
Aus dem Satz von Oselede und der Denition von A
(i)
n (x) folgt
lim
n→∞
∣∣∣A(i)n (x)∣∣∣∣∣∣A(j)n (x)∣∣∣ = limn→∞
1
n
ln
‖Dgn(x)wi(x)‖
‖Dgn(x)wj(x)‖
= lim
n→∞
1
n
ln ‖Dgn(x)wi(x)‖ − lim
n→∞
1
n
ln
∥∥Dgn(x)wj(x)∥∥
= λi − λj < 0
für i > j. Aus dem Lemma 4.1.1 folgt, dass es für jedes Paar i, j ∈ {1, · · · , d}
mit i > j und jedes x ∈Mµ ein Ci,jx,ε existiert mit∣∣∣A(i)n (x)∣∣∣∣∣∣A(j)n (x)∣∣∣ ≤ Ci,jx,εeλ¯n.
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Man setze Cx,ε = max{Ci,jx,ε | i > j}.

Für i = (i1, · · · , im) ∈ Ord(m, d) setze
Ain(x) = A
(i1)
n (x) · · ·A(im)n (x).
Man bezeihne (1, · · · , m) ∈ Ord(m, d) als 1m und entsprehend ist
A1mn (x) = A
(1)
n (x) · · ·A(m)n (x).
Lemma 4.1.3 Seien i, l ∈ Ord(m, d) mit i 6= 1m = (1, · · · , m) beliebig. Sei
λ¯ = λm+1 − λm und ε > 0. Dann existieren Konstanten Cx,ε für x ∈Mµ mit
|Ain(x)|
|A1mn (x)|
≤ Cx,εe(λ¯+ε)n bzw.
∣∣Ain(x)Aln(x)∣∣
(A1mn (x))
2 ≤ Cx,εe(λ¯+ε)n.
Insbesondere gilt
lim
n→∞
|Ain(x)|
|A1mn (x)|
= lim
n→∞
∣∣Ain(x)Aln(x)∣∣
(A1mn (x))
2 = 0
Beweis:
Es gilt (siehe den Beweis des Lemmas 4.1.2)
lim
n→∞
|Ain(x)|
|A1mn (x)|
=
m∑
k=1
λik −
m∑
j=1
λj = λ˜i
bzw.
lim
n→∞
∣∣Ain(x)Aln(x)∣∣
(A1mn (x))
2 =
m∑
k=1
λik +
m∑
k=1
λlk − 2
m∑
j=1
λj = λ˜i,l .
Somit existiert für ε > 0 µ-fast überall Cx,ε, so dass
|Ain(x)|
|A1mn (x)|
≤ Cx,εeλ˜i+ε bzw.
∣∣Ain(x)Aln(x)∣∣
(A1mn (x))
2 ≤ Cx,εeλ˜i,l+ε
gilt. Da λm+1 − λm ≥ λ˜i (die Gleihheit gilt für i = (1, · · · , m − 1, m + 1))
und λ˜i ≥ λ˜i,l ist (λ˜i = λ˜i,l gilt für l = 1m), folgt die Behauptung.

Man deniere die Matrizen (αij(x)) ∈ Rd×d für x ∈Mµ durh2
ej =
d∑
i=1
αij(x)wi(x) für i = 1, · · · , d.
2
Der Ansatz, bei dem die Einheitsvektoren zum Zweke der Fehleranalyse in Oselede-
Vektoren zerlegt werden, kommt aus [5℄
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Dann gilt für j = 1, · · · , d
Dgn(x)ej = Dg
n(x)
d∑
i=1
αij(x)wi(x)
=
d∑
i=1
αij(x)Dg
n(x)wi(x)
=
d∑
i=1
αij(x)A
(i)
n (x)wi(g
n(x)) (4.7)
Sei i = (i1, · · · , im) ∈ Ord(m, d), dann setzen wir zur Abkürzung αi(x) =
αi1,···,im(x), wobei der Term αi1,···,im(x) (siehe den Abshnitt 2.1) durh
αi1,···,im(x) = det


αi11(x) · · · αi1m(x)
αi21(x) · · · αi2m(x)
. . . . . . . . . . . . . . . . . . . . .
αim1(x) · · · αimm(x)


deniert ist. Speziell für den Fall i = 1m = (1, · · · , m) ist α1m(x) = α1,···,m(x).
Aus dem Lemma 2.1.10 und (4.7) folgt
(Dgn(x))·1 ∧ · · · ∧ (Dgn(x))·m =
∑
j∈Ord(m,d)
αj(x)
(∧mk=1A(jk)n (x)wjk(gn(x)))
=
∑
j∈Ord(m,d)
αj(x)
m∏
k=1
A(jk)n (x)(∧mk=1wjk(gn(x))).
Also gilt wegen ‖v‖2 = 〈v, v〉
‖(Dgn(x))·1 ∧ · · · ∧ (Dgn(x))·m‖2 =
=
∑
j,l∈Ord(m,d)
αj(x)αl(x)
m∏
k=1
A(jk)n (x)A
(lk)
n (x)〈∧mk=1wjk (gn(x)) ,∧mk=1wlk (gn(x))〉
=
∑
j,l∈Ord(m,d)
αj(x)αl(x)A
j
n(x)A
l
n(x)〈∧mk=1wjk (gn(x)) ,∧mk=1wlk (gn(x))〉 (4.8)
= Grm,n(x) +Restm,n(x) ,
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wobei mit Restm,n(x) die im Ausdruk (4.8) angegebene Summe ohne den
ersten Summanden
Grm,n(x) = (α1m(x))
2 (A1mn (x))2 ‖w1(gn(x)) ∧ · · · ∧ wm(gn(x))‖2
bezeihnet wird. Das heiÿt
Restm,n(x) =
=
∑
j,l∈Ord(m,d)
l6=(1,···,m)
αj(x)αl(x)A
j
n(x)A
l
n(x)〈∧mk=1wjk (gn(x)) ,∧mk=1wlk (gn(x))〉
+
∑
j∈Ord(m,d)
j 6=(1,···,m)
αj(x)α1m(x)A
j
n(x)A
1m
n (x)〈∧mk=1wjk (gn(x)) ,∧mk=1wk (gn(x))〉.
Analog werden Restm−1,n(x) und Grm−1,n(x) deniert, wobei die Indizes über
Ord(m− 1, d) laufen sollten.
Bemerkung 4.1.4 Alle folgenden Integrale seien zunähst im Sinne von
Integralen für die messbaren numerishen Funktionen
3
erklärt, so dass, wenn
nihts zusätzlih angemerkt wird, auh die Werte +∞ und −∞ angenommen
werden können.
Für ein m ∈ {1, · · · , d} sei die Folge (amn )n∈N wie bereits im Kapitel 1.4
durh
amn =
1
n
∫
lnRmm(Dg
n(x))dµ.
deniert. Angenommen, es existiert der Grenzwert
Cm = lim
n→∞
n(amn − λm),
dann ist
amn = λm +
Cm
n
+ o
(
1
n
)
.
Es gilt
namn =
∫
lnRmm(Dg
n(x))dµ
=
∫
ln
Rmm(Dg
n(x))∣∣∣A(m)n (x)∣∣∣ dµ+
∫
ln
∣∣A(m)n (x)∣∣ dµ. (4.9)
3
Eine Funktion f : M → R ∪ {−∞,+∞} heiÿt numerish. Zu der Integralbildung für
die messbaren numerishen Funktionen siehe z.B. [18℄.
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Aus der Denition von A
(m)
n (x), (4.5) und der Invarianz von ln
∣∣a(m)(x)∣∣ unter
µ folgt
∫
ln
∣∣A(m)n (x)∣∣ dµ = ∫ ln 0∏
j=n−1
∣∣a(m)(gj(x))∣∣ dµ
=
n−1∑
j=0
∫
ln
∣∣a(m)(gj(x))∣∣ dµ
= nλm
Zusammen mit (4.9) ergibt sih also
n(amn − λm) = namn − nλm =
∫
ln
Rmm(Dg
n(x))∣∣∣A(m)n (x)∣∣∣ dµ. (4.10)
Dieser Term wird nun genauer untersuht.
Mit W (x) bezeihne man die Matrix mit den Spalten w1(x), · · · , wm(x)
und setze für k = 1, · · · , d
W k,···,dk,···,d (x) =
(∧d−k+1W (x))
k···d,k···d
= det


Wk k(x) · · · Wk d(x)
Wk+1 k(x) · · · Wk+1d(x)
. . . . . . . . . . . . . . . . . . . . . . . . .
Wd k(x) · · · Wd d(x)


und für k = d+ 1 setze W k,···,dk,···,d (x) = 1.
Satz 4.1.5 Das System (4.2), (4.3) genüge der Annahme (4.4). Auÿerdem
seien die folgenden Voraussetzungen erfüllt:
(i)
∣∣∣Wm+1,···,dm+1,···,d (x)∣∣∣ > 0 und ∣∣∣Wm,···,dm,···,d (x)∣∣∣ > 0 für µ-fast alle x ∈M .
(ii) ln
∣∣∣Wm+1,···,dm+1,···,d (x)∣∣∣∣∣∣Wm,···,dm,···,d (x)∣∣∣ sei µ-integrierbar.
(iii) Es existieren εm−1 > 0, εm > 0 derart, dass
inf
n
‖∧mk=1wk (gn(x))‖ ≥ εm und inf
n
∥∥∧m−1k=1 wk (gn(x))∥∥ ≥ εm−1
für µ-fast alle x ∈M ist.
Bei m = 1 wird inf
n
∥∥∧m−1k=1 wk (gn(x))∥∥ = 1 gesetzt.
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(iv) Die Funktionenfolgen(
ln
(
1 +
Restm,n(x)
Grm,n(x)
))
n∈N
und
(
ln
(
1 +
Restm−1,n(x)
Grm−1,n(x)
))
n∈N
besitzen eine µ-integrierbare Majorante g(x).
Dann gilt
1
n
∫
lnRmm(Dg
n(x))dµ = λm +
Cm
n
+ o
(
1
n
)
,
wobei
Cm =
∫
ln
∣∣∣Wm+1,···,dm+1,···,d (x)∣∣∣ ‖w1(x) ∧ · · · ∧ wm(x)‖∣∣∣Wm,···,dm,···,d (x)∣∣∣ ‖w1(x) ∧ · · · ∧ wm−1(x)‖dµ
ist.
Beweis:
Da die Matrix α(x) die Inverse von W−1(x) ist, gilt für alle k ∈ {1, · · · , d}
und i, j ∈ Ord(k, d) (siehe, z.B. 1.4 in [23℄)
det


αi1 j1(x) · · · αi1 jk(x)
αi2 j1(x) · · · αi2 jk(x)
. . . . . . . . . . . . . . . . . . . . . .
αik j1(x) · · · αik jk(x)

 =
= (−1)Ki,jdetW (x)−1 det


Wjˆ1 iˆ1(x) · · · Wjˆ1 iˆd−k(x)
Wjˆ2 iˆ1(x) · · · Wjˆ2 iˆd−k(x)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Wjˆd−k iˆ1(x) · · · Wjˆd−k iˆd−k(x)


mit Ki,j =
∑k
l=1 (il + jl). Dabei sind die aufsteigend geordnete Tupel
(ˆi1, · · · , iˆd−k) und (jˆ1, · · · , jˆd−k) durh
{ˆi1, · · · , iˆd−k} ∪ {i1, · · · , ik} = {1, · · · , d}
bzw.
{jˆ1, · · · , jˆd−k} ∪ {j1, · · · , jk} = {1, · · · , d}
deniert. Anders ausgedrükt ist (siehe die Denition 2.1.8)
(∧kα(x))
i,j
= (−1)Ki,j
(∧d−kW (x))
jˆ, iˆ
detW (x)
. (4.11)
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Daraus folgt wegen detAT = detA für eine reelle Matrix A, dass
|α1,···,m(x)| =
∣∣∣∣∣W
m+1,···,d
m+1,···,d (x)
det (W (x))
∣∣∣∣∣ bzw. |α1,···,m−1(x)| =
∣∣∣∣∣W
m,···,d
m,···,d (x)
det (W (x))
∣∣∣∣∣
ist. Damit gilt
|α1,···,k(x)| > 0 ⇔
∣∣∣W k+1,···,dk+1,···,d (x)∣∣∣ > 0 für k = m− 1, m
und ∣∣∣Wm+1,···,dm+1,···,d (x)∣∣∣∣∣∣Wm,···,dm,···,d (x)∣∣∣ =
|α1,···,m(x)|
|α1,···,m−1(x)| .
Es reiht also wegen (4.10) zu zeigen, dass∫
ln
Rmm (Dg
n(x))∣∣∣A(m)n (x)∣∣∣ dµ−
∫
ln
|α1···m(x)| ‖w1(x) ∧ · · · ∧ wm(x)‖
|α1···m−1(x)| ‖w1(x) ∧ · · · ∧ wm−1(x)‖dµ→ 0
für n→∞ gilt.
Es ist ∫
ln
|α1,···,m(x)| ‖w1(x) ∧ · · · ∧ wm(x)‖
|α1,···,m−1(x)| ‖w1(x) ∧ · · · ∧ wm−1(x)‖dµ =
=
∫
ln
|α1,···,m(x)|
|α1,···,m−1(x)|dµ+
∫
ln
‖w1(x) ∧ · · · ∧ wm(x)‖
‖w1(x) ∧ · · · ∧ wm−1(x)‖dµ ,
da nah den Voraussetzungen (ii) und (iii) beide Integrale endlih sind. Wegen
der Invarianz des Maÿes gilt für alle n ∈ N∫
ln
‖w1(x) ∧ · · · ∧ wm(x)‖
‖w1(x) ∧ · · · ∧ wm−1(x)‖dµ =
∫
ln
‖w1(gn(x)) ∧ · · · ∧ wm(gn(x))‖
‖w1(gn(x)) ∧ · · · ∧ wm−1(gn(x))‖dµ.
Damit ist für n ∈ N∫
ln
|α1,···,m(x)| ‖w1(x) ∧ · · · ∧ wm(x)‖
|α1,···,m−1(x)| ‖w1(x) ∧ · · · ∧ wm−1(x)‖dµ =
=
∫
ln
|α1,···,m(x)| ‖w1(gn(x)) ∧ · · · ∧ wm(gn(x))‖
|α1,···,m−1(x)| ‖w1(gn(x)) ∧ · · · ∧ wm−1(gn(x))‖dµ
Also erhalten wir∫
ln
Rmm (Dg
n(x))
A
(m)
n (x)
dµ−
∫
ln
|α1,···,m(x)| ‖w1(x) ∧ · · · ∧ wm(x)‖
|α1,···,m−1(x)| ‖w1(x) ∧ · · · ∧ wm−1(x)‖dµ =
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=∫
ln
Rmm (Dg
n(x))
A
(m)
n (x)
− ln |α1,···,m(x)| ‖w1(g
n(x)) ∧ · · · ∧ wm(gn(x))‖
|α1,···,m−1(x)| ‖w1(gn(x)) ∧ · · · ∧ wm−1(gn(x))‖dµ
=
∫
ln
Rmm (Dg
n(x)) |α1,···,m−1(x)| ‖w1(gn(x)) ∧ · · · ∧ wm−1(gn(x))‖
A
(m)
n (x) |α1,···,m(x)| ‖w1(gn(x)) ∧ · · · ∧ wm(gn(x))‖
dµ
Wegen
Rmm (Dg
n(x)) =
‖(Dgn(x))·1 ∧ · · · ∧ (Dgn(x))·m‖∥∥(Dgn(x))·1 ∧ · · · ∧ (Dgn(x))·m−1∥∥
(siehe (3.13)) und (4.8) ist
(Rmm (Dg
n(x)))2 =
=
〈(Dgn(x))·1 ∧ · · · ∧ (Dgn(x))·m, (Dgn(x))·1 ∧ · · · ∧ (Dgn(x))·m〉〈
(Dgn(x))·1 ∧ · · · ∧ (Dgn(x))·m−1, (Dgn(x))·1 ∧ · · · ∧ (Dgn(x))·m−1
〉
=
∑
j,l∈Ord(m,d)
αj(x)αl(x)A
j
n(x)A
l
n(x)〈∧mk=1wjk (gn(x)) ,∧mk=1wlk (gn(x))〉∑
j,l∈Ord(m−1,d)
αj(x)αl(x)A
j
n(x)A
l
n(x)〈∧m−1k=1 wjk(gn(x)) ,∧m−1k=1 wlk(gn(x))〉
Benutzt man die bereits eingeführten Bezeihnungen Restm,n(x), Grm,n(x),
bzw. Restm−1,n(x), Grm−1,n(x), so ergibt sih aus der letzten Gleihung(
Rmm (Dg
n(x))
A
(m)
n (x)
)2
=
Grm,n(x) + Restm,n(x)
(Grm−1,n(x) + Restm−1,n(x))
(
A
(m)
n (x)
)2 .
Teilen wir den Zähler und den Nenner durh Grm−1,n(x)
(
A
(m)
n (x)
)2
, so er-
halten wir (
Rmm (Dg
n(x))
A
(m)
n (x)
)2
=
=
(α1m(x))
2 ‖∧mk=1wjk (gn(x))‖2(
α1m−1(x)
)2 ∥∥∧m−1k=1 wjk (gn(x))∥∥2 +
Restm,n(x)
Grm−1,n(x)
(
A
(m)
n (x)
)2
1 +
Restm−1,n(x)
Grm−1,n(x)
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Es gilt
Restm,n(x)
Grm−1,n(x)
(
A
(m)
n (x)
)2 × (α1,···,m−1(x))2
∥∥∧m−1k=1 wk (gn(x))∥∥2
(α1,···,m(x))
2 ‖∧mk=1wk (gn(x))‖2
=
=
Restm,n(x)
(α1,···,m(x))
2∏m
k=1
(
A
(k)
n (x)
)2
‖∧mk=1wk (gn(x))‖2
=
Restm,n(x)
Grm,n(x)
Damit ist
Rmm (Dg
n(x))∣∣∣A(m)n (x)∣∣∣ ×
|α1,···,m−1(x)| ‖w1(gn(x)) ∧ · · · ∧ wm−1(gn(x))‖
|α1,···,m(x)| ‖w1(gn(x)) ∧ · · · ∧ wm(gn(x))‖ =
=
((
1 +
Restm,n(x)
Grm,n(x)
)(
1 +
Restm−1,n(x)
Grm−1,n(x)
)−1)12
Nun zeigen wir, dass
lim
n→∞
∫
ln
(
1 +
Restm,n(x)
Grm,n(x)
) 1
2
dµ = 0
ist.
Es gilt
Restm,n(x)
Grm,n(x)
=
=
∑
j,l∈Ord(m,d)
l6=(1,···,m)
αj(x)αl(x)A
j
n(x)A
l
n(x)〈∧mk=1wjk (gn(x)) ,∧mk=1wlk (gn(x))〉
(α1m(x))
2 (A1mn (x))
2 ‖∧mk=1wk (gn(x))‖2
+
+
∑
j∈Ord(m,d)
j 6=(1,···,m)
αj(x)α1m(x)A
j
n(x)A
1m
n (x)〈∧mk=1wjk (gn(x)) ,∧mk=1wk (gn(x))〉
(α1m(x))
2 (A1mn (x))
2 ‖∧mk=1wk (gn(x))‖2
.
Man betrahte die Folge
(
Restm,n(x)
Grm,n(x)
)
n∈N
für ein x ∈M , für das die Vorausset-
zungen (i) und (iii) erfüllt sind. Aus der verallgemeinerten Hadamardshen
Ungleihung (Lemma 2.1.7) folgt für j ∈ Ord(m, d)
‖∧mk=1wjk (gn(x))‖ ≤
m∏
k=1
‖wjk (gn(x))‖ = 1.
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Daraus erhalten wir für j, l ∈ Ord(m, d) mit Hilfe der Cauhy-Shwarzshen
Ungleihung
〈∧mk=1wjk (gn(x)) ,∧mk=1wlk (gn(x))〉 ≤ 1.
Mit der Voraussetzung (iii) ergibt sih daraus∣∣∣∣Restm,n(x)Grm,n(x)
∣∣∣∣ ≤
≤
∑
j,l∈Ord(m,d)
l6=(1,···,m)
∣∣∣∣∣αj(x)αl(x)A
j
n(x)A
l
n(x)〈∧mk=1wjk (gn(x)) ,∧mk=1wlk (gn(x))〉
(α1m(x))
2 (A1mn (x))
2 ‖∧mk=1wk (gn(x))‖2
∣∣∣∣∣
+
∑
j∈Ord(m,d)
j 6=(1,···,m)
∣∣∣∣∣αj(x)A
j
n(x)〈∧mk=1wjk (gn(x)) ,∧mk=1wk (gn(x))〉
α1m(x)A
1m
n (x) ‖∧mk=1wk (gn(x))‖2
∣∣∣∣∣
≤
∑
j,l∈Ord(m,d)
l6=(1,···,m)
∣∣∣∣∣ αj(x)αl(x)A
j
n(x)A
l
n(x)
(α1m(x))
2 (A1mn (x))
2 ‖∧mk=1wk (gn(x))‖2
∣∣∣∣∣
+
∑
j∈Ord(m,d)
j 6=(1,···,m)
∣∣∣∣∣ αj(x)A
j
n(x)
α1m(x)A
1m
n (x) ‖∧mk=1wk (gn(x))‖2
∣∣∣∣∣
≤ 1
ε2m

 ∑
j,l∈Ord(m,d)
l6=(1,···,m)
∣∣∣∣αj(x)αl(x)Ajn(x)Aln(x)(α1m(x))2 (A1mn (x))2
∣∣∣∣ + ∑
j∈Ord(m,d)
j 6=(1,···,m)
∣∣∣∣ αj(x)Ajn(x)α1m(x)A1mn (x)
∣∣∣∣


Da die Terme αj(x) für j ∈ Ord(m, d) unabhängig von n sind, folgt aus dem
Lemma 4.1.3 die punktweise Konvergenz
lim
n→∞
ln
(
1 +
Restm,n(x)
Grm,n(x)
) 1
2
= 0
für µ-fast alle x. Mit dem Lebesgueshen Satz von der dominierten Konver-
genz (zusammen mit der Voraussetzung (iv)) erhalten wir
lim
n→∞
∫
ln
(
1 +
Restm,n(x)
Grm,n(x)
) 1
2
dµ =
∫
lim
n→∞
ln
(
1 +
Restm,n(x)
Grm,n(x)
) 1
2
dµ = 0.
Der Beweis für
lim
n→∞
∫
ln
(
1 +
Restm−1,n(x)
Grm−1,n(x)
)− 1
2
dµ = 0
geht analog.

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4.2 Erweiterung des Hyperbolizitätsbegries
In diesem Abshnitt betrahten wir zunähst Systeme von der Form
g : M →M, g ein C1-Dieomorphismus, M abgeshlossen (4.12)
auf einer d-dimensionalen glatten reellen Untermannigfaltigkeit M .
Alle im vorigen Abshnitt eingeführten Bezeihnungen und Notationen wer-
den beibehalten.
Als erstes möhten wir an die Standarddenition einer hyperbolishen
Menge für die Abbildung g erinnern (siehe z.B. [31℄).
Eine kompakte, g-invariante Teilmenge Mh von M heiÿt hyperbolish,4 wenn
die folgenden Eigenshaften erfüllt sind:
(i) In jedem Punkt x ∈ Mh existieren zwei Unterräume W sx und W ux mit
TxM = W
s
x
⊕
W ux und es gelten die Beziehungen
Dg(x)W ux = W
u
g(x) und Dg(x)W
s
x = W
s
g(x).
(ii) Es gibt Konstanten C > 0 und ∆ ∈ (0, 1), so dass in jedem Punkt
x ∈Mh die Ungleihungen
(a) ‖Dgn(x)v‖ ≤ C∆n‖v‖ für v ∈ W sx und n ≥ 0.
(b) ‖Dgn(x)v‖ ≤ C∆−n‖v‖ für v ∈W ux und n ≤ 0.
erfüllt sind.
Die Bedingung (ii)(b) ist äquivalent zu
(ii) (b') ‖Dgn(x)v‖ ≥ 1
C
∆−n‖v‖ für v ∈W ux und n ≥ 0.
(siehe 12 in [31℄).
Man setze δ = − ln∆ (natürlih ist δ > 0) und modiziere die Denition der
Hyperbolizität folgendermaÿen:
Denition 4.2.1 Eine kompakte, invariante Teilmenge Mh von M heiÿt
hyperbolish, falls sie der Invarianzbedingung (i) für die Untervektorräume
4
Die Mengen mit den hier angegebenen Eigenshaften werden oft auh als gleihmä-
ÿig (uniformly) hyperbolish bezeihnet. Eine allgemeinere Denition der hyperbolishen
Mengen ndet man in [7℄. Diese ist aber für uns jetzt irrelevant.
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W sx , W
u
x genügt und es Konstanten C > 0 und δ > 0 existieren, so dass die
folgenden Ungleihungen für x ∈Mh gelten:
‖Dgn(x)v‖ ≤ Ce−δn‖v‖ für v ∈ W sx und n ≥ 0.
‖Dgn(x)v‖ ≥ 1
C
eδn‖v‖ für v ∈W ux und n ≥ 0.
Nun xieren wir ein ergodishes W-Maÿ im System (4.12).
5
Wir betrah-
ten also auf einer d-dimensionalen glatten reellen Untermannigfaltigkeit das
System
g : M →M, g C1-Dieomorphismus (4.13)
M abgeshlossen, µ ergodishes W-Maÿ. (4.14)
Dieses System hat laut dem Satz von Oselede (Satz 1.1.1) auf einer g-
invarianten Borelshen Menge Mµ vom vollen Maÿ konstante Liapunow-Ex-
ponenten λ1 > . . . > λs (s ≤ d) mit den zugehörigen Oselede-Zerlegungen
des Tangentialraumes TxM =
⊕s
i=1W
i(x) für x ∈Mµ.
Denition 4.2.2 Das System (4.13), (4.14) nennen wir λm+1 − λm hyper-
bolish für ein m ∈ {1, · · · , s− 1}, wenn es eine Teilmenge Mhµ von Mµ mit
µ
(
Mhµ
)
= 1 und Konstanten C ≥ 1,6 δm ≥ 0, δm+1 ≥ 0 gibt, so dass die
folgenden Bedingungen erfüllt sind:
(i) λm+1 + δm+1 < λm − δm.
(ii) Für x ∈Mhµ gilt
(a) ‖Dgn(x)v‖ ≤ C e(λm+1+δm+1)n‖v‖ für v ∈
s⊕
i=m+1
W i(x) und n ≥ 0.
(b) ‖Dgn(x)v‖ ≥ 1
C
e(λm−δm)n‖v‖ für v ∈
m⊕
i=1
W i(x) und n ≥ 0.
Die Konstanten C, δm und δm+1 nennen wir die Hyperbolizitätsparameter
(oder einfah Parameter).
5
Die Existenz eines solhen ist mit dem Lemma 1.5 [32℄ gesihert.
6
Eigentlih wäre es ausreihend C > 0 anzunehmen, die Bedingung C ≥ 1 stellt aber
keine Einshränkung der Allgemeinheit dar.
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Bemerkung 4.2.3
(i) Die Existenz von C, δm und δm+1 für ein gegebenes x ∈ Mµ, die den
Bedingungen der Denition 4.2.2 genügen, folgt aus der Denition von
Liapunow-Exponenten (zum Teil ist es im Lemma 4.1.2 gezeigt worden).
Die Denition 4.2.2 verlangt, dass diese Konstanten universell für µ-fast
alle x sind.
(ii) Das Konzept der λm+1−λm Hyperbolizität hat eine direkte Verbindung
zu der bei Katok und Hasselblatt [27℄ angegebenen (γ1, γ2) Aufspaltung
(im Original [27℄ heiÿt diese (λ, µ) splitting): Man kann leiht zeigen,
dass, falls das System (4.13), (4.14) für λm+1 ≤ γ1 < γ2 ≤ λm bezüg-
lih der Folge {Dgn(x)}n∈N für µ-fast alle x die (γ1, γ2) Aufspaltung
aufweist, dieses System auh λm+1 − λm hyperbolish ist.
Die λm+1 − λm Hyperbolizität stellt eine Art Verallgemeinerung des Hyper-
bolizitätsbegries dar: Besitzt das System (4.13), (4.14) eine hyperbolishe
Menge Mh mit µ
(
Mh
)
= 1, dann ist dieses System λm+1 − λm hyperbolish
für ein m ∈ {1, · · · , s− 1}, wobei λm+1 < 0 und λm > 0 gilt. Ist andererseits
das System (4.13), (4.14) λm+1−λm hyperbolish (λm+1 und λm wie oben), so
ist es niht unbedingt hyperbolish im klassishen Sinne,
7
denn λm+1 + δm+1
kann auh positiv sein.
Lemma 4.2.4 Das System (4.13), (4.14) sei λm+1 − λm hyperbolish mit
Parametern C, δm und δm+1. Dann existiert ein ε0 > 0 mit
∠
(
m⊕
i=1
W i(x) ,
s⊕
i=m+1
W i(x)
)
≥ ε0 (4.15)
für alle x ∈Mhµ .
Beweis:
8
Seien v ∈⊕mi=1W i(x) und w ∈⊕si=m+1W i(x) auf Eins normierte Vektoren.
Man setze für x ∈Mhµ
Kn(x) = Dg
n(x)(v − w).
Demnah ist |K0(x)| = ‖v − w‖ und (4.15) ist bewiesen, wenn ‖v − w‖ ≥ ε
für alle x ∈Mhµ und ein festes ε > 0 gezeigt ist.
Aus der Kompaktheit von M folgt, dass es eine Konstante C ′ > 0 mit
‖Dg(x)‖ < C ′ und ‖Dg−1(x)‖ < C ′
7
D.h., es muss keine hyperbolishe Menge im Sinne der Denition 4.2.1 vorhanden sein.
8
Die Beweisidee kommt aus [31℄, wo die entsprehende Behauptung für die hyperboli-
shen Mengen aufgestellt ist.
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für alle x ∈M (also auh für alle x ∈Mhµ ) existiert. Daraus erhalten wir
|Kn(x)| ≤ (C ′)n ‖v − w‖. (4.16)
Aus der λm+1−λm Hyperbolizität und der umgekehrten Dreieksungleihnug
folgt für x ∈Mhµ
|Kn(x)| ≥ ‖Dgn(x)v‖ − ‖Dgn(x)w‖
≥ 1
C
e(λm−δm)n − C e(λm+1+δm+1)n.
Da λm+1 + δm+1 < λm − δm ist, existiert ein n¯ ∈ N, so dass
ε′ =
1
C
e(λm−δm)n¯ − C e(λm+1+δm+1)n¯ > 0
gilt. Zusammen mit (4.16) haben wir
‖v − w‖ ≥ 1
(C ′)n¯
|Kn¯(x)| ≥ ε
′
(C ′)n¯
für alle x ∈Mhµ .

Lemma 4.2.5 Das System (4.13), (4.14) sei λm+1 − λm hyperbolish mit
Parametern C, δm und δm+1. Dann gilt für i, l ∈ Ord(m, d) mit i 6= 1m
|Ain(x)|
|A1mn (x)|
≤ C2meλ¯n bzw.
∣∣Ain(x)Aln(x)∣∣
(A1mn (x))
2 ≤ C4meλ¯n,
wobei λ¯ = λm+1 + δm+1 − (λm − δm) ist. Insbesondere gilt für µ-fast alle x
lim
n→∞
|Ain(x)|
|A1mn (x)|
= lim
n→∞
∣∣Ain(x)Aln(x)∣∣
(A1mn (x))
2 = 0.
Beweis:
Aus der Denition von Ain(x) bzw. A
(ik)
n (x) folgt
|Ain(x)|
|A1mn (x)|
=
‖Dgn(x)wi1(x)‖ · . . . · ‖Dgn(x)wim(x)‖
‖Dgn(x)w1(x)‖ · . . . · ‖Dgn(x)wm(x)‖ .
Man setze für i ∈ Ord(m, d)
sˇ = ♯ {j ∈ {i1, · · · , im} | j ∈ {1, · · · , m}}
sˆ = m− sˇ,
{ˇi1, · · · , iˇsˇ} = {i1, · · · , im} ∩ {1, · · · , m},
{ˆi1, · · · , iˆsˆ} = {i1, · · · , im} \ {ˇi1, · · · , iˇsˇ},
{˜i1, · · · , i˜sˆ} = {1, · · · , m} \ {ˇi1, · · · , iˇsˇ}.
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Dann können wir shreiben
|Ain(x)|
|A1mn (x)|
=
∏sˇ
k=1
∥∥Dgn(x)wiˇk(x)∥∥∏sˆk=1 ∥∥Dgn(x)wiˆk(x)∥∥∏m
i=1 ‖Dgn(x)wi(x)‖
=
∏sˆ
k=1
∥∥Dgn(x)wiˆk(x)∥∥∏sˆ
k=1
∥∥Dgn(x)wi˜k(x)∥∥ .
Da wiˆk(x) ∈
⊕d
i=m+1W
i(x) und wi˜k(x) ∈
⊕m
i=1W
i(x) für k = 1, · · · , sˆ ist,
folgt aus der Annahme der λm+1 − λm Hyperbolizität und 1 ≤ sˆ ≤ m, dass
|Ain(x)|
|A1mn (x)|
≤
(
C e(λm+1+δm+1)n
)sˆ
(C−1 e(λm−δm)n)
sˆ
= C2sˆeλ¯nsˆ ≤ C2meλ¯nsˆ ≤ C2meλ¯,
gilt.
Der Beweis für ∣∣Ain(x)Aln(x)∣∣
(A1mn (x))
2 ≤ C4meλ¯n
geht analog.

Jetzt werden wir, wie auh im Kapitel 4.1, die Konvergenzgeshwindigkeit
der Integralfolge
1
n
∫
lnRmm(Dg
n(x))dµ
für ein festes m ∈ {1, · · · , d} gegen den Liapunow-Exponenten λm untersu-
hen.
Zur Vereinfahung der Analyse wollen wir die Annahme der Einfahheit der
Liapunow-Exponenten des Systems (4.13), (4.14) mahen. Es wird also an-
genommen, dass
dimW i(x) = 1 (i = 1, · · · , d) bzw. TxM =
d⊕
i=1
W i(x) µ-f.ü. (4.17)
gilt.
Satz 4.2.6 Das System (4.13), (4.14) genüge der Annahme (4.17). Weiter
seien die folgenden Voraussetzungen erfüllt:
(i) Es existiere ein ε¯m > 0 mit
9∣∣∣Wm+1,···,dm+1,···,d (x)∣∣∣ > ε¯m und ∣∣∣Wm,···,dm,···,d (x)∣∣∣ > ε¯m für µ-f.ü.
9
Zur Erinnerung: für m = d wird Wm+1,···,dm+1,···,d (x) = 1 gesetzt.
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(ii) Es existiere εm > 0 derart, dass
inf
n
‖∧mk=1wk (gn(x))‖ ≥ εm und inf
n
∥∥∧m−1k=1 wk (gn(x))∥∥ ≥ εm
für µ-fast alle x ∈M ist.10
(iii) Das System sei λm+1−λm und λm−λm−1 hyperbolish mit Parametern
C, δm−1, δm und δm+1.
Man setze λ¯ = max {λm+1 + δm+1 − (λm − δm) , λm + δm − (λm−1 − δm−1)}.
Dann gilt für jedes ε′ ∈ (0,−λ¯)
1
n
∫
lnRmm(Dg
n(x))dµ = λm +
Cm
n
+ o
(
e(λ¯+ε
′)n
n
)
mit
Cm =
∫
ln
∣∣∣Wm+1,···,dm+1,···,d (x)∣∣∣ ‖w1(x) ∧ · · · ∧ wm(x)‖∣∣∣Wm,···,dm,···,d (x)∣∣∣ ‖w1(x) ∧ · · · ∧ wm−1(x)‖dµ.
Bemerkung 4.2.7 Die Voraussetzungen des Satzes 4.2.6 und des Satzes
4.1.5 untersheiden sih folgendermaÿen:
(i) Die Voraussetzungen (i) und (ii) des Satzes 4.1.5 wurden durh die
Voraussetzung (i) im Satz 4.2.6 verstärkt.
(ii) Die Integrabilitätsvoraussetzung (iv) vom Satz 4.1.5 wird durh die
Hyperbolizitätsvoraussetzung (iii) im Satz 4.2.6 ersetzt (vershärft).
Die Verstärkung der Annahmen im Satz 4.2.6 hat die Vershärfung der Kon-
vergenzaussage zur Folge. Der Restfehlerterm o
(
1
n
)
wurde durh den Term
o
(
e(λ¯+ε
′)n
n
)
ersetzt.
Beweis des Satzes 4.2.6:
Im Beweis des Satzes 4.1.5 haben wir shon gesehen, dass
n
(
1
n
∫
lnRmm(Dg
n(x))dµ− λm
)
− Cm =
=
∫
ln
((
1 +
Restm,n(x)
Grm,n(x)
)(
1 +
Restm−1,n(x)
Grm−1,n(x)
)−1) 12
dµ
10
Bei m = 1 wird inf
n
∥∥∧m−1k=1 wk (gn(x))∥∥ = 1 gesetzt.
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gilt (die Voraussetzungen (i)-(iii) des Satzes 4.1.5 folgen aus (i) und (ii)).
Somit bleibt uns
1
e(λ¯+ε′)n
∫
ln
((
1 +
Restm,n(x)
Grm,n(x)
)(
1 +
Restm−1,n(x)
Grm−1,n(x)
)−1) 12
dµ→ 0 (4.18)
für n→∞ zu zeigen.
Zunähst werden wir den Term
Restm,n(x)
Grm,n(x)
näher untersuhen. Es ist bereits
im Beweis vom Satz 4.1.5 gezeigt worden (siehe die Seite 58f.), dass∣∣∣∣Restm,n(x)Grm,n(x)
∣∣∣∣ ≤
≤ 1
ε2m

 ∑
j∈Ord(m,d)
l∈Ord(m,d)
l6=(1,···,m)
∣∣∣∣αj(x)αl(x)Ajn(x)Aln(x)(α1m(x))2 (A1mn (x))2
∣∣∣∣+ ∑
j∈Ord(m,d)
j 6=(1,···,m)
∣∣∣∣ αj(x)Ajn(x)α1m(x)A1mn (x)
∣∣∣∣


gilt. Aus (4.11) folgt für j ∈ Ord(m, d)
∣∣∣∣ αj(x)α1m(x)
∣∣∣∣ =
∣∣∣∣∣ (
∧mα(x))j,1m
(
∧mα(x))1m,1m
∣∣∣∣∣ =
∣∣∣∣∣∣∣
(∧d−mW (x))
m+1···d, jˆ(∧d−mW (x))
m+1···d ,m+1···d
∣∣∣∣∣∣∣ ,
wobei jˆ ∈ Ord(d −m, d) mit {jˆ1, · · · , jˆd−m} ∪ {j1, · · · , jm} = {1, · · · , d} ist.
Da
(∧d−mW (x))
m+1···d, jˆ
die (m+ 1 · · ·d)-te Koordinate des Vektors
(∧d−mW (x))·jˆ = wjˆ1(x) ∧ · · · ∧ wjˆd−m(x)
ist, erhalten wir
∣∣∣∣ αj(x)α1m(x)
∣∣∣∣ ≤
∥∥∥wjˆ1(x) ∧ · · · ∧ wjˆd−m(x)∥∥∥∣∣∣∣(∧d−mW (x))
m+1···d ,m+1···d
∣∣∣∣
=
∥∥∥wjˆ1(x) ∧ · · · ∧ wjˆd−m(x)∥∥∥∣∣∣Wm+1,···,dm+1,···,d (x)∣∣∣ .
Aus der verallgemeinerten Hadamardshen Ungleihung (Lemma 2.1.7) und
der Voraussetzung (i) folgt∣∣∣∣ αj(x)α1m(x)
∣∣∣∣ ≤
∏d−m
k=1
∥∥wjˆk(x)∥∥∣∣∣Wm+1,···,dm+1,···,d (x)∣∣∣ =
1∣∣∣Wm+1,···,dm+1,···,d (x)∣∣∣ ≤
1
ε¯m
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für µ-fast alle x.
Bei einer ähnlihen Vorgehensweise erhalten wir für j, l ∈ Ord(m, d), dass
|αj(x)αl(x)|
(α1m(x))
2 ≤
1
ε¯2m
µ-fast überall gilt. Insgesamt folgt also für µ-fast alle x
∣∣∣∣Restm,n(x)Grm,n(x)
∣∣∣∣ ≤ 1ε2m ε¯2m

 ∑
j∈Ord(m,d)
l∈Ord(m,d)
l6=(1,···,m)
∣∣Ajn(x)Aln(x)∣∣
(A1mn (x))
2 +
∑
j∈Ord(m,d)
j 6=(1,···,m)
|Ajn(x)|
|A1mn (x)|

 .
Weil es
(
d
m
)− 1 Summanden im letzten Ausdruk gibt, erhalten wir aus dem
Lemma 4.2.5∣∣∣∣Restm,n(x)Grm,n(x)
∣∣∣∣ ≤ 1ε2m ε¯2m
((
d
m
)
− 1
)
C4meλ¯n = C˜eλ¯n. (4.19)
Um (4.18) zu beweisen, zeigen wir
lim
n→∞
1
e(λ¯+ε′)n
∫
ln
(
1 +
Restm,n(x)
Grm,n(x)
)
dµ = 0. (4.20)
Das zweite Teil
lim
n→∞
1
e(λ¯+ε′)n
∫
ln
(
1 +
Restm−1,n(x)
Grm−1,n(x)
)
dµ = 0
geht analog.
Für eine messbare Funktion f gilt
∣∣∫ f(x)dµ∣∣ ≤ ∫ |f(x)| dµ. Also reiht es
lim
n→∞
1
e(λ¯+ε′)n
∫ ∣∣∣∣ln
(
1 +
Restm,n(x)
Grm,n(x)
)∣∣∣∣ dµ = 0. (4.21)
zu zeigen ((4.20) folgt daraus).
Wegen (4.19) existiert ein n¯ ∈ N, so dass∣∣∣∣ln
(
1 +
Restm,n(x)
Grm,n(x)
)∣∣∣∣ ≤ 2
∣∣∣∣Restm,n(x)Grm,n(x)
∣∣∣∣ µ− f.ü.
für n ≥ n¯ gilt (siehe die Abbildung 4.1 auf der Seite 67). Also ist
lim
n→∞
1
e(λ¯+ε′)n
∫ ∣∣∣∣ln
(
1 +
Restm,n(x)
Grm,n(x)
)∣∣∣∣ dµ ≤
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Abbildung 4.1: Verlauf der Funktionen |ln(1 + x)| und |2x|
≤ lim
n→∞
1
e(λ¯+ε′)n
∫
2
∣∣∣∣Restm,n(x)Grm,n(x)
∣∣∣∣ dµ.
Aus (4.19) folgt auÿerdem
2
e(λ¯+ε′)n
∣∣∣∣Restm,n(x)Grm,n(x)
∣∣∣∣ ≤ 2e(λ¯+ε′)n C˜eλ¯n = 2C˜e−ε′n.
Also erhalten wir mit dem Lebesgueshen Satz von der dominierten Konver-
genz
0 ≤ lim
n→∞
1
e(λ¯+ε′)n
∫ ∣∣∣∣ln
(
1 +
Restm,n(x)
Grm,n(x)
)∣∣∣∣ dµ
≤ lim
n→∞
∫
2C˜e−ε
′ndµ
=
∫
lim
n→∞
2C˜e−ε
′ndµ = 0,
womit (4.21) bewiesen ist.

Korollar 4.2.8 Das System (4.13), (4.14) genüge der Annahme (4.17) und
es gelte:
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(i) Es existiere ein ε > 0 mit∣∣∣Wm,···,dm,···,d (x)∣∣∣ > ε für m = 2, · · · , d
(ii) Das System sei λm+1 − λm hyperbolish für m = 1, · · · , d− 1.
Dann existiert ein λ < 0, so dass für m = 1, · · · , d
1
n
∫
lnRmm(Dg
n(x))dµ = λm +
Cm
n
+ o
(
eλn
n
)
gilt, wobei
Cm =
∫
ln
∣∣∣Wm+1,···,dm+1,···,d (x)∣∣∣ ‖w1(x) ∧ · · · ∧ wm(x)‖∣∣∣Wm,···,dm,···,d (x)∣∣∣ ‖w1(x) ∧ · · · ∧ wm−1(x)‖dµ.
ist.
Beweis:
Es ist zu zeigen, dass unter den genannten Bedingungen die Voraussetzung
(ii) des Satzes 4.2.6 erfüllt ist und es ein ǫ¯ > 0 mit∣∣∣W 1,···,d1,···,d (x)∣∣∣ = |det(W (x))| > ǫ¯ µ− f.ü. (4.22)
existiert.
Man setze Anii+1,···,m(x) = | sin(∠(wi(x), span {wi+1(x), · · · , wm(x)}))|. Dann
gilt mit (2.2) für m = 2, · · · , d
‖w1(x) ∧ · · · ∧ wm(x)‖ = An12,···,m(x) · An23,···,m(x) · . . . · Anm−1m (x)
µ-fast überall. Aus dem Lemma 4.2.4 und der Voraussetzung (ii) folgt
Anii+1,···,d(x) ≥ ε′ für i = 1, · · · , d− 1.
Da aber Anii+1,···,m(x) ≥ Anii+1,···,d(x) für m ∈ {1, · · · , d} und i ≤ m+ 1 gilt,
existiert ein ǫ˜ > 0 derart, dass für µ-fast alle x
‖w1(x) ∧ · · · ∧ wm(x)‖ ≥ ǫ˜ m ∈ {1, · · · , d}
gilt. Gehört ein Punkt x zu der λm+1 − λm hyperbolishen Menge M¯hµ für
m = 1, · · · , d−1, so gilt das auh für das ganze x enthaltende Orbit {gn(x)}.
Also ist die Bedingung
inf
n
‖w1(gn(x)) ∧ · · · ∧ wm(gn(x))‖ ≥ ǫ˜ µ− f.ü.
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für jedes m ∈ {1, · · · , d} erfüllt. Aus der letzten Ungleihung folgt (4.22),
weil
‖w1(x) ∧ · · · ∧ wd(x)‖ = |det(W (x))|
ist.

4.3 Zur Analyse der Zeitlih-Räumlihen Inte-
gration nah Aston & Dellnitz
In diesem Abshnitt wird der Satz 1.3.2 in einer allgemeineren Form bewiesen.
Die folgende Analyse des Systems
g : M → M, g ein C1-Dieomorphismus, µ ergodish (4.23)
auf einer d-dimensionalen glatten abgeshlossenen reellen Untermannigfaltig-
keit M wird unter der Annahme der Einfahheit aller Liapunow-Exponenten
dimW i(x) = 1 für i = 1, · · · , d µ-f.ü. (4.24)
durhgeführt.
Alle Notationen werden aus den Abshnitten 4.1 und 4.2 übernommen.
Für x ∈ Mµ bezeihne man mit αi(x), i = 1, · · · , d, die i-te Zeile der zu
W (x) = [w1(x), · · · , wd(x)] inversen Matrix α(x).
Lemma 4.3.1 Für ein i ∈ {1, · · · , d} setze {ˆi1, · · · , iˆd−1} = {1, · · · , d} \ {i}.
Dann gilt für i = 1, · · · , d
‖αi(x)‖ =
∥∥wi1(x) ∧ · · · ∧ wid−1(x)∥∥
‖w1(x) ∧ · · · ∧ wd(x)‖
=
∣∣∣sin∠(wi(x), span {wiˆ1(x), · · · , wiˆd−1(x)})∣∣∣−1 .
Beweis:
Es gilt
α(x) =
1
detW (x)
Ad (W (x)) mit Adij (W (x)) = (−1)i+j detW j,i(x),
wobei man die Matrix W j,i(x) durh die Streihung der j-ten Zeile und i-ten
Spalte aus der Matrix W (x) erhält. Damit ist
αi(x) =
1
detW (x)
(
(−1)1+i detW 1,i(x), · · · , (−1)d+i detW d,i(x))
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und
‖αi(x)‖ = 1|detW (x)|
((
detW 1,i(x)
)2
+ · · ·+ (detW d,i(x))2) 12 (4.25)
für i = 1, · · · , d. Aus der Denition des äuÿeren Produktes für die Vektoren
wiˆ1(x), · · · , wiˆd−1(x) erhalten wir
wiˆ1(x) ∧ · · · ∧ wiˆd−1(x) =
(
detW d,i(x), detW d−1,i(x), · · · , detW 1,i(x)) .
Daher ist
‖αi(x)‖ =
∥∥∥wiˆ1(x) ∧ · · · ∧ wiˆd−1(x)∥∥∥
|detW (x)| =
∥∥∥wiˆ1(x) ∧ · · · ∧ wiˆd−1(x)∥∥∥
‖w1(x) ∧ · · · ∧ wd(x)‖ .
Wie wir bereits in der Bemerkung 2.1.6 gesehen haben, ist die Inverse des
letzten Ausdruks gleih dem Sinus des Winkels zwishen dem Vektor wi(x)
und der durh die Vektoren wiˆ1(x), · · · , wiˆd−1(x) aufgespannten Ebene.

Sei wie shon im Abshnitt 1.3.2 die Folge (an)n∈N durh
an =
1
n
∫
ln ‖Dgn(x)‖ dµ (4.26)
deniert. In [5℄ wurde gezeigt, dass
n(an − λ1) =
∫
ln ‖Gn(x)‖ dµ mit Gn(x) = 1
A
(1)
n (x)
Dgn(x) (4.27)
ist. Weiter wurde in der genannten Arbeit nahgewiesen, dass die Matrizen
Gn(x) für n ∈ N in der Form
Gn(x) =W1n(x) +
d∑
j=2
A
(j)
n (x)
A
(1)
n (x)
Wjn(x) (4.28)
mit
Wjn(x) = wj (gn(x))α(x)T für j = 1, · · · , d (4.29)
dargestellt werden können. Die Normen der Matrizen Wjn(x), j = 1, · · · , d,
hängen niht von n ab. Sie sind also für ein gegebenes x ∈ Mµ konstant für
alle n ∈ N mit
‖Wjn(x)‖ = ‖αj(x)‖ für j = 1, · · · , d (4.30)
(siehe Proposition 4.1 in [5℄).
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Satz 4.3.2 Das System (4.23) genüge der Annahme (4.24). Es sei λ2 − λ1
hyperbolish auf der Menge Mhµ mit den Parametern C, δ1 und δ2. Weiter
existiere ein ǫ > 0, so dass∣∣∣sin∠(wi(x) , span {wiˆ1(x), · · · , wiˆd−1(x)})∣∣∣ ≥ ǫ für i = 2, · · · , d
mit {ˆi1, · · · , iˆd−1} = {1, · · · , d} \ {i} für µ-fast alle x gilt.
Man setze λ¯ = λ2 + δ2 − (λ1 − δ1) Dann ist für jedes ε′ ∈ (0,−λ¯)
an = λ1 +
C
n
+ o
(
e(λ¯+ε
′)n
n
)
(4.31)
mit
C =
∫
ln ‖α1(x)‖dµ.
Bemerkung 4.3.3 Die Konstante C1 der hybriden Methode zur Berehnung
des dominanten Liapunow-Exponentes λ1 (siehe Sätze 4.1.5 und 4.2.6) ist
gleih
C1 =
∫
ln
∣∣∣W 2,···,d2,···,d (x)∣∣∣∣∣∣W 1,···,d1,···,d (x)∣∣∣dµ =
∫
ln
∣∣∣W 2,···,d2,···,d (x)∣∣∣
|det (W (x))|dµ.
Vergleiht man diese mit der Konstante C aus dem letzten Satz, so folgt aus
(4.25) wegen W 2,···,d2,···,d (x) = det (W
1,1(x)), dass C1 ≤ C ist. In dem darauf-
folgendem Beweis des Satzes 4.3.2 wird gezeigt, dass ‖α1(x)‖ ≥ 1 ist. Für
C1 ≥ 0 gilt also C1 = |C1| ≤ |C| = C. Im Falle C1 < 0 ist ein a-priori
Vergleih der Beträge von C1 und C niht möglih.
Beweis des Satzes 4.3.2:
Zunähst wird die Integrierbarkeit von ‖α1(x)‖ bezüglih µ gezeigt.
Aus dem Lemma 4.3.1 wissen wir, dass
‖α1(x)‖ = |sin∠ (w1(x) , span {w2(x), · · · , wd(x)})|−1
ist. Also erhalten wir mit der λ2 − λ1 Hyperbolizität und dem Lemma 4.2.4
die Existenz von ǫ˜ > 0, so dass
‖α1(x)‖ ≤ 1
ǫ˜
für x ∈Mhµ (4.32)
gilt. Daher ist ‖α1(x)‖ nah oben beshränkt. Weiter folgt aus der Cauhy-
Shwarzshen Ungleihung und der Tatsahe, dass α(x) die Inverse der Ma-
trix W (x) ist, für x ∈Mµ
1 = 〈α1(x), w1(x)〉 ≤ ‖α1(x)‖ ‖w1(x)‖ = ‖α1(x)‖.
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Deshalb ist ‖α1(x)‖ auh nah unten beshränkt und damit integrierbar.
Wegen (4.27) ist der Satz bewiesen, wenn
lim
n→∞
1
e(λ¯+ε′)n
(∫
ln ‖Gn(x)‖ dµ−
∫
ln ‖α1(x)‖dµ
)
= lim
n→∞
1
e(λ¯+ε′)n
∫
ln
‖Gn(x)‖
‖α1(x)‖ dµ = 0
bzw.
lim
n→∞
1
e(λ¯+ε′)n
∫ ∣∣∣∣ln ‖Gn(x)‖‖α1(x)‖
∣∣∣∣ dµ = 0 (4.33)
gezeigt worden ist.
Weil sih die Funktion | ln(y)| für 0 < y < 1 und y ≥ 1 prinzipiell unter-
shiedlih in Bezug auf eine Majorante verhält (siehe die Abbildung 4.1 auf
der Seite 67), müssen wir die Fälle
‖Gn(x)‖
‖α1(x)‖
< 1 und ‖Gn(x)‖
‖α1(x)‖
≥ 1 bei der Un-
tersuhung des Integranden von (4.33) getrennt behandeln. Wir fangen mit
dem Fall
‖Gn(x)‖
‖α1(x)‖
< 1 an:
Aus (4.28), (4.30) und der umgekehrten Dreieksungleihung folgt
‖Gn(x)‖
‖α1(x)‖ ≥
‖W1n(x)‖
‖α1(x)‖ −
1
‖α1(x)‖
d∑
j=2
∣∣∣A(j)n (x)∣∣∣∣∣∣A(1)n (x)∣∣∣ ‖Wjn(x)‖
= 1− 1‖α1(x)‖
d∑
j=2
∣∣∣A(j)n (x)∣∣∣∣∣∣A(1)n (x)∣∣∣ ‖αj(x)‖ .
Da das System λ2 − λ1 hyperbolish ist und
‖αi(x)‖ =
∣∣∣sin∠(wi(x), span {wiˆ1(x), · · · , wiˆd−1(x)})∣∣∣−1 ≤ 1ǫ
für i = 2, · · · , d nah der Voraussetzung gilt, folgt aus (4.32) und dem
Lemma 4.2.5
‖Gn(x)‖
‖α1(x)‖ ≥ 1−
1
ǫ˜ ǫ
d∑
j=2
∣∣∣A(j)n (x)∣∣∣∣∣∣A(1)n (x)∣∣∣ ≥ 1−
d
ǫ˜ ǫ
C2eλ¯n = 1− C˜eλ¯n.
Die Funktion | ln(y)| ist für y ∈ (0, 1) monoton fallend, daher ist für groÿe11
n im Falle ‖Gn(x)‖
‖α1(x)‖
< 1∣∣∣∣ln ‖Gn(x)‖‖α1(x)‖
∣∣∣∣ ≤ ∣∣∣ln(1− C˜eλ¯n)∣∣∣ .
11n muss groÿ genug sein, damit die Funktion ln
(
1− C˜eλ¯n
)
deniert ist.
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Deshalb existiert ein n¯ ∈ N, so dass∣∣∣∣ln ‖Gn(x)‖‖α1(x)‖
∣∣∣∣ ≤ 2C˜eλ¯n
für n ≥ n¯ und ‖Gn(x)‖
‖α1(x)‖
< 1 gilt (siehe die Abbildung 4.1 auf der Seite 67).
Der Fall
‖Gn(x)‖
‖α1(x)‖
≥ 1 ist etwas einfaher zu behandeln. Aus der Dreieks-
ungleihung und (4.28) folgt
‖Gn(x)‖
‖α1(x)‖ ≤
‖W1n(x)‖
‖α1(x)‖ +
1
‖α1(x)‖
d∑
j=2
∣∣∣A(j)n (x)∣∣∣∣∣∣A(1)n (x)∣∣∣ ‖Wjn(x)‖ .
Die gleihe Argumentation wie im ersten Fall führt uns zu
‖Gn(x)‖
‖α1(x)‖ ≤ 1 + C˜e
λ¯n.
Nun aber ist die Funktion | ln(y)| für y ≥ 1 monoton steigend und folglih
gilt
ln
‖Gn(x)‖
‖α1(x)‖ ≤ ln
(
1 + C˜eλ¯n
)
für
‖Gn(x)‖
‖α1(x)‖
≥ 1. Da C˜eλ¯n positiv ist, erhalten wir
ln
(
1 + C˜eλ¯n
)
< C˜eλ¯n.
Daraus folgt für
‖Gn(x)‖
‖α1(x)‖
≥ 1 die Ungleihung
ln
‖Gn(x)‖
‖α1(x)‖ ≤ C˜e
λ¯n
Insgesamt erhalten wir also für µ-fast alle x und alle n ≥ n¯∣∣∣∣ln ‖Gn(x)‖‖α1(x)‖
∣∣∣∣ ≤ 2C˜eλ¯n.
Mit dem Lebesgueshen Satz von der dominierten Konvergenz folgern wir
daraus
0 ≤ lim
n→∞
1
e(λ¯+ε′)n
∫ ∣∣∣∣ln ‖Gn(x)‖‖α1(x)‖
∣∣∣∣ dµ
≤ lim
n→∞
1
e(λ¯+ε′)n
∫
2C˜eλ¯ndµ
= lim
n→∞
∫
2C˜e−ε
′ndµ
=
∫
lim
n→∞
2C˜e−ε
′ndµ = 0.
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Damit ist (4.33) bewiesen.

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Kapitel 5
Numerishe Beispiele
Im ersten Abshnitt dieses Kapitels werden einige Aspekte der praktishen
Berehnung der Liapunow-Exponenten mittels der im Abshnitt 1.4 beshrie-
benen hybriden Methode untersuht. Es werden auh einige Notationen ein-
geführt, die bei weiteren Beshreibungen numerisher Experimente beibehal-
ten werden.
In weiteren Abshnitten werden numerishe Experimente an der Hénon-
Abbildung und dem Lorenz-System beshrieben.
5.1 Berehnung von Liapunow-Exponenten,
Notationen
In dem ersten Teil dieses Abshnittes diskutieren wir die in 1.3.2, 1.4 an-
gegebenen Extrapolationsmöglihkeiten für die Folgen
amn =
1
n
∫
lnRmm(Dg
n(x))dµ für m = 1, · · · , d, (5.1)
die zur Berehnung von Liapunow-Exponenten eines Systems
g : M → M , M ⊂ Rd abgeshlossen (5.2)
dienen sollten. Man beahte: im Falle, dass g ein C1-Dieomorphismus ist,
erfüllt das System (5.2) die Voraussetzungen des Satzes von Oselede 3.2.2.
Weiter sehen wir uns im Abshnitt 5.1.2 die durh die numerishe Appro-
ximation der Folgen {amn }n∈N, m = 1, · · · , d, entstandenen Fehler an und
ihre Auswirkung auf die Nutzung der im Abshnitt 5.1.1 untersuhten Ex-
trapolationsfolgen. Wie wir shon erwähnt haben, wird die Approximation
des Attraktors mit dem rga-Algorithmus (siehe [13℄) umgesetzt. Das folgende
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Lemma besagt, dass für bestimmte Systeme der Attraktor auh der Träger
des Maÿes µ ist.1
Lemma 5.1.1 Das System (5.2) besitze ein invariantes Wahrsheinlihkeits-
maÿ µ auf M und g sei umkehrbar. Die Menge M \ ∂M sei absorbierend.2
Dann existiert der maximale Attraktor A(M) von g bezüglih M und der
Träger von µ liegt in A(M).
Beweis:
Der maximale Attraktor von g bezüglih M (auh der bezüglih M konstru-
ierte maximale Attraktor genannt) ist durh
A(M) =
⋂
n∈N0
gn(M)
gegeben (siehe [33℄). Es ist zu zeigen, dass µ (M \ A(M)) = 0 gilt.
Wir denieren die monoton steigende Folge von Mengen {Cn}n∈N0 durh
Cn = M \
n⋂
k=1
gk(M).
Für diese gilt M \ A(M) = limn→∞
⋃n
k=1Ck.
Wegen der Invarianz des Maÿes und der Umkehrbarkeit von g erhalten wir
µ(gn(M)) = 1 für alle n ∈ N. Daraus folgt µ (M \ gn(M)) = 0 für alle n ∈ N.
Da Cn =
⋃n
k=1M \ gk(M) ist, gilt auh µ(Cn) = 0 für n ∈ N. Aus der
Monotonie der Folge {Cn}n∈N0 erhalten wir
µ (M \ A(M)) = lim
n→∞
µ(Cn) = 0.

Nun führen wir die folgenden Notationen ein. Seien:
• Nk - die Anzahl der Boxen in der Attraktorüberdekung
{
Akj
}Nk
j=1
nah
dem k-ten rga-Shritt;
• µ˜k ∈ RNk - das approximative Maÿ auf ∪Nkj=1Akj mit µ˜k(Akj ) = µ˜kj ;
• xkj - der Repräsentant der Box Akj , j = 1, · · · , Nk, der zur Auswer-
tung der numerishen Approximation Rmm(Dg
n(xkj ))µ˜
k
j des Integrals∫
Ak
j
lnRmm(Dg
n(x))µ benutzt wird (in den weiter unten vorgestellten
Rehnungen wird stets die Box Akj durh ihren Mittelpunkt x
k
j vertre-
ten);
1
Für die Axiom-A-Dieomorphismen kann man eine shärfere Aussage mahen: Es
existiert ein eindeutiges SRB-Maÿes mit dem Träger auf dem Attraktor (siehe [34℄).
2
D.h., es gilt gn(M) ⊂M \ ∂M für alle n ∈ N. (siehe [33℄).
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• T - die Gesamtzahl der Iterationen von g, die nah jedem rga-Shritt
durhgeführt werden.
Dann können wir die numerishen Werte, die die Folgen {amn }Tn=1 für m =
1, · · · , d approximieren sollen, nah dem k-ten rga-Shritt als
a˜mn (k) =
1
n
Nk∑
j=1
lnRii(Dg
n(xkj ))µ˜
k
j , für n = 1, · · · , T (5.3)
berehnen.
5.1.1 Fehlerentwiklung der Extrapolationsfolgen
Wir haben im Kapitel 4 (Sätze 4.1.5, 4.2.6) gesehen, dass die Folgen {amn }n∈N,
m = 1, · · · , d, (siehe (5.1)) für gewisse Systeme in der Form
amn = λm +
Cm
n
+ o
(
1
n
)
für m = 1, · · · , d, (5.4)
bzw.
amn = λm +
Cm
n
+ o
(
e−θmn
n
)
für m = 1, · · · , d (5.5)
mit von n unabhängigen Konstanten Cm und θm > 0 dargestellt werden
können. Ausgehend von diesen Abshätzungen, untersuhen wir die in [4℄, [5℄
vorgeshlagenen Extrapolationsfolgen
bmn = (n+ 1)a
m
n+1 − namn , n = 1, 2, 3, · · · (5.6)
und
Bmn = 2a
m
2n − am2n−1 , n = 1, 2, 3, · · · . (5.7)
Gilt die Abshätzung (5.4), so bedeutet das für die erste Art der Extra-
polation
bmn = λm + o(1) für m = 1, · · · , d .
Die Restfehlerterme der Folgen {amn }n∈N für m = 1, · · · , d sind aber ebenso
Nullfolgen. Deswegen lassen sih in diesem Fall keine Vorteile in der Kon-
vergenzordnung bei der Nutzung der Folgen {bmn }n∈N gegenüber {amn }n∈N
erkennen.
Trit diese Abshätzung (5.5) zu, so gilt für m = 1, · · · , d
bmn = λm + o(e
−θmn) , (5.8)
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was eine bessere Konvergenzrate im Vergleih zu (5.5) darstellt.
Untersuht man die Fehlerentwiklung der Folgen {Bmn }n∈N,m = 1, · · · , d,
so sollte diese mit den Restfehlertermen der Folgen {am2n}n∈N, m = 1, · · · , d,
verglihen werden, denn gerade diese Folgen liegen der betrahteten Extra-
polation (5.7) zugrunde. Es gilt für die Abshätzungen (5.4) und (5.5)
am2n = λm +O
(
1
2n
)
für m = 1, · · · , d .
Für den Restfehler der Folgen {Bmn }n∈N für m = 1, · · · , d gilt im Falle (5.4)
Bmn = λm + o
(
1
2n
)
für m = 1, · · · , d
und im Falle (5.5)
Bmn = λm + o
(
e−θm2
n
2n
)
für m = 1, · · · , d .
In beiden Fällen ist also der Extrapolationsansatz (5.7) gerehtfertigt.
5.1.2 Auswirkungen der numerishen Approximation
Bei der numerishen Approximation der Folgen {amn }n∈N, m = 1, · · · , d, mit-
tels (5.3) untersheiden sih die Näherungswerte {a˜mn (k)}n∈N nah dem k-ten
rga-Shritt von den theoretishen um eine gewisse Gröÿe
a˜mn (k) = a
m
n + ε
m
n (k) für n = 1, 2, 3, · · · . (5.9)
Diese werden vorwiegend durh das approximative Maÿ und dem damit ver-
bundenem Quadraturfehler verursaht. Sie können aber auh Rundungsfeh-
ler sowie Fehler, die durh die Wahl der Boxen-Repräsentanten xkj (∈ Akj ),
j = 1, · · · , Nk, entstehen (falls diese niht zu dem Attraktor gehören), ent-
halten.
Zunähst möhten wir die Auswirkungen die Fehlerterme εmn (k) auf die Nut-
zung der Extrapolationsmöglihkeiten (5.6), (5.7) angewendet auf die Appro-
ximationswerte a˜mn (k)
b˜mn (k) = (n+ 1)a˜
m
n+1(k)− na˜mn (k) , n = 1, 2, 3, · · · (5.10)
bzw.
B˜mn (k) = 2a˜
m
2n(k)− a˜m2n−1(k) , n = 1, 2, 3, · · · . (5.11)
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betrahten.
Das Einsetzen von (5.9) in (5.10) führt zu dem folgenden Ergebnis
b˜mn (k) = (n+ 1)a
m
n+1 − namn + (n + 1)εmn+1(k)− nεmn (k)
= bnm + (n+ 1)ε
m
n+1(k)− nεmn (k) m = 1, · · · , d. (5.12)
Sind εmn (k), m = 1, · · · , d, für untershiedlihe n von derselben Gröÿenord-
nung, so lässt sih erkennen, dass die durh die numerishe Berehnung ent-
standene Fehlerterme (n + 1)εmn+1(k) − nεmn (k) sih niht mit steigendem n
für die Folgen {b˜nm}, m = 1, · · · , d, reduzieren. Im Gegenteil hat der nume-
rishe Fehler die Tendenz anzusteigen, was wir auh an den Beispielen in
den entsprehenden Abshnitten weiter unten sehen werden. Besonders stark
verstärken sih die Fehlerterme von b˜nm(k), wenn ε
m
n+1(k) und ε
m
n (k) unter-
shiedlihe Vorzeihen haben.
Nun untersuhen wir den Restfehler der Folgen {b˜mn (k)}n∈N etwas näher:
Gehen wir von der Abshätzung (5.5) aus, so folgt aus der Gleihung (5.12)∣∣∣b˜mn (k)− λm∣∣∣ ≤ ∣∣∣b˜mn (k)− bmn (k)∣∣∣+ |bmn (k)− λm|
≤ (n+ 1) ∣∣εmn+1(k)∣∣ + n |εmn (k)|+ Ce−θmn.
Man setze∆k = sup {εmn (k) |n ∈ N, m ∈ {1, · · · , d}} und θ = min{θ1, · · · , θd}.
Dann erhalten wir∣∣∣b˜mn (k)− λm∣∣∣ ≤ 2n∆k +∆k + Ce−θn.
Wir denieren die Funktion f : R → R durh f(n) = 2n∆k + ∆k + Ce−θn.
Für diese gilt dann
d
dn
e(n) = 2∆k − Cθe−θn.
Das Minimum von f liegt also bei
nmin = −1
θ
ln
(
2∆k
Cθ
)
(5.13)
und ist gleih
fmin = f(nmin) = −2∆k
θ
ln
(
2∆k
Cθ
)
+∆k + C
2∆k
Cθ
.
Da die Werte von C und θ endogene Gröÿen des Systems sind, können wir nur
∆k durh genauere Attraktor- und Maÿapproximationen beeinussen (siehe
Sätze 4.1.5, 4.2.6 und ihre Beweise), um damit eine möglihst bessere obere
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Shranke für den Restfehler der Folgen {b˜mn (k)} zu erreihen. Man beahte
dabei, dass nmin aus (5.13) erst dann positiv wird, wenn ∆k eine bestimmte
Gröÿe untershreitet. Auÿerdem kann man aus (5.12) folgern, dass nur we-
nige Folgenglieder der Folgen
{
b˜mn (k)
}
n∈N
, m = 1, · · · , d, zur Approximation
von Liapunow-Exponenten benutzt werden sollten, insbesondere, wenn die
Attraktor und Maÿdarstellungen niht besonders präzise sind.
Für die zweite Art der Extrapolation erhalten wir
B˜mn (k) = 2a
m
2n − am2n−1 + 2εm2n(k)− εm2n−1(k)
= Bnm + 2ε
m
2n(k)− εm2n−1(k) m = 1, · · · , d. (5.14)
Also sind die durh die Approximation entstandene Fehler für B˜mn (k), n =
1, 2, · · ·, bei einem festen k von der gleihen Gröÿenordnung wie die der Folgen
{a˜mn (k)}n∈N.
Um die durh die numerishe Rehnung untershiedliher Gröÿen erzeugte
Abweihungen abshätzen zu können, gehen wir davon aus, dass für diese die
Beziehung
εmn (k) ∼ Cn(γn)k für n ∈ N und k = k0, k0 + 1, · · · (5.15)
mit einem geeigneten k0 gilt. Diese Form des Fehlerterms hat sih aus den
anslieÿenden Überlegungen ergeben:
• Für bestimmte Systeme kann der Hausdorabstand zwishen dem rela-
tiven globalen Attraktor AQ und seiner Boxenapproximation
⋃Nk
j=1A
k
j
nah dem k-ten rga-Shritt durh
H
(
Aq ,
Nk⋃
j=1
Akj
)
≤ Cγk mit γ ∼ 1
2
abgeshätzt werden (siehe [14℄).
• Sei f : I → R eine stetige Funktion auf dem endlihen Intervall I =
[a, b] und a ≤ x10 < x11 < . . . < x1n1 ein äquidistantes Gitter mit der
Shrittweite h1. Für die Approximation des Integrals von f auf [x
1
0, x
1
n1
]
mittels
∑n1
j=1 x
1
jh1 gilt
n1∑
j=1
x1jh1 =
∫ x1n1
x10
f(x) dx+O(h1)
Bildet man die Folge
{∑nk
j=1 x
k
jhk
}
k∈N
dadurh, dass die Shrittweite
mit jedem weiteren k halbiert wird, d.h. hk =
h1
2k−1
und xk+12j = x
k
j für
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j = 0, · · · , nk und k = 1, 2, · · ·, so ergibt sih daraus
nk∑
j=1
xkjhk =
∫ x1n1
x10
f(x) dx+O
(
1
2k
)
.
Gilt eine ähnlihe Abshätzung für die Integration bezüglih eines in-
varianten Maÿes µ auf den Mengen3
⋃Nk
j=1A
k
j , k = n0, n0 + 1, · · ·, so
bestätigt dies die Hypothese (5.15).
• Von dem letzten Punkt ausgehend, sollte auf die folgende Tatsahe hin-
weisen werden: In (5.3) werden mit steigendem n und unveränderten
restlihen Parametern (k und m) untershiedlihe Funktionen nume-
rish integriert. Deshalb sind die Konstanten in (5.15), aus denen sih
die Approximationsfehler εmn (k) zusammensetzen, von dem Index n ab-
hängig.
Aus (5.15) erhalten wir dann für n ∈ N und k = k0, k0 + 1, · · ·
a˜mn (k) ∼ Cn(γn)k + amn
und weiter
a˜mn (k + 1)− a˜mn (k) ∼ Cn(γn)k(γn − 1) .
Daraus folgern wir
γn ∼ a˜
m
n (k + 1)− a˜mn (k)
a˜mn (k)− a˜mn (k − 1)
.
Also denieren wir approximative Werte der gesuhten Konstanten durh
γ˜n,k =
a˜mn (k + 1)− a˜mn (k)
a˜mn (k)− a˜mn (k − 1)
, (5.16)
C˜n,k =
a˜mn (k + 1)− a˜mn (k)
(γ˜n,k)
k (γ˜n,k − 1)
, (5.17)
ε˜mn (k) = C˜n,k (γ˜n,k)
k . (5.18)
Die k-Koezienten wurden bei γ˜n,k und C˜n,k eingeführt, damit es ersihtlih
wird, welhe Daten zu ihrer Berehnung eingesetzt wurden.
3
Zur Erinnerung: Akj haben das gleihe Volumen für ein festes k und die Volumina der
Boxen halbieren sih mit jedem rga-Shritt.
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5.2 Hénon-Abbildung
Zuerst wenden wir die hybride Methode auf die Hénon-Abbildung
g : R2 → R2, g(x, y) = (1− ax2 + y , bx) (5.19)
mit a ∈ (0, 2) und b > 0. Diese Abbildung hat zwei Fixpunkte
x1 =
(
t+
√
t2 + a−1 , b
(
t+
√
t2 + a−1
))
x2 =
(
t−
√
t2 + a−1 , b
(
t−
√
t2 + a−1
))
mit t =
b− 1
2a
In [8℄ wurde gezeigt, dass es eine Menge ∆ ∈ R2 mit positivem Lebesgue-
Maÿ gibt, so dass das durh (5.19) gegebene dynamishe System für (a, b) ∈
∆ hyperbolish (also auh λ1 − λ2 hyperbolish) ist. Also gilt für solhe
Parameter die Abshätzung des Satzes 4.2.6
amn = λm +
Cm
n
+ o
(
e−θn
n
)
, m = 1, 2 (5.20)
für ein θ > 0.
Weitere Berehnungen werden mit dem klassishen Parametersatz a = 1.4
und b = 0.3 durhgeführt.4 Der zeitlihe Durhshnitt, berehnet mit der
diskreten QR-Methode (107 Iterationen) ergibt die Werte λ1 = 0.4191 und
λ2 = −1.6231. Wir nehmen an, dass diese Werte exakt sind.
5.2.1 Approximation des Attraktors und des Maÿes
Wie im Kapitel 1.3 erwähnt, brauhen wir für die numerishe Approximati-
on des (eines) invarianten Maÿes µ zunähst eine möglihst genaue Boxen-
Überdekung des Attraktors {Aj | j = 1, · · · , N}. Diese Boxenkollektion wird
mit Hilfe des im GAIO implementierten rga-Algorithmus
5
berehnet. Bei die-
ser Implementierung nimmt man als eine Ausgangsmenge eine Box
6 Q, die
den gesuhten Attraktor enthalten muss. In jedem Shritt des rga-Algorithmus
4
In [8℄ wurde keine genaue Beshreibung der Menge ∆ angegeben. Derhalb können
wir niht siher sein, ob die genannte Parameter zu dieser gehören. Die Entwiklung der
extrapolierten Folgen lasst jedoh darauf shlieÿen, dass (1.4, 0.3) in ∆ enthalten ist.
5
rga steht für relativ global atrator. Dieser Algorithmus ist ein Spezialfall des
Subdivision-Algorithmus (siehe [13℄, [14℄).
6
unter einer Box in Rd versteht man eine Menge der Form [xa1 , x
e
1]× · · · × [xad, xed] mit
xai < x
e
i für i = 1, · · · , d.
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(kurz rga-Shritt) wird jede Box Ai,k der vorhandenen Boxenmenge Qk =
{Akj | j = 1, · · · , Nk} (k ist die Nummer des rga-Shrittes) zweigeteilt. Man
erhält also eine neue Boxenkollektion Q¯k = {A¯kj | j = 1, · · · , 2Nk} mit
Nk⋃
i=1
Ai,k =
2Nk⋃
i=1
A¯i,k
. Für den nähsten Shritt benutzt man nur diejenigen Boxen der Menge Q¯k,
die ein Teil des Bildes irgendeiner Box aus Q¯k enthalten
Qk+1 =
{
A¯kj
∣∣ ∃l g(A¯kl ) ∩ A¯kj 6= ∅} ,
die restlihen Boxen werden aussortiert. Mit der am Anfang des Abshnittes
5.1 eingeführten Notation heiÿt das Qk+1 = {Ak+1j | j = 1, · · · , Nk+1}.
Der rga-Algorithmus liefert durh
⋃Nk
j=1A
k
j eine Approximation der Menge
AQ =
⋂
n≥0
gn(Q),
die der relative globale Attraktor für die Abbildung g bezüglih Q genannt
wird. Ist das Innere der Menge Q absorbierend, so ist AQ der bezüglih
Q konstruierte maximale Attraktor für g bezüglih Q, der den Träger des
invarianten Maÿes µ enthält (siehe Lemma 5.1.1). Ist Q niht invariant (also
auh niht absorbierend), so untersheidet sih AQ in einigen Fällen von dem
gesuhten Attraktor (in der Regel ist es der maximale Attraktor). In diesem
Fall könnte es zu Shwierigkeiten bei der Auswertung der Folgenglieder a˜mn
in (5.20) mittels im Kapitel 1.4 beshriebenen Verfahrens kommen, wie wir
weiter sehen werden.
Als Startbox für den rga-Algorithmus nehmen wir die Box
Q = [−2.0 , 2.0]× [−0.6 , 0.6].
Die Approximation von AQ (nah 26 rga-Shritten) sieht man auf dem Bild
5.1. Vergleiht man dieses mit dem auf dem Bild 5.2 gezeihneten Hènon-
Attraktor, den man auf die klassishe Weise als eine Trajektorie erhält,
so untersheiden sih diese Darstellungen hauptsählih durh den auf dem
Bild 5.1 rot gezeihneten Teil. Dieser Bereih des relativen globalen Attrak-
tors stellt einen Teil der instabilen Mannigfaltigkeit zum Fixpunkt x2 dar
und enthält eine Menge Mu mit limn→∞ ‖gn(x)‖ = ∞ für x ∈ Mu. Also ist
AQ niht invariant, und insbesondere ist AQ kein Attraktor. Da der Wert
von ‖gn(x)‖ für x ∈Mu sehr shnell ansteigt (für einige x kommt es bereits
bei n = 15 zu einem overow), hat dies signikante Auswirkungen auf die
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Tabelle 5.1: Anzahl der Boxen in der Attraktorapproximation Nk nah k rga-
Shritten.
k 13 15 17 19 21 23 25 27 29
Nk 537 1299 3074 7273 17015 41180 97245 231871 556599
Berehnung der Folgen {a˜mn (k)}Tn=1, m = 1, 2. Die Einbeziehung der Menge
Mu in die Berehnung von Liapunow-Exponenten sollte also vermieden wer-
den. Bei den weiter präsentierten Berehnungen wurde dies folgendermaÿen
erreiht:
Nah dem 3. rga-Shritt (die entsprehende Boxenkollektion mit dem darin
enthaltenen klassishen Attraktor sieht man auf dem Bild 5.3) wurde die
den Fixpunkt x2 enthaltende Box eliminiert und nur mit den übriggebliebe-
nen Boxen (siehe den Bild 5.4) weitergearbeitet. Die daraus resultierende Bil-
der untersheiden sih praktish niht von dem auf dem Bild 5.2 gezeihneten
Attraktor. Es sollte darauf hingewiesen werden, dass die berehneten Boxen-
kollektionen
{
Akj
}Nk
j=1
einige Teile der oben erwähnten instabilen Menge Mu
bis zu dem 18. rga-Shritt enthalten. Die Mengen
⋃Nk
j=1A
k
j für k ≥ 18 bleiben
invariant. Damit wir die Folgen {a˜mn (k)}Tn=1 auh für k < 18 auswerten kön-
nen, benutzen wir eine Abshneidefunktion. D.h., wenn der Wert
∥∥gn(xkj )∥∥
für einen Boxenrepäsentanten xkj eine vorgegebene Konstante übersteigt,
werden die weitere Iterationen an dieser Stelle niht mehr ausgewertet.
Der Tabelle 5.1 kann man die Anzahl der Boxen der numerishen Appro-
ximation des Attraktors für einige rga-Shritte entnehmen. Dies soll als ein
Maÿ für die Komplexität der Berehnungen dienen.
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Abbildung 5.1: Hénon-Abbildung: der relative globale Attraktor
nah 26 rga-Shritten
Abbildung 5.2: Hénon-Abbildung: der Attraktor, berehnet mit
106 Iterationen
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Abbildung 5.3: Hénon-Abbildung: die Boxenkollektion nah dem
3. rga-Shritt mit dem darin enthaltenem Attraktor
Abbildung 5.4: Hénon-Abbildung: die Boxenkollektion nah dem
3. rga-Shritt und der Löshung der den Fixpunkt x2 enthaltenden
Box
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5.2.2 Berehnung von Liapunow-Exponenten
Als erstes möhten wir darauf hinweisen, dass der Ansatz (5.15) zur Ab-
shätzung der Approximationsfehler sih als niht sehr zutreend erwiesen
hat: Die Folgen (vergleihe (5.18) und (5.12))
a˜mn (k)− ε˜mn (k)
bzw. m = 1, 2 (5.21)
bmn (k) = b˜
m
n (k)− (n+ 1)ε˜mn+1(k) + nε˜mn (k)
approximieren in der Regel die Exponenten λ1 und λ2 wesentlih shlehter
als die Folgen {a˜mn (k)} bzw. {b˜mn (k)}, m = 1, 2, selbst, was man auf den
Bildern 5.5 und 5.6 sehen kann. Deshalb werden wir in den folgenden Be-
rehnungen auf die Auswertung der Folgen (5.21) verzihten.
Als nähstes werden wir das Konvergenzverhalten der nah (5.3) ausge-
werteten Folgen {a˜1n(k)} und der numerishen Approximationen der mit der
Methode von Aston und Dellnitz (siehe Abshnitt 1.3.2) berehneten Folge
{an}n∈N mit
an =
1
n
∫
ln ‖Dgn(x)‖ dµ
vergleihen. Dabei wird der approximative Wert nah dem k-ten rga-Shritt
a˜n(k) mittels
a˜mn (k) =
1
n
Nk∑
j=1
ln
∥∥Dgn(xkj )∥∥ µ˜kj , für n = 1, · · · , T
bestimmt. Auf dem Bild 5.7 werden die beiden Folgen {a˜n(k)} und {a˜1n(k)}
nah dem 24. rga-Shritt miteinander verglihen. Die hybride Methode appro-
ximiert den ersten Liapunow-Exponenten eindeutig besser. Auh die ersten
Glieder der Extrapolationsfolge {b˜1n(24)} konvergieren shneller als die der
Folge {b˜n(24)} (siehe das Bild 5.8). Nah einigen Iterationen stimmen die
beiden Folgen praktish überein. Das liegt wahrsheinlih daran, dass nah
einigen Iterationen niht mehr die Restfehlerterme o
(
e−θn
)
das Konvergenz-
verhalten der Folgen {b˜n(k)} bzw. {b˜1n(k)} dominieren7 sondern die durh
die numerishe Auswertung entstandenen und durh diese Extrapolationsart
verstärkten Abweihungen. Diese sind aber für die beiden Rehenwege (die
7
Zur Erinnerung: es gilt (siehe (5.12) und (5.8))
b˜1n(k) = λ1 + o(e
−θn) + (n+ 1)εmn+1(k)− nεmn (k).
b˜n(k) hat im Prinzip dieselbe Gestalt.
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zeitlih-räumlihe Integration von Aston und Dellnitz und die hybride Me-
thode) von der gleihen Natur und, wie es das Bild suggeriert, mögliherweise
sogar gleih.
Das bessere Konvergenzverhalten der Folge {a˜1n(k)} gegenüber der Folge
{a˜n(k)} lässt sih unter anderem dadurh erklären, dass die Konstante C1
aus dem Hauptfehlerterm der Folge {a1n}n∈N (siehe (5.20)) kleiner als die
entsprehende Konstante C der Folge {an}n∈N ist (siehe auh die Bemerkung
4.3.3). Dies bestätigt auh der Vergleih der Folgen {|a˜1n(27)− λ1|n} und
{|a˜n(27)− λ1|n} (siehe das Bild 5.9), die als Approximationen der Konstan-
ten C1 bzw. C dienen können. Die Konstanten C1 (für den ersten Liapunow-
Exponenten) und C2 (für den zweiten Liapunow-Exponenten) der hybriden
Methode sind bei diesem System betragsmäÿig (fast) gleih, wie man es auf
dem Bild 5.10 erkennen kann.
Auf den Bildern 5.11, 5.12 wurden Folgen {a˜1n(k)} bzw. {a˜2n(k)} und auf
den Bildern 5.13 bzw. 5.14 ihre logarithmierte bzw. absolute Fehler für unter-
shiedlihe Attraktor- und Maÿapproximationen (nah vershiedener Anzahl
der rga-Shritte) abgebildet. Wie man auf diesen Bildern unshwer erkennen
kann, untersheiden sih die Folgen und ihr Konvergenzverhalten gegen die
entsprehenden Exponenten nur unwesentlih, nahdem die Attraktor- und
die Maÿapproximationen eine bestimmte Qualität erreiht haben (siehe auh
die Bilder 5.15, 5.16).
Anders sieht es für die Folgen {b˜1n(k)} und {b˜2n(k)} aus. Betrahtet man
die extrapolierten Folgen, die mit der nah dem 24. rga-Shritt erhaltenen
Attraktor- und Maÿapproximation (kurz: nah 24 rga-Shritten) berehnet
wurden (siehe Bilder 5.17, 5.18), und vergleiht mit den Bildern 5.19, 5.20
nah 30 rga-Shritten, so sieht man nah einigen Iterationen ein wesentlih
besseres Konvergenzverhalten bei den Folgen mit der genaueren Approxi-
mation des Maÿes. Zwar bewegen sih die Folgen b˜1n(24) und b˜
2
n(24) ziemlih
shnell in Rihtung von λ1 bzw. λ2 und in einigen Shritten treen diese ziem-
lih genau, doh danah kommt es zu reht groÿen Ausshlägen. Allerdings
sieht man auh bei den nah 30 rga-Shritten berehneten Extrapolations-
folgen verhältnismäÿig groÿe Oszillationen für die letzten gezeihneten Fol-
genglieder. Diese Beobahtungen bestätigen den durh die Gleihung (5.12)
beshriebenen Eekt der Akkumulation der numerishen Fehlerterme bei den
Extrapolationen b˜mn (k) für das steigende n (siehe auh das Bild 5.21). Die Fol-
gen B˜mn (k) zeihnet eine geringere als die bei der anderen Extrapolationsart
Shwankungsbreite aus (siehe Bild 5.22).
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Abbildung 5.5: Hénon-Abbildung: die Folgen a˜1n(20) und a˜
1
n(20)−
ε˜1n(20) (nah dem 20. rga-Shritt).
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Abbildung 5.6: Hénon-Abbildung: die Folgen b˜1n(25) und b
1
n(25)
(nah dem 25. rga-Shritt).
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Abbildung 5.7: Hénon-Abbildung: Vergleih der Folgen a˜n(24)
und a˜n(k) (hybride Methode vs. Ast. & Del.)
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Abbildung 5.8: Hénon-Abbildung: Vergleih der Folgen b˜n(24)
und b˜n(k) (hybride Methode vs. Ast. & Del.)
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Abbildung 5.9: Hénon-Abbildung: Vergleih der Folgen{∣∣a˜1n(27) − λ1∣∣n} und {|a˜n(27) − λ1|n} (hybride Methode
vs. Ast/Del)
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Abbildung 5.10: Hénon-Abbildung: Vergleih der Fol-
gen
{∣∣a˜1n(27) − λ1∣∣n} und {∣∣a˜2n(27) − λ2∣∣n} (Vergleih der
Hauptfehlerterm-Konstanten für die hybride Methode)
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Abbildung 5.11: Hénon-Abbildung: die Folgen a˜1n(k) für die un-
tershiedlihen Attraktorapproximationen (von dem 18. bis zum
30. rga-Shritt)
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Abbildung 5.12: Hénon-Abbildung: die Folgen a˜2n(k) für die un-
tershiedlihen Attraktorapproximationen (von dem 18. bis zum
30. rga-Shritt)
13
17
21
25
29
15
913
1720
−1.7
−1.68
−1.66
−1.64
−1.62
−1.6
k  rga−Schritte
n Iterationen
a˜2
n
(k)
92
Abbildung 5.13: Hénon-Abbildung: die Folgen ln |λ1 − a˜1n(k)| für
die untershiedlihen Attraktorapproximationen (von dem 13. bis
zum 30. rga-Shritt)
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Abbildung 5.14: Hénon-Abbildung: die Folgen |λ2− a˜2n(k)| für die
untershiedlihen Attraktorapproximationen (von dem 13. bis zum
30. rga-Shritt)
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Abbildung 5.15: Hénon-Abbildung: die Folgen a1n für n = 1 bis
n = 20, berehnet nah dem 18., nah dem 24 und nah dem 30.
rga-Shritt.
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Abbildung 5.16: Hénon-Abbildung: die Folgen a1n für n = 5 bis
n = 20, berehnet nah dem 18., nah dem 24. und nah dem 30.
rga-Shritt.
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Abbildung 5.17: Hénon-Abbildung: die Folgen a˜1n(24) und b˜
1
n(24)
(die Approximationen von a1n bzw. b
1
n nah dem 24. rga-Shritt).
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Abbildung 5.18: Hénon-Abbildung: die Folgen a˜2n(24) und b˜
2
n(24)
(die Approximationen von a2n bzw. b
2
n nah dem 24. rga-Shritt).
2 4 6 8 10 12 14 16 18 20
−1.7
−1.69
−1.68
−1.67
−1.66
−1.65
−1.64
−1.63
−1.62
−1.61
−1.6
n − Iterationen
 
 
a˜2
n
(24)
b˜2
n
(24)
λ2
95
Abbildung 5.19: Hénon-Abbildung: die Folgen a˜1n(30) und b˜
1
n(30)
(die Approximationen von a1n bzw. b
1
n nah dem 30. rga-Shritt).
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Abbildung 5.20: Hénon-Abbildung: die Folgen a˜2n(30) und b˜
2
n(30)
(die Approximationen von a2n bzw. b
2
n nah dem 30. rga-Shritt).
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Abbildung 5.21: Hénon-Abbildung: die Folgen b˜1n(k) für die un-
tershiedlihen Attraktorapproximationen (für k von 18 bis 30).
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Abbildung 5.22: Hénon-Abbildung: die Folgen B˜1n(k) für die un-
tershiedlihen Attraktorapproximationen (für k von 18 bis 30).
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5.3 Das Lorenz-System
Jetzt betrahten wir die folgende autonome gewöhnlihe Dierentialgleihung
x˙1 = σ(x2 − x1)
x˙2 = ρx1 − x1x3 − x2 mit σ, β, ρ ∈ R+ . (5.22)
x˙3 = x1x2 − βx3
Sie wurde von dem Meteorologen E.N. Lorenz 1963 angegeben und stellt eine
vereinfahte Version eines Modells von Konvektionen in der Erdatmosphäre
dar.
Sei φ der Lösungsoperator des Systems (5.22). D.h., φ(t, x0) ist die Lösung
von (5.22) zum Anfangwert x(0) = x0 und zu dem Zeitpunkt t. Die Dis-
kretisierung g von φ bei Eins8 liefert uns ein diskretes dynamishes System
g : R3 → R3, dessen Liapunow-Exponenten mit den Liapunow-Exponenten
von (5.22) übereinstimmen.
9
Die Ableitung Dgn(x0) von g
n(x0) für n ∈ N
erhält man als die Lösung der Variationsgleihung
Y˙ =

 −σ σ 0ρ− φ(t, x0)3 −1 −φ(t, x0)1
φ(t, x0)2 φ(t, x0)1 −β

Y , Y0 = I (5.23)
zu den Zeitpunkten n ∈ N.
Für die numerishen Berehnungen wählen wir den Parametersatz σ = 16,
β = 4 und ρ = 40. In meiner Diplomarbeit [29℄ habe ih für diese Parameter
mit Hilfe der QR-Methoden die folgenden Werte für die Liapunow-Expo-
nenten ermittelt:
10 λ1 = 1.368, λ2 = 0.0 und λ3 = −22.368. Die numerishe
Lösung der Systeme (5.22) und (5.23) erfolgt mit dem expliziten Runge-Kutta
Verfahren 4. Ordnung mit der Shrittweite 0.02.
8
Für g gilt also g(x) = φ(1, x) bzw. gn(x) = φ(n, x).
9
Der Liapunow-Exponent λ(x, v) von (5.22) zu dem Startwert x0 und v ∈ R3 ist durh
λ(x0, v) = lim
n→∞
1
t
ln ‖Dxφ(t, x0)v‖.
10
Die angegebenen Werte der Liapunow-Exponenten kommen folgendermaÿen zustan-
de: Der Wert des gröÿten Liapunow-Exponenten λ1 = 1.368 wurde aus der numerishen
Rehnung, die mit der kontinuierlihen QR-Methode durhgeführt wurde, übernommen.
Für die restlihen Liapunow-Exponenten gilt im Falle eines positiven ersten Liapunow-
Exponenten (siehe [17℄) λ2 = 0.0 und λ3 = −(σ + 1 + β) − λ1. Die in [29℄ numerish
berehneten Werte für λ2 und λ3 stimmen mit den theoretish vorhergesagten bis auf die
dritte Nahkommastelle überein.
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Tabelle 5.2: Anzahl der Boxen in der Attraktorapproximation Nk nah k rga-
Shritten.
k 13 15 17 19 21 23 25 27
Nk 432 1117 2698 6902 18237 44450 114156 303113
Das Lorenz System besitzt einen globalen Attraktor (siehe [33℄, [35℄).
Deshalb ergeben sih keine der im Abshnitt 5.2.1 beshriebenen Shwierig-
keiten bei der Wahl der Startbox für das rga-Algorithmus. Die Anfangsbox
A0 wurde auf A0 = [−35, 35]× [−45, 45]× [−10, 80] gesetzt. Eine Boxenüber-
dekung des Lorenz-Attraktors und die zugehörige Maÿapproximation sieht
man auf den Bildern 5.23 und 5.24. Die Gewihtung der einzelnen Boxen
kann man dabei an ihrer Farbe erkennen: die blauen Boxen haben das kleine
Maÿ, die roten das höhste. Man beahte, dass diese Bilder sih von der in
[15℄ angegebenen Abbildung des invarianten Maÿes für das Lorenz-System
untersheiden. Das lässt sih folgendermaÿen erklären:
• In [15℄ wurde ein anderer Parametersatz benutzt.
• Die Autoren von [15℄ haben die Diskretisierung des Lösungsoperators
bei t = 0.2 gewählt. Die Liapunow-Exponenten des durh 0.2-Diskreti-
sierung denierten diskreten Systems sind vom Betrag fünf mal kleiner
als des durh die Diskretisierung bei Eins gegebenen Systems (und da-
mit auh des kontinuierlihen Systems (5.22)).
Der Tabelle 5.2 zeigt die Anzahl der Boxen in der Attraktor-Überdekung
für vershiedene Maÿapproximationen.
Auf dem Bild 5.25 sieht man die Folgen a˜mn (k), m = 1, 2, 3, für vershiede-
ne Maÿ- und Attraktorapproximationen. Man kann eine etwas glattere Kon-
vergenz der Folgen {a˜2n(k)} und {a˜3n(k)} im Vergleih zu der Folge {a˜1n(k)}
für die gröbere Approximationen des Maÿes beobahten. Da die Extrapola-
tionsfolgen {b˜mn (25)}, m = 1, 2, 3, auf dem Bild 5.26 gute Approximationen
der entsprehenden Exponenten liefern, könnte das als ein Hinweis betrahtet
werden, dass das System den Voraussetzungen des Satzes 4.2.6 erfüllt und
die Folgen {amn (k)}n∈N, m = 1, 2, 3, der Abshätzung
amn = λm +
Cm
n
+ o
(
e−θn
n
)
genügen.
Vergleiht man die Approximationen der Hauptfehlerterm-Konstanten C1,
C2 und C3 der Folgen {a˜mn (k)}, m = 1, 2, 3, die man mit Hilfe von
|a˜mn (27)− λm|n, m = 1, 2, 3,
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erhält, so sieht man, dass die Konstanten Cm für m = 1, 2, 3 vom Betrag alle
untershiedlih sind (siehe das Bild 5.27). Dabei gilt C1 < C2 < C3. Dies
führt auh dazu dass die Folge {a˜1n(k)} shneller als {a˜2n(k)} und diese wie-
derum shneller als {a˜3n(k)} gegen die entsprehenden Liapunow-Exponenten
des Systems konvergieren (das Bild 5.28. Werden die Haptfehlerterme durh
die Bildung der Extrapolationsfolgen {b˜mn (k)}, m = 1, 2, 3, wegsubtrahiert,
so ergibt sih ein anderes Bild: Die Folgen {b˜3n(k)} treen gleih mit dem er-
sten Glied fast genau λ3. Die Folgen {b˜1n(k)} und {b˜2n(k)} brauhen dagegen
etwas Zeit, bis sie sih ihren Liapunow-Exponenten nähern, was man auf den
Bildern 5.29 und 5.30 sehen kann. Eine Erklärung für dieses Verhalten liegt
noh niht vor.
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Abbildung 5.23: Das Lorenz-System : die Boxenüberdekung des
Lorez-Attraktors nah dem 24. rga-Shritt.
Abbildung 5.24: Das Lorenz-System : die Maÿapproximation nah
dem 24. rga-Shritt.
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Abbildung 5.25: Das Lorenz-System : die Entwiklung der Folgen
a˜mn (k), m = 1, 2, 3, für untershiedlihe Maÿapproximationen (für
k von 13 bis 27).
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Abbildung 5.26: Das Lorenz-System : die Folgen a˜mn (25) und
b˜mn (25) für m = 1, 2, 3 (die Approximationen von a
m
n bzw. b
m
n ,
m = 1, 2, 3, nah dem 25. rga-Shritt).
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Abbildung 5.27: Das Lorenz-System : die Abshätzung der
Hauptfehlerterm-Konstanten der Folgen {a˜mn (27)} für m = 1, 2, 3
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Abbildung 5.28: Das Lorenz-System : der Restfehler der Folgen
{a˜mn (27)} für m = 1, 2, 3.
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Abbildung 5.29: Das Lorenz-System : die Abshätzung der Rest-
fehler der Folgen {b˜mn (20)} für m = 1, 2, 3.
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Abbildung 5.30: Das Lorenz-System : die Abshätzung der Rest-
fehler der Folgen {b˜mn (27)} für m = 1, 2, 3.
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Oene Fragen
An dieser Stelle möhten wir auf einige Fragen eingehen, deren Analyse eine
natürlihe Fortsetzung der vorliegenden Arbeit darstellt:
• Für ein kontinuierlihes dynamishes System, das durh den Lösungs-
operator φ : R× Rd → Rd einer gewöhnlihen autonomen Dierential-
gleihung
x˙ = f(x), f : Rd → Rd
generiert wird,
11
können die Liapunow-Exponenten λ1, · · · , λd im Punkt
x mittels
λi = lim
t→∞
1
t
∫ t
0
(
QT (θ, x)Df (φ(θ, x))Q(θ, x)
)
ii
dθ, i = 1, · · · , d,
bestimmt werden. Die Matrix Q(θ, x) ist orthogonal und wird dabei als
Lösung einer speziellen Dierentialgleihung berehnet (siehe [9℄, [16℄
oder [29℄). Darin besteht die sogenannte kontinuierlihe QR-Methode.
Eine ähnlihe Überlegung wie im Satz 1.4.1 führt uns zu der Möglihkeit
für spezielle Systeme die Exponenten λi, i = 1, · · · , d, als Grenzwert der
Folge der zeitlih-räumlihen Integrale
λi = lim
t→∞
1
t
∫ t
0
∫ (
QT (θ, x)Df (φ(θ, x))Q(θ, x)
)
ii
dµ dθ
für i = 1, · · · , d zu bestimmen. Dieser Zugang wurde vorerst niht un-
tersuht.
• Die Darstellungen im Abshnitt 5.1.2 legen nahe, dass eine Steuerung
der hybriden Methode in der Anzahl der rga-Shritte k und in der
darauf optimal abgestimmten Anzahl der Iterationen n mit dem Ziel
11
Die Voraussetzungen für die Existenz eines globalen Flusses φ(·, ·) wie angegeben (d.h.,
φ ist in der ersten Variable auf ganz R deniert) werden z.B. in dem Satz von Winter und
Conti (siehe [10℄) angegeben. Für die Existenz lokaler Flüsse siehe z.B. [33℄.
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der Minimierung des Fehlers im Prinzip möglih ist. Man brauht dazu
jedoh ein genaues Verständnis der durh die numerishe Auswertung
zustande kommender Fehlerterme. Wie wir shon im Abshnitt 5.2.2
erwähnt haben, ist der in dem Ausdruk (5.14) angegebene Ansatz niht
ausreihend für die Beshreibung der Fehler. Eine präzisere Analyse ist
notwendig.
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Symbolverzeihnis
R Reelle Zahlen
R+ Positive reelle Zahlen (0,+∞)
Rd Reelle Zahlen
N Natürlihe Zahlen {1, 2, 3, · · ·}
N0 Natürlihe Zahlen mit Null {0, 1, 2, 3, · · ·}
Rn×m Vektorraum der n×m reellen Matrizen
GL(Rd×d) Gruppe der invertierbaren Matrizen in Rd×d
ei i-ter Einheitsvektor (bzw. i-ter kanonishe Vektor) aus R
d
AT Transponierte der Matrix A ∈ n×m
A·j j-te Spalte der Matrix A ∈ n×m
Ai· i-te Zeile der Matrix A ∈ n×m
| · | Absolutbetrag in R
〈·, ·〉 Das üblihe Skalarprodukt in Rd (〈v, w〉 =∑mi=1 viwi)
‖ · ‖ Die von 〈·, ·〉 induzierte Norm in Rd,
bzw. die dieser zugeordnete Matrixnorm in R
d×d
Sm Menge aller Permutationen auf {1, · · · , m}
spanM Lineare Hülle der Teilmenge M ⊂ Rd
∠(v, w) Winkel zw. Vektoren v, w ∈ Rn; kann als arcsin(‖von‖)
berehnet werden, wobei von die zu w orthogonale
Komponente des normierten Vektors vn =
1
‖v‖
v ist
∠(v,W ) Winkel zw. dem Vektor v ∈ Rn und dem Unterraum W ⊂ Rn;
kann als arcsin(‖von‖) berehnet werden, wobei von die zu W
orthogonale Komponente des normierten Vektors vn =
1
‖v‖
v ist
∠(V,W ) Winkel zw. zwei Unterräumen V und W von Rn mit
V
⊕
W ⊆ Rn; kann als inf
v∈V \0
(∠(v,W )) berehnet werden
v1 ∧ · · · ∧ vk äuÿere Produkt der Vektoren v1, · · · , vk ∈ Rd (siehe S. 22)
∧ki=1vi andere Bezeihnung für v1 ∧ · · · ∧ vk∧kA k-te assoziierte Matrix bzw. k-te äuÿere Potenz
der Matrix A ∈ Rn×n (siehe S. 25)
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