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I believe George Barnard's principal recommendations to be unexception-
able. Indeed, Neyman (1979, p. 371-2) himself would now apparently agree 
with the first principle since he quotes, in the article referenced above, no 
fewer than five exact significance levels! 
Barnard's discussion of estimation and testing is eminently sensible 
and masterfully presented as far as it goes. But as a synthesis, I would 
have preferred that he had not restricted his attention to parametric functions. 
An alternative emphasis, wherein one shifts the purview from hypothesis testing 
and estimation to model selection and predictive or better observabilistic 
inference, would have been considerably more encompassing. Although the 
error model, considered by Barnard, is usually viewed as parametric inference, 
i.e., X =a+ e, and is properly applied to the measurement of some physical 
entity, which presumably is real and observable, it can be subsumed under 
observable (or predictive) inference. But this model is far less frequent 
in practice than another model wherein a sample of units from some population 
is subjected to a stimulus, agent, etc.; and because the units inherently 
vary in their response, measurement errors are largely irrelevant. Here 
only observable inference is appropriate and statements about a finite 
number of future values are capable o_f validation to some degree while inference 
about hypothetical parameters is not and appears to be meaningful only as a 
limiting case of a function of future or potential observables. That is, inference 
may be. made. for a single future observation or several of them·or a function of 
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one or more of them depending on the purposes of the investigation. The 
limiting value of the function of potential observables will define a 
"parameter" and may be of interest in the following circumstances: 
lo When the predictive distribution of a function of m future obser-
vations is difficult to obtain exactly for moderate or large m, 
the distribution of the limiting value of the function may serve 
as a convenient approximation for the distribution in the finite case. 
2. The limit of the function may be conceived as providing a normative 
entity for evaluative and comparitive purposes especially when no 
fixed number of observations is necessarily of special interest. 
Use of the limiting function has the advantage or disadvantage of usually 
providing the tightest predictive distribution for the function, and·hence 
the sharpest possible comparison or distinction can be made on that basis, 
For example, th~ tightness cl_efined in some suitable way, of the distribution 
i of the average of 
L ~---
m future observations will be a monotonically non-
decreasing function of m in appropriate circumstances. Further discussion 
appears in Geisser (1971, 1982). 
That Barnard is not unaware of these issues is disclosed in his dis-
cussi:m of "model adjustment parameters" and their effect on the sampling 
distribution as well as on estimates of the "relevant" parameter. 
Barnard could also adapt his pivotal approach to cover many of my 
objections by using predictive pivots made up of past and future observations, 
c.f. Geisser (1980), Hinkley (1975), Sprott (1981). However, .. there are ·some 
puzzling aspects in their proper interpretation because of the implications 
of the de Finetti representation theorem, which I have pointed out in the 
above (1980) reference. 
'j ' 
'~~ .l\':: r ., ,. --.:_ 
r:; .. --
f;-...,._, \i ., 
··-1 
:·, 1 
-: 
~, n .c :r.ox:pm-r .r:- =f O>i _., .... -.. 1;., ,. 
, ... ; T. ~=:: 
rr• ... ,. I•-(:~~, ~;~t. :: :·,-: ;'-: 
:-1--,- ~ • •· .... • r ' • • ;._.;.. .,., 0 , • •, ~ •:- .:•; • I~-. • 
f I !1'5' f''"·' 
. ... 
I JI I, 
- 3 -
Since our emphasis is .on the prediction of observables, antecedently we 
should attempt to select that model or models which the data suggest will 
best accomplish this, rather than attempt to t est the truth of a model we 
know, strictly speaking, to be false. Mos t problems that statisticians face 
are usually modeled statistically only as an approximation to the process 
underlying the generation of observations, because the actual physical 
process is unknown or too complex. Clearly the usefulness of a s tatistical 
model is directly related to its predictive prowess. Hence one need not 
abandon a potentially useful predicting model even if it is ostensibly re-
jected by a very small P-value i.e., the loss incurred in predicting may be 
as infinitesimal as the size of the significance level given a large enough 
sample. In fact, issues of practical versus statistical significance are 
invariably better treated by examining the effect on prediction or how well 
an approximate distribution of observables is described. 
On a technical point regarding a footnote: Barnard indicates that 
Kagan, Linnik and Rao (KLR) have conjectured that given an i.i .d . sequence 
{X.} i = 1, . . . ,n , then the assumption that 
1 
t = n(n- l)X/I(X. x) 2 
1 
is distributed as student's t with n - 1 d . f. implies that X. 
1 
is 
2 N(O,o ). Unless I have misunderstood, it appears to me that (KLR) show 
that an infinite class of variables will satisfy the t requirement at 
least for n = 2. For n > 2 th_g___sj.tua_t_Lon is murky. On the other 
hand, if instead of assuming that the t distribution obtains, we require 
that 
_l_ __ ( ~ X ·) 2 
no2 i=l 1 
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be distributed as x2 with 1 d.f., (as conjectured by Geisser (1973), 
and proved by Ramachandran (1975) as well as Funk and Rodine (1975)) 
the 2 X requirement is necessary and sufficient for Xi to be 2 N(O,a 2. 
However, it is not entirely clear how Barnard could use this fact in 
place of the quite likely false conjecture (at least for n = 2) concerning 
t, to make his point. At any rate it is interesting that for n = 2, 
that assuming 
F = 
is sufficient to characterize X. as 
1 
(Xl + x2>2 
(Xl - x2>2 
2 N(O,a) but 
is distributed as an F variate with 1 and 1 d.f. generates an infinite class 
of distributions for Xi which includes the normal. Note that all of these 
except the normal require that the numerator and denominator of F be 
dependent since their independence also characterizes the normal distribution. 
Finally I would remind you that G. Saccheri, about 250 years ago, 
-- -- --~ -
completed -hi~ow- famous t;-act EuaZides ab omni naevo vindiaatus for the 
purpose of removing all blemish from Euclid especially in regard to the 
parallel postulate. It is noteworthy that in failing (he devised non-
Euclidean geometries without realizing it), he also succeeded ( the necessity 
for Euclid's assumption of that postulate became evident). 
Saccheri turned out to be right, but for the wrong reasons. It seems 
to me that Barnard is right, and for the right reasons, in demonstrating how 
and in what context a synthesis of the Fisherian system with others is 
inferentially relevant. 
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