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Abstract. All data are digitized, and hence are essentially integers rather
than true real numbers. Ordinarily this causes no difficulties since the trun-
cation or rounding usually occurs below the noise level. However, in some
instances, when the instruments or data delivery and storage systems are
designed with less than optimal regard for the data or the subsequent data
analysis, the effects of digitization may be comparable to important features
contained within the data. In these cases, information has been irrevocably
lost in the truncation process. While there exist techniques for dealing with
truncated data, we propose a straightforward method that will allow us to
detect this problem before the data analysis stage. It is based on an optimal
histogram binning algorithm that can identify when the statistical structure
of the digitization is on the order of the statistical structure of the data set
itself.
1 Data
All data are digitized, whether it is a number written in a researcher’s lab note-
book or a measurement recorded and stored in a robotic explorer’s memory
system. This fact, by itself, is not surprising or unexpected, since it is impos-
sible to physically express all real numbers with complete precision. Though
what is perhaps surprising, is that this fact can have unforeseen consequences,
especially as the truncation level approaches the noise level [BB79]. In these
cases, the digitization effect can occlude or eradicate important structure in
the data themselves.
With the impressive advances in Bayesian inferential technology, we have
found that relevant information can be retrieved from data well below what
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we have traditionally believed to be the noise floor. Since our computational
technology has advanced beyond the point envisioned by many instrument
designers, it is possible that current, and planned, instruments are not de-
signed to return data with the precision necessary for the most modern of our
computational techniques.
In this paper, we propose a straightforward method that allows us to
identify situations where the data have been excessively truncated or rounded.
This method relies on constructing the simplest of models of the data—a
density function, which is simplified further by modelling the density function
as a piecewise-constant function. Relying on Bayesian probability theory to
identify the optimal number of bins comprising the density model, we can
identify situations where the information contained in the data is compromised
by the digitization effect.
2 Density Models
One of the simplest ways of describing data is to describe the range of values
it can take along with the probabilities with which it takes those values. Such
models are called density models. To this day, the most commonly used form
of density model is a histogram, where the range of values is divided into a
number of bins M and the bin heights are determined by the number of data
points that fall within the bin. The bin probability is easily computed from
the number of data points within the bin divided by the total number of data
points.
Other commonly used density models are kernel density estimators, which
introduces a narrowly peaked probability density function at each datum point
and sums each of these functions to obtain the entire density function. If one
possesses sufficient prior knowledge to know the functional form of the density
function, such as that it is a Gaussian distribution, one only needs to estimate
the parameters of that distribution from the data. In the case of the Gaussian
distribution, we need to estimate µ and σ.
2.1 The Piecewise-Constant Model
For the sake of simplicity, we choose to model the density function with a
piecewise-constant model. A histogram can be viewed as a piecewise-constant
model, although it is not properly normalized. We shall show greater care in
our treatment.
We begin by dividing the range of values of the variable into a set of M
discrete bins and assigning a probability to each bin. We denote the probability
that a datum point is found to be in the kth bin by pik. Since we require a
density function, we require that the “height” of the bin hk be dictated by
the probability density of the bin, which is the probability of the bin divided
by its width vk. This gives
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hk =
pik
vk
. (1)
Integrating this constant probability density hk over the width of the bin vk
leads to a total probability pik = hkvk for the bin. This leads to the following
piecewise-constant model h(x) of the unknown probability density function
for the variable x
h(x) =
M∑
k=1
hk Π(xk−1, x, xk), (2)
where hk is the probability density of the k
th bin with edges defined by xk−1
and xk, and Π(xk−1, x, xk) is the boxcar function where
Π(xa, x, xb) =


0 if x < xa
1 if xa ≤ x < xb
0 if xb ≤ x
(3)
If equal bin widths are used, the density model can be re-written in terms of
the bin probabilities pik as
h(x) =
M
V
M∑
k=1
pik Π(xk−1, x, xk). (4)
where V is the width of the entire region covered by the density model.
2.2 Bayesian Probability Theory
By applying Bayesian probability theory [Siv96, GCS96] we can use the data
to determine the optimal or expected values of the model parameters, which
are the number of bins M and the bin probabilities pi = {pi1, pi2, . . . , piM−1}.
Bayes’ Theorem states that
p(model|data, I) ∝ p(model|I) · p(data|model, I), (5)
where the symbol I is used to represent any prior information that we may
have or any assumptions that we have made, such as the assumption that the
bins are of equal width. The probability on the left p(model|data, I) is called
the posterior probability, which describes the probability of a set of particular
values of the model parameters given both the data and our prior information.
The first probability on the right p(model|I) is called the prior probability
since it describes the probability of the model parameter values before we
have collected any data. The second probability on the right p(data|model, I)
is called the likelihood since it describes the likelihood that the observed
data could have been generated by the model. The inverse of the implicit
proportionality constant is called the evidence. In this paper, it will not be
necessary to compute this quantity as long as we are content to work with
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posterior probabilities which have not been normalized so that their sum is
equal to one.
If we write the observed data as d = {d1, d2, . . . , dN}, Bayes’ Theorem
becomes
p(pi,M |d, I) ∝ p(pi,M |I) · p(d|pi,M, I), (6)
where the joint prior can be further decomposed using the product rule
p(pi,M |d, I) ∝ p(pi|M, I) · p(M |I) · p(d|pi,M, I). (7)
Next we must assign functions for the likelihood and the two prior probabili-
ties.
First, we assign the likelihood to be the multinomial likelihood
p(d|pi,M, I) =
(
M
V
)N
pin1
1
pin2
2
. . . pi
nM−1
M−1 pi
nM
M , (8)
where ni is the number of data points in the i
th bin.
Second, we assign a uniform prior probability for the number of bins M
defined over a range 0 < M ≤ C
p(M |I) =
{
C−1 if 1 ≤M ≤ C
0 otherwise
(9)
where C is the maximum number of bins to be considered. This could rea-
sonably be set to the range of the data divided by smallest non-zero distance
between any two data points.
Last, we assign a non-informative prior for the bin parameters pi1, pi2, . . . , piM−1
p(pi|M, I) =
Γ
(
M
2
)
Γ
(
1
2
)M
[
pi1pi2 · · ·piM−1
(
1−
M−1∑
i=1
pii
)]
−1/2
. (10)
This is known as the Jeffreys’s prior for the multinomial likelihood (8) [Jef61,
BT92, BB92], which has the advantage in that it is also the conjugate prior
to the multinomial likelihood.
The posterior probability of the model parameters [KGC05, Knu06] is then
written as
p(pi,M |d, I) ∝
(
M
V
)N Γ (M
2
)
Γ
(
1
2
)M × (11)
pi
n1−
1
2
1
pi
n2−
1
2
2
. . . pi
nM−1−
1
2
M−1
(
1−
M−1∑
i=1
pii
)nM− 12
,
where 1 ≤ M ≤ C and C−1 has been absorbed into the implicit proportion-
ality constant.
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2.3 Estimating the Density Parameters
We can obtain the marginal posterior probability of the number of bins given
the data by integrating over all possible bin heights [KGC05, Knu06]. These
M − 1 integrations results in
p(M |d, I) ∝
(
M
V
)N
Γ
(
M
2
)
Γ
(
1
2
)M
∏M
k=1 Γ (nk +
1
2
)
Γ (N + M
2
)
, (12)
where the Γ (·) is the Gamma function [AS72, p. 255]. To find the optimal
number of bins, we evaluate this posterior probability for all the values of the
number of bins within a reasonable range and select the result with the great-
est probability. In practice, it is often much easier computationally to work
with the logarithm of the probability, (12) above. It is important to note that
the equation above is a proportionality, which means that there is a missing
proportionality constant. Thus the resulting posterior is not normalized to
have a value between zero and one.
Once the number of bins have been selected, we can use the joint poste-
rior probability (11) to compute the mean bin probabilities and the standard
deviations of the bin probabilities from the data [KGC05, Knu06]. The mean
bin probability is
µk = 〈hk〉 =
〈pik〉
vk
=
(
M
V
)(
nk +
1
2
N + M
2
)
, (13)
and the associated variance of the height of the kth bin is
σ2k =
(
M
V
)2( (nk + 12 )(N − nk + M−12 )
(N + M
2
+ 1)(N + M
2
)2
)
, (14)
where the standard deviation is the square root of the variance. This result
again differs from the traditional histogram since bins with no counts still
have a non-zero probability. This is in some sense comforting, since no lack of
evidence can ever prove conclusively that an event occurring in a given bin is
impossible—just less probable.
These computational methods allow us to estimate probability densities
from data, and quantify the uncertainty in our knowledge. An example of a
probability density model is shown in Figure 1A.
Looking at the logarithm of the marginal posterior probability for the
number of bins M (Figure 1B), we see that it typically rises rapidly as the
likelihood term increases with increasing numbers of bins. However, as the
number of bins becomes large, the prior probability dominates causing the
posterior probability to decrease. It is this balance between the data-driven
likelihood and the prior probability that sets up a region where there is an
optimal number of bins.
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Fig. 1. In this example we take 1000 data points sampled from a Gaussian distribu-
tion. A) Here we show the optimal piecewise-constant model with M = 11 bins. The
bin heights represent the probability density within the region bounded by the bin
edges, and the error bars represent one standard of deviation of uncertainty about
the estimated value for the probability density. B) This figure shows the logarithm
of the un-normalized marginal posterior probability density for the number of bins.
Generally the log posterior rises sharply rounding off to a peak and then falls of gen-
tly as M increases. In this case, the peak occurs at M = 11 indicating the optimal
number of bins. C) We took the same 1000 data points, but rounded their values to
the nearest 1/10th. The optimal solution looks like a picket fence highlighting the
discrete nature of the data rather than the Gaussian nature. D) The un-normalized
log posterior rises sharply as before, but does not indicate an optimal peak. As M
increases and the discrete data can be separated no further, the log posterior changes
behavior and increases asymptotically to a value greater than zero. This is a clear
indication of the discrete nature of the data due to excessive rounding.
This optimal binning technique ensures that our density model includes
all the relevant information provided by the data while ignoring irrelevant
details due to sampling variations. The result is the most honest summary of
our knowledge about the density function from the given data. We will now
look at the asymptotic behavior of the marginal posterior probability (12) and
see how it changes as digitization in the data becomes relevant information.
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Fig. 2. In this example we take 200 data points sampled from a Gaussian distri-
bution and demonstrate the asymptotic behavior of the log posterior. Note that
the x-axis displays the log base 10 of the number of bins. Note that the function
asymptotes to zero for extremely large numbers of bins.
3 Asymptotic Behavior
In the event that we have a number of bins much greater than the number of
data, M >> N , where each datum point is in a separate bin, the marginal
posterior probability for M (12) becomes
p(M |d, I) ∝
(
M
2
)N
Γ
(
M
2
)
Γ
(
N + M
2
) , (15)
which can be rewritten as
p(M |d, I) ∝
(
M
2
)N[(
N − 1 +
M
2
)(
N − 2 +
M
2
)
· · ·
(
M
2
)]
−1
. (16)
Since there are N terms involvingM in the product on the right, the posterior
probability can be seen to approach one as M → ∞. As expected, Figure 2
shows that the log posterior approaches zero in that limit.
3.1 Identifying Excessively Rounded or Truncated Data
In the event that the data are digitized it will be impossible (with sufficient
data) for every datum point to be in its own bin as the number of bins in-
creases. Specifically, we can expect that once the bin width has become smaller
than the precision of the data, increasing the number of bins M will not
change the number of populated bins P nor their populations np, although it
will change which bins are populated. If the precision of the data is ∆x, we
define
M∆x =
V
∆x
, (17)
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Fig. 3. During a mutual information study designed to examine the effect of the
El Nin˜o Southern Oscillation (ENSO) on global cloud cover (left) we found a region
of pixels that caused artifacts in our analysis, which relied on optimal histograms.
Careful examination revealed that the Percent Cloud Cover variable in these regions
was excessively rounded or truncated (right). (Compare to Figure 1D) In this case,
it is likely that there was more information present in the data than was originally
thought.
where V is the range of the data considered. Now forM > M∆x the number of
populated bins P will remain unchanged since the bin width w for M > M∆x
will be smaller than the precision, w < ∆x.
For bin numbers M > M∆x, there will be P populated bins with pop-
ulations n1, n2, . . . , nP .
4 This leads to an interesting form for the marginal
posterior probability for M (12), since the function is no longer dependent
on the particular values of the data, just how many instances of each dis-
crete value was recorded, n1, n2, . . . , nP . Since these values do not vary for
M > M∆x, the marginal posterior can be viewed solely as a function of M
with a well-defined form
p(M |d, I) ∝
(
M
2
)N Γ (M
2
)
Γ
(
N + M
2
) · 2N
∏P
p=1 Γ (np +
1
2
)
Γ
(
1
2
)P , (18)
where the sum over p is over populated bins only. Comparing this to (15),
the function on the right-hand side clearly asymptotically approaches a value
greater than one—so that its logarithm increases asymptotically to a value
greater than zero.
In cases where the value of this asymptote is greater than the maximum
value attained within the range 1 ≤M < M∆x, the digitized structure of the
data is a much more robust feature than the statistical structure of the data
itself before rounding or truncation. We explore some examples of this in the
next section.
4 We should be more careful with the indices here, since by varying M , the indices
to the particular bins will change. A more cumbersome notation such as nI(p,M)
would be more accurate where the function i = I(p,M) maps the pth populated
bin to the ith bin in the M -bin model.
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Fig. 4. The un-normalized log marginal posterior probability or the number of bins
for the surface reflectivity in a BRDF model from a Level 2 MISR data product.
Again this plot shows the characteristic asymptotic behavior indicative of excessive
rounding or truncation.
3.2 Results
To begin, let us refer to a previous example where 1000 data points were sam-
pled from a Gaussian distribution (Figures 1A and B). In that example, the
log probability indicated that M = 11 would optimally describe the data set.
We then took the same data, and rounded the values to the nearest 1/10th.
Modelling the density function using these excessively rounded data values
with a large number of bins shows a picket fence effect (Figure 1C) where
the data are piled up on their discrete values. As predicted by the asymptotic
analysis above, the un-normalized log posterior probability increases mono-
tonically approaching an asymptote with a value greater than zero (Figure
1D). Note that the behavior is very different than that in the well-defined
case shown in Figure 2.
In another study involving a mutual information analysis between sea sur-
face temperatures indicative of El Nin˜o Southern Oscillation (ENSO) and
global cloud cover, we identified a small region of pixels in the North At-
lantic that seemed to be causing artifacts in our analysis. We were working
with the Percent Cloud Cover variable from the C2 data set from the In-
ternational Satellite Cloud Climatology Project (ISCCP) [SR83], and found
that for some areas, such as the North Atlantic, the stored data values were
excessively rounded. This effect can be easily seen in Figure 3 where the log
probability asymptotes as demonstrated in the artificial case shown in Figures
1C and D. It is likely that there is more information present in this variable
than was originally thought.
The Multi-angle Imaging SpectroRadiometer (MISR) is an instrument car-
ried by the spacecraft Terra, which is part of NASA’s Earth Observing System.
Here we consider an example from a Level 2 MISR data product, which de-
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scribes the surface reflectivity in a bidirectional reflectance factor (BRDF)
model [RPV93]. In this example, the data are stored as 8 bit unsigned inte-
gers (uint8), however since 253-255 are used for overflow, underflow, and fill
values, the stored data actually range from zero to 252. In Figure 4 we again
show the plot of the un-normalized log marginal posterior probability or the
number of bins, which after 252 bins shows the characteristic asymptotic be-
havior indicative of excessive rounding or truncation. As in the previous case,
information has been lost, and unless it can be retrieved from a more primitive
data product, it cannot be regained.
4 Conclusion
We have demonstrated that a straightforward Bayesian method for identify-
ing the optimal number of bins in a piecewise-constant density model demon-
strates stereotypical behavior in the case where the data have been excessively
rounded or truncated. By “excessive”, we mean that the digitized structure
of the data is a much more robust feature than the statistical structure of the
original data. In such cases, an uninvertible transformation has been applied
to the data, and information has been irrevocably lost.
We have demonstrated such excessive digitization in data from two Earth
observing satellite surveys. In each case, it may be desirable for researchers to
know that information has been discarded, even if to save transmission band-
width or storage space. However, it is not always clear that these decisions
were made wisely, nor is it clear that they should be made again in the future.
For this reason, we expect that a simple tool developed from the observa-
tions presented in this paper would find great use in the scientific community
both for engineers and scientists working on the design aspects of a scientific
instrument, and also for researchers working on the data analysis.
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