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Abstract
We propose and analyse a hybrid numerical-asymptotic hp boundary element
method for time-harmonic scattering of an incident plane wave by an arbitrary
collinear array of sound-soft two-dimensional screens. Our method uses an approx-
imation space enriched with oscillatory basis functions, chosen to capture the high
frequency asymptotics of the solution. We provide a rigorous frequency-explicit
error analysis which proves that the method converges exponentially as the num-
ber of degrees of freedom N increases, and that to achieve any desired accuracy
it is sufficient to increase N in proportion to the square of the logarithm of the
frequency as the frequency increases (standard boundary element methods require
N to increase at least linearly with frequency to retain accuracy). Our numerical
results suggest that fixed accuracy can in fact be achieved at arbitrarily high fre-
quencies with a frequency-independent computational cost, when the oscillatory
integrals required for implementation are computed using Filon quadrature. We
also show how our method can be applied to the complementary “breakwater”
problem of propagation through an aperture in an infinite sound-hard screen.
Keywords: high frequency scattering; hybrid numerical-asymptotic boundary
element method; diffraction; screen; strip; aperture; breakwater.
1 Introduction
The problem of time-harmonic scalar wave scattering of an incident plane wave by
a two-dimensional (2D) sound-soft screen, and the related problem of scattering by an
aperture in an infinite sound-hard screen, are amongst the most widely studied scattering
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problems. They are the simplest canonical problems that exhibit multiple diffraction,
yet have applications in acoustics (see, e.g., [39, 23]), electromagnetics (see, e.g., [14, 42])
and water waves (the “breakwater” problem, see e.g. [2], [26, chapter 4.7]). In this paper,
we propose a numerical method (supported by a complete analysis) that we believe to be
the first method of any kind (numerical or analytical) for this problem that is provably
effective at all frequencies. Precisely, we prove that increasing the number of degrees
of freedom in proportion to the square of the logarithm of the frequency is sufficient
to maintain any desired accuracy as the frequency increases. Moreover, our numerical
experiments suggest that, in practice, with a fixed number of degrees of freedom the
accuracy stays fixed or even improves as frequency increases.
We consider the 2D problem of scattering of a time-harmonic incident plane wave
ui(x) := eikx·d, x = (x1, x2) ∈ R2,
where k > 0 is the wavenumber (proportional to frequency) and d = (d1, d2) ∈ R2 is
a unit direction vector, by a sound-soft screen Γ, a bounded and relatively open non-
empty subset of Γ∞ := {x ∈ R2 : x2 = 0}. Here the propagation domain is the set
D := R2 \ Γ, where Γ denotes the closure of Γ. We also consider the complementary
problem of scattering due to an aperture Γ in a sound-hard screen occupying Γ∞ \ Γ.
In this case the propagation domain is D′ := (R2 \ Γ∞) ∪ Γ. In both cases we assume
that Γ is a union of a finite number of disjoint open intervals, i.e.
Γ = {(x1, 0) ∈ R2 : x1 ∈ Γ˜}, Γ˜ =
ni⋃
j=1
(s2j−1, s2j), (1)
where ni ≥ 1 is the number of intervals making up Γ, and 0 = s1 < s2 < . . . < s2ni = L := diam Γ.
(In the case ni = 1, L simply represents the length of the screen.) For each j = 1, . . . , ni
we set Γj := (s2j−1, s2j)× {0} ⊂ R2 and Lj := s2j − s2j−1.
Our analysis is in the context of Sobolev spaces, the notation and basic definitions
for which are set out in §2. In what follows, let U+ and U− denote respectively the
upper and lower half-planes, i.e., U+ := {x ∈ R2 : x2 > 0} and U− := R2 \ U+, and
let γ± and ∂±n denote respectively the Dirichlet and Neumann traces from U
± onto Γ∞
(defined precisely in §2).
For the screen scattering problem, the boundary value problem (BVP) to be solved
is
Definition 1.1 (Problem P). Find u ∈ C2 (D) ∩W 1loc(D) such that
∆u+ k2u = 0, in D, (2)
u = 0, on Γ, (3)
and the scattered field us := u − ui satisfies the Sommerfeld radiation condition (see,
e.g., [6, (2.9)]). By (3) we mean, precisely, that γ±(χu)|Γ = 0, for every χ ∈ C∞0 (R2)
(where for integer n ≥ 1, C∞0 (Rn) is the set of those u ∈ C∞(Rn) that are compactly
supported).
In Figure 1 we plot the total field u for Problem P for a particular scattering config-
uration (with Γ defined precisely in §7), for two different values of k.
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For the aperture scattering problem, the BVP to be solved is (for definiteness we
assume in this case that d2 < 0, so the incident wave arrives from the region x2 > 0, i.e.
from above the screen):
Definition 1.2 (Problem P′). Find u′ ∈ C2 (D′) ∩W 1loc(D′) such that
∆u′ + k2u′ = 0, in D′, (4)
∂u′/∂n = 0, on Γ∞ \ Γ, (5)
and
ud(x) :=
{
u′(x)− (ui(x) + ur(x)), x ∈ U+,
u′(x), x ∈ U−, (6)
satisfies the Sommerfeld radiation condition, where
ur(x) := eikx·d
′
, x ∈ R2, with d′ := (d1,−d2).
By (5) we mean, precisely, that ∂±n (χu
′)|Γ∞\Γ = 0, for every χ ∈ C∞0 (R2).
The solutions to Problems P and P′ are very closely related: as will be made explicit
in Theorem 3.5, once the solution to one problem is known, the solution to the other
follows immediately (this is a manifestation of Babinet’s principle). In Figure 2 we plot
the total field u′ for the aperture Problem P′ for the same Γ, d, and k as in Figure 1.
We remark that the field ud in Problem P′ can be thought of as a ‘diffracted’ field, being
the result of subtracting from the total field u′ the incident and reflected plane waves
ui and ur in the region x2 > 0.
Our approach to solving Problems P and P′ is to reformulate the BVPs as a boundary
integral equation (BIE) on Γ (see §3), which we then solve numerically by a hybrid
numerical-asymptotic (HNA) Galerkin boundary element method (BEM). The key idea
of the HNA approach is to use knowledge of the high frequency asymptotic behaviour of
the solution on Γ to incorporate appropriate oscillations into the approximation space in
such a way that only non-oscillatory functions need to be approximated numerically, so
as to achieve a good approximation for a relatively small number of degrees of freedom.
This approach has been successfully applied to a range of scattering problems, e.g.
scattering by smooth convex 2D obstacles [15], convex polygons [10, 21] and non-convex
polygons [9], and was the subject of the recent survey paper, [6]. We believe that the
current paper represents the first application of the HNA methodology, supported by a
full numerical analysis, to problems of scattering by screens.
While the numerical method we propose closely resembles that proposed in [21]
for scattering by convex polygons, the numerical analysis for the screen problem is
significantly more challenging than that in [21] and other previous work. The key
difference here is that, due to the strong singularity induced by the edge of the screen, the
solution to our BIE does not lie in L2(Γ) (as is the case for all previous numerical analyses
of HNA methods), and thus we must derive regularity estimates, best approximation
estimates, and analyse the BIE (proving continuity and coercivity estimates) all in the
context of appropriate fractional Sobolev spaces. This requires new ideas compared to
previous work for closed surfaces [21, 9].
3
Figure 1: Total field u, solving Problem P, for d = (1/
√
2,−1/√2) with k = 5 (upper)
and k = 20 (lower).
Figure 2: Total field u′, solving Problem P′, for d = (1/
√
2,−1/√2) with k = 5 (upper)
and k = 20 (lower).
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An outline of the paper is as follows: we begin in §2 by reviewing details of the
Sobolev spaces in which our analysis holds. In §3 we reformulate Problems P and P′ as
a BIE on Γ, namely a first-kind equation involving the single-layer boundary integral op-
erator Sk. We also state k-explicit continuity and coercivity estimates for Sk (first stated
in [19] and recently proved in [7, 8] for a much more general class of three-dimensional
screens) which are vital for our numerical analysis. Regularity results for the solution
of the BIE are stated in §4, where we show how to express the solution as a sum of
products of (known) oscillatory functions with (unknown) non-oscillatory amplitudes,
for which we have precise regularity estimates. Deriving these estimates requires us to
establish a bound on the supremum of u over the whole propagation domain D; because
of the strong edge singularity this is considerably more complicated than the analogous
calculations for convex polygons in [21], with separate bounds required close to and
away from the screen. The results of §4 are used in §5 to design our hp HNA approxi-
mation space, for which we prove rigorous best approximation estimates showing that
the number of degrees of freedom required to achieve any prescribed level of accuracy
grows only logarithmically with respect to k as k →∞. In §6 we describe the Galerkin
BEM, and derive error estimates for the Galerkin solution, the k-dependence of which
closely mimics that of the best approximation estimates. Numerical results supporting
our theory are provided in §7; these demonstrate that in practice the computational
cost required to achieve a fixed accuracy is essentially independent of the wavenum-
ber k. Implementation details and further numerical results (for single scatterers, i.e.
ni = 1) can be found in [40], and related algorithmic ideas for three-dimensional screens
can be found in [6, §7.6]. We remark that we believe that essentially the same numerical
method proposed here could be extended to different boundary conditions, e.g. Neu-
mann, impedance, as could much of the analysis (in particular the regularity and best
approximation results), but we leave this to future work.
Given the wide range of applications of the problem, and the surprising apparent lack
of cross-fertilization of ideas in this area between the acoustics, electromagnetics and
water waves communities, we feel it beneficial to conclude this introductory section with
a brief review of alternative analytical, numerical and asymptotic methods proposed in
the literature to date.
In the case ni = 1, both Problems P and P
′ can be solved via separation of variables
in elliptical coordinates, viewing the screen as a degenerate ellipse. This allows the
representation of the solution u as an infinite series of Mathieu functions (see, e.g.,
[3, Chapter 4]). However, the series is not straightforward to evaluate in practice,
particularly when k is large, even after an application of Watson’s transformation ([41,
30, 24]). There have been many other attempts to derive exact representations for the
solution of this and related problems (see, e.g., [38, 39, 30] and in particular the review
article [23]), but to the best of our knowledge none are readily computable across the
frequency spectrum.
It is also possible to construct an exact solution for the case where the screen consists
of an infinite array of identical evenly spaced components (see, e.g., [13, 1]), but, other
than for this very specific case, no such formula is known for the case ni > 1. Much
effort has gone into the development of embedding schemes that represent the solution
for an arbitrary incident angle in terms of the solution to a small number of problems for
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specific incident angles (see, e.g., [2, 31]), but these approaches still require a solution
to those specific problems. Thus, in general, both Problems P and P′ must be solved
either numerically, or else asymptotically in the high (k →∞) or low (k → 0) frequency
limit.
Asymptotic and numerical approaches are usually viewed as being rather comple-
mentary. High frequency asymptotic approaches (see, e.g., [43, 16, 17]) are not error-
controllable for fixed k, but their accuracy improves as k increases. By contrast, stan-
dard (piecewise polynomial) numerical schemes (see, e.g., [37, 36]) are error-controllable
for fixed k, but their computational cost grows at least linearly with respect to k as k
increases. (Acceleration techniques such as the fast multipole method may make “brute-
force” numerical calculations feasible at relatively large k, but they do not change the
linear growth in computational cost as k increases.) This issue is well documented - see,
e.g., [6] and the many references therein. But the message of the current paper is that,
by carefully hybridising the two approaches, one can design numerical methods which
perform well across the whole frequency range.
To the best of our knowledge, the only other numerical scheme for the screen problem
that shows anything approaching similar performance (in terms of k-dependence) to
that achieved here is that proposed by [14]. They exploit the same decomposition as
us (motivated by the Geometrical Theory of Diffraction), combined with a coordinate
transform to concentrate mesh nodes near strip edges, to derive a numerical solution
that is, in their words, “error controllable and exhibits a bounded error over the full
range of frequencies”. The results given in [14], for a single strip of widths ranging
from half a wavelength up to 1000 wavelengths, are indeed impressive, but the method
is not supported by analysis. We must also mention schemes proposed by [28] and
[32]. A numerical scheme is proposed in [28, §11] for which, by judiciously subtracting
and then adding the geometrical optics solution, an improvement in accuracy can be
achieved at high frequencies; in this case however the dependence of the accuracy and
computational cost on the frequency and discretisation parameters is not made clear.
[32] present a novel method (without analysis) that combines a numerical scheme with
an asymptotic series; they claim that their scheme is more efficient than a (standard)
boundary integral equation method at high frequencies, but the accuracy does appear
to deteriorate as frequency increases.
In a recent series of papers [4, 5, 25], Bruno and Lintner describe a new framework
for problems of scattering by open surfaces, including the sound-soft and sound-hard
screen. They introduce new weighted integral operators, and derive second kind integral
equations for both the sound-soft and sound-hard problems (as opposed to the first
kind integral equation we solve here). The enhanced regularity allows the application
of high order quadrature rules, and also the use of efficient iterative solvers, leading
to significantly reduced computational cost compared to more classical formulations
such as that considered here. In particular, this allows the solution of problems over a
wider range of frequencies (in 2D and 3D) than would be possible with more classical
approaches, this improvement being particularly noticeable for the sound-hard case.
We note however that, although the algorithms described in [4, 5] are very efficient, the
computational cost still grows rapidly as frequency increases, compared to the frequency-
independent computational cost that we see in our scheme.
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In future work, it might be of interest to use elements of our approximation space
(defined in §5) with the weighted integral operators proposed by [4, 25], to see what
gains in efficiency might be possible. But generalising our analysis would require some
extra work, because while our best approximation results are independent of the in-
tegral equation formulation, the fact that the Galerkin BEM achieves a quasi-optimal
approximation (cf. (48)) is not.
2 Sobolev spaces
Our analysis is in the context of Sobolev spaces Hs(Γ) and H˜s(Γ) for s ∈ R. We set out
here our notation and the basic definitions; for more detail see [7, §2]. For s ∈ R and
integer n ≥ 1 we define Hs(Rn) to be the space of those tempered distributions u on Rn
whose Fourier transform satisfies
∫
Rn(1 + |ξ|2)s |uˆ(ξ)|2 dξ <∞. Our convention regard-
ing the Fourier transform is that, for u ∈ C∞0 (Rn), uˆ(ξ) := (2pi)−n/2
∫
Rn e
−iξ·xu(x) dx,
for ξ ∈ Rn. In line with many other analyses of high frequency scattering, e.g., [22],
we work with wavenumber-dependent norms. Specifically, we use the norm on Hs(Rn)
defined by
‖u‖2Hsk(Rn) :=
∫
Rn
(k2 + |ξ|2)s |uˆ(ξ)|2 dξ. (7)
We emphasize that ‖·‖Hs(Rn) := ‖·‖Hs1(Rn) is the standard norm on Hs(Rn), but that, for
k > 0, ‖·‖Hsk(Rn) is another, equivalent, norm on H
s(Rn). Explicitly,
min{1, ks} ‖u‖Hs(Rn) ≤ ‖u‖Hsk(Rn) ≤ max{1, k
s} ‖u‖Hs(Rn) , for u ∈ Hs(Rn).
It is standard that C∞0 (Rn) is a dense subset ofHs(Rn). It is also standard (see, e.g., [27])
that H−s(Rn) is a natural isometric realisation of (Hs(Rn))∗, the dual space of bounded
antilinear functionals on Hs(Rn), in the sense that the mapping u 7→ u∗ from H−s(Rn)
to (Hs(Rn))∗, defined by
u∗(v) := 〈u, v〉H−s(Rn)×Hs(Rn) :=
∫
Rn
uˆ(ξ)vˆ(ξ) dξ, v ∈ Hs(Rn), (8)
is an isometric isomorphism. The duality pairing 〈·, ·〉H−s(Rn)×Hs(Rn) defined in (8) rep-
resents the natural extension of the L2(Rn) inner product in the sense that if uj, vj ∈
L2(Rn) for each j and uj → u and vj → v as j → ∞, with respect to the norms on
H−s(Rn) and Hs(Rn) respectively, then 〈u, v〉H−s(Rn)×Hs(Rn) = limj→∞ (uj, vj)L2(Rn).
We define two Sobolev spaces on Ω when Ω is a non-empty open subset of Rn. First,
let
Hs(Ω) := {U |Ω : U ∈ Hs(Rn)},
where U |Ω denotes the restriction of the distribution U to Ω (cf. e.g. [27, p. 66]), with
norm
‖u‖Hsk(Ω) := infU∈Hs(Rn), U |Ω=u ‖U‖Hsk(Rn).
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Then C∞comp(Ω) := {U |Ω : U ∈ C∞0 (Rn)} is a dense subset of Hs(Ω). Second, let H˜s(Ω)
denote the closure of C∞0 (Ω) := {U ∈ C∞0 (Rn) : supp(U) ⊂ Ω} in the space Hs(Rn),
equipped with the norm ‖ ·‖H˜sk(Ω):= ‖ ·‖Hsk(Rn). When Ω is sufficiently regular (e.g. when
Ω is C0, cf. [27, Thm 3.29]) we have that H˜s(Ω) = {u ∈ Hs(Rn) : suppu ⊂ Ω}.
For s ∈ R and Ω any open, non-empty subset of Rn it holds that
H−s(Ω) = (H˜s(Ω))∗ and H˜s(Ω) = (H−s(Ω))∗, (9)
in the sense that the natural embeddings I : H−s(Ω) → (H˜s(Ω))∗ and I∗ : H˜s(Ω) →
(H−s(Ω))∗,
(Iu)(v) := 〈u, v〉H−s(Ω)×H˜s(Ω) := 〈U, v〉H−s(Rn)×Hs(Rn),
(I∗v)(u) := 〈v, u〉H˜s(Ω)×H−s(Ω) := 〈v, U〉Hs(Rn)×H−s(Rn),
where U ∈ H−s(Rn) is any extension of u ∈ H−s(Ω) with U |Ω = u, are unitary isomor-
phisms. Also,
|〈u, v〉H−s(Ω)×H˜s(Ω)| = |〈v, u〉H˜s(Ω)×H−s(Ω)| ≤ ‖u‖H−sk (Ω) ‖v‖H˜sk(Ω) , u ∈ H
−s(Ω), v ∈ H˜s(Ω).
(10)
We remark that the representations (9) for the dual spaces are well known when Ω is
sufficiently regular. However, it does not appear to be widely appreciated, at least in the
numerical analysis for partial differential equations community, that (9) holds without
any constraint on the geometry of Ω. A proof of this general result has been provided
recently in [7, Thm 2.1].
Sobolev spaces can also be defined, for s ≥ 0, as subspaces of L2(Rn) satisfying
constraints on weak derivatives. In particular, given a non-empty open subset Ω of Rn,
let
W 1(Ω) := {u ∈ L2(Ω) : ∇u ∈ L2(Ω)},
where ∇u is the weak gradient. Note that W 1(Rn) = H1(Rn) with
‖u‖2H1k(Rn) =
∫
Rn
(|∇u(x)|2 + k2|u(x)|2) dx.
Further [27, Theorem 3.30], W 1(Ω) = H1(Ω) whenever Ω is a Lipschitz open set, in the
sense of, e.g., [29, 6]. It is convenient to define
W 1loc(Ω) := {u ∈ L2loc(Ω) : ∇u ∈ L2loc(Ω)},
where L2loc(Ω) denotes the set of locally integrable functions u on Ω for which
∫
G
|u(x)|2dx <
∞ for every bounded measurable G ⊂ Ω.
To define Sobolev spaces on the screen/aperture Γ defined by (1) we make the natural
associations of Γ∞ with R and of Γ ⊂ Γ∞ with Γ˜ ⊂ R and set Hs(Γ∞) := Hs(R),
Hs(Γ) := Hs(Γ˜) and H˜s(Γ) := H˜s(Γ˜), C∞0 (Γ∞) := C
∞
0 (R), C∞0 (Γ) := C∞0 (Γ˜) etc.
Recalling that U+ and U− denote the upper and lower half-planes, respectively, we
define trace operators γ± : C∞comp(U
±) → C∞0 (Γ∞) by γ±u := u|Γ∞ . It is well known
that these extend to bounded linear operators γ± : W 1(U±) → H1/2(Γ∞). Similarly,
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we define normal derivative operators ∂±n : C
∞
comp(U
±)→ C∞0 (Γ∞) by ∂±n u = ∂u/∂x2|Γ∞
(so the normal points into U+), which extend (see, e.g., [6]) to bounded linear operators
∂±n : W
1(U±; ∆) → H−1/2(Γ∞) = (H1/2(Γ∞))∗, where W 1(U±; ∆) := {u ∈ H1(U±) :
∆u ∈ L2(U±)} and ∆u is the (weak) Laplacian. Finally, we denote the duality pairing
on H1/2(Γ)× H˜−1/2(Γ) by 〈·, ·〉Γ.
3 Integral equation formulation
We now consider the reformulation of the BVPs (Problems P and P′) as integral equa-
tions on Γ; for more detail see [7, §3 and §8]. We define the single-layer potential
Sk : H˜−1/2(Γ)→ C2(D) ∩W 1loc(R2) by
Skφ(x) :=
〈
Φk(x, ·), φ
〉
Γ
, x ∈ R2,
where Φk(x,y) := (i/4)H
(1)
0 (k|x−y|). For φ ∈ Lp(Γ), with p > 1, the following integral
representation holds:
Skφ(x) =
∫
Γ
Φk(x,y)φ(y) ds(y), x ∈ R2.
We also define the single-layer boundary integral operator Sk : H˜
−1/2(Γ)→ H1/2(Γ) by
Skφ := γ
±(χSkφ)|Γ,
where χ is any element of C∞0,1(R2) := {φ ∈ C∞0 (R2): φ = 1 in some neighbourhood of
Γ}, and either of the ± traces may be taken. For φ ∈ Lp(Γ), with p > 1,
Skφ(x) =
∫
Γ
Φk(x,y)φ(y) ds(y), x ∈ Γ. (11)
Problems P and P′ are equivalent to the same integral equation involving Sk, as is made
clear by the following theorems, which follow from [7, Thms 3.8 and 8.6] (see also [37,
Theorem 1.7]).
Theorem 3.1. Suppose that u is a solution of Problem P. Then the representation
formula
u(x) = ui(x)− Sk [∂u/∂n] (x), x ∈ D, (12)
holds, where [∂u/∂n] := ∂+n (χu)− ∂−n (χu) ∈ H˜−1/2(Γ), and χ is an arbitrary element of
C∞0,1(R2). Furthermore, φ := [∂u/∂n] ∈ H˜−1/2(Γ) satisfies the integral equation
Skφ = f, (13)
where f := ui|Γ ∈ H1/2(Γ). Conversely, suppose that φ ∈ H˜−1/2(Γ) satisfies (13). Then
u := ui − Skφ satisfies Problem P, and [∂u/∂n] = φ.
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Theorem 3.2. Suppose that u′ is a solution of Problem P′. Then the representation
formula
u′(x) =
{
ui(x) + ur(x)− Sk{{∂u′/∂n}}(x), x ∈ U+,
Sk{{∂u′/∂n}}(x), x ∈ U−,
(14)
holds, where {{∂u′/∂n}}(x) := ∂+n (χu′) + ∂−n (χu′) ∈ H˜−1/2(Γ), and χ is an arbitrary
element of C∞0,1(R2). Furthermore, {{∂u′/∂n}}(x) ∈ H˜−1/2(Γ) satisfies the integral equa-
tion (13). Conversely, suppose that φ ∈ H˜−1/2(Γ) satisfies (13). Then u′, defined by
u′ := ui+ur−Skφ in U+ and u′ := Skφ in U−, satisfies Problem P′, and {{∂u′/∂n}} = φ.
The following continuity and coercivity properties of the operator Sk have been
proved recently in [7, 8]:
Lemma 3.3 ([7, Theorem 5.2]). Let s ∈ R. Then Sk : H˜s(Γ) → Hs+1(Γ) is bounded,
and for kL ≥ c0 > 0 there exists a constant C0 > 0, depending only on c0 (specifically,
C0 = C log(2 + c
−1
0 ), where C is independent of c0), such that
‖Skφ‖Hs+1k (Γ) ≤ C0(1 +
√
kL) ‖φ‖H˜sk(Γ) , φ ∈ H˜
s(Γ). (15)
Lemma 3.4 ([7, Theorem 5.3]). Sk : H˜
−1/2(Γ)→ H1/2(Γ) satisfies
|〈Skφ, φ〉Γ| ≥ 1
2
√
2
‖φ‖2
H˜
−1/2
k (Γ)
, k > 0, φ ∈ H˜−1/2(Γ). (16)
These results, combined with the standard Lax-Milgram Lemma, imply the unique
solvability in H˜−1/2(Γ) of the integral equation (13) for all k > 0. In particular we
obtain the stability estimate
‖S−1k ψ‖H˜−1/2k (Γ) ≤ 2
√
2 ‖ψ‖
H
1/2
k (Γ)
, ψ ∈ H1/2(Γ). (17)
Moreover, Theorems 3.1 and 3.2 then imply the unique solvability of the BVPs:
Theorem 3.5. Problems P and P′ each have unique solutions u and u′ for all k > 0,
which satisfy
u(x) = u′(x)− ur(x), x ∈ U+,
u(x) = ui(x)− u′(x), x ∈ U−. (18)
4 Analyticity and regularity of solutions
Standard elliptic regularity results imply that the unique solution of Problem P is con-
tinuous up to Γ, so that u ∈ C(R2). Since u(x) ∼ ui(x) as |x| → ∞, it follows that
M(u) := sup
x∈D
|u(x)| <∞.
In fact u is Ho¨lder continuous with index 1/2. In particular, defining
`min := min
m∈{1,...,2ni−1}
(sm+1 − sm),
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if k`min ≥ c0 for some c0 > 0 then
|u(x)| ≤ CM(u)(kd)1/2, x ∈ D, (19)
where d := dist(x,Γ) and C is a constant that depends only on c0. Since u = 0 on
Γ this is clear by reflection arguments and standard interior elliptic regularity results
(e.g. [11, Lemma 2.1]) except in a neighbourhood of the corners of Γ. But near these
corners the bound (19) follows from the explicit separation of variables representation
for the solution, equation (24) below (for more detail see the very similar arguments in
[21, Lemma 3.5]).
Our HNA method for solving (13) (as a means of solving the BVPs P and P′)
uses an approximation space (defined explicitly in §5) which is adapted to the high
frequency asymptotic behaviour of the unknown φ = [∂u/∂n] = {{∂u′/∂n}}, which
we now consider. We represent the point x ∈ Γ parametrically by x(s) := (s, 0),
where s ∈ Γ˜ ⊂ [0, L]. Combining the bound (19) with elementary bounds on integral
representations for u in the upper and lower half-planes, arguing exactly as in the proof
of [21, Theorem 3.2]), one can prove the following:
Theorem 4.1. Let k`min ≥ c0 > 0. Then for any j = 1, . . . , ni, we have the decompo-
sition
φ(x(s)) = Ψ(x(s)) + v+j (s− s2j−1)eiks + v−j (s2j − s)e−iks, s ∈ (s2j−1, s2j), (20)
where Ψ := 2∂ui/∂n, and the functions v±j (s) are analytic in the right half-plane Re [s] >
0, with
|v±j (s)| ≤ C1M(u)k|ks|−1/2, Re [s] > 0, (21)
where the constant C1 > 0 depends only on c0.
Remark 4.2. The analyticity of the functions v±j and the bound (21) imply that v
±
j are
non-oscillatory. Explicitly, by the Cauchy integral formula for derivatives, the deriva-
tives of v±j satisfy bounds of the form |v±j (n)(s)| ≤ cnC1M(u)k1/2s−(n+1/2) for s > 0,
n ∈ N0 and cn a constant depending only on n. The lack of oscillation is indicated by
the fact that the k-dependence of these bounds is the same for all n.
Remark 4.3. Note that by the correspondence (18) we can bound M(u) above and below
by a multiple of M(u′), precisely M(u′)/2 ≤M(u) ≤ 2M(u′).
Remark 4.4. For the screen Problem P, the representation (20) can be interpreted in
terms of high frequency asymptotic theory as follows. The first term, Ψ, is the geomet-
rical optics (GO) approximation to φ = [∂u/∂n], representing the direct contribution
of the incident and reflected waves. (Using this approximation alone in the representa-
tion (12) gives the “physical optics” approximation of u in D.) The second and third
terms in (20) represent the combined contribution of all the diffracted waves (including
multiply-diffracted waves that have travelled arbitrarily many times along and between
the different components of the screen) propagating right (oscillating like eiks and with
a singularity at s2j−1) and left (oscillating like e−iks and with a singularity at s2j) re-
spectively along the screen segment Γj. A similar interpretation holds for the aperture
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Problem P′. Comparing (21) with [21, (3.5)], we see that for |s| > 1/k our functions
v±j satisfy an identical bound to the comparable functions for the problem of scattering
by convex polygons; for |s| < 1/k however, the singularity is stronger for the screen
problem, with the exponent of −1/2 in (21) comparing to an exponent in the interval
(−1/2, 0) for scattering by convex polygons, with the exact value dependent on the cor-
ner angle. This makes clear the fact, alluded to in §1, that v±j 6∈ L2(Γ) (unlike the
comparable functions for scattering by convex polygons).
The dependence of the constant M(u) in (21) on the wavenumber k is not yet fully
understood. The following lemma provides an upper bound on M(u) which implies that
M(u) = O (k) as k → ∞. However, we do not believe this bound is sharp; in [21,
Theorem 4.3] it is shown for the case of scattering by a star-like sound-soft polygon that
M(u) = O
(
k1/2 log1/2 k
)
as k → ∞, uniformly with respect to the angle of incidence,
with numerical results therein suggesting the plausibility of the hypothesis M(u) = O (1)
as k → ∞. Such a hypothesis is also plausible for the screen problem, and consistent
with the numerical results in §7, but we cannot yet prove this.
Lemma 4.5. Let Γ be of the form (1) and let k`min ≥ c0 > 0. Then there exists a
constant C2 > 0, depending only on c0, such that
M(u) ≤ C2(1 + kL).
The remainder of this section consists entirely of the proof of Lemma 4.5; readers
more interested in the numerical method may skip immediately to §5. The proof of
Lemma 4.5 comprises three stages. First, in Proposition 4.7, we derive a pointwise
bound on |u(x)| which is valid in the whole domain D, but which is non-uniform. This
bound follows from the following lemma, a proof of which can be found in [7, Lemma
7.1] - see also [8] for slightly sharper bounds.
Lemma 4.6. Let k > 0 and let Γ be of the form (1), with Γ∞, D and L defined as
in §1.
(i) Let d ∈ R2 with |d| ≤ 1. Then there exists C > 0, independent of d, k and Γ,
such that
‖eikd·(·)‖
H
1/2
k (Γ)
≤ C(1 +
√
kL).
(ii) Let x ∈ D and d := dist(x,Γ). Then there exists C > 0, independent of x, k and
Γ, such that
‖Φk(x, ·)‖H1/2k (Γ) ≤ C
(
1 +
1√
kL
)(
1 +
1√
kd
)
log
(
2 +
1
kd
)
log1/2(2 + kL).
From Lemma 4.6, Theorem 3.1 and (17), one can derive the following result (cf. [7,
Cor. 7.2]). Note that the bound (22) blows up as x approaches Γ (i.e. as d→ 0).
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Proposition 4.7. The solution u of Problem P satisfies the pointwise bound
|u(x)| ≤ C
(
1 +
1√
kL
)(
1 +
1√
kd
)
log
(
2 +
1
kd
)
log1/2(2 + kL)(1 +
√
kL), x ∈ D,
(22)
where d = dist(x,Γ), and C > 0 is independent of x, k and Γ.
The second stage in the proof of Lemma 4.5 involves the derivation of a uniform
bound on |u(x)| valid on a neighbourhood of Γ. We begin by using a separation of
variables argument to bound |u(x)| close to Γ in terms of the L2 norm of the scattered
field in a neighbourhood of Γ.
Lemma 4.8. Let Γ be of the form (1), and let u be the corresponding solution of Problem
P, with us = u−ui. Let ε∗ := min{`min/2, pi/(3k)}, where `min is defined as at the start
of this section. Then
|u(x)| ≤ 32
3
√
pi(
√
2− 1)
(
1 + k
(
1 + (k`min)
−1) ‖us‖L2((Γ)ε∗ )) , x ∈ (Γ)ε∗/32, (23)
where for E ⊂ R2 and ε > 0, (E)ε := {x ∈ R2 : dist(x, E) ≤ ε}.
Proof. First pick j ∈ {1, . . . , ni} and let ej := (s2j−1, 0) and e′j := (s2j, 0) denote
respectively the left and right endpoints of the segment Γj. Let (r, θ) be polar coordinates
centered at ej, such that Γj is described by the set {(r, θ) : 0 < r < Lj, θ = 0 or θ = 2pi}.
Then for any 0 < R < `min (so that we avoid the singularities at the endpoints of the
segments) the restriction of u to BR(ej) (the ball of radius R centred at ej) can be
written, using separation of variables, as
u(r, θ) =
∞∑
n=1
an(R)Jn/2(kr) sin
(
nθ
2
)
, 0 < r < R, 0 ≤ θ ≤ 2pi, (24)
where
an(R) =
1
piJn/2(kR)
∫ 2pi
0
u(R, θ) sin
(
nθ
2
)
dθ.
For any 0 < R˜ < R we can derive an identical formula to (24) with R replaced by R˜.
Comparing the two formulae on the ball BR˜(ej) ⊂ BR(ej), it follows that, in fact, an(R˜)
takes the same value (which we denote simply by an) for all 0 ≤ R˜ ≤ R. To bound |an|
we then note that
3anR
2
8
=
∫ R
R/2
an(R˜)R˜ dR˜ =
∫ R
R/2
∫ 2pi
0
u(R˜, θ) sin (nθ/2)
piJn/2(kR˜)
R˜ dθdR˜,
and hence
|an| ≤ 8
3piR2
√∫ R
R/2
∫ 2pi
0
| sin (nθ/2)|2
|Jn/2(kR˜)|2
R˜ dθdR˜
√∫ R
R/2
∫ 2pi
0
|u(R˜, θ)|2R˜ dθdR˜ = 8Kn
3
√
pikR2
‖u‖L2(AR/2,R) ,
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Kn :=
√∫ kR
kR/2
z dz
|Jn/2(z)|2 and AR/2,R is the annulus defined by AR/2,R := {(r, θ) : R/2 <
r < R, 0 ≤ θ ≤ 2pi}. To bound |Kn|, we note that (cf., e.g., [10, (3.12)])
cos z ≤ Jν(z)Γ(1 + ν)
(z/2)ν
≤ 1, 0 ≤ z ≤ pi/2, ν > −1/2. (25)
where Γ(·), in (25)–(27), denotes the Gamma function. Hence if 0 < kR ≤ pi/3 (so that
1/2 ≤ cos z ≤ 1 for kR/2 ≤ z ≤ kR) then
|Kn| ≤ 21+n/2Γ(1 + n/2)
√∫ kR
kR/2
z1−n dz ≤ 2
1+nΓ(1 + n/2)√
n
(kR)1−n/2. (26)
Thus
|an| ≤ 2
4+nΓ(1 + n/2)(kR)−n/2
3
√
piR
√
n
‖u‖L2(AR/2,R) , (27)
and, using (25) again,
|anJn/2(kr)| ≤ 16(2r/R)
n/2
3
√
piR
√
n
‖u‖L2(AR/2,R) .
Then, for x ∈ BR/2(ej),
|u(x)| = |u(r, θ)| ≤ 16
3
√
piR
∞∑
n=1
(2r/R)n/2 ‖u‖L2(AR/2,R) =
16
3
√
piR
(
(2r/R)1/2
1− (2r/R)1/2
)
‖u‖L2(AR/2,R) .
In particular, for x ∈ BR/4(ej) we have
|u(x)| ≤ 16
3
√
pi(
√
2− 1)R ‖u‖L2(AR/2,R) .
Recalling that u = ui + us, and noting that ‖ui‖L2(AR/2,R) ≤
√
3piR/2, this implies that
|u(x)| ≤ 8√
3(
√
2− 1) +
16
3
√
pi(
√
2− 1)R ‖u
s‖L2(AR/2,R) , x ∈ BR/4(ej). (28)
To satisfy bothR ≤ pi/(3k) andR < `min, it suffices to set, e.g., R = Rj := min{`min/2, pi/(3k)}.
A similar estimate to (28) can be obtained in a neighbourhood of the right endpoint e′j.
Now let xj denote an interior point of Γj and let (r, θ) be polar coordinates centered
at xj, so that Γj is a subset of the lines θ = 0 and θ = pi. By a similar analysis to
that presented above, but with the separation of variables carried out only in a half-
disk 0 ≤ θ ≤ pi or pi ≤ θ ≤ 2pi and n/2 replaced by n etc., we can show that, if
0 < R ≤ pi/(3k) and R < min{|x− ej|, |x− e′j|}, then
|u(x)| ≤ 4
√
2√
3
+
16
3
√
piR
‖us‖L2(A˜R/2,R) , x ∈ BR/4(xj), (29)
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where A˜R/2,R := {(r, θ) : R/2 < r < R, 0 ≤ θ ≤ pi} is a semi-annulus centered at xj.
To combine these results we note that if min{|x− ej|, |x− e′j|} > Rj/4 then we can
take R = Rj/4 in (29). Then the union of the balls BRj/16(xj) over all such xj, together
with the balls BRj/4(ej) and BRj/4(e
′
j), certainly covers a (Rj/32)-neighbourhood of Γj.
Hence we can conclude that
|u(x)| ≤ 8√
3(
√
2− 1) +
16
3
√
pi(
√
2− 1)Rj
‖us‖L2((Γj)Rj ) , x ∈ (Γj)Rj/32, (30)
from which the result follows, since 1/Rj ≤ 2k(1 + (k`min)−1).
To use Lemma 4.8 we require an estimate of ‖us‖L2((Γ)ε∗ ), which is provided by the
following result:
Lemma 4.9. Let ε > 0. Then there exists a constant C > 0, independent of ε, k and
Γ, such that
‖Skφ‖L2((Γ)ε) ≤ C
√
kε(1 + kε)k−1 log (2 + (kL)−1)(1 + (kL)1/2) ‖φ‖
H˜
−1/2
k (Γ)
, φ ∈ H˜−1/2(Γ).
(31)
Proof. Arguing as in the proof of [7, Lemma 5.1 and Thm 5.2], one can show that for
any ε > 0 (see also [8] for slightly sharper bounds)
‖Skφ(·, x2)‖L2(Γ˜ε) ≤ C log (2 + (kA)−1)(1 + (kA)1/2 + (k|x2|)1/2 log (2 + kA)) ‖φ‖H˜−1k (Γ) ,
where A = L + ε, Γ˜ε := {x ∈ R : dist (x, Γ˜) < ε}, x2 ∈ R, and C > 0 is independent of
k, Γ and ε. From this one can show that
‖Skφ(·, x2)‖L2((Γ˜)ε) ≤ C(1 + kε) log (2 + (kL)−1)(1 + (kL)1/2) ‖φ‖H˜−1k (Γ) , |x2| ≤ ε,
where again C is independent of k, Γ and ε. The estimate (31) then follows from
integrating over x2 ∈ (−ε, ε) and noting that ‖φ‖H˜−1k (Γ) ≤ k
−1/2 ‖φ‖
H˜
−1/2
k (Γ)
.
Combining Lemmas 4.8 and 4.9 gives:
Proposition 4.10. Under the assumptions of Lemma 4.8, we have
|u(x)| ≤ C (1 + (k`min)−1) log (2 + (kL)−1)(1 + kL), x ∈ (Γ)ε∗/32, (32)
where C > 0 is independent of x, k and Γ.
Proof. Noting that us = −Sk [∂u/∂n], and that [∂u/∂n] = S−1k ui|Γ, the result follows
from Lemmas 4.6(i), 4.8 and 4.9, the stability estimate (17), and the fact that kε∗ ≤
pi/3.
The third and final stage in the proof of Lemma 4.5 involves combining Propositions
4.7 and 4.10 to obtain a bound which holds uniformly throughout D. Specifically,
we combine (32), which holds in the region d < ε∗/32, with (22), applied in the region
d ≥ ε∗/32. Noting that in the latter case we have (kd)−1 ≤ 32/(kε∗) ≤ C(1+(k`min)−1),
we can obtain the following estimate in which the constant C is independent of both k
and Γ:
|u(x)| ≤ C
(
1 +
1
k`min
)
log
(
1 +
1
k`min
)
(1 + kL), x ∈ D.
The statement of Lemma 4.5 then follows immediately.
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5 hp approximation space and best approximation
results
Our numerical method for solving the integral equation (13) uses a hybrid numerical-
asymptotic approximation space based on Theorem 4.1. Rather than approximating φ
itself using piecewise polynomials (as in conventional methods), we use the decomposi-
tion (20), with the factors v+j and v
−
j replaced by piecewise polynomials. The advantage
of our approach is that, as is quantified by Theorem 4.1, the functions v±j are non-
oscillatory (cf. Remark 4.2), and can therefore be approximated much more efficiently
than the full (oscillatory) solution φ. Explicitly, the function we seek to approximate is
ϕ(s) :=
1
k
(φ(x(s))−Ψ(x(s))) , s ∈ Γ˜ ⊂ (0, L), (33)
which represents the difference between φ and its GO approximation Ψ (recall Re-
mark 4.4), scaled by 1/k so that ϕ is nondimensional (cf. [10]). By (20) we know that
ϕ(s) =
1
k
(
v+j (s− s2j−1)eiks + v−j (s2j − s)e−iks
)
, s ∈ (s2j−1, s2j), j = 1, . . . , ni,
(34)
with the factors v±j enjoying the analyticity properties described in Theorem 4.1. Our
hybrid approximation space represents ϕ on each segment Γj in the form (34), with
the factors v+j and v
−
j replaced by piecewise polynomials on overlapping meshes, graded
towards the singularities at s = s2j−1 and s = s2j respectively. For an illustration of
the resulting mesh structure on Γ see Figure 3. We denote our approximation space
by VN,k ⊂ H˜−1/2 (Γ), where N denotes the total number of degrees of freedom in the
method (to be elucidated later), and the subscript k serves to indicate that our hybrid
approximation space depends explicitly on the wavenumber k.
To describe in more detail the meshes we use, we consider the case of a geometric
mesh on the interval [0, l], l > 0, refined towards 0. The meshes for approximating v±j
on each segment Γj are constructed from this basic building block by straightforward
coordinate transformations. Given n ≥ 1 (the number of layers in the mesh) let Gn(0, l)
denote the set of meshpoints {xi}ni=0 defined by
x0 := 0, xi := σ
n−il, i = 1, 2, . . . , n, (35)
where 0 < σ < 1 is a grading parameter. A smaller value of σ represents a more severe
grading - in all of our experiments we take σ = 0.15, as in [21]. Given a vector p ∈ (N0)n,
let Pp,n(0, l) denote the space of piecewise polynomials on the mesh Gn(0, l) with the
degree vector p, i.e.,
Pp,n(0, l) :=
{
ρ : [0, l]→ C : ρ|(xi−1,xi) is a polynomial of degree less than or equal to (p)i, i = 1, . . . , n
}
.
For reasons of efficiency and conditioning it is common to decrease the order of the
approximating polynomials towards the singularity. Specifically, we shall consider degree
vectors p of the form
(p)i :=
{
p−
⌊
α(n+1−i)
n
p
⌋
, 1 ≤ i ≤ n− 1,
p, i = n,
(36)
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Figure 3: Illustration of the overlapping geometrically graded meshes used to approxi-
mate the amplitudes v±j in (34), in the case where Γ comprises two components, Γ1 and
Γ2.
for some α ∈ [0, 1] and some integer p ≥ 0 (the highest polynomial degree on the
mesh). The choice α = 0 corresponds to a constant degree across the mesh (this was
the only choice considered in [21]), while for α ∈ (0, 1] the degree decreases linearly in
the direction of refinement.
For each j = 1, . . . , ni let n
±
j ≥ 1 and p±j ∈ (N0)n
±
j denote respectively the number
of layers and the degree vector associated with the approximation of the factor v±j in
(34). The total number of degrees of freedom in VN,k is then
N := dim(VN,k) =
ni∑
j=1
 n+j∑
m=1
(
(p+j )m + 1
)
+
n−j∑
m=1
(
(p−j )m + 1
) . (37)
The regularity results provided by Theorem 4.1 allow us to prove that, under cer-
tain assumptions, the best approximation error in approximating ϕ by an element of
VN,k decays exponentially as p, the maximum degree of the approximating polynomi-
als, increases. Our best approximation results in the space H˜−1/2(Γ˜) are stated in the
following theorem, which is the main result of this section. For simplicity of presenta-
tion we assume that the mesh parameters are the same in each of the meshes used to
approximate the different components v±j (similar estimates hold in the more general
case).
Theorem 5.1. Let k`min ≥ c0 > 0. Suppose that n±j = n and p±j = p for each
j = 1, . . . , ni, where n and p are defined by (36) with n ≥ cp for some constant c > 0.
Then, for any 0 <  < 1/2, there exists a constant C3 > 0, depending only on , σ, ni
and c0, and a constant τ > 0, depending only on , σ, α and c, such that
inf
v∈VN,k
‖ϕ− v‖
H˜
−1/2
k (Γ)
≤ C3M(u)k−1(kL) e−pτ . (38)
The proof of Theorem 5.1 occupies the rest of this section. It relies on a number of
intermediate results, which we now state. The first of these is a standard application of
the Riesz-Thorin interpolation theorem [34, Chapter V, Theorem 1.3].
Lemma 5.2. For 1 ≤ q ≤ 2 the Fourier transform extends uniquely from L2(R)∩L1(R)
to a bounded linear operator from Lq(R) to Lr(R), where 1/q + 1/r = 1 (with r =∞ if
q = 1). Furthermore, with θ := 2/q − 1, it holds that
‖φˆ‖Lr(R) ≤ (2pi)−θ/2 ‖φ‖Lq(R) , φ ∈ Lq(R).
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The following result is essentially stated in [6, equation (A.7)], but we need to restate
it here as we are working with a k-dependent norm and want k-explicit estimates.
Lemma 5.3. For 1 ≤ q ≤ 2 and s < 1/2− 1/q, Lq(R) can be continuously embedded in
Hs(R), with
‖φ‖Hsk(R) ≤ c(s, k, θ) ‖φ‖Lq(R) , φ ∈ Lq(R), (39)
where θ is as defined in Lemma 5.2 and
c(s, k, θ) =
(
1
2pi
∫ ∞
−∞
(k2 + ξ2)s/θ dξ
)θ/2
.
Proof. By the density of C∞0 (R) in Lq(R) it suffices to prove (39) for φ ∈ C∞0 (R). Let
φ ∈ C∞0 (R), let 1 < q ≤ 2 (the case q = 1 requires an obvious trivial modification of the
proof), let r be such that 1/q+ 1/r = 1, and let θ = 2/q− 1 as in Lemma 5.2. Provided
that s < 1/2 − 1/q, we have s/θ < −1/2, so that the function (k2 + ξ2) is in L1/θ(R),
and Ho¨lder’s inequality gives
‖φ‖2Hsk(R) =
∫
R
(k2 + ξ2)s|φˆ(ξ)|2 dξ ≤
(∫
R
(k2 + ξ2)s/θ dξ
)θ (∫
R
(|φˆ(ξ)|2)r/2 dξ
)2/r
= c(s, k, θ)2(2pi)θ‖φˆ‖2Lr(R)
≤ c(s, k, θ)2‖φ‖2Lq(R),
the final inequality following from an application of Lemma 5.2.
Corollary 5.4. For 1 < q ≤ 2, Lq(R) can be continuously embedded in H−1/2(R) with
‖φ‖
H
−1/2
k (R)
≤ k1/q−1 max{1, 1/
√
(2pi − 1)(q − 1)} ‖φ‖Lq(R) , φ ∈ Lq(R). (40)
Proof. The result follows from Lemma 5.3 with s = −1/2, combined with an explicit
estimate of c(−1/2, k, θ). To derive this estimate we first note that
c(−1/2, k, θ) =
(
1
2pi
∫ ∞
−∞
(k2 + ξ2)−1/(2θ) dξ
)θ/2
= k−1/2+θ/2
(
1
pi
∫ ∞
0
(1 + t2)−1/(2θ) dt
)θ/2
≤ k−1/2+θ/2
(
1
pi
(∫ 1
0
dt+
∫ ∞
1
t−1/θ dt
))θ/2
= k−1/2+θ/2
(
1
pi(1− θ)
)θ/2
= k1/q−1
(
q
2pi(q − 1)
)1/q−1/2
. (41)
Now define q∗ := pi/(pi − 1/2). For q∗ ≤ q ≤ 2 we have that q/(2pi(q − 1)) ≤ 1. For
1 < q < q∗ we can estimate q/(2pi(q−1)) ≤ 1/((2pi−1)(q−1)). Inserting these estimates
into (41), and noting that 0 ≤ 1/q − 1/2 < 1/2, we obtain (40).
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Theorem 5.5. Suppose that a function g(z) is analytic in Re [z] > 0 and satisfies the
bound
|g(z)| ≤ Cˆ|z|−1/2, Re [z] > 0,
for some Cˆ > 0. Given l > 0, α ∈ [0, 1], and integers n ≥ 1 and p ≥ 0, let the degree
vector p be defined by (36), and suppose that n ≥ cp for some constant c > 0. Then for
any 0 <  < 1/2 there exists a constant C > 0, depending only on  and σ (with C →∞
as  → 0 or  → 1/2), and a constant τ > 0, depending only on , σ, α and c (with
τ → 0 as → 0), such that
inf
v∈Pp,n(0,l)
‖g − v‖
H˜
−1/2
k (0,l)
≤ CCˆk−1/2(kl)e−pτ . (42)
Proof. Our aim is to use Corollary 5.4 to derive a best approximation error estimate in
the H˜
−1/2
k norm in terms of estimates in L
q norms, 1 < q < 2. For the sharpest results
(in terms of k-dependence) one might want to take q = 2 in Corollary 5.4. However,
this is not possible because g cannot be assumed to be square integrable at s = 0; this
is why we assume that 1 < q < 2.
We begin by defining a candidate approximant V ∈ Pp,n(0, l), which we take to be
zero on (0, x1), and on (xi−1, xi), i = 2, . . . , n, to be equal to the L∞ best approximation
to g|(xi−1,xi) in P(p)i(xi−1, xi), where Pp(a, b) denotes the space of polynomials of degree
less than or equal to p on the interval (a, b). Then by Corollary 5.4 we have
inf
v∈Pp,n(0,l)
‖g − v‖
H˜
−1/2
k (0,l)
≤ ‖g − V ‖
H˜
−1/2
k (0,l)
≤ k1/q−1 max{1, 1/
√
(2pi − 1)(q − 1)} ‖g − V ‖Lq(0,l) ,
(43)
and it simply remains to estimate ‖g − V ‖Lq(0,l). To do this, we first note that
‖g − V ‖Lq(0,x1) ≤ Cˆ
(∫ x1
0
s−q/2
)1/q
= CˆD1l
1/q−1/2e−nϑ, (44)
where ϑ := (1/q − 1/2)| log σ| > 0 and
D1 :=
σ1/2−1/q
(1− q/2)1/q .
For any i = 2, . . . , n, g is analytic in an ellipse containing the interval (xi−1, xi), and,
using standard polynomial approximation results for analytic functions (see e.g. [20,
Lemma A.2] or [35, Theorem 2.1.1]), one can show that
‖g − V ‖L∞(xi−1,xi) ≤ Cˆcσx
−1/2
i−1 e
−(p)iη, i = 2, . . . , n,
where cσ := 2
√
2/ρσ > 0 and η := log ρσ > 0, with ρσ :=
(
1 + σ1/2(2− σ)1/2) /(1 − σ).
Hence
‖g − V ‖Lq(xi−1,xi) ≤ Cˆcσ(xi − xi−1)1/q−1/2
(
xi − xi−1
xi−1
)1/2
e−(p)iη
= Cˆcσ((1− σ)l)1/q−1/2
(
1− σ
σ
)1/2
e−(n−i)ϑ−(p)iη. (45)
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Now, since
(p)i ≥
(
1− α + α(i− 1)
n
)
p, i = 2, . . . , n,
the sum
S :=
n∑
i=2
(
e−(n−i)ϑ−(p)iη
)q
= eqϑ
n∑
i=2
e−q((n+1−i)ϑ+(p)iη)
satisfies the estimate
S ≤ eq(ϑ−(1−α)pη)
n∑
i=2
e−q((n+1−i)ϑ+(i−1)µ),
where µ := αpη/n. We then write
(n+ 1− i)ϑ+ (i− 1)µ = (1/2)(n+ 1− i)ϑ+ nψ(i),
where ψ(i) := (1/n)
(
(n+ 1− i)ϑ
2
+ (i− 1)µ). Since ψ(i) is affine, we have
ψ(i) ≥ min {ψ(1), ψ(n+ 1)} = min {ϑ/2, µ} =: ν,
which gives
S ≤ eq(ϑ−(1−α)pη−nν)
n∑
i=2
e−(q/2)(n+1−i)ϑ ≤ e
qϑ/2
1− e−qϑ/2 e
−q(1−α)pηe−qnν .
Combining this estimate with (44) and (45) gives
‖g − V ‖Lq(0,l) ≤ Cˆl1/q−1/2
(
D1e
−nϑ +D2e−(1−α)pηe−nν
)
, (46)
where
D2 :=
2
√
2(1− σ)1/qσ−(1/(2q)−1/4)
σ(
√
σ +
√
2− σ)(1− σ(1/2−q/4))1/q .
Finally, using (46) in (43), assuming n ≥ cp, and letting  := 1/q− 1/2 ∈ (0, 1/2), gives
(42) with
C = max{1, 1/
√
(2pi − 1)(q − 1)}(D1 +D2), τ = min{cϑ, (1− α)η + cϑ/2, η}.
Note that D1 →∞ and ϑ→ 0 as q → 2, i.e. as → 0.
We are now ready to prove Theorem 5.1.
Proof of Theorem 5.1. Recalling (34), the result follows from Theorem 4.1 and Theo-
rem 5.5, with e.g. C3 = 2niC1C, where C and τ are the constants obtained from applying
Theorem 5.5 to v±j .
Remark 5.6. We remark that Theorem 5.5 could also be used to achieve best approxi-
mation results in H−1/2 for the problem of sound-soft scattering by a convex polygon, as
considered in [21] (where best approximation results are derived only in L2).
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6 Galerkin method
Having designed an approximation space VN,k which can efficiently approximate ϕ, we
now select an element of VN,k using the Galerkin method. That is, we seek ϕN ∈ VN,k ⊂
H˜−1/2 (Γ) such that (recall (13) and (34))
〈SkϕN , v〉Γ =
1
k
〈f − SkΨ, v〉Γ , for all v ∈ VN,k. (47)
We note that since ϕN , v ∈ VN,k ⊂ L2(Γ) the duality pairings in (47) can be evaluated
simply as inner products in L2(Γ) (see the discussion after (8) and the implementation
details in §7). Existence and uniqueness of the Galerkin solution ϕN is guaranteed by
the Lax-Milgram Lemma and Lemmas 3.3 and 3.4. Furthermore, by Ce´a’s lemma we
have the quasi-optimality estimate
‖ϕ− ϕN‖H˜−1/2k (Γ) ≤
C0(1 +
√
kL)
2
√
2
inf
v∈VN,k
‖ϕ− v‖
H˜
−1/2
k (Γ)
, (48)
where C0 is the constant from Lemma 3.3. Combined with Theorem 5.1, this gives:
Theorem 6.1. Under the assumptions of Theorem 5.1, we have
‖ϕ− ϕN‖H˜−1/2k (Γ) ≤ C4M(u)k
−1(1 + (kL)1/2+) e−pτ , (49)
where C4 = C0C3/
√
2 and C3 is the constant from Theorem 5.1. Combined with Lemma
4.5 this implies the following k-explicit estimate, in which C5 = 3C4C2:
‖ϕ− ϕN‖H˜−1/2k (Γ) ≤ C5k
−1(1 + (kL)3/2+) e−pτ . (50)
An approximation uN to the solution u of the BVP P can be found by inserting the
approximation [∂u/∂n] ≈ Ψ + kϕN into the formula (12), i.e.
uN(x) := u
i(x)−
∫
Γ
Φk(x,y) (Ψ(y) + kϕN(y)) ds(y), x ∈ D.
We then have the following (nonuniform) error estimate:
Theorem 6.2. Under the assumptions of Theorem 5.1, we have, for x ∈ D and d =
dist (x,Γ),
|u(x)− uN(x)|
‖u‖L∞(D)
≤ C6
(
1+
1√
kd
)
log
(
2 +
1
kd
)
log1/2(2 + kL)(1+(kL)1/2+) e−pτ , (51)
where C6 = (1 + 1/
√
k`min)C4C, and C is the constant from Lemma 4.6(ii).
Proof. Noting that |u(x)−uN(x)| = k|Sk(ϕ−ϕN)(x)| ≤ k ‖Φk(x, ·)‖H1/2k (Γ) ‖ϕ− ϕN‖H˜−1/2k (Γ),
the result follows from Lemma 4.6(ii) and (49).
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An object of interest in applications is the far field pattern of the scattered field. An
asymptotic expansion of the representation (12) reveals that (cf. [12])
us(x) ∼ e
ipi/4
2
√
2pi
eikr√
kr
F (xˆ), as r := |x| → ∞,
where xˆ := x/|x| ∈ S1, the unit circle, and
F (xˆ) := −
∫
Γ
e−ikxˆ·y
[
∂u
∂n
]
(y) ds(y), xˆ ∈ S1. (52)
An approximation FN to the far field pattern F can be found by inserting the approxi-
mation [∂u/∂n] ≈ Ψ + kϕN into the formula (52), i.e.
FN(xˆ) := −
∫
Γ
e−ikxˆ·y (Ψ(y) + kϕN(y)) ds(y), xˆ ∈ S1. (53)
Theorem 6.3. Under the assumptions of Theorem 5.1 we have
‖F − FN‖L∞(S1) ≤ C7(1 + (kL)2+) e−pτ , (54)
where C7 = 3C5C and C is the constant from Lemma 4.6(i).
Proof. Noting that |F (xˆ)−FN(xˆ)| = k|〈e−ikxˆ·(·), ϕ−ϕN〉Γ| ≤ k‖e−ikxˆ·(·)‖H1/2k (Γ) ‖ϕ− ϕN‖H˜−1/2k (Γ),
the result follows from Lemma 4.6(i) and (50).
Similarly, approximations u′N and F
′
N to the solution u
′ of the BVP P′ and the far-
field pattern F ′ associated with the diffracted field ud can be found using (14), and
estimates similar to (51) and (54) can be proved.
Remark 6.4. The algebraically k-dependent factors in the error estimates (49), (50),
(51) and (54) can be absorbed into the exponentially decaying factors by allowing p to
grow in proportion to log k as k → ∞ (cf. [21, Rem. 6.5]). Therefore, since N ∼ p2,
our estimates show that to maintain any desired accuracy it is sufficient to increase N
in proportion to log2 k as k → ∞, as claimed in §1. In fact, our numerical results in
§7 below suggest that in practice this logarithmic increase is not required, and that when
computing u or F with a fixed number of degrees of freedom, accuracy actually improves
as frequency increases.
7 Numerical results
We present numerical computations of the Galerkin approximation ϕN , as defined
by (47), for the screen/aperture shown in Figures 1 and 2. Our results confirm our
theoretical predictions, demonstrating the efficacy and efficiency of our method, and its
robustness across a wide range of frequencies.
The screen Γ we consider has multiple components of different lengths and different
separations, and is defined explicitly by (1) with ni = 5, s1 = 0, s2 = 2pi, s3 = 21pi/10,
s4 = 5pi/2, s5 = 14pi/5, s6 = 7pi/2, s7 = 4pi, s8 = 6pi, s9 = 61pi/10 and s10 = 10pi.
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Hence L1 = 2pi, L2 = 2pi/5, L3 = 7pi/10, L4 = 2pi and L5 = 39pi/10, so that the smallest
component has length 2pi/5, the longest has length 39pi/10, and the sum of the length
of all of the components is
∑ni
i=1 Lj = 9pi = 9kλ/2 (where λ = 2pi/k is the wavelength).
We present results below for values of k ranging from k = 10 (in which case the smallest
segment is two wavelengths long) up to k = 10240 (in which case the longest segment
is nearly 20000 wavelengths long). The plots in Figures 1 and 2 show the total fields
for the “non-grazing” incident direction d = (1/
√
2,−1/√2); in our examples below we
also consider the “grazing” incident direction d = (1, 0).
To describe our implementation of the HNA approximation space of §5, we write
ϕN ∈ VN,k as
ϕN(·) =
N∑
`=1
v`χ`(·), (55)
whereN is given by (37), v`, ` = 1, . . . , N , are the unknown coefficients to be determined,
and χ`, ` = 1, . . . , N , are the HNA basis functions, which we now define. Each basis
function χ` is supported on an interval (a, b) ⊂ (s2j−1, s2j) for some j ∈ {1, . . . , ni}, and
takes the form
χ`(s) =
√
2q + 1
b− a Pq
(
2
(
s− a
b− a
)
− 1
)
eρiks, s ∈ (a, b),
where Pq, q ≤ p, denotes the Legendre polynomial of order q, and either ρ = 1 and
a = s2j−1 + xm, b = s2j−1 + xm+1, for some j ∈ {1, . . . , ni} and m ∈ {0, . . . , n+j } (in
which case χ` is one of the basis functions used to approximate the amplitude v
+
j in (34)
(see Figure 3)), or else ρ = −1 and a = s2j−xm+1, b = s2j−xm, for some j ∈ {1, . . . , ni}
and m ∈ {0, . . . , n−j } (in which case χ` is one of the basis functions used to approximate
the amplitude v−j in (34) (again, see Figure 3)), with xm, m = 0, . . . , n
±
j defined as in
(35). This choice means that 〈χj, χj〉Γ = 1, j = 1, . . . , N , and that 〈χj, χm〉Γ = 0, j 6= m,
unless χj and χm are supported on non-identical overlapping intervals. Substituting (55)
into (47) produces the linear system
N∑
`=1
〈Skχ`, χm〉Γ v` =
1
k
〈f − SkΨ, χm〉Γ , m = 1, . . . , N. (56)
To construct (56) it is necessary to evaluate oscillatory integrals. Due to the linear
nature of the screen, these are computed efficiently using Filon quadrature, as described
in [6, §4] and [40, §4]. In all our experiments we take α = 1 and n+j = n−j = 2(p + 1),
j = 1, . . . , ni. Experiments in [40, §3] for the case ni = 1 suggest that, for the examples
considered therein, these choices are appropriate in terms of attempting to minimise
the number of degrees of freedom required to achieve a prescribed level of accuracy.
Using (37), the total number of degrees of freedom is then: N = 20 for p = 0, N = 70
for p = 1, N = 130 for p = 2, N = 220 for p = 3, N = 320 for p = 4, N = 450 for p = 5,
N = 590 for p = 6, and N = 760 for p = 7 (these values are the same for all values of
k). In each case, the linear system (56) is inverted using a standard direct solver.
Theorem 6.1 predicts exponential decay of ‖ϕ− ϕN‖H˜−1/2k (Γ) as p increases, for fixed
k, and moreover that increasing p proportionally to log k as k increases should be suffi-
cient to maintain accuracy. In practice, it is not straightforward to compute ‖·‖
H˜
−1/2
k (Γ)
;
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instead, we compute ‖ · ‖Γ, defined by
‖φ‖Γ :=
√
|〈Skφ, φ〉Γ|, φ ∈ H˜−1/2(Γ),
which defines an equivalent norm on H˜−1/2(Γ) and is easier to compute (see, e.g., the
discussion in [33, pp. A:29–A:30]). Specifically, it follows from (15) and (16) that
1√
2
√
2
‖φ‖
H˜
−1/2
k (Γ)
≤ ‖φ‖Γ ≤
√
C0(1 +
√
kL)‖φ‖
H˜
−1/2
k (Γ)
, φ ∈ H˜−1/2(Γ),
and hence combining the right inequality with Theorem 6.1 we expect
‖ϕ− ϕN‖Γ ≤ C5
√
C0(1 +
√
kL)k−1(1 + (kL)3/2+) e−pτ . (57)
In fact, we will see below that as k increases with p fixed, ‖ϕ−ϕN‖Γ actually decreases,
suggesting that we can maintain accuracy as k →∞ with a fixed number of degrees of
freedom. Similarly, we will see that the relative error, ‖ϕ−ϕN‖Γ/‖ϕ‖Γ, grows only very
slowly as k increases with N fixed. We will also compute the solution in the domain
and the far field pattern, making comparison with the error estimates (51) and (54).
Since N depends only on p, and the values of p are more intuitively meaningful, we
introduce the additional notation ψp(s) := ϕN(s). We begin in Figure 4 by plotting
|ψ7(s)| (sampled at 500,000 evenly spaced points on the boundary) for both grazing and
non-grazing incidence, for k = 10 and k = 2560. There is a singularity in the solution ϕ
at the edge of each component of the screen. These singularities are evident in Figure 4
as is the increased oscillation for larger k. (The apparent shaded region is an artefact
of very high oscillation.)
In Figure 5 we plot the error ep := ‖ψ7 − ψp‖Γ and the relative error rp := ‖ψ7 −
ψp‖Γ/‖ψ7‖Γ against p, for grazing and non-grazing incidence, for a range of values of k.
We take the “exact” reference solutions to be those computed with p = 7, as plotted for
k = 10 and k = 2560 in Figure 4.
Figure 5 shows exponential decay as p increases for both incident angles and for all
values of k, as predicted by (57). A further key question is how the accuracy depends
on k. For both incident angles, the plots in the upper half of Figure 5 suggest that the
errors decrease as k increases, whilst the plots in the lower half of Figure 5 suggest that
the relative errors increase only very slowly as k increases. To investigate this further, in
Table 1 we show results for the two angles of incidence for p = 5 (and hence N = 450),
for a wider range of values of k. We tabulate errors ep, relative errors rp, and also
N/(
∑ni
j=1 Lj/λ) = 2N/9k, the average number of degrees of freedom per wavelength.
As k increases the absolute error ep decreases, as shown in Figure 5, and the relative
error rp increases only very slowly, while the average number of degrees of freedom per
wavelength decreases in proportion to k−1. We also tabulate log2(ep(2k)/ep(k)), where
ep(k) refers to the absolute error ep for a particular value of k. This is an estimate of
the order of convergence, µ, on a hypothesis that ep(k) ∼ kµ as k → ∞. The values of
µ ∈ (−0.91,−0.60) for k ≥ 20 are considerably lower than might be anticipated from the
estimate (57), suggesting that our estimates are not sharp in terms of their k-dependence.
In particular, the results are consistent with the conjecture that M(u) = O (1) (as
discussed just before Lemma 4.5).
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non-grazing, k = 10 grazing, k = 10
non-grazing, k = 2560 grazing, k = 2560
Figure 4: Boundary solution for grazing and non-grazing incidence, with k = 10 and
k = 2560.
In Table 1 we also show the condition number (COND) of the N -dimensional linear
system (56), and we investigate the dependence of the condition number on both k and p
further in Figure 6. For fixed k, the condition number grows exponentially with respect
to p (note the logarithmic scale on the vertical axis). This rapid growth in the condition
number as p increases is not surprising: for weakly singular BIEs of the first kind, the
condition number for standard hp Galerkin BEM, with a geometrically graded mesh (as
used here), is known to grow exponentially with respect to the number of unknowns
(see, e.g., [18]). For fixed p, the condition number decreases slowly as k increases (and
hence as the average number of degrees of freedom per wavelength decreases), and we
note that the condition numbers we encountered in our experiments were not so large
as to cause problems for our direct solver. Furthermore, as remarked in §1, our best
approximation results (though not our full analysis) hold regardless of the BIE used, so
using our approximation space within a better conditioned BIE such as the second kind
formulations proposed in [4, 25] might lead to reduced condition numbers.
Finally, in the last column of Table 1 we show the relative computing time (rel cpt)
required for setting up and solving the linear system (we solve the system directly),
measured with respect to the time required for k = 10. We emphasize the fact that
the computing time is independent of k, reflecting that all of the integrals are evaluated
using Filon quadrature in a k-independent way.
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ep, non-grazing incidence ep, grazing incidence
rp, non-grazing incidence rp, grazing incidence
Figure 5: Errors and relative errors in the boundary solution.
We now turn our attention to the approximation of u(x), x ∈ D, and of the far field
pattern F (often the quantities of real interest in scattering problems). To investigate
the accuracy of uN(x), we compute the error in this solution at 89600 evenly spaced
points (corresponding to 10 points per wavelength for k = 640) around the perimeter of
the rectangle with corners at (−pi, pi), (11pi, pi), (11pi,−pi), (−pi,−pi), which surrounds
the screen. This thus includes points in the illuminated and shadow regions. To allow
easy comparison between different discretizations, noting again that for each example
N depends only on p, we denote the solution on this rectangle (with a slight abuse
of notation) by up(t) := uN(x(t)), t ∈ [0, 28pi], where x(t) represents an arclength
parametrisation of the rectangle perimeter.
In Figure 7 we plot for each incident angle and for k = 10, 40, 160 and 640 the
maximum absolute error, maxt∈[0,28pi] |u7(t)−up(t)|, and the relative maximum absolute
error, maxt∈[0,28pi] |u7(t) − up(t)|/maxt∈[0,28pi] |u7(t)|. For each example the exponential
decay as p increases is clear (note the logarithmic scale on the vertical axes), as predicted
by (51). Moreover, for each fixed value of p the errors appear to be decreasing as k
increases; this is better than the mild growth with k of the bound (51). These relative
errors are smaller than those on the boundary in Figure 5.
Finally, we compute our approximation (53) to the far field pattern. Again, with a
slight abuse of notation, we define Fp(t) := FN(xˆ(t)), t ∈ [0, 2pi], where t = 0 corresponds
to the direction from which ui is incident and xˆ(t) is a point at angular distance t
(measured anticlockwise) around the unit circle. Plots of |F7(t)| (the magnitude of the
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Figure 6: Condition number of the N -dimensional linear system (56).
non-grazing, maxt∈[0,28pi] |u7(t) −
up(t)|
grazing, maxt∈[0,28pi] |u7(t)− up(t)|
non-grazing,
maxt∈[0,28pi] |u7(t)−up(t)|
maxt∈[0,28pi] |u7(t)| grazing,
maxt∈[0,28pi] |u7(t)−up(t)|
maxt∈[0,28pi] |u7(t)|
Figure 7: Errors in domain solution on a rectangle surrounding the screen.
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d k N∑ni
j=1 Lj/λ
ep µ rp COND rel cpt(
1√
2
, −1√
2
)
10 10.00 9.25×10−4 -1.03 2.18×10−3 1.50×109 1.00
20 5.00 4.51×10−4 -0.77 2.01×10−3 1.03×109 0.98
40 2.50 2.64×10−4 -0.87 2.49×10−3 7.12×108 0.98
80 1.25 1.45×10−4 -0.69 2.88×10−3 4.97×108 0.99
160 0.63 8.99×10−5 -0.80 3.72×10−3 3.50×108 1.00
320 0.31 5.16×10−5 -0.74 4.32×10−3 2.47×108 0.99
640 0.16 3.08×10−5 -0.74 5.08×10−3 1.75×108 1.00
1280 0.08 1.85×10−5 -0.67 6.48×10−3 1.23×108 1.00
2560 0.04 1.16×10−5 -0.91 7.64×10−3 8.72×107 1.00
5120 0.02 6.18×10−6 -0.83 9.14×10−3 6.17×107 1.01
10240 0.01 3.47×10−6 1.01×10−2 4.36×107 1.01
(1, 0) 10 10.00 3.39×10−4 -0.38 4.52×10−4 1.50×109 1.00
20 5.00 2.60×10−4 -0.61 5.84×10−4 1.03×109 1.01
40 2.50 1.70×10−4 -0.60 6.43×10−4 7.12×108 0.99
80 1.25 1.12×10−4 -0.71 7.13×10−4 4.97×108 0.98
160 0.63 6.84×10−5 -0.69 7.31×10−4 3.50×108 0.99
320 0.31 4.23×10−5 -0.68 7.59×10−4 2.47×108 0.99
640 0.16 2.64×10−5 -0.72 7.97×10−4 1.75×108 1.00
1280 0.08 1.60×10−5 -0.62 8.13×10−4 1.23×108 1.00
2560 0.04 1.04×10−5 -0.73 8.92×10−4 8.72×107 1.00
5120 0.02 6.27×10−6 -0.73 9.02×10−4 6.17×107 1.01
10240 0.01 3.78×10−6 9.14×10−4 4.36×107 1.00
Table 1: Errors ep and relative errors rp, for non-grazing (d = (1/
√
2,−1/√2)) and
grazing (d = (1, 0)) incidence, with p = 5 (and hence N = 450).
far field pattern computed with our finest discretization) for each of the two incident
directions, for k = 1280, are shown in Figure 8. For non-grazing incidence, the peaks
corresponding to the geometric shadow (i.e. the forward-scattering direction) and the
specular reflection are indicated (compare Figure 8 with Figure 1). We also show the
points at which xˆ(t) ∈ Γ∞. For grazing incidence, the shadow peak is much lower for
than for non-grazing incidence; in the grazing case, there is no reflected peak.
In Figure 9 we plot approximations to ‖F7−Fp‖L∞(S1) and ‖F7−Fp‖L∞(S1)/‖F7‖L∞(S1)
for k = 20, 80, 320 and 1280, for each of the two incident directions. To approximate
the L∞ norm, we compute F7 and Fp at 50,000 evenly spaced points on the unit circle.
The exponential decay as p increases, as predicted by Theorem 6.3, can be clearly seen
(again, note the logarithmic scale on the vertical axes).
For fixed p, the errors ‖F7 − Fp‖L∞(S1) increase slowly as k increases. To investigate
this behaviour more carefully, in Table 2 we show results for the two angles of incidence
for p = 5 (and hence N = 450), for a wider range of values of k. We also tabulate
log2(fp(2k)/fp(k)), where fp(k) refers to the absolute error ‖F7 − Fp‖L∞(S1) for a par-
ticular value of k. This is an estimate of the order of convergence, ζ, on a hypothesis
28
non-grazing grazing
Figure 8: Far field patterns, |F7(t)| ≈ |F (t)|, k = 1280.
non-grazing, ‖F7 − Fp‖L∞(S1) grazing, ‖F7 − Fp‖L∞(S1)
non-grazing,
‖F7 − Fp‖L∞(S1)
‖F7‖L∞(S1) grazing,
‖F7 − Fp‖L∞(S1)
‖F7‖L∞(S1)
Figure 9: Errors in the far field pattern (note the different scales on the upper and lower
plots).
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that fp(k) ∼ kζ as k → ∞. The values of ζ ∈ (0.02, 0.75) for non-grazing incidence,
and ζ ≈ 0.5 for grazing incidence, are considerably lower than might be anticipated
from the estimate (54), suggesting that our estimates are not sharp in terms of their
k-dependence. In particular, the results are again consistent with the conjecture that
M(u) = O (1) (as discussed just before Lemma 4.5). In the last column of Table 2, we
show how ‖F7‖L∞(S1) grows with k. For non-grazing incidence, ‖F7‖L∞(S1) grows approx-
imately linearly with k, and so the relative error ‖F7−Fp‖L∞(S1)/‖F7‖L∞(S1) decreases as
k increases. For grazing incidence, ‖F7‖L∞(S1) grows almost exactly like k1/2, the same
rate as ‖F7−Fp‖L∞(S1), and hence the relative error remains approximately constant as
k increases.
d k ‖F7 − Fp‖L∞(S1) ζ ‖F7−Fp‖L∞(S1)‖F7‖L∞(S1) ‖F7‖L∞(S1)(
1√
2
, −1√
2
)
10 1.60×10−2 0.75 3.99×10−5 4.02×102
(non-grazing) 20 2.69×10−2 0.28 3.36×10−5 8.01×102
40 3.27×10−2 0.23 2.05×10−5 1.60×103
80 3.84×10−2 0.62 1.20×10−5 3.20×103
160 5.90×10−2 0.27 9.23×10−6 6.39×103
320 7.14×10−2 0.04 5.59×10−6 1.28×104
640 7.33×10−2 0.02 2.89×10−6 2.54×104
1280 7.43×10−2 0.42 1.51×10−6 4.94×104
2560 9.95×10−2 1.12×10−6 8.85×104
(1, 0) 10 1.56×10−2 0.87 2.79×10−4 5.61×101
(grazing) 20 2.87×10−2 0.64 3.61×10−4 7.93×101
40 4.47×10−2 0.61 3.98×10−4 1.12×102
80 6.80×10−2 0.55 4.28×10−4 1.59×102
160 9.94×10−2 0.51 4.43×10−4 2.24×102
320 1.41×10−1 0.53 4.46×10−4 3.17×102
640 2.04×10−1 0.51 4.55×10−4 4.49×102
1280 2.90×10−1 0.51 4.57×10−4 6.34×102
2560 4.13×10−1 0.50 4.61×10−4 8.97×102
Table 2: Errors and relative errors in the far field pattern, for various k, with p = 5
(and hence N = 450).
In summary, our numerical examples demonstrate that the predicted exponential
convergence of our hp scheme is achieved in practice. The k-explicit error bounds (50),
(51) and (54) predict at worst mild growth in errors as k increases, which can be con-
trolled by a logarithmic growth in the degrees of freedom N . But our numerical results
support the conjecture that this mild growth is pessimistic, and that for a fixed num-
ber of degrees of freedom the accuracy of our numerical approximation to the domain
solution and the far-field pattern stays fixed or even improves as the wavenumber k
increases. We suspect that the apparent lack of sharpness in k-dependence of our error
bounds is due at least in part to a lack of sharpness in k-dependence of the estimate
in Lemma 4.5 for M(u), of our best approximation estimate (38), and of the quasi-
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optimality estimate (48).
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