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 
Abstract—This paper proposes a highly-reliable fault diagnosis 
approach for low-speed bearings. The proposed approach first 
extracts wavelet-based fault features that represent diverse 
symptoms of multiple low-speed bearing defects. The most useful 
fault features for diagnosis are then selected by utilizing a genetic 
algorithm (GA)-based kernel discriminative feature analysis 
cooperating with one-against-all multi-category support vector 
machines (OAA MCSVMs). Finally, each support vector machine 
is individually trained with its own feature vector that includes the 
most discriminative fault features, offering the highest 
classification performance. In this study, the effectiveness of the 
proposed GA-based kernel discriminative feature analysis and the 
classification ability of individually trained OAA MCSVMs are 
addressed in terms of average classification accuracy. In addition, 
the proposed GA-based kernel discriminative feature analysis is 
compared with four other state-of-the-art feature analysis 
approaches. Experimental results indicate that the proposed 
approach is superior to other feature analysis methodologies, 
yielding an average classification accuracy of 98.06% and 94.49% 
under rotational speeds of 50 revolutions-per-minute (RPM) and 
80 RPM, respectively. Furthermore, the individually trained 
MCSVMs with their own optimal fault features based on the 
proposed GA-based kernel discriminative feature analysis 
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outperform the standard OAA MCSVMs, showing an average 
accuracy of 98.66% and 95.01% for bearings under rotational 
speeds of 50 RPM and 80 RPM, respectively. 
 
Index Terms—Acoustic emission, fault diagnosis of low-speed 
bearings, kernel discriminative feature analysis, genetic algorithm, 
individually trained multi-category support vector machines 
 
I. INTRODUCTION 
OW-SPEED rotating machines have been widely 
utilized in industries such as paper mills and wind-turbine 
power plants [1]. Bearings are the most significant elements in 
these machines, as they support heavy loads with stationary 
rotational speeds. Unexpected bearing failures have frequently 
occurred in recent years because modern variable-speed drives 
utilize rapid rising voltage pulses and high switching 
frequencies which can produce current pulses through the 
bearings, and whose repeated discharges can gradually erode 
bearing raceways. Such bearing defects can lead to severe 
motor breakdown and tremendous economic losses, and 
consequently reliable condition monitoring and bearing defect 
diagnosis are urgently required to address this issue. In the field 
of bearing defect diagnosis, vibration analysis has been 
extensively utilized since it provides the most intrinsic 
information about diverse bearing failures [2]–[9]. Moreover, 
motor current signature analysis (MCSA) has been widely 
exploited for diagnosis of the bearing failures due to the 
following advantages [10]–[15]: 1) it enables low-cost 
diagnosis compared to vibration analysis because it does not 
require any special devices to be installed on the motor and 2) it 
provides a method for non-intrusive monitoring. To guarantee 
highly-reliable bearing defect diagnosis, some researchers have 
also utilized multiple signatures obtained from both vibration 
and current sensors [16], [17]. Though each of these analyses 
have shown satisfactory performance identifying multiple 
bearing defects, their focus has been on separating multiple 
bearing failures under high rotational speed, ranging from a few 
hundred to a few thousand revolutions-per-minute (RPM), due 
to the difficulty of capturing intrinsic information about 
low-speed bearing defects from weak vibration and current 
Reliable Fault Diagnosis for Low-Speed 
Bearings Using Individually Trained Support 
Vector Machines with Kernel Discriminative 
Feature Analysis 
Myeongsu Kang, Jaeyoung Kim, Jong-Myon Kim, Member, IEEE, Andy C. C. Tan, Eric Y. Kim, and 
Byeong-Keun Choi 
L 
IEEE TRANSACTIONS ON POWER ELECTRONICS 
 
2 
signals. Acoustic emission (AE) has been an attractive 
approach to low-speed bearing defect diagnosis, given its 
ability to capture low-energy signals [1], [18]–[25]. 
Specifically, Yoshioka et al. and Tandon et al. showed that AE 
could recognize bearing defects before they appear in the 
vibration acceleration range or appear on the bearing’s surface 
[26], [27]. This study employs an AE technique for incipient 
and low-speed bearing fault diagnosis. 
Signal processing-based fault diagnosis methods have been 
widely used in recent years to identify multiple bearing defects 
such as a crack or spall on the outer or inner raceways of a 
bearing, involving the following three essential steps: fault 
extraction, feature analysis to select the most discriminative 
fault features for diagnosis, and fault classification. Feature 
calculation is a fundamental step in the mapping of original 
signals onto the statistical parameters reflecting diverse 
symptoms of bearing defects, and is performed via time domain 
analysis [5], [18], [19], frequency domain analysis [16], [17], 
[21], and time-frequency domain analysis [10], [20], [28]–[46]. 
Among these analyses, time-frequency domain analysis has 
garnered increasing interest in research related to capturing 
intrinsic information about non-stationary bearing defects 
(frequency information of bearing defects changes over time). 
Thus, wavelet-based fault features have been widely used for 
fault diagnosis [39]–[48]; however, a high-dimensional feature 
vector, which consists of these wavelet-based fault features, 
can be a primary reason for classification accuracy degradation 
because there is no guarantee that all of the computed fault 
features are equally useful for rolling element bearing 
diagnosis. Thus, fault feature analysis, which is considered as 
either feature selection or dimensionality reduction of the 
feature vector, is needed to find the most discriminative fault 
features in the given feature vector while keeping the intrinsic 
information about the defects. Several approaches have been 
introduced for fault feature analysis [49], [50]–[58]. Among 
various methods for finding useful fault features, component 
analyses such as principal component analysis (PCA) [1], [2], 
[51]–[55] and linear discriminant analysis (LDA) [1], [2], [56]–
[58] have been widely utilized in fault diagnosis. Although 
PCA, which is one of the unsupervised analysis methods, is 
effective for fault feature analysis and the resultant principal 
components by PCA can provide alternatives to discriminative 
fault features for diagnosis, this method has a problem 
preserving the discriminative properties of the data due to the 
lack of an inter-category separability estimation process. 
Unlike PCA-family approaches, LDA, which is one of the 
supervised analysis techniques that uses the label information 
of categories, can preserve discriminative information well. 
Since LDA locates the optimal low-dimensional representation 
for the high-dimensional feature vector by computing 
between-category and within-category scatter matrices, 
LDA-based approaches generally provide better classification 
results than those obtained via PCA-family approaches [2], 
[56]. Jin et al. introduced an orthogonal variant of LDA in 
2014, called the trace ratio linear discriminant analysis 
(TR-LDA1) [2], [56], in order to eliminate redundant 
information from the scatter matrices in LDA [2], [56]. Though 
the authors in [2], [56] achieved satisfactory performance for 
bearing failure diagnosis by using TR-LDA1, they extended it 
to deal with non-Gaussian fault features that can be faced in 
many fault diagnosis problems. This is because TR-LDA1 was 
developed with the assumption that fault features follow a 
Gaussian distribution, which may degrade classification 
performance. In the extended TR-LDA (TR-LDA2), two new 
scatter matrices were developed to characterize intra-category 
compactness and inter-category separability by exploiting 
intrinsic and penalty graphs. The penalty graph characterizing 
inter-category separability in TR-LDA2 cannot reflect the 
neighborhood relationships between different categories, and 
this can cause classification accuracy degradation. These 
drawbacks motivated our research to develop a new genetic 
algorithm (GA)-based kernel discriminative fault feature 
analysis approach that works well in conjunction with 
one-against-all multi-category support vector machines (OAA 
MCSVMs). The proposed method selects the most 
discriminative fault features in the given feature vector for 
diagnosis, regardless of fault feature distribution. As classifiers, 
this study employs OAA MCSVMs, which offer higher 
classification performance with a limited training data set 
compared to other classification models such as the artificial 
neural network [59]. 
The contributions of this paper are summarized as follows: 
 Overhung fans and pumps are widely used in industry, and 
many contain shafts that are supported by two spherical or 
cylindrical roller bearings mounted in plummer blocks. In 
overhung fans and pumps, the drive-end (DE) bearing is 
slightly loaded, while the non-drive-end (NDE) bearing is 
highly loaded (the NDE bearing has approximately three 
times as much load as the DE bearing). This paper provides 
a useful guideline for determining which bearing, the DE or 
the NDE bearing, is defective, and which types of bearing 
defects occur in either the DE bearing or the NDE bearing 
in overhung fan pumps by carrying out fault diagnosis with 
multiple bearing defects acquired from various load 
conditions. 
 An efficient GA-based discriminative fault feature analysis 
approach is proposed for highly-reliable fault diagnosis in 
low-speed bearings. A GA attempts to locate the optimal 
combination of fault features for each category (each type 
of bearing diagnosed in this study) by cooperating with 
OAA MCSVMs. Likewise, this paper individually trains 
SVMs by exploiting each optimal feature vector for each 
SVM structure in order to maximize the classification 
ability of OAA MCSVMs for diagnosis. 
 Multiple bearing defects are acquired under different load 
conditions and different bearing rotational speeds in this 
study, and they are used to validate the effectiveness of the 
proposed GA-based discriminative fault feature analysis as 
well as the efficacy of individually trained OAA 
MCSVMs. Experimental results indicate that the proposed 
fault diagnosis methodology using individually trained 
OAA MCSVMs with GA-based kernel discriminative 
feature analysis yields the highest classification accuracy. 
The rest of the paper is organized as follows. Section II 
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describes a test rig for experiments and introduces multiple 
bearing defects to be diagnosed in this study. Section III 
presents the proposed diagnosis methodology including 
GA-based kernel discriminative feature analysis, and Section 
IV validates the effectiveness of proposed methodologies in 
terms of classification accuracy. Finally, Section V concludes 
this paper. 
II. A FAULT MACHINERY SIMULATOR AND BEARING DEFECTS 
Data obtained from a low-speed machinery fault simulator 
for fault diagnosis of rolling element bearings developed by 
CRC-IEAM, Queensland University of Technology (QUT), 
Australia, was used in this paper, as shown in Fig. 1(a) 
[60]-[62]. The test rig can simulate a range of bearing and 
gear faults with loads applied through a radial mechanism 
and a hydraulic brake, as shown in Fig. 1(a). In addition, a 
cylindrical roller bearing (SKF NF307) was used for the test. At 
the drive-end of the test rig, the shaft is connected to a reduction 
gear box (10.1:1) through a coupling. Likewise, a constant radial 
load can be applied to the drive-end support and is measured by a 
load cell. To continuously acquire AE signals, a general-purpose 
AE sensor (PAC R3α) was attached on the top of the bearing 
housing, as depicted in Fig. 1(b). Detailed specifications of data 
acquisition system are presented in Table I. 
 
 
Fig. 1. (a) The test rig for the experiments [60] and (b) the location of an AE 
sensor to record continuous AE signals [61], [62] 
 
TABLE I 
DETAILED SPECIFICATIONS OF DATA ACQUISITION SYSTEM 
PCI-based AE 
system 
 18-bit 10 MHz A/D conversion 
AE sensor 
 Peak sensitivity (V/μbar): -63dB 
 Operating frequency range: 25 – 530 kHz 
 Resonant frequency (V/μbar): 140 kHz 
 Directionality: ±1.5 dB 
The operating frequency is set to 500 kHz in this study. 
 
In order to diagnose various bearing defects, various seeded 
defects developed by QUT were used, as illustrated in Fig. 2. 
A normal bearing (or a defect-free bearing, NB) is used as a 
reference case in this study. In total, 12 types of AE signals (six 
under a 500-N load and another six under a 2-kN load) were 
acquired from bearings rotating at 50 RPM and 80 RPM, 
respectively. A diamond cutter bit and an air-speed grinding 
tool were used to produce cracks and spalls, respectively, on the 
bearing surface. Table II presents a detailed description of the 
seeded bearing defects, and 90 1.5-second AE signals sampled 
at 500 kHz were used for diagnosing each bearing condition in 
this study. 
 
 
Fig. 2. Various seeded bearing defects [61], [62]. (a) Inner-race crack (IRC), (b) 
inner-race spall (IRS), (c) outer-race crack (ORC), (d) outer-race spall (ORS), 
and (e) roller medium spall (RMS) 
TABLE II 
DETAILED DESCRIPTIONS FOR SEEDED BEARING DEFECTS [61], [62] 
Seeded bearing defects Width (mm) 
Hair-line crack on inner-race (IRC) 0.1 
Small-line spall on inner-race (IRS) 0.6 
Hair-line crack on outer-race (ORC) 0.1 
Small-line spall on outer-race (ORS) 0.7 
Medium-line spall on roller (RMS) 1.6 
III. PROPOSED DIAGNOSIS METHODOLOGY 
The proposed diagnosis methodology for low-speed bearing 
defects includes feature calculation, GA-based kernel 
discriminative fault analysis cooperating with OAA MCSVMs, 
and fault classification. More details about each step are given 
below. 
A. Feature Calculation 
To record continuous AE signals for identifying diverse 
bearing defects, an AE sensor is generally attached to a 
non-rotating part of the machinery (e.g., bearing housing). 
Although the bearing housing is the closest element to place an 
AE sensor, the distance from the source of bearing failures 
causes severe attenuation in the recorded AE signals. This 
attenuation can be one of the reasons why intrinsic information 
about diverse bearing failures exists primarily in mid- and 
high-frequency bands. To deal with this issue, discrete wavelet 
transform (DWT) has been extensively employed to analyze 
failure information inherent in AE signals because of its 
decomposition ability, which splits a signal into low- and 
high-frequency bands. In addition, DWT is a promising 
time-frequency analysis tool while processing non-stationary 
AE signals [63], [64]. 
Wavelet packet transform (WPT) is more effective for 
decomposing both mid- and high-frequency information from a 
signal into both mid- and high-frequency regions rather than 
DWT. For this reason, WPT is initially performed in this study 
with a 1.5-second AE signal to extract fault features. According 
to Yan et al. [48], both relative energy in a wavelet packet node 
(REWPN) and entropy in a wavelet packet node (EWPN) are 
effective for revealing the disorder behaviors of a signal, which 
are generally considered as fault symptoms in fault diagnosis 
applications. Both are used in this study as fault features for 
diagnosis. To compute these fault features, a 1.5-second AE 
signal is decomposed via three-level WPT, and eight wavelet 
packet nodes are generated, as shown in Fig. 3.  
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Fig. 3. Three-level WPT on an AE signal 
 
 
Fig. 4. (a) Waveform of an AE signal and (b) wavelet mother function (db20) 
 
As previously mentioned, intrinsic information revealing 
bearing defects lies primarily in high-frequency bands, and thus 
in this study wavelet-based fault features (REWPN and EWPN) 
are extracted from the last six mid- and high-frequency wavelet 
packet nodes. Since the choice of a mother wavelet function 
when performing both DWT and WPT greatly influences their 
analysis results, it is significant to select an appropriate mother 
wavelet function in order to obtain a useful description of AE 
signals. In this study, Daubechies 20 (or db20) is used for signal 
decomposition because it is one of the best matches to the 
acquired AE signals, as shown in Fig. 4. 
First, REWPN is defined as follows: 
 
2
,
1
2
,
1 1
,
tnode
K
i j
j
N K
n j
n j
w
REWPN i
w

 


 
     (1) 
where Ntnode is the total number of wavelet packet nodes 
considered in this study (Ntnode = 6), K is the total number of 
wavelet coefficients in each wavelet packet node, and wi,j is the 
jth wavelet coefficient of the ith wavelet packet node. 
Second, EWPN is computed as: 
     2
1
log ,
K
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
       (2) 
where  
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i j
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p j
w



. In total, 12 fault features, 
including six REWPNs and six EWPNs are used for the 
diagnosis of low-speed bearing defects in this study. 
B. GA-Based Kernel Discriminative Fault Feature Analysis 
A genetic algorithm (GA) is a heuristic optimization method 
based on Darwinian natural selection and genetics in a 
biological system. The GA is employed in this study for kernel 
discriminative feature analysis, which finds the most 
significant fault features in order to identify multiple faults in 
the rolling element bearings. An optimal feature vector can be 
represented by a chromosome that is composed of multiple 
genes, and a gene corresponds to a fault feature (a statistical 
parameter for describing rolling element bearing defects). 
Consequently, an Nfeature-bit binary-encoded chromosome (true 
or false) is used for an optimal feature vector’s design, where 
Nfeature is the number of features for the purpose of identification 
of bearing failures in this study (Nfeature=12). For example, if the 
value of a gene in the Nfeature-bit chromosome is true, this study 
considers the corresponding feature as a discriminative 
signature for identifying multiple bearing defects, and vice 
versa. The GA works with a set of candidate solutions, referred 
to as a population, and obtains an optimal solution after a series 
of iterative computations in which the population is a set of 
chromosomes. The GA generates successive populations of 
alternative solutions, which can be represented by a 
chromosome. In this study, an evaluation starts from the 
population with randomly generated chromosomes. An 
objective function is utilized to evaluate the quality of a 
solution (a chromosome). The GA searches for better solutions 
using a genetic operation, including selection and crossover 
operations. The selection operation selects superior 
chromosomes out of the current population to be parents that 
can generate offspring, and the objective function is used to 
determine whether or not the chromosomes are superior. The 
crossover operation is used to select genes from the parent 
chromosomes and to create new offspring. Since the objective 
function is utilized in the GA to evaluate the quality of a 
solution, the design of the objective function is significant. 
Thus, a proper objective function is proposed in this study to 
identify an optimal feature vector by cooperating with OAA 
MCSVMs. 
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Fig. 5. An example exploring the impact of both within-category RBF values (intra-category compactness) and between-category RBF values (inter-category 
separability) with two separable categories 
 
 
Fig. 6. An example exploring the impact of both within-category RBF values (intra-category compactness) and between-category RBF values (inter-category 
separability) with two indistinguishable categories 
. 
An SVM locates a hyperplane between the two categories 
with the largest margin in the feature space and this hyperplane 
is used for classifying test samples into one of the two 
categories. Let ,  1,2,...,
d
ix R i n    and 
 1, 1 ,  1,2,...,iy i n      be a set of training samples and the 
corresponding labels, respectively, where n is the total number 
of samples. To find the optimal hyperplane for separating two 
categories, the following minimization optimal problem can be 
solved [65]: 
  
    , 1
1
                     arg min ,
2
  1 ,   0,  1,2,..., ,
i
n
T
i
w i
T
i i i i
w w C
subject to y w x b i n


  

  
 
  
     

 (3) 
where w is a normal vector to the hyperplane, b is a constant 
such that b
w
 represents the Euclidean distance between the 
hyperplane and the origin of the feature space,   is a nonlinear 
function to map the original feature space into the 
high-dimensional nonlinear feature space, the i ’s are the 
slack variables to control the training errors, and C is a penalty 
variable to tune the generalization capability. According to 
Aydin et al. [66], the minimization optimal problem above can 
be written in dual form by applying Lagrange optimization as 
follows: 
   
1 1 1
1
1
arg max ,
2
  0,  0 ,  1,2,..., ,
i
n n n
T
i i j i j i j
i i j
n
i i i
i
y y x x
subject to y C i n

    
 
  

  
 
  
    
 

  (4) 
where the i ’s are Lagrange multipliers, and xi and xj are any 
two different samples in the training data set. In addition, 
   i jx x   can be replaced with the kernel function by 
Mercer’s theorem [67], where · is the inner product between 
two vectors: 
     , .i j i jk x x x x         (5) 
As a kernel function for the SVM, the Gaussian radial basis 
function (RBF) kernel has been extensively used, showing 
satisfactory performance. The RBF kernel is calculated as 
follows: 
   2, exp ,i j i jk x x x x         (6) 
where 
2
1
2


  and   is an adjustable parameter to be 
carefully tuned. If   is small, the exponential is linear, and the 
higher-dimensional projection loses its non-linear power. On 
the other hand, if   is large, the decision boundary is very 
sensitive to noise during training due to the lack of 
regularization. 
The RBF kernel measures the similarity between two input 
samples, and the results of (7) and (8) are defined as a 
within-category RBF value and a between-category RBF value, 
respectively: 
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 , 1,  , ,  1,2,..., ,ik x z x z C i L         (7) 
 , 0,  ,  ,  , 1,2,..., ,  ,i jk x z x C z C i j L i j          (8) 
where Ci is a set of samples in the category i, i = 1, 2, …, L, 
where L is the number of categories. Figs. 5 and 6 illustrate 
examples showing the impact of both within-category RBF and 
between-category RBF values for two sample sets. 
Within-category RBF values for each category are significantly 
high in the case of two clearly separable categories, as 
demonstrated in Fig. 5(a), while between-category RBF values 
are close to 0. On the other hand, when the two categories are 
not clearly separable, both within-category RBF and 
between-category RBF values are widely distributed in the 
range from 0.2 to 1, as shown in Fig. 6(a). This study utilizes 
the following two design criteria for the objective function in 
order to measure the above properties. The first criterion, 
RBFwithin(Fmat), is the mean of within-category RBF values 
resulting from FMAT, which is an L×M×N matrix, where L is the 
number of categories (or the number of bearing failure types 
and a defect-free bearing), M is the total number of samples for 
a category in a training dataset (i.e., this study utilizes the same 
number of samples for each category), and N is the number of 
fault signatures that are sorted out from the initially produced 
feature vector by the GA: 
      
1 1 1
1
, ,: , , ,: .
L M M
within mat mat mat
i j k
RBF F k F i j F i k
L M   


  (9) 
The second criterion, RBFbetween(Fmat), is the mean of 
between-category RBF values resulting from Fmat, which is 
calculated by: 
 
 
    2
1 1 1 1
1
          , ,: , , ,: .
1
between mat
L L M M
mat mat
i j k l
j i
RBF F
k F i k F j l
L L M    


  

 (10) 
According to (7) and (8), a set of fault signatures providing 
both large and small values of RBFwithin(Fmat) and 
RBFbetween(Fmat), respectively, is useful for maximizing the 
inter-category separability and minimizing the intra-category 
compactness. Hence, this study evaluates the quality of 
solutions by designing the objective function with these two 
criteria to yield the highest classification performance, which is 
defined as follows: 
     1 .mat within mat betweenObj F RBF F RBF F     (11) 
A lower objective value corresponds to higher intra-category 
compactness and inter-category separability. Finally, the GA 
finds the most discriminative fault features maximizing both 
intra-category and inter-category separability in the given 
feature vector. In other words, this paper explores an optimal 
feature vector that yields the lowest objective value. 
C. Fault Classification 
An SVM discriminates test samples into one of two 
categories, and consequently multi-category SVMs 
(MCSVMs) are utilized to identify multiple bearing defects in 
this study. The following three approaches can be considered in 
the design of MCSVMs: one-against-all (OAA), 
one-against-one (OAO), and one-acyclic-graph (OAG) [65]. 
The OAA method, one of the most popular and simplest 
techniques for multi-category classifiers, is employed in this 
study. In the OAA approach, each SVM structure separates one 
category from the others, and the final decision can be made by 
selecting an SVM structure that yields the highest output value. 
In order to design OAA MCSVMs, each SVM structure is 
separately evaluated to achieve the maximum classification 
accuracy for its own category. All of the SVM structures then 
cooperate to make a final decision. 
IV. EXPERIMENTAL RESULTS 
A. Training and Test Data Configuration 
To estimate the generalized classification accuracy, k-fold 
cross validation (k-cv) is employed in this study [68]. In k-cv, a 
set of feature vectors needed for evaluating classification 
performance of the proposed methodology is randomly split 
into k mutual folds, denoted as A1, A2, …, Ak. Then, 
classification accuracy is estimated k times by training and 
testing OAA MCSVMs. In other words, fold Aj is treated as the 
training set while the remaining folds are exploited for testing 
OAA MCSVMs at jth iteration in k-cv. For the purpose of the 
cross validation scheme, this study sets k to 3. More 
specifically, 90 initially created feature vectors are divided into 
three mutual folds (each fold includes 30 randomly-divided 
feature vectors for each bearing condition), and each of three 
mutual folds (30 feature vectors for each bearing condition) is 
reserved as the training set. The remaining folds (60 feature 
vectors for each bearing condition) are used as the testing set. 
Consequently, classification accuracy is computed by testing 
OAA MCSVMs in the remaining folds; the final classification 
accuracy is the average value of the accuracies attained in each 
fold. Likewise, the GA-based kernel discriminative feature 
analysis is performed during training OAA MCSVMs. 
B. Performance Evaluation 
In this paper, a new GA-based kernel discriminative feature 
analysis is proposed, which cooperates with OAA MCSVMs to 
find the most significant fault features for fault diagnosis in 
low-speed bearings. To validate the effectiveness of the 
proposed feature analysis scheme, this study compares 
classification performance between the proposed method and 
four other state-of-the-art feature analysis approaches, such as 
PCA, independent component analysis (ICA), TR-LDA1, and 
TR-LDA2. An optimal feature vector configuration based on 
these component analyses is performed by computing the 
eigenvalues of a covariance matrix and then selecting n 
components with the first n highest eigenvalues. Despite the 
fact that component analysis-based approaches show 
satisfactory performance in the area of bearing defect 
diagnosis, no general consensus has been reached on the 
number of components offering the highest classification 
accuracy. 
Consequently, it is necessary to explore the impacts of 
principal, independent, or discriminative components in terms 
of classification performance, because the n principal, 
independent, or discriminative components providing the 
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highest classification accuracy are generally considered 
optimal fault features for diagnosis. In this study, the training 
data in k-cv is partitioned into k sub-folds, and classification 
performance is measured using one sub-fold for training, and 
the remaining sub-folds for testing OAA MCSVMs. To obtain 
precise classification results, k-cv is performed 10 times in this 
study. Fig. 7 illustrates the average classification accuracy with 
varied numbers of components under different bearing 
rotational speeds. Classification accuracy in this study is 
computed as follows: 
 
Fig. 7. Average classification accuracies with various numbers of principal, independent, or discriminant components under rotational bearing speeds of 50 RPM 
and 80 RPM 
 
TABLE III 
AVERAGE TPRS AND CLASSIFICATION ACCURACIES FOR MULTIPLE LOW-SPEED BEARING DEFECTS AT A ROTATIONAL SPEED OF 50 RPM (UNIT: %) 
 
Average TPR per category under 500-N load condition (standard 
deviation) 
Average TPR per category under 2-kN load condition (standard 
deviation) 
Avg. 
Caccuracy 
(standard 
deviation)  IRC1 IRS1 NB1 ORC1 ORS1 RMS1 IRC2 IRS2 NB2 ORC2 ORS2 RMS2 
PCA 
29.84 
(5.20) 
46.22 
(4.83) 
86.77 
(6.58) 
35.22 
(3.67) 
93.84 
(2.11) 
77.61 
(3.35) 
39.60 
(4.01) 
83.51 
(3.84) 
90.16 
(1.62) 
64.60 
(5.21) 
97.94 
(2.29) 
67.11 
(5.14) 
67.70 
(3.99) 
ICA 
80.12 
(6.17) 
83.45 
(6.08) 
48.29 
(11.8) 
89.26 
(4.25) 
76.82 
(9.12) 
67.00 
(10.51) 
83.17 
(6.91) 
82.22 
(9.28) 
30.26 
(19.53) 
76.52 
(9.27) 
73.15 
(10.51) 
55.61 
(9.44) 
70.49 
(9.41) 
TR-LDA1 
96.12 
(1.83) 
96.11 
(3.81) 
88.05 
(3.73) 
95.67 
(5.57) 
98.73 
(0.38) 
96.11 
(3.57) 
96.11 
(1.87) 
99.70 
(0.32) 
96.34 
(1.47) 
92.22 
(4.97) 
100.00 
(0.00) 
90.55 
(2.46) 
95.48 
(2.50) 
TR-LDA2 
95.05 
(5.85) 
94.89 
(3.54) 
90.33 
(4.17) 
95.40 
(3.64) 
98.34 
(1.43) 
93.49 
(4.57) 
95.66 
(6.32) 
97.67 
(3.59) 
96.23 
(1.72) 
95.68 
(2.86) 
99.72 
(0.89) 
88.04 
(4.74) 
95.04 
(3.61) 
Proposed 
98.17 
(0.70) 
98.72 
(0.29) 
93.84 
(1.87) 
98.90 
(0.00) 
99.26 
(0.36) 
98.94 
(0.31) 
99.60 
(0.60) 
99.76 
(0.31) 
96.17 
(1.00) 
97.23 
(1.54) 
100.00 
(0.00) 
96.17 
(1.54) 
98.06 
(0.71) 
 
 100 % ,
TP
L
accuracy
samples
N
C
N
 

     (12) 
where L is the number of categories (L=12 in this study), NTP is 
the number of true positives (TP), defined as the total number 
of faults in category i that are correctly classified as category i, 
and Nsamples is the total number of samples used to evaluate the 
performance of the proposed bearing failure diagnosis scheme. 
In this study, the optimal feature vectors are used as inputs for 
standard OAA MCSVMs and classification performance is 
measured for 10 k-cv instances. Likewise, the selection of 
optimal pairs of (C,  ) in OAA MCSVMs is significant, as 
mentioned in Section III.B. A grid search algorithm is 
employed to determine the best combinations of these 
parameters per SVM structure in terms of classification 
performance. The grid search algorithm trains OAA MCSVMs 
with a pair (C,  ) in the cross-product of the following two 
sets and evaluates their performances: 
 5 3 1 3 5 7 9 11 13 152 ,2 ,2 ,2,2 ,2 ,2 ,2 ,2 ,2 ,2C     and 
 2 1 2 3 4 5 6 72 ,2 ,1,2,2 ,2 ,2 ,2 ,2 ,2   . Finally, the grid search 
algorithm outputs the best combinations of these parameters, 
yielding the highest classification performance. In this study, 
classification accuracy indicates the ability to diagnose an 
entire category which is defined as 10 bearing defects and two 
defect-free bearings. Thus, it is necessary to use another 
performance evaluation index to indicate classification 
performance for each category. Specifically, this paper utilizes 
a true positive rate (TPR), which is defined as follows: 
 100 % ,TP
TP FN
N
TPR
N N
 

      (13) 
where NFN is the number of false negatives (FN), defined as the 
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number of failures in category i that are not classified as 
category i. According to Tables III and IV, the proposed fault 
diagnosis approach using the GA-based kernel discriminative 
feature analysis yields higher average classification accuracies 
(Avg. Caccuracy in Tables III and IV) than those with four other 
state-of-the-art feature analysis methods.  
 
 
TABLE IV 
AVERAGE TPRS AND CLASSIFICATION ACCURACIES FOR MULTIPLE LOW-SPEED BEARING DEFECTS AT A ROTATIONAL SPEED OF 80 RPM (UNIT: %) 
 
Average TPR per category under 500-N load condition (standard 
deviation) 
Average TPR per category under 2-kN load condition (standard 
deviation) 
Avg. 
Caccuracy 
(standard 
deviation)  IRC1 IRS1 NB1 ORC1 ORS1 RMS1 IRC2 IRS2 NB2 ORC2 ORS2 RMS2 
PCA 
76.33 
(3.96) 
57.16 
(4.63) 
92.93 
(1.09) 
88.50 
(1.86) 
94.01 
(2.08) 
93.34 
(1.36) 
62.11 
(4.88) 
47.94 
(4.74) 
93.45 
(2.53) 
93.72 
(1.99) 
99.15 
(0.46) 
91.06 
(4.81) 
82.48 
(2.87) 
ICA 
77.95 
(6.26) 
69.01 
(7.14) 
88.00 
(5.35) 
92.22 
(3.89) 
92.61 
(2.61) 
79.77 
(10.58) 
87.54 
(3.09) 
64.45 
(4.47) 
87.61 
(3.93) 
82.06 
(4.86) 
93.88 
(3.43) 
71.83 
(5.68) 
82.24 
(5.11) 
TR-LDA1 
97.39 
(0.52) 
69.72 
(4.91) 
98.50 
(0.58) 
98.38 
(1.05) 
99.54 
(0.68) 
95.89 
(2.29) 
79.24 
(5.26) 
70.61 
(6.30) 
99.38 
(0.72) 
99.31 
(0.73) 
99.94 
(0.19) 
90.16 
(1.71) 
91.51 
(2.08) 
TR-LDA2 
94.71 
(2.17) 
80.95 
(4.50) 
94.94 
(2.89) 
98.20 
(1.06) 
98.05 
(1.18) 
92.44 
(3.21) 
92.81 
(3.36) 
77.22 
(4.49) 
96.45 
(2.35) 
97.22 
(1.55) 
99.77 
(0.55) 
83.94 
(4.84) 
92.24 
(2.68) 
Proposed 
96.98 
(1.12) 
79.83 
(4.50) 
97.88 
(0.67) 
97.46 
(1.13) 
99.77 
(0.55) 
97.88 
(1.18) 
95.78 
(1.43) 
78.33 
(3.34) 
97.83 
(1.06) 
99.77 
(0.39) 
99.77 
(0.55) 
92.57 
(2.65) 
94.49 
(1.55) 
 
 
Fig. 8. 3D visualization results of the most discriminative fault features via (a) PCA, (b) ICA, (c) TR-LDA1, (d) TR-LDA2, and (e) the proposed GA-based kernel 
discriminative feature analysis, where features 1 to 3 are REWPNs computed in the 3rd, 4th, and 5th wavelet packet node after performing the three level WPT 
using the Daubechies 20-tap decomposition filter. These features are computed using bearing defects at 50 RPM. 
 
In addition to the quantitative evaluation, we present a 
qualitative evaluation of the proposed approach while 
comparing it with other approaches in the three-dimensional 
visualization results of the most discriminative features, as 
shown in Fig. 8. Unsupervised approaches, such as PCA and 
ICA, achieve lower average TPRs and classification accuracies 
than those based on supervised methods (TR-LDAs and the 
proposed GA-based kernel discriminative feature analysis). 
The inability to measure inter-category separability is the main 
reason why these two unsupervised approaches cannot preserve 
discriminant properties of bearing defects, resulting in unclear 
and overlapped boundaries among different categories, as 
demonstrated in Fig. 8. In other words, supervised 
methodologies yield significantly higher average TPRs and 
classification accuracies than unsupervised approaches. 
Specifically, TR-LDAs exhibit satisfactory performance by 
exploiting intra-category compactness and inter-category 
separability information, as mentioned in Section I. However, 
TR-LDAs misidentify bearing defects between NB1 (NB under 
a 500-N load) and NB2 (NB under a 2-kN load), between 
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RMS1 (RMS under a 500-N load) and RMS2 (RMS under a 
2-kN load). As shown in Fig. 8, the boundaries among these 
categories heavily overlap and are unclear, resulting in 
degraded classification performance. Overall, the proposed 
GA-based kernel discriminative feature analysis approach 
outperforms these methods because bearing defects of the same 
category are closely agglomerated, while those belonging to 
different categories are obviously separated. 
TABLE V 
CLASSIFICATION PERFORMANCE COMPARISON BETWEEN STANDARD OAA MCSVMS AND INDIVIDUALLY-TRAINED OAA MCSVMS USING THE PROPOSED 
GA-BASED KERNEL DISCRIMINATIVE FEATURE ANALYSIS FOR LOW-SPEED BEARING FAULT DIAGNOSIS (UNIT: %) 
 
RPM 
Average TPR per category under 500-N load condition 
(standard deviation) 
Average TPR per category under 2-kN load condition 
(standard deviation) 
Avg. 
Caccuracy 
(standard 
deviation)  IRC1 IRS1 NB1 ORC1 ORS1 RMS1 IRC2 IRS2 NB2 ORC2 ORS2 RMS2 
Standard 
OAA 
MCSVMs 
50 
98.17 
(0.70) 
98.72 
(0.29) 
93.84 
(1.87) 
98.90 
(0.00) 
99.26 
(0.36) 
98.94 
(0.31) 
99.60 
(0.60) 
99.76 
(0.31) 
96.17 
(1.00) 
97.23 
(1.54) 
100.00 
(0.00) 
96.17 
(1.54) 
98.06 
(0.71) 
80 
96.98 
(1.12) 
79.83 
(4.50) 
97.88 
(0.67) 
97.46 
(1.13) 
99.77 
(0.55) 
97.88 
(1.18) 
95.78 
(1.43) 
78.33 
(3.34) 
97.83 
(1.06) 
99.77 
(0.39) 
99.77 
(0.55) 
92.57 
(2.65) 
94.49 
(1.55) 
Individually 
trained 
OAA 
MCSVMs 
50 
98.16 
(0.74) 
97.22 
(1.42) 
96.78 
(0.67) 
98.90 
(0.00) 
100.00 
(0.00) 
99.32 
(0.43) 
99.33 
(0.89) 
99.70 
(0.32) 
97.93 
(0.45) 
97.00 
(1.77) 
100.00 
(0.00) 
99.54 
(0.58) 
98.66 
(0.61) 
80 
97.54 
(1.92) 
87.84 
(4.12) 
97.60 
(0.85) 
95.61 
(4.35) 
99.37 
(0.68) 
99.94 
(0.19) 
86.11 
(6.30) 
82.61 
(2.97) 
98.18 
(0.65) 
99.76 
(0.31) 
100.00 
(0.00) 
95.50 
(2.11) 
95.01 
(2.04) 
 
TABLE VI 
CONFUSION MATRIX FOR SHOWING CLASSIFICATION RESULTS UNDER ROTATIONAL SPEED OF 80 RPM 
 IRC1 IRS1 NB1 ORC1 ORS1 RMS1 IRC2 IRS2 NB2 ORC2 ORS2 RMS2 
IRC1 1756 0 0 0 0 0 0 0 0 0 0 1 
IRS1 27 1581 0 17 5 0 239 224 0 0 0 0 
NB1 0 8 1757 0 0 0 0 5 8 0 0 15 
ORC1 1 2 0 1721 0 0 0 0 0 1 0 0 
ORS1 0 0 0 0 1789 0 0 1 21 0 0 1 
RMS1 0 3 4 0 0 1799 0 7 0 0 0 43 
IRC2 0 57 0 0 0 0 1550 41 0 0 0 0 
IRS2 12 139 0 57 5 0 11 1487 1 2 0 2 
NB2 0 3 23 0 0 0 0 7 1767 0 0 3 
ORC2 3 5 3 5 0 0 0 17 0 1796 0 15 
ORS2 1 0 0 0 1 0 0 3 1 1 1800 1 
RMS2 0 2 13 0 0 1 0 8 2 0 0 1719 
 
C. Standard OAA MCSVMs vs. Individually-Trained OAA 
MCSVMs 
Though OAA MCSVMs with the proposed GA-based kernel 
discriminative feature analysis generally yield high 
classification accuracy, classification accuracy degradation can 
occur, because they share the same fault features for diagnosis. 
To improve the classification performance of standard OAA 
MCSVMs utilizing the same fault features, this study trains 
OAA MCSVMs with an individual feature vector involving the 
most effective fault features for each SVM structure using the 
proposed GA-based kernel discriminative feature analysis. To 
do this, the objective function in (11) should be modified to 
configure an individual feature vector for SVMi, where SVMi 
works for category i: 
 
    
 
, ,
1
, max ,  2
                                        , ,
                                                                                 
within mat within mat
mat
j
between mat
RBF i F RBF j F
Obj i F
RBF i j F
 
 
  
  
  1,2,..., ,  ,j L i j  
    (14) 
where       
1 1
1
, , ,: , , ,:
M M
within mat mat mat
k l
RBF i F k F i k F i l
M  
   
is the mean of the within-category RBF values for category i, 
and 
      
2
1 1
1
, , , ,: , , ,:
M M
between mat mat mat
k l
RBF i j F k F i k F i l
M  
  is 
the mean of the between-category RBF values between 
category i and category j. As a result, the proposed objective 
function maximizes the inter-category separability between 
category i and the most indistinguishable category. Table V 
shows that individually trained OAA MCSVMs outperform 
standard OAA MCSVMs, yielding average classification 
accuracies of 98.66% and 95.01% under bearing rotational 
speeds of 50 RPM and 80 RPM, respectively. Although the 
proposed individually trained OAA MCSVMs-based approach 
achieves satisfactory classification performance using an 
optimal combination of discriminative fault features for each 
category, the bearing defects are not sufficiently separated 
between IRS1 (IRS under a 500-N load) and IRS2 (IRS under a 
2-kN load) under a bearing rotational speed of 80 RPM, as 
shown in Table VI. Fig. 9 illustrates 3D visualization results of 
the three most discriminative fault features selected by the 
proposed GA-based kernel discriminative fault feature analysis 
for identifying IRS1 and IRS2. Specifically, an SVM structure 
uses REWPNs (computed in the 3rd and 7th wavelet packet 
nodes) and EWPN (computed in the 3rd wavelet packet node) 
in order to identify IRS1, while another SVM structure utilizes 
REWPNs (computed in the 3rd and 7th wavelet packet nodes) 
and EWPN (computed in the 4th wavelet packet node) for 
diagnosing IRS2. As depicted in Fig. 9, the selected 
discriminative fault features for identifying IRS1 and IRS2 are 
agglomerated, resulting in misclassification between IRS1 and 
IRS2. This is highly correlated to signal attenuation. In general, 
as the AE signals are captured for inner-race bearing defects, 
signal attenuation occurs more rapidly due to the greater 
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distance of this source than for other defects considered in this 
study. This leads to signal attenuation which has an influence 
on the capture of intrinsic IRS information. Furthermore, the 
background noise level increases with the rotational speed, 
adding to the difficulty in extracting discriminative fault 
features for identifying inner-race bearing defects.
 
Fig. 9. 3D visualization results of the three most discriminative fault features via the proposed GA-based kernel discriminative feature analysis for identifying (a) 
IRS1 and (b) IRS2. These features are computed using bearing defects at 80 RPM. 
 
V. CONCLUSIONS 
This paper proposed a reliable fault diagnosis methodology for 
low-speed bearings, composed of feature calculation, useful 
feature selection of bearing defects with the proposed 
GA-based kernel discriminative feature analysis, and fault 
classification. This paper first computed wavelet-based fault 
features, relative wavelet packet energy and wavelet packet 
node entropy, to represent diverse symptoms of bearing 
defects. The most useful fault features for each category were 
then selected in the given feature vector and individually 
trained OAA MCSVMs were utilized to maximize the 
classification performance of standard OAA MCSVMs. 
Finally, multiple low-speed bearing defects were identified by 
employing the individually trained OAA MCSVMs. 
Experimental results indicated that the proposed fault diagnosis 
methodology achieves the highest classification accuracy of 
98.66% and 95.01% under bearing rotational speeds of 50 RPM 
and 80 RPM, respectively. 
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