Abstract: Similar to the generalized extreme value (GEV) family, the generalized extreme value distributions under power normalization are introduced by Roudsari (1999) and Barakat et al. (2013) . In this article, we study the asymptotic behavior of GEV laws under power normalization and derive expressions for the kth moments, entropy, ordering in dispersion, rare event estimation and application of real data set. We also show that, under some conditions, the Shannon entropy and variance of GEV families are ordered.
Introduction
Let X 1 , X 2 , . . . , X n is a sequence of independent and identically distributed (iid) random variables (rvs) with distribution function (df) F. If, for some non-degenerate df G, a df F belongs to the max domain of attraction of G under linear normalization and it denotes by F ∈ D (G), then for some norming constants a n > 0 and b n ∈ R lim n→∞ Pr n i=1 X i ≤ a n x + b n = lim n→∞ F n (a n x + b n ) = G(x).
(1.1)
Limit df G satisfying (1.1) are the well known generalized extreme value (GEV) distribution, namely,
Gξ(x;μ,σ) = exp
where,ξ ∈ R/{0},μ ∈ R andσ > 0. The subset of the GEV family withξ = 0 is interpreted as the limit of (1.2) asξ → 0, leading to the Gumbel family with df G(x;μ,σ) = exp − exp − x −μ σ , x ∈ R.
Criteria for F ∈ D (G) are described, for example, in the books of Embrechts et al. (1997) and de Haan and Ferreira (2006) . Coles (2001) is good reference to the application of GEV distribution. Pancheva (1984) studies limit laws of partial maxima of iid rvs under power normalization. Namely, K is called p-max stable law and F belongs to the p-max domain of attraction of K under power normalization and denote it by F ∈ D p (K), if for some δ n > 0, β n > 0
(1.
3)
The limit laws K satisfying (1.3) are the six p-max stable laws which we represent them in appendix A. Mohan and Ravi (1993) show that if a df F ∈ D (G) then there always exists a p-max stable law K such that F ∈ D p (K) and the converse need not be true always. They also investigate, the p-max stable laws attract more dfs to their max domains than the −max stable laws. See also Christoph and Falk (1996) and Falk et al. (2004) for properties of dfs to belong to the p-max domain of attraction. Roudsari (1999) demonstrates that the six p-max stable laws can be represented as two families. We call them log-GEV distribution in positive support and negative log-GEV distribution in negative support. Suppose a positive rv X + is said to have the log-GEV with location, scale and shape parameters µ ∈ R, σ > 0 and ξ ∈ R/{0} if its df is given by where, y + = max(0, y), and define a negative rv X − with df of negative log-GEV, if its df is given by, (1.5)
The summarization these two families as a single one is easier to implement. In other words, the unification of the log-GEV and negative log-GEV families into single family and it is called the power generalized extreme value (PGEV) family. Suppose a rv X is said to have the PGEV distribution with three parameters µ ∈ R, σ > 0 and ξ ∈ R/{0} if its df is given by
The limit of (1.6) as ξ → 0, tending to the GEV distribution withσ = e µ andξ = σ sign(x). The df of PGEV for ξ = 0 is well known in (1.2). Barakat et al. (2013) study the statistical inference about the PGEV. In appendix B, illustrate the density functions and confidence interval for quantile estimator of PGEV family and gives the figures 1 and 2 of standardized density function of l ξ for different values of ξ.
In this article, we obtain some mathematical properties of PGEV family and discuss maximum likelihood estimation of parameters and estimate the rare event by using the Bayesian method. We also, show that the PGEV has big variance and entropy in the class of extreme value distributions. The article is outlined as follows. In section 2, we first study the asymptotic behavior of generalized extreme value distributions under power normalization and we also, derive expressions of kth moments, the Shannon entropy and ordering in dispersion of GEV families. Maximum likelihood estimation, Bayesian modeling and illustrates the importance of the PGEV through the analysis of real data set are addressed in section 3. We provide the some calculating, plots and tables in appendices.
Throughout the manuscript γ = − 
We write U ∈ RV ρ and we call ρ the exponent of variation. The regular varying function plays an important role in the asymptotic analysis of various problems. It is well known, following de Haan and Ferreira (2006) that a necessary and sufficient condition for the existence of constants a n = a(n) and
where, u(t) = a(1/F (t)). In this section, we establish the regular variation of the dfs belongs to the p-max domain of attraction of the log-GEV and negative log-GEV laws. The following result reveals that the upper tail behavior of F might determine whether F ∈ D p (L i,ξ ), i = 1, 2. We first state and prove a lemma of independent interest which will be used subsequently. where, t = log t.
Now we obtain necessary and sufficient conditions for a df F belongs to the p-max domain of attraction of log-GEV and negative log-GEV stable laws. The next theorems examines the properties of regularly varying function for standardized these families. F (e t ) = (log(x ξ e))
(ii) 0 < r(F ) < ∞, and ξ < 0 if and only if
, is then equivalent toF (exp(.)) ∈ RV −α . Taking z = log(x 1 α e) and from Theorem C.6-(1), setting
c(e t )F (e tz ) z −α , Taking limit both side as t → ∞ which is (2.2). If (2.2) holds, choose d n = log F ← (1 − 1/n), then 1/F (e dn ) = n (see, Mohan and Ravi 1993 ) and then,
) is regularly varying with exponent (−α). From Theorem C.6-(2), we choose
where, z = log(x − 1 α e). Taking limit both side as t → ∞ which is (2.3). Conversely, if (2.3) holds, setting d n = − log r(F )
−dn ) = n, (see, Mohan and Ravi 1993) and then,
whence again, from (
, and ξ > 0 if and only if
(ii) r(F ) < 0, and ξ < 0 if and only if
and from Theorem C.6-(4),
Taking limit both side as t → ∞ and hence (2.4). Now, if (2.4) holds, define Mohan and Ravi 1993 ) and,
where, z = log((−x) − 1 α e). Taking limit both side as t → r(F ) which is (2.2). If (2.2) holds, Mohan and Ravi 1993 ) and then,
Remark 2.1. In case of ξ = 0 (eq. 1.2) for Lξ(x) = Φ 1 (x) is proved in Theorem C.4 and for Lξ(x) = Ψ 1 (x) presented Theorem C.5.
2.2.
Moments. Some of the most important features and characteristics of a distribution can be studied through moments. The kth moments of PGEV are derived in the following theorems. In our proofs of kth moments of PGEV, the moment generating function (MGF) of Weibull with positive support plays and important role. Note that the MGF corresponding to a standard Weibull rv of Y with positive support specified as for MGF of Y, for all rational values of shape parameter. Since, we assume α = p/q, where p ≥ 1 and q ≥ 1, are coprime integers, the integral in (2.6) can be provided that
where
. In particular value α = 1 simple integration of (2.6) gives,
In the case α = 2 the MGF becomes
where, the complementary error function defined by erf(
The generalized hypergeometric function is widely available in many scientific software packages, such as R and Matlab.
The following results show that, the proofs of the kth moments of PGEV involve the application of MGF of standard Weibull distribution function. Theorem 2.3. Let Y is a rv with standard Weibull df and X is a rv with PGEV in (1.6). For k > 0, (i) X + is positive support and ξ < 0
Proof. Suppose |Z| = (|X| e −µ ) 1 σ is a standardizing rv with df in (1.6) for A = {z : 1 + sign(z)ξ log |z| > 0}. We write
We have 
where, Y is a positive rv with standard Weibull distribution and M Y (·) defined in (2.7).
The kth moment of X + can be obtained as
(ii) Similarly, let Z − is a rv with neagitve support. From (2.11), the kth moment does not exist, for ξ < 0. For ξ > 0 we get
The kth moment of X − can be obtained as
Remark 2.2. The kth moment of rvs X + with PGEV for ξ > 0 and the kth moment of rvs X − with PGEV ξ < 0 do not exist.
The kth central moments of X are easily obtained from the ordinary moments by
From (2.12) and k = 2, the variances of PGEV listed in Appendix D.
2.3.
Entropy. An entropy of rv X is a measure of variation of the uncertainty. Shannon entropy is defined by
where, A = {x : f (x) > 0}. Here, the Shannon entropy of GEV family is well known as
The Shannon entropy of six type of p-max stable laws are evaluated by Ravi and Saeb (2012) . Now, we illustrate the Shannon entropy of PGEV family.
Theorem 2.4. If X is a rv with df PGEV for ξ < 0, then the Shannon entropy of X is given by
Proof. Let Z is a standardized rv with df PGEV (ξ < 0) in (B.1), the Shannon entropy is given by
Putting Y = (1 + sign(Z)ξ log |Z|) −1/ξ , and Y has standard exponential distribution.
Next, 
From lemma 1.3, Ravi and Saeb (2012), If X = |Z| σ e µ then
Remark 2.3. Note that, the Shannon entropy of the PGEV distribution for ξ > 0 does not exist.
Suppose Y is a rv with df F Y and X = h(Y ) with df F X where h is a continuous function.
The entropy ordering H(Y ) < H(X), will be denoted as F
In general case, the following lemma finds a direct relationship for entropy.
Proof. We write,
with respective density function
From definition of entropy we have
The following theorem investigates the entropy ordering in GEV families with ξ < 0. Proof. (i) Let X + is a positive rv and h(x) = exp(x). From Lemma 2.2, it is enough to show that, E X (log(X)) > 0. Use the proof of Theorem 2.4, we have E X (log(X)) = µ + 
It is easily seen by putting u = F Y (y) and v = F Y (x) where y ≤ x that F Y disp < F X if and only if
then, F Y is said to be tail-ordered with respect to F X (F Y tail < F X ). Thus we see that dispersive ordering is the same as tail-ordering. Oja (1981) shows that the dispersion ordering implies both variance ordering and entropy ordering ( Let L(x p ) = 1 − p, where, L(·) is the distribution (1.6) so that
We also well known the quantile for ξ = 0 in (1.2) we get
where y p = − log(1 − p). The following corollary investigates the dispersion ordering in the GEV families. 
For determining the MLEs of the parameters µ, σ and ξ, we can use the same procedure as for the GEV law. Since, there is no analytical solution, but for any given dataset the maximization is straightforward using standard numerical optimization algorithms. Jenkinson (1969), Prescott and Walden (1980) show that the elements of the Fisher information matrix for GEV distribution(ξ = 0). Since the log |x| is free from of parameters, the Fisher information matrix for PGEV is similar the Fisher information matrix for GEV law. Since, the Shannon entropy is equivalent to the negative log-likelihood function and from remark 2.3 the MLEs exists for ξ < 1. Smith (1985) has investigated the classical regularity conditions for the asymptotic properties of MLEs are not satisfied but he shows that, when ξ > −0.5 the MLEs have usual asymptotic properties. For ξ = −0.5 the MLEs are asymptotically efficient and normally distributed, but with a different rate of convergence. We remark that results of Smith applies also to the three parameters. The MLEs may nonregular for ξ < −0.5 and ξ ≥ 1, but Bayesian techniques offer an alternative that is often preferable.
Bayesian Estimation.
Let θ is a vector of the model parameters in a space Θ and π(θ) denote the density of the prior distribution for θ. The posterior density of θ is given by
where, (·) is log-likelihood function. However, computing posterior inference directly is difficult. To bypass this problem we can use simulation bases techniques such as Markov Chain Monte Carlo (MCMC). The Markov Chain is generated using standard Metropolis (Hastings, 1970) within Gibbs (Geman and Geman, 1984) methods. Setting θ = (µ, η, ξ) where, η = log σ is easier to work. We might choose a prior density function
where the marginal priors, π µ (·), π η (·) and π ξ (·), are normal density function with mean zero and variances, v µ , v η and v ξ respectively. These are independent normal priors with large variances. The variances are chosen large enough to make the distributions almost flat and therefore should correspond to prior ignorance. The choice of normal densities is arbitrary. The proposed value θ * at point i is θ * = θ (i) + . The = ( µ , η , ξ ) are normally distributed variables, with zero means and variances w µ , w η and w ξ respectively. Now we specify an arbitrary probability rule q(θ i+1 |θ i ) for iterative simulation of successive values. The distribution q is called the proposal distribution. Possibilities include (θ i+1 |θ i ) is Normal density with mean θ i and variance one. Then q(θ i |θ * ) =f (θ * − θ i ), wheref (·) is the density function of . Since the distribution of is symmetric about zero q(θ i |θ * ) = q(θ * |θ i ). The acceptance probability
was suggested by Hastings (1970) . Here we accepted the proposed value θ * with probability Ω i . We note that, the variance of affects the acceptance probability, if the variance is too low most proposals will be accepted, resulting in very slow convergence, and if it is too high very few will be accepted and the moves in the chain will often be large. Appendix E.1 gives the details of the required algorithm.
Here we find few papers linking the Bayesian method and extreme value analysis. Smith and Naylor (1987) who compare Bayesian and maximum likelihood estimators for the Weibull distribution. Coles and Powell (1996) and Coles and Tawn (1996) for a detailed review of Bayesian methods in extreme value modelling. Stephenson and Tawn (2004) perform inference using reversible jump MCMC techniques for extremal types.
3.3. Prediction. We are interested in the outcome y of the future experiment.Within the Bayesian framework, the predictive distribution function is argued by Aitchison and Dunsmore (1975) . In particular, since the objective of an extreme value analysis is usually an estimate of the probability of future events reaching extreme levels, expression through predictive distributions is natural. Let Y is a rv with annual maximum distribution over a future period of years and x represents historical observations. The predictive distribution function is defined as
where θ i is the output from the i th iteration of a sample of size n from the Gibbs sampler of posterior distribution of θ. Estimates of extreme quantiles of the annual maximum distribution are then obtained by solving the equation We assume that the pattern of variation has stayed constant over the observation period, so we model the data as independent observations from the GEV families. Here, maximization of GEV and PGEV log-likelihood functions using the "Nelder-Mead" algorithms. All the computations were done using R programming language.
In what follows we shall apply formal goodness of fit tests in order to verify which distribution fits better to these data. We apply the Cramér-von Mises (C) and Anderson-Darling (A) test statistics. The test statistics C and A are described in detail in Chen and Balakrishnan (1995) . In general, the smaller values of statistics C and A, the better fit to data. Additionally, from the critical values of statistics C and A given in Chen and Balakrishnan (1995) , it is possible to calculate the p-values corresponding to each test statistics. The null hypothesis is H 0 : {X 1 , . . . , X n } comes from GEV/PGEV families. To test H 0 , we can proceed as appendix E.2. The values of statistics C and A (p-values between parentheses) for all models are given in Table 2 . From this table we conclude that does not evidence to reject the null hypothesis for GEV/PGEV distributions. Table 3 lists the MLE method of the parameters estimation and standard errors in parentheses. Since the values of standard errors in PGEV model are lower than other laws, we suggesting that the PGEV model is best fit model for these data. Within the Bayesian model with non-informative prior distributions, the algorithm in E.1 was applied to annual maxima dataset. Initializing the MCMC algorithm with maximum likelihood estimates as our initial vector, θ 0 = (4.3614, 02853, −02386) should produce a chain with small burn-in period. After some pilot runs, a Markov chain of 1000 iterations was then generated with good mixing properties (Figure 4) . The burn-in period was taken to be the first 400 iterations which the stochastic variations in the chain seem reasonably homogeneous. If we accept this, after deleting the first 600 simulations, the remaining 400 simulated values can be treated as dependent realizations whose marginal distribution is the target posterior Finally, using eq. 3.3, a plot of the predictive distribution of a future annual maximum is shown in Fig. 5 on the usual return period scale. Table.4 
where, c(t) → c > 0 and u(t) → 0 as t → ∞ locally uniformly. Table 1 of Chen and Balakrishnan (1995). 
