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The Gale diagram construction assigns a finite set of vectors to a given convex polytope. The 
resulting correspondence between sets of vectors and convex polytopes is explored here from a 
new point of view, utilizing the concept of a positive k-spanning set of vectors and a new matrix 
construction for Gale diagrams. 
1. Introduction; positive spanning sets 
Suppose that from each point on a very small planet, you have an unobstructed 
view of half of the sky. This half-sky is bounded by, but does not include, a plane 
passing through the center of your planet. Suppose further that at least one star 
from a certain set of stars (considered as points) is visible from each point on your 
planet. In other words, there is at least one of these stars on each side of every plane 
which passes through the center of your planet. What can we then say about the 
total number of stars in this set? Must there be at least three? At least four? 
More generally, suppose that at least k of these stars are visible from any point 
on the planet. To obtain a lower bound on the number of stars, take a plane passing 
through your planet and two of the stars, and note that there must be at least k stars 
on each side of this plane. Consequently, there are at least 2k+2 stars in the set. 
On the other hand, suppose it is our job to arrange 2k + 2 stars in such a way that 
at least k of them are visible from any point on the planet. It is not at all clear 
whether this can be done. We will see later that it can. In other words, the lower 
bound 2k+2 established above is the best possible lower bound. 
Now consider this related problem: Given a fixed set of stars, of which at least 
k are visible from each point on the planet, how many of these are actually needed 
for the k-fold visibility property? For example, if all stars in the set happen to lie 
on three non-coplanar lines through the center of your planet, then it is necessary 
to take at least k stars from each of the six half-lines. So in that case as many as 
6k of the given stars are needed. It is tempting to conjecture that this particular 
arrangement of stars represents the ‘worst case’: that it is never necessary to take 
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more than 6k of the stars in order to maintain the k-fold visibility property. 
However, this has presently been shown to be true only for k= 1 and k=2. 
The problems considered above are essentially problems in linear algebra, but in 
a special branch of the subject. Placing the origin at the center of our planet, we 
can regard the stars as vectors in R’, Euclidean 3-space. A set of stars of which at 
least one is visible from each point on the planet corresponds to a set of vectors of 
which each vector in R3 can be expressed as a linear combination with nonnegative 
coefficients: in other words, a nonnegative spanning set for R3. However, we will 
refer to such a set as a positive spanning set.’ 
Thus, from what we have said previously, a positive spanning set for !Y3 can con- 
tain as few as four vectors, and every positive spanning set for R3 contains a set of 
at most six vectors which themselves form a positive spanning set. A minimal (i.e., 
irreducible) positive spanning set, which we could call a positive basis, does not have 
a unique cardinality, but can contain (in R3) anywhere from four to six vectors. 
Statements involving k-fold visibility translate into statements about a set of vec- 
tors of which, if any k - 1 are removed, the remaining ones form a positive spanning 
set. We will refer to such a set of vectors as a positive k-spanning set. Thus, some 
of the results mentioned above translate into the statements that a positive k-span- 
ning set for lR3 can contain as few as 2k+ 2 vectors, and that every positive 
2-spanning set for R3 contains a set of at most twelve vectors which themselves 
form a positive 2-spanning set. 
Positive k-spanning sets of vectors, for kr2, are of particular interest because 
they arise in connection with convex polytopes. (By a convexpolytope we mean the 
convex hull of a finite set of points in Euclidean space.) The connection is a subtle 
and powerful one based on an algebraic construction known as the Gale diagram. 
First utilized by David Gale in [4] and developed further by Perles, hlcMullen and 
Shepard, the construction assigns to a given polytope a set of vectors (the Gale 
diagram of the polytope) which reflect all affinely invariant properties of the 
polytope and which necessarily form a positive 2-spanning set for its space. The 
dimension of this space is n -d - 1, where n is the number of vertices and d is the 
dimension of the polytope. Thus, when n Id+ 3, the Gale diagram is at most two- 
dimensional. This accounts for the particular success of Gale diagram methods for 
polytopes having at most d + 3 vertices. See [5, Chapter 61, and [6]. More recent 
developments appear in [7], [8], [9], [12], [13], and [14]. 
There is feedback in the opposite direction as well. Certain types of statements 
about polytopes translate into theorems on positive k-spanning sets. For example., 
we will see how the study of polytopes leads to the solution to the problem of the 
arrangement of 2k+ 2 vectors in R3. 
In this paper, we will show how Gale diagrams provide two ways of viewing the 
’ It is customary for the word ‘positive’ to mean ‘nonnegative’ in such expressions as po~‘ifive CO~Z- 
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same thing, and how each way yields insights that would not have been observed 
readily (if at all) from the other. Section 2 includes a self-contained account of the 
basic theory from the point of view of positive k-spanning sets, as well as examples 
and applications. Then, in Section 3, we will discuss duality of convex polytopes in 
connection with Gale diagrams. 
In general, a subset {x,, . . . , xn} of a real vector space V is a positive spanning set 
(PSS) for V if every vector in V is a positive linear combination of the Xi: i.e., a 
linear combination with nonnegative coefficients. This condition is equivalent to 
saying that every open half-space of V contains some x,, where by an open half- 
space we mean the set of points on one side of a hyperplane H which contains 0, 
not including H. (The equivalence of these conditions can be seen as a consequence 
of the well-known Hahn-Banach Theorem for finite-dimensional spaces. See [5, 
Theorem 2.2.1.) 
At times, we will refer to a set X as a PSS without reference to the space V. By 
this we will mean that X is a PSS for its linear span. The following observation will 
be useful. 
Lemma 1. A set x,, . . . . x,, of vectors is a PSS if and only if there is a strictly posi- 
tive linear dependence 
ai > 0. 
This is easily seen if one notes first that {xt, . . . , xn> is a PSS if and only if for each 
i, -x, is a positive linear combination of the xj, j#i. It follows that each Xi in a 
PSS occurs with coefficient > 0 in some positive linear dependence. Adding at most 
n such dependences, we obtain a strictly positive dependence. 
A sequence (xi, . . . , x,) of vectors in V is a positive k-spanning set (PkSS) for V 
if for any k-l indices i,,...,ik_,, the set 
{Xi: ifi,,...,ik_,) 
is a positive spanning set. Equivalently, every open half-space of V contains Xi for 
at least k indices i. (The ordering of the xi is unimportant, but we have defined a 
PkSS as a sequence in order to allow for the possibility that some of the Xi may 
coincide.) 
Positive 2-spanning sets ‘occur in nature’ as the Gale diagrams of convex poly- 
topes. As we will see, anything that can be said about positive 2-spanning sets trans- 
lates into a statement about convex polytopes. Positive k-spanning sets, for k>2, 
correspond to polytopes which exhibit a certain degree of ‘neighborliness’: specifi- 
cally, every set of k- 1 vertices is the vertex set of a face. 
Problem. How many vectors are needed to form a PkSS for m-dimensional 
Euclidean space lRm? 
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(More precisely, what is the minimum n such that L?“’ has a PkSS (x,, . . . ,x,,)? In 
order to avoid the annoyance of restating everything in terms of sequences, it should 
be understood that when we speak of the number of vectors in a P&S, we mean 
the number of terms, not the number of distinct vectors which occur in the 
sequence.) 
It is easy to see that at the very least 2k + m - 1 vectors are needed, since any m - 1 
vectors of a PkSS are contained in an (m - 1)-dimensional subspace H, and each of 
the two open half-spaces determined by H contains at least k additional vectors. 
This is, of course, a generalization of the lower bound 2k+ 2, mentioned earlier, 
for the number of stars in any set having the k-fold visibility property. That this 
minimal value is in fact attainable (i.e., there exists a PkSS for iRm consisting of 
2k+ m - 1 vectors) is far from obvious if we look at the problem strictly in terms 
of vectors in IF?“. However, we will see later how such a set of vectors can be con- 
structed as the Gale diagram of a certain polytope. 
To modify our problem somewhat, suppose we are given a PkSS for lRm and we 
want to know how many of these vectors are actually needed to form a PkSS. For 
example, if the original PkSS consists of k vectors in each direction along the co- 
ordinate axes, then clearly all 2km of them are needed. Thinking of this as the ‘worst 
case’, it seems reasonable to make the following conjecture: 
Conjecture 1. Every PkSS for IRm contains a PkSS for IRm consistng of at most 
2km vectors, and if it contains no PkSS for IR” with fewer than 2km vectors, then 
all of the vectors are contained in the union of m lines through the origin. 
This is known to be true for k = 1. That case was established as part of Theorem 6.7 
in [3] by Davis, who credits its original discovery to Robinson and Blumenthal [ 11. 
Theorem 1. Every PSS X for I?” contains a PSS for I??~ consisting of at most 2m 
vectors, and if X contains no PSS for F?“’ with fewer than 2m vectors, then X is 
contained in the union of m lines through the origin. 
The first part of Theorem 1 is a simple consequence of the following very impor- 
tant lemma: 
Lemma 2. If a vector x is in the positive span of a set X, then x is a positive com- 
bination of a linearly independent subset of X. 
This result, well known in the theory of linear programming, can be established 
by a standard argument due to Caratheodory. See Theorem 2.3.5 of [5]. The first 
part of Theorem 1 can then be proved as follows: Select a basis xi, . . . ,x, for mm 
contained in X and write -(xi + .*. +x,) as a positive linear combination of linearly 
independent vectors in X. The latter, along with the xi, form a PSS for X. 
For k > 1 the problem becomes surprisingly difficult, and even for k = 2 it has 
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been settled only for small values of m. In [9] this author proved 
Theorem 2. Every PZSS X for R”’ contains a PZSS consisting of at most 
I 4m vectors, if m 55, +m(m + 1) + 5 vectors, if mz5. 
Moreover, if m I 4 and X contains no PZSS for Rm with fewer than 4m vectors, 
then X is contained in the union of m lines through the origin. 
In Section 2 we will see how the case k=2 of Conjecture 1 translates into a 
conjecture about convex polytopes. 
It was also shown in [9] that Conjecture 1 holds when m=2, for all k. 
Conjecture 1 is known to be true for a special class of positive k-spanning sets 
which arise from digraphs, which are graphs with directed edges. The incidence 
matrix of a digraph has in row i and column j 
aij = 
1 
1, if edge j terminates at vertex i, 
-1, if edge j originates at vertex i, 
0, if otherwise. 
Clearly each column is in the hyperplane H defined by the equation 1 xi = 0. It can 
be shown [l 1] that the columns form a PkSS for H if and only if the digraph is 
k-edge-connected. This means that it is connected (there is a directed path from any 
vertex to any other vertex) and remains so after removal of any k- 1 edges. Such 
a digraph is minimally k-edge-connected if its k-edge-connectivity is destroyed by 
removal of any edge. In this context, Conjecture 1 reduces to the statement hat 
every minimally k-edge-connected igraph with m + 1 vertices has at most 2km 
edges, and that if it has exactly 2km edges then it can be constructed by replacing 
each edge of a tree with 2k edges, k in each direction. This special case of Conjecture 
1 has been proven by Dalmazzo in [2]. 
A more general question which can be asked is the following: If h is a fixed 
integer, 15 h I k , how many vectors from a given PkSS for Rm are needed to form 
a PhSS for lRm; Allowing the number of vectors in the PkSS to be taken into 
account, we define numbers as follows: 
For positive integers n, m, k, and h, let N(n, m, k, h) denote the least integer no 
such that every PkSS for II?“’ consisting of n vectors contains a PhSS for ,R” consis- 
ting of at most no vectors. (It is assumed that hl k and that n L 2k+ m - 1 so that, 
as noted earlier, a PkSS for iRm consisting of n vectors exists.) 
Thus Conjecture 1 would imply 
N(n, m, k, k) I 2km 
with equality holding when n z2km. 
It follows from Theorem 1 that 
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N(n, m, 1,l) = min(n, 2m). 
For k> 1, N(n, m, k, 1) can be strictly less than min(n, 2m). In [lo] it is shown that 
N(n,m,k, 1)~ 
n+6(k-1)m 
4k-3 ’ 
so that in particular 
The latter will be seen to have consequences for convex polytopes. 
2. The Gale diagram of a convex polytope 
An affine flat in m-dimensional Euclidean space lRm is a translate IJ + S of a linear 
subspace S of IT?“. Also, the empty set is considered to be an affine flat. The non- 
empty affine flats in R3 are points, lines and planes, not necessarily containing 0, 
and lR3 itself. We define the dimension of a nonempty affine flat to be the dimen- 
sion of the corresponding subspace S of lRm. A hyperplane in A is another affine 
flat, H, HCA, such that the dimension of H is one less than that of A. Equivalently, 
H is the intersection of A with the solution set of an equation of the form 
a,x,+..*+a,x, = a, 
provided that the vector (a,, . . . , a,) is not orthogonal to the subspace parallel to A. 
(Orthogonality is with respect o the usual inner product in ll?“.) Clearly H splits A 
into two subsets which intersect in H. These are defined by the inequalities 
alxl + ... +a,,,x,,,<a and a,x,+.,.+a,x,?a. 
We will refer to these as the two sides of H in A, or as closed half-Jars in A. 
For vectors ol, . . . . u, in IR”, we define the affine hull of the ui to consist of all 
linear combinations 
(*I alo,+.-.+a,o, 
such that al + ... +a,,= 1. It is easily seen that the affine hull of the ui is an affine 
flat in IP, a translate of the subspace of IR”’ consisting of all linear combinations 
(*) such that a, + -.- + a,, = 0. 
The convex hull of the ui consists of all linear combinations (*) such that 
a, + ... +a, =l and all ai are nonnegative. 
The affine and convex hulls of an infinite set consist of all appropriate linear com- 
binations of finite subsets of S. 
Vectors ulr . . . . u, are affinefy independent if whenever a combination in the form 
(*) is equal to 0 and a, + -a- + a,, = 0, then all ai = 0. Equivalently, every vector in the 
affine hull of the Di is uniquely representable in the form (*) with aI + ... + a,, = 1. 
It is easily verified that the Ui are affinely independent if and only if the vectors 
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bi - ot, for iz2, are linearly independent. Thus, in an affine flat A of dimension 
d, every maxima1 affinely independent set contains exactly d + 1 vectors. Moreover, 
A is the affine hull of any such set. Such a set is called an affine basis for A. 
An affine mapping from an affine flat A to an affine flat B is a function CX: A + B 
satisfying the condition cr(au + bo) = acr(u) + ha(u) for all U, IJ EA and for all real 
numbers a, b such that a+ b = 1. It is easily verified that an affine mapping is 
uniquely determined by any choice of images for an affine basis for A. 
An affine isomorphism is an affine mapping which is one-to-one and onto. Its 
inverse is easily seen to be an affine mapping. 
A convexpolytope P is the convex hull of a finite set of points in R’“. If A is the 
affine hull of P and H is a hyperplane in A such that P is entirely on one side of 
H, then the intersection Pn H is called a face of P. Also, we define P to be a face 
of itself. Notice that the empty set is a face of P. 
The dimension of a face F of P is defined to be the dimension of the affine hull 
of F. Thus, a O-dimensional face consists of a single point, which we call a verfex 
of P. In [5] it is shown that P has only finitely many vertices and that P is the convex 
hull of its vertices (Theorems 2.4.5 and 2.4.8). It follows that A is the affine hull 
of the vertices of P. It follows also that every face of P is the convex hull of the 
vertices of P which are contained in that face. Thus, P has finitely many faces, each 
of which is a convex polytope. 
If P has dimension d, then a face of dimension d - 1 is called a facet. The affine 
hull of a facet is a hyperplane H in the affine hull of P. P is contained entirely on 
one side of H. 
Lemma 3. Every convex polytope P is the intersection of closed half-flats in the 
affine hull of P which are determined by the affine hulls of the facets of P. 
This ‘intiutively obvious’ result is nontrivial and extremely important. For a 
proof, see Theorem 3.1.1 of [5]. 
Two polytopes P and P’ are affiely equivalent if there is an affine isomorphism 
which sends P onto P’. Such a mapping sends hyperplanes in the affine hull of P onto 
hyperplanes in the affine hull of P’, so it sends faces of P onto faces of P’. Similarly, 
the inverse mapping also preserves faces. 
Having completed the preliminaries, we are now ready to define the Gale diagram 
of a convex polytope P. In doing so, we will make a special assumption about the 
way in which P is embedded in a Euclidean space Rq: 
(**) The affine hull A of P does not contain the zero vector. 
Thus q must be at least d + 1, where d is the dimension of P. For certain purposes, 
as we will see later, it may be preferable to take larger values of q. 
One simple device for attaining property (**) is to append a ‘1’. as an extra co- 
ordinate, to each point of P. Geometrically, this amounts to a rigid translation of P. 
The significance of condition (**) has to do with the representation of 
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hyperplanes in A. Assuming that (**) holds, it is not difficult to show by standard 
orthogonality arguments that every hyperplane in A consists of the solutions 
(Y 1, . . . . y,) in A to an equation of the form 
alYl+ **’ +a,y, = 0 
for some choice of coefficients ai. 
Assuming that the vertices ui, . . . , u, of P are known, we form an n x q matrix A4 
having the vector Ui as its ith row. Thus P is the convex hull of the rows of M, and 
A is the corresponding affine hull. Relating to condition (**), we have the following 
somewhat surprising equivalence: 
Lemma 4. For any real matrix M. the affine hull of the rows of A4 does not contain 
the zero vector if and only if the column space of A4 contains the vector e in which 
each coordinate is 1. 
Proof. Assuming that M has n rows, let W denote the column space of A4 and let 
Z denote the subspace of IR” consisting of all vectors which are orthogonal to e. 
Then W contains e if and only if Z contains WI, the orthogonal complement of W 
in IR”. Assume that the latter condition holds and suppose that the zero vector 0 is 
equal to 
an affine combination of the rows of M. Then the vector (a,, . . . . a,,) is in W* but 
not in Z. This show that A cannot contain 0. 
Conversely, if W’ is not contained in Z, then W’ contains some vector 
(a ,, . . ..a.) whose coordinate sum is nonzero. Multiplying by a nonzero scalar, we 
can assume that al + ... +a,,= 1. Then the zero vector is equal to alul + .-. +a,~,,, 
which is in A. 
Lemma 4 puts into perspective the device of appending a 1 to each vector in P. 
In that case, the vector e appears as a column in M. 
Assuming that condition (**) holds, we define the Gale diagram of P with the aid 
of the column space W of M. Consider the natural mapping 
p: IF?“* P/W. 
If e i, . . ..e., are the standard basis vectors in IR” (each with one coordinate 1, all 
others 0), then the Gale diagram of P is the sequence (xl, . . ..x.) of images 
Xi = fl(f?i) E R”/ W. 
From the fact that A does not contain 0, we see that the (row) rank of M is d + 1. 
Consequently d + 1 is the dimension of W, implying that V/W has dimension 
m = n -d - 1. Accordingly we will use the notation V, for IR”/ W. 
Thus the Gale diagram of a d-dimensional convex polytope P with n vertices is 
a sequence of n points Xi in a space I’,,, of dimension m = n -d - 1. 
An immediate consequence of the definition of the Gale diagram is the fact that 
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the sum of the xi is the zero vector. This follows from the fact that the sum of the 
ei is e, which is necessarily in W by Lemma 4. 
The following are some examples of Gale diagrams: 
If P is a simplex (the convex hull of an affinely independent set of points), then 
m = 0. All xi = 0. 
If P is a d-dimensional polytope with d +2 vertices, then I’, is a line. In par- 
ticular if P is a square, then M can be taken to be 
I 0 1 0 1 1 I 
in which case it is easily seen that U/contains the vectors e, - ez, ez + e3, and e3 -e,. 
It follows that x1 =x,=-x,=-x,. Moreover the xi are nonzero since W does 
not contain the e;. Coordinatizing the line I’,,,, we can assume that xi =x2 = 1, 
x3=x4=-1. 
Another (equivalent) approach is to form a matrix M’ whose columns linearly 
span the space WI, and to define the xi as the rows of M’. In this example, M’ can 
be taken to be 
1 
1 11 -1 -1 
This latter approach, in terms of orthogonality, is the classical one as presented in 
[5]. Ours is somewhere between that and the abstract version developed in [14]. 
If P is an octahedron, then m = 6 - 3 - 1 = 2. The matrix M can be taken to be 
1 
1 
-1 
0 
0 
0 
0 
0 
0 
-1 
0 
0 - 
1 
1 
1 
1 
1 
1 I 
Then xl =x2, x3 =x4, x5 =x6, and the xi occur at the vertices of a triangle having its 
centroid at the origin. 
In the examples above it is easily seen that in each case the Gale diagram is a P2SS 
for I’,,,. That this is always the case will be seen as a consequence of the following 
result, which is the fundamental theorem on Gale diagrams. 
Theorem 3. Let I be a subset of { 1, . . . , n}. Then {Ui: i E I} is the vertex set of a 
face of P if and only I! the set {xi: i&Z} is a PSS (for its linear span). 
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Proof. We claim that the following statements are all equivalent for a set 
Ic_ {l,...,n): 
(1) {u;: in I) is the vertex set of a face of P. 
(2) There exists a vector DE lR4 such that 
u-0, =0 if iEI, 
u*ui>O if igl 
where - denotes the standard inner product of vectors in KY. 
(3) There exists a vector w=(b,, . . ..b.) E @‘such that 
bj = 0 if i E I, 
bi > 0 if i $ I. 
(4) There exist b, > 0 for all i $ I such that Cre, 6iei E W. 
(5) There exist bi>O for all i$Z such that I,@, b,Xi=O. 
(6) {xi: iel} is a PSS. 
TO show that (1) implies (2). let {ui:i E I} be the vertex set of F. If F= P, then 
u can be taken to be the zero vector. Assuming Ff P, there is a hyperplane H in 
A containing all u, with iczf, and such that all other ui lie on one side of H. As 
noted earlier, H consists of the points (_Y,, .. . , y,) in A which satisfy an equation 
OIYI + --- +a,y, = 0 
for some coefficients ai. Then u can be taken to be either (a,, . . . ,a,) or its negative. 
Conversely, assuming (2), let H consist of the vectors in A which are orthogonal 
to u. If I is {l,..., n} or the empty set, then (1) holds trivially. In all other cases, 
H is a hyperplane in A and (1) follows. 
The equivalence of (2) and (3) follows from the definition of matrix multiplica- 
tion. Given the column vector u in 24, set w =Mu. Conversely, each \v in W has 
the form Mu for some column vector IJ in Rq. 
It is obvious that conditions (3), (4) and (5) are all equivalent. Finally, the 
equivalence of (5) and (6) was Lemma 1. 
Corollary 1. X= (x I, . . ..x.) is a PZSS for V,. 
Proof. Since the empty set is a face of P, X is a PSS for its linear span, which is 
clearly V,. Also, for each i,,, {Xi: i+ io} is a PSS for its linear span S since each 
vertex of P is a face. If S were a proper subspace of V’,,,, then any PSS for V, 
would contain at least two vectors outside of S. But X contains at most one such 
vector. Thus {xi: i#io} is a PSS for V,,,. 
This result can be used, for example, to determine all 3-dimensional convex poly- 
topes having exactly five vertices. The Gale diagram of such a polytope consists of 
five points forming a P2SS for a line. One possibility is for one point to be at 0 and 
two more on each side, in which case the polytope is a pyramid with a quadrilateral 
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base. The other possibility is for three points to be on one side of 0 and two on the 
other, in which case the polytope is a hexahedron, consisting of two tetrahedra 
joined at a common face. 
In the proof of Corollary 1, it was crucial that every row of A4 be a vertex of P. 
More generally, however, if we consider any real matrix M whose column space W 
contains the vector e and let P denote the convex hull of the rows of M, then 
Theorem 3 still applies, with the ui denoting the rows of M. But now the u; need 
not all be vertices of P (although all vertices of P must be among the u;), so the X; 
need not form a P2SS. In fact, Theorem 3 (in this generalized context) shows that 
Corollary 1 has a converse: The Xi form a PZSS if and only if each row of M is a 
vertex of P. This observation leads to a reversal of the Gale diagram construction: 
Given a suitable set of points xi, we can construct a polytope having the x; as its 
Gale diagram. 
Corollary 2. Cf(.q, . . . . x,,) is any PZSS satisfying x, + -se +x,, = 0, then (x,, . . . ,x,,) is 
the Gale diagram of some convex polytope P. 
Proof. Let M’ be the matrix whose rows are the Xi, and let W denote the ortho- 
gonal complement in R” of the column space of M’. Let M be any matrix having 
Was its column space, and let P be the convex hull of the rows of h4. The assump- 
tion that the Xi sum to 0 implies that Wcontains the vector e, and the PZSS property 
implies (as noted above) that the rows of M are the vertices of P. Finally, consider 
the mapping /3: IR” -, Rm defined by the equation 
P(a ,,..., a,,)=a,x,+..-+a,x,. 
The kernel of this mapping is IV. so /3 can be regarded as the canonical mapping 
from IR” to RR/W. For each i, /I sends e, to Xi. Thus (x,, . . . .x,) is the Gale diagram 
of P. 
We return now to the assumption that all Ui are vertices of P and that (x,, . . . ,x,) 
is the Gale diagram of P. 
By a simpliciaf ace of P we mean a face which is a simplex. (This should not be 
confused with the term ‘simplicial polytope’, which is a polytope all of whose facets 
are simplices.) 
Corollary 3. Let IS {l,..., n}. Then { Ui: ic I} is the vertex set of a simplicial face 
if and only if {xi: i@ I> is a PSS for V,,,. 
Proof. Let {ui: ie I} be the vertex set of a face F and let S be the linear (equiva- 
lently, positive) span of the xi, ieZ. The following statements are equivalent: 
(1) F is a simplex. 
(2) Every subset of {Ui: i E I} is the vertex set of a face of F (equivalently, a face 
of P). 
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(3) For every subset Z’c I, (xi: i$ Z’} is a PSS. 
(4) S=V,. 
The equivalence of (1) and (2) is well known; (2) is equivalent o (3) by Theorem 
3; and the equivalence of (3) and (4) is proved by an argument similar to that in the 
proof of Corollary 1. 
For a convex polytope P, let s(P) denote the largest t such that P has a simplicial 
face of dimension t. In view of Corollary 3, s(P) + 1 is the largest number of vectors 
which can be removed from the Gale diagram X of P with the remaining ones still 
forming a PSS for I’,,,. Since X is a P2SS for V,,,, we have the inequality 
s(P)+lrn-N(n,m,2,1) 
where n is the number of vertices of P and m = n - d - 1, d being the dimension of P. 
Theorem 1 shows that s(P) + 12 n - 2m, or equivalently, s(P) r 2d - n + 1, and 
that equality holds if and only if X is contained in the union of M lines through the 
origin. 
Using the bound N(n,m,2,l)l(n + 6m)/5 established in [lo], we obtain 
a result which seems unlikely to be obtained without the use of Gale diagrams. 
Continuing along the same lines, we can establish a result on positive 2-spanning 
sets which is unlikely to be obtained without the use of polytopes: Let P be a 
d-dimensional cube. Then s(P) = 1. Since P has 2d vertices, we conclude that if 
m = 2d - d - 1, then R”’ contains a PZSS (the Gale diagram of P) consisting of 2d 
vectors, no 2d- 3 of which form a PSS for lRm. 
Corollary 4. Let o = Vi0 be a vertex of P. Then v is connected to all other vertices 
by edges (l-dimensional faces) if and only if {Xi: if iO} is a P2SS for V,. 
Proof. For each h#&, Corollary 3 shows that v is connected to vh if and only if 
{Xi: i#i,,,h} is a PSS for V,. 
In view of Corollaries 1 and 4, the conjecture 
N(n, m, 2,2) s 4m 
translates into the following statement about convex polytopes: 
Conjecture 2. Let P be a d-dimensional convex polytope with n vertices. If 
n<$(d + l), then some vertex of P is connected by edges to all others. Moreover, 
the number of such vertices is at least 4(d + 1) - 3n. 
It follows from Theorem 2 that this conjecture is true for all d= 17 and, oddly 
enough, also for d = 20. The general result, if true, would be best possible in the 
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sense that if n I $(d + 1). there exists a d-dimensional polytope with n vertices, none 
of which is connected by edges to all others. Such a polytope, referred to in [14] 
as unneighborly, has a Gale diagram which is a minimal PZSS in the sense that if 
any point x, is removed, then the remaining set is not a PZSS. For each dr2, we 
give an example of an unneighborly polytope Pd for which n is the least integer 1 
f(d + 1): 
Pz is a square, its Gale diagram consisting of four points in R’: 1, 1, - 1, and - 1. 
P3 is an octahedron. Its Gale diagram can be taken to be the six points in R’: 
(1,0) twice, (0,l) twice, and (-1, -1) twice. 
Pj has as its Gale diagram these seven points in R2: (l,O), (0, l), (1, l), (-1,0) 
twice, and (0,-l) twice. Corollary 2 shows that such a polytope exists. 
For d >4, Pd is defined recursively as follows: Let x,, . . . ,x,,_~ denote the points 
of the Gale diagram of Pd_3 in IR”‘-‘, and consider the n points in IR”: 
(LO,..., 0) twice, (-1,0, . . . ,O) twice, 
(0,x,), * a. (0,x,_,). 
It is easily verified that these points form a minimal PZSS for Rm and sum to 0. 
Therefore they correspond to an unneighborly Pd. 
The Gale diagram of Pd above can be regarded as the direct sum of the Gale 
diagrams of P2 and Pd_3. More generally, it is easy to see that the direct sum of 
any two Gale diagrams X and Y, consisting of points (x, 0) and (0, y) for all XE X 
and y E Y (with the O’s denoting zero vectors of the appropriate dimensions) satisfies 
the conditions of Corollary 2 and is therefore itself the Gale diagram of some poly- 
tope. We will refer to the latter as a free join PvQ of the original polytopes P and 
Q. Thus in the example above 
Pd = PZVPd-3 
In general, the dimension of PVQ is dl +d2 + 1, where d, and d, denote the 
dimensions of P and Q. Geometrically, PVQ can be regarded as the convex hull of 
the union of the vertex sets of P and Q, provided that P and Q are suitably 
embedded in the same space. Specifically, let Mp be the matrix whose rows are 
vertices of P and whose column space, as usual, contains the vector e. Let MQ 
denote the corresponding matrix for Q and form the matrix 
in which the O’s denote zero matrices of the appropriate dimensions. Then the rows 
of M are the vertices of a free join of P and Q. 
The faces of PvQ are free joins of faces of P with faces of Q. 
PVQ is sometimes called a pyramidoid, a term suggested by the fact that if Q is 
a single point, then PVQ is a pyramid with base P. 
In contrast to unneighborly polytopes, a polytope P is k-neighborly if every set 
of k vertices of P is the vert.ex set of a face. 
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Corollary 5. The Gale diagram of P is a PkSS if and only if P is (k - I)-neighborly. 
Proof. Corollary 3 shows that the Gale diagram of P is a PkSS if and only if every 
set of k- 1 vertices of P is the vertex set of a simplicial face. If P is (k- l)-neigh- 
borly, then every set of at most k - 1 vertices is the vertex set of a face. (This follows 
from the fact that an intersection of faces is a face, which can be seen as a conse- 
quence of Theorem 3.) As in the proof of Corollary 3, this implies that every face 
with k- 1 vertices is a simplex. 
Corollary 5 enables us to prove ‘that Rm has a PkSS consisting of 2k + m - 1 
vectors, as promised in Section 1. Such a set can be constructed as the Gale diagram 
of a cyclic polytope, defined below. 
For d 2 2, the moment curve Md consists of the points 
p(t)=(t,t*,...,td)ERd 
for all t E II?. For any n>d, a cyclic polytope C(n, d) is the convex hull of any n 
distinct points of Md. 
Theorem 4. If 2sd<n, every cyclic polytope C(n,d) is d-dimensional and has n 
vertices. Moreover if r I d/2, then every set of r vertices is the vertex set of a face. 
This result is well known. See [5, section 4.71. 
Corollary. For any m 11 and kr 2, let n = 2 k + m - 1 and d = 2 k - 2. Then the Gale 
diagram of a cyclic polytope C(n, d) is a PkSS for a vector space of dimension m. 
Proof. C(n, d) is (k - 1)-neighborly and m = n -d - 1. 
Thus, to solve the problem of the arrangement of 2k+2 stars mentioned in 
the introduction, we would construct the Gale diagram of a cyclic polytope 
C(2k + 2,2k - 2). For example, when k = 2, C(6,2) is a hexagon in I?’ having as ver- 
tices any six points on the parabola y=x*. Actually, any convex hexagon would serve 
just as well, so instead we take the hexagon whose vertices are the rows of the matrix 
0 1 2 
0 2 1 
1 0 2 
2 0 1 
1 2 0 
2 1 0 
Column 3 shows that 
x, = -2x, -x*-2x,, 
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and an appropriate linear combination of columns shows that 
xs = -2x,-2x2-xs. 
Finally, since we know that the Xi sum to 0, we conclude that 
x6= 3x,+2x,+2x3. 
It follows that a P2SS in I!?’ is formed ‘by the six points 
(I,O*O), (-2,-I,-2), 
(O,l,O), (-2,-2,-l). 
(090, l), ( 3, 2, 2). 
An important application of Gale diagrams is in connection with projective 
equivalence of convex polytopes, which is a weaker condition than affine equiva- 
lence. To explain this concept, we first define a cone on P to be the set 
{au+(l-fr)KUEP, 020) 
for some point IJ (the vertex, or apex, of the cone) which is not in the affine hull 
of P. Any two cones on Pare affinely equivalent o each other. If P and Q are two 
polytopes such that some cone on P is affinely equivalent o some cone on Q, then 
P and Q are projectively equivalent. It can be shown [14, Theorem 2B13] that two 
projectively equivalent polytopes have Gale diagrams (x,, . . . ,x,,) and (y,, . . . , y,) 
which are linearly equivalent in the sense that some linear isomorphism sends Xi, 
for each i, to a positive scalar multiple of yi. Conversely, this relationship between 
Gale diagrams implies projective equivalence of polytopes. 
Thus, for example, we find that any two convex quadrilatarals are projectively 
equivalent since each Gale diagram consists of four points on a line, two on each 
side of the origin. The same is not true, however, for convex pentagons as the 
following analysis shows: 
The Gale diagram of a convex pentagon can be represented as a PZSS consisting 
of five points in R2. As a preliminary normalization, we can assume that the five 
points include positive scalar multiples of (l,O), (0, l), (- 1, -l), (- 1, a) and (b, - 1) 
with a, b>O. Such a set is a P2SS if and only if ab< 1. Thus a suitable set of direc- 
tions is determined by a pair of positive parameters (a, 6) satisfying ab < 1. All 
linearly equivalent sets of similarly normalized directions can be obtained by 
repeatedly applying the transformations 
In other words, equivalent pairs of parameters are in the same orbit of the dihedral 
group Ds which is generated by these two transformations. It can be shown that a 
fundamental domain for this action of Ds is given by the conditions: 
62 D. A .Cfarcus 
The conclusion of all this is that the projective equivalence types of convex penta- 
gons are in one-to-one correspondence with pairs (a, b) satisfying these conditions. 
Note that the existence of a class of pentagons for each pair of parameters is guaran- 
teed by Corollary 2. 
3. Duality and the distance matrix 
Two convex polytopes P and Q are duul to each other if there is a one-to-one cor- 
respondence between the faces of P and those of Q such that all containments are 
reversed. Thus, vertices of P correspond to facets of Q, facets of P to vertices of 
Q. Familiar examples of dual pairs include a cube and an octahedron, a dodeca- 
hedron and an icosahedron, a triangular prism and a hexahedron. A simplex, such 
as a tetrahedron, is dual to itself. Necessarily, dual polytopes have the same dimen- 
sion. This can be seen from the fact that the dimension of a polytope depends only 
on the length of a maximal chain of faces, ordered by containment. 
We will show how a dual Q of a given convex polytope P can be constructed with 
the aid of a matrix associated with P, and how this matrix can be used for the con- 
struction of the Gale diagrams of both P and Q. 
For any matrix M, we define the rowpolytope of Mas the convex hull of the rows 
of M, the column polytope as the convex hull of the columns. 
Let P be a convex polytope having vertices ul, . . . . o,, and facets F,, . . . , F4. We 
will assume that P is at least l-dimensional. The distance matrix of P, with respect 
to this ordering of the vertices and facets, is the n x q matrix M= (d;j) such that d;j, 
the element in row i and column j, is the Euclidean distance from ui to the affine 
hull Hi Of Fj. 
As an example, a triangular prism P of appropriate dimensions would have as its 
distance matrix 
M= 
00110 
10001 
01001 
0 0 1 0 1 
We will show (Theorem 5) that P is affinely equivalent to the row polytope P’ of 
M. Thus, the Gale diagram of P is linearly equivalent to that of P’, and the latter 
can be constructed as in Section 2 from the matrix M. This means that the affine 
hull of the rows of M does not contain the zero vector; equivalently (by Lemma 4), 
the column space of M contains the vector e, each of whose coordinates is 1. In the 
example above, it is obvious that this latter condition holds, and we will see that 
it holds generally for distance matrices. 
We would like to be able to say that the transpose MT of M leads in a similar 
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way to the Gale diagram of a polytope which is dual to P; however, this is not 
always the case. In the example above, the affine hull of the columns of A4 contains 
the zero vector. (Add the first three columns, subtract the last two). For this reason, 
as well as for another which will present itself later, we introduce the concept of a 
relative distance matrix for P: any matrix obtained from the distance matrix of P 
by multiplying each column by a positive scalar. While this obviously leaves the 
column space unchanged, it effects a linear isomorphism of the row space. The row 
polytope of the matrix is transformed to a different, but linearly equivalent, poly- 
tope. Thus, the Gale diagram of P is obtainable, up to linear equivalence, from any 
relative distance matrix for P. 
In the example above, where P is a triangular prism, the relative distance matrix 
3 0 0 2 0 
0 3 0 2 0 
0 0 3 2 0 
3 0 0 0 2 
0 3 0 0 2 
0 0 3 0 2 
has the desired property: The row space, as well as the column space, contains the 
vector e. The column polytope of this matrix is a hexahedron Q (which is dual to 
P), and this matrix is the transpose of a relative distance matrix for Q. By contrast, 
the distance matrix itself has affinely independent columns. Consequently, its 
column polytope is a 4-dimensional simplex. 
Returning to the general case, let P be any d-dimensional convex polytope with 
n vertices ui and q facets Fj. 
Theorem 5. Let M be any relative distance matrix for P. Then P is affinely equiva- 
lent to the row polytope P’ of M. Under the isomorphism, the vertex Vi corres- 
ponds to the ith row of M and the facet Fj corresponds to the set of points of P’ 
whose j th coordinate is 0. 
Proof. It is sufficient to prove this for the distance matrix M of P, since a linear 
isomorphism sends the rows of M to those of any relative distance matrix for P. 
Without loss of generality, we assume that the vertices ul, . . . . udcl are affinely 
independent. Then there is an affine mapping cz from the affine hull A of P into 
lRq such that ui, for each ic d + 1, goes to row i of M. Then cz sends every point p 
of P to its distance vector: i.e., the vector whose jth coordinate is the distance from 
p to the affine hull Hj of Fj. A similar statement is valid for all points p of A pro- 
vided that we interpret distances on the ‘wrong’ side of Hj (the side not containing 
P) to be negative. All of this can be seen by representing p in the form 
alul+~~~+ad+lud+l, a,+.-,+ad,, = 1. 
It remains only to prove that (r is one-to-one. Suppose not. If o(x) = (r(y) for two 
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points xfy in A, then a(x)=a(z) for all points z on the line L containing x and 
y. Each translate of L in A is mapped by a to a single point, so we can assume that 
L intersects P. Then all coordinates of a(z), for ZE L, are nonnegative. It follows 
that for each j, L is entirely on the side of H/ containing P. But then Lemma 3 
implies that L is contained in P, which is clearly impossible since P is a bounded set. 
In view of this result, we can simplify notation by replacing P by the row polytope 
of any relative distance matrix M for P. Regarding affinely invariant properties and 
Gale diagram considerations, there will be no loss of generality. Moreover, we will 
see in Theorem 6 that M is also a relative distance matrix for its row polytope. 
Lemma 5. Let P be any convex polytope in lRq. and for each j let Pj denote the set 
of points of P whose jth coordinate is 0. Suppose that for some j, Pi is a facet of 
P. Then there exists a scalar t > 0 such that for each point x = (x,, . . . ,x,) in P, the 
distance from x to the affine hull Hj of Pj is equal to txj. 
Proof. The affine hull A of P contains a line L which is perpendicular to Hj, and 
the direction of L is uniquely determined since Hj is a hyperplane in A. Let u be 
the unit vector parallel to L which points toward the side of Hi which contains P. 
For any point XE P, let x’ denote the point of Hi which is nearest to x. Then the 
vector o from x’ to x is equal to au for some positive scalar a. Then the distance 
from s to Hj is equal to a. Moreover, considering the jth coordinate of u, we have 
aj =auj where Uj is the jth coordinate of U. Finally, set t =u,:‘. (Clearly UjfO.) 
Some of the important properties of relative distance matrices are summarized in 
the following theorem. 
Theorem 6. Let M be a relative distance matrix for a polytope of dimension d L 1. 
Let P denote the row polytope of M and A the affine hull of P. Then: 
(1) ‘M is a relative distance matrix for P. 
(2) P=AfI(Rq)+, where q is the number of columns of M. 
(3) M has rank d + 1. 
(4) A does not contain the zero vector. 
(5) The column space of M contains the vector e, each of whose coordinates is 1. 
(6) No row or column of M is the zero vector. 
(7) No row (column) is a positive linear combination of the remaining rows 
(columns). 
Proof. (1) follows from Lemma 5 along with the statement about vertices and facets 
in Theorem 5. 
(2) is a consequence of Lemma 3: Each point of A fl (lRq)+ is on the ‘correct’ 
side of every facet and, therefore, is in P. 
For (3), let Vdenote the row space of M. It is clear that either A is a hyperplane 
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in V or else A = V. But the latter is impossible, since it would imply that 
P=A fl (iRq)’ is unbounded. Consequently, if the dimension of P is dr 1, then the 
dimension of V is d+ 1. 
(4) follows from the fact that A # V, and then (5) follows by Lemma 4. 
(6) is equivalent o saying that no vertex is in every facet and no facet contains 
every vertex. This is well known. 
For the statement about rows in (7), suppose some ui is a positive combination 
u, = c akuk, ak?O. 
k#i 
Then every facet of P which contains ui must also contain each uk for which ak>O. 
Since Ui is the intersection of all facets which contain it, we must have ak = 0 for all 
k. But then ui is the zero vector, contradicting (6). A similar argument, considering 
the vertices which are contained in a given facet, establishes the column statement. 
Remark. Statement (1) would not be true if the word ‘relative’ were deleted. In fact, 
no matrix can be the distance matrix of its row polytope. This can be seen by 
examing the proof of Lemma 5 and using (2) of Theorem 6. This is the second 
reason for introducing relative distance matrices. 
Returning to the first reason, we want the row space of a relative distance matrix 
to contain the vector e, each of whose coordinates is 1. (5) of Theorem 6 shows that 
this condition is necessary in order for the transpose MT to be a relative distance 
matrix. In Theorem 7 we will show that it is also sufficient. Moreover, this condition 
is easily attained: For example, each column of M can be divided by the sum of its 
coordinates, which is necessarily a positive quantity. Then e is the sum of the rows. 
Before proceeding with Theorem 7, we need another lemma. 
Lemma 6. Let P be a polytope with n vertices Vi and q facets Pj, and let Q be a 
polytope with q vertices Wj and n facets Qi. Suppose that for each i and j, 
Vi E Pj if and only if Wj E Qi. 
Then P and Q are dual to each other. 
Proof. For each face F of P, the set 
F’=n {Qi:ViEF) 
is a face of Q, and for each face E of Q, the set 
E’= 0 {Pi: wjeE) 
is a face of P. To establish the desired correspondence between faces, we need only 
show that F” = F and E” = E. 
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Before proceeding, notice that for each i and j, 
vi E Q,! and Wj E P,!. 
We claim that every vertex vi which is in F is also in F”. That will imply Fc F”. 
If vi E F, then F’c Qi. It follows that Q;c F”, implying that Vi E F”. 
Next we establish F” c F by showing that each facet Pj which contains F also 
contains F”. (Recall that F is the intersection of all facets which contain it.) If 
Fc Pi, then P,! C_ F’. Therefore, Wj E F’, implying that F” C Pj. 
We have shown F”= F. By symmetry, E” = E. 
Remark. Examining the proof of Lemma 6, we find that the partial conclusion 
F”= F remains valid under weaker assumptions: namely, if the Qi are any set of 
faces of Q, not necessarily the set of all facets. (In fact, the Wj can also be replaced 
by faces of Q.) This observation will be useful in the proof of Theorem 7. 
Theorem 7. Let A4 be a relative distance matrix whose row space contains the vector 
e, each of whose coordinates is 1. Let P denote the row polytope of M, Q the column 
polytope. Then Q is dual to P, and MT is a relative distance matrix for Q. 
Proof. Let d be the dimension of P. Then M has rank d + 1 by Theorem 6. The con- 
dition on the row space implies (by Lemma 4) that the affine hull of Q is not the 
entire column space, from which we conclude that the dimension of Q is also d. 
For each i, let Qi denote the set of points in Q whose ith coordinate is zero. 
Then Qi is a face of Q. Letting vi and Wj represent he rows and columns, respec- 
tively, of M, and Pi the jth facet of P, we have for each i and j 
ui E Pj if and only if Wj E Q;. 
(7) of Theorem 6 shows that all Wj are vertices of Q, and it is clear that Q contains 
no other vertices. We will show that the Qi are the facets of Q. 
The remark following Lemma 6 shows that there is a one-to-one correspondence 
between all faces of P and certain faces of Q: those which can be represented in 
the form F’ for some face F of P. For each i, there exists in P a chain of d + 1 
distinct faces 
which corresponds to d + 1 distinct faces of Q which are nested the opposite way. 
The largest, F,‘, is equal to Qi since Vi is the only vertex in F,. At the other extreme, 
Fi is the empty face of Q. This chain of faces establishes the dimension of Qi as 
being at least d - 1. On the other hand, Qi is a proper face of Q, which has dimen- 
sion d. Thus, Qi is a facet of Q for each i, 1 liln. 
If Q has any facets other than the Qi, then MT can be extended to a relative 
distance matrix MQ for Q by adding extra columns. (This follows from Lemma 5.) 
Equivalently, Mz contains a row v which is not in M. (3) of Theorem 6 shows that 
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MQ and M have the same rank, so we must have 
for some scalars ai. Set a = al + ... + a,. 
Case I: Suppose a>O. Then the vector a-’ u is in A fl (P)’ = P. But then u is a 
positive combination of the IJ;, contradicting (7) of Theorem 6. 
Case 2: Suppose a I 0. Then for each nonnegative scalar 6, the vector 
o1 + b(u - au,) is in A fl (I??~)’ = P. Since P is a bounded set, this can only occur if 
u=aol. But u is a nonnegative vector and au, is a nonpositive vector. This implies 
that u=O, contradicting (6) of Theorem 6. 
From the above, we conclude that MQ = MT and that the Qi, 1 sisn, are all the 
facets of Q. Finally, Lemma 6 shows that Q is dual to P. 
A different approach to the duality of P and Q is taken by McMullen in Theorem 
3Al2 of [14], where he notes that Q is essentially polar to P. The latter relationship, 
defined in section 3.4 of [5], is known to imply duality. 
Note added in proof 
As this goes to press, the author has discovered an unneighborly polytope of 
dimension 36 having only 49 vertices. This is a counterexample to Conjecture 2 and 
it implies that Conjecture 1 is false for k=2 and all rnz 12. 
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