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Abstract
Clusters of galaxies are useful probes of cosmology because they are the most massive
bound systems and fair representatives of the matter composition of the universe. For
clusters to be used as tracers of cosmic evolution, one must determine their masses
with high accuracy. In this thesis, we provide a detailed comparison of mass estimates
from X-rays and weak gravitational lensing for a sample of 32 intermediate low redshift
clusters, and study the dependence of the mass profiles derived from these techniques
on the dynamical state of the clusters. We analyze Chandra X-ray observations and
compare the X-ray masses with published weak lensing data (Hoekstra, 2007; Okabe
et al., 2010). The temperature, gas density, pressure, gas fraction profiles and their
relation to the cluster morphology are also examined. We find that slopes of X-ray
pressure and mass profiles vary with cluster morphology. Specifically, clusters with
lower third-order power ratios P3/P0 (more relaxed) have the steepest profiles while
high P3/P0 clusters (more disturbed) have the flattest ones. The same trend is not
obvious in weak lensing data. Consequently, a correlation between P3/P0 and the
mass ratio of X-ray to weak lensing estimates MX/MWL, which in principle indicates
the level of non-thermal pressure component in clusters, is found. For the entire
sample, we find MX/MWL = 1.14± 0.12 at R2500 (at 68% confidence). For apparently
unrelaxed, high P3/P0 clusters, we find MX/MWL = 0.96 ± 0.12 at the same radius.
For apparently relaxed, low P3/P0 clusters, we find MX/MWL = 1.32 ± 0.17, instead
of MX/MWL = 1, expected if these clusters are in hydrostatic equilibrium. This may
imply that the gas is hotter than the dark matter in cluster central regions (Rasia
et al., 2004).
Thesis Supervisor: Marshall W. Bautz
Title: Senior Research Scientist
Thesis Co-Supervisor: Paul L. Schechter
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Chapter 1
Introduction
Galaxy clusters are the most massive gravitationally bound structures in the Universe,
with masses up to ∼ 1015M. They contain tens to hundreds of galaxies, which make
up ∼ 3% of the total mass. The intracluster medium (ICM) makes up 10 − 20% of
the mass, while unknown, dark matter (DM) accounts for 80−90% of the total mass.
According to the concordance model, structures grow from the gravitational collapse
of the primordial density perturbations. Because these perturbations have a larger
amplitude on smaller length scales, smallest objects are the first to form and then
later built into larger and larger structures. Clusters, the largest virialized systems
in the Universe, are therefore the youngest structures. As a result, the theoretical
prediction of the cluster density is less complicated by nonlinearities of perturbations
or gas dynamics than that of smaller objects, such as galaxies. In addition, the
observed abundance of massive halos is exponentially sensitive to the amplitude of
density fluctuations σ8
1, and its evolution highly depends on the matter density of
the Universe ΩM . These features all make clusters powerful probes of cosmological
models.
Cluster studies have consistently indicated low values of ΩM and σ8 (e.g., Henry
& Arnaud, 1991; White et al., 1993; Eke et al., 1998; Borgani et al., 2001; Reiprich &
Bo¨hringer, 2002; Schuecker et al., 2003; Vikhlinin et al., 2003; Voevodkin & Vikhlinin,
2004). Including a sufficient number of high-redshift clusters, recent works are able to
derive tighter constraints on the dark energy equation of state w (e.g., Vikhlinin et al.,
2009b; Mantz et al., 2010b), which is complementary to measurements of the cosmic
microwave background (CMB, e.g., Spergel et al., 2003; Komatsu et al., 2011), Type
Ia supernovae (SNIa, e.g., Riess et al., 1998; Perlmutter et al., 1999; Hicken et al.,
2009; Kessler et al., 2009; Guy et al., 2010), or large scale structures (e.g., Cole et al.,
2005; Percival et al., 2010). Figure 1-1 shows the comparison of constraints for w and
ΩM from different methods: the cluster X-ray luminosity function (XLF, Mantz et al.,
2010b) with the X-ray luminosity as a mass proxy, cluster gas mass fractions (fgas,
Allen et al., 2008), CMB anisotropies from 5-year Wilkinson Microwave Anisotropy
Probe data (WMAP5, Dunkley et al., 2009), SNIa (Kowalski et al., 2008), and the
large scale clustering of galaxies (Percival et al., 2007) imprinted from the baryonic
1See detailed definition in §1.3.1
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Figure 1-1: Comparison of constraints for the dark energy equation of state w and
the matter density ΩM from cluster XLF (Mantz et al., 2010b), fgas (Allen et al.,
2008), WMAP5 (Dunkley et al., 2009), SNIa (Kowalski et al., 2008), and BAO data
(Percival et al., 2007). Orange and gold regions show the combined result at 68% and
95% confidence levels, respectively. Reproduced from Mantz et al. (2010b).
acoustic oscillations (BAO) of the primordial plasma (Silk, 1968; Peebles & Yu, 1970).
Combining all these data significantly reduces the degeneracy among the parameters,
as shown in the gold region of Figure 1-1.
All of the above mentioned cluster cosmological studies rely on accurate mass
estimates or reliable mass-observable relations. Calibrating the mass estimate from
different observational techniques is essential to estimating systematic errors and is
thus necessary for precision cosmology. Our understanding of cluster physics can be
greatly improved from this comparison as well. We start with a brief introduction
of galaxy clusters in §1.1, describe observational techniques for the mass estimate in
§1.2, and explain how cluster data can be used to constrain cosmological parameters
in §1.3. This thesis focuses on the detailed comparison of mass estimates from X-rays
and weak gravitational lensing, two of the most mature and widely available methods
of mass determination. The thesis outline is presented in §1.4.
1.1 Clusters of Galaxies
Galaxy clusters have been known in the optical band for centuries. In the late 1700s,
Messier (1784) recognized concentrations of non-cometary fuzzy objects, described by
Messier as nebulae without stars, in the constellation Virgo. These objects are now
known as galaxies, residing in the Virgo cluster, which is part of the Local Supercluster
16
containing the Local group, to which our own Milky Way galaxy belongs, along with
other hundred galaxy groups and clusters. In the mid 1900s, the first catalog of
galaxy clusters in the northern sky was compiled by Abell (1958) from the Palomar
sky survey. Later the catalog was expanded to the southern sky with data from the
UK Schmidt telescope (Abell et al., 1989), now including 4073 clusters with redshifts
z up to z ∼ 0.2. The Abell catalog, containing most of the known nearby clusters,
formed an important foundation for the study of clusters.
In the late 1960s, the X-ray emission was detected from the nearby galaxy M87
in the center of the Virgo cluster (Byram et al., 1966; Bradt et al., 1967), the Perseus
cluster (Fritz et al., 1971), and the Coma cluster (Meekins et al., 1971). With the
launch of the Uhuru satellite in 1970, the first X-ray satellite devoted entirely to X-ray
astronomy (Giacconi et al., 1972), this X-ray emission was revealed to be spatially
extended and common in galaxy clusters (Gursky et al., 1972; Kellogg et al., 1972;
Forman et al., 1972). In the late 1970s, the detection of the hydrogen- and helium-like
iron ion lines at ∼ 7 keV from nearby clusters (Mitchell et al., 1976; Serlemitsos et al.,
1977) confirmed the thermal bremsstrahlung origin of the cluster X-ray emission.
It is now known that intracluster space is permeated by low-density (≈ 10−3cm−3),
hot (107 − 108 K) ionized gas, with an X-ray luminosity of 1043 − 1045 erg s−1. The
majority of the baryons in the cluster are in this hot plasma, constituting 70 − 90%
of the total baryonic mass (e.g., Giodini et al., 2009). The cluster heavy elements like
iron are synthesized in stars and ejected into intragalactic space through supernova
explosions. The enriched gas in the galaxy may later be stripped during the cluster
formation via galaxy mergers and mostly retained in the intracluster space.
In addition to optical and X-ray observations, clusters are detected at radio wave-
lengths (see Ferrari et al. (2008) for a review). The diffuse radio emission, extending
over ∼ 1 Mpc, is not associated with individual member galaxies but with the ICM.
The power-law radio spectrum indicates that the emission mechanism is synchrotron,
implying the presence of relativistic (Lorentz factor γ & 1000) electrons and mag-
netic fields of order 1µG in the intracluster space. The extended radio emission, only
observed in clusters with complex dynamics (e.g., Cassano et al., 2008; Venturi et al.,
2008), could arise from particle acceleration by shocks or turbulence during cluster
mergers.
Clusters, as a the multiple component system, thus can be studied in various
wavelengths (e.g., Sarazin, 1988). The stars and molecular gas in galaxies emit visible,
ultraviolet and infrared light. The hot gas is observed in X-rays. The relativistic
particles can be detected in the radio band. Yet the most massive component of
clusters, the nonbaryonic dark matter, is invisible in the electromagnetic spectrum.
It can be inferred from combining all the above direct observations of cluster baryons
with an estimate of the total cluster mass, such as through galaxy velocity dispersion
or gravitational lensing (see §1.2).
Zwicky (1933, 1937) was the first to derive cluster masses M from the measured
galaxy velocity dispersion, assuming clusters are bound, self-gravitating systems. The
system’s potential energy and the kinetic energy are related through the virial theo-
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rem,
1
2
GM2
RG
=
3
2
Mσ2r , (1.1)
where σr is the one dimensional galaxy velocity dispersion, G is the gravitational
constant, and RG is the gravitational radius defined as
RG = M
2
(∑
i
∑
i<j
mimj
rij
)−1
, (1.2)
where rij is the separation of galaxies i and j, and mi is the galaxy mass. For a
typical rich cluster, σr ≈ 103km/s and RG ≈ 1 Mpc, one finds M ≈ 1015M from Eq.
1.1. In §1.2 below we discuss the use of X-ray observations and gravitational lensing
to estimate cluster mass; these two techniques provide the foundation for the work
described in this thesis.
1.1.1 X-ray emission from clusters
Similar to the above application of the virial theorem by Zwicky (1933), Felten et al.
(1966) pointed out that the hot gas in the deep cluster potential can have a temper-
ature as high as T ∼ 108 K, estimated from
3
2
k T
µgmp
=
3
2
σ2r , (1.3)
where k is Boltzmann’s constant, µg is the mean molecular weight of the gas particle
(∼ 0.6), and mp is the proton mass. At such temperatures with the gas density
of order 10−3 cm−3, the time scale for electrons and ions to reach equilibrium from
energy exchange through Coulomb collisions is much shorter than the cooling time of
the plasma (e.g., Sarazin, 1988), particles are assumed to have a Maxwell-Boltzmann
velocity distribution. With free electrons governed by a Maxwellian distribution at
the temperature T , the emissivity, i.e., the emission power per volume and frequency,
from electron acceleration in the Coulomb field produced by ions is given by
ν, ff =
dL
dV dν
=
25pie6
3me c3
(
2pi
3mek T
)1/2
neni Z
2 gff (T, Z, ν) exp
(
− hν
k T
)
, (1.4)
where me and ne are the electron mass and number density, respectively, ni is the
respective ion density, Z is the effective charge of the ion, and gff is the Gaunt fac-
tor, a quantum-mechanically correction to the classically-calculated emissivity. This
emission is called thermal bremsstrahlung or free-free emission.
In addition to the predominant thermal bremsstrahlung emission, there are also
recombination (bound-free) radiation, two-photon emission (which mostly occurs fol-
lowing a collisional excitation to the metastable 2s states of hydrogen- and helium-
like ions), and discrete line emission from, e.g., collisional excitation, radiative and
dielectronic recombination, resonant excitation, and inner shell collisional ionization.
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Three-body (or more) processes are generally ignored because of the low density.
Available spectral models calculating line and continuum emissivities for optically
thin plasmas in collisional equilibrium include Raymond-Smith (Raymond & Smith,
1977), MEKAL (Mewe et al., 1985, 1986; Kaastra, 1992; Liedahl et al., 1995)2, APEC
(Smith et al., 2001), and CHIANTI (Landi et al., 2006).
The resulting emissivity integrating over all photon frequencies is usually ex-
pressed by a cooling function Λc,
 =
dL
dV
= nenpΛc(T, Z). (1.5)
For typical ICM temperatures, Λc ∼ 10−23erg s−1 cm3. The total luminosity L is thus
the integration of Eq. 1.5 over the volume of the emission region, or written as the
product of the cooling function and the emission measure EM , defined as
EM =
∫
nenpdV. (1.6)
The observed flux S is related to EM and Λc through
S =
L
4piD2L
=
EMΛc (T, Z)
4piD2L
, (1.7)
where DL is the luminosity distance. From the normalization and the shape of the
X-ray spectrum, the gas density and temperature can be determined.
1.1.2 The halo mass profile
Simulations of the cold dark matter (CDM) hierarchical halo formation show that
the spherically averaged dark matter mass profile can be described by an universal
Navarro, Frenk & White (NFW) model (Navarro et al., 1996, 1997):
ρ(r)
ρcrit
=
δd
(r/rs)(1 + r/rs)2
, (1.8)
where δd is the dimensionless characteristic density, rs is the scale radius which divides
the two distinct regimes of asymptotic mass density slopes ρ ∝ r−1 and r−3, and ρcrit
is the critical density of the universe at the cluster redshift, calculated through
ρcrit =
3H2(z)
8piG
, (1.9)
where H(z) is the Hubble function, evolving in a flat universe as
H(z) = H0
[
ΩM(1 + z)
3 + ΩR(1 + z)
4 + ΩΛ(1 + z)
3(1+w)
]1/2
, (1.10)
2now part of the SPEX package (Kaastra et al., 1996).
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where ΩM , ΩR, and ΩΛ are the current matter, radiation, and dark energy density,
respectively, H0 ≡ 100hkm s−1Mpc−1 is the Hubble constant with the Hubble pa-
rameter h, and w is the dark energy equation of state. A non-evolving dark energy
component (the cosmological constant) corresponds to w = −1.
The characteristic density δd is related to the concentration parameter c∆ through
δd =
∆
3
c3∆
ln(1 + c∆)− c∆1+c∆ ,
(1.11)
for any given over density relative to the critical density ∆. The concentration pa-
rameter c∆, by definition, is the ratio of r∆ and rs, where r∆ is the over-density radius
at which the enclosed mean cluster density is ∆ times ρcrit.
Integrating Eq. 1.8, we obtain the mass enclosed in a sphere of radius r,
M(r) = M0
[
ln (1 + r/rs) +
1
1 + r/rs
− 1
]
, (1.12)
where M0 = 4piρcrit δd r
3
s .
1.2 Observational techniques for cluster mass de-
termination
1.2.1 X-ray observations
For optically-thin plasmas as in the ICM, the gas pressure P is written as
P =
ρgk T
µgmp
. (1.13)
If the ICM is approximately in hydrostatic equilibrium, then the gas pressure gradient
is balanced by the gravitational force,
∇P = −ρg∇Φ, (1.14)
where Φ is the gravitational potential.
With Poisson’s equation which relates Φ with the mass density ρ,
∇2Φ = 4piGρ, (1.15)
the total mass density is derived,
4piGρ = − k
µgmp
(∇2T + T∇2lnρg +∇lnρg · ∇T ). (1.16)
If spherical symmetry is satisfied, integrating ρ over the volume of a sphere of
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radius r, we find the total mass enclosed in a sphere of radius r as
M = − k T r
Gµmp
(
d lnT
d lnr
+
d lnρg
d lnr
)
. (1.17)
Thus measuring the gas density and temperature profiles provides an estimate of the
mass profile.
However, if there is macroscopic gas motion, Eq. 1.14 should include gas motion
terms,
∇P +∇ · (ρg σ2) + ρg (v · ∇)v = −ρg∇Φ, (1.18)
where v is the macroscopic gas velocity field and ρg σ
2 is the anisotropic gas pressure
which changes with random turbulent gas motions, with velocity dispersion tensor σ2
calculated as
σ2ij = (vi − v¯i)(vj − v¯j). (1.19)
Eq. 1.18 is the generalized Euler equation in the static state and equivalent to the
Jeans equation.
Evaluating ∇ · (ρg σ2) in spherical coordinates and applying the divergence theo-
rem, one finds the correction to the total mass from the turbulent motion,
Mturb = − r2Gρg
(
∂ρgσ2rr
∂r
+ 1
r
∂ρgσ2θr
∂θ
+ 1
r sin θ
∂ρgσ2φr
∂φ
)
− r
G
(
2σ2rr − σ2θθ − σ2φφ + cot θσ2θr
)
. (1.20)
Other non-random motions from (v · ∇)v produce corrections consisting of Mrot, the
contribution from the rotational motion,
Mrot =
r(v2θ + v
2
φ)
G
, (1.21)
and Mstream, the contribution from the streaming motion,
Mstream = − r
G
(
rvr
∂vr
∂r
+ vθ
∂vr
∂θ
+
vφ
sin θ
∂vr
∂φ
)
. (1.22)
Thus the total mass is a sum of four components:
Mtot = Mtherm +Mturb +Mrot +Mstream, (1.23)
where Mtherm is from Eq. 1.17. Note we ignore the viscosity and the magnetic field in
this derivation. If the gas motion can be directly measured, which requires a sensitive
high-resolution X-ray spectrometer, then the accuracy of the X-ray mass estimate
should be improved, e.g., as demonstrated in simulation works of Rasia et al. (2004),
Fang et al. (2009), and Lau et al. (2009).
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1.2.2 Gravitational lensing
The gravitational deflection α of a light ray from a source at the angular position of
β by a foreground mass concentration can be described by the lens equation (e.g.,
Bartelmann & Schneider, 2001),
α(θ) = θ − β = ∇ψ(θ), (1.24)
where θ is the angular position of a lensed image and ψ is the effective lensing
potential, which is related to the dimensionless surface mass density (convergence),
κ = Σ/Σcrit, through the two-dimensional Poisson equation,
∇2ψ(θ) = 2κ(θ). (1.25)
The critical surface mass density Σcrit is expressed as
Σcrit =
c2
4piG
Ds
DlDls
, (1.26)
where Ds, Dl, and Dls are the angular diameter distances of the source, the lens, and
between the lens and the source, respectively, and c is the speed of light.
The distortion of the lensed image is governed by the Jacobian matrix A,
Aij = ∂βi
∂θj
= δij − ∂αi
∂θj
= δij − ∂
2ψ
∂θi∂θj
, (1.27)
which is often written in terms of convergence κ and shear γ,
A =
(
1− κ− γ1 −γ2
−γ2 1− κ+ γ1
)
, (1.28)
where γ1 = (ψ,11 − ψ,22) /2 and γ2 = ψ,12 are the Cartesian components of the shear,
most conveniently treated as a complex number γ = γ1 + iγ2.
The Jacobian matrix A has two eigenvalues, 1 − κ + |γ| and 1 − κ − |γ|, which
transforms a circular source into an ellipse with an axis ratio of
b
a
=
1− |g|
1 + |g| , (1.29)
or an ellipticity of
 =
1− b/a
1 + b/a
= |g|, (1.30)
where a and b are major and minor axes of the ellipse, respectively, and g ≡ γ/(1−κ)
is the reduced shear. Therefore, the cluster surface mass density Σ can be estimated
from the reduced shear of background galaxies. To overcome the intrinsic ellipticities
of the galaxies, the shear must be averaged over many background galaxies locally,
assuming they are randomly oriented in the field.
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1.2.3 Galaxy kinematics
From the Jeans equation for a static spherically symmetric system, the total mass can
be estimated from the galaxy velocity dispersion profile (Binney & Tremaine, 1987):
M = −rσ
2
r
G
(
d lnngal
d ln r
+
d lnσ2r
d ln r
+ 2β
)
. (1.31)
where ngal is the galaxy number density, σr is the radial velocity dispersion, and β is
the velocity anisotropy parameter, defined as
β = 1− σ
2
t
σ2r
, (1.32)
where σ2t is the tangential velocity dispersion
3.
To compare with the observations, ngal and σr need to be related to the galaxy
surface number density Σgal and projected velocity dispersion σp,
Σgal(R) = 2
∫ ∞
R
ngal(r)rdr√
r2 −R2 , (1.33)
σ2p(R) =
2
Σgal(R)
∫ ∞
R
ngal(r)σ
2
r(r)
[
1− β(r)R2
r2
]
rdr
√
r2 −R2 . (1.34)
Since only the line-of-sight velocity dispersion is measured, the velocity anisotropy
parameter has either to be assumed, e.g. β = 0 for isotropic orbits, or modeled, by
a functional form with certain free parameters (e.g., Carlberg et al., 1997; Girardi
et al., 1998; Lemze et al., 2008b).
1.2.4 The Sunyaev-Zeldovich effect
The cosmic microwave background (CMB) radiation, originated at z ' 1000 when
photons decoupled from matter, can be up-scattered by the hot ICM electrons, re-
sulting a distortion of the CMB spectrum. This phenomenon is predicted by Sunyaev
& Zeldovich (1970, 1972), now known as the Sunyaev-Zeldovich (SZ) effect.
The lowest-order temperature change ∆TSZE for the CMB spectrum is propor-
tional to the Compton parameter y (e.g., Carlstrom et al., 2002),
∆TSZE
TCMB
= f(x)y = f(x)
∫
neσT
k T
mec2
dl, (1.35)
where f(x) is a frequency dependence of the SZ effect with x ≡ hν/kTCMB, σT is the
Thomson cross-section, me is the electron mass, ne is the electron density, TCMB is the
CMB temperature, and the integration is along the line-of-sight. Since ∆TSZE/TCMB
3σ2t ≡ (σ2θθ + σ2φφ)/2 = σ2θθ = σ2φφ in spherically symmetric systems, where σ2ij is defined in Eq.
1.19.
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is independent of the redshift (Eq. 1.35), the SZ survey could be a powerful method
to detect high redshift clusters.
The SZ data probe the gas pressure directly, which can be used to estimate the
cluster potential if combined with the gas temperature or density from the X-ray data,
or through the calibrated YSZ −M relation, where YSZ is the y parameter integrated
over the whole cluster.
1.3 Cosmology with clusters
1.3.1 Cluster mass function
The cluster mass function, nM(M, z), which gives the comoving number density of
clusters with masses greater than M at redshift z, is sensitive to cosmological param-
eters. The theoretical framework of the mass function was first developed by Press
& Schechter (1974), later extened and refined by Bond et al. (1991), Bower (1991),
and Lacey & Cole (1993). The Press-Schechter model predicts a mass function from
a linear density field, which applies to structures that have grown to the nonlinear
regime. The differential form of the mass function is written as
d nM
d lnσ−1
=
√
2
pi
ΩMρcrit
M
δc
σ
exp
(
− δ
2
c
2σ2
)
, (1.36)
where δc is a threshold for overdense regions to collapse when the density constrast
δρ/ρ exceeds this value, and σ is the amplitude of the linear perturbation of the
density field on mass scale M ,
σ2(M, z) ≡ 〈
(
δM
M
)2
〉 = D
2(z)
(2pi)3
∫
P (k)W 2(k,M) d3k, (1.37)
where P (k) is the power spectrum of the density field, D(z) is the growth rate of the
density perturbation, and W (k,M) is the Fourier transform of a spherical top-hat
window function which is one within radius rM = (3M/4piΩMρcrit)
1/3 and zero outside.
Parameter σ8 = σ(M8, 0) is thus the normalization of P (k) with rM = 8h
−1Mpc at
z = 0.
Figure 1-2 demonstrates the sensitivity of the cluster mass function to the cos-
mological model. For example, a model with the dark energy density ΩΛ = 0 (right)
is clearly inconsistent with the data (Vikhlinin et al., 2009b) and over-predicts the
abundance of distant massive clusters.
1.3.2 Baryon fraction
Massive clusters contain almost all the matter that was originally extended over ∼ 10
Mpc of volume; on this large scale the total matter census should be representative
of the universe as a whole. Since most of the cluster baryon is in the form of hot
plasmas, measuring the gas mass fraction fgas gives a lower limit on the baryon fraction
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Figure 1-2: The measured cluster mass function (points) in comparison with different
cosmological models (curves): a flat ΛCDM model (left) and an open OCDM model
without the dark energy (right). Reproduced from Vikhlinin et al. (2009b).
Ωb/ΩM . With a prior on the baryon density Ωb from Ωbh
2 (e.g., Burles et al., 2001;
Kirkman et al., 2003) and h (e.g., Freedman et al., 2001; Riess et al., 2009), ΩM can
be estimated from fgas.
The estimated value of fgas varies with the assumed angular diameter distance
DA as fgas(z) ∝ DA(z)3/2, so if fgas does not evolve much with the redshift, as
predicted by simulations (e.g., Eke et al., 1998; Crain et al., 2007), clusters can serve
as standard candles for distance measurements, just like Type Ia supernovae. Figure
1-3 shows how the measured fgas evolution changes with the assumed cosmology.
Under the generally accepted ΛCDM cosmology (left), fgas is indeed non-evolving as
expected. Assuming fgas does not evolve with the redshift
4, studies on the cluster
baryon fraction (Allen et al., 2008; Ettori et al., 2009) have yielded cosmological
constraints comparable to those from the mass function (Vikhlinin et al., 2009b;
Mantz et al., 2010b). See e.g. Allen et al. (2011) for the comparison.
1.4 Outline of the thesis
Chapter 2 presents an X-ray analysis of A1689. Spectral information is carefully
studied in order to explore the long standing discrepancy of X-ray and lensing mass
measurements. Chapter 3 presents a detailed comparison of X-ray and weak lensing
masses for a sample of 32 intermediate low redshift clusters. The temperature, gas
density, pressure, gas fraction profiles and their relation to the cluster morphology
are also examined. Chapter 4 gives the result of a novel Smoothed Particle Inference
(SPI, Peterson et al., 2007) modeling of X-ray data for the above sample. This
technique employs a very flexible modeling for 2-dimensional imaging and spectral
4or only weakly evolves, see Allen et al. (2008).
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Figure 1-3: The X-ray gas mass fraction measured within R2500 as a function of
the redshift under ΛCDM (left) and SCDM (right, ΩM = 1.0, ΩΛ = 0, h = 0.5)
cosmologies. Reproduced from Allen et al. (2008).
data and is well suited for clusters with complex structures. The morphological
measures used in Chapter 3 are derived from SPI X-ray luminosity maps. Because
of various parameter degeneracies, the interpretation of SPI temperature maps is
quite challenging. Therefore, we only use data deduced from SPI luminosity maps
for analyses in Chapter 3. Finally, conclusions are summarized in Chapter 5.
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Chapter 2
X-ray Analysis of Abell 1689
This chapter is an excerpt from “Discrepant Mass Estimates in the Cluster of
Galaxies Abell 1689,“ by Peng, E.-H., Andersson, K., Bautz, M. W., & Garmire, G.
P. 2009, ApJ, 701, 1283.
2.1 Introduction
Abell 1689 is a massive galaxy cluster with the largest known Einstein radius to
date, θE = 45
′′ for zs = 1 (e.g., Tyson et al., 1990; Miralda-Escude & Babul, 1995;
Broadhurst et al., 2005a,b), located at a moderately low redshift of z = 0.187 (Frye
et al., 2007). It has a regular X-ray morphology, indicating that the cluster is likely in
hydrostatic equilibrium, but the mass derived from the X-ray measurement is often
a factor of 2 or more lower than that from gravitational lensing at most radii. Using
XMM-Newton observations, Andersson & Madejski (2004, A04 hereafter) find an
asymmetric temperature distribution and a high redshift structure in A1689, provid-
ing evidence for an ongoing merger in this cluster.
A recent joint Chandra, HST/ACS, and Subaru/Suprime cam analysis by Lemze
et al. (2008a, L08 hereafter) suggested that the temperature of A1689 could be as
high as T = 18 keV at 100 h−1kpc, almost twice as large as the observed value at
that radius. The derived 3D temperature profile was based on the X-ray surface
brightness, the lensing shear, and the assumption of hydrostatic equilibrium. From
the disagreement between the observed X-ray temperature and the deduced one, L08
concluded that denser, colder, and more luminous small-scale structures could bias
the X-ray temperature.
In another study of 192 clusters of galaxies from the Chandra archive, Cavagnolo
et al. (2008b) find a very high hard-band (2/(1+z)-7 keV) to broad-band (0.7-7
keV) temperature ratio for A1689, 1.36+0.14−0.12 compared to 1.16 ± 0.10 for the whole
sample. They also find that merging clusters tend to have a higher temperature
ratio, as predicted by Mathiesen & Evrard (2001) where this high ratio is attributed
to accreting cool subclusters lowering the broad-band temperature by contributing
large amounts of line emission in the soft band. The hard-band temperature, however,
should be unaltered by this emission. The simulations of Mathiesen & Evrard (2001)
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show an increase of temperature ratios of ∼ 20% in general, which is close to the
average of the sample of Cavagnolo et al. (2008b), 16%.
A recent study, using the latest Chandra data (Riemer-Sørensen et al., 2009) claim
that the cluster harbors a cool core and thus is relaxed based on a hardness-ratio map
analysis. They further calculate a mass profile from the X-ray data and conclude that
the X-ray and lensing measurements are in good agreement when the substructure to
the NE is excluded.
In this work, we examine the possibility of an extra spectral component in the
X-ray data and derive an improved gravitational mass profile, including a recent 150
ks Chandra observation. §2.2 describes the details of data reduction and examines
the possibility of an uncorrected absorption edge in the data. In §2.3, we explore the
physical properties of the potential cool substructures under a two-temperature (2T)
model and examine if they can be used to explain the high hard-band to broad-band
temperature ratio. In §2.4, assuming that the temperature profile derived by L08 is
real, we investigate what this implies for the required additional cool component. In
§2.5, we derive the mass profile under both one and two temperature-phase assump-
tions, using both parametric and non-parametric methods. Finally, we discuss our
results in §2.6 and summarize in §2.7.
Throughout this paper, we assume H0 = 100h km s
−1 Mpc−1, Ωm = 0.3, and
Ωλ = 0.7, which gives 1
′′ = 2.19 h−1kpc at the cluster redshift of 0.187. Abundances
are relative to the photospheric solar abundances of Anders & Grevesse (1989). All
errors are 1 σ unless otherwise stated.
2.2 Data Reduction
Chandra The data were processed through CIAO 4.0.1 with CALDB 3.4.3. Since
all of the observations had gone through Repro III in the archive, reprocessing data
was not needed. Updated charge-transfer inefficiency and time-dependent gain cor-
rections had already been applied. For data taken in VFAINT telemetry mode, ad-
ditional screening to reject particle background was used. Events with bad CCD
columns and bad grades were removed. Lightcurves were extracted from four I-
chips with cluster core and point sources masked in the 0.3-12 keV band and filtered
by lc clean which used 3 σ clipping and a cut at 20% above the mean. Finally,
make readout bg were used to generated Out-of-Time event file. These events were
multiplied by 1.3% and subtracted from the images or the spectra to correct read-out
artifacts. For spectral anlysis, emission-weighted response matrices and effective area
files were constructed for each spectral region by mkacisrmf and mkwarf.
Blank-field data sets were used to estimate the background level. After repro-
jecting the blank-sky data sets onto the cluster’s sky position, the background was
scaled by the count rate ratio between the data and the blank-field background in the
9.5-12 keV band to account for the variation of particle induced background. Below 1
keV, the spatial varying galactic ISM emission (Markevitch et al., 2003) could cause
a mismatch between the real background and the blank-field data. By analysing
the spectra in the same field but sufficiently far from the cluster, tailoring this soft
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Figure 2-1: The 0.6-9.5 keV Chandra spectrum of A1689 from the central 3′ region.
The upper panel shows the data, plotted against an absorbed VAPEC model (solid
line) with each element’s abundance and absorption column density as free parame-
ters. The lower panel shows residuals.
component can be made using an unabsorbed T ∼ 0.2 keV, solar abundance thermal
model (Vikhlinin et al., 2005).
The current available blank-sky data were created from observations before 2005.
As the solar cycle gradually reaches its minimum, the particle induced background
increases. Therefore, newer observations need a much higher background normaliza-
tion with a factor of 1.2-1.3. This leads an overestimate of the background in the
soft band because other components like cosmic X-ray background (CXB) does not
change as the particle induced background does. To correct the over-subtracted CXB
and halo emission, an absorbed power law with photon index fixed at 1.4 (De Luca
& Molendi, 2004) plus an unabsorbed thermal model was used to fit the blank-field
background subtracted spectrum taken at r > 13′.
XMM-Newton The data from two MOS detectors were processed with the XMM-
SAS 6.1.0 tool, emchain. Background flares were removed by a double-filtering
method (Nevalainen et al., 2005) from E > 10 keV and 1-5 keV light curves. Only
events with pixel PATTERNs 0-12 were selected. Since XMM-Newton data were only
used to crosscheck the result of the multi-component analysis of Chandra spectra, ex-
tracted from the central region where background modeling is relatively unimportant,
we used the simpler local background, taken from 6′-8′. Spectral response files were
created by rmfgen and arfgen. We did not include PN data because the measured
mean redshift, 0.169±0.001, was not consistent with those from XMM-Newton MOS
or Chandra data. This could indicate a possible gain offset for PN detector, although
A04 did not find any evidence for that.
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Figure 2-2: Fit residuals, showing each channel’s contribution to the total χ2. Top:
an absorbed VAPEC model fit to central 3′ spectrum. Middle: same as the above,
ignoring data in 1.7-2 keV. Bottom: adding an absorption edge with Ethresh =1.77
keV and τ=0.12.
Chandra Systematic Uncertainties L08 pointed out some issues about previous
Chandra observations (ObsID 540, 1663, and 5004). The column density from Chan-
dra data is much lower than the Galactic value, 1.8× 1020 cm−2 (Dickey & Lockman,
1990), which is also supported by the ROSAT data (Andersson & Madejski, 2004).
The temperature difference can be as high as 1.3 keV depending on the choice of
column density. In the high energy band, the data is systematically higher than the
model prediction. With two long Chandra observations, ObsID 6930 and 7289, we
clearly see an unusual feature in the datasets which may give clues to problems men-
tioned before. Figure 2-1 shows an absorbed APEC model (Smith et al., 2001) fit to
the central 3′ spectrum. The prominent residual at ∼ 1.75 keV is present in all of our
observations and appeared as the biggest contributor to the total χ2 (See Figure 2-2).
This residual can not be eliminated by adjusting individual abundances in the cluster
or in the absorbing column (the cluster is at high galactic latitude). Because the
residual around 1.75 keV is an order of magnitude larger than the background, it is
not likely related to the background subtraction. In addition to this absorption, the
residuals are systematically rising with the energy from negative to positive values.
This trend is not changed when fitting the spectrum with data between 1.7-2.0 keV
excluded (Figure 2-2). We found that multiplying a XSPEC Edge model can correct
the residual at ∼ 1.75 keV, remove steadily rising residuals with the energy, and make
the column density agree with the Galactic value.
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2.3 Spectral Analysis
2.3.1 Two temperature model
To get some clues to the nature of the claimed cool substructures in A1689, a simple
two temperature model was fit to the spectrum extracted from the r < 3′ (395 h−1kpc)
region where the quality of the data was high enough to test it. We used two absorbed
VAPEC models, with variable normalization but linked metallicities between the two
phases. The column density was fixed at the Galactic value. To reduce the uncertainty
on measuring metallicities, we tied the abundances of α-elements (O, Ne, Mg, Si, S,
Ar, and Ca) together and fixed the remaining abundances at the solar value, except
for Fe and Ni. Since the hotter phase temperature, Thot, was harder to constrain,
it was frozen at a certain value above the best-fit single temperature fit, T1T. We
changed this increment from 0.5 to 50 keV to explore the whole parameter space.
Figure 2-3 shows the temperature of the cooler gas, Tcool, and the fractional contri-
bution of the cooler gas, EMcool/EMtotal, as a function of Thot. As Thot increases, Tcool
and EMcool/EMtotalincrease as well. Tcool eventually becomes T1T once Thot is greater
than 20 keV and very little gas is left in the hot phase, which is also supported by
the XMM-Newton data. For Thot ≈ 18 keV, there has to be 30%, 60% of the cool gas
at the temperature of 5, 8 keV inferred from Chandra and XMM-Newton data, re-
spectively. Chandra absorption corrected data show similar results as XMM-Newton
data do at this temperature. Although there is some inconsistency between Chandra
and XMM-Newton data, both indicate that the cool component, if it indeed exists, is
not cool at all. T = 5 keV is the typical temperature of a medium sized cluster with
a mass of M500 = 2.9× 1014h−1M(Vikhlinin et al., 2006).
To quantify how significant the detection of this extra component was, we con-
ducted an F -test from the fits of 1T (the null model) and 2T models. However,
because the 2T model reduces to 1T when the normalization of one of the two com-
ponents hits the parameter space boundary (ie, zero), the assumption of F -test is
not satisfied (see Protassov et al., 2002). Therefore, we simulated 1000 1T Chandra
spectra and performed the same procedure to derive the F -test probability, PF , based
on the F distribution. Figure 2-3 shows the distribution of PF from simulated data
at the 68, 90, 95, and 99 percentile overplotted with PF from Chandra and XMM-
Newton data. We plot PF in Figure 2-3 rather than the F statistic, since PF is a scaler
that does not depend on the degrees of freedom of the fits and is ideal to compare
observations that have different data bins. For Thot < 20 keV, both the edge-corrected
Chandra data and the XMM-Newton data are within the 95 percentile of the sim-
ulated 1T model and we conclude that a 2T model is possible but not necessary to
describe the data.
2.3.2 Hard-band, broad-band temperature
In addition to multiple-component modeling, measuring the temperature in differ-
ent band-pass is another way to demonstrate the presence of multiple components.
Cavagnolo et al. (2008b) reported a very high hard-band to broad-band temperature
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Figure 2-3: The temperature of the cooler gas Tcool, the emission measure ratio
EMcool/EMtotal, and the F-test probability PF are plotted as a function of Thot. The
shaded region represents 68%, 90%, 95%, and 99% CL from 1000 simulated T = 10.1
keV Chandra spectra. The PF from Chandra data without the absorption edge cor-
rected (circles) is multiplied by 105.
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Figure 2-4: The hard-band to broad-band temperature ratio T2.0−7.0/T0.7−7.0 of sim-
ulated Chandra 2T spectra (circles) plotted against Thot. The shaded regions show
the observed temperature ratios from Chandra and XMM-Newton MOS data. Also
shown is the temperature ratio from 40 ks Chandra data by Cavagnolo et al. (2008b).
ratio for A1689, 1.36+0.14−0.12, from analysis of 40 ks of Chandra data, suggesting that
this could relate to ongoing or recent mergers. Following the convention in Cavagnolo
et al. (2008b), we fit the spectrum in the 0.7-7.0 keV (broad) and 2.0/(1+z)-7.0 keV
(hard) band with a single-temperature model. In contrast to C08, we do not use
the r < R2500 region with the core excised, but simply take the spectrum from the
whole central 3′ (395 h−1kpc) region. The hard-band to broad-band temperature
ratio from Chandra data, 1.29 ± 0.03, strongly disagrees with that of XMM-Newton
MOS, 1.07 ± 0.03. This result is anticipated since an absorption edge feature found
in the Chandra spectrum (Figure 2-1) is close to the cut-off of the hard band. Af-
ter correcting for this absorption, the temperature ratio is in the range of 1 to 1.08
for an absorption depth of τ = 0.14 − 0.10. As a consistency check, we simulated
spectra according to the best-fit 2T models (from Chandra data) from §2.3.1 to see
whether these models can explain such a high temperature ratio. Results are plotted
in Figure 2-4. None of the 2T models can reproduce the observed ratio of the uncor-
rected Chandra data. Thus we conclude that there is no evidence from this ratio of
the presence of multiple components or merging activity. Furthermore, Leccardi &
Molendi (2008) do not find any discrepancy between the hard band (2-10 keV) and
broad band (0.7-10 keV) temperature profiles, except for r < 0.05 r180, for a sample
of ∼ 50 hot, intermediate redshift clusters based on XMM-Newton observations. The
high hard-band to broad-band temperature ratio seen in A1689, as well as in many
other clusters observed with Chandra (Cavagnolo et al., 2008b), might be due to the
aforementioned calibration uncertainty.
2.3.3 Emission line diagnostics
When fitting the whole spectrum, the temperature is mainly determined by the con-
tinuum due to the low amount of line emission at the temperature of A1689. In order
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Table 2.1: Emission lines in X-ray spectra
Line Energy Centroid a Width a
(keV) (keV) (eV)
Fe xxv Kα 6.636, 6.668, 6.682, 6.700 6.686 23
Fe xxv Kβ 7.881 7.877 19
Fe 8.3 keV b 8.246, 8.252, 8.293, 8.486 8.282 68
Fe xxvi Kα 6.952, 6.973 6.964 14
Fe 8.7 keV c 8.698, 8.701, 8.907, 8.909 8.764 97
Ni xxvii Kα 7.765, 7.805 7.793 19
Ni xxviii Kα 8.074, 8.101 8.090 16
aEmissivity-weighted center and one standard deviation. The
line emissivity is calculated at T = 10 keV from Chandra
ATOMDB 1.3.1.
bincluding Fe xxvi Kβ, xxv Kγ, and xxv Kδ.
cincluding Fe xxvi Kδ and xxvi Kγ.
to extract the emission line information, which can provide an additional temperature
diagnostic, we fit the 4.5-9.5 keV spectrum with an absorbed thermal bremsstrahlung
model plus Gaussians. There are 42 lines whose emissivity is greater than 10−19 pho-
tons cm−3s−1 at kT = 10 keV from ions of Fe xxv, Fe xxvi, Ni xxvii, Ni xxviii,
according to Chandra ATOMDB 1.3.1. Considering the CCD energy resolution, we
grouped those lines into seven Gaussians and used the emissivity-weighted centroid
and one standard deviation as the line center and width, respectively. The Ni xxvii
Kα line is ∼ 80 eV away from the Fe xxv Kβ line, not separable under CCD reso-
lution unless we have extremely good data quality. Since we obtained an unusually
high Ni/Fe ratio of ∼ 9 Ni/Fe from a VAPEC model fit to the whole spectrum, it
is worth investigating this in detail. We therefore modeled Ni xxvii Kα and Fe xxv
Kβ lines individually. The model is listed in Table 2.1.
Strictly speaking, using fixed values of line centroids and widths is not correct
because those quantities change with temperature. In addition, we approximated
the line complex as a Gaussian whose line centroid and width calculated from the
model may not be the same after being convolved with the instrument response. To
properly compare our fit results with the theory, we simulated spectra and fit them
the same way we fit the real data. Figure 2-5 shows the observed line ratios and results
from simulated VAPEC spectra with 9 Ni/Fe. 100 spectra were produced at each
temperature and the flux was kept at the same level as that of the data. From the good
match of fitted results from simulations to the direct model prediction, we confirmed
that the fitting is accurate enough to measure the line flux, though only Fe xxv Kα
and Fe xxvi Kα lines are precise enough for temperature determination. Table 2.2
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Table 2.2: Summary of the emission line analysis
Chandra XMM-Newton MOS
Continuum
T (keV) 10.3+2.2−0.8 9.7
+0.8
−1.1
Emission lines
T a (keV) 9.6+0.5−0.5 10.1
+0.7
−0.7
Ni/Fe b† (Ni/Fe) 8.4+3.7−3.6 1.4
+1.8
−1.4
Ni/Fe c † (Ni/Fe) 5.5+3.2−3.1 3.7
+1.6
−2.1
Fe d† (Z) 0.31± 0.02 0.32± 0.03
Ni e † (Z) 1.23+0.50−0.91 1.08
+0.52
−0.65
afrom Fe xxvi Kα/Fe xxv Kα.
bfrom (Ni xxvii Kα+Fe xxv Kβ)/Fe xxvi Kα.
cfrom Ni xxvii Kα/Fe xxvi Kα.
dfrom (Fe xxvi Kα+xxv Kα)/continuum.
efrom Ni xxvii Kα/continuum.
†assuming T = 10 keV.
shows the temperature and abundances, inferred from a single-temperature APEC
model. The iron line temperature is in very good agreement with the continuum
temperature for both Chandra and XMM-Newton data. All the Chandra and XMM-
Newton observed line fluxes, except Fe xxv Kβ, are consistent with each other (after
an overall 9% adjustment to the flux). Using Fe xxv+xxvi Kα and Ni xxvii Kα
line flux, we obtain accordant Fe and Ni abundances from both instruments.
As discussed previously, the 2T analysis of Chandra data suggested that another
spectral component is needed if no absorption edge modeling is applied. Figure 2-6
shows the line ratios predicted by the best-fit models from §2.3.1 over a wide range
in temperature for the hot phase. Since the spectral energy range used in this fitting
is far enough from the Si edge, it is not necessary to modify the spectral model even
if the Si edge indeed needs to be corrected. The broad-band Chandra spectrum is
not sensitive to the hot phase temperature of the 2T model once it exceeds 15 keV
(Figure 2-3). With the good constraint from the Fe xxvi Kα/Fe xxv Kα line ratio,
models with Thot > 20 keV, which are composed of great amounts of cooler gas, are
rejected. Meanwhile, the ratio of higher energy states (Ni xxviii Kα, Fe xxvi Kβ,
Fe xxv Kγ, Kδ) to the well-measured Fe xxvi Kα line suggests that models with
lower Thot are preferable.
As for the 2T models based on Chandra with an absorption edge model and
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Figure 2-5: The predicted 1T plasma line ratio (dotted line) as a function of temper-
ature, for various lines. The observed ratio and its 1σ confidence are shown as a solid
line and shaded region. The circles show the fitted results of 100 simulated Chandra
spectra drawn from a VAPEC model with 9 Ni/Fe.
XMM-Newton broad-band spectra, predicted line ratios all agree with the observed
value. In fact, models with Thot > 20 keV from XMM-Newton data are essentially
a one temperature model, since the normalization of the hot component in these
models is zero. Adding the fact that an additional temperature component does not
significantly improve the χ2 of the fit for those spectra and the remarkably good
agreement on the temperature measured by the continuum and the iron lines from
both Chandra and XMM-Newton, we conclude that the simple 1T model is adequate
to describe the X-ray emission from the central 3′ region of A1689.
2.4 Deprojection Analysis
Assuming that the hotter phase gas has the 3D temperature profile of L08, the radial
distribution of the cooler gas can be derived. We extracted spectra from concentric
annuli up to 8.8′ (1.2 h−1Mpc). The emission from each shell in three-dimensional
space was modeled with an absorbed two-temperature APEC model with Thot fixed
at the value of L08 and then projected by the PROJCT model in XSPEC. Because
of the complexity of this model, we used coarser annular bins than those used in L08.
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Figure 2-6: The predicted line ratio from the best-fit 2T (VAPEC) models (§2.3.1)
as a function of the temperature of the hotter phase Thot. The solid line and shaded
region shows the observed ratio and its 1σ error. The x-axis is in log scale.
Data of L08 were binned using the weighting scheme of Mazzotta et al. (2004) to
produce a spectroscopic-like temperature. Tcool, abundance, and the normalization
of both components were free to vary. The outermost two annuli were background
dominated, so spectra were binned to have at least 15 net counts per bin at r =
4.8′−6.5′ (625−852 h−1kpc) and 2 net counts at r = 6.5′−8.8′ (852−1161 h−1kpc) (see
§??). L08 predicted the gas temperature only up to 721 h−1kpc, and that temperature
was slightly below the observed one. Therefore, we allowed Thot to change in the last
two bins. The cold component was removed and the abundance was fixed at 0.2 solar
in these regions in order to constrain the rest of the parameters better.
Assuming two phases in pressure equilibrium, the volume filling fraction of the
ith component can be obtained from
fi =
NormiT
2
i∑
j NormjT
2
j
(2.1)
(e.g., Sanders & Fabian, 2002). Once fi is determined, the gas density ρgi = µempnei
can be derived from
Normi =
10−14
4pi((1 + z)DA)2
∫
neinHifidV, (2.2)
where nH/ne and µe are calculated from a fully ionized plasma with the measured
abundance (He abundance is primordial, and others are from Anders & Grevesse,
1989). For Z = 0.3 Z, nH/ne = 0.852 and µe = 1.146. Figure 2-7 shows the
results of this deprojected 2T analysis. The 1T modeling, in which emission from
each shell has only one component, and the results from L08, are also shown. If
the cluster has a temperature profile of L08, then 70−90% of the space within 250
h−1kpc is occupied by the “cool” component with a temperature of ∼ 10 keV, based
on Chandra absorption edge corrected data, and this gas constitutes 90% of the total
gas mass.
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Kawahara et al. (2007) show that local density and temperature inhomogeneities
do not correlate with each other in simulated clusters, which undermines the assump-
tion of two phases in thermal pressure equilibrium. However, other cosmological
simulations find that gas motions contribute about 5-20% of the total pressure sup-
port (e.g., Faltenbacher et al., 2005; Rasia et al., 2006; Lau et al., 2009). If the
pressure balance is off by 20%, it will not significantly change the gas mass fraction
(. 4%) or the volume filling fraction (. 8%).
2.5 Mass Profile
Given the 3D gas density and temperature profiles, the total cluster mass within a
radius r can be estimated from the hydrostatic equilibrium equation (Eq. 1.17). If the
gas has two temperatures with two phases in pressure equilibrium, the total mass still
can be derived from Eq. 1.17 with ρg and T replaced by ρghot and Thot, respectively.
2.5.1 Nonparametric Method
To evaluate the derivatives in Eq. 1.17, we took the differences of deprojected tem-
perature and the gas density in log space. The radius of each annulus was assigned
at r¯ such that
F3D(r¯)
4pi
3
(
r3out − r3in
)
=
∫ rout
rin
F3D(r) 4pir
2dr, (2.3)
where F3D is the deprojected flux density from a finely binned surface brightness
profile, and rin (rout) is the inner (outer) radius of the annulus. The radius r outside
of the brackets of Eq. 1.17 is taken at the geometric mean (i.e. the arithmetic mean
in log scale) of the radii of two adjacent rings, r =
√
r¯i r¯i+1 , and the temperature
is linearly interpolated at this radius. Because errors from e.g. T and dT/dr are
not independent, standard error propagation is not easily applied. Uncertainties
are estimated from the distribution of 1000 Monte-Carlo simulations of T and ρg
profiles. Figure 2-7 shows the total mass profile from both 1T and 2T models. Two-
temperature modeling, based on the Thot of L08, increases the total mass by 30-50%
for all radii within 625 h−1kpc. Beyond that radius, the 2T assumption is not held
because of the lack of constraint on Thot.
Although the inclusion of an absorption edge in the spectral model greatly changes
the derived composition of the multi-phase plasma, it does not affect the mass mea-
surement much. This is because we use a fixed Thot profile. Once the temperature is
determined, the total mass only depends on the logarithmic scale of the gas density,
which produces ∼ 13% difference at most.
2.5.2 Parametric Method
If the temperature does not vary dramatically on small scales, we can obtain a mass
profile with higher spatial resolution since the gas density can be measured in detail
from the X-ray surface brightness with the assumption of a certain geometry of the
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Figure 2-7: Temperature, emission measure ratio of the cool component
EMcool/EMtot, volume filling fraction of the cool component fcool, gas number den-
sity ne, cumulative gas mass Mgas, and cumulative total mass M3D profiles from the
2T deprojection analysis with an absorption edge correction (squares) and without
the correction (circles). Also shown is the 1T analysis (diamonds) and results from
Lemze et al. (2008a) (asterisks). Thot of the first 4 annuli was fixed at the value derived
from lensing and X-ray brightness data (Lemze et al., 2008a), which were grouped
into fewer bins. The cool component of the last 2 bins was frozen at zero. The 2T
assumption is held within 625 h−1kpc. X-data points of the 1T and 2T models have
been shifted by +10% and -10% for clarity, and their error bars are also omitted.
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cluster. To achieve this, modeling of the temperature and the gas density is necessary.
Following the procedure of Vikhlinin et al. (2006), we project the 3D temperature
and the gas density models along the line of sight and fit with the observed projected
temperature and the surface brightness profiles. A weighting method by Mazzotta
et al. (2004) and Vikhlinin (2006) is used to predict a single-temperature fit to the
projected multi-temperature emission from 3D space. This method has been shown
to accurately reproduce density and temperature profiles of simulated clusters (Nagai
et al., 2007b).
The gas density model is given by
np ne = n
2
0
(r/rc)
−α
(1 + r2/r2c )
3β−α/2
1
(1 + rγ/rsγ)ε/γ
+
n202
(1 + r2/r2c2)
3β2
,
(2.4)
which originates from a β model (Cavaliere & Fusco-Femiano, 1978) modified by a
power-law cusp and a steepening at large radii (Vikhlinin et al., 1999). The second
term describes a possible component in the center, especially for clusters with small
core radius.
The temperature model is given by
T3D(r) = T0
(r/rcool)
acool + Tmin/T0
1 + (r/rcool)acool
(r/rt)
−a
(1 + (r/rt)b)c/b
, (2.5)
which is a broken power law with central cooling (Allen et al., 2001). The ob-
served temperature and surface brightness profiles, the best-fit model, and the surface
brightness residual are shown in Figure 2-8. The model describes the data very well
(χ2/dof=154.3/155). The best-fit T3D and ne models are shown in Figure 2-9. Also
plotted are the profiles from the spectral deprojection fitting (§2.5.1). Compared to
this nonparametric result, modeling T3D and ne can avoid flucutations from the di-
rect spectral deprojection, which is a common problem as the deprojection tends to
amplify the noise in the data (see Appendix in Sanders & Fabian, 2007).
Comparing the surface brightness profile of the northeastern (NE) part to the
southwestern (SW), Riemer-Sørensen et al. (2009) found that the NE part is 5-15%
brighter outside 350 h−1kpc and 25% under-luminous at 70 h−1kpc than the SW.
To see if this asymmetry can affect the mass estimate, we fit a symmetric model to
the image and iteratively removed any part of the cluster that deviates significantly
from the azimuthal mean, mainly the northern clump at 460 h−1kpc, the southern
less luminous region at 330 h−1kpc, and possibly some point sources not completely
removed beforehand. We did not exclude these regions from our temperature mea-
surement since they were unlikely to bias the average temperature much for such a
hot cluster, as shown in Figure 2-3 that at least 10-20% of the total emission measure
from another spectral component was needed in order the change the spectroscopic
temperature by 1 keV. We find that removing asymmetric parts from the image in-
creases the total mass estimate by . 10% around the regions of the removed clumps,
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Figure 2-8: Projected temperature and surface brightness profiles with the best-fit
model (solid lines) and its 90% confidence bounds (dashed lines). Bottom panel:
residual between the surface brightness and the model. This fit gives a χ2/dof of
154.3/155.
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Figure 2-9: Best-fit T3D and ne models (solid lines) and 90% confidence bounds
(dashed lines). Also shown are unparameterized results (diamonds) from §2.5.1.
which is not significant compared to the statistical error.
Figure 2-10 shows a comparison of parametric and non-parametric mass profiles.
The non-parametric mass profile is from a more finely binned deprojected data than
those shown in Figure 2-7. Results from these two methods are fully consistent with
each other, although their errors are quite different. For the non-parametric method,
we simply assign the observable, e.g. dT/dr, at a certain radius, so the uncertainty
associated with the position is not included in the error on the mass, σM , but sepa-
rately shown on the radius. Therefore, σM appears smaller if data are binned more
coarsely. For the parametric method, the dependency of σM on the data binning is
weaker. The departure from the model for any data point is assumed to be random
noise and is filtered out through the fitting. Hence, σM reflects only the uncertainty
of the fitted function and it depends strongly on the modeling.
2.5.3 Comparison with Other Studies
The total mass profiles of A04, based on XMM-Newton, and L08, a joint X-ray,
strong and weak lensing study are also shown in Figure 2-10. Our result is in good
agreement with A04, but disagrees with L08 around ∼ 200 h−1kpc. To compare
our mass estimate with other lensing works, we derived the total mass density and
integrated it along the line-of-sight. The total mass density, ρ, is obtained through
the hydrostatic equation, Eq. 1.16. Figure 2-11 shows the surface mass density profiles
from both parametric and nonparametric methods, along with the HST/ACS strong
lensing analysis of Broadhurst et al. (2005a), and the combined Subaru distortion
and depletion data by Umetsu & Broadhurst (2008). Since it requires at least 3
points to calculate the second derivative, ρ at the boundary is unknown. This will
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Figure 2-10: The parametric mass profile (solid line) compared to the unparameter-
ized result (diamonds). Dashed lines show the 95% confidence bounds. Also shown
are XMM-Newton result from A04 (crosses) and combined X-ray, strong and weak
lensing analysis of L08 (asterisks). The mass profile of Lemze et al. (2008a) is mainly
determined by the lensing data.
introduce additional systematic errors to the inner and the outer projected profile.
To demonstrate how this may affect our nonparametric result, we insert two artificial
points at 1′′ (2 h−1kpc) and 13′ (1.7 h−1Mpc) to the nonparametric T and ρg profiles
with their values estimated from the parametric model. The projected density derived
this way is shown in red filled diamonds in Figure 2-11. The X-ray data are consistent
with those from the weak lensing, but disagree with the strong lensing analysis.
Although the nonparametric data appear to agree with the strong lensing estimate
at r = 80 h−1kpc, this is probably due to the temperature fluctuation mentioned in
§2.5.2.
The mass discrepancy is manifested when comparing the cumulative projected
mass profiles, M2D, shown in Figure 2-12. The weak lensing M2D profile of Umetsu &
Broadhurst (2008) includes the integration of the data of Broadhurst et al. (2005a) in
the inner region. Uncertainties are from Monte-Carlo simulations of the convergence
profiles. The last 3 data points of Umetsu & Broadhurst (2008) (1-2.3 h−1Mpc)
are discarded since only the upper limits are available. Also shown are parametric
strong lensing profiles (Halkola et al., 2006; Limousin et al., 2007), and other X-ray
analyses (A04; Riemer-Sørensen et al., 2009). To convert M3D to M2D, A04 assume
that the last data point reached the cluster mass limit, which unavoidably leads to
underestimations especially at large radii. Riemer-Sørensen et al. (2009) use only the
SE part of the cluster and four of the Chandra observations (excluding ObsID 540)
and derive M2D based on a best-fit NFW model fit to the M3D profile. Their mass
profile is generally lower than our estimate at most radii. This is contradictory to
most findings that claim that the hydrostatic mass is underestimated in unrelaxed
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Figure 2-11: Surface mass density profiles from non-parametric (open diamonds) and
parametric X-ray model (solid and dashed lines, 95% CL), compared to HST/ACS
strong lensing analysis of Broadhurst et al. (2005a) (triangles), and combined Subaru
distortion and depletion data by Umetsu & Broadhurst (2008), based on a maximum
entropy method (circles). Filled diamonds show the mass from the nonparametric T3D
and ne profiles that include estimations from the parametric result at 1
′′ (2 h−1kpc)
and 13′ (1.7 h−1Mpc).
systems (e.g., Jeltema et al., 2008). Using such reasoning, and removing the NE part,
presumably disturbed according to Riemer-Sørensen et al. (2009), should increase the
overall mass estimate. The X-ray M2D is 25-40% lower than that of lensing within
200 h−1kpc, corresponding to a ∼ 1.4× 1014 h−1M difference in the total projected
mass.
2.5.4 NFW profile parameters
Table 2.3 lists the best-fit NFW parameters, M200 and c200, for the total mass from
both methods and from other studies, all converted to the adopted cosmology. Com-
pared to other X-ray studies, our derived M200 is 30-50% higher, closer to weak lensing
results. The differences between our NFW parameters and those of A04 from XMM-
Newton are primarily attributed to their slightly lower but yet consistent mass at the
last data point (Figure 2-10). This demonstrates that the accurate mass measure-
ment at large radii, where systematic errors are usually the greatest, is crucial to the
determination of NFW parameters.
Our results are consistent with weak lensing measurements, but with a lower
concentration than what recent weak lensing studies seem to suggest (Umetsu &
Broadhurst, 2008; Corless et al., 2009). When these analyses are added with strong
lensing information, a very tight constraint on the concentration parameter can be
obtained, giving C200 = 9.9
+0.8
−0.7 (Umetsu & Broadhurst, 2008), which hardly can be
44
10 100 1000
1013
1014
1015
r (h−1kpc)
M
2D
 
(h−
1 M
su
n
) 
 
 
This work
Andersson & Madejski 04
Riemer−Sorensen et al. 08
Broadhurst et al 05
Umetsu & Broadhurst 08
Halkola et al. 06
Limousin et al. 07
0.1 1 10
r (arcmin)
Figure 2-12: Projected mass profiles from non-parametric (open diamonds) and para-
metric analyses (solid and dashed lines, 95% CL), compared to XMM-Newton re-
sult from A04 (crosses), Chandra result by Riemer-Sørensen et al. (2009) (squares),
HST/ACS and Subaru results by Broadhurst et al. (2005a) (triangles) and Umetsu
& Broadhurst (2008) (circles). We integrated the lensing surface mass profile (shown
in Figure 2-11) and estimated its uncertainties from Monte-Carlo simulations. Also
shown are parametric strong lensing profiles of Halkola et al. (2006) and Limousin
et al. (2007) (shaded regions, 68% CL). Riemer-Sørensen et al. (2009) used only SW
part of the X-ray data and converted M3D to M2D with a NFW profile. A04 assumed
that the last data point reached the cluster mass limit. Filled diamonds, same as
Figure 2-11.
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Table 2.3: Comparison of best-Fit NFW Parameters
Method Instrument M200 c200 χ2/dof Reference
(1015h−1M)
Spherical model
X-ray (1T+edge) Chandra 1.16+0.45−0.27 5.3
+1.3
−1.2 6.3/8 this work
X-ray (parametrized T3D, ne) Chandra 0.94
+0.11
−0.06 6.6
+0.4
−0.4 this work
X-ray (2T a) Chandra 1.45+0.36−0.25 7.6
+1.3
−1.2 2.2/3 this work
X-ray (2T a+edge) Chandra 1.12+0.53−0.29 9.3
+0.7
−2.8 0.1/3 this work
X-ray (1T) XMM-Newton 0.63± 0.36 7.6+1.7−2.6 7.6/8 A04
X-ray (1T) Chandra 0.55 10.1 d 1.6/13 Riemer-Sørensen et al. (2009)
SL ACS 2.29 6.3+1.8−1.6 Broadhurst et al. (2005a)
SL ACS 2.16± 0.32 5.8± 0.5 0.8/11 Halkola et al. (2006)
WL CFHT 0.97± 0.13 7.4± 1.6 Limousin et al. (2007)
WL CFHT 0.90± 0.17 13.1± 7.5 Corless et al. (2009)
WL Subaru 1.24± 0.14 10.5+4.4−2.6 332/834 Umetsu & Broadhurst (2008)
SL+WL ACS+Subaru 1.22± 0.13 10.8+1.1−0.9 13.3/20 Broadhurst et al. (2005b)
SL+WL ACS+Subaru 1.31± 0.11 9.9+0.8−0.7 335/846 Umetsu & Broadhurst (2008)
SL+WL+X-ray (SX) ACS+Subaru+Chandra 1.42 9.7
+0.8
−0.7 15.3/24 L08
Triaxial model
SL+WL b ACS+Subaru 1.15+0.26−0.45 13.4
+1.8
−10.2 378/362 Oguri et al. (2005)
WL c CFHT 0.83± 0.16 12.0± 6.6 Corless et al. (2009)
Note. — see Comerford & Natarajan (2007); Umetsu & Broadhurst (2008); Corless et al. (2009) for a more complete
compilation.
awith Thot from L08
bunder a flat prior on the axis ratios.
cunder a prior on the halo orientation that favors the line-of-sight direction.
dconverted from best-fit parameters, ρ0 = 7.79 × 106Mkpc−3, rs = 174 kpc (h = 0.7, Ωm = 0.28, and Ωλ =
0.72), of Riemer-Sørensen et al. (2009), not consistent with their quoted value of 5.6 since they did not adopted the
commonly defined c200, the concentration at r200 where the enclosed mean density is 200 times the critical density
(private communication).
reconciled with our value, 5.3+1.3−1.2. However, if the gas emission is modeled with two
spectral components with Thot from L08, the X-ray derived concentration is in a closer
agreement to those of combined strong and weak lensing studies, but this also implies
that the majority of the gas is in the cool phase and occupies most of the intracluster
space (§2.3.1).
2.6 Discussion
Nagai et al. (2007b) show that following the data analysis of Vikhlinin et al. (2006),
the hydrostatic mass is underestimated by 14±6% within estimated r2500 for simulated
clusters visually classified as “relaxed”. Based on the X-ray morphology, A1689 is
likely to be categorized as a relaxed cluster. The X-ray centroid is within 3′′ of
the lensing and optical centers (Andersson & Madejski, 2004), with a very minimal
centroid shift or asymmetry (Hashimoto et al., 2007). At the X-ray estimated r2500
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Table 2.4: Comparison of M500
Method M500 r500
(1014h−1M) (h−1Mpc)
parametrized T3D, ne 7.3+1.3−0.5 1.01
+0.06
−0.03
M500 − TX † 7.7± 0.2 1.03± 0.01
M500 − YX †a 7.7+0.5−1.2 1.03+0.02−0.06
†Scaling relations from Vikhlinin et al. (2009a) with
indices fixed to self-similar theory values. Errors only
reflect the measurement uncertainties. Dispersions of
the relation is not included. TX = 10.1 ± 0.2 keV,
measured from r = 1.14′ − 7.6′ (≈ 0.15r500 − r500).
aBy solving Eq. 14 of Vikhlinin et al. (2009a). The
final YX = TX ×Mgas determined at r500 is (5.1+0.5−1.2)×
1014 h−2.5M keV.
of 493 h−1kpc, we derive an enclosed hydrostatic mass of (4.2 ± 0.3) × 1014h−1M,
≈ 30% lower than the lensing mass from L08. At r = 200 h−1kpc, this becomes a
50% difference (see Figure 2-10). Such a strong bias is not seen in the relaxed cluster
sample of Nagai et al. (2007b), assuming that the lensing mass is unbiased, although
this is not unusual for “unrelaxed” clusters, referring to those with secondary maxima,
filamentary structures, or significant isophotal centroid shifts.
Table 2.4 shows the comparison of measured M500 with others derived from the
M500 − YX and M500 − TX relations of Vikhlinin et al. (2009a), calibrated from 49
low-z and 37 high-z with 〈z〉 = 0.5 clusters observed with Chandra and ROSAT. A
very good agreement has been achieved between these estimates. Since the M500−YX
relation is insensitive to whether the cluster is relaxed or not (Kravtsov et al., 2006)
and merging clusters tend to be cool for their mass (Mathiesen & Evrard, 2001),
consistency among these mass estimates indicates that A1689 is relaxed in the sense
that it behaves like other “relaxed” clusters on the scaling relation.
On the other hand, projection effects, such as triaxial halos or chance alignments,
always have to be taken into account when comparing projected (lensing) and three-
dimensional (X-ray) mass estimates. From kinematics of about 200 galaxies in A1689,
 Lokas et al. (2006) suggest that there could be a few distant, possibly non-interacting,
substructures superposed along the line of sight. Lemze et al. (2008b), based on a
0.5× 0.5 deg2 VLT/VIMOS spectroscopic survey from Czoske (2004) which includes
∼ 500 cluster members, disagree with this projection view. They conclude that only
one identifiable substructure at +3000 km/s, 1.5′ to the NE (the X-ray clump is at
∼ 3.5′ NE). This background group is seen in the strong lensing mass analysis (Broad-
hurst et al., 2005a), but is determined not to be massive (< 10% of the total mass
in the strong lensing region). Nonetheless, the higher than usual velocity dispersion
in the cluster center, ∼ 2100 km/s, indicates that the central part is quite complex
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(Czoske, 2004). This may also imply that the halo is elongated in the line-of-sight
direction, as galaxies move faster along the major axis.
For powerful strong lens systems, like A1689, halo sphericity is never a justified as-
sumption (e.g., Hennawi et al., 2007). Oguri & Blandford (2009) show that these “su-
perlens” clusters almost always have their major axes aligned along the line-of-sight,
with more circular appearances in projection and ∼ 40 − 60% larger concentrations
than other clusters with similar masses and redshifts. Gavazzi (2005) demonstrates
that using a prolate halo with axis ratio ∼ 0.4, they were able to explain the mass
discrepancy between the lensing and X-ray estimates of cluster MS2137-23. This
cluster has a well defined cool core (e.g., Andersson et al., 2009), thus presumably
relaxed, and yet a factor of 2 difference in the mass is not lessened with a multiphase
model for the core region (Arabadjis et al., 2004). In contrast, triaxial modeling not
only solves the mass inconsistency, but also the high concentration problem and the
misalignment between stellar and dark matter components in MS2137-23 (Gavazzi,
2005).
To see how the triaxiality changes our mass measurements, we modeled T3D and ρg
with prolate profiles, by replacing r in Eq. 2.4 and 2.5 with (x2/a2 +y2/b2 +z2/c2)1/2,
where we assumed a = b < c and the major axis, z-axis, is perfectly aligned along
the line-of-sight. Following the same analysis outlined in §2.5.2 but with different
projection factors, we obtained best-fit T3D and ρg profiles. The derived mass profiles
under various axis ratios a/c are shown in Figure 2-13. The uncertainties on Σ(r)
and M2D(r) are similar to those in Figures 2-11 and 2-12. We integrated the density
from z = −4.5h−1Mpc to +4.5h−1Mpc (≈ 3r200 for a/c=1) for all the cases. The
uncertainties of T3D and ρg profiles at large radii (& 10% at r = r500 and increasing
further afterward) does not significantly change the projected mass at smaller radii
(. 3% within 500h−1kpc).
The total mass enclosed within a sphere of radius r, M3D(r), and the spherically
averaged mass density, ρ(r), are basically unchanged under different assumptions of
triaxiality, considering the typical measurement uncertainty. The same conclusion
was drawn by Piffaretti et al. (2003) and Gavazzi (2005), though they assumed a β
or a NFW model with gas isothermality. For the azimuthally averaged surface mass
density Σ(r) or the projected mass within a cylinder of radius r, M2D(r), a factor of
2 or more difference can be easily made by increasing the ellipticity. An axis ratio of
0.6, giving M2D(< 45
′′) = 1.4 × 1014h−1M (by a factor of 1.6 increase), can resolve
the central mass discrepancy, but overpredicts the mass by ∼ 40% at large radii. For
a ratio of 0.7, the X-ray mass estimate data agrees with those of strong and weak
lensing within 1% (−1σ) and 25% (+1σ), respectively. Since the gas distribution is
rounder than that of the DM, a larger axis ratio than the finding of Gavazzi (2005)
is expected.
Not only does the projected mass increase with the triaxiality, but so also does
the steepness of the profile. This explains a higher than X-ray derived concentration
from the lensing data (§2.5.4). Although some attempts have been made to model the
lensing mass profile with a 3D triaxial halo (Oguri et al., 2005; Corless et al., 2009),
no significant constraint on the concentration parameter is obtained (Table 2.3). To
break the degeneracy between the triaxiality and the concentration, observations from
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Figure 2-13: Best-fit mass profiles for various axis ratios a/c from Model 1 (dash-dot
line), 2 (dotted line), 3 (solid line), and 4 (dashed line). Top left: total mass enclose
within a sphere of radius r, M3D(r). Top right: spherically average mass density ρ(r).
Bottom left: azimuthally average surface mass density Σ(r). Bottom right: projected
mass within a cylinder of radius r, M2D(r).
different prospective projections, such as X-ray, Sunyaev-Zel’dovich effect, or galaxy
kinematics, are always needed.
Riemer-Sørensen et al. (2009) conclude that A1689 harbors a cool core based on
the radial temperature profile and a hardness ratio map. From this, they conclude
that A1689 is relaxed, excluding the NE half of the cluster, where there is a low
mass substructure. Based on the derived temperature profile we disagree that A1689
contains a cool core. The temperature of the cluster varies radially from 9 to 11
keV with a slight drop only after 500 h−1kpc. This can not be characterized as
the properties of a cool core cluster. In fact, as shown in Andersson et al. (2009),
A1689 is an intermediate stage cluster in terms of central baryon concentration with
a minimal core temperature drop. This, does not necessarily provide evidence that
the cluster is disturbed but we do not either expect the properties of a cool core
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cluster. Hardness-ratio maps are very sensitive to accurate background subtraction,
especially for high energy splittings. We suspect that the hardness ratio map (S/H =
E[0.3 − 6.0]/E[6.0 − 10.0]) in Riemer-Sørensen et al. (2009), used as evidence for a
cool core, suffers from residual background. The ratio decreases rapidly with radius
from a central value of 2.2 and reaches 0.4 already at 3′. This is an extremely low ratio
for any reasonable cluster temperature and it is in disagreement with the observed
temperature profile. For comparison, a background-free spectrum from an isothermal
cluster at 10 keV would exhibit a count-ratio of ∼ 47 in ACIS-I given the energy
bands mentioned above. The usage of unsubtracted hardness-ratios in these bands
shows that the high-energy band has a significant fractional background contribution
and hence, is more spatially flat compared to the low energy band. This does not
provide information about the spatial distribution of gas temperatures in the ICM.
2.7 Summary
We have investigated a deep exposure of Abell 1689 using the ACIS-I instrument
aboard the Chandra X-ray telescope. In order to study the discrepancy of the gravi-
tational mass from estimates from gravitational lensing, to that derived using X-ray
data, we test the hypothesis of multiple temperature components in projection. The
result of a two-temperature model fit shows that it is very important to take into
account all details of the calibration of the instrument. We detect an additional ab-
sorption feature at 1.75 keV consistent with an absorption edge with an optical depth
of 0.13. In analyzing multiple additional datasets, we find similar parameter values
for this edge.
If the edge is not modeled, fitting the cluster data within 3′ strongly favors an
additional plasma component at a different temperature. However, when this ab-
sorption feature is modeled, the second component does not improve the statistic
significantly and the fit results is in better agreement with the XMM-Newton MOS
data. In all cases, a second component has to have T > 5 keV in order for the hot
component to agree with the cluster temperature predicted by Lemze et al. (2008a)
which is derived from lensing and SX profiles. This contradicts the assertion that
cool clumps are biasing the X-ray temperature measurements since these substruc-
tures would not be cool at all. We also find that, if the temperature profile of the
ambient cluster gas is in fact that of Lemze et al. (2008a), the “cool clumps” would
have to occupy 70-90% of the space within 250h−1kpc radius, assuming that the two
temperature phases are in pressure equilibrium. In conclusion, we find the scenario
proposed by Lemze et al. (2008a) unlikely.
Further studying the ratio of Fe xxvi Kα and Fe xxv Kα emission lines, we
conclude that these show no signs of a multi-temperature projection and the best fit
of this ratio implies a single temperature consistent with the continuum temperatures
from both XMM-Newton MOS and the Chandra data when the absorption edge is
modeled.
The discrepancy between lensing and X-ray mass estimates remains, particularly
in the r < 200 h−1kpc region. Our X-ray mass profile shows consistent results com-
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pared to those from weak lensing (e.g., Broadhurst et al., 2005b; Limousin et al.,
2007; Umetsu & Broadhurst, 2008; Corless et al., 2009). Strong lensing mass pro-
files from different studies generally give consistent results (e.g., Broadhurst et al.,
2005a; Halkola et al., 2006; Limousin et al., 2007), but none of them agrees with
those derived from X-ray observations (Xue & Wu, 2002; Andersson & Madejski,
2004; Riemer-Sørensen et al., 2009). Using a simple ellipsoidal modeling of the clus-
ter with the major axis along the line of sight, we find that the projected mass, as
derived from the X-ray analysis, increases by a factor of 1.6 assuming an axis-ratio
of 0.6. We conclude that the mass discrepancy between lensing and X-ray derived
masses can be alleviated by line of sight ellipticity and that this also can explain the
high concentration parameter found in this cluster.
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Chapter 3
Cluster mass, pressure and baryon
profiles from X-ray and Weak
lensing observations
3.1 Sample and Analysis
We select 18 clusters from the weak lensing sample of Hoekstra (2007) and 23 from
the weak lensing study of Okabe et al. (2010) which have archival X-ray data observed
with the Chandra Observatory. The former and the latter samples are carried out with
the Canada-France-Hawaii Telescope (CFHT) and the Subaru Telescope, respectively.
We shall call them CFHT and Subaru samples throughout the paper. The observation
details are listed in Table 3.1. Combining the two samples, we have a total of 33
clusters with temperatures in 4 − 11 keV at 0.15 < z < 0.55. The merging cluster
A115 from the Subaru sample is excluded from the X-ray and weak lensing comparison
because the lensing analysis is centered at the southern subcluster while our X-ray
measurement is focused on the brighter northern one with a well defined cool core.
Throughout this work, we assume a concordance cosmology with ΩM = 0.3, ΩΛ =
0.7 and H0 = 70 km s
−1 Mpc−1.
3.1.1 Lensing data
CFHT sample The sample of Hoekstra (2007) is chosen from the archival CFHT
data that have deep exposures in both B and R bands observed by the CFH12k
camera. Two clusters A370 and CL0024.0+1652 are included because of the well
known strong lensing feature. About a half of the rest are part of the the Canadian
Network for Observational Cosmology Cluster Redshift Survey (CNOC, Yee et al.,
1996) selected from the Einstein Medium Sensitivity Survey (EMSS, Gioia et al.,
1990), and the other half are from a CFH12k lensing survey (Bardeau et al., 2005)
drawn from the X-ray Brightest Abell Clusters Survey (XBACS, Ebeling et al., 1996).
Therefore this sample is mostly X-ray luminosity selected.
Source galaxies are selected from faint galaxies redder or bluer than the Red
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Table 3.1: Summary of sample
Name RA Dec z Chandra ObsID WL sample
(J2000) (J2000)
(1) (2) (3) (4) (5) (6)
MS0015.9+1609 00:18:33.4 +16:26:12 0.546 520 CFHT
CL0024.0+1652 00:26:35.8 +17:09:42 0.390 929 CFHT
A68 00:37:06.2 +09:09:33 0.255 3250 CFHT, Subaru
A115 00:55:50.6 +26:24:35 0.197 3233 Subaru
A209 01:31:53.0 −13:36:44 0.206 522,3579 CFHT, Subaru
RXJ0142.0+2131 01:42:03.5 +21:31:20 0.280 10440 Subaru
A267 01:52:42.2 +01:00:36 0.227 3580 CFHT, Subaru
A370 02:39:53.3 −01:34:35 0.373 515 CFHT
A383 02:48:03.4 −03:31:45 0.187 524,2320,2321 CFHT, Subaru
A521 04:54:08.0 −10:14:07 0.247 430,901 Subaru
A586 07:32:20.3 +31:37:56 0.171 530 Subaru
A611 08:00:56.8 +36:03:24 0.288 3194 Subaru
ZwCl0839.9+2937 08:42:55.9 +29:27:26 0.194 2224 Subaru
A697 08:42:57.6 +36:21:56 0.282 4217 Subaru
A750 09:09:12.6 +10:58:33 0.180 924 CFHT
A963 10:17:03.5 +39:02:52 0.206 903 CFHT, Subaru
A1689 13:11:29.5 −01:20:29 0.187 540,1663,5004,6930,7289 CFHT
A1763 13:35:18.9 +41:00:02 0.223 3591 CFHT
MS1358.1+6245 13:59:50.6 +62:31:05 0.329 516 CFHT
A1835 14:01:02.0 +02:52:42 0.253 495,496,6880,6881,7370 Subaru
ZwCl1454.8+2233 14:57:15.1 +22:20:35 0.258 543,4192 CFHT, Subaru
A2009 15:00:19.6 +21:22:11 0.153 10438 Subaru
ZwCl1459.4+4240 15:01:22.4 +42:20:46 0.292 7899 Subaru
MS1512.4+3647 15:14:22.5 +36:36:21 0.373 800 CFHT
MS1621.5+2640 16:23:35.6 +26:34:20 0.427 546 CFHT
A2218 16:35:52.6 +66:12:36 0.171 553,1454,1666 CFHT
A2219 16:40:20.3 +46:42:30 0.228 896 CFHT, Subaru
RXJ1720.1+2638 17:20:10.0 +26:37:30 0.161 304,1453,3224,4361 Subaru
A2261 17:22:27.1 +32:07:57 0.224 550,5007 Subaru
RXJ2129.6+0005 21:29:39.9 +00:05:21 0.234 552,9370 Subaru
A2390 21:53:36.8 +17:41:44 0.231 500,501,4193 CFHT, Subaru
A2485 22:48:30.9 −16:06:29 0.247 10439 Subaru
A2631 23:37:38.5 +00:16:13 0.278 3248 Subaru
Note. — Column (2), (3): the X-ray center, determined from a sum of three 2-dimensional β
models fit to the X-ray image.
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Cluster Sequence on the color-magnitude diagram. The remaining contamination by
blue member clusters is corrected by boosting the shear signal by the fraction of
excess number counts of galaxies. The weak lensing mass is determined from the
aperture mass densitometry method. The surface mass density of the outermost
annulus (10′−17′) is estimated from a best-fit NFW model with a halo virial mass
and concentration relation from simulations (Bullock et al., 2001). This model is
also used to convert the projected mass to the 3D mass. We use the converted 3D
mass given at R2500, R1000, and R500 from Mahdavi et al. (2008), which is taken from
Hoekstra (2007) but with an updated redshift distribution of Ilbert et al. (2006), and
refit the mass profile with the NFW model so that the mass at other radii can be
determined.
Subaru sample The sample of Okabe et al. (2010) is part of the Local Cluster
Substructure Survey (LoCuSS, Smith et al., 2010), selected from the ROSAT All-Sky
Survey catalogues (Ebeling et al., 1998, 2000; Bo¨hringer et al., 2004), observed with
Suprime-Cam camera in i′ and V bands. Source galaxies are selected similar to that of
Hoekstra (2007) but down to a slightly fainter magnitude, with redshift distributions
from Ilbert et al. (2009). Three clusters ZwCl0839.9+2937, A963, and A2009 do not
have V band data, so the lensing signal is measured from the faint galaxies. We take
the best-fit NFW model for the reduced shear from Okabe et al. (2010) as the lensing
mass profile.
3.1.2 X-ray data analysis
We extract the surface brightness profiles in adaptively binned annuli in the 0.7− 2.0
keV energy band, centered at the X-ray centroid determined from a sum of three
2-dimensional β models1 fit to the exposure corrected, point sources masked X-ray
image of the entire field of view of Chandra ACIS-I or ACIS-S3. The X-ray center is
listed in Table 3.1. Each radial bin is chosen to have a constant signal-to-noise ratio,
and this ratio is adjusted depending on the overall quality of the observation. When
the bin width is smaller than the PSF size or greater than a certain distance, it is
brought back into an appropriate range, so that we can adequately measure the radial
profile for the whole cluster. The X-ray spectrum is extracted in similar annuli, but
in much coarser bins than those used in the brightness profile.
To measure the projected temperature, we fit the spectrum with an absorbed
APEC model (Smith et al., 2001), using Cash statistic (Cash, 1979) in XSPEC (Ar-
naud, 1996). The background is modeled in a similar way of Leccardi & Molendi
(2008), consisting of
• cosmic ray induced background: power-laws plus several Gaussians, quiescent
components
• charged particle background: broken power-laws, also flaring components (Marke-
vitch et al., 2003)
1SX = SX0
(
1 + r
2
r2c
)−3β+1/2
(Cavaliere & Fusco-Femiano, 1978)
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• cosmic X-ray background (CXB): absorbed broken power-law
• galactic emission: absorbed thermal and unabsorbed thermal (e.g. Kuntz &
Snowden, 2000; Smith et al., 2007; Miller et al., 2008, and references within).
The X-ray backgrounds, charged particle and cosmic ray induced backgrounds, are
determined by ACIS-stowed data 2. The magnitudes of the sky backgrounds, CXB
and galactic backgrounds, are measured from blank-sky data 3 with X-ray background
components fixed at values determined from ACIS-stowed data. Any mismatch in the
galactic background of the cluster pointing and that of blank-sky data is corrected
by a spectral fitting in regions far from the cluster emission in the same field. The
formal error of the temperature includes the statistical uncertainty and the system-
atic uncertainty from the amplitude of X-ray and galactic backgrounds. The latter is
determined by the change to the best-fit temperature when the background normal-
ization is fixed at ±1σ from the nominal value for the galactic background or ±2% for
the X-ray background (Vikhlinin et al., 2005). These changes are separately added
the total uncertainty of the temperature in quadrature.
Following a similar procedure of Vikhlinin et al. (2006), we project the 3D tem-
perature and gas density models (Eqs. 2.4 and 2.5) along the line-of-sight and fit
to the observed projected temperature and surface brightness profiles. A weighting
method of Vikhlinin (2006), modified from Mazzotta et al. (2004), is used to predict
the temperature of a single-temperature fit to the multi-temperature emission from
3D space. For purely continuum spectra, the weighted (projected 2D) temperature
can be expressed as the following,
〈T 〉 =
∫
w T dV∫
w dV
, (3.1)
where w = ρ2g T
−α and α ' 0.75. For spectra mixed with lines and continua as in the
realistic case, the weighting method is non-analytic. See Vikhlinin et al. (2006) for
details.
Ideally fitting 3D temperature and gas density models should be done simultane-
ously, e.g. as been implemented in Sanderson & Ponman (2010), because converting
the count rate to the emission measure
∫
nenpdV needs the temperature for the cool-
ing function (Eq. 1.7), and calculating the projected 2D temperature requires the
3D gas density profile (Eq. 3.1). However, we find that the model can not fit the
projected temperature well because of the constraint from the surface brightness pro-
file, especially for data of very good quality. In any localized over-luminous region,
which can result from cluster asphericity, shock compression, or substructures, the
joint model will try decreasing the temperature to increase the emissivity at low en-
ergy instead of raising the gas density, which is usually not possible because the gas
model is tightly confined by neighboring brightness data. To overcome this, we fit
the temperature and the density iteratively. When fitting the temperature, the gas
density is fixed at the previously determined value, and versa.
2http://cxc.harvard.edu/contrib/maxim/stowed/
3http://cxc.harvard.edu/contrib/maxim/acisbg/
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Figure 3-1: Residuals of best-fit projected temperature (left) and emission measure
profiles (right), expressed as (data−model)/model. Also shown are mean residuals
(red triangles) and root-mean-square residuals (blue squares).
Although data in the central region have great statistical power, systematic uncer-
tainties such as from central AGN activities, the multiphase nature of the ICM, or the
validity of the model are difficult to address. Therefore we exclude both temperature
and surface brightness data inside of a 12 kpc radius (≈ 0.01R500) from the fit. This
cut-off radius may be chosen somewhat arbitrarily: e.g, Vikhlinin et al. (2006) used
5 − 80 kpc for the temperature data; Sanderson & Ponman (2010) used 5 − 20 kpc
for both temperature and surface brightness data. Ettori et al. (2010) used 50 kpc
for temperature data. But it generally does not affect the result at much larger radii.
The fitting is carried out by a Markov chain Monte Carlo (MCMC) method,
described in §3.1.3, which is computationally efficient for models with large numbers
of parameters (8 parameters in temperature and 10 parameters in gas density), and
has the advantage of rejecting unphysical parameters beforehand (e.g. parameters
that give negative total mass). The temperature and emission measure profiles along
with their best-fit models are shown in Appendix A.1 and A.2. Note that the best-fit
projected temperature profile, shown in the blue solid line in A.1, is for the illustrative
purpose only. The projected temperature is evaluated through the integration of the
3D temperature and the density over certain radial range. Its profile shape, unlike
that of the parametrized 3D temperature, depends on the radial bin adopted. We use
the same radial bin at which the projected temperature or the surface brightness are
measured when fitting the projected profiles. The integral is summed over to 4.5R500
(≈ 3R200).
In Figure 3-1 we plot the residuals of best-fit projected temperature and emission
measure profiles, expressed as (data−model)/model, for our whole sample of 32 clus-
ters (without A115). The mean and root-mean-square residuals in each radial bin
are shown in red crosses and blue squares, respectively. The projected temperature
profile is modeled with an accuracy of ≈ 2% on average and a scatter of 8%; the
emission measure profile is modeled better than 1% in 0.03− 1R500 with a scatter of
6%. Beyond R500, the deviation of the emission measure profile is about 3− 10%.
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3.1.3 The Markov chain Monte Carlo Method
A Markov chain is a sequence of model parameters constructed with the property
that the model parameters appear in the chain with a frequency proportional to
their posterior probability. The candidate parameter values are drawn from a prior
probability distribution, which is a Gaussian function with a variable width in our
case. We follow the approach of Peterson et al. (2007) to calculate the adaptive
step size which facilitates probing the parameter space. The algorithm also includes
some memory loss so that later steps are not heavily influenced by earlier steps.
These candidate parameters are accepted into the chain or rejected according to
the Metropolis-Hastings criterion (Metropolis et al., 1953; Hastings, 1970). If the
likelihood of the new point L1 is higher than the likelihood of the previous point L0,
then the new point is accepted. Otherwise, the point is accepted only if a uniform
random number between 0 and 1 is less than the ratio of likelihoods, L1/L0.
The likelihood is defined as
lnL = −1
2
∑
i
(Tdata,i − Tmodel,i)2
σ2T,i
− 1
2
∑
i
(SX data,i − SX model,i)2
σ2SX,i
(3.2)
The marginal posterior distribution for a particular parameter is obtained by
building the histogram of the parameter values from the chain. We quote the median
of the distribution as the best-fit value. The errors are 68% confidence intervals
around the median. We then use the whole sets of parameters to construct posterior
simulations for other unobserved quantities (e.g., the hydrostatic mass, the thermal
pressure, etc). Similarly, the median of the distribution is regarded as the best-fit
value and the uncertainty is 68% confidence intervals around the median.
Figure 3-2 shows the comparison of the mass distribution from the Markov chain
(solid line) and from the Monte Carlo realization of the original data (dashed line), a
commonly used approach for the uncertainty analysis. The latter method simulates
projected temperature and surface brightness profiles according to the observed data
and their measurement uncertainties. Errors are estimated through the distribution of
best-fit parameters from these simulated data. Both methods give consistent results.
3.1.4 Defining cluster morphological measures
The cuspiness parameter measured from the gas density profile, α = d ln ρg/d ln r
at r = 0.04R500 (Vikhlinin et al., 2007), can be used to quantify the extent of the
ICM cooling. Sanderson et al. (2009) find that the cut at α = −0.7 roughly divides
clusters into those with central gas entropy greater than 30 keV cm2 and those under,
which is a threshold for the onset of star formation (Rafferty et al., 2008) and for
harboring strong Hα and radio emitting brightest cluster galaxies (BCGs) (Cavagnolo
et al., 2008a). Using the same classification of Sanderson et al. (2009), we define cool
core (CC) and non-cool core (NCC) clusters as those with α below and above −0.7,
respectively. The cuspiness parameters are listed in Table 3.2.
To quantify the overall cluster morphology, we adopt power ratio and centroid
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Figure 3-2: Probability distribution of the X-ray mass of A383 at 1 Mpc constructed
from the Markov chain. Red solid and dotted lines show the median and its 68%
confidence interval, respectively. Also shown by the dashed curve is the distribution
from Monte Carlo simulations of the measured profiles.
shift methods. The power ratios Pm/P0 are the ratio between the power of multipole
moments of X-ray luminosity maps, created by a smoothed particle inference (SPI)
technique (§4.1). We choose an aperture radius of 0.5R500 so that most of the area
is entirely covered within the field-of-view of Chandra ACIS; while the centroid shift,
〈w〉, is the variation of the centroid with the radius, measured up to R500. Lower
values suggest a higher degree of relaxedness of the cluster. Details of the definition
and the calculation of power ratios and centroid shifts are described in §4.4 and §4.5.
Values are shown in Tables 4.1 and 4.2. Unlike the classification of CC and NCC
clusters in which there seems to be a certain threshold value for α, the distributions
of Pm/P0 and 〈w〉 appear to be unimodal (Figure 4-11). Furthermore, simulations
can not match the observed distributions of P2/P0 and P4/P0 well (Jeltema et al.,
2008), and the values of Pm/P0 highly depend on the chosen aperture. Because of
the lack of the reference work tailored to our observations, we divide the sample into
halves using the median of the distribution. We shall call those with lower than the
median power ratios or centroid shifts the low Pm/P0 or 〈w〉 clusters and the high
Pm/P0 or 〈w〉 clusters if their values are higher than the median.
3.2 X-ray Results
Table 3.2 summarizes X-ray properties of the sample.
3.2.1 Temperature profiles
In Figure 3-3, we plot the best-fit three-dimensional temperature models for the whole
sample. The temperature is scaled by TX , the spectroscopic temperature measured
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Table 3.2: Summary of cluster X-ray properties
Name nH TX R2500 M2500 fgas,2500 R500 M500 α CC Low P3/P0
(1020cm−2) (keV) (kpc) (1014M) (kpc) (1014M)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
MS0015.9+1609 3.99 7.7+0.4−0.4 482 2.9
+0.2
−0.2 0.142
+0.009
−0.011 1068 6.3
+0.5
−0.6 −0.32± 0.05
CL0024.0+1652 4.08 5.1+0.6−0.9 371 1.1
+0.1
−0.1 0.077
+0.009
−0.008 822 2.4
+0.4
−0.4 −0.73± 0.09 X
A68 4.83 7.4+1.0−0.9 561 3.2
+0.4
−0.4 0.095
+0.012
−0.010 1150 5.6
+0.8
−0.9 −0.44± 0.12 X
A115 5.35 6.7+0.3−0.2 438 1.4
+0.1
−0.1 0.109
+0.007
−0.007 1142 5.2
+0.5
−0.4 −1.109± 0.005 X
A209 1.46 7.2+0.4−0.4 500 2.2
+0.1
−0.1 0.118
+0.007
−0.007 1191 5.9
+0.4
−0.3 −0.41± 0.06
RXJ0142.0+2131 6.27 6.4+0.7−0.6 511 2.5
+0.4
−0.3 0.105
+0.012
−0.013 1120 5.3
+0.7
−0.7 −0.41± 0.05
A267 2.65 6.8+1.1−0.5 540 2.8
+0.2
−0.2 0.089
+0.006
−0.006 1207 6.3
+0.7
−0.6 −0.29± 0.05 X
A370 2.99 8.2+0.5−0.5 509 2.8
+0.2
−0.2 0.099
+0.006
−0.005 1186 7.0
+0.6
−0.6 −0.31± 0.07
A383 3.44 4.5+0.2−0.2 473 1.8
+0.2
−0.1 0.093
+0.007
−0.008 936 2.8
+0.3
−0.2 −1.13± 0.01 X X
A521 4.79 5.7+0.2−0.2 283 0.4
+0.1
−0.1 0.123
+0.027
−0.022 1240 7.0
+0.5
−0.5 −0.01± 0.12
A586 4.84 5.7+0.5−0.5 505 2.2
+0.1
−0.1 0.102
+0.007
−0.006 1047 3.9
+0.4
−0.4 −0.59± 0.04 X
A611 4.44 7.2+0.5−0.6 527 2.8
+0.2
−0.2 0.096
+0.007
−0.006 1203 6.6
+0.8
−0.8 −0.63± 0.03 X
ZwCl0839.9+2937 3.94 4.1+0.5−0.3 431 1.4
+0.1
−0.1 0.082
+0.006
−0.006 984 3.3
+0.5
−0.4 −0.88± 0.02 X X
A697 2.89 9.9+0.7−0.7 585 3.8
+0.3
−0.3 0.122
+0.008
−0.008 1374 9.8
+1.0
−1.0 −0.24± 0.03
A750 3.16 4.2+0.2−0.2 458 1.6
+0.1
−0.1 0.099
+0.007
−0.006 915 2.6
+0.2
−0.2 −0.40± 0.05 X
A963 1.27 5.8+0.3−0.3 534 2.7
+0.2
−0.1 0.102
+0.006
−0.008 1101 4.7
+0.4
−0.3 −0.67± 0.02 X
A1689 1.82 9.1+0.2−0.2 691 5.7
+0.3
−0.2 0.100
+0.004
−0.005 1438 10.2
+0.7
−0.8 −0.882± 0.005 X X
A1763 0.82 7.5+0.5−0.5 523 2.5
+0.1
−0.1 0.112
+0.007
−0.006 1224 6.5
+0.5
−0.4 −0.27± 0.05
MS1358.1+6245 1.88 8.0+1.0−0.8 562 3.6
+0.3
−0.3 0.079
+0.006
−0.005 1294 8.7
+1.3
−1.9 −1.07± 0.03 X
A1835 2.04 9.1+0.2−0.2 673 5.6
+0.6
−0.3 0.108
+0.006
−0.010 1396 10.0
+0.8
−0.8 −1.258± 0.002 X X
ZwCl1454.8+2233 3.15 4.7+0.2−0.2 432 1.5
+0.1
−0.1 0.134
+0.005
−0.007 906 2.8
+0.1
−0.1 −1.07± 0.01 X X
A2009 3.31 6.3+0.4−0.4 574 3.1
+0.3
−0.3 0.087
+0.008
−0.008 1102 4.4
+0.5
−0.6 −0.99± 0.02 X X
ZwCl1459.4+4240 1.39 6.5+1.4−1.0 515 2.6
+0.4
−0.4 0.091
+0.015
−0.011 1067 4.7
+1.2
−0.9 −0.66± 0.11
MS1512.4+3647 1.45 4.5+0.5−0.5 351 0.9
+0.1
−0.1 0.096
+0.008
−0.008 905 3.1
+0.6
−0.4 −0.87± 0.03 X
MS1621.5+2640 3.29 5.9+0.7−0.7 414 1.6
+0.3
−0.2 0.095
+0.016
−0.013 875 3.0
+0.6
−0.5 −0.07± 0.09
A2218 2.66 5.9+0.2−0.2 517 2.3
+0.1
−0.1 0.105
+0.003
−0.003 1084 4.3
+0.2
−0.2 −0.12± 0.06
A2219 1.68 11.2+0.6−0.4 697 6.1
+0.2
−0.2 0.116
+0.005
−0.004 1557 13.5
+0.9
−1.0 −0.22± 0.03
RXJ1720.1+2638 3.45 7.3+0.3−0.3 566 3.0
+0.2
−0.1 0.098
+0.005
−0.007 1240 6.4
+0.3
−0.4 −1.109± 0.008 X X
A2261 3.18 6.7+0.4−0.3 544 2.9
+0.2
−0.1 0.119
+0.006
−0.007 1145 5.3
+0.4
−0.4 −0.73± 0.02 X
RXJ2129.6+0005 3.69 6.4+0.3−0.3 581 3.5
+0.4
−0.3 0.093
+0.010
−0.009 1098 4.8
+0.5
−0.5 −1.06± 0.01 X X
A2390 6.19 11.2+0.4−0.4 784 8.6
+1.0
−0.6 0.092
+0.007
−0.009 1453 11.0
+0.9
−1.2 −1.035± 0.003 X X
A2485 3.05 5.7+0.8−0.7 464 1.8
+0.2
−0.2 0.087
+0.009
−0.008 1082 4.6
+0.7
−0.7 −0.59± 0.07 X
A2631 3.64 6.8+0.7−0.6 503 2.4
+0.3
−0.2 0.122
+0.013
−0.012 1124 5.4
+0.8
−0.7 −0.26± 0.11
Note. — Column (3): the spectroscopic temperature measured within 0.15 − 1R500; Column (9): the cuspiness parameter at
r = 0.04R500; Column (10): whether the cluster is a cool core cluster (α < −0.7); Column (11): whether P3/P0 of the cluster is
below the median value of the sample.
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Figure 3-3: Top: best-fit three-dimensional temperature profiles. Cool core and non-
cool core clusters are plotted in black and red. Solid (dotted) lines show the radial
range where the projected temperature (surface brightness) is measured. Middle: the
average profiles for the total and CC samples, shown in thick solid and dash-dotted
lines, respectively. The shaded region represents the rms scatter of the average profile.
Also shown are the mean profile of Vikhlinin et al. (2006) (V06), from a sample
of nearby Chandra relaxed clusters (dashed yellow line), and the median profile of
Arnaud et al. (2010) (A10), from a sample of local clusters observed with XMM-
Newton (solid green line). Bottom: the ratio of V06 to the average of our CC sample
(dashed yellow) and A10 to the average of our total sample (solid green). The shaded
regions shows the scale of the scatter of the average profile.
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within 0.15−1 R500, where R500 is determined iteratively from the self-similar M500−
YX relation of Vikhlinin et al. (2009a, V09 hereafter) . Given a tentative R500, we
determine YX ≡ Mgas(< R500)TX [0.15−1R500]. A new R500 can be estimated from the
M500 − YX relation and YX is measured again. This procedure is continued until
convergence is reached. Values of TX are listed in Table 3.2. Cool core (CC) and
non-cool core (NCC) clusters are plotted in black and red, respectively.
Although we distinguish CC and NCC clusters on the basis of gas density slope
alone, cool core clusters also have a stronger decrement in central temperature than
non-cool cores. The average temperature of cool core clusters (dash-dotted line) is
about 50% lower than that of the total sample (solid line) at 0.01R500. The average is
obtained from the median of temperature profiles, so that the result will not be biased
toward the brightest ones, which are all strong cool core clusters. To estimate the
uncertainty in the average profile in such a way as to account for the large variation
in data quality within our sample (net photon counts range from 4000 to 472000),
we generate N sets of samples, Gaussian-distributed around the data point with a
dispersion the same as the data uncertainty, which includes errors in scaling quantities
TX and R500. The error of R500 comes from YX and ≈ 5% statistical error in the
normalization of the observed M500 − YX relation of V09. A median is computed
for every realization of the whole cluster sample. The middle 68 percentile of those
medians from N realizations is regarded as the uncertainty of the average profile.
Also plotted in Figure 3-3 are the mean profile of Vikhlinin et al. (2006) (V06) 4,
from a sample of nearby relaxed Chandra clusters which are all CCs by our definition
(dashed yellow line), and the median profile of Arnaud et al. (2010) (A10), from
a sample of local XMM-Newton clusters mixed with CCs and NCCs (solid green
line). The average temperature of A10 is scaled by TX [0.15−0.75R500], the spectroscopic
temperature measured within 0.15 − 0.75R500. We convert it to our defined TX by
TX [0.15−1R500]/TX [0.15−0.75R500] = 0.97± 0.01, a relation found in our sample, consistent
with that of Sun et al. (2010), 0.95± 0.02.
Our average temperature profile for the total and CC samples agree within 10%
of those of A10 and V06, respectively, at r . 0.6R500, but gradually deviate from
those beyond that radius. The differences at R500 are 21% and 15%, respectively,
which are comparable to the 1σ rms scatter of our profiles at that radius (Figure 3-3,
bottom panel). The temperature at the cluster outskirt is more sensitive to errors in
the background modeling, but background uncertainties are expected to produce a
systematic bias in the temperature at R500 at only the 1-8% level (see Table 3.6 and
accompanying discussion below).
This somewhat flatter temperature profile at large radii compared to A10 and
4V06 derived a temperature profile scaled by Tmg, the gas-mass-weighted temperature,
T (x)
Tmg
= 1.35
(x/0.045)1.9 + 0.45
(x/0.045)1.9 + 1
1
(1 + (x/0.6)2)0.45
, (3.3)
where x = r/R500. We convert Tmg to TX by assuming TX = 1.11Tmg, an approximation from V06.
The index of 0.45 to the second component of the profile was missing in V06, though it can be easily
determined from their Figure 16. The corrected form is also explicitly shown in other works (e.g.,
Vazza et al., 2009; Andersson et al., 2010).
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Figure 3-4: Scaled average projected temperature profiles for the total and CC sam-
ples, shown in thick solid and dash-dotted lines, respectively. TM is the average
projected temperature outside the core. The shaded region represents the rms scat-
ter of the average profile. Also shown is the mean profile of Leccardi & Molendi (2008)
(crosses), from a sample of 0.1 . z . 0.3 clusters observed with XMM-Newton.
V06 is similar to the finding of Leccardi & Molendi (2008, L08 hereafter) that their
average projected temperature profile is the flattest among all other works (De Grandi
& Molendi, 2002; Vikhlinin et al., 2005; Pratt et al., 2007) beyond 0.2R180, measured
from ≈ 50 hot, intermediate redshift (0.1 . z . 0.3) clusters observed with XMM-
Newton. L08 concluded that the discrepancy, although still within 2−3σ, is probably
of systematic origin related to the analysis technique and the background treatment.
Since our temperature measurement closely followed the approach of L08 that the
background is modeled, instead of subtracted, and the spectral fitting is utilizing the
Cash statistic rather than the χ2, a higher temperature at large radii compared to the
measurement from the conventional method is not unexpected (Leccardi & Molendi,
2007).
Figure 3-4 shows the average projected temperature profiles in comparison with
L08. The temperature is scaled by TM, computed by fitting the projected temperature
profile outside the core (r > 0.15R500) with a constant, and the radius is scaled by
R180 = 1780(TM/5keV)
1/2E(z)−1 kpc, the same definition used by L08 from Arnaud
et al. (2005). The profile of L08 is in good agreement with our average projected
temperature profile for the total sample at r & 0.1R180 (thick solid line) and consistent
with that of our CC sample at small radii (dash-dotted line). Although the sample of
L08 consists both of CC and NCC clusters, their mean profile is the weighted average
one which unavoidable favors CC clusters, thus close to our average CC profile.
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Table 3.3: Tmg/TX ratios
Tmg/TX reference note
X-ray observations
0.98± 0.01 this work [0.15, 1]R500
0.90 Vikhlinin et al. (2006) 70kpc−R500
0.924± 0.004 Arnaud et al. (2010) TX : [0.15, 0.75]R500, Tmg: [0, 1]R500
SZ observations
0.82± 0.07 Andersson et al. (2010) [0, 1]R500
simulations
1.14− 1.20 Mathiesen & Evrard (2001) [0, 1]R500, for 3− 10 keV clusters a
0.96− 1.00 Valdarnini (2006) [0, 1]R500, for 3− 10 keV clusters
0.88− 0.89 b Nagai et al. (2007b) [0.15, 1]R500, Tmg from mock data
0.89− 0.93 b Nagai et al. (2007b) [0.15, 1]R500, Tmg from simulations
aTmg/TX is inversely proportional to TX .
blower (higher) value for more relaxed (unrelaxed) clusters.
We note that our clusters are more massive and distant (M ≈ 7 × 1014M, z ≈
0.23) than those of V06 (M ≈ 4 × 1014M, z ≈ 0.08) or A10 (M ≈ 3 × 1014M,
z ≈ 0.12), which could contribute to some of the difference in temperature, though
L08 do not find a clear evolution in the projected temperature from z = 0.1 to 0.3.
Because of differences in the temperature and its slope at large radii, our M500
for the CC cluster is expected to be 7% higher than those whose temperature profiles
follow that of V06 or 4% lower than those resemble to that of A10 for the total sample,
if gas density profiles are similar to ours5. In addition to the effect on the hydrostatic
mass, the gas mass weighted temperature Tmg within R500 will be higher than those
of V06 and A10 as the temperature does not decrease as much as those at large radii.
In Table 3.3 we compare our measured Tmg/TX with values reported in the literature.
This ratio is equivalent to YSZ,sph/YX divided by a constant
σT
mec2
1
µemp
, where YSZ,sph
is the spherically integrated Compton parameter y (Eq. 1.35) over a cluster.
The flatter temperature profile we find makes it even harder to reconcile with
the Sunyaev-Zeldovich (SZ) data, as the X-ray data of nearby massive clusters from
V06, A10, and V09 have already overpredicted the SZ signal from WMAP data by
20−30% (Komatsu et al., 2011). A slightly lower discrepancy of 10% is also found in
5The hydrostatic mass at a given overdensity is M∆ ∝ −T 3/2(d log T/d log r + d log ne/d log r)3/2
(see Appendix A of Vikhlinin et al., 2006). Our average d log ne/d log r is −1.86 at R500 and
d log T/d log r is −0.31 and −0.38 for the total and CC samples, respectively
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Andersson et al. (2010) for SZ data of the South Pole Telescope, but an agreement is
claimed by Sehgal et al. (2011) with SZ data from the Atacama Cosmology Telescope.
3.2.2 Gas density profiles
Figure 3-5 shows the best-fit gas density profiles scaled by the mean gas density
within R500, 〈ne〉R500 , in comparison with A10 (dashed line). Our average profile
agrees within ≈ 10% of that of A10 out to R500.
3.2.3 Thermal pressure profiles
Figure 3-6 shows the thermal pressure profiles of our sample. Following the convention
of Nagai et al. (2007a) and A10, we plot the thermal pressure, Pth = ngas T , in terms
of the characteristic pressure,
P500 = ngas, 500 T500, (3.4)
Also shown is the pressure profile from A10 (dashed line), derived from combining the
observed pressure profile of a representative XMM-Newton sample of 33 local clusters
in the radial range of 0.03 − 1R500 and the simulated pressure profile in 1 − 4R500,
which is a generalized NFW (GNFW) model proposed by Nagai et al. (2007a),
P (x)
P500
=
P0
(c500x)γ [1 + (c500x)α]
(β−γ)/α , (3.5)
where x = r/R500, parameters
[P0, c500, γ, α, β] = [8.130 h
−3/2
70 , 1.156, 0.3292, 1.0620, 5.4807], (3.6)
from results based on the M500−YX relation of A10 with a standard slope. Although
we adopt a different M500 − YX relation, R500 from A10 agrees with that of V09 at
1% level.
Our average pressure profile (solid line) agrees with A10 profile at ≈ 10% level
within 0.7R500, including the core region where A10 is extrapolated. At large radii,
it is not as steep as that of A10, just as our temperature profile is flatter than theirs
(Figure 3-3). The difference at R500, 20%, is almost the same as the difference in the
temperature profile, as expected since the scaled gas density agrees well with A10.
Ignoring the discrepancy at large radii which comes from the temperature, the A10
profile indeed characterizes the cluster pressure profiles and clusters do follow the
standard self-similar scaling in general. It is also shown that the A10 profile can be
applied to local galaxy groups (Sun et al., 2010).
Our average pressure profile can be fit accurately by a GNFW model (dash-dotted
line), with parameters
[P0, c500, γ, α, β] = [16.20
+7.44
−2.30 h
−3/2
70 , 5.52
+0.43
−2.71, 0.28
+0.05
−0.11, 1.47
+0.18
−0.52, 2.43
+0.99
−0.09]. (3.7)
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Figure 3-5: Top: best-fit gas density profiles scaled by the mean gas density within
R500, 〈ne〉R500 . Cool core and non-cool core clusters are plotted in black and red.
Solid (dotted) lines show the radial range where the projected temperature (surface
brightness) is measured. Middle: the average profile for the total sample. The shaded
region represents the rms scatter of the average profile. Also shown is the median
profile of Arnaud et al. (2010) (A10), from a sample of local clusters observed with
XMM-Newton (dashed line). Bottom: the ratio of A10 to our average profile (dashed
line). The shaded region shows the scale of the scatter of the average profile.
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Errors are at 95% CL.
If there are systematic offsets in temperature and gas density between our Chandra
and A10 XMM-Newton sample, then the pressure will not scale the same as each other
because P500 ∝M2/3500 ∝ Y 2/5X does not change accordingly to the bias of the pressure.
Assuming that T and ne are overestimated by a constant factor of 10%, for a gas
density profile that is similar to ours, R500, Mgas(< R500), 〈ne〉R500 , YX , and P500 will
be biased high by 5%, 17%, 1%, 29%, and 11%, respectively (here we ignore subtle
changes in TX due to R500). This shifts the scaled pressure profile P/P500 up by 9%
and left by 5% from the original. At the same time T/TX (Figure 3-3) is shifted left
by 5% and ne/〈ne〉R500 (Figure 3-5) is shifted left by 5% and up by 9%, which are not
that different from the original regarding the intrinsic scatter in the temperature and
gas density.
3.2.4 Systematic errors in X-ray analysis
3.2.4.1 Gas profile modeling
Although the gas density and temperature profiles can be adequately fitted by Eqs.
2.4 and 2.5, there is still 1 − 5% residual on the surface brightness and projected
temperature profiles within 1.5R500 on average (Figure 3-1). To estimate how this
deviation affects other X-ray derived quantities, such as the gas mass and the hydro-
static mass, we simulate 3D temperature and gas density profiles centered around the
average profile of our sample, assuming the profiles follow the Gaussian distribution
at each radial bin. We vary the center and the width of the Gaussian until the sim-
ulated 2D temperature and emission measure profiles, projected from simulated 3D
profiles, produce similar deviation from the original 2D profiles, calculated from the
averaged best-fit 3D profiles of our sample, as real data exhibit. This procedure is
carried out by MCMC (§3.1.3) because of the large number of degrees of freedom in
the parameter space (N = 2× number of radial bins).
Table 3.4 shows the observed fractional residuals of projected temperature and
emission measure profiles in comparison with those from simulated 3D profiles. Our
reconstructed profiles are in good agreement with the observed projected profiles.
The mean, in the fractional difference from the original 3D profile, and the width,
in the fractional difference from the mean, of the Gaussian at different scaled radii
are shown in the middle of Table 3.4. The resulting deviations of the hydrostatic
mass MX , gas mass Mgas, gas mass fraction fgas, and gas thermal pressure PX from
the original averaged profiles are listed in the bottom of the table. To avoid bias
from parametrizing 3D temperature and density profiles again, we calculate these
derived quantities from simulated gas profiles directly rather than from their best-fit
gas models.
Because our emission measure profile is fitted fairly well, combined with the fact
that the deviation of the gas density profile should be generally less than that of the
emission measure profile since the former is from the integration of the gas density,
we do not detect any obvious bias in the gas density or the total gas mass within
1.5R500. However, the simulation shows that the 1 − 3 % positive residual of the
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Figure 3-6: Top: best-fit thermal pressure profiles. Cool core and non-cool core
clusters are plotted in black and red. Solid (dotted) lines show the radial range where
the projected temperature (surface brightness) is measured. Middle: the average
profile for the total sample. The shaded region represents the rms scatter of the
average profile. Also shown are the median profile of Arnaud et al. (2010) (A10),
from a sample of local clusters observed with XMM-Newton (dashed line) and the
best-fit GNFW model for our average profile (dash-dotted line). Bottom: the ratio
of the A10 profile and the best-fit GNFW model to our average profile (dashed and
dash-dotted line, respectively). The shaded region show the scale of the scatter of
the average profile.
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projected temperature at 0.2−0.6R500 could lead an underestimate of T3D by 2−7 %
around this region, and a corresponding overestimate of the thermal pressure. The
effect on MX is not that clear, because the deviation of MX depends on the derivative
of the temperature and gas density residuals which themselves are not significant
compared to the uncertainty. There could be a few percent overestimate at 0.2R500
and 20± 11 % underestimate at 1.5R500.
We also look into how the scatter on the projected profiles widen the uncertainty
of other quantities. Similar to the method used above, we simulate 3D profiles to
match the observed dispersions of the projected temperature and the emission mea-
sure profiles. We fix the center the Gaussian distribution at the value of our averaged
3D profile and adjust the width of the Gaussian. MX , Mgas, fgas and PX are now
calculated from the best-fit models of simulated 3D gas profiles instead of from simu-
lated profiles directly, in order to achieve the best measurement results possible. The
observed scatter of projected profiles, the dispersion of simulated gas profiles and the
spreading of derived quantities are listed in Table 3.5.
The dispersion of T3D is similar to that of T2D. The dispersion of ne is about a half
of that of the emission measure at large radii. At inner radii, where the projection
from outer layers attributes some errors, the dispersions are similar.
3.2.4.2 Background subtraction
Although uncertainties associated with X-ray backgrounds affect both temperature
and surface brightness measurements, their effect on the derived X-ray quantities is
expected to be reduced when calculating the average profile of those quantities. This
is because the errors from the backgrounds contribute to the random measurement
errors. To address the effect of backgrounds on the average gas profiles, we vary the
sky background by ±1σ and the particle background by 2% separately and perform
the same procedure described in §3.1.2 for all our clusters. We average the fractional
changes on derived quantities from the nominal best-fit values weighted by the mea-
surement errors of those quantities across the sample. Table 3.6 lists the systematic
deviation caused by the backgrounds at different scaled radii.
T3D is more sensitive to the particle background than to the sky background,
whereas the opposite is true for ne. Because T3D and ne are correlated with the
backgrounds in the same way, PX is the most subject to the background, with 3−9 %
differences at R500 for each background change. MX varies ∓(4 ± 2)% with ±2%
changes of the particle background at R500 , but does not appear to have a clear
trend with the variation of the sky background. fgas has similar but inverse changes
as MX does. Mgas is least affected by the backgrounds among all the quantities, with
a deviation about 1% at R500.
3.2.4.3 Forward v.s. Backward methods
Another commonly used approach to derive X-ray masses is the backward method,
named by Meneghetti et al. (2010), to be distinguished from our approach called
forward method. The backward method starts with a functional form of the total
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Table 3.4: Systematic deviations from the averaged best-fit profile
(X −Xave)/Xave
0.2R500 0.45R500 1.0R500 1.5R500
Observed and reconstructed projected profiles a
T2D obs. 0.01± 0.01 0.03± 0.02 −0.03± 0.05 −0.05± 0.06
T2D rec. 0.01± 0.02 0.04± 0.02 −0.02± 0.06 −0.05± 0.06
EM obs. 0.00± 0.01 −0.00± 0.01 0.03± 0.02 −0.02± 0.04
EM rec. 0.00± 0.00 −0.01± 0.01 0.03± 0.02 −0.03± 0.03
Reconstructed 3D profiles b
T3D −0.00± 0.01 0.07± 0.01 0.03± 0.01 0.01± 0.01
σT3D 0.03± 0.01 0.02± 0.01 0.08± 0.01 0.07± 0.01
ne −0.00± 0.01 −0.01± 0.01 0.02± 0.01 0.01± 0.01
σne 0.01± 0.01 0.00± 0.01 0.02± 0.01 0.01± 0.01
Deviations of other X-ray derived quantities c
MX −0.06± 0.06 0.03± 0.04 −0.00± 0.16 0.20± 0.11
Mgas −0.00± 0.01 −0.00± 0.01 0.00± 0.01 0.01± 0.01
fgas 0.08± 0.05 0.02± 0.04 0.02± 0.11 −0.08± 6.40
PX −0.00± 0.03 0.04± 0.02 0.06± 0.09 0.02± 0.07
aThe observed mean fractional residual of the projected temperature and
the emission measure (see Figure 3-1) in comparison with the deviation of
the simulated profile from the observed averaged value.
bThe mean (in the fractional difference from the observed averaged
value) and the width (in the fractional difference from the mean) of the
Gaussian distribution of simulated 3D profiles.
cThe fractional deviation of the simulated profile from the observed av-
eraged profile.
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Table 3.5: Dispersions from the averaged best-fit profile
stdev(X)/〈X〉
0.15R500 0.45R500 1.0R500 1.5R500
Observed and reconstructed projected profiles
T2D obs. 0.08 0.12 0.13 0.14
T2D rec. 0.09 0.12 0.13 0.14
EM obs. 0.05 0.07 0.15 0.33
EM rec. 0.05 0.07 0.15 0.32
Reconstructed 3D profiles
T3D 0.14 0.17 0.15 0.14
ne 0.05 0.06 0.09 0.15
Dispersions of other X-ray derived quantities
MX 0.05 0.06 0.09 0.10
Mgas 0.02 0.02 0.02 0.04
fgas 0.05 0.05 0.09 0.11
PX 0.05 0.06 0.08 0.12
mass, with the gas density inferred from the observed surface brightness profile, and
moves backward to predict either the projected or deprojected temperature via the
hydrostatic equilibrium equation,
−GµmpρgM
r2
=
d (ρg T3D)
dr
, (3.8)
where G is the gravitational constant, mp is the proton mass and µ is the mean
molecular weight. The model temperature is then compared with the observed one,
with a goodness of fit estimated by
χ2 =
∑
i
(Tdata,i − Tmodel,i)2
σ2T,i
, (3.9)
where Tdata is the either projected or deprojected temperature from the spectral fit;
Tmodel is predicted value from the hydrostatic equilibrium equation. Further detail of
this technique is described in Ettori et al. (2002).
Here we adopt the NFW profile (Eq. 1.12) for the total mass with two free
parameters in the backward method. The model 3D temperature is projected by the
spectral weighting scheme of Vikhlinin (2006) to be able to compare with the observed
temperature. The gas density is predetermined by fitting the surface brightness profile
with the projected model of Eq. 2.4 with n02 set to zero. We exclude the inner 50 kpc
temperature data from the fit, as suggested by Ettori et al. (2010). The comparison of
the hydrostatic mass from forward and backward methods at different radii is shown
in Figure 3-7.
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Table 3.6: Systematic uncertainties from the background subtraction
(X −Xnom)/Xnom
0.2R500 0.45R500 1.0R500 1.5R500
T3D
sky bkg. −1σ −0.01± 0.01 −0.00± 0.01 −0.01± 0.02 −0.02± 0.03
sky bkg. +1σ −0.01± 0.01 −0.01± 0.01 −0.02± 0.02 −0.01± 0.03
particle bkg. −2% 0.00± 0.01 0.02± 0.01 0.04± 0.02 0.06± 0.03
particle bkg. +2% −0.01± 0.01 −0.03± 0.01 −0.08± 0.02 −0.11± 0.03
ne
sky bkg. −1σ −0.00± 0.01 0.01± 0.01 0.03± 0.01 0.04± 0.01
sky bkg. +1σ −0.00± 0.01 −0.00± 0.01 −0.03± 0.01 −0.05± 0.01
particle bkg. −2% −0.00± 0.01 0.00± 0.01 0.01± 0.01 0.01± 0.01
particle bkg. +2% −0.00± 0.01 0.00± 0.01 −0.01± 0.01 −0.02± 0.01
MX
sky bkg. −1σ 0.01± 0.01 −0.02± 0.01 −0.02± 0.02 −0.03± 0.02
sky bkg. +1σ 0.02± 0.01 −0.00± 0.01 0.02± 0.02 0.02± 0.02
particle bkg. −2% 0.01± 0.01 0.00± 0.01 0.04± 0.02 0.05± 0.02
particle bkg. +2% 0.01± 0.01 −0.01± 0.01 −0.04± 0.02 −0.06± 0.02
Mgas
sky bkg. −1σ 0.00± 0.01 −0.00± 0.01 0.01± 0.01 0.02± 0.01
sky bkg. +1σ 0.00± 0.01 −0.00± 0.01 −0.01± 0.01 −0.02± 0.01
particle bkg. −2% 0.00± 0.01 0.00± 0.01 0.01± 0.01 0.01± 0.01
particle bkg. +2% −0.00± 0.01 −0.00± 0.01 −0.00± 0.01 −0.01± 0.01
fgas
sky bkg. −1σ −0.01± 0.01 0.02± 0.01 0.03± 0.02 0.05± 0.02
sky bkg. +1σ −0.01± 0.01 0.01± 0.01 −0.02± 0.02 −0.04± 0.02
particle bkg. −2% −0.00± 0.01 0.00± 0.01 −0.03± 0.02 −0.03± 0.02
particle bkg. +2% −0.00± 0.01 0.02± 0.01 0.05± 0.02 0.07± 0.02
PX
sky bkg. −1σ −0.01± 0.01 0.00± 0.01 0.03± 0.02 0.05± 0.03
sky bkg. +1σ −0.01± 0.01 −0.01± 0.01 −0.05± 0.02 −0.07± 0.03
particle bkg. −2% 0.00± 0.01 0.02± 0.01 0.06± 0.02 0.07± 0.03
particle bkg. +2% −0.01± 0.01 −0.03± 0.01 −0.09± 0.02 −0.13± 0.03
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Figure 3-7: Comparison of X-ray masses from forward and backward methods at
different radii. The solid line shows the best-fit linear relation and the dotted one
shows the line of the equality.
The masses from forward and backward methods are consistent with each other at
0.2 and 1 R500. However, at 0.45R500 (≈ R2500) the mass from the backward method
is 7 ± 1 % lower than that of the forward method and higher by 6 ± 3 % at 1.5R500
(≈ R200). This discrepancy can be fully explained by the residuals inherent from
both methods, shown in Figure 3-8. The emission measure profiles for both methods
show a similar level of the residual within 0.1−1R500, but the projected temperature
profiles have somewhat different trends of the deviation.
Similar to what we have done in §3.2.4.1, we start from the residual profiles for the
backward method and construct a sample of 3D gas profiles that match the observed
deviations. The simulation shows that the resulted mass is biased low by 12 ± 8 %
at 0.45R500 and low by 8± 5 % at 1.5R500 (Table 3.7). Compared to those from the
forward method, low by 3± 4 % at 0.45R500 and low by 20± 11 % at 1.5R500 (Table
3.4), this explains the 7± 1 % and 6± 3 % differences among the two methods at 0.45
and 1.5 R500, respectively. The same argument can be applied to other radii where
we have consistent results between the two methods.
The backward method with a simple assumption of the mass profile generally does
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Figure 3-8: Fractional residuals of best-fit projected temperature (left) and emission
measure profiles (right) from forward and backward methods. Note that inner 50 kpc
(≈ 0.04R500, dotted black line) temperature data are not included in the fit for the
backward method; inner 12 kpc (dotted red line) temperature and surface brightness
data are not included for the forward method.
not fit the temperature data as well as the forward method does. It underpredicts
T2D by 1− 5 % in 0.1− 0.45R500 and overpredicts it by 3− 13 % in 0.6− 1R500. The
residuals suggest that PX could be biased low by 8± 3% and high by 5± 2 % at 0.45
and 1 R500, respectively.
3.2.4.4 Chandra calibration
The calibration work of Nevalainen et al. (2010) show that the Chandra ACIS flux
is ∼ 2% and 3 − 11% higher than that of XMM-Newton EPIC in the 0.5 − 2 keV
and 2− 7 keV band, respectively. Since our gas density is measured in the soft band,
it should not be very different from the XMM-Newton measurement in this energy
band. However, if compared to the XMM-Newton measurement in other bands, the
gas density and the total gas mass can be possibly 1 − 6% higher than others as
ne ∝ S1/2X . As to the temperature, the Chandra measurement is 8− 15% higher than
that of XMM-Newton when the spectrum is fitted in the 0.5 − 7.0 keV band. As a
result, PX , MX , and fgas can be 11− 19% higher, 8− 15% higher, and 4− 12% lower
than those from XMM-Newton, respectively. However, the Chandra self-calibration
indicates that the temperature is at most 6% biased high (Vikhlinin et al., 2009a)
and the soft band flux is accurate to 3%6, corresponding to possible ±2%, −1− 7%,
0−6%, and −7−1% errors in Mgas, PX , MX , and fgas, respectively. If MX is estimated
at the overdensity radius, then M∆ can differ by up to 9% as δM∆/M∆ ∝ 1.5δT/T
(see Appendix A of Vikhlinin et al., 2006).
6http://cxc.harvard.edu/cal/Acis/Cal prods/qe/qe memo.ps
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Table 3.7: Systematic deviations from the averaged best-fit profile for the backward
method
(X −Xave)/Xave
0.2R500 0.45R500 1.0R500 1.5R500
Observed and reconstructed projected profiles a
T2D obs. 0.03± 0.01 0.03± 0.02 −0.13± 0.05 −0.17± 0.05
T2D rec. 0.04± 0.02 0.03± 0.02 −0.13± 0.04 −0.17± 0.05
EM obs. 0.01± 0.01 0.02± 0.01 −0.02± 0.02 −0.08± 0.04
EM rec. 0.01± 0.00 0.01± 0.01 −0.02± 0.01 −0.09± 0.05
Reconstructed 3D profiles b
T3D 0.03± 0.01 0.09± 0.01 −0.05± 0.01 −0.09± 0.01
σT3D 0.03± 0.01 0.02± 0.01 0.02± 0.01 0.04± 0.01
ne −0.00± 0.01 0.01± 0.01 −0.00± 0.01 −0.01± 0.01
σne 0.00± 0.01 0.00± 0.01 0.00± 0.01 0.02± 0.01
Deviations of other X-ray derived quantities c
MX −0.09± 0.06 0.12± 0.08 −0.01± 0.05 0.08± 0.05
Mgas −0.00± 0.01 0.01± 0.01 0.00± 0.01 −0.00± 0.01
fgas 0.12± 0.05 −0.07± 0.04 0.06± 0.03 0.04± 0.07
PX 0.03± 0.03 0.08± 0.03 −0.05± 0.02 −0.10± 0.04
aThe observed stacked fractional residual of the projected temperature
and the emission measure (see Figure 3-8) in comparison with the deviation
of the simulated profile from the observed averaged value.
bThe mean (in the fractional difference from the observed averaged
value) and the width (in the fractional difference from the mean) of the
Gaussian distribution of simulated 3D profiles.
cThe fractional deviation of the simulated profile from the observed av-
eraged profile.
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3.2.5 Comparison with other X-ray studies
3.2.5.1 Gas profiles
Figure 3-9 shows the comparison of temperature and emission measure profiles to
those of Vikhlinin et al. (2006) (V06) for A383 and A2390, the only two clusters that
are common to both samples. For A383, we have a good agreement with V06 on both
profiles between rmin and rdet, where rmin is the inner boundary of the radial range for
the temperature profile fit and rdet is the 3σ detection radius of the surface brightness
profile used by V06. However, for A2390, our temperature profile is quite different
from V06. Vikhlinin et al. (2005) reported that the column density found in Chandra
data was ∼ 1.6 times higher than the radio value in A2390, but our fit with nH
fixed at the radio value does not yield any obvious residual at the low energy band.
Furthermore, the cumulative gas mass fraction of A2390 from V06 is significantly
higher from those of other hot clusters in V06 sample, which could indicate that
the mass is underestimated because of the low temperature. The extended excess at
r ∼ 400kpc in the emission profile, which is either ignored or completely excluded
from the fit by V06, is likely the result of the central active galactic nucleus (AGN)
activities. AGN can produce energetic jets and bubbles, greatly modifying the gas
distribution, as observed in other clusters (McNamara et al., 2005).
3.2.5.2 Mgas
Figure 3-10 compares our estimates of Mgas to those from V06, Allen et al. (2008)
(A08), Croston et al. (2008) (C08), Maughan et al. (2008) (M08), Ettori et al. (2010)
(E10) and Zhang et al. (2010) (Z10)7. Mgas is calculated within the same R2500 or
R500 from those works. Our Mgas is consistent with V06
8 and E10, but 9% lower
than A08, 7% higher than M08 and 11% higher than C08. The greatest discrepancy
is found when comparing with Z08 from XMM-Newton measurements. Our Mgas is
consistently higher by 27% at both R2500 and R500. We can not explain this disagree-
ment since the systematic error from the background or modeling is typically at 1%
level and the uncertainty from the Chandra and XMM-Newton cross calibration is
approximately 6% (§3.2.4).
3.2.5.3 MX
Figure 3-11 compares our X-ray hydrostatic mass with those from other X-ray works.
The average ratio between our MX and others, Mreference, determined from FITEXY
fitting routine (Press et al., 1992), are listed in Table. 3.8. The comparison is taken
at the same radius quoted in the literature.
Because we have a distinctly different profile for one of the two clusters that are
in common with the sample of Vikhlinin et al. (2006) (V06), A2390 (§3.2.5.1), we
do not include it for the comparison. For the other cluster, A383, our M2500 and
M500 are consistent to those of V06 and errors of MX are comparable to theirs. We
7Mgas from V06, A10, and E10 are converted from fgas and MX
8Our Mgas is slightly higher than V06 because of A2390.
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Figure 3-9: Comparison of temperature (top) and emission measure (bottom) profiles
to the result of Vikhlinin et al. (2006) for A383 and A2390. rmin and rdet denote the
inner boundary of the radial range for the temperature profile fit and 3σ detection
radius of the surface brightness profile used by Vikhlinin et al. (2006), respectively.
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Figure 3-10: Comparison of Mgas with those of Vikhlinin et al. (2006) (V06), Allen
et al. (2008) (A08), Croston et al. (2008) (C08), Maughan et al. (2008) (M08), Ettori
et al. (2010) (E10) and Zhang et al. (2010) (Z10). Mgas is calculated within the same
radius from the reference works. Subscripts next to the plot label indicate the radius
(R2500 or R500) and numbers in the parentheses are the average ratios of our Mgas to
others. The dotted line shows the line of the equality.
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use the same Chandra data for A383, but employ a different error analysis. Our
uncertainty is estimated from the distribution of the Markov chain, whereas V06 use
Monte Carlo realizations of the original data. Both approaches yield comparable
results as expected (§3.1.3).
Our result is in good agreement with that of Mahdavi et al. (2008) at R1000 and
R500, but 12±3 % higher than theirs at R2500. Even with A2390 excluded, whose mass
seems to be higher compared to all other works, our mass is still 9± 3 % higher. We
note that Mahdavi et al. (2008) use the backward method with a NFW mass profile,
which could underestimate M2500 by 12 ± 8 % or differ from our forward method by
7± 1 % (§3.2.4.3). These numbers happen to explain the difference at R2500. Yet this
discrepancy is not found when comparing our M2500 to that of Allen et al. (2008),
who use a backward method as well.
Compared to 10 clusters9 of Zhang et al. (2010) (Z10) observed with XMM-
Newton, our masses are high by 13−26 % at 1−2σ level between R2500 and R500. Part
of the disagreement could arise from the systematic difference between XMM-Newton
and Chandra temperatures, causing 8− 15% errors (§3.2.4.4). However, contrary to
the high mass found in comparison with Z10, our M500 is 7 ± 4 % lower than that
of Ettori et al. (2010) from 10 XMM-Newton clusters. This suggests that there is at
least a ≈ 10% error from the analysis itself among these works.
We also compare the projected mass within 250 kpc (≈ 0.2R500 for our sample)
to that of Richard et al. (2010). The projected mass is integrated up to 4.5R500.
Since the gas models of Vikhlinin et al. (2006) do not guarantee the convergence of
the projected mass and the mass at r . 1.5R500 is purely an extrapolated value,
we include additional uncertainty of the mass estimated from the difference between
M2D(< 1.5R500) and M2D(< 4.5R500), which is usually less than few percents. Our
result is consistent within 4 ± 2 % of that of Richard et al. (2010). Clusters with
masses differed more than 2σ are A68 and A2390, where our masses are 1.8 and 1.2,
respectively, higher than theirs.
3.2.5.4 fgas
In this section we perform the sample-to-sample comparison of the cumulative gas
mass fraction fgas = Mgas(< r)/M(< r). Since f
X
gas is found to correlate with the
cluster mass or temperature (e.g., Mohr et al., 1999; Sanderson et al., 2003; Vikhlinin
et al., 2006; Sun et al., 2009; Pratt et al., 2010), we restrict the comparison to those
measured from hot clusters (T & 5 keV). Figure 3-12 plots fgas with the total mass
from MX , f
X
gas, as a function of the overdensity, along with those from Vikhlinin et al.
(2006) (V06)10. The sample of V06 is from nearby relaxed clusters, which are all CC
as well. Our fXgas from CC clusters (solid black lines) are fully consistent with those
of V06 (thick blue lines) at all radii.
In Table 3.9, we compile the average fgas at R2500 from the literature. Our f
X
gas is
in good agreement with that of V0611, but 13− 20% lower than those of Allen et al.
9not including A115 because we analyze A115N instead of A115S
10not including A2390 from V06
11Strictly speaking, we should compare our fXgas from the CC sample, 0.093 ± 0.003, to that of
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Figure 3-11: Comparison of MX with those of Vikhlinin et al. (2006) (V06), Allen
et al. (2008) (A08), Mahdavi et al. (2008) (M08), Zhang et al. (2010) (Z10), Ettori
et al. (2010) (E10), and Richard et al. (2010) (R10). MX is calculated at the same
radius quoted in reference works. Subscripts next to the plot label indicate the radius
(250 kpc, R2500, R1000 or R500) and numbers in the parentheses are the average ratios
of our MX to others. The mass of E10 is the projected rather than the 3D mass. The
dotted line shows the line of the equality.
Table 3.8: Comparison of X-ray hydrostatic Masses
Reference Data # of MX/Mreference σM/σM,ref
a
obj. 250kpc b R2500 R1000 R500 R2500 R500
Zhang et al. (2010) XMM 10 c · · · 1.26± 0.12 1.24± 0.12 1.13± 0.11 0.34± 0.16 0.36± 0.15
Mahdavi et al. (2008) Chandra 18 · · · 1.12± 0.03 1.03± 0.04 1.02± 0.05 0.73± 0.49 0.37± 0.27
Vikhlinin et al. (2006) Chandra 1 d · · · 1.06± 0.12 · · · 0.91± 0.13 0.99 0.84
Ettori et al. (2010) XMM 10 · · · · · · · · · 0.93± 0.04 · · · 0.78± 0.38
Allen et al. (2008) Chandra 6 · · · 1.04± 0.08 · · · · · · 0.54± 0.20 · · ·
Richard et al. (2010) Chandra 12 1.04± 0.02 · · · · · · · · · · · · · · ·
aThe ratio and its error are simply the mean and the standard deviation of the distribution of σM/σM,ref .
bprojected mass
cexclude A115.
dexclude A2390.
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Figure 3-12: Cumulative gas mass fraction as a function of the overdensity, determined
from MX . The solid black and dashed red lines show the gas mass fraction from cool
core and non-cool core clusters, respectively. Also shown in thick blue lines are fXgas
from Vikhlinin et al. (2006).
(2008) and Mahdavi et al. (2008). Allen et al. (2008) and Mahdavi et al. (2008) use
the backward method, which parametrizes the mass profile, instead of the forward
method modeling the temperature, as used by V06 and us. Our Monte Carlo analysis
of residual gas profiles for the backward method indicates that fXgas is biased high by
7±4%, compared to 2±4% low in the forward method (§3.2.4.1, §3.2.4.3). Although
not enough to solve the discrepancy, this difference is in the right direction. Note that
the above statement depends on the radial range used for the fitting and the specific
parametric models. It does not necessarily apply to the comparison to those works.
Nonetheless, it is generally expected that using fewer parameters with a wider radial
range causes a larger difference from our result.
Our average fXgas is consistent with that of Zhang et al. (2010), but it is probably
from a cancellation effect of MX and Mgas being biased by the same factor of ∼ 27%
(§3.2.5.2, §3.2.5.3). If comparing fgas with the total mass from weak lensing, fWLgas , we
find that our result is 18% higher than their fWLgas , again suggesting that our MX is
higher since their weak lensing mass MWL and part of our MWL are both taken from
Okabe et al. (2010).
3.3 Lensing Results
3.3.1 Best-fit masses and concentrations
Table 3.10 and 3.11 list the best-fit NFW mass and concentration parameters of
CFHT and Subaru samples, respectively. Small changes to the mass of Hoekstra
V06. Nevertheless, fXgas from the total and CC samples are both consistent with that of V06.
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Table 3.9: Comparison of fgas at R2500
Method Instrument value Reference
fXgas Chandra 0.096± 0.002 This work
fXgas Chandra 0.095± 0.002 Vikhlinin et al. (2006)
fXgas Chandra 0.110± 0.002 Allen et al. (2008)
fXgas Chandra 0.119± 0.006 Mahdavi et al. (2008)
fXgas XMM 0.101± 0.010 Zhang et al. (2010)
fWLgas Chandra+CFHT+Subaru 0.117± 0.007 This work
fWLgas XMM+Subaru 0.099± 0.008 Zhang et al. (2010)
Note. — derived from T & 5keV clusters with h = 0.7.
(2007) and Okabe et al. (2010) are made due to slightly different cluster redshifts
used here. Figure 3-13 shows the mass and concentration relation from these samples.
The CFHT sample (squares) is less concentrated than the Subaru sample (circles) on
average. The former adopted a simulated M200−c200 relation (Bullock et al., 2001) to
convert the projected mass to the 3D mass, while the latter treated the concentration
as a free parameter (see §3.1.1). The M200 − c200 relation of Bullock et al. (2001)
(dotted line) predicts a relatively lower concentration for halos of the same mass than
a more current simulation of Duffy et al. (2008) (dash-dotted line) does, which agrees
to the Subaru sample better.
3.3.2 Comparison between Suburu and CFHT samples
There are eight clusters that are both selected into the Subaru and CFHT samples.
In Figure 3-14, we compare the difference in MWL from these samples as a function of
the overdensity radius of those clusters. The ratio between the two mass estimates of
the same cluster is first calculated, and then a weighted average is computed across
the overlapping sample. We also plot the mass ratio for different types of clusters,
CC/NCC, high/low power ratios Pm/P0 and high/low centroid shifts 〈w〉, in Figure
3-14.
The CFHT weak lensing mass is systematically higher than the Subaru sample:
from a factor of 1.19±0.16 higher at R200 gradually decreasing to 1.00±0.13 at R5000,
where the overdensity radius is estimated from the CFHT sample. This difference is
probably from the concentration parameter measured or assumed in the mass profile
(Figure 3-13). As demonstrated in Mandelbaum et al. (2010), if the concentration
parameter is underestimated, the total mass will be biased high and vice versa. Since
the surface mass density can be determined up to a constant (e.g., Kaiser & Squires,
1993), this constant is particularly crucial to the absolute mass at large radii. There
is no significant correlation between the deviation in mass and the type of the cluster,
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Table 3.10: Best-fit M200 and c200 of MWL for CFHT sample
Name M200 c200
(1014M)
A68 9.90+8.06−2.09 3.58
+0.02
−0.02
A209 12.2+5.3−5.1 2.15
+1.27
−1.35
A267 9.20+6.37−1.80 3.21
+0.04
−0.03
A370 21.0+13.4−4.1 2.48
+0.07
−0.11
A383 9.00+10.81−7.26 1.35
+0.66
−0.81
A963 6.19+5.25−2.30 3.05
+0.32
−0.14
A1689 21.7+5.1−4.8 2.96
+0.80
−0.28
A1763 16.1+11.6−3.5 2.41
+0.01
−0.01
A2218 8.55+4.34−1.79 4.81
+1.16
−0.42
A2219 16.6+4.5−7.4 2.58
+0.06
−0.07
A2390 13.6+5.0−4.3 3.17
+0.03
−0.01
CL0024.0+1652 15.0+11.4−3.0 2.79
+0.10
−0.07
MS0015.9+1609 38.6+32.3−13.2 1.46
+0.07
−0.08
MS1358.1+6245 10.2+9.3−2.4 2.98
+0.01
−0.00
ZwCl1454.8+2233 7.60+6.16−2.38 2.79
+0.05
−0.02
MS1512.4+3647 4.84+10.01−3.19 1.96
+0.02
−0.03
MS1621.5+2640 13.8+10.8−4.5 2.19
+1.36
−1.45
A750 17.0+6.3−5.9 1.56
+0.80
−1.22
1015
M200 (M¯)
100
101
c 2
00
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CFHT
Duffy et al. 2008
Bullock et al. 2001
Figure 3-13: Best-fit mass and concentration parameters of Subaru (circles) and
CFHT (squares) samples. Also shown are the simulated relations of Bullock et al.
(2001) and Duffy et al. (2008) at z = 0.23.
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Table 3.11: Best-fit M200 and c200 of MWL for Subaru sample
Name M200 c200
(1014M)
A68 6.25+2.91−2.06 3.08
+2.69
−1.44
A209 15.3+3.6−2.8 2.06
+0.55
−0.48
RXJ0142.0+2131 5.39+1.48−1.21 5.53
+2.17
−1.51
A267 4.58+1.29−1.05 4.74
+1.72
−1.28
A383 4.48+1.42−1.06 7.10
+4.27
−2.49
A521 6.43+1.59−1.34 2.32
+0.81
−0.63
A586 9.12+3.58−2.57 6.69
+2.88
−2.05
ZwCl0839.9+2937 3.55+1.32−1.00 5.73
+4.10
−2.20
A611 7.56+1.99−1.61 3.22
+1.41
−0.97
A697 13.4+2.9−2.4 2.23
+0.67
−0.54
A963 7.54+2.35−1.72 1.95
+0.80
−0.63
A1835 15.2+4.1−3.2 2.54
+0.79
−0.63
ZwCl1454.8+2233 3.92+2.30−1.55 3.07
+2.75
−1.55
A2009 4.71+1.46−1.13 5.25
+1.96
−1.40
ZwCl1459.4+4240 5.24+1.79−1.43 5.04
+2.65
−1.72
RXJ1720.1+2638 5.02+2.04−1.51 7.08
+4.64
−2.55
A2219 11.0+3.1−2.5 5.40
+2.76
−1.74
A2261 11.3+2.4−2.0 4.73
+1.38
−1.05
RXJ2129.6+0005 7.49+3.05−2.19 2.54
+1.74
−1.07
A2390 9.79+2.31−1.95 4.88
+1.24
−1.03
A2485 5.11+2.06−1.55 2.69
+1.79
−1.14
A2631 6.34+1.39−1.19 6.11
+2.84
−1.82
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Figure 3-14: Weak lensing mass ratios between CFHT and Subaru samples as a
function of overdensity from CFHT data. Shaded regions show the 1σ uncertainty of
the ratios.
except possibly for high and low P3/P0 clusters. MCFHT/MSubaru for the high P3/P0
group is uniformly lower than that of low P3/P0 group, though the statistical error is
so large that this trend is not statistically significant in this relatively small sample.
3.3.3 Systematic errors in weak lensing analysis
3.3.3.1 Miscentering effect
An offset between the true mass center and the chosen one (here the BCG location)
leads a underestimate of the total mass. As the center moves farther from the true
position, the mass is underestimated more. Using the distribution of the offset be-
tween the BCG and X-ray center (Bildfell et al., 2008) as an estimate for that of the
true offset, Hoekstra et al. (2011) quantify the bias generally less than 5% for M2500
if the shear at r < 200 kpc is not used. The error on M500 should be far less than
that. Excluding more central data can lessen the bias from the miscentering but will
unfortunately increase the statistical error of the mass estimate.
3.3.3.2 Source redshifts
The conversion of the lensing signal to the absolute value of the mass requires the
redshift distribution of source galaxies. Since the redshift of individual source galax-
ies is often unavailable, the redshift distribution is typically estimated from detailed
photometric redshift surveys in other fields. The current uncertainty of the pho-
tometric redshift calibration is about 1-6% (Ilbert et al., 2009), depending on the
magnitude and the redshift of the galaxy. For a crude estimate, a 4% change in the
source redshift corresponds to a 2% change in the distance ratio Dls/Ds for a mean
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source redshift of 0.6 at z = 0.2. In addition to the redshift accuracy, the field-to-field
variation also needs to be taken into account. This may be estimated by comparing
different pointings from the surveys, but it does not include the effect of the cluster-
ing of source galaxies (Hoekstra et al., 2010). The number of sources is smaller at
small radii, resulting in a bigger variance in the redshift distribution in these regions.
Hoekstra et al. (2010) use a ray-tracing simulation up to z = 3 to study the effect of
distant LSS and the variation of the source redshift on the weak lensing measurement.
They find that the source variation alone causes 2% and 5% scatters in the best-fit
mass and concentration parameters, respectively, for z = 0.2 clusters. Based on their
result, we estimate that the 3D mass errors from the source redshift distribution are
3% and 2% at R2500 and R500, respectively. Together with the photometric redshift
uncertainty, the total errors are 4% and 3% for M2500 and M500, respectively.
3.3.3.3 Signal dilution from member galaxies
Lacking redshift information, the sample of source galaxies may unavoidably contain
unlensed objects from the foreground or the cluster itself, which dilute the lensing sig-
nal. The contamination by foreground galaxies can be counter accounted by 〈Dls/Ds〉,
calculated from a correct estimate of the redshift distribution in the field. Since the
cluster galaxy population is not included in such an estimate, it should be removed
from the source sample. Member galaxies, if included, can potentially lead a mass
underestimate as high as 50% especially in the inner region (e.g., Broadhurst et al.,
2005b). The source galaxies of Subaru and CFHT sample are both selected from faint
galaxies redder or bluer than the Red Cluster Sequence (Okabe et al., 2010; Hoekstra,
2007). Although this removes most of the cluster members, faint and blue members
may still be present. To account for this, Hoekstra (2007) apply an additional cor-
rection from the excess of the source number density relative to the background level
to boost the observed shear, which increases the mass by a few percent. Okabe et al.
(2010) do not correct for this, but their stacked number density of source galaxies for
the whole sample is close to a constant profile, suggesting that member galaxies are
properly excluded.
3.3.3.4 Shape measurement
The atmospheric seeing and PSF anisotropy distort the image and thus can possibly
bias the lensing signal if not properly corrected. However, since tests on simulated
data shows that the shear measurement can achieve an accuracy of 1− 2% under the
best analysis methods (Heymans et al., 2006; Massey et al., 2007), we shall assume
that it is not a major concern on the systematic error. Another consideration is the
shape noise from the intrinsic ellipticity of the galaxy, which is part of the statistical
error already and can be combated with a higher source galaxy density from deeper
observations. Simulations of Becker & Kravtsov (2010) suggest that MWL can be
biased more for low source galaxy densities. Their result shows that the mass bias
reduces from −9% to −6% when the source galaxy density of 10 galaxies/arcmin2
increases to 40 galaxies/arcmin2 for a NFW fit in the radial range of [1′, 20′] in 12
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logarithmic bins. A similar trend is observed in other fit ranges or numbers of data
bins used. Most of the bias is from the NFW modeling (§3.7.4), so we gauge an about
2% underestimate of the mass from the shape measurement for typical ground-based
observations with the source density between 10− 20 galaxies/arcmin2.
3.3.3.5 Weak lensing limit
The weak lensing distortion signal is from the reduced shear g = γ/(1 − κ), rather
than the tangential shear γ. In the weak lensing limit where the convergence κ 1,
γ can be approximated by g. However, if this (1− κ) factor is ignored at small radii,
the cluster mass will be overestimated by a few percent in these regions. Generally
this factor is neglected in the non-parametric measurement because the correction
requires an additional modeling, but it has been taken into account in the CFHT
sample by Hoekstra (2007). As to the Subaru sample, since the mass is from the
best-fit NFW model, the (1 − κ) factor has been modeled when fitting the reduced
shear profile.
3.4 X-ray vs. lensing mass profiles
Following the convention of Mahdavi et al. (2008), we calculate a∆ = MX/MWL at
different overdensity radii r∆ using FITEXY fitting routine (Press et al., 1992), which
minimizes an effective χ2 defined as
χ2 =
∑ (MX − a∆MWL)2
σ2MX + a
2
∆σ
2
MWL
, (3.10)
where σMX and σMWL are the errors of the X-ray and lensing masses at r∆ and the
summation sums over all the clusters in our sample. The uncertainty is estimated
by locating the value of a∆ at which χ
2 − χmin = 1, which corresponds to the 68%
confidence interval under the assumption of the χ2 distribution. r∆, where the en-
closed mass is ∆ times the critical density, is calculated from the best-fit NFW model
of weak lensing data. MX/MWL as a function of r∆ is plotted in Figure 3-15 and
summarized in Table 3.12.
We find that MX/MWL in general decreases with the radius, as also found in
Mahdavi et al. (2008) and the relaxed sample of Zhang et al. (2010) (but not the
total sample). However, there are large differences in the absolute scale of MX/MWL
between Suburu and CFHT samples and in comparison with other studies as well.
The mass ratio from the Subaru sample is systematically higher than that of the
CFHT sample, from 31 ± 9% higher at R500, gradually decreasing to 10 ± 11% at
R5000. This discrepancy resembles the difference of MWL seen in clusters that are
common to both samples (§3.3.2), from 15± 11% at R500 to 0± 14% at R5000. If we
add this difference in MWL to all MWL in CHFT sample, MX/MWL from both samples
are consistent with each other for the full radial range.
Zhang et al. (2010) from 12 LoCuSS clusters with MWL from Subaru data (Okabe
et al., 2010) and MX from XMM-Newton derived mass ratios of 1.01±0.07, 0.97±0.05,
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and 0.99± 0.07 at R2500, R1000, and R500, respectively. These values are ≈ 20− 35%
lower than those of our Subaru sample, whose MX is also from Okabe et al. (2010), at
2− 3σ significance. As found in §3.2.5.3 that their MX are systematically lower than
ours by 15− 30% from object-to-object comparisons, this should explain most of the
difference in MX/MWL. Mahdavi et al. (2008) from 18 Chandra clusters with MWL
from Hoekstra (2007) found ratios of 1.03±0.07, 0.90±0.09, and 0.78±0.09 at R2500,
R1000, and R500, respectively. Compared to our CFHT sample, which is identical to
theirs, our values are 10% higher than theirs at R1000 and R500, but still agree at 1σ.
At R2500, the 20% difference in MX/MWL is about 2σ. Again, this is likely from the
≈ 12% higher MX we have at this radius (§3.2.5.3).
Many simulations suggest that gas motions (Evrard et al., 1996; Rasia et al.,
2004, 2006; Dolag et al., 2005; Nagai et al., 2007b; Lau et al., 2009) or other sources
of non-thermal pressure (cosmic rays, AGN bubbles, magnetic field, etc.) provides
additional support to the ICM. As a result, the hydrostatic mass is expected to be
lower than the true mass by 5 − 20%. The bias in MX is further found to correlate
with cluster structures, mostly with P3/P0, the power ratio of the hexapole moment
of the multipole expansion of the X-ray image (Jeltema et al., 2008). To test whether
MX/MWL is linked to ICM properties, we show in Figure 3-15 how MX/MWL changes
with different classifications of the cluster: CC/NCC, power ratios P2/P0, P3/P0,
P4/P0, and centroid shifts 〈w〉.
Despite the uncertainty on the overall scale of MX/MWL, both the CFHT and
Subaru samples agree that there is no significant difference in MX/MWL between cool
core (CC) and non-cool core (NCC) samples, consistent with the finding of Mahdavi
et al. (2008). Both samples show that clusters with high P3/P0 have lower MX/MWL
than those with low P3/P0. Although correlated with P3/P0, P4/P0 does not have a
strong correlation with MX/MWL. The centroid shift, even though measured out to
R500, turns out only sensitive in discerning cluster inner regions (r . R5000).
Given these qualitative similarities, combining two samples to form a tighter con-
straint seems to be reasonable. To do so, we multiply all MWL from the CFHT sample
by an average ratio MWL, Subaru/MWL,CFHT from the comparison of MWL from 8 clus-
ters that are common to both samples (§3.3.2). We adjust MWL from the CFHT
sample rather than those of the Subaru simply because the Subaru sample is slightly
larger than the other. This systematic uncertainty will be addressed later in §3.7.
Figure 3-16 shows the combined result.
To find out where the variation in MX/MWL comes from, we compare MX and
MWL with a “standard” mass profile from simulations. The standard mass profile
is determined from a NFW model fit to MWL under the constraint of the mass and
concentration relation of Duffy et al. (2008),
c200 = 5.71
(
M200
2× 1012h−1M
)−0.084
(1 + z)−0.47. (3.11)
This M200−C200 relation is the average relation for all halos including unrelaxed ones
from N -body simulations with the best-fit parameters of the WMAP5 cosmology
(Komatsu et al., 2009). Figure 3-17 plots MX (top) and MWL (bottom) relative to this
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Figure 3-15: The ratio between the hydrostatic X-ray mass and the lensing mass as a
function of overdensity ∆WL, calculated from best-fit weak lensing NFW profiles. The
1σ uncertainties are shown in shaded regions. Left: Subaru sample; Right: CFHT
sample. From top to bottom: CC vs. NCC, low vs. high P2/P0, low vs. high P3/P0,
low vs. high P4/P0, and low vs. high 〈w〉.
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Figure 3-16: The ratio between the hydrostatic X-ray mass and the lensing mass as
a function of overdensity ∆WL, calculated from best-fit weak lensing NFW profiles.
The 1σ uncertainties are shown in shaded regions.
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Table 3.12: Comparison of X-ray and weak-lensing mass estimates
Sample MX/MWL
R5000 R2500 R1000 R500
Subaru sample (22)
Total 1.36± 0.08 1.36± 0.07 1.26± 0.06 1.18± 0.05
CC 1.33± 0.12 1.42± 0.12 1.30± 0.10 1.11± 0.09
NCC 1.38± 0.11 1.31± 0.09 1.24± 0.07 1.21± 0.07
low P2/P0 1.46± 0.13 1.37± 0.11 1.19± 0.08 1.05± 0.07
high P2/P0 1.25± 0.11 1.34± 0.10 1.32± 0.09 1.28± 0.08
low P3/P0 1.50± 0.12 1.52± 0.11 1.37± 0.09 1.21± 0.08
high P3/P0 1.13± 0.10 1.12± 0.09 1.13± 0.08 1.14± 0.08
low P4/P0 1.27± 0.10 1.22± 0.09 1.18± 0.08 1.13± 0.07
high P4/P0 1.46± 0.14 1.51± 0.12 1.36± 0.10 1.24± 0.09
low 〈w〉 1.44± 0.11 1.36± 0.09 1.22± 0.08 1.12± 0.07
high 〈w〉 1.22± 0.11 1.35± 0.11 1.32± 0.10 1.26± 0.09
CFHT sample (18)
Total 1.26± 0.07 1.20± 0.07 1.00± 0.07 0.87± 0.07
CC 1.27± 0.12 1.31± 0.13 1.08± 0.12 0.88± 0.11
NCC 1.26± 0.10 1.12± 0.09 0.95± 0.08 0.86± 0.08
low P2/P0 1.37± 0.14 1.20± 0.12 0.96± 0.10 0.82± 0.10
high P2/P0 1.20± 0.09 1.20± 0.09 1.03± 0.10 0.90± 0.09
low P3/P0 1.40± 0.12 1.35± 0.12 1.09± 0.11 0.90± 0.10
high P3/P0 1.13± 0.09 1.05± 0.09 0.91± 0.09 0.84± 0.09
low P4/P0 1.33± 0.12 1.15± 0.11 0.93± 0.09 0.81± 0.09
high P4/P0 1.21± 0.09 1.24± 0.10 1.07± 0.11 0.92± 0.10
low 〈w〉 1.48± 0.14 1.32± 0.13 1.08± 0.11 0.95± 0.11
high 〈w〉 1.09± 0.08 1.11± 0.09 0.92± 0.09 0.80± 0.08
Total (32)
Total 1.27± 0.06 1.27± 0.06 1.19± 0.05 1.13± 0.05
CC 1.28± 0.09 1.36± 0.09 1.23± 0.09 1.09± 0.07
NCC 1.26± 0.08 1.21± 0.07 1.16± 0.06 1.15± 0.06
low P2/P0 1.38± 0.10 1.32± 0.08 1.15± 0.07 1.04± 0.06
high P2/P0 1.16± 0.07 1.23± 0.07 1.22± 0.07 1.20± 0.07
low P3/P0 1.47± 0.11 1.47± 0.09 1.32± 0.08 1.17± 0.07
high P3/P0 1.08± 0.07 1.07± 0.06 1.07± 0.06 1.08± 0.06
low P4/P0 1.26± 0.08 1.21± 0.07 1.14± 0.06 1.10± 0.06
high P4/P0 1.27± 0.09 1.35± 0.09 1.25± 0.08 1.16± 0.07
low 〈w〉 1.41± 0.10 1.34± 0.08 1.20± 0.07 1.11± 0.06
high 〈w〉 1.12± 0.07 1.20± 0.07 1.18± 0.08 1.14± 0.07
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Figure 3-17: Mass profiles relative to the best-fit NFW model of MWL under the
constraint of the M200−C200 relation of Duffy et al. (2008), M∆c , as a function of the
overdensity ∆c, determined from M∆c . Top: average MX profiles. Bottom: average
MWL profiles. From left to right: mass profiles of CC/NCC, high and low Pm/P0 and
〈w〉 clusters. The shaded area shows the 1σ error of the average profile.
standard mass profile M∆c as a function of the overdensity ∆c estimated from the
standard profile.
The relative mass profile from MWL is much flatter than that of MX . The former
also has less scatters among different subsamples compared to the latter. The only
type of clusters that seems to be different from others in MWL is the CC sample,
which has the steepest relative overdensity. The enclosed mass at R7000 is 15% higher
than the prediction of Duffy et al. (2008). This finding, although not significant, is
not unexpected because gas physics is not taken into account in simulations of Duffy
et al. (2008). When the gas cools, it contracts and pulls the dark matter farther into
the core, resulting a steeper density profile than the original (Blumenthal et al., 1986;
Gnedin et al., 2004). Barkana & Loeb (2010) show that the cluster mass can increase
by an order of 20% at 0.1Rvir (≈ R7000) depending on the fraction of mass in the
satellite halos. The relative mass profile for the CC sample from MX , on the other
hand, is not the highest among all at small radii. The low P3/P0 sample, instead,
has the steepest mass profile. Low and high P3/P0 samples have a 10% higher and a
15% lower mass compared to the average sample at R5000, respectively.
Dividing the averaged relative mass profile from the X-ray to that of the weak
lensing, we obtain the averaged X-ray to weak lensing mass ratio 〈MX〉/〈MWL〉, plot-
ted in Figure 3-18. Likewise shown in Figure 3-16 which plots MX/MWL averaged
across the sample, P3/P0 is the structure measure that correlates with mass ratios
the most, centroid shifts and P2/P0 the next, and P4/P0 and CC/NCC the least.
The error of 〈MX〉/〈MWL〉 is much larger than MX/MWL in Figure 3-16 because the
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Figure 3-18: Ratios of averaged X-ray mass profiles to those of weak lensing. Blue
and pink shaded regions show the 1σ uncertainty of the ratio of low and high P3/P0
groups, respectively. Errors for other types of clusters are omitted for clarity.
same uncertainty of M∆c is included both in MX/M∆c and MWL/M∆c and subse-
quently double-counted in 〈MX〉/〈MWL〉. The consistent finding from 〈MX〉/〈MWL〉
and 〈MX/MWL〉 shows that the mass ratio is robust. Figure 3-17 suggests that the
change in the mass ratio is mostly likely from the X-ray measurement as 〈MWL〉
profiles from each individual type of clusters are quite similar to one another and
approximately follow the M200 − C200 relation of Duffy et al. (2008). Although the
relative MX and MWL profiles are determined from a weak lensing based M∆c , which
overlooks the intrinsic scatter in MWL and therefore could overestimate the scatter in
MX , our conclusion is the same if the scaled quantity is from the X-ray measurement,
as will be shown in §3.5.
3.5 X-ray vs. lensing pressure profiles
Comparing the thermal pressure Pth, measured from X-ray data, with the total gas
pressure Ptot balanced by the gravitational force, inferred from lensing data, is a
way to estimate the nonthermal pressure in clusters. Other more direct methods for
constraining nonthermal pressure rely on emission line measurements (e.g., Churazov
et al., 2004; Werner et al., 2009; Sanders et al., 2010), which are difficult with currently
available instrumentation. The total pressure is obtained by integrating the mass
profile from MWL, given by
Ptot(r) = −
∫ r
r0
GρgasMtot(r
′)
r′2
dr′ + Ptot(r0). (3.12)
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Since the pressure is a strong decreasing function of the radius, choosing r0 → ∞
lessens the dependence of this undetermined total pressure at r0. However, we do
not measure the gas density out to very large radii and MWL from the NFW profile
gives a divergent total mass, so we set Ptot = 1.25Pth at 1.5R500 with a 10% scatter,
a crude estimate from the simulation of Lau et al. (2009). To better distinguish the
measured value from the true pressure, we henceforth replace the symbols Pth and
Ptot with PX and PWL, respectively. Note PWL still needs the gas density measured
from X-ray data.
Figure 3-19 shows PX/PWL as a function of the radius scaled by R500, determined
from the M500 − YX relation of Vikhlinin et al. (2009a), for the combined sample.
Also plotted are ratios by setting PWL = PX at 1.5R500 (dashed lines). We find that
this 25% difference of PWL at 1.5R500 causes less than 4% difference in PX/PWL within
0.7R500, showing that the measurement is very robust in these regions. Unlike a ratio
of 0.4 − 0.6 found in A1689 (Kawaharada et al., 2010) or 0.7 − 0.95 predicted from
simulations (e.g., Dolag et al., 2005; Lau et al., 2009) if PX/PWL traces Pth/Ptot, our
PX/PWL is actually greater than 1 for most radii, just as MX/MWL > 1. Nonetheless,
we find that the ratio correlates with cluster structures, particular with P3/P0 that
high P3/P0 clusters have a lower ratio.
Following the same analysis in §3.2.3, we plot the average scaled pressure profiles
of PX (left) and PWL (right) for different cluster structure samples in Figure 3-20. The
low P3/P0 sample has the steepest PX profile while the high P3/P0 sample has the
shallowest. Low P2/P0, P4/P0, 〈w〉, or CC clusters also have steeper than average PX
profiles, just not as steep as low P3/P0 clusters. The similar trend is seen in scaled
PWL profiles, but the slope change is not as much as those of PX . In the very center,
CC, rather than low P3/P0, clusters have the highest PWL among all, consistent with
the finding in §3.4 that CC clusters have the densest cores.
Figure 3-21 shows the ratio of the average scaled pressure profile of PX over PWL,
〈PX〉/〈PWL〉. The result is comparable to 〈PX/PWL〉 profiles plotted in Figure 3-19.
Both plots agree that P3/P0 is the most sensitive structure measure. Although the
scatter in PWL, scaled by X-ray determined P500, is considerably larger than that of
MWL (Figure 3-17), normalized by a weak lensing based overdenstiy, it is still evident
that the slope change in PX is the main reason for the difference in PX/PWL between
low and high P3/P0 clusters.
3.6 Gas mass fractions
Figure 3-22 plots the cumulative gas mass fraction fXgas (left) with the total mass from
MX and f
WL
gas (right) with the mass from MWL, as a function of the overdensity ∆.
Different from Figure 3-15 in which we fit a linear relation to MX and MWL across the
sample at each overdensity radius, we calculate fgas = Mgas/M first for every cluster
and then average fgas across the sample at each overdensity radius.
Morphologically more disturbed (high Pm/P0 or 〈w〉) clusters all have a higher
than average fXgas or f
WL
gas at large radii. Since gas clumping can enhance the measured
Mgas (Mathiesen et al., 1999), this could be the reason for high f
X
gas and f
WL
gas in these
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Figure 3-19: Ratio of PX to PWL. Solid lines show the pressure ratios by enforcing
PWL = 1.25PX at 1.5R500. The 1σ uncertainties are shown in shaded regions. Also
shown are the ratios with PWL = PX at 1.5R500 (dashed lines).
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Figure 3-20: Top, averaged X-ray (left) and weak lensing (right) scaled pressure pro-
files. P500 and r500 are estimated from the M500,X − YX relation of Vikhlinin et al.
(2009a). The shaded area shows the 1σ error of the average profile. Bottom, the ratio
of the profile from the subtype cluster to that of the total sample.
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Figure 3-21: Ratios of averaged X-ray pressure profiles to those of weak lensing. Blue
and pink shaded regions show the 1σ uncertainty of the ratio of low and high P3/P0
groups, respectively. Errors for other groups of clusters are omitted for clarity.
clusters. The gas clumping is also suspected at the outskirt of the Perseus cluster,
as Simionescu et al. (2011) find that fXgas greatly exceeds the cosmic mean value from
Suzaku data. Our fXgas is roughly consistent with the cosmic mean baryon fraction
(Komatsu et al., 2011) at R200, shown in the dotted line in Figure 3-22. Since there
is about 12% known stellar mass in the total baryon budget (Giodini et al., 2009),
the measured fXgas is probably overestimated at least at this level.
For fWLgas , the difference is more obvious using P2/P0 and P4/P0 structure measures.
Because observed MWL highly depends on the assumed cluster shape and these mea-
sures tend to select elliptical clusters in the projection, which generally accompanies
by a shortening in the line-of-sight, MWL is underestimated more in these clusters,
resulting a high fWLgas . We will discuss this further in §3.7.1 and §3.8.1. At small radii,
fWLgas of morphologically regular clusters (low Pm/P0 or 〈w〉) shows a flattening in the
core which raises fWLgas above that of disturbed clusters. This trend, however, is not
seen in fXgas at small radii except in the CC sample. As shown in §3.4, all regular, but
not CC, clusters have higher MX/MWL in the core compared to their counterparts,
which leads the difference between fXgas and f
WL
gas in the core.
3.7 Modeling and Measurement Biases
In this section, we discuss the possible bias and scatter in the modeling and measure-
ments, and summarize in Table 3.13. Some of the systematic uncertainties in X-ray
measurements have been discussed in §3.2.4.
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Figure 3-22: Enclosed gas mass fraction as a function of the overdensity, with the
total mass from MX (left) and MWL (right). The horizontal dotted line shows the
cosmic mean baryon fraction from WMAP7 (Komatsu et al., 2011).
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3.7.1 Shapes of DM halos and ICM
The previously derived mass and pressure profiles are based on the simple assumption
of spherical symmetry. A certain geometry has to be assumed when, for example,
converting the projected lensing mass to the 3D mass or calculating the gas density
from the X-ray flux. However, observed clusters often exhibit some degree of ellipticity
(Figure B-1) and simulated halos are better fitted with a triaxial model (e.g., Jing
& Suto, 2002). Prolate (cigar shaped) halos with major axes aligned along the line-
of-sight, if modeled as spherical ones, lead the 3D mass (and the concentration) to
be overestimated; while oblate (pancake shaped) halos have the opposite effect (e.g.,
Oguri et al., 2005). The inferred 3D lensing mass therefore highly depends on the
viewing angle (e.g., Clowe et al., 2004). Lacking the information about shapes and
orientations, the erroneous modeling creates the scatter around the true mass and
the effect is strongest at small radii because of the little enclosed mass.
N -body simulations show that cold dark matter halos tend to be prolate, with a
tendency slightly increasing with the halo mass (e.g., Shaw et al., 2006; Allgood et al.,
2006; Bett et al., 2007). Corless & King (2007) using the distribution of halo axis
ratios from Shaw et al. (2006) with random orientations derived the scatter of best-
fit NFW parameters from the weak lensing simulations, σM200 = 1.8 × 1014M and
σc200 = 0.8, for M200 = 10
15M and c200 = 4 clusters, which is consistent with the
analysis of Meneghetti et al. (2010) that the error of M200 due to triaxiality is of the
order of 20%. The parameter distribution is nearly Gaussian with a mean equal to
the true value but a long tail toward high values. With such dispersions, we estimate
that errors on M2500 and M500 are 28% and 19%, respectively. These errors include
the uncertainty of R2500 and R500. If masses are evaluated at a fixed radius, errors
reduce to 16% and 13%, respectively.
The X-ray mass estimate, on the other hand, is less affected by the halo triaxiality
(Piffaretti et al., 2003; Gavazzi, 2005). Churazov et al. (2008) proved analytically
that if the ICM is isothermal and the gas density’s radial dependence is a power law
(ρgas ∝ r−γ), treating clusters with arbitrary shapes and orientations as spherical
systems will not cause any bias on the hydrostatic mass enclosed by a sphere of the
same radius. Peng et al. (2009) who used more flexible gas profiles of Vikhlinin et al.
(2006) and modeled ICM with different degrees of flattening along the line-of-sight
found that MX only changes by 2 − 4% between 0.1 and 1 R500, in agreement with
the estimate of Piffaretti et al. (2003), derived from a simpler modeling with the gas
isothermality and a β model for the gas density. Using the same analysis of Peng et al.
(2009), we find that Mgas changes about 6% and 5% at R2500 and R500, respectively.
The derived scatter of MWL above may be somewhat overestimated because gas
dissipation, not included in the simulation of Shaw et al. (2006), makes clusters more
spherical (e.g, Kazantzidis et al., 2004; Fang et al., 2009; Lau et al., 2010). It is also
found that observed P2/P0 and P4/P0 from X-ray images are smaller than the predic-
tion from simulations without cooling (Jeltema et al., 2008), suggesting that clusters
in reality are not as triaxial as predicted from dissipationless N -body simulations.
Moreover, Lau et al. (2010) show that with gas cooling, the ICM core (r . 0.1R500)
is quite oblate as a resualt of the gas rotation, qualitatively consistent with the find-
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ing of Fang et al. (2009); while the DM shape in the cluster core remains relatively
spherical. Because unrelaxed clusters have large gas random motions relative to the
rotation, the oblateness of the ICM core can be potentially used as a diagnostic of
the cluster dynamical state. If the ICM core, but not the DM, is indeed oblate, it is
expected that the ensemble average of the gas density and thermal pressure at small
radii both to be underestimated by a similar fashion because the temperature is less
affected by the projection, leaving PX/PWL unchanged. This effect is hardly detected
in MX/MWL, either, because the measured MX enclosed within a sphere does not
depend much on the assumed halo shape. The large gas rotation and the oblate ICM
core, meanwhile, are likely overstated from radiative simulations as well, since the
average observed ICM ellipticity profile does not show an increase toward the cluster
center as predicted (Fang et al., 2009; Kawahara, 2010).
3.7.2 Large scale structures
The observed lensing signal is the combination of the light deflection by the cluster
and those from the intervening structures. The distant large scale structures (LSS)
add non-negligible uncertainties to the cluster mass estimate (Hoekstra, 2001, 2003),
but do not bias MWL on average since the universe is isotropic and homogeneous at
large scales, making the ensemble average of the distortion caused by these structures
vanish. Hoekstra et al. (2011) using ray-tracing results from cosmological simulations
of Hilbert et al. (2009) measure the scatter of NFW model fits due to distant LSS,
which is consistent with the semi-analytic calculation of Hoekstra (2003). Based
on their result that σMvir = 2.1 × 1014M and σcvir = 0.59 for Mvir = 1015M,
cvir = 4.1, z = 0.2 clusters, we estimate that errors on the 3D mass from distant
LSS are 14% and 15% at R2500 and R500, respectively. This error increases slightly
with the distance from the cluster center because the cluster shear decreases with
radius, but this cosmic noise is not significantly reduced by averaging over large areas
due to its correlated nature, unlike the shape noise from the galaxy (see Dodelson,
2004). Note that the percentage error depends on the cluster mass and the outer
fit radius (here 25′), again for the same reason. Errors are smaller if the cluster is
more massive or the fit range is narrower (for z > 0.1 clusters, Hoekstra et al., 2011).
It also depends on the cluster redshift, the redshift distribution of source galaxies
(thus the depth of the observation), and the adopted cosmology, particularly the
power spectrum normalization σ8. The estimated cosmic noise is likely at the high
end because the chosen value of Hoekstra et al. (2011), σ8 = 0.9, is higher than the
currently favored one (Komatsu et al., 2011). The above assumed cluster mass at
R500 is about 5.4 × 1014M, close to the median M500 of our sample. The source
galaxy is chosen from a magnitude cut of rSDSS < 25.
At smaller scales, filaments structures surrounding the cluster can potentially bias
MWL. Early works by Cen (1997) and Metzler et al. (2001) suggested that MWL was
overestimated by a few to tens of percents due to these correlated LSS. However,
Clowe et al. (2004) pointed out that this conclusion was obtained by comparing the
total mass projected in a cylinder to that enclosed by a sphere. MWL is generally
unbiased by correlated LSS if the mass is determined by fitting the shear with a
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projected cluster mass model such as the NFW profile (Clowe et al., 2004; Becker
& Kravtsov, 2010), thanks to the otherwise unwanted mass-sheet degeneracy. The
simulation of Becker & Kravtsov (2010) find a 19% scatter caused by correlated LSS
and the halo triaxiality for M500 = 2−9 ×1014h−1M clusters. Our estimated scatter
by the halo shape alone (§3.7.1) is comparable to that of Becker & Kravtsov (2010)
from the combined effect. Because spherical halos tend to cluster more compared to
aspherical ones (Faltenbacher & White, 2010) and spherical halos are not subject to
the projection effect, it is possible that the combined effect of correlated LSS and the
halo shape is not significantly different from the sole effect from either one of them.
Therefore, we do not consider separately the additional contribution from correlated
LSS.
3.7.3 Substructures
A certain fraction of the cluster mass is retained within substructures. These substruc-
tures, if massive enough, can significantly change the mass profile from the universal
NFW model, leading to a bias in the mass estimate through the parametric modeling
or from converting nonparametric M2D to M3D with a NFW model. From N -body
simulations, King et al. (2001) find that the best-fit NFW scale radius, rs = R200/c200,
can be recovered within 3% for a typical substructure model comprising 12% the to-
tal mass for z = 0.2 clusters. This corresponds to a ≈ 3% uncertainty in the 3D
mass, not a substantial change. Even if the substructure amplitude is doubled, the
parameter dispersion is still within 10%, roughly a 11% error in mass. Meanwhile, the
amplitude can be overestimated, as the subhalo mass function is found to be smaller
in simulations including the gas than in the DM only version (Dolag et al., 2009).
As to the X-ray measurement, simulations including observational effects show
that the gas mass is biased high by approximately 1% and 5% at R2500 and R500,
respectively (Nagai et al., 2007b; Meneghetti et al., 2010), because of the asymmetry
or clumping of the gas distribution. The deviation is related to the dynamical state
of the cluster such that relaxed clusters are generally biased less. Although other
studies find that the gas mass can be biased up to ∼ 10% (e.g., Hallman et al., 2006;
Jeltema et al., 2008), we still choose the lower estimate from Nagai et al. (2007b)
because the obvious point sources or small clumps are masked out from the X-ray
data, just as done in Nagai et al. (2007b). It is expected that the bias in the gas mass
does not affect MX much because the hydrostatic mass depends on the logarithmic
gradient of the gas density rather than the overall scale of the gas mass.
However, the temperature can be significantly biased because of cool substructures
(e.g., Mathiesen & Evrard, 2001), and thus lower MX . Yet the finding of Meneghetti
et al. (2010) shows that MX measured from the mock data is comparable to MHEQ,
the hydrostatic mass directly calculated from the gas density and temperature pro-
files of simulated particles, suggesting that the X-ray data can determine MX quite
accurately. Note again Meneghetti et al. (2010) removed all the identifiable clumps
from their X-ray analysis. Therefore, we ignore the error of MX due to substructures.
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3.7.4 NFW modeling
The NFW profile was originally proposed for virialized halos within R200 (Navarro
et al., 1997). Since lensing signals are sensitive to all the matter along the line-of-
sight, any incorrect modeling at large radii will bias the inferred enclosed 3D mass at
small radii. N -body simulations find that the mass density actually declines faster
than the r−3 model assumption at r & Rvir (Clowe et al., 2004; Busha et al., 2005),
probably due to the tidal stripping. Baltz et al. (2009) suggest a smoothly truncated
NFW model with an additional parameter corresponding to the tidal radius that is
later found to fit the simulated lensing data best (Oguri & Hamana, 2011). Recently,
Becker & Kravtsov (2010) studied the bias in MWL introduced by fitting a NFW
model to the reduced shear profiles generated from N -body simulations. They find
that the overprediction at r & Rvir causes a 2 − 4% underestimate on the 3D mass
at r  Rvir, based on fits to the range of 1′ − 20′ for z = 0.25 clusters with a source
galaxy density of 20 galaxies/arcmin2 and a dispersion of the image ellipticity per
galaxy of 0.3, typical for the deep ground-based observations. Furthermore, the bias
increases with the expanding of the radial range for the fitting as the inner shear is
now more underestimated in exchange for the less biased outer shear.
Despite the fairly good approximation provided by the NFW model within R200,
later simulations find that the logarithmic slope of the density profile decreases more
slowly with decreasing radius than the prediction and the profile is better fitted with
the Einasto model (Einasto, 1965), d log ρ/d log r ∝ −rα (Navarro et al., 2004; Prada
et al., 2006; Merritt et al., 2006). As a result, the halo density is systematically
underestimated by ≈ 2−20% within 0.1Rvir if the NFW model is fitted in the typical
radial range where the weak lensing shear is measured, 0.1−1Rvir (see Figure 1 of Gao
et al., 2008). Outside 0.1Rvir, the errors are a few percent and should not significantly
bias the 3D mass evaluated in this region.
The previously discussed simulations are all based on pure N -body runs that do
not include baryons. The cooling of gas in the cluster core is expected to lead the
adiabatic compression of the dark matter, resulting a steeper density profile (Blu-
menthal et al., 1986; Gnedin et al., 2004). However, the effect of baryons seems to
resemble merely a change in the concentration parameter as suggested by simulations
(Rasia et al., 2004). These is no indication of the deviation from the NFW model in
lensing observations, either (e.g., Okabe et al., 2010; Umetsu et al., 2011). Therefore,
we conclude that overall the NFW modeling introduces a 2 − 4% bias due to the
deviation at r & Rvir in MWL between R2500 and R500.
3.8 Discussion
In Table 3.14, we list the measured mass ratio, gas mass fraction along with the
values corrected for the systematic errors shown in Table 3.13. The correction at R500
does not include uncertainties in MX from the temperature measurement (§3.2.1) or
differences in MWL between CFHT and Subaru samples (§3.3.2), which are mentioned
separately. When correcting MX/MWL, the uncertainty from MX is slightly reduced
102
Table 3.13: Summary of systematic uncertainties on MWL, MX , and Mgas at R2500 and
R500
source of errors uncertainty reference
[b]:bias, [s]:scatter R2500, R500
MWL
[b] NFW modeling [2, 4]% §3.7.4
[b] miscentering [0, 5]%,  5% §3.3.3.1
[b] source redshift ±4%, ±3% §3.3.3.2
[b] shape measurement 2% §3.3.3.4
[b] cross calibration a (4± 12)%, (15± 11)% §3.3.2
[s] triaxiality ±28%, ±19% §3.7.1
[s] large scale structures ±14%, ±15% §3.7.2
[s] substructures ±3% §3.7.3
total bias b (7.5± 4.8)%, (5.0± 3.2)%
total scatter (32) c 5.6%, 4.3%
MX
[b] parametric modeling (3± 4)%, (0± 16)% §3.2.4.1
[b] background ±2%, ±5% §3.2.4.2
[b] temperature measurement ≈ 0, [-7, 4]% §3.2.1
[b] Chandra calibration [-9, 0]% §3.2.4.4
[s] triaxiality ±3% §3.7.1
total bias b −(4.5± 4.9)%, −(4.5± 6.7)%
total scatter (32) c 0.5%, 0.5%
Mgas
[b] parametric modeling (0± 1)% §3.2.4.1
[b] background ±1% §3.2.4.2
[b] substructures −1%, ≈ −5% §3.7.3
[b] Chandra calibration ±2% §3.2.4.4
[s] triaxiality ±6%, ±5% §3.7.1
total bias b −(1.0± 2.2)%, −(5.0± 2.2)%
total scatter (32) c 1.1%, 0.9%
Note. — If there is only one number given, then quantities at R2500 and
R500 are both subject to the same uncertainty.
acomparison between CFHT and Subaru samples.
bnot including cross calibration, parametric modeling, or temperature
measurement.
cdivided by the square root of the sample size of 32.
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Table 3.14: Summary of measurements at R2500 and R500
quantity sample raw value corrected value a
R2500
MX/MWL total 1.27± 0.06 1.14± 0.12
MX/MWL low P3/P0 1.47± 0.09 1.32± 0.17
MX/MWL high P3/P0 1.07± 0.06 0.96± 0.12
Mgas/MWL total 0.117± 0.007 0.107± 0.011
Mgas/MWL low P3/P0 0.124± 0.011 0.113± 0.016
Mgas/MWL high P3/P0 0.112± 0.008 0.102± 0.013
Mgas/MX total 0.096± 0.002 0.099± 0.006
Mgas/MX low P3/P0 0.093± 0.002 0.096± 0.006
Mgas/MX high P3/P0 0.102± 0.003 0.106± 0.007
R500
MX/MWL total 1.13± 0.05 1.04± 0.10
MX/MWL low P3/P0 1.17± 0.07 1.08± 0.13
MX/MWL high P3/P0 1.08± 0.06 0.99± 0.11
Mgas/MWL total 0.148± 0.008 0.133± 0.012
Mgas/MWL low P3/P0 0.145± 0.010 0.131± 0.015
Mgas/MWL high P3/P0 0.152± 0.012 0.137± 0.016
Mgas/MX total 0.137± 0.005 0.136± 0.011
Mgas/MX low P3/P0 0.124± 0.005 0.123± 0.010
Mgas/MX high P3/P0 0.149± 0.005 0.148± 0.012
aMX and MWL at R500 may suffer additional [-7, 4]% and
≈ 15% uncertainties from the X-ray temperature and the
concentration assumed, respectively.
from the number listed in Table 3.13 since MX is evaluating at the overdensity radius
determined from MWL rather than MX itself. Our estimate should be regarded as
somewhat conservative because the scatter from LSS has already been included to
the statistical error ofMWL for the CFHT sample (Hoekstra, 2007) and the uncertainty
from the X-ray background has been added in MX .
3.8.1 The mass ratio
From the combined CFHT weak lensing sample of Hoekstra (2007) and Subaru sample
of Okabe et al. (2010) and our Chandra X-ray analysis, we derive MX/MWL = 1.27±
0.06 at R2500. When all possible systematic uncertainties are taken into account,
this ratio reduces to 1.14 ± 0.12, marginally consistent with unity. The ratio is
roughly a constant above one between R5000 and R2500 and gradually decreases to
1.04 ± 0.10 at R500 (1.13 ± 0.05 uncorrected for the bias). Additional uncertainties
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from the X-ray temperature measurement at large radii (§3.2.1), when comparing our
temperature profile to those of Vikhlinin et al. (2006) and Arnaud et al. (2010), can
potentially change the ratio by [-7, 4]% at R500. Meanwhile the weak lensing mass
discrepancy between CFHT and Subaru samples at large radii (§3.2.1), likely from
the concentration parameter, can lower the value by ≈ 15% if MWL from the CFHT
sample is more correct.
The measured MX/MWL is very sensitive to the cluster shape. For example, if
the clusters in our sample turn out to be more oblate in general, then MX/MWL
can be reduced below 1 while keeping the similar radial trend, which seems to agree
with simulations better as the turbulent pressure is expected to dominate at cluster
outskirts (e.g., Lau et al., 2009). However, the measured projected aperture mass to
the best-fit NFW 3D mass Map2D/M
NFW
3D for the Subaru sample is consistent with the
expectation of a cvir ∼ 4 halo (Okabe et al., 2010) and agrees with the true M2D/M3D
of Meneghetti et al. (2010) from simulations. This suggests that our sample is not
from clusters with unusual shapes. On the other hand, because the measured total
X-ray luminosity is hardly changed by the viewing angle as it is integrated over a large
aperture radius and the luminosity decreases strongly with the radius, it is unlikely
that this mostly X-ray selected sample suffers much from the projection effect.
Although the excess of MX at r < R2500 is not significant for the whole sample
when most of the potential systematic errors are considered, it is evident in the low
P3/P0 sample, containing the most “relaxed” and regular clusters, with a ratio of
1.32 ± 0.17 (1.47 ± 0.09 uncorrected). Note we increase the uncertainty from the
triaxiality, LSS, and substructures because of the reduced sample size. This finding
seems to contradict the consensus from current simulations that the hydrostatic mass
is always biased low even for relaxed clusters (e.g, Rasia et al., 2006; Nagai et al.,
2007b; Meneghetti et al., 2010), due to ubiquitous gas bulk motions (Evrard et al.,
1996) or other non-thermal pressure supports. Inside of R2500, the additional pressure
from the gas motion is relatively small according to simulations (e.g, Lau et al., 2009).
The specific kinetic energy of DM is approximately equal to the specific thermal
energy of the gas (e.g, see Figure 1 of Host et al., 2009, and references within),
indicating an equilibrium between two species is reached. Unlike those including
the radiative cooling, feedback, or pre-heating, however, the non-radiative simulation
of Rasia et al. (2004) actually finds that the estimated mass from the ICM (either
through the hydrostatic equation or hydrodynamic equation) is higher than the true
mass and the gas is hotter than DM at r . 0.1Rvir, in line with our result. The
explanation is the following: during the mergers, shocks prevent the collisional gas
from reaching the core, but the collisionless DM accumulates there. This spatial lag
produces a net transfer of the energy from DM to the gas which subsequently converts
to the gas thermal energy as gas particles feel a slightly stronger gravitational field
than before (Navarro & White, 1993; Navarro et al., 1995; Rasia et al., 2004). A
similar discovery is made by Pearce et al. (1994) that the central gas carries extra
energy at the expense of DM in the final state of their merger simulations. Specifically,
non-radiative simulations of a two equal-mass cluster merger by Lin et al. (2006) show
that DM can transfer ≈ 7% of its initial total energy to the gas across the cosmic
time, which corresponds a 40% gain of the total energy of the gas assuming that the
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total energy of the gas to that of DM is approximately equal to Mgas/MDM ∼ 0.18
from the virial theorem. If the transferred energy mostly releases as heat, this 40%
change seems to account for a factor of 1.3 higher than expected MX in low P3/P0
sample.
Our finding of MX/MWL > 1 at R2500 is also consistent with the result of Hoekstra
et al. (2011) who measure the weak lensing mass of 25 moderate X-ray luminosity
clusters at 0.3 < z < 0.6. The normalization of their M2500−LX relation is ≈ 10−20%
lower than those derived from MX (Reiprich & Bo¨hringer, 2002; Stanek et al., 2006;
Vikhlinin et al., 2009a; Mantz et al., 2010a), though the differences are not significant.
Recently, Lemze et al. (2011) find that the velocity dispersion of DM is smaller
than that of the cluster galaxies at r . 0.3Rvir from the galaxy kinematics, strong and
weak lensing analyses of A1689. Although they assume spherical symmetry, DM can
be even cooler in the core if the halo is elongated along the line-of-sight, as suspected
by many studies (e.g., Xue & Wu, 2002; Andersson & Madejski, 2004; Oguri et al.,
2005), because the kinematics is less affected by the projection compared to the lensing
(Gavazzi, 2005). This is also revealed in the galaxy density profile which flattens in
the core region, unlike the steepening DM density profile (Lemze et al., 2011). If
the seemingly collisionless galaxies are hotter than DM, then the truly collisional gas
should be much hotter than that.
For the morphologically more disturbed high P3/P0 sample, we obtain MX/MWL =
0.96±0.12 (1.07±0.06 uncorrected), 27% lower or 1.7σ different (3.7σ for uncorrected
ratios) than that of the low P3/P0 sample and much closer to unity compared to the
high P3/P0 sample. As shown in §3.4 and §3.5, this difference is probably from the
X-ray measurement because the shape of PX and MX profiles is very different from
clusters to clusters, unlike that of PWL and MWL. The lower MX could arise from the
incomplete thermalization of the gas, biased broad band spectroscopic temperature
by cool merging substructures (Mathiesen & Evrard, 2001), or simply mixing that
actually brings the gas and DM into a better equilibrium. If our measurement does not
suffer further systematic uncertainties, then the word “unrelaxed” in the observer’s
view may have the opposite meaning.
As discussed in §3.3.3, the offset between the assumed center, the BCG location,
and the true one can lower the weak lensing mass estimate, especially at small radii.
If high P3/P0 clusters happen to be those having the largest BCG offsets, this can
explain the relatively lower MX/MWL in the center. Although we do not know where
the true mass center is 12, small offsets between the X-ray centroid and the BCG
generally indicate that the true offsets are small, too. However, there appears to be
no correlation between P3/P0 and the offset of the BCG from the X-ray center (Figure
4-9), except that the biggest four offsets are all from high P3/P0 clusters (A521, A2218,
A370, A263113). Excluding those four clusters, the difference in MX/MWL between
low and high P3/P0 samples remains. This suggests that the miscentering is not the
reason for the discrepant MX/MWL at small radii.
12It can be estimated from fitting a symmetric model to the 2D lensing shear map (e.g., Oguri
et al., 2010).
13not including A115
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Since clusters are better described by a triaxial model, it is expected that the
more elliptical cluster in the projection may tend to have a lower best-fit MWL from
a spherical model but with MX roughly unchanged (§3.7.1). This speculation is in
agreement with our result that the generally more elliptical high P2/P0 sample has
a higher MX/MWL than the low P2/P0 sample at R500. The Mgas/MWL plot (Figure
3-22) shows the same trend, too. An anticorrelation between the best-fit MWL at R200
and the ellipticity is also detected in simulations of Clowe et al. (2004). However, if
the cluster shape is the only difference in high and low P2/P0 samples, then a higher
mass ratio is anticipated for the high P2/P0 sample at all radii, which is not seen
in our data. In point of fact, MX/MWL is lower for the high P2/P0 sample at small
radii, just as the high P3/P0 sample, suggesting that elliptical clusters are also more
“unrelaxed” on average, in the sense of having a relatively lower MX .
Although the finding MX/MWL > 1 at small radii is generally in agreement with
the simulation of Rasia et al. (2004), the observed excess happens at somewhat larger
than the predicted radius14. Since the gas gains the energy from DM through the
transient spatial offset between them during mergers, any process that holds the gas
particle longer, such as the ICM viscosity, should increase the transfer of energy to the
gas. The higher viscosity may transfer the kinetic energy into the thermal energy more
quickly and heat the gas to larger radii. In fact, physical viscosity is ignored in the
work of Rasia et al. (2004), just as many other simulations which commonly treat the
gas as an inviscid fluid. Implementing physical viscosity in cosmological simulations,
Sijacki & Springel (2006) find that the gas temperature can be raised to a much higher
level in the core compared to simulations without viscosity. Although the central gas
density decreases because of the viscosity, the increase of the temperature surpasses
the logarithmic change of the gas density (see their Figure 5 of a isolated halo for a
clearer comparison), thus resulting a higher MX . In addition, the shear force from
the viscosity can effectively strip the gas content of the infalling substructure, smooth
out the gas distribution, and leave gaseous tails behind the infalling DM. Viscosity
will also damp turbulence, reducing non-thermal pressure from gas motions. The
multiple bubbles from episodes of the AGN flaring observed in the Perseus cluster
(e.g., Fabian et al., 2006) indicate that they are stable against the hydrodynamical
instability, which can be sufficiently suppressed by the ICM viscosity (Kaiser et al.,
2005; Reynolds et al., 2005; Sijacki & Springel, 2006). Another example is the long and
straight cold fronts seen at the sides of the bullet subcluster (Markevitch et al., 2002),
which again suggests that the ICM is highly viscous. Other mechanisms, however,
such as the magnetic shielding around the moving gas parcel, can also inhibit the
instability (Markevitch & Vikhlinin, 2007, and references within).
3.8.2 The gas mass fraction
After adding systematic uncertainties and correcting for possible bias (which includes
1% and 5% forMgas atR2500 andR500, respectively), we obtain f
X
gas = 0.123±0.010 and
0.148± 0.012 for low and high P3/P0 samples at R500, respectively. This corresponds
140.1Rvir ≈ R7000, R2500 ≈ 0.2Rvir
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to a ∼ 20% difference in fXgas with a 1.6σ significance. Since a major systematic uncer-
tainty comes from the calibration, which in principle affects the sample uniformly, our
result should be more significant than that (e.g., 3.5σ in uncorrected fXgas). f
WL
gas for
high P3/P0 clusters is also slightly higher than that of low P3/P0 clusters at R500, but
with a much lower significance. Part of the reason is the greater statistical accuracy
of X-ray data while the other part is that high P3/P0 clusters also have slightly lower
MX/MWL at R500. In any case, higher fgas found in morphologically more disturbed
clusters likely indicates that Mgas is affected by the gas clumping or asphericity. From
the difference between fWLgas in low and high P3/P0 samples, these effects are estimated
to be ≈ 5% in fgas at R500.
The gas clumping, however, is certainly not the only reason for a higher fgas,
as this is found in NCC clusters at large radii, too. Since MX/MWL profiles are
approximately the same for CC and NCC clusters and the cuspiness parameter only
correlates weakly with P3/P0 (Figure 4-12, 7 out of 19 NCC clusters have low P3/P0),
this implies that Mgas could also be affected by the gas cooling. The cooling may
bring more outer gas toward the core, resulting a flatter fgas profile. The flattening
is as well seen in other CC clusters from a nearby sample of Pratt et al. (2010) (see
Figure 2 of Young et al., 2011).
At small radii, fXgas shows a distinctly different radial trend from f
WL
gas between
low and high P3/P0 clusters. Low P3/P0 clusters have 10% higher f
WL
gas than their
counterparts at R2500, but for f
X
gas the opposite is true. The flattened f
WL
gas profile
in the core in low P3/P0 clusters very much resembles that of CC clusters, yet the
disparity between fXgas and f
WL
gas at small radii is not seen in CC/NCC samples. This
seems to suggest that the morphologically regular cluster has developed a compact
gas core, but the massive radiative cooling is not yet turned on so that it still has a
relatively high temperature in the core, unlike CC clusters. In other words, this hints
at a possible source to power the cool core, the excess energy gaining from DM.
From 12 LoCuSS clusters, Zhang et al. (2010) conclude that fWLgas does not reflect
the relaxedness of the cluster, defined from the ICM morphology. Because the differ-
ences in fWLgas between low and high P3/P0 samples are only 0.9σ and 0.5σ at R2500
and R500, respectively, from the original data not including the additional systematic
uncertainty, it is not surprising that they do not find it in a sample that is 2.7 times
smaller than ours.
3.9 Summary
We study the X-ray and weak lensing measurements of cluster mass, pressure and
gas mass profiles and their relations to the ICM morphology, which is quantified by
the cuspiness parameter, power ratios Pm/P0, and centroid shifts 〈w〉. The cuspiness
parameter is used to define whether the cluster is CC or NCC; while low (high) power
ratio or centroid shift clusters are those with the measures below (above) the median
of the total sample. A lower value indicates a higher degree of regularity of the cluster.
Our main results can be summarized as follows:
• Comparing X-ray hydrostatic and weak lensing mass estimates, we obtain
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MX/MWL = 1.14±0.12 at R2500 and 1.04±0.10 at R500. Additional uncertainties
at R500 from the X-ray temperature measurement at large radii (§3.2.1, [-7, 4]%)
and from the discrepant concentration parameter of the MWL profile (§3.2.1,
≈ −15%) should be considered as well.
• We find a clear correlation of MX/MWL with P3/P0 such that the low P3/P0
cluster have a higher MX/MWL, particularly at small radii, which makes the
ratio well above unity, implying that the gas may be hotter than DM. The ICM
viscosity, commonly ignored in simulations, could be the reason for the hotter
gas.
• MX/MWL also correlates with P2/P0 such that high P2/P0 clusters have higher
than average MX/MWL at large radii. Because these clusters are more elliptical
in projection, suggesting a shortening along the line-of-sight on average, this
erroneous modeling leads to an underestimate of MWL.
• There is no significant difference in MX/MWL between CC and NCC samples,
which agrees with the finding of Mahdavi et al. (2008). However, CC clusters
are still special in the sense that they seem to have the most concentrated MWL
profiles, possibly providing evidence for the adiabatic compression (Blumenthal
et al., 1986).
• We find that morphologically more disturbed (high Pm/P0 or 〈w〉) clusters tend
to have a higher fXgas or f
WL
gas at large radii compared to the undisturbed ones,
but in the core the latter have a higher fWLgas while their f
X
gas is still relatively
lower.
• Unlike other classifications, fXgas and fWLgas profiles are very similar for CC or
NCC clusters at all radii. Both fXgas and f
WL
gas are flattening in the core for CC
clusters, but continue decreasing toward the center for NCC clusters.
• Our scaled thermal pressure profile agrees with that of Arnaud et al. (2010)
within ≈ 10% at r < 0.7R500, but is not as steep as theirs at large radii because
our temperature profile differs from theirs (§3.2.1). The higher pressure or
temperature we find at large radii, however, is in tension with with SZ data
(Komatsu et al., 2011; Andersson et al., 2010).
• Low P3/P0 clusters have the steepest PX profiles among our sample; CC clusters
seem to have the steepest PWL profiles.
• P3/P0 is more sensitive to to the cluster dynamic state than 〈w〉 in general, as
concluded by Jeltema et al. (2008).
• The known & 10% difference in fXgas measurements at R2500 between those of
Vikhlinin et al. (2006) and Allen et al. (2008) (and also ours compared to those
of Allen et al. (2008) and Mahdavi et al. (2008)) is likely the result of the differ-
ent parametrization of gas or mass models. Since the former approach, which
we have followed here, adopts very flexible gas profiles, the bias is generally less
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than the latter backward method. However, the magnitude of the discrepancy
also depends on the specific parametrization and the radial range used in the
fitting. From the present work we learn that MX and MWL are quite different
in the core. In addition, the commonly assumed NFW model for the total mass
in the backward method is controversial at small radii (§3.7.4) where the X-ray
data quality is good. Therefore, we conclude that the former technique is better
suited for the X-ray analysis. The implications of the assumed functional form
of the gas profiles on cluster masses and scaling relations have been discussed
in detail by Mantz & Allen (2011). Although we agree with these authors that
the implicit priors in the modeling do affect the result, we disagree that using a
semi-parametric approach, which models MX with a NFW profile without any
parametrization on gas profiles (similar to the backward method used here),
helps to alleviate the bias. As shown in §3.2.4.3, the backward method with a
two-parameter NFW model and a hydrostatic assumption does not fit the tem-
perature profile as well as the forward method. Parametrizing the mass profile
is in fact parametrizing the gas temperature profile if hydrostatic equilibrium
is imposed.
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Chapter 4
X-ray Monte Carlo analysis
4.1 Smoothed Particle Inference
The Smoothed Particle Inference (SPI) technique developed by Peterson et al. (2007)
is a forward-folding method with a kilo-parametric model that describes clusters as
hundreds of smoothed particles of plasma by two-dimensional spatial Gaussians. Each
particle has its own temperature, normalization, spatial position, Gaussian width,
redshift, and a set of elemental abundances. The particles are propagated through an
instrument model and generate photons at certain CCD positions and pulse-height
energies to be compared with raw data. The Markov chain Monte Carlo method
(similar to §3.1.3) is used to construct probable sets of parameters.
This kilo-parametric cluster model is needed to cope with complex phenomena,
such as cold fronts and shock fronts. Figure 4-1 shows an example of SPI modeling
of MS1358.1+6245. The luminosity map reveals a sharp edge close to the west of
the bright core and the temperature map shows a sudden jump at this region. This
feature is on the scale of 10′′. A sophisticated modeling like SPI is required, otherwise
it will be smoothed out.
The SPI method is essentially a multi-temperature model. Particles can be over-
lapping, so the spectra at any spatial point will consist of multiple temperature com-
ponents from different blobs. To disentangle these components, the instrument has
be to sensitive to the temperature of each component. Yet there is still some degree
of the degeneracy that can not be overcome by the perfect detector. The SPI model-
ing generally gives higher average temperatures than the standard single-temperature
analysis does (Andersson et al., 2009). This is expected since the temperature from a
single-temperature fit to the multi-temperature plasma (which is always present be-
cause we are measuring the projected emission along the line of sight) is usually lower
than the average or the emission weighted average of those temperature components
because current detectors are more sensitive to the lower temperature component
(Mazzotta et al., 2004). However, determining the true temperature distribution is
often hampered by the spectral resolution of the instrument, the quality of the data,
and the innate degeneracy. We find that the measured temperature distribution de-
pends sensitively on the range of temperatures for the assumed prior distribution, so
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Figure 4-1: MS1358.1+6245. Top left, emission measure map constructed from the
median of the SPI distribution for all samples at each spatial point; top right, raw
ACIS-S3 image with point sources excluded; bottom left, median emission-measure
weighted temperature map; bottom right, median spectroscopic-like temperature
map.
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quoting the average of the temperature distribution may not be meaningful unless
the degeneracy inherent in this technique has fully been addressed.
Instead, we produce the spectroscopic-like temperature Tspec−like from the SPI
model using the weighting scheme of Vikhlinin (2006) (see also §3.1.2). Tspec−like is a
prediction for the single-temperature fit to the multi-temperature plasma. It is not
that sensitive to the prior temperature range and is more nearly comparable to the
temperature obtained from the standard analysis. However, there is some limitation
on the weighting method of Vikhlinin (2006). It is only accurate if the dynamic
range of the temperature is not too large, Tmax/Tmin . 2. For bimodal spectra with
larger temperature differences, the single-temperature fit tends to ignore the weaker
component and model only the brighter one. Nonetheless, Tspec−like still provides
qualitatively useful information, such as identifying temperature substructures. A
future implementation will include a direct single temperature fit to the SPI model
convolved with the instrument response.
4.2 Temperature and luminosity maps
The SPI reconstructed luminosity and spectroscopic-like temperature maps for the
whole sample are shown in Appendix B.1 and B.2. The value of each pixel of each map
is the median from the Markov chain. Details of creating median parameter maps
are described in Andersson et al. (2007). The luminosity is calculated in the 0.3− 10
keV band in the observer frame. We show the luminosity in the chosen energy band
instead of the bolometric luminosity because the latter is integrated to high energies
and thus strongly depends on the temperature of the particle. As mentioned before,
we do not constrain the temperature distribution very well, especially at high energies.
To reduce the uncertainty, the luminosity is only calculated within the energy range
we observe.
To quantitatively compare SPI results with the standard analysis, we extract
particles from circular annuli to produce radial profiles. A histogram of particle
properties is constructed from the stationary part of the Markov chain. The median
of the distribution is regarded as the best value and errors are the 68% confidence
intervals around the median. Figure 4-2 shows the comparison of SPI results with the
standard analysis (Chapter 3) for projected temperature (left) and emission measure
(right) profiles of four clusters in our sample. For A383 and A1689, the SPI projected
temperature and its uncertainty (circles) are comparable to the standard 1D analysis
of the single temperature fitting (squares). For A2219 and A1835, however, the
SPI result greatly disagrees with the standard analysis. The former two and the
latter two represent the best and the worst SPI results in our sample, respectively.
As explained earlier, the formula of Vikhlinin (2006) to produce Tspec−like is only
accurate for the unimodal spectral distribution within the limited temperature range.
Yet the disagreement found in A1835 and A2219 does not necessarily mean that the
X-ray spectra are highly bimodal, since the calibration uncertainty, not accounted
here, could cause the model to favor an unphysical spectral distribution, especially
for high-quality data. Our prior probability distribution for particle temperatures
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is set in the range of 0.5 − 30 keV. Such a wide energy range is to accommodate
a variety of observed cluster temperatures (e.g., 20 − 30 keV found in 1E 0657−56,
Markevitch & Vikhlinin, 2007). However, this also increases the degeneracy between
different temperature components and weaken the validity of Tspec−like derived from
Vikhlinin (2006). Despite the discrepant temperature, the emission measure profile
agrees well with that from a best-fit gas density model (Eq. 2.4) from the standard
analysis (solid line). Moreover, the SPI modeling has the advantage of presenting the
gas profile in a non-parametric way that captures all subtle features of the profile.
In addition, it is very easy to extract the gas profile in regions of interest, unlike the
traditional method that the same analysis has to be repeated for spectra taken from
other regions.
4.3 Pressure profile
To derive 3D properties of the ICM, such as the gas density or the pressure, the z
coordinate in the line of sight direction, not constrained by the data, must be given
to the 2D Gaussian blob. Following the work of Andersson (2007), a z coordinate is
randomly assigned to each blob so that the 3D spatial distribution of all the particles
matches an assumed profile. For simplicity, we assume a spherical symmetry of the
particle distribution. We have made some improvements of the deprojection of Ander-
sson (2007). The z coordinate is drawn from a newly calculated distribution of each
iteration, instead of a completely random distribution, which makes the convergence
faster. Second, the spatial extent of the blob is taken into account. The resulting
spherically average thermal pressure profile from SPI (squares) is shown in Figure
4-3, in comparison with a best-fit model from the standard analysis (solid lines). The
ratio of the SPI result to that of the standard analysis is plotted in the bottom panel.
The agreement is generally good for A383 and A1689, but not for A2219 and A1835
because of the temperature problem (§4.2).
4.4 Power ratios
The power ratio method introduced by Buote & Tsai (1996) is a well established
method to quantify substructures in clusters. It is a multipole expansion of the X-ray
surface brightness Σ(r, φ) around the cluster centroid with the moments am and bm
determined as
am(R) =
∫
r≤R
Σ(r, φ) rm cosmφrdrdφ (4.1)
bm(R) =
∫
r≤R
Σ(r, φ) rm sinmφrdrdφ, (4.2)
and the powers in the multipole m calculated as
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Figure 4-2: Comparison of SPI results with the standard analysis for projected tem-
perature (left) and emission measure (right) profiles. The bottom panel of the emission
measure plot shows the ratio of the SPI result to that of the standard analysis, which
is from a best-fit gas density model (Eq. 2.4) fitted to the surface brightness profile.
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Figure 4-3: Comparison of SPI results with the standard analysis for the X-ray pres-
sure profile. The ratio of the SPI result to that of the standard analysis is shown in
the bottom panel.
116
P0 = (a0ln(R))
2 (4.3)
Pm =
1
2m2R2m
(
a2m + b
2
m
)
. (4.4)
Since Pm is proportional to the total flux, P0, it is divided by P0 to form the power
ratio, Pm/P0. Note power ratios, despite of being normalized by P0, are dependent
on the aperture radius R. Since the surface brightness drops quickly with the radius
for most clusters, am and bm are unlikely to grow faster than R
m. Consequently,
power ratios decrease with the aperture radius in general. However, for some highly
disturbed clusters, increasing R may result in more inclusions of major substructures,
and thus an increase in power ratios.
The power ratio method has been used in Jeltema et al. (2005); Andersson et al.
(2009); Bo¨hringer et al. (2010) for samples of Chandra and XMM-Newton clusters.
Jeltema et al. (2005) find that high-redshift clusters have significantly higher P3/P0
and P4/P0 than low-redshift ones. Andersson et al. (2009) confirm an increase with
z for P3/P0, but not for P2/P0. Because P2/P0 can be large for elliptical but regular
clusters, P3/P0 is thus expected to be the lowest power ratio moment to clearly
indicate substructures.
Here, we define the cluster centroid as the center at which P1 vanishes for the
chosen aperture radius. The power ratio is calculated from the luminosity in the 0.3-
10 keV energy range. The luminosity map from an single iteration of the chain, while
consistent with the data beacuse of the noisy simulation, is not ideal to compute
the power ratio since we want to find real structures but not photon fluctuations.
Yet if using the average map of all iterations, we have no other sample for the error
estimate. Therefore, we take a subset of the chain, create a median luminosity map
from this subset, and calculate the power ratio for this map. The final result is from
the distribution of power ratios measured from the maps of those subsets, with the
median of the distribution as the best value and the 68% confidence intervals around
the median as errors. To choose the adequate size of the subset, we start from a
small number and steadily increase the size until the final power ratio does not vary
from the previous run by 5%. It typically requires 10− 30 iterations from a chain to
achieve this.
Figure 4-4 compares our power ratios to the results of Jeltema et al. (2005) (J05)
from Chandra data and Andersson et al. (2009) (A09) from XMM-Newton data for
the same objects. The aperture radius is 500 kpc, identical to those used in J05 and
A09. J05 measured Pm/P0 from adaptively binned raw images (Sanders & Fabian,
2001) corrected for the exposure. A09 used the same SPI modeling as we do. Our
values generally agree with J05, though the scatter is quite large, especially for P3/P0
and P4/P0. Our power ratios are uniformly lower by a factor of 2 or more than those
of A09, possibly because these authors calculated the ratio from a single iteration map
instead of the smoothed map from a subset of the chain. Since both A09 and our
results show the same trend from low to high values and only the relative power ratio
is needed to classify the sample, this difference in the absolute value is not important
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Figure 4-4: Comparison of power ratios for clusters that are common to the sample of
Jeltema et al. (2005) (squares) and Andersson et al. (2009) (circles) for an aperature
radius of 500 kpc. P2/P0, P3/P0 and P4/P0 of Jeltema et al. (2005) are shown in red,
magenta and green colors, respectively. P2/P0 and P3/P0 of Andersson et al. (2009)
are shown in black and blue colors, respectively. The dotted line is the line of the
equality.
for our analysis.
Figure 4-5 shows comparisons of P3/P0 in 3 different radii: 500 kpc, 0.5 and 0.9
R500. Only clusters that are completely covered by the 0.9 R500 aperture are shown
(Figure 4-5 left). P3/P0 measured in 0.9 R500 radius is systematically smaller that in
0.5 R500, as expected, except for one obvious outlier, A115, a merging cluster with
two roughly equal massive subclusters, separated by 5′ (≈ 0.75R500) in projection and
colliding with a speed of 1600 km s−1 (Barrena et al., 2007; Gutierrez & Krawczynski,
2005). The difference between 500 kpc and 0.5 R500 apertures is relatively small. The
average 0.5 R500 for our sample is 1.2 times 500 kpc, with a scatter of 20%. However,
the gravitational potential of clusters is known to exhibit self-similarity (Navarro
et al., 1997), so the use of the scaled version of radii, the overdensity radius, should
provide a fair comparison for clusters with different masses and redshifts. For this
reason, we choose 0.5R500 as the aperture radius for the analysis in Chapter 3 and
for the subsequent study. Values are listed in Table 4.1. Also pointed out by Jeltema
et al. (2008), if the power ratio is measured within a constant physical radius, the
evolution in the cluster structure could be hidden since the viral radius decreases with
the redshift.
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Table 4.1: Power ratios measured within 0.5R500
Name RA a Dec a P2/P0 P3/P0 P4/P0
(J2000) (J2000) (10−7) (10−7) (10−7)
MS0015.9+1609 00:18:33.5 +16:26:14 66.2+18.0−5.5 1.35
+0.98
−0.73 0.24
+0.22
−0.14
CL0024.0+1652 00:26:35.7 +17:09:38 24.5+6.9−10.2 2.35
+1.29
−1.43 0.13
+0.23
−0.09
A68 00:37:06.1 +09:09:35 71.0+12.2−10.3 0.25
+0.41
−0.18 0.46
+0.32
−0.21
A115 00:55:53.1 +26:24:27 121+9−11 4.21
+0.99
−0.74 0.57
+0.18
−0.16
A209 01:31:52.3 −13:36:37 45.0+6.9−5.7 0.60+0.28−0.28 0.06+0.05−0.04
RXJ0142.0+2131 01:42:03.6 +21:31:22 30.7+9.9−8.7 1.28
+0.98
−0.83 0.26
+0.22
−0.19
A267 01:52:42.1 +01:00:30 45.3+12.0−8.7 0.30
+0.35
−0.23 0.06
+0.11
−0.04
A370 02:39:53.1 −01:34:32 175+18−19 6.33+1.62−1.84 1.83+0.49−0.48
A383 02:48:03.3 −03:31:47 0.71+0.30−0.21 0.23+0.08−0.06 0.02+0.01−0.01
A521 04:54:07.8 −10:14:01 77.6+6.0−5.2 2.19+0.31−0.44 0.04+0.05−0.03
A586 07:32:20.4 +31:37:55 4.77+2.48−1.72 0.16
+0.17
−0.10 0.04
+0.05
−0.03
A611 08:00:56.9 +36:03:27 6.12+2.02−2.03 0.12
+0.17
−0.09 0.04
+0.04
−0.03
ZwCl0839.9+2937 08:42:55.9 +29:27:27 5.07+0.94−0.74 0.14
+0.06
−0.04 0.01
+0.02
−0.01
A697 08:42:57.6 +36:21:55 51.6+8.4−8.8 1.01
+0.65
−0.57 0.12
+0.17
−0.08
A750 09:09:12.7 +10:58:37 24.2+2.8−3.4 0.35
+0.19
−0.15 0.03
+0.03
−0.03
A963 10:17:03.7 +39:02:49 3.64+0.55−0.62 0.22
+0.08
−0.08 0.08
+0.03
−0.03
A1689 13:11:29.6 −01:20:25 9.49+0.57−0.53 0.05+0.02−0.02 0.05+0.01−0.01
A1763 13:35:19.3 +41:00:02 59.5+13.7−10.5 0.98
+0.64
−0.66 0.42
+0.34
−0.21
MS1358.1+6245 13:59:50.9 +62:31:03 12.8+3.4−2.1 0.39
+0.17
−0.17 0.05
+0.05
−0.03
A1835 14:01:01.9 +02:52:39 2.62+0.72−0.68 0.03
+0.06
−0.03 0.03
+0.03
−0.01
ZwCl1454.8+2233 14:57:15.0 +22:20:33 7.09+1.20−1.17 0.21
+0.08
−0.06 0.01
+0.01
−0.01
A2009 15:00:19.7 +21:22:12 11.7+4.0−2.9 0.12
+0.15
−0.09 0.03
+0.05
−0.02
ZwCl1459.4+4240 15:01:22.0 +42:20:51 50.9+14.0−9.6 0.48
+0.59
−0.34 0.06
+0.10
−0.04
MS1512.4+3647 15:14:22.4 +36:36:24 33.3+6.5−4.9 0.46
+0.45
−0.20 0.16
+0.13
−0.11
MS1621.5+2640 16:23:35.6 +26:34:21 3.93+3.15−2.90 1.57
+0.84
−0.90 1.21
+0.52
−0.66
A2218 16:35:52.3 +66:12:36 18.5+4.9−4.2 0.64
+0.60
−0.28 0.03
+0.07
−0.02
A2219 16:40:20.5 +46:42:30 137+7−7 0.70
+0.11
−0.11 0.73
+0.09
−0.09
RXJ1720.1+2638 17:20:10.0 +26:37:29 5.60+1.30−1.44 0.04
+0.07
−0.03 0.03
+0.03
−0.03
A2261 17:22:27.1 +32:07:57 8.27+2.35−2.14 0.81
+0.36
−0.31 0.03
+0.03
−0.02
RXJ2129.6+0005 21:29:39.7 +00:05:19 18.8+3.1−3.0 0.22
+0.18
−0.11 0.08
+0.05
−0.05
A2390 21:53:37.3 +17:41:43 59.8+3.5−3.3 0.16
+0.04
−0.03 0.26
+0.04
−0.03
A2485 22:48:30.9 −16:06:27 7.84+3.73−2.70 0.19+0.26−0.13 0.08+0.05−0.05
A2631 23:37:38.6 +00:16:17 61.9+15.1−11.1 2.45
+1.14
−1.08 0.18
+0.23
−0.12
aX-ray centroids, determined by minimizing P1.
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Figure 4-5: Comparison of P3/P0 in different aperture radii: 500kpc, 0.5 and 0.75
R500. The dotted line is the line of the equality. Open (filled) symbols show NCC
(CC) clusters. The merging cluster, A115, is the only one with a P3/P0 measured
within 0.9R500 significantly higher than that of 0.5R500.
4.5 Centroid Shifts
The centroid shift, calculated from the variation of the centroid with the radius, is
another measure of cluster morphology. This measure is more robust against the
projection then the power ratio method, but somewhat less sensitive to detect depar-
ture from the hydrostatic equilibrium (Jeltema et al., 2008). Following Jeltema et al.
(2008) who modified the method from Poole et al. (2006) and Maughan et al. (2008),
the centroid is determined within a series of circular apertures centered on the X-ray
peak with radii increasing in steps of 0.05R500 from 0.1R500 to R500. The centroid
shift, 〈w〉, is then the standard deviation of the separation between the X-ray peak
and the centroid of various apertures normalized by R500,
〈w〉 =
[
1
N − 1
∑
i
(
∆i − ∆¯
)2]1/2 1
R500
, (4.5)
where ∆i is the distance between the X-ray peak and the centroid of the ith aperture.
∆i is only measured out to a radius that the entire cluster is within the Chandra field
of view.
Here, the aperture is fixed at the centroid of 0.05R500 aperture, instead of the
X-ray peak used by Poole et al. (2006) and Maughan et al. (2008), as suggested
by Jeltema et al. (2008). The cluster peak is sometimes hard to define because of
presence of small, brightly peaked substructures, so choosing the centroid should
provide a better sense of the overall cluster center. To enhance the detection of faint
structures at larger radii, the inner 0.05R500 region is excluded from the centroid (but
not the inner most centroid for the X-ray peak) measurement, though Jeltema et al.
(2008) find that the centroid shifts are very similar regardless of the removal of the
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Figure 4-6: Comparison of centroid shifts to the result of Maughan et al. (2008). The
dotted line is the line of the equality.
central region for most of the clusters. The measured centroid shifts are listed in
Table 4.2.
In Figure 4-6, we compare our result to the centroid shift measured by Maughan
et al. (2008), who analyzed the morphology of 115 galaxy clusters from Chandra
ACIS-I observations. The agreement is generally good except for A267 and A2631,
two clusters that have elongated cores. Maughan et al. (2008) used the X-ray peak
and excluded central 30 kpc region, and these differences could contribute to the
discrepancy. Nonetheless, this uncertainty will not hinder our classification of the
cluster because we only divide clusters into two groups: high and low 〈w〉. Both
works agree on the result of the grouping.
4.6 Correlation between morphological measures
and cluster properties
Figure 4-7 shows the correlation among P2/P0, P3/P0, and P4/P0 for 0.5R500 aperture.
Also plotted are 40 clusters from J05 in 0.1 < z < 0.9, measured within 500 kpc. The
relation and the scatter of the power ratio are similar to those of J05.
Figure 4-8 shows a plot of 〈w〉 versus P3/P0 measured in 0.5R500. Also plotted
are a sample of nearby clusters from Bo¨hringer et al. (2010), observed with XMM-
Newton. Although their P3/P0 is calculated from a much larger aperture, R500, the
correlation between P3/P0 and 〈w〉 is quite similar to ours.
Figures 4-9 and 4-10 plot P3/P0 and 〈w〉, respectively, against BCG offsets and
cluster redshifts. The offset is the the displacement between the position of the
brightest cluster galaxy (BCG) and the X-ray center, determined from a sum of three
2-dimensional β models fit to the X-ray image, listed in Table 3.1. This is also the
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Table 4.2: Centroid shifts
Name RA a Dec a 〈w〉
(J2000) (J2000) (10−2)
MS0015.9+1609 00:18:33.4 +16:26:10 0.63+0.18−0.17
CL0024.0+1652 00:26:35.7 +17:09:42 0.71+0.18−0.16
A68 00:37:06.4 +09:09:32 0.60+0.18−0.17
A115 00:55:50.3 +26:24:35 8.80+0.19−0.18
A209 01:31:53.1 −13:36:45 1.02+0.14−0.16
RXJ0142.0+2131 01:42:03.2 +21:31:15 1.19+0.19−0.19
A267 01:52:42.2 +01:00:39 1.11+0.19−0.16
A370 02:39:53.2 −01:34:40 1.40+0.59−0.40
A383 02:48:03.4 −03:31:46 0.27+0.15−0.08
A521 04:54:06.5 −10:13:14 5.85+0.12−0.11
A586 07:32:20.4 +31:37:55 0.27+0.12−0.08
A611 08:00:56.8 +36:03:24 0.43+0.09−0.09
ZwCl0839.9+2937 08:42:55.8 +29:27:27 0.28+0.07−0.07
A697 08:42:57.6 +36:21:57 0.33+0.12−0.09
A750 09:09:12.8 +10:58:33 0.83+0.21−0.18
A963 10:17:03.6 +39:02:52 0.26+0.07−0.06
A1689 13:11:29.6 −01:20:30 0.42+0.06−0.05
A1763 13:35:18.3 +40:59:56 0.92+0.17−0.16
MS1358.1+6245 13:59:50.4 +62:31:04 0.40+0.08−0.06
A1835 14:01:01.9 +02:52:42 0.27+0.09−0.07
ZwCl1454.8+2233 14:57:15.0 +22:20:33 0.31+0.06−0.06
A2009 15:00:19.6 +21:22:10 0.29+0.09−0.07
ZwCl1459.4+4240 15:01:22.3 +42:20:45 1.36+0.33−0.35
MS1512.4+3647 15:14:22.4 +36:36:22 0.96+0.29−0.32
MS1621.5+2640 16:23:35.3 +26:34:29 1.86+0.38−0.44
A2218 16:35:51.0 +66:12:37 1.04+0.17−0.18
A2219 16:40:20.1 +46:42:35 0.29+0.04−0.05
RXJ1720.1+2638 17:20:09.9 +26:37:31 0.23+0.07−0.05
A2261 17:22:27.3 +32:07:59 0.31+0.19−0.11
RXJ2129.6+0005 21:29:40.0 +00:05:22 0.62+0.10−0.10
A2390 21:53:36.6 +17:41:43 0.72+0.04−0.05
A2485 22:48:31.0 −16:06:27 0.53+0.25−0.17
A2631 23:37:38.4 +00:16:07 1.33+0.22−0.22
aX-ray centroids, determined from the 0.05R500 apera-
ture.
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Figure 4-7: Correlations among the power ratios for 0.5R500 aperture. Cool core and
non-cool core clusters are shown in filled and open circles, respectively. Also shown
in red squares are 40 clusters observed with Chandra from Jeltema et al. (2005)
measured within 500 kpc.
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Figure 4-8: Centroid shift plotted against P3/P0. Open (filled) symbols show NCC
(CC) clusters. Also plotted in diamonds are nearby clusters from Bo¨hringer et al.
(2010), observed with XMM-Newton.
center for the radial gas density and temperature profiles (§3.1.2). A115 is excluded
from this plot because the X-ray center and the BCG belong to distinctly differ-
ent subclusters, A115N and A115S, respectively. BCG positions are from Hoekstra
(2007), Zhang et al. (2010), Richard et al. (2010), and Stott et al. (2008). We find
that clusters with highest redshifts (z > 0.3) or biggest BCG offsets (> 0.25′) among
the sample all have larger P3/P0 or 〈w〉, but once removing those, there is hardly a
correlation with z or the BCG offset for P3/P0 and 〈w〉.
Figure 4-11 plots the distribution of Pm/P0 and 〈w〉 for our sample, in comparison
with those of Jeltema et al. (2005) and Bo¨hringer et al. (2010).
Figure 4-12 plots Pm/P0 and 〈w〉 against the cuspiness parameter α of the gas
density at 0.04R500. P3/P0 and 〈w〉 is weakly correlated with α.
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Figure 4-9: P3/P0 versus the offset between BCG position and X-ray center (left) and
the redshift (right). Clusters having higher (lower) than the median P3/P0 are plotted
in red triangles (black circles). Open (filled) symbols show NCC (CC) clusters.
10-2 10-1 100
BCG offset (arcmin)
10-2
10-1
〈 w〉
0.2 0.3 0.4 0.5 0.6
z
10-2
10-1
〈 w〉
Figure 4-10: Centroid shift versus the offset between BCG position and X-ray center
(left) and the redshift (right). Clusters having higher (lower) than the median 〈w〉
are plotted in red triangles (black circles). Open (filled) symbols show NCC (CC)
clusters.
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Figure 4-11: The distributions of power ratios, measured within 0.5R500, and centroid
shifts (solid line). The dotted vertical line is the median value of the distribution.
Also shown are power ratios of Jeltema et al. (2005) computed in a 500kpc aperture
(dash-dotted line) and results from Bo¨hringer et al. (2010) whose power ratios are
measured within R500 (dashed line).
126
1.2 1.0 0.8 0.6 0.4 0.2 0.0 0.2
α
10-7
10-6
10-5
P
2
/P
0
1.2 1.0 0.8 0.6 0.4 0.2 0.0 0.2
α
10-9
10-8
10-7
10-6
P
3
/P
0
1.2 1.0 0.8 0.6 0.4 0.2 0.0 0.2
α
10-9
10-8
10-7
P
4
/P
0
1.2 1.0 0.8 0.6 0.4 0.2 0.0 0.2
α
10-2
10-1
〈 w〉
Figure 4-12: Correlations between power ratios Pm/P0, centroid shifts 〈w〉 with the
cuspiness parameter α. Clusters having higher (lower) than the median Pm/P0 or 〈w〉
are plotted in red triangles (black circles). Open (filled) symbols show NCC (CC)
clusters.
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Chapter 5
Summary and Conclusion
In Chapter 2, we presented a detailed X-ray spectral analysis of Abell 1689, a well
known cluster with discrepant X-ray and lensing masses. We tested the hypothesis
that multiple temperature components in projection result in a lower X-ray mass
estimate. We found that an additional temperature component does not improve
the fit significantly. If the temperature of the hot component is to agree with the
cluster temperature predicted from the combined lensing and X-ray surface brightness
profiles by Lemze et al. (2008a), then the implied temperature of the cooler component
is greater than 5 keV and it occupies 70-90% of the space within 250h−1kpc radius,
assuming that the two temperature phases are in pressure equilibrium. Therefore, the
scenario that “cool” clumps biasing the X-ray temperature measurements proposed by
Lemze et al. (2008a) seems to be unlikely. Other explanations for the mass discrepancy
include the projection effect and the unrelaxed state of the cluster.
In Chapter 3, we analyzed a sample of 32 intermediate redshift massive X-ray
clusters and compared Chandra X-ray data with the weak lensing studies of Hoekstra
(2007) and Okabe et al. (2010). We found that the mass ratio between MX and MWL
does not depend on how cuspy the gas density profile is at 0.04R500, our discriminant
between cool core and non-cool core clusters. This is contrary to the common belief
that cool core clusters are more relaxed than non-cool core clusters in general. In addi-
tion, we found that the power ratio P3/P0, a measure of substructures, correlates with
MX/MWL, such that low P3/P0 clusters (less substructures) have a higher MX/MWL,
particularly at small ratii. However, instead of a mass ratio close to one, expected
if the ICM is in hydrostatic equilibrium, we found that these apparently relaxed low
P3/P0 clusters actually have a ratio MX/MWL = 1.32 ± 0.17 higher than unity, after
correcting for all known biases and scatter we consider, from Chandra calibration to
halo triaxiality. This surprising result is in fact in qualitative agreement with the
non-radiative simulations of Rasia et al. (2004), who show that at r . 0.1Rvir, the
gas may be hotter than the dark matter. The collisional gas particles gain energy
from the collisionless dark matter from the transient spatial offset between the two
species during the mergers. It should be noted, however, that later works (e.g., Rasia
et al., 2006) including radiative cooling and other feedback processes suggest that
hydrostatic X-ray masses can be low by 10-20%, if the ICM viscosity is neglected.
On the other hand, the ICM viscosity, a property commonly ignored in cosmological
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simulations, will raise the gas temperature (Sijacki & Springel, 2006), which will tend
to increase X-ray mass estimates.
Our result shows that fgas is related to cluster morphology, for both cool core/non-
cool core and P3/P0 measures. Combined with the finding that cluster structure may
evolve over cosmic time (Jeltema et al., 2005; Vikhlinin et al., 2007; Andersson et al.,
2009), the robustness of the use of fgas as a cosmological probe will depend on the
sample selection, which is rarely addressed in detail since there is no consensus on
which measure is best suited for selecting standard clusters. Although an attempt
has been made to correct the biased MX or Mgas with observable structure measures
from simulations (Jeltema et al., 2008), the feasibility of this approach is limited
by the current knowledge of gas physics. As shown by Young et al. (2011), the
baryon fraction evolves and changes with different models of gas heating and cooling
incorporated in simulations. Another potential concern arises from the difference
between MX and MWL mentioned above. fgas is usually measured at R2500 where the
radius is large enough to avoid complex physical processes in the core and yet not far
enough to be complicated by the background or gas clumping. We found that at this
radius, MX is ∼ 10 − 30% higher than MWL from an average cluster to a low P3/P0
cluster. This uncertainty should be included in fgas for cosmological studies if the
total mass is from MX .
In Chapter 4, we provide X-ray luminosity and temperature maps for our sample
from the Smoothed Particle Inference (SPI) technique (Peterson et al., 2007), which
models the cluster with hundreds of particles, forward folds the model to compare
with data and samples the parameter space with the Markov chain Monte Carlo
method. Each particle has its own temperature and spatial extent, composing a very
flexible kilo-parametric cluster model. The power ratio and the centroid shift used in
Chapter 3 are measured from the SPI luminosity map. The SPI temperature map is
for demonstration only and not included in this study because of the great degeneracy
between different temperature phases. Although quantitatively not correct for some
clusters, the map is still qualitatively worthwhile. With a better understanding of the
degeneracy and constraints from deeper observations and more sensitive instruments,
SPI should be a powerful tool to study ICM. The Monte Carlo approach also makes it
straightforward to combine data from different instruments or even with observations
from the Sunyaev-Zeldovich effect.
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Appendix A
Gas profiles and best-fit models
A.1 Temperature profiles
A.2 Gas density profiles
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Figure A-1: Temperature profiles. Observed projected temperatures are shown in
crosses. Solid red and blue lines show the best-fit three-dimensional model and the
corresponding projected profile, respectively. Dotted lines show 1σ errors. The best-
fit projected temperature profile shown in the blue solid line is for the illustrative
purpose only (see text).
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Figure A-2: Top, observed projected emissivity profiles are shown in point markers.
Solid and dotted lines show the best fit and 1σ errors to the three-dimensional gas
density profile. Bottom, the residuals.
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Appendix B
Luminosity and Temperature maps
B.1 Luminosity maps
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Figure B-1: Median luminosity maps in units of 1044 erg s−1(′′)−2 in the 0.3− 10 keV
(observer frame) energy band. Images are 10′×10′ in size. Circles show 0.5R500 radii.
The number at the lower left corner is the value of P3/P0 measured within 0.5R500,
in units of 10−7. The median value of our sample, 3.9 × 10−8, is used to divide the
sample into high and low P3/P0 sub-samples.
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B.2 Spectroscopic-like temperature maps
Because of the degeneracy between different temperature components (§4.1), the tem-
perature map is not currently used in any analysis of this work.
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Figure B-2: Median spectroscopic-like temperature maps in units of keV, overlaid with
X-ray luminosity contours. The contour levels are logarithmically spaced. Images are
10′ × 10′ in size. The number at the lower left corner is the value of P3/P0 measured
within 0.5R500, in units of 10
−7. The median value of our sample, 3.9× 10−8, is used
to divide the sample into high and low P3/P0 sub-samples.
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