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Abstract
Supernova (SN) research has been the source of many astronomical discoveries over
the past several decades, most prominently the accelerated expansion of the universe
by so-called “dark energy” in 1998. Next generation surveys like the Vera C. Rubin
Observatory and the Nancy G. Roman Space Telescope, in large part through tra-
ditional luminosity distance measurements with Type Ia supernovae (SNe Ia), are
set to reveal more about the nature of dark energy this decade than at any time
in history. The enormous SN Ia samples from Roman and Rubin mean cosmologi-
cal inferences will no longer be limited by statistical uncertainties, making “limiting
systematics” the name of the game for 2020’s dark energy programs. This research
addresses SN cosmology systematic uncertainties in three ways: 1) Extending widely
used models of optical SN light curves into the near-IR wavelengths probed by future
telescopes 2) Modeling systematics inherent to the observed SN Ia population and
3) Developing lensed SNe as a new and independent dark energy probe for the next
decade. Together these complementary components have already supported multiple
cosmological analyses, including projections for lensed SN and SNIa cosmology with
Roman. They are also being used to optimize future surveys, and have contributed
to the first measurement of the Hubble constant with a lensed SN.
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The explosion of discoveries in the field of cosmology during the last century has
been dramatic and transformative. Beginning with Albert Einstein’s famous devel-
opment of General Relativity in 1917, a highly successful conjunction of theory and
observation has been maintained through modern times. This includes astrophysi-
cal discoveries such as the expanding universe, the Big Bang, the Cosmic Microwave
Background (CMB), the existence of gravitational lensing and waves...the list goes
on. It is no coincidence that this exponential progress in cosmology has coincided per-
fectly with the advent of increasingly immense and advanced telescopes for probing
the deepest reaches of the universe. Starting with the development of large reflecting
telescopes in the early 1900s and culminating with the launch of the Hubble Space
Telescope (HST) in 1990, the 20th century contained both the first proof of a galaxy
beyond our own Milky Way, and images of galaxies 12 billion light-years from Earth.
By the turn of the century, the quality of modern telescopes enabled the first conclu-
sive proof that the universe was not only expanding, but accelerating in its expansion:
the discovery of so-called “Dark Energy” (Riess et al., 1998; Perlmutter et al., 1999).
While the 20th century yielded great observational discoveries, spurred by signifi-
cant technological improvements, the culmination of the last century of progress for
theoretical cosmology was the dark energy + cold dark matter (ΛCDM model). Ac-
cepted as the “concordance cosmology” since the late 1990s, ΛCDM has accurately
explained and predicted phenomena such as the structure of the CMB, the Baryon
Acoustic Oscillations (BAO), weak gravitational lensing, and the existence of an ac-
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celerating universe. However, instead of continuing to reaffirm the accuracy of the
ΛCDM model, the ever-increasing precision of 21st century cosmological measure-
ments has created a significant rift between theory and observation that has yet to
be resolved: the “H0 tension”.
The “Hubble-LeMaître Constant”, H0, is one of the most famous and fundamen-
tal cosmological parameters. As it quantifies the present-day expansion rate of the
universe, H0 plays a central role in the ΛCDM model and is often an important com-
ponent of more subtle cosmological parameters. Today, the difference between the
most precise local measurement of H0 (Riess et al., 2019), and the value inferred by
ΛCDM (Planck Collaboration et al., 2018), stands at 4.4σ. This “tension”, now per-
haps more of a “crisis”, is one of the most substantial and critical topics of research in
modern cosmology. As we enter a new decade of progress for cosmology, substantial
efforts are underway to resolve the H0 tension by either 1) Identifying and controlling
systematic uncertainties in our measurements of H0 or 2) Proving the existence of a
cosmological feature beyond ΛCDM.
This dissertation aims to contribute to the first of these ongoing endeavors. I
begin with an overview of topics relevant to the background above and remainder of
this work in Sections 1.1-1.3.1. This starts with an outline of the ΛCDM cosmology
and some possible extensions, continues to the supernova (SN) explosions that form
the basis of the observational half of the H0 tension, and concludes with a discussion
of gravitational lensing that will be relevant for Chapter 4. Next I aim to prepare the
field of SN cosmology for the next generation of telescopes, tasked with pushing the
frontiers of precision cosmological measurements, by improving our models of SNe in
Chapter 2 and then our understanding of possible systematic uncertainties in Chapter
3. Finally, in Chapter 4, I present software and methods necessary for harnessing a
new probe for modern cosmology, which will provide a critical check on cosmological
measurements made with traditional methods and provide highly complementary
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constraints on the dark energy (see Sections 1.1 and 1.3.1): gravitationally lensed
SNe. I conclude with a discussion of the future of cosmology in Chapter 5.
1.1 Cosmological Models
The simplest (and thus far most successful) cosmological model I’ll describe is ΛCDM
(Section 1.1.1). Here the “CDM” stands for cold dark matter, meaning the model
includes the presence of matter that is cold (i.e., slow relative to the speed of light) and
dark (i.e., interacts very weakly with ordinary matter or electromagnetic radiation)
in addition to normal baryonic matter. The “Λ” term represents a cosmological
constant, arising from the field equations of general relativity (though the logic for
its original inclusion was flawed), which represents the inclusion of a cosmological
non-varying (constant) dark energy in the model. I briefly describe ΛCDM and some
possible extensions in Sections 1.1.1-1.1.3.
1.1.1 ΛCDM
It is valuable to see the mathematical form of the Hubble Parameter, H(z), and the
impacts of assuming a series of differing cosmological models. The Hubble Parameter
describes the expansion of the Universe as a function of redshift, and its value at the
present epoch is H0, the famous Hubble-LeMaître constant. It is therefore common to





Ωm(1 + z)3 + Ωk(1 + z)2 + ΩΛ, (1.1)
where Ωm,Ωk,ΩΛ are the matter density, curvature, and dark energy density terms
respectively. Some cosmological probes are more adept than others at measuring each
of these cosmological parameters, but one can imagine directly measuring H0 with
SNe Ia for example (see Sections 1.2-1.2.2) and then varying values of Ωm,Ωk,ΩΛ
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to obtain a best fit picture of cosmology. This is indeed how the process works in
practice, although probes are usually combined to get an improved constraint, which
breaks some parameter degeneracies. This is apparent in Figure 1.1, where it is
obvious that while the CMB has very little constraining power for ΩΛ or Ωm as the
contours allow for nearly all possible values, but it can constrain the Ωk parameter
quite well (i.e., the universe is flat). Similarly, the BAO cannot tightly constrain ΩΛ
but provides a precise measure of Ωm. Finally, the combination of CMB+BAO+SNe
Ia provides a fairly strict measure of all cosmological parameters (the grey contours
at the intersection) as each parameter degeneracy is broken.
1.1.2 wCDM
All of Section 1.1.1, as well as Figure 1.1, assumes the standard ΛCDM model. I now
turn to the first of two additional cosmological models that extend ΛCDM, whereby
the dark energy density term ΩΛ is varied to satisfy a dark energy equation of state
(EOS) with p = wρc2 (note that the CDM component remains unchanged). Here p
and ρ represent the pressure and energy density, respectively. A value of w = −1
causes the EOS to collapse back to that of a cosmological constant, which is also
made clear by the subsequent addition to the normalized Hubble Parameter:
E(z) =
√
Ωm(1 + z)3 + Ωk(1 + z)2 + ΩΛ(1 + z)3(1+w). (1.2)
It is now apparent that for w = −1, Equation 1.2 directly becomes Equation 1.1.
By following a similar methodology described in Section 1.1.1, multiple probes can
obtain joint constraints on cosmological parameters that now include the additional
w parameter, with deviation from w = −1 suggesting possible dark energy evolution
not predicted by the ΛCDM model. Today’s best combined constraints are w =
−1.026 ± 0.041, suggesting no evolution beyond ΛCDM (see Figure 1.2 and Scolnic
et al., 2018).
4
The Astrophysical Journal, 746:85 (24pp), 2012 February 10 Suzuki et al.
Figure 5. !CDM model: 68.3%, 95.4%, and 99.7% confidence regions of the ("m, "!) plane from SNe Ia combined with the constraints from BAO and CMB.
The left panel shows the SN Ia confidence region only including statistical errors, while the right panel shows the SN Ia confidence region with both statistical and
systematic errors.
Figure 6. wCDM model: 68.3%, 95.4%, and 99.7% confidence regions in the ("m, w) plane from SNe Ia, BAO, and CMB are shown in both panels. The left
panel shows the SN Ia confidence region for statistical uncertainties only, while the right panel shows the confidence region including both statistical and systematic
uncertainties. We note that CMB and SN Ia constraints are orthogonal, making this combination of cosmological probes very powerful for investigating the nature of
dark energy.
corresponds to a look-back time of 6.62 ± 0.22 Gyr, about
the half of the age of the universe. Equality between the
energy density of dark energy and matter occurred later, at
z = 0.391 ± 0.033 or a look-back time of 4.21 ± 0.27 Gyr.
If we remove the flatness prior (labeled as o!CDM in
Table 7), the best-fit "m and "! change by a fraction of their
errors with "k = 0.002+0.005!0.005.
5.2. wCDM: Constant Equation-of-state Parameter
In wCDM models, w is constant but is allowed to be different
from !1. While few dark-energy theories give w "= !1 and
yet constant (Copeland et al. 2006), constraints on the constant
w model are still useful. The wCDM model contains fewer
parameters than the dynamical dark-energy models considered
in the following section, yet a value different from w = !1
18
Figure 1.1: Combined 68.3%, 95.4%, and 99.7% ΛCDM cosmological constraints
from three separate probes (Figure from Suzuki et al., 2012).
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Figure 21 the constraints of various combinations of the different
probes given the!w wa0 CDM!model. We !nd that combining SN,
BAO, Planck, and H0 measurements,   ow 1.007 0.0890
and   ow 0.222 0.407a . These values are consistent with the
cosmological constant model of dark energy such that w0 is
consistent with !1 and wa is consistent with 0, or no evolution
of the equation of state of dark energy.
6.3. Comparison of Cosmological Results to R14 and B14
Comparisons of the results from R14 and B14 with the results
from this analysis are shown in Table 14. R14 used a sample of
112 PS1 SNe and 180 Low-z SNe to measure cosmological
parameters and found for the!wCDM!model a "2! deviation
from w!=!!1 when combining SN and Planck measurements.
With a larger sample of PS1 SNe and an improved analysis, we
!nd no hints of tension with a cosmological constant from the
parameters derived for the PS1+Low-z sample.
As can be seen in Table 14, the statistical-only constraints
from the improved PS1+Low-z sample are consistent with those
from R14, and the constraints on !m and w are tighter. However,
accounting for systematic uncertainties causes the best-!t
parameters of this analysis to diverge from R14. One of the
main reasons for this is that compared to the analysis of S14, the
systematics of the PS1 sample are smaller but the systematics of
the Low-z sample are larger, thereby effectively down-weighting
the Low-z sample with respect to the PS1 sample.
There are no large differences between the constraints from
our full Pantheon sample and those from the B14 analysis. The
reason for this is shown in Figure 19—even though our Low-z
sample is much larger, our systematic uncertainties on the Low-
z bias correction are also much larger. Furthermore, the
addition of the PS1 sample does not have much pull, as it is
consistent with SNLS and SDSS. This subsample also occupies
a redshift range in between those of the SNLS and SDSS
subsamples. Still, we note the 30% decrease in total
uncertainties from B14 and our analysis.
7. Discussion
Here we discuss speci!c areas of this analysis that require
further analysis or future study.
7.1. Low-z Samples
Each aspect of the analysis from R14 and S14 has been
improved for the present analysis, though we !nd here that the
Low-z sample must be better modeled in order to realize the
signi!cant gains from the larger statistics and smaller systematics
in the high-z SN samples. Since there are "180 Low-z SNe each
with a distance modulus precision of 0.15 mag, the standard
error on the sample is 0.011 mag. Therefore, systematics that
affect the Low-z sample relative to the high-z sample at the 1%
will signi!cantly diminish the impact of the Low-z sample.
There are a series of systematics on this level that affect the
Low-z sample more than other samples: intrinsic scatter,
selection, MW extinction, and calibration. The impact is higher
for the Low-z sample because the Low-z sample has redder SNe
on average (by 0.03) than each of the higher-z samples, the MW
extinction at the location of the SNe is higher (by 0.05) on
average than in the higher-z samples, the selection effects are
more dif!cult to model because there is uncertainty in whether
the selection was volume or magnitude limited, and the
calibration uncertainties are 2!!as large as the high-z samples.
While there are some Low-z data samples not included here
(e.g., Ganeshalingam et al. 2013), other low-z samples face
similar issues and will likely not improve the cosmological
constraint without improving the systematic uncertainties. The
most helpful Low-z sample would be one that was based off a
rolling survey, so that selection effects are well understood and
the color distribution is similar to that of the high-z samples,
and one in which the calibration of the sample is on the level of
the high-z samples. This can be expected from the Foundation
SN sample (Foley et al. 2018), which uses the PS1 telescope to
follow up SNe discovered by rolling surveys. Other possible
low-z samples based on rolling surveys, like ATLAS
(Tonry 2011), may further help this issue.
7.2. Comparison of BBC Method with Older Methods
There’s a fundamental difference in the approach of
applying bias corrections between this analysis and that of
B14 and S14. Both B14 and S14 use a redshift-dependent
distance bias correction as shown in Figure 12, though both
Table 12
Cosmological Constraints From Different Combinations of Probes When
Assuming the!wCDM!Model. The Value of w!=!!1 Corresponds to the
Cosmological Constant Hypothesis
Sample w !m H0
CMB+BAO !0.991!±!0.074 0.312!±!0.013 67.508!±!1.633
CMB+H0 !1.188!±!0.062 0.265!±!0.013 73.332!±!1.729
CMB+BAO+H0 !1.119!±!0.068 0.289!±!0.011 70.539!±!1.425
SN+CMB !1.026!±!0.041 0.307!±!0.012 68.183!±!1.114
SN+CMB+BAO !1.014!±!0.040 0.307!±!0.008 68.027!±!0.859




Figure 20. Con!dence contours at 68% and 95% for the !m and w
cosmological parameters for the!wCDM!model. Constraints from CMB (blue),
SN with systematic uncertainties (red), SN with only statistical uncertainties
(gray), and SN+CMB (black) are shown.
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Figure 1.2: Combined 68% and 95% wCDM cosmological constraints from three
separate probes (Figure from Scolnic et al., 2018).
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1.1.3 w0waCDM
The second cosmological model I’ll briefly describe is the w0waCDM model, where








and the normalized Hubble parameter is impacted in the following manner:
E(z) =
√





Note that as was the case in Section 1.1.2, the CDM component remains unchanged
from Section 1.1.1. Once again from Equations 1.3-1.4 we can see the new evolution
introduced by the w0, wa parameters, and it is apparent that values of w0 = −1, wa =
0 would once again correspond to the standard ΛCDM model. This cosmological
model also introduces redshift evolution directly into the dark energy EOS, as opposed
to the wCDM model in which the redshift evolution was restricted to the dark energy
density parameter’s contribution to the normalized Hubble parameter in Equation
1.2.
Due to the subtle impact on the Hubble parameter caused by deviations from
w,w0 = −1 or wa = 0 (particularly as current measurements suggest the true values
are extremely close to these values), precise measurements of these parameters are
another frontier of cosmology for the next decade. Today’s most precise measures
of w0 and wa also come from Scolnic et al. (2018) (combined with CMB and BAO
constraints), resulting in w0 = −1.007 ± 0.089, wa = −0.222 ± 0.407. While these
results are consistent with a cosmological constant (i.e., ΛCDM), significant strides
will need to be made in the coming decade (particularly for measurements of wa) in
order to formally rule out dark energy evolution beyond the standard ΛCDM model.
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1.2 Supernovae
The final outcome of a star’s life depends heavily on its size, composition, and envi-
ronment. While many stars simply leave behind a slowly cooling shell of their former
glory, there are a variety of scenarios in which they instead to go out with a bang
(see below for details). In these cases, known as supernova (SN) explosions, the re-
sulting event releases sufficient energy as to be observed from billions of light-years
away with modern telescopes. It was in fact a very specific type of SN that enabled
the discovery of Dark Energy in the late 1990s (see Section 1.2.2), and these objects
continue to be at the forefront of modern cosmology.
Even before the advent of technology meant to aid our observations of the cosmos,
astronomers on Earth recorded ∼ 10 SN observations (though more likely went un-
recorded) with the naked eye that were all located within our own Milky Way Galaxy.
Figure 1.3 shows the dramatic shift in SN discoveries brought about by the devel-
opment of increasingly advanced telescopes and technologies over the past century;
from the first extragalactic SN discovery in 1885, to the sample of > 70, 000 recorded
SN in 2020 (Guillochon et al., 2017, and references therein).
As the sample of SNe have increased, so too has our ability to understand, classify,
and model these cataclysmic events. In the latter half of the 20th century we had
sufficient evidence to build a reasonably clear picture of the underlying physics of SNe,
which has led to two primary SN explosion paths: thermonuclear or gravitational core
collapse. A thermonuclear SN begins as a carbon-oxygen white dwarf star with a mass
below the Chandrasekhar limit of ∼ 1.4M, above which electron degeneracy pressure
is no longer sufficient to prevent a collapse due to the star’s own gravitational self-
attraction. The next stage in a thermonuclear SN process is still a matter of debate,
but the white dwarf then seemingly accretes matter from a companion star until its
mass approaches the 1.4M mass threshold. Eventually, the increased pressure on the





















Figure 1.3: A timeline of all recorded SN discoveries throughout history.
reactions that causes the star to explode. The resulting SN, visible from across the
visible universe, is classified as “Type Ia”.
While Type Ia SNe (SNe Ia) make up about 25% of all SN that explode, the vast
majority fall under the broad category of those succumbing to a gravitational core
collapse. This class of SN, perhaps unsurprisingly, are labeled as “Core-Collapse”
SNe (CC SNe). Most CC SNe (including all of those discussed in this work) share
essentially a single explosion mechanism, whereby they begin as a large star with mass
& 8M and an increasingly massive core of iron. As the mass of the core builds, unable
to sustain nuclear fusion, it eventually crosses the Chandrasekhar limit for electron
degeneracy pressure and succumbs to gravitational collapse. The collapse continues
until either being repelled by neutron degeneracy pressure and producing a shock
wave that explodes the star, or continuing its collapse into a black hole. Beyond this
common explosion mechanism for most CC SNe, we separate each observed explosion
into further sub-types described in Section 1.2.1.
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1.2.1 Core-Collapse Sub-Types
Classifications of CC SNe can first be separated by Types I and II, distinguished
by their lack (Type I, also applies to SN Ia) or presence (Type II) of hydrogen in
early-time spectra. These two groups can then be broadly classified into three types,
each with their own set of sub-classes. Type Ib and Ic SNe are characterized by
the absence of strong Si II (compared to the SN Ia class) and the presence (Ib), or
absence (Ic) of strong He I (e.g., Filippenko, 1997). The classification of Type II is
generally inclusive of SNe containing hydrogen in their spectra, and is then further
split based on optical spectral and light-curve properties into II-P, II-L, IIb, and
IIn (e.g., Filippenko, 1997). In terms of their relative rates (again, with CC SNe
comprising roughly three-quarters of the overall SN population), SNe IIP are the
most common (∼ 60% of all CC SNe). These are followed by SNe Ic (∼ 14%), IIn
and II-L (∼ 7% each), and Ic (∼ 5%), with various peculiar sub-types filling out the
remaining ∼ 7% (e.g., Li et al., 2011).
In general, the primary observables of all SNe are spectra and light curves (mea-
suring the brightness of a SN over time). With accurate models of the evolution
of a given SN type, one can learn various properties of the SN explosion and host
environment. As such, large-scale multi-band and high-cadence SN surveys have be-
come increasingly popular in recent decades (e.g., Riess et al., 1999; Jha et al., 2006;
Miknaitis et al., 2007; Frieman et al., 2008; Contreras et al., 2010; Ganeshalingam
et al., 2013; Hicken et al., 2012; Rest et al., 2014; Graur et al., 2014; Rodney et al.,
2014; Hounsell et al., 2018; Ivezic et al., 2019; Fremling et al., 2020, and see Chapter
2). This increasingly vast trove of precise spectra and light curves, particularly for
SNe Ia, has led to enormous advances in cosmology and light curve modeling in the
last ∼ 20 years.
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1.2.2 Type Ia Supernovae – Standardization & Cosmology
Measuring distances is one of the most fundamental requirements in astronomy, but
it isn’t always simple or accurate due to confounding unknown variables (e.g., intrin-
sic brightness, possible intervening dust, etc.). One can obtain a direct constraint
on H0 by measuring the ratio between an object’s recession velocity (or redshift)
and distance, making methods for accurately measuring distances critical to modern
cosmology. One issue with obtaining this constraint is that such objects must be suffi-
ciently far away as to be in the so-called “Hubble Flow”, meaning that their motion is
dominated by the expansion of the universe and not by local gravitational interactions
(z & 0.02). Many robust astronomical distance measurement tools, such as parallax
(due to the small angles involved) and Cepheid variable stars (due to their relatively
faint absolute magnitudes) are rendered useless at these “cosmological distances”.
As I alluded to in Section 1.2, SNe Ia have a prized position on the mantel of
SNe due to their central role in the discovery of Dark energy at the end of the 20th
century (Riess et al., 1998; Perlmutter et al., 1999). Cosmological constraints from
SNe Ia have continued to be refined over the last couple of decades and remain the
most precise direct local measure of H0, forming one pillar of the H0 tension. Due to
the relatively homogeneous paths to a SN Ia explosion (Section 1.2), most “normal”
SNe Ia rise in brightness to a nearly identical peak absolute magnitude before fading
away. Because of this phenomenon, SNe Ia are often referred to as “standard candles”.
Standard candles are a critical astronomical tool, as the knowledge of an object’s
“true” brightness, combined with its apparent brightness, gives an accurate measure
of an arbitrary distance (as long as the measure is well-calibrated). While there are
various standard candles, SNe Ia have many advantages over other objects because
they are ubiquitous in the observable universe, bright enough to be seen from billions
of light-years away, and homogeneous enough to be highly accurate distance measures.
11
Today’s most precise measurements of H0 come from SNe Ia, whose distances
have been calibrated using a distance ladder. First, parallax measurements to nearby
Cepheids calibrate the Cepheid period-luminosity relationship. Next, Cepheid dis-
tance measures in galaxies hosting SNe Ia calibrate SNe Ia luminosity distance mea-
surements, and finally SNe at high-redshift constrain cosmological parameters such
as H0. One major caveat to this process is that SNe Ia are not truly standard can-
dles, but are instead standardizeable candles. Research has shown that the apparent
brightness of a SN Ia does not in fact depend only on distance, as it would if it
were a perfect standard candle, but also on other properties including light curve
“shape”, SN color, and host environment (e.g., Phillips, 1993; Hamuy et al., 1996;
Tripp, 1998). The first attempt at correcting for such a relationship was introduced
by Phillips (1993), which noted a relation (subsequently called the Phillips Rela-
tion) between a SN Ia’s absolute magnitude and the decline-rate of its rest-frame
B-band light curve. To correct for this relationship Phillips (1993) proposed using
the “∆m15(B)” parameter, which measures the number of magnitudes the SN has
dimmed in the rest-frame B-band at a point 15 rest-frame days past the light curve’s
peak brightness, in the following manner:
MB = a+ b∆m15(B), (1.5)
where a and b are free parameters in a linear fit to observed SNe. Even in this
first attempt at standardizing SNe Ia, Phillips (1993) noted that the differing best-fit
values of a and b for separate filters (BV I) suggested that intrinsic colors of a SN
Ia might also play an important role. Indeed, Tripp (1998) built upon the work of
Phillips (1993) by proposing a two-step standardization:
MB = −19.48 + b(∆m15 − 1.05) +R(B − V ), (1.6)
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where −19.48 was the mean absolute magnitude of their calibrated SNe Ia, 1.05 is an
average decline rate found for the general SN Ia population, and R(B − V ) is a term
that incorporates the intrinsic color (rest-frame B−V ) relationship withMB and the
dust exinction in the rest-frame B-band (with b and R as free parameters). Equation
1.6 is now referred to as the Tripp Equation, and a variant of it was used to discover
dark energy by Riess et al. (1998). Figure 1.4 shows the “Hubble Diagram” from
Riess et al. (1998), which measures cosmological parameters by fitting a model to the
relationship between redshift (or recession velocity) and distance modulus (difference
between apparent and absolute magnitude). Note the positive residuals at z & 0.3,
indicating a nonzero value of the dark energy density (ΩΛ).
Using the Tripp Equation, it became possible to make accurate measurements of
the decline-rate and color of a SN Ia, and obtain a standardized candle. With the
volume of SNe Ia increasing exponentially around the turn of the century, it became
critically important to develop a standard method of measuring such parameters and
applying them to the Tripp equation. A series of models have been produced over
the years with this purpose in mind (e.g., Guy et al., 2005, 2007; Jha et al., 2007;
Guy et al., 2010; Saunders et al., 2018; Leget et al., 2020), with the SALT2 model
(Guy et al., 2005, 2007, 2010) becoming the “industry standard”.
The SALT2 model is described in Chapters 2 and 3, but its main components
include a “shape” parameter (x1) inspired by ∆m15, and a color parameter (c) based
on the B − V in the Tripp Equation. Using these SALT2 parameters, the next
generation of SN Ia cosmology studies employed a modified Tripp equation:
MB = M + αx1 − βc, (1.7)
where hereM is defined as the absolute magnitude of a SN Ia with SALT2 parameters
x1 = c = 0 (∼ −19.36), and α, β are slope parameters similar to b and R in Equation
13
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FIG. 4.ÈMLCS SNe Ia Hubble diagram. The upper panel shows the
Hubble diagram for the low-redshift and high-redshift SNe Ia samples with
distances measured from the MLCS method (Riess et al. 1995, 1996a ;
Appendix of this paper). Overplotted are three cosmologies : ““ low ÏÏ and







The bottom panel shows the di†erence between data and)
"
\ 0.76.





which lacks spectroscopic classiÐcation and a color measurement. The






The present data set has only a modest range of redshifts, so
we can only constrain speciÐc cosmological models or





The s2 statistic of is well suited for determin-equation (4)
ing the most likely values for the cosmological parameters
and as well as the conÐdence intervals sur-H0, )M, )"rounding them. For constraining regions of parameter
space not bounded by contours of uniform conÐdence (i.e.,
constant s2), we need to deÐne the probability density func-
tion (PDF) for the cosmological parameters. The PDF (p) of
these parameters given our distance moduli is derived from
the PDF of the distance moduli given our data from BayesÏs
theorem,
p(H0, )m, )" o l0) \




where is our set of distance moduli Sincel0 (Lupton 1993).we have no prior constraints on the cosmological param-
eters (besides the excluded regions) or on the data, we take
and to be constants. Thus, we have forp(H0, )m, )") p(l0)the allowed region of (H0, )m, )")
p(H0, )m, )" o l0) P p(l0 o H0, )m, )") . (6)
SN Ia Hubble diagram. The upper panel shows theFIG. 5.È*m15(B)Hubble diagram for the low-redshift and high-redshift SNe Ia samples with
distances measured from the template-Ðtting method parameterized by















is SN 1997ck (z\ 0.97), which lacks spectroscopic classiÐcation and a
color measurement. The average di†erence between the data and the





We assume each distance modulus is independent (aside
from systematic errors discussed in and normally dis-° 5)
tributed, so the PDF for the set of distance moduli given the
parameters is a product of Gaussians :

















Rewriting the product as a summation of the exponents and
combining with we haveequation (4),

















The product in front is a constant, so combining with
the PDF for the cosmological parametersequation (6)
yields the standard expression (Lupton 1993)





Figure 1.4: A Hubble Diagram showing the first observational evidence for dark
energy (Figure from Riess et al., 1998).
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1.6. In much the same way that an increase in statistics enabled the advancement
from Equation 1.5 to Equation 1.6, the final modern addition to Equation 1.7 only
became apparent with a sufficiently large sample of SNe Ia:
MB = M + αx1 − βc+ ∆M . (1.8)
This last term, ∆M , was identified as being a necessary correction to the absolute
magnitude of a SN Ia in a similar manner to those of shape and color, and is a function
of the SN host galaxy stellar mass (e.g., Hamuy et al., 1996; Ivanov et al., 2000; Kelly
et al., 2010; Sullivan et al., 2010; Lampeitl et al., 2010; Jones et al., 2018a).
Finally with Equation 1.8 and careful measurements of the SALT2 (or similar)
model parameters we are able to correct for the dependencies of these various rela-
tionships with SN Ia absolute magnitude, and successfully harness SNe Ia as accurate
distance measures for cosmological constraints. The most complete analysis of the
modern day SN Ia sample was conducted by Scolnic et al. (2018), whose Hubble Di-
agram (Figure 1.5) has come a long way since that of Riess et al. (1998). The most
precise direct measure of H0, which was conducted by Riess et al. (2019), has reached
an uncertainty of < 2%.
In Chapter 2, I extend SN light curve models (including SALT2) into the near-
Infrared (near-IR), which enables critical SN classifications and simulations for next-
generation telescope surveys that cover longer wavelengths than modern optical sur-
veys. Such simulations are essential to successful survey design and systematic un-
certainty estimations, and reliable near-IR classifications reduce contamination of CC
SNe in cosmological SNe Ia samples (e.g., Hounsell et al., 2018; Kessler et al., 2019a).
In Chapter 3, I produce software and methodologies that enable the identification
and quantification of any potential SN Ia systematic uncertainty, either theoretical
or observational, including the impact of ∆M . This type of research is essential to the
15
Furthermore, we estimate an additional systematic uncertainty
of the whole Supercal process to be 1/3 of the Supercal
correction, as the correction is dominated by discrepancies of
B!!!V to 3%, and we are con!dent to roughly 1%.
The calibration uncertainty from the HST Calspec standards
is described in Bohlin et al. (2014). A relative "ux uncertainty
as a function of wavelength is determined by a comparison of
pure hydrogen models of different white dwarfs to observed
spectra and is set such that the relative "ux uncertainty is 0 at
5556Å. Roughly, the uncertainty is 5 mmag for every 7000Å.
There is an additional absolute uncertainty from Bohlin et al.
(2014) of 5 mmag coherent across all wavelengths; however,
this uncertainty has no impact since all subsamples are tied to
the same system. In follow-up analyses, we will include a new
network of WD standards from Narayan et al. (2016).
5.2. Distance Bias Corrections
Following the method described in Section 3.5, to model the
dependence of distances on assumptions about SN color and
selection effects, the BBC method is applied with two different
intrinsic scatter models to determine distances. The population
parameters for each non-PS1 sample are given in SK16. For
this baseline analysis, we do not allow for any evolution in !,
", or #.
The simulations for SDSS and SNLS are described in B14
and S15, and the Low-z simulations and selection effects are
described in Appendix C. The HST simulations are made in the
same way as the PS1 and Low-z simulations, so that they
directly represent the data in the SCP Cluster survey, GOODS,
and CANDELS/CLASH surveys, but the spectroscopic
selection ef!ciency was set equal to unity for these surveys.
The recovered nuisance parameters ! and " from the BBC
method are given in Table 6 for both scatter models. For the
G10 and C11 models, values from each survey of ! and " are
within 1$ of the combined Pantheon sample. The recovered "
values are slightly less consistent using the C11 model, with a
range of C  o3.59 0.17 from SNLS and C  o4.04 0.18
from SDSS, but are all still near 1$ of the mean. These higher
values of ", when using the C11 model, are consistent with
recent analyses (Mosher et al. 2014; Scolnic et al. 2014b;
Mandel et al. 2017) that !nd larger " dependent on various
assumptions about the intrinsic scatter of SNe Ia.
The predicted distance bias for each survey, using simula-
tions of >100,000 SNe for each, is shown in Figure 12. For
display purposes, these biases are shown after simulating both
assumptions about the scatter model but then assuming that the
“G10” scatter model is correct in the analysis and assuming a "
value of 3.1. It is instructive to compare the biases in mB and c
for the different scatter models (the distance bias from x1 is
typically <10% of the total distance bias). A key difference due
Figure 11. Hubble diagram for the Pantheon sample. The top panel shows the distance modulus for each SN; the bottom panel shows residuals to the best-!t
cosmology. Distance modulus values are shown using the G10 scatter model.
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Figure 1.5: Hubble Diagram for the full modern sample of SNe Ia (Figure from
Scolnic et al., 2018).
future of SNe Ia cosmology, as the next decade of studies attempts to control these
effects and fully resolve the current H0 tension while improving our constraints on
the dark energy EOS (Section 1.1).
1.3 Gravitational Lensing and Time Delay Cosmography
While the abov sections, as wel as Chapters 2 and 3, deal primarily with SN models
and our understanding of SNe Ia systematic uncertainties, the remainde of this Sec-
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Figure 1.6: A graphical representation of gravitational lensing of a background
source (Image Credit: NASA/ESA).
tion (and Chapter 4) take a different approach to pushing the frontiers of cosmology:
time delay cosmography. Instead of attempting to refine SN Ia measurements of H0,
this is one of several other methods for determining H0 that are completely indepen-
dent from SNe Ia (e.g., Wong et al., 2019; Abbott et al., 2019). Such methods provide
a fully unique check on measurements made using SNe Ia, making them critical to the
effort of resolving the H0 tension. Time delay cosmography is highly valuable in this
respect because, unlike the distance ladder approach to SN Ia cosmology with several
stages of unique systematic uncertainties built in, it directly measures H0 (and other
cosmological parameters) in a single step.
The concept of time delay cosmography depends upon the phenomenon of gravi-
tational lensing, whereby the light from a background source is bent by gravitational
17
warping of spacetime due to an intervening massive object (e.g., a galaxy or clus-
ter of galaxies; Figure 1.6). This bending of light can result in a net magnification
and, depending on the lensing geometry, multiple images of the background source.
In these cases, as the light for each of the multiple images follows a different path
through the expanding universe and through the lensing potential, the images appear
delayed by hours (for galaxy-scale lenses) or years (for cluster-scale lenses). These
time delays are sensitive to various cosmological parameters and depend on angu-
lar diameter distances, enabling measurements independent of traditional luminosity
distance measures such as SNe Ia (Coe & Moustakas, 2009; Linder, 2011; Treu &
Marshall, 2016).
In addition to the necessity of accurate time delay measurements, there are two
important requirements to leveraging time delay cosmography: 1) One needs an
accurate model of the lensing mass distribution and 2) The background source must be
time-varying. Lens modeling has progressed enormously over the last several decades,
but remains the limiting factor for precise cosmological constraints of many multiply-
imaged systems. A useful candidate for a time-varying source and a discussion of the
tools and methods necessary for time delay measurements are the topic of the next
section and Chapter 4.
To explicitly observe the leverage one gets with time delay cosmography, I turn
once again to the cosmological model discussion of Section 1.1. The basis of the
constraint is from a ratio of angular diameter distances that appear in the time delay
equation:









Where “L” is for the lens and “S” is for the source, so that zL is the redshift of the
lens and DL, DS, DLS are the angular diameter distances to the lens, to the source,
and from the lens to the source respectively. The first term in brackets contains
the source image positions (~θ) and the true (unlensed) source position (~β), while the
18
second term is the projected lens potential φ. These two terms comprise the lens
model component of the time delay equation, which allows us to split up equation
1.9 into a cosmological component, TC, and a lensing component, TL:













Therefore with a measured time delay ∆t and a well-constrained lens model to es-
timate TL, we can derive a constraint on TC, which holds the cosmological depen-
dencies in the ratio of angular diameter distances. Each angular diameter distance











and E(z) the normalized Hubble parameter from Section 1.1. Combining the above








where EL, ES, ELS are EA(0, zL), EA(0, zS), EA(zL, zS), respectively. The dependence
of the term TC on H0 is clear from Equation 1.12 or 1.14, and the dependence on
the density parameters Ωm and ΩΛ or dark energy EOS parameters w,w0, wa is clear
from the combination of Equation 1.14 with Equations 1.1, 1.2, or 1.4.
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1.3.1 Leveraging Lensed Supernovae for Cosmology
As stated in the previous section, it is necessary to find sources whose brightness
varies with time in order to recognize and measure a relative time delay between
multiple images. When the concept of time delay cosmography was first proposed
(Refsdal, 1964), the suggested astronomical object for such a method was in fact a
SN (see Section 1.2). SNe are ideal for time delay cosmography as they are extremely
bright, found at the distances necessary to observe magnified and multiple images,
and have simple time-varying light curves. However, the first successful usage of
time delay cosmography for measuring cosmological parameters used quasars instead
of SNe since they are easily identifiable, plentiful, and also exist at high redshifts
(Bonvin et al., 2018; Suyu et al., 2018; Wong et al., 2019; Birrer et al., 2019).
Although there are several advantages lensed SNe would have over lensed quasars
for time delay cosmography (see Chapter 4), quasars were leveraged successfully for
decades before the first multiply-imaged SN was discovered (Kelly et al., 2015b). The
last ∼ 5 years of lensed SN research has shown that existing surveys either do not have
the depth (e.g., Fremling et al., 2020) or the area (e.g., Zitrin et al., 2011) necessary
to find a significant number of lensed SNe. An alternative approach is to continuously
monitor known lensing systems in hopes of catching a SN in a background galaxy
with high star-formation rate (e.g., Shu et al., 2018), but this method has yet to yield
any lensed SN discoveries since the first lensed SN discovery, SN Refsdal (Figure 1.7;
Kelly et al., 2015b).
If even a relatively small sample of lensed SNe could be formed, they would have
a disproportionately large impact for cosmology due to their peculiar dependence
on cosmological parameters (Linder, 2011). Even a sample of a few dozen lensed
SNe with well-constrained lens models and time delays could be sufficient to more
than double our current precision on w0 and wa by providing highly complementary
constraints to current cosmological probes (Pierel et al., 2021), while an even larger
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Figure 1.7: (a) The expected reappearance at the time of discovery and (b) the
initial observations of SN Refsdal (Adapted from Kelly et al., 2015b).
sample of ∼ 200 would improve that to a factor of four (Pierel et al., 2021). Note
in Figure 1.8 that the combined constraints from Scolnic et al. (2014b) provide a
highly precise measure of the matter density Ωm compared to those of 40 lensed SN,
but that the reverse is true for H0 and w (see Section 1.1 for details on cosmological
parameters). The addition of lensed SN to the current set of cosmological probes will
likely take some years yet, but Figure 1.8 demonstrates the enormous potential of
lensed SN in the next decade for cosmology.
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Figure 1.8: Projected constraints in a wCDM cosmology from a sample of 40 lensed
SN from the Roman Space Telescope (Adapted from Pierel et al., 2021).
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While the potential of lensed SNe as a cosmological probe has yet to be fully
realized, the next-generation of telescopes is expected to bring with it a veritable
flood of discoveries. Surveys like the Vera C. Rubin Observatory Legacy Survey of
Space and Time (LSST; Ivezic et al., 2019) and the Nancy G. Roman Space Telescope
(Spergel et al., 2015) are expected to find dozens of cosmologically useful lensed SN
(both CC and Type Ia) over the next decade (see Chapter 5 and Goldstein et al.,
2019; Huber et al., 2019; Pierel et al., 2021). We therefore must have robust and
dedicated software and methods in place for harnessing each lensed SN discovery as
a cosmological probe, which will give unique constraints and a valuable check on SN
Ia and even lensed quasar systematics. Chapter 4 aims to produce such products for
the community, complementing the direct advancements made in Chapters 2-3 for
SN Ia cosmology with next-generation telescopes.
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Chapter 2
Extending Supernova Spectral Templates in
preparation for Next Generation Space
Telescopes
2.1 Abstract
Empirical models of supernova (SN) spectral energy distributions (SEDs) are widely
used for SN survey simulations and photometric classifications. The existing library of
SED models has excellent optical templates but limited, poorly constrained coverage
of ultraviolet (UV) and infrared (IR) wavelengths. However, both regimes are critical
for the design and operation of future SN surveys, particularly at IR wavelengths that
will be accessible with the James Webb Space Telescope (JWST) and the Roman
Space Telescope. We create a public repository of improved empirical SED templates
using a sampling of Type Ia and core-collapse (CC) photometric light curves to extend
the Type Ia parameterized SALT2 model and a set of SN Ib, SN Ic, and SN II SED
templates into the UV and near-IR. We apply this new repository of extrapolated SN
SED models to examine how future surveys can discriminate between CC and Type Ia
SNe at UV and IR wavelengths, and present an open-source software package written




Photometric templates and models of supernova (SN) spectral energy distributions
(SEDs) are critical tools for gleaning physical properties of supernovae (SNe) from
observations, determining how those properties evolve over time, and performing SN
classifications. Many SN analysis tools, such as the widely-used SuperNova ANAlysis
(SNANA Kessler et al., 2009) and SNCosmo (Barbary et al., 2016) software pack-
ages, utilize a common set of empirically-derived SEDs that represent a variety of
core-collapse (CC) and Type Ia SNe. Most existing template SEDs, however, are
only constrained by data at optical wavelengths (Blondin & Tonry, 2007). Many
of the software packages for photometric SN classification rely on these template
SEDs (Kessler et al., 2010; Sako et al., 2011). Extending the SED templates into
near-infrared (NIR) wavelengths is necessary for those classification tools to be appli-
cable for the next generation of telescopes—such as the James Web Space Telescope
(JWST), the Nancy G. Roman Space Telescope (Previously the Wide Field Infrared
Survey Telescope, WFIRST), and the Vera C. Rubin Observatory Legacy Survey of
Space and Time (LSST)—which will provide a plethora of new SN observations that
span wavelengths from the optical to the far-IR (DahlÃľn & Fransson, 1999; Mesinger
et al., 2006; Ivezic et al., 2008; Spergel et al., 2015).
A preliminary extension of the SN SED library into NIR bands (Pierel et al.,
2018)1 has already been used for the analysis of SN discoveries in the Cosmic Assembly
Near-infrared Deep Extragalactic Legacy Survey (CANDELS, Rodney et al., 2014)
and the Cluster Lensing And Supernova survey with Hubble (CLASH, Graur et al.,
2014). The simplistic modified SN SED templates employed for that work have also




In this work we provide a more rigorous extension of ultraviolet (UV) and NIR cov-
erage for current SEDs. First, we describe a new open-source software tool, SNSEDex-
tend, that is capable of extrapolating SN SEDs to match photometric observations.
The data and methodology for extending CC SN SEDs are presented in Section 2.3.
Extrapolation of the Type Ia model SALT2 (Guy et al., 2010) is described in Sec-
tion 2.4. We then provide a new repository of SEDs extrapolated to cover the wave-
length range ∼ 1700–25,000 Å, and in Section 2.5 we apply these SEDs to explore
photometric SN classifications in IR bands.
As the number of UV and IR observations of SNe increases, the accuracy of the
extrapolations will continue to improve and the SNSEDextend package will be avail-
able to supplement the repository with updated and new SED templates. Meanwhile,
the intention is that these extrapolated SEDs will be used by the wider SN research
community for simulations and photometric classifications. We note, however, that
our extrapolations of the SALT2 Type Ia SN model to UV and NIR wavelengths
are not intended to make SALT2 capable of light-curve fitting in those wavelength
regimes for cosmological distance measurements. That would require retraining of
the model, which is beyond the scope of this work.
2.3 Core-Collapse Supernovae
Classifications of CC SNe can be broadly grouped into three types, each with their
own set of subclasses. Type Ib and Ic SNe are characterized with their early-time
spectra first by a lack of hydrogen (Type I), and then by the absence of strong Si II
and the presence of He I (Ib), as well as the absence of both strong Si II and He I
(Ic) (e.g., Filippenko, 1997). The classification of Type II is broadly inclusive of SNe
containing hydrogen in their spectra, and is then further split based on optical spectral
and light-curve properties into II-P, II-L, IIb, and IIn (e.g., Filippenko, 1997). The
existing CC SN SED library comprises 11 SNe Ib, 8 SNe Ic, 28 SNe II-P, 3 SNe IIn,
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1 SN II-L, and 0 SN IIb templates created from observations of 48 objects. Owing
to the sparsity of SED templates and existing optical+NIR light curves for SNe IIn,
II-L, and IIb, we have excluded them from this analysis. The SNSEDextend code
can be used in the future to perform these necessary extrapolations when more data
are available. Some SNe included in our analysis have a classification of Type II,
but no further subclassification. As these SNe are not clearly SNe IIb, II-L, or IIn,
and recent CC SN frequency studies have concluded that 83–95% of SNe II can be
classified as Type II-P (e.g., Smartt, 2009), we have grouped these SNe together with
the SNe II-P and have removed any that the SN II-P optical templates are unable to
accurately fit.
The CC SN SED template library was created using light curves with excellent
optical data, but only 7 of the 44 objects were observed in the NIR (Kessler et al.,
2010; Sako et al., 2011). Our goal is to improve these templates by extending their
coverage to NIR wavelengths using a set of SNe observed in the optical and NIR. The
steps for these CC SN template SED extrapolations are summarized in Figure 2.1.
Our process begins with a collection of SN light curves that include both optical
and NIR photometric data, detailed in Section 2.3.1. These light curves are then
grouped by SN subclass (Type Ib, Ic, II+IIP). For each SN in a given subclass we
use the existing templates to fit the well-sampled optical light-curve data (Section
2.3.2), which enables interpolation over the light curve in the optical bands. The
interpolation is necessary as we combine these fits with the discrete observed UV and
NIR photometry to derive color-evolution curves for each CC SN subclass (Section
2.3.3). These optical-NIR colors are then used to constrain the extrapolations for
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Figure 2.1: A flowchart summarizing the process for extending an existing CC SN
template SED out to NIR wavelengths.
2.3.1 Core-Collapse Supernova Data
The existing library of CC SN SEDs that we are extending, developed for a photo-
metric classification challenge in 2010 (Kessler et al., 2010) and used by Sako et al.
(2011), consists of templates for 11 SNe Ib, 8 SNe Ic, and 28 SNe II/II-P. These tem-
plates were formed from smoothed spectral time series for SNe of a given subtype,
which were then scaled to match photometric observations of different SNe of the
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same subtype in various filters (Kessler et al., 2010). None of the SN light curves
used to guide the warping of these CC SN SED templates had well-sampled NIR
data, so any template extending redward beyond optical wavelengths is poorly con-
strained. These CC SN templates have reasonable UV constraints, reaching down to
2000 Å. We therefore have not modified or extrapolated them on the blue side, but
the SNSEDextend package has the capability to do UV extrapolations, following the
algorithm outlined in Figure 2.1 for the IR side.
To constrain our SED template extrapolations, we require that the color evolution
of each extrapolated template SED matches the best available observed optical and
NIR photometry for SNe of the same subtype. This approach requires a set of CC SNe
with both well-sampled optical light curves and some NIR photometry. For this
purpose we adopt a collection of photometric data from low-redshift CC SNe, taken
from Bianco et al. (2014) and Hicken et al. (2017), both collected at the Fred L.
Whipple Observatory (FLWO) (Table A1). The Hicken et al. (2017) data include
SNe II and II-P (Figure A1), while the Bianco et al. (2014) data are from stripped-
envelope SNe of Types Ib and Ic (Figure A2). Any SNe in these samples that do not
have data in at least one of the U , J , H, or K bands are discarded. This assemblage
includes 9 SNe Ib, 1 SN IIb, 7 SNe Ic, 8 SN II, and 2 SNe II-P, for a total of 27
objects, and the SNe II and II-P are combined into a single group for this process.
As stated above, extrapolation into the UV is not necessary for this work, but light
curves with UV data are included so that the SNSEDextend package is prepared to
perform future UV extrapolations.
A particularly well-sampled SN Ib light curve, that of SN 2005hg (Bianco et al.,
2014), is shown in Figure 2.2. The observed data are overlaid with light-curve fits in
optical bands, which are described in Section 2.3.2. Similar light-curve plots for all
the CC SNe used in this work are provided in the Appendix.
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Figure 2.2: The light curve of SN 2005hg, a well-sampled SN Ib used in this work.
2.3.2 Light-Curve Fitting
In the SNSEDextend package we use the SNCosmo2 Python toolkit (Barbary et al.,
2016) for light-curve fitting, with the important change that we have added the FLWO
PAIRITEL J , H, and Ks bands to the SNCosmo bandpass registry. A best-fit optical
light-curve model is found for each SN in our photometric dataset by fitting one of
the existing spectrophotometric SED models to the observed Bessell B, V , and SDSS
r′ photometric data. More details of the fitting process are given in the Appendix.




2.3.3 Color Table Generation
Measuring, for example, an r′ − J color over time is called an r′ − J “color curve.”
We will use r′ − {JHK} to refer to the ensemble of r′ − J , r′ − H, and r′ − K
color curves. The purpose of fitting the optical SN light curves in Section 2.3.2 is to
generate color curves for each SN type, which are used to define SED extrapolations
into the NIR (Section 2.3.6). In order to minimize uncertainties that arise from
comparing different colors (e.g., r′−J and i′−J), we have chosen the most prevalent
“red" wavelength band in our dataset (SDSS r′) as the optical anchor for all of our
NIR color measurements.
The sparsity of the NIR data for each SN type necessitates calculating colors
for each SN, and merging SNe of like classification to obtain a well-sampled color
curve. The SNSEDextend package does this by creating a merged “color table” for
each SN type, which simply defines the discrete set of colors measured for all SNe
of that type (Table A2). These data giving observed color over time are fit with a
polynomial “color curve.” Details of the polynomial fitting are given in the Appendix.
An example of deriving a continuous color curve for a single SN subtype is shown in
Figure 2.4. Note that the SN Ib color curve is flat for phases beyond the temporal
extent of our dataset, as we have no color constraints in those regions. Previous work
suggests that the shape of a SN color curve near peak brightness should not be used
to predict the color at phases far from peak (Krisciunas et al., 2009).
2.3.4 Host-Galaxy Extinction and Intrinsic Color Variation
In this work we are grouping SNe of like subtype together to perform extrapolations,
which means that intrinsic and extrinsic variability of NIR colors within a SN subtype
must be accounted for before defining the extrapolations. Recent work suggests that
the majority of SN II color diversity is intrinsic and not due to host-galaxy extinction
(de Jaeger et al., 2018), while similar analyses with stripped-envelope SNe seem to
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assume the exact opposite (e.g. Taddia et al., 2018). Although further investigation
is warranted, it is clear that SNe of all subtypes will suffer from some measure of
both intrinsic (e.g., Filippenko, 1997) and extrinsic (e.g., Kelly & Kirshner, 2012)
variability.
To account for extrinsic variation in the SN colors, a correction for host-galaxy
extinction is made during the light-curve fitting process. We adopt the dust law
defined by Cardelli et al. (1989) with RV = 3.1, and fit for the host-galaxy E(B−V )
using SNCosmo (see Section 2.3.2 and the Appendix). No color-variation parameter
exists in the models capable of accounting for the intrinsic color variation of SNe from
the same subclass. Instead, we use the diversity of colors present in the extrapolated
SED templates to represent the inherent color variation, for which we account in
Section 2.3.5.
2.3.5 Fixing the Peak Color with Blackbody Fits
After creating an aggregate color curve for each SN subtype in Section 2.3.3, the
intrinsic variation of NIR colors within each SN subtype is addressed. To do this,
we use a blackbody fit to each optical template SED at peak. Although a black-
body spectrum is not necessarily an accurate model for SN SEDs at early and late
times (Baron et al., 2004; Shussman et al., 2016), it will generally provide a valid
approximation close to the time of peak luminosity (Hershkowitz et al., 1986).
To test the assumption of a blackbody approximation at peak brightness, we
collected each of the SNe with optical+NIR data that were originally used to create
the base template SED repository. As discussed in Section 2.3, only 7 of these 44
SNe were observed in the NIR, and one of the 7 is discarded owing to insufficient NIR
coverage. This leaves 3 SNe Ib and 3 SNe Ic, none of which have sufficient data in
the Ks band, to be used in the comparison.
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Table 2.1: Scatter introduced by the blackbody fitting.a
SN Subtype |(r′ − J)obs − (r′ − J)BB| |(r′ −H)obs − (r′ −H)BB|
Ib 0.16± 0.09 0.20± 0.13
Ic 0.14± 0.11 0.11± 0.11
aScatter measured by comparing the observed and blackbody-predicted NIR colors
for 3 SNe Ib and 3 SNe Ic at peak brightness. These uncertainties are much less
than the intrinsic scatter observable in each subclass (∼ 0.5; e.g., Figure 2.4),
indicating that fitting a blackbody spectrum to a SN SED provides a reasonable
approximation of peak-brightness NIR colors for SNe Ib and Ic.
The SED template corresponding to each SN at peak brightness is fit with a
blackbody spectrum in the optical wavelength range (∼ 4200− 7500 Å; Figure 2.3).
The templates are not fit with a blackbody at UV wavelengths owing to the well-
documented effects of line blanketing (e.g., Marion et al., 2014). The best-fit black-
body spectrum defines the fluxes through the J and H bandpasses (∼ 10, 500 −
18, 500 Å), which are then used to define r′ − JH colors. By comparing observed
r′−JH colors to the r′−JH colors predicted by the blackbody fit, we conclude that
the scatter introduced by the blackbody fitting (Table 2.1) is ∼ 2–3σ less than the
intrinsic scatter for the whole sample in each subtype (∼ 0.5; e.g., Figure 2.4).
Although none of the template SNe II/II-P were observed in the NIR, we must
somehow anchor the color curves to take intrinsic variation into consideration. It
would clearly be valuable to check the assumption that the blackbody approximation
is also valid for SNe II/II-P with the same test done for SNe Ib and Ic. However,
without templates containing NIR data, we are only able to confirm that the black-
body fitting method is as successful for SNe II/II-P as for SNe Ib and Ic (Figure 2.3);
the SN II/II-P intrinsic variation methodology should be updated as needed when
more data become available.
As shown in Figure 2.4, the aggregate color curve for each SN subtype, derived
in Section 2.3.3, is shifted vertically with the shape remaining intact, such that it
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Figure 2.3: An example of a blackbody spectrum fit to the optical wavelengths of a
SN Ib and SN II-P template SED at peak brightness.
intersects with the corresponding peak blackbody color. This means that the change
in color over time is the same for all the SN SED extrapolations in a given SN
subclass, but each extrapolation is anchored to a different set of r′ − JHK colors at
peak brightness, derived from the blackbody fits.
2.3.6 SED Extrapolation
For each CC SN Type Ib, Ic, and II/II-P, the SED templates described in Section
2.3.1 are extrapolated to match the color curves defined in Sections 2.3.3 and 2.3.5.
From the shifted aggregate color curve (Figure 2.4), we extract a requirement for
the r′ − JHK color for every epoch defined in the template SED timeseries. We
apply a piecewise linear extrapolation to the SED such that the extrapolated SED’s
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Figure 2.4: Example of defining an optical-NIR color curve for SNe Ib.
colors match these measured colors, as shown in Figure 2.5. Although our color data
extend only to the K band, we continue the extrapolation to even longer wavelengths
by arbitrarily setting the flux to be zero at 55,000 Å in all phases. Similarly, we
extrapolate on the UV side to reach zero at 1200 Å. The final result is a set of
extrapolated SEDs that cover the full wavelength range of 1200–55,000 Å, where the
updated SEDs’ colors in the NIR correspond to those measured in Sections 2.3.3 and
2.3.5. These extrapolated SEDs are available for download from an online repository3,
and are included in the latest versions of the SNANA and SNCosmo packages.
3DOI:10.5281/zenodo.1250492
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Figure 2.5: Example of a SN Ib SED at peak brightness, with linear extrapolations
into the IR.
2.3.7 SED Spectroscopic Features
Once the linear extrapolations from Section 2.3.6 are applied, one may wish to add
absorption and emission features to the extrapolated regions of the SED. This is
implemented in SNSEDextend by drawing from a repository of flattened SN spectra,
such as those in the Supernova Identification software package (SNID; Blondin &
Tonry, 2007). A flattened SNID spectrum is normalized to match the template SED,
and then added to the linear SNSEDextend extrapolations. The broad-band colors
defined in Sections 2.3.3–2.3.6 are maintained, as the mean flux values in the flattened
SNID spectra can be normalized to zero for any wavelength bin (Blondin & Tonry,
2007). A spectral feature with high equivalent width, such as Hα, would affect broad-
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band colors despite the normalization. However, there are no features with similarly
high equivalent width in NIR CC SN spectra where this method is to be applied.
(e.g., Dessart et al., 2012, 2013) .
For the repository of extrapolated SN SEDs described here, all of the input SED
templates were already well constrained at UV wavelengths, and the SNID template
library has essentially no information about spectral features in the NIR. Therefore,
this capability is not used in this work, but is available for future applications of the
SNSEDextend package.
2.3.8 K-Corrections
The “K-correction” allows for the comparison of flux measurements between objects
at different redshifts (Humason et al., 1956; Oke & Sandage, 1968). With accurate
K-corrections at NIR bands, one could use a larger dataset of high-redshift (z & 0.1)
CC SN light curves to define the color curves that constrain our SED extrapola-
tions. However, deriving an accurate K-correction requires knowledge of the SED at
the wavelength range of interest, which is the goal of the extrapolation. To avoid
this circularity, we use exclusively low-redshift SNe (z < 0.04) to guide our SED
extrapolations, and assume that the K-corrections are negligible.
After implementing the extrapolations described above, we check the magnitude
of the K-correction that each extrapolated CC SN SED would predict. We find that
none of these post-hoc K-corrections would be greater than ∼ 0.04 mag, which is
much less than the intrinsic scatter in the colors of the CC SN population. If the
SNSEDextend package is applied in the future using CC SNe of higher redshift, then
the initial NIR extrapolations presented here could be used to define K-corrections
for those high-z light curves.
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2.4 Type Ia Supernovae
As our baseline spectrophotometric model for SNe Ia, we adopt SALT2 (Guy et al.,
2007), a parametric model for SN light-curve fitting. This model gives the SN Ia flux
density F as a function of phase t and wavelength λ according to (Guy et al., 2007)
F (t, λ) = x0[M0(t, λ) + x1M1(t, λ)] exp [c× CL(λ)]. (2.1)
The core components of the SALT2 model are M0, M1, and CL, which are fixed
components, common for every SN Ia. The free parameters are x0, x1, and c, which
are fit to match the luminosity, light-curve shape, and color of each individual SN Ia.
Our goal is to extend the wavelength range over which the SALT2 model is defined,
from the current 2000–9200 Å to 1700–25,000 Å. This extension improves the utility
of the SALT2 model for SN survey simulations and photometric classifications. As
the original SALT2 training had limited constraints below ∼ 3500 Å and above
∼ 8000 Å (Guy et al., 2007), we also seek to improve the accuracy of the blue and
red ends of the SALT2 model, in the 2000–3500 Å and 8000–9200 Å wavelength
ranges. The original SALT2 model is known to produce negative fluxes, particularly
at early UV and late NIR epochs (e.g., Mosher et al., 2014). We do not correct this
issue, as the SALT2 model between 3500 and 8000 Å and the overall framework are
left untouched so as to not disturb its current applications. However, we have ensured
that the UV and NIR extrapolations do not produce negative fluxes at any epoch.
Figure 2.6 summarizes the SALT2 model extrapolation. In Section 2.4.1 we extend
the SALT2 model color law, M0, and M1 components to NIR wavelengths using
constraints derived from a sample of low-redshift SNe Ia. In Section 2.4.2, we use the
parameterized SN Ia light-curve model of Foley et al. (2016) to guide the extrapolation
of SALT2 to UV wavelengths. Extensions of the dispersion, variance, and covariance
terms are described in Section 2.4.3.
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Figure 2.6: Flowchart summary of the process for extending the SALT2 model to
UV and NIR wavelengths.
2.4.1 Extending SALT2 to Near-Infrared Wavelengths
The Color Law
The SALT2 color law incorporates any wavelength-dependent color variations that
are independent of epoch, and is defined as a polynomial in wavelength with no
time dependence (Guy et al., 2007). For SALT2 the color law was defined over the
wavelength range 2800–7000 Å, and it extends with a linear extrapolation to any
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wavelength outside of that range (Guy et al., 2007, 2010). In practice those linear
extension regions are much more limited, since the SALT2 model is only defined over
the range 2000–9200 Å. We have left the SALT2 color law effectively unchanged on
the UV side, by maintaining approximately the same slope at the 2800 Å left edge of
the polynomial. To allow the SALT2 model to apply beyond 9200 Å, we have updated
the coefficients of the color law polynomial, with a physically motivated constraint.
Our constraint is to make the assumption that the correlation between color and
peak luminosity at IR wavelengths is dominated by dust extinction, not by color
variation that is intrinsic to the SN. This is similar to the assumptions underpinning
the “color excess model" developed by Phillips et al. (1999) and employed by Burns
et al. (2011). To encode this assumption in the extrapolated SALT2 model, we want
the revised color law to be close to the existing SALT2 color law up to 7000 Å,
and then at redder wavelengths the model should respond to changes in the color
parameter c as if that color change is caused by dust extinction. To enforce this
constraint, we set the color law polynomial coefficients such that for a SN with a
moderate color parameter c = 0.1 we will get an extinction factor c × CL(λ) that
behaves approximately like the Milky Way dust extinction curve from Cardelli et al.
(1989) and O’Donnell (1994) (Figure 2.7)
Investigations of the use of NIR light curves for SNe Ia as standardizable candles
have adopted other approaches for how to model the color-luminosity relationship
(e.g., Mandel et al., 2009, 2011; Burns et al., 2011; Kattner et al., 2012; Dhawan et al.,
2018). These studies have not found a strong correlation of NIR colors with peak
luminosity that would invalidate our assumption. However, the available datasets are
limited, and further work is warranted to explore whether the structure of the SALT2
model should be modified to handle NIR colors in a fundamentally different way.
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Figure 2.7: Extrapolation of the SALT2 color law to IR wavelengths (red), as well
as its relationship to the original SALT2 color law (black) and the Milky Way dust
extinction curve (blue).
NIR Type Ia Supernova Data
To constrain the extrapolation of the SALT2 M0 and M1 components to IR wave-
lengths, we use optical and NIR photometric data from a low-z SN Ia sample to
construct a set of synthetic SEDs Hsiao et al. (2007) spectral model. We begin with
a set of SN light curves collected by the CfA and CSP surveys, as well as some other
SNe Ia reported in the literature (Table A3; CfA: Wood-Vasey et al. 2008; Hicken
et al. 2009; Hicken et al. 2012; Friedman et al. 2015; Marion et al. 2016. CSP: Con-
treras et al. 2010; Stritzinger et al. 2010; Stritzinger et al. 2011; Krisciunas et al.
2017. Other Groups: Krisciunas et al. 2004; Valentini et al. 2003; Krisciunas et al.
2003; Pignata et al. 2008; Stanishev et al. 2007; Leloudas et al. 2009; Krisciunas et al.
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2007). This sample consists of 86 spectroscopically confirmed SNe Ia in the redshift
range 0.0028 < zhelio < 0.0390 obtained during the years 1998–2011, and that passed
the quality requirements (cuts) 0.8 < ∆m15 < 1.6 mag, E(B − V )host < 0.4 mag,
E(B − V )Milky Way < 1 mag, and only normal SNe Ia as identified by SNID. We
further restrict the sample to exclude SNe with extreme values of their light-curve
shape and color parameters. An ideal but unattainable sample would only contain
SNe with fitting parameters x1 = c = 0. To approximate this, we limit our sample
to those SNe with SALT2 parameters of −1 < x1 < 1 and −0.1 < c < 0.3. These
cuts allow a close approximation to x1 = c = 0, while maintaining a statistically
significant sample of 45 low-z SNe for this analysis from the original 86.
For each SN in this sample, we generate a synthetic SN Ia SED time series that
spans the entire wavelength range of interest, 1700–25,000 Å, and is defined at every
phase in which we have multiband photometric data. Each synthetic SED starts
with the Hsiao spectrophotometric model (Hsiao et al., 2007), which is multiplied
by a smooth function created with a “tension spline” (Renka, 1987) to match the
actual observer-frame colors of the SN in our light-curve sample (with appropriate
K-corrections applied). These warped SEDs are “dereddened"— meaning that they
are corrected for reddening due to dust extinction in the host galaxy and Milky Way
dust along the line of sight. The E(B − V ) host-galaxy extinction is derived from
the optical and NIR light-curve fits using the SNooPy code (Burns et al., 2011), and
the Milky Way extinction is determined from the dust maps of Schlafly & Finkbeiner
(2011) via the NASA/IPAC Extragalactic Database (NED)4 .
4http://ned.ipac.caltech.edu/
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Figure 2.8: Extrapolation of the SALT2 M0 model component to IR wavelengths
at peak brightness (left), and at various phases (right).
NIR Extrapolation of the SALT2 M0 and M1 Components
The M0 component of SALT2 is a reference SN Ia SED at each epoch, with the free
parameters x1 = 0, c = 0. The NIR extrapolation for any given phase is defined as
the median flux at each wavelength from the full sample of all the input SN Ia SEDs
(Figure 2.8). This new definition of M0 is used in the parameterization of the SALT2
model beyond its present extent of 9200 Å.
To extend the SALT2 M1 component, the newly-extended M0 component is
adopted for wavelengths beyond the SALT2 range of 9200 Å. For each input SN
Ia SED, the best-fit values for the x0, x1, and c SALT2 fitting parameters, measured
by the Pantheon analysis (Scolnic et al., 2018), are used to solve the SALT2 model
(Equation 3.1) forM1. Thus, for the ith input SN SED with known fitting parameters










where M (i)0 (t, λ) is the parameter measured above and shown in Figure 2.8. Because
the M0 component is a function of phase and wavelength, we now have a set of M1
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Figure 2.9: Extrapolation of the SALT2 M1 model component to IR wavelengths at
peak brightness (left) and at various phases (right).
values over a two-dimensional (2D) grid in phase and wavelength space, for each input
SN Ia in our light-curve sample. The spacing of the grid in the phase dimension is
defined by the spectral sampling of the input low-z SNe Ia, and the spacing in wave-
length space is 10 Å. A median of theM1 grid across all 45 input objects is extracted,
and a Savitzky-Golay smoothing function is applied with a 100 Å smoothing window
in wavelength and a 5-day window in time.
To make a smooth join with the existing template, a weighted average of the
median curve with the existing SALT2 M1 component is used, with the fractional
weight given to the new median curve smoothly varying from 0 at 8500 Å to 1 at
9200 Å (Figure 2.9).
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2.4.2 Extending SALT2 to Ultraviolet Wavelengths
For the extrapolation of SALT2 into the UV, we use the spectral model defined by
Foley et al. (2016, hereafter F16),
f(0, λ) = f1.1(0, λ) + s(0, λ) (∆m15(B)− 1.1), (2.3)
where f1.1(0, λ) represents the spectrum of a nominal ∆m15 = 1.1 mag SN Ia at peak
phase, and s(0, λ) is the deviation from that spectrum for a hypothetical ∆m15 = 2.1
mag SN Ia at peak. These parameters were measured by F16, and a table can be
found in their electronic edition.5. In order to create a parameterized extrapolation
for the SALT2 model (Equation 3.1), we recast the F16 model using the base SALT2
parameters M0, M1, x0, and x1. The F16 model is defined over a wavelength range
of 1700–5695 Å at peak only, while the SALT2 model extends down to 2000 Å at
phases of −20 to +50 days from peak. We do not modify the SALT2 color law on
the UV side, because we do not have sufficient data about the UV color variation of
SNe Ia to guide an informed extrapolation. Instead, we maintain the blueward linear
extrapolation of the original SALT2 color law, as described in Section 2.4.1.
UV Extrapolation of the SALT2 M0 and M1 Components
We first merge the baseline spectral components of the F16 and SALT2 models using
a weighted average of the f1.1 parameter in F16 and the M0 component of SALT2.
This 2D weighted average is given by
M0(t, λ) = (1− wtwλ)M (SALT2)0 (t, λ) + wtwλf
(F16)
1.1 (0, λ). (2.4)
Here wt is the weighting function for the phase t, and wλ is the weighting function
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Figure 2.10: Extrapolation of the SALT2 M0 model component to UV wavelengths
at various phases from peak.
M0) at t = −5, to 1 (all F16-defined M0) at peak (t = 0), back to 0 at t = 10. The
function wλ is 1 in the range 1700–2000 Å where the original SALT2 is not defined,
then varies smoothly from 1 at 2000 Å to 0 at 3500 Å, which marks the region where
SALT2 becomes less reliable. The result of using this weighted average to perform
the M0 extrapolation is shown in Figure 2.10.
To modify the SALT2 M1 component at UV wavelengths, we first fix the SALT2
color parameter c at zero, then require that the SALT2 model flux F at the time of
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Figure 2.11: Extrapolation of the SALT2 M1 model component to UV wavelengths
at various phases from peak.
2.3), for all wavelengths λ. Solving for the M1 parameter as a scaled version of sλ
gives a relation for the M1 component:
M1(0, λ) =
s(0, λ) (∆m15 − 1.1)
x1
. (2.5)
The same weighting functions over wavelength and phase described above for M0
are used here for M1 as well (Figure 2.11). These new SALT2 parameters can then
be combined using Equation 3.1 to define the resulting flux density as a function of
wavelength and phase (see Section 2.5).
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2.4.3 UV and NIR Extrapolation of the SALT2 Dispersion, Variance, and
Covariance
Finally, to complete the extrapolation of the SALT2 model into NIR and UV wave-
lengths, we extend the dispersion, variance, and covariance components of the SALT2
model. To make the model suitable for precision cosmology applications, one would
need to execute a full retraining of the SALT2 model with a large sample of UV and
NIR SN Ia light curves. That is beyond the scope of this work, since we are only
aiming to modify the model for the purposes of simulation and classification. There-
fore, we adopt simple linear extrapolations of the dispersion, variance, and covariance
tables instead.
The variance and covariance for theM0 andM1 components are encoded in SALT2
as 2D arrays, over wavelength and phase. We treat each phase independently, and
extrapolate to both UV and IR wavelengths by holding flat at a constant value,
matching the value of the existing SALT2 model at 3500Å and 8500Å (Figure A4).
Our extrapolations apply to the variance and covariance components used when ap-
plying the SALT2 model to broadband light curves (Guy et al., 2010). The SALT2
model also allows for a separate set of 2D arrays that define the spectral variance and
covariance, which can be used for simultaneously fitting an observed SN spectrum
alongside the light-curve fitting (Guy et al., 2007). We have not modified the spectral
variance and covariance components, because we do not intend for this extension of
the SALT2 model to be used for spectral fitting.
The dispersion of the SALT2 model is characterized by a light-curve dispersion
scaling array — a 2D grid in phase and wavelength — and also a color dispersion array.
The latter accounts for the uncertainty in the model due to limited color information,
and also encodes the expected intrinsic scatter in SNe Ia that is color dependent.
On the NIR side we apply a linear extrapolation that has both of these dispersion
components decreasing toward increasing wavelengths, to reflect the understanding
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that SNe Ia are better standard candles at NIR wavelengths (e.g., Dhawan et al.,
2018). On the UV side, we we use a flat-line extrapolation — holding the value at
3500 Å constant over all UV wavelengths down to 1700 Å (Figure A5).
When the SALT2 model is used to generate a simulated population of SNe Ia
it is necessary to add additional scatter to the simulated light curves, reflecting the
intrinsic scatter in SN Ia luminosities of σint ≈ 0.1 mag (Chotard et al., 2011; Scolnic
et al., 2014b; Kessler & Scolnic, 2017; Zheng et al., 2018). Simulations using our
extrapolated SALT2 model should reflect the understanding that the intrinsic scatter
in SN Ia luminosities is lower at NIR wavelengths than at visible bands. As a simple
way to implement this, we suggest adopting an intrinsic scatter model that is fixed
to a specific value at optical wavelengths (e.g., σint,opt = 0.1), and decreases linearly
to a fixed value at 25,000 Å (e.g., σint,ir = 0.02).6
The primary output of this work is the open-source SNSEDextend software pack-
age, which is written in Python (Pierel et al., 2018)7. The package makes extensive
use of the SNCosmo Python package for fitting, calculations, its template library,
and more. SNSEDextend is fully documented, and gives users the capability to
generate color curves as in Section 2.3.3 with their own data, and use their own SN
templates to produce SED extrapolations into the UV and IR. Using the new open-
source SNSEDextend package, we have produced an initial set of 47 SEDs for SNe II,
Ib, and Ic, plus an extrapolated version of the SALT2 model for SNe Ia (Figures 2.12,
2.13). The fully documented and complete repository of these SEDs can be found at
an online repository8.
6This capability has been implemented in releases of the SNANA software for
v10.61b or later, and is activated by setting multiple values for the SIGCOH variable
in the SALT2.INFO file.

































Figure 2.12: A representative set of the results produced by the SNSEDextend
package, for CC SNe at peak brightness.
Time-domain science is a key driver in the design of the next generation of ob-
servatories, including LSST, JWST, and Roman. These telescopes will provide the
community with thousands of new SN observations, many of which will include rest-
frame UV and NIR photometry. (e.g., Mesinger et al., 2006; Oguri & Marshall, 2010;
Najita et al., 2016; Hounsell et al., 2018). The Roman mission, for example, could
observe as many as 8,000 SNe at z < 0.8 with filters covering a rest-frame wavelength
range of ∼ 7000–20,000 Å (Hounsell et al., 2018). The new repository of empirically
derived SED extrapolations presented here is immediately useful for simulations of
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Figure 2.13: The fully extrapolated SALT2 model.
The huge number of SN discoveries coming in the next decade will necessitate
photometric classifications (e.g., Kessler et al., 2010; Sako et al., 2011; Campbell et al.,
2013; Jones et al., 2018b), as it will not be possible to perform spectroscopic follow-
up observations for each object. The extension of the SN SED template library into
rest-frame UV and NIR wavelengths may be especially valuable for photometrically
isolating SNe Ia because of their distinguishing spectrophotometric features in those
regions. At UV wavelengths, SNe Ia exhibit a distinct flux deficit relative to CC SNe
(Riess et al., 2004; Milne et al., 2013). In NIR bands, SNe Ia are considered to be
excellent standard candles (Dhawan et al., 2018) and exhibit a distinctive secondary














































Figure 2.14: The evolution of CC SN and SN Ia colors defined by the JWST
F200W and F277W filters at multiple epochs.
2.5 Discussion
A full examination of the accuracy and efficiency of the improvement to photometric
classifications is beyond the scope of this work. We have, however, made a preliminary
exploration of how the extrapolated SED library will affect color-based classifications
with JWST, Roman, and LSST (Figures 2.14, 2.15, 2.16). Using UV-NIR colors at
peak brightness (similar to the single-epoch classifications of Poznanski et al. (2007)),
next generation telescopes will now be able to distinguish a SN Ia from a CC SN with
95% confidence (i.e., colors differ by & 2σ) over 47% (JWST), 47% (Roman), and
44% (LSST) of the redshift ranges shown in Figures 2.14, 2.15, and 2.16, respectively.










































Figure 2.15: The evolution of CC SN and SN Ia colors defined by the Roman J and
F filters at multiple epochs.
the same redshift ranges: 21% (JWST), 25% (Roman), and 37% (LSST). To continue
improving the extrapolated SED templates, the most valuable additions will be from
well-sampled NIR light curves of CC SNe and UV light curves of SNe Ia. Aided
by the publicly available SNSEDextend software package, new photometric time-
series data can be easily adopted to update the SED templates. These improvements
can propagate into more informative simulations for the optimization of future SN
surveys, and more accurate photometric classification tools for the analysis of the






































Figure 2.16: The evolution of CC SN and SN Ia colors defined by the Rubin R and
Y filters at multiple epochs.
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Chapter 3
Understanding Type Ia Supernova Distance
Biases by Simulating Spectral Variations
3.1 Abstract
In the next decade, transient searches from the Vera C. Rubin Observatory and the
Nancy Grace Roman Space Telescope will increase the sample of known Type Ia Su-
pernovae (SN Ia) from ∼103 to 105. With this reduction of statistical uncertainties
on cosmological measurements, new methods are needed to reduce systematic un-
certainties. Characterizing the underlying spectroscopic evolution of SNe Ia remains
a major systematic uncertainty in current cosmological analyses, motivating a new
simulation tool for the next era of SN Ia cosmology: Build Your Own Spectral Energy
Distribution (byosed). byosed is used within the SNANA framework to simulate
light curves by applying spectral variations to model SEDs, enabling flexible testing
of possible systematic shifts in SN Ia distance measurements. We test the framework
by comparing a nominal Roman SN Ia survey simulation using a baseline SED model
to simulations using SEDs perturbed with byosed, and investigate the impact of ne-
glecting specific SED features in the analysis. These features include semi-empirical
models of two possible, predicted relationships: between SN ejecta velocity and light
curve observables, and a redshift-dependent relationship between SN Hubble residuals
and host galaxy mass. We analyze each byosed simulation using the SALT2 & BBC
framework, and estimate changes in the measured value of the dark energy equation-
of-state parameter, w. We find a difference of ∆w = −0.023 for SN velocity and
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∆w = 0.021 for redshift-evolving host mass when compared to simulations without
these features. By using byosed for SN Ia cosmology simulations, future analyses
(e.g., Rubin and Roman SN Ia samples) will have greater flexibility to constrain or
reduce such SN Ia modeling uncertainties.
3.2 Introduction
Type Ia Supernovae (SNe Ia) are used for one of the fundamental observational tests
of the ΛCDM “concordance cosmology.” The accelerating expansion of the universe
was discovered with a sample of a few dozen SNe Ia extending to z ∼ 0.8 (Riess
et al., 1998; Perlmutter et al., 1999), and over the last 20 years this sample has
grown to include >1000 SNe Ia reaching to z ∼ 2.3 (Scolnic et al., 2018). SNe Ia
are not standard candles, in that they do not all have the same absolute brightness.
Rather, they are standardizable candles. Cosmological constraints depend upon SN Ia
luminosity distance measurements, obtained by fitting the observed light curves with
a carefully trained model (e.g., Guy et al., 2007; Jha et al., 2007). The model is used
to standardize SN Ia absolute magnitudes by correcting for luminosity dependencies
on model parameters such as shape and color (e.g., Tripp, 1998). To test the SN Ia
training and standardization process, and to evaluate robust systematic uncertainties,
here we introduce Build Your Own Spectral Energy Distribution (byosed)1, a Python
utility to generate realistic SN Ia SED models for simulated data samples.
Due to uncertainty in the physics of SN Ia progenitors, standardization of SNe Ia
is entirely empirical. For the last decade, the most commonly used and scrutinized
model that implements shape and color corrections is the SALT2 model (Guy et al.,
2007, 2010). SALT2 has been instrumental in SN Ia cosmology analyses due to its
accuracy in reproducing observed SN Ia light curves, and has become the standard
choice for both large-scale SN Ia simulations and light curve fitting for luminosity
1https://github.com/jpierel14/BYOSED https://byosed.readthedocs.io/en/latest
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distance measurements (e.g., Betoule et al., 2014; Scolnic & Kessler, 2016; Jones
et al., 2018a; Scolnic et al., 2018; Abbott et al., 2019; Jones et al., 2019; Kessler
et al., 2019b; Smith et al., 2020).
As more data have become available, additional observables have been identified
that correlate with SN Ia properties or distance measurements. One of the earliest
observations of such a relationship was based on the total stellar mass of the SN
host galaxy (e.g., Hamuy et al., 1996; Ivanov et al., 2000; Kelly et al., 2010; Sullivan
et al., 2010; Lampeitl et al., 2010). More recent studies suggest that corrections
based on galaxy properties at the SN location could lead to more accurate SN Ia
distance measurements (Neill et al., 2009; Rigault et al., 2013; Kim et al., 2014; Jones
et al., 2018a; Rigault et al., 2018; Roman et al., 2018; Jha et al., 2019). Today, it is
generally accepted that the local environment of a SN Ia correlates with the properties
of its spectra and light curve, but it is unclear if current corrections (e.g., the mass
step; see Section 3.4.4) account for these relationships with sufficient precision to
accommodate the much larger data sets that will be obtained over the next decade.
Numerous studies have investigated the potential impact on SN Ia standardization of
many variables beyond host mass including local specific star formation rate (sSFR,
Rigault et al., 2013; Kelly et al., 2015a), intrinsic luminosity evolution with redshift
(Howell et al., 2007), and metallicity (Childress et al., 2013; Hayden et al., 2013), as
well as the ways in which SN properties such as ejecta velocity correlate with Type
Ia standardization parameters and Hubble residuals (Wang et al., 2009; Foley et al.,
2011; Siebert et al., 2020).
At present, simulations of SN Ia populations are used in cosmological analyses to
correct for predicted or empirically measured biases (e.g., Betoule et al., 2014; Scolnic
& Kessler, 2016; Kessler & Scolnic, 2017; Scolnic et al., 2018; Kessler et al., 2019b),
and to plan for future surveys (e.g., Hounsell et al., 2018; Kessler et al., 2019a). In all
cases, the simulations are created by drawing random stretch and color parameters
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from measured population distributions to obtain variations of the SALT2 model.
Current simulations for bias corrections are capable of including relationships between
SN Ia properties and the SN host environment at the population level, but are not
flexible enough to apply SED features and their correlations with stretch, color, and
host galaxy properties directly. This modeling limitation results in inadequate tests
for biases in measurements of SN Ia distances and cosmological parameters.
byosed provides a new and general method for producing simulated SN Ia light
curve samples, by using real SN Ia spectra or a theoretical model to simulate these
potential effects on a SN Ia population. byosed is uniquely poised to help identify
inadequacies in SN Ia light curve models such as SALT2, by independently simulating
variations beyond the scope of the model used to fit the generated light curves.
Previous simulated bias corrections for the JLA (Betoule et al., 2014), Pantheon
(Scolnic et al., 2018), PS1 (Jones et al., 2018b), and DES3YR (Abbott et al., 2019)
have used the SALT2 model and the SuperNova ANAlysis (SNANA: Kessler et al.,
2009, 2010, 2019b) software package. These analyses do not characterize the SED
features correlating with observables such as host galaxy mass or SN ejecta velocity,
which could propagate through to distance measurements and cosmological inferences.
byosed also generates SN Ia light curves within the SNANA framework for state-of-
the-art bias-correction and cosmological parameter estimation, but is able to include
these features directly into the source SED.
There has been one previous effort to characterize SALT2 training uncertainties
with a more general simulation (Mosher et al., 2014). This effort focused on warping
SED templates from Hsiao et al. (2007) in order to avoid generating a model in which
the SALT2 spline basis is already imprinted on the SEDs. However, Mosher et al.
(2014) did not introduce correlations between the host galaxy and the SN SED, nor
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Figure 3.1: A flowchart describing the two stages of a simulation using byosed.
Section 3.3 gives a description of the implementation of byosed, including the
process needed to vary a baseline SED with observed spectra. Section 3.4 provides
a simulation case study in which light curves are generated with byosed inside of
SNANA, and fit to obtain distance measurements. These measurements are propa-
gated to Section 3.5 to identify resulting biases in the dark energy equation of state
parameter, w, relative to a fiducial survey. We conclude with a discussion of the
results in Section 3.6.
3.3 byosed
byosed is a software tool designed to produce flexible representations of SN Ia light
curves by varying a baseline SED model used by the SNANA simulation. The pro-
cess of simulating SN light curves with SNANA is summarized by Figure 1 in Kessler
et al. (2019b), which begins with a rest-frame “Source SED” and then propagates the
SN light through an expanding universe, the Milky Way Galaxy, Earth’s atmosphere,
instrumental filters, and finally generates charge coupled device (CCD) photoelec-
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Figure 3.2: The primary components that make up the existing SALT2 model at
peak B-band brightness.
trons. byosed fills the Source SED step in an SNANA simulation, preserving all of
the detailed instrumental and cadence modeling that follows to produce realistic SN
Ia light curves for any survey. Figure 3.1 provides a graphical representation of the
process described below from baseline SED to light curve simulations with byosed
and SNANA. Fits to these light curve simulations do not account for differences at
the spectral level between the byosed source SED and the light curve fitting model,
which could manifest themselves as biases on distance measurements for each SN Ia.
By propagating these fitted distances through to cosmological measurements, we can
estimate any cosmology parameter biases that may arise. In this work, we present
example case studies of this entire process from building a byosed source SED to
identifying potential biases for cosmology.
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3.3.1 Framework
byosed is independent of any single SN Ia SED model, but it is instructive to begin
with a description of the commonly used SALT2 model Guy et al. 2005, 2007, 2010)
for comparison and context. SALT2 is a parametric light curve model first developed
for analysis of the Supernova Legacy Survey data (SNLS; Astier et al. 2006; Guy et al.
2010; Conley et al. 2011), and is most accurately trained in the optical wavelength
range (Betoule et al., 2014; Scolnic et al., 2014a; Pierel et al., 2018). SALT2 (defined
in Chapter 2, and again here for convenience) gives the SN Ia flux density F as a
function of time relative to peak brightness (phase, t) and wavelength λ:
F (t, λ) = x0[M0(t, λ) + x1M1(t, λ)] exp [c× CL(λ)]. (3.1)
The core components of the SALT2 model (M0, M1, and the color law [CL]) are
determined in the training process, and are fixed for every SN Ia (Figure 3.2). For
each SN Ia, a light curve fit is used to determine the amplitude (x0), stretch parameter
(x1), color parameter (c), and time of peak brightness (t0). These parameters are used
to standardize the SN Ia brightness and measure a luminosity distance using the Tripp
equation (Tripp, 1998).
The past decade has shown increasing evidence for SN Ia brightness dependence
beyond the simple stretch and color relationship used in the SALT2 framework. Some
new models that aim to more accurately capture SN Ia spectral evolution have been
proposed (e.g., Saunders et al., 2018; Leget et al., 2020), but it is still unclear the
extent to which these address current gaps in the SALT2 model. At present, SN Ia
distance biases are corrected with simulations that use the SALT2 model to generate
the “observed” light curves, and subsequently fit each light curve with the same
SALT2 model. While Malmquist biases are well modeled, this simulation strategy
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cannot predict biases from inadequate modeling of the SN Ia SED, and therefore
current cosmology constraints are missing this important systematic effect.
byosed is designed to precisely address these limitations in the cosmology anal-
ysis pipeline. Simulations using byosed can be used to both identify and quan-
tify presently unaccounted for biases, and determine the relative benefit of using
one model over another for cosmological analyses. The two core components of the
byosed framework are a “baseline SED” and one or more “perturbers”, defined as
follows:
1. Baseline SED: An SED model describing the evolution of a SN Ia as a function
of wavelength and time, H(t, λ). Examples include the SALT2 M0 component
or the template from Hsiao et al. (2007) (Hereafter H07).
2. Perturber: A relationship (Pi) derived from theory or observations, which
byosed uses to “perturb” the baseline SED model with added SED features
that correlate with observables. Examples include spectra defining SNe Ia with
high and low ejecta velocity, or a correlation between host galaxy metallicity
and SN Ia luminosity.
The process used to create these perturbers is described below in Section 3.3.2.
With a set of perturbers, byosed produces a rest-frame source SED:
F (t, λ) = A×H(t, λ)
[
1 + P1(θSN , θHOST , t, λ)s1 + ...
+PN(θSN , θHOST , t, λ)sN
]
×
C1(θc1)c1 × ...× CM(θcM )cM ,
(3.2)
where θSN is a set of SN parameters (e.g. ejecta velocity), θHOST is a set of host
galaxy parameters (e.g. mass, metallicity, redshift, etc.), and si is a scale factor for
Pi, the ith SED perturber. Here Cj and cj are the jth “global correction” and scale
parameter, respectively. A global correction is simply a perturber that corrects the
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overall flux of the model, similar to the color law in Equation 3.1, which is dependent
on parameters θCi . Note that it is possible to create a SALT2-like simulation with
byosed by choosing stretch and color perturbers (see Section 3.4) that mimic the
observed variation in SN Ia light curve shape and color described by the SALT2
M1 and CL components (Equation 3.1). In this case, the byosed framework would
create a rest-frame SED, F (t, λ), in the following way:
F (t, λ) = A×H(t, λ)
[
1 + S(t, λ)s
]
× C(λ)c, (3.3)
where A is the amplitude, H is the baseline SED flux and s, c are scale parameters
chosen from a distribution defined for the stretch and color perturbers (S,C).
Equations 3.1-3.2 highlight the similarity of byosed to a principal component-
like model such as SALT2, except that byosed can vary the baseline SED far beyond
the flexibility introduced by the M1 and color law components. This more realistic
source SED is used in the SNANA simulation as described at the beginning of Section
3.3 (and Figure 3.1), to produce SNe Ia light curves with brightness dependencies
beyond the SALT2 framework. By fitting the resulting light curves with SALT2 or
other models like those of Saunders et al. (2018) and Leget et al. (2020), we are able
to identify model-specific biases and quantify the benefits or drawbacks of a choice
of model.
3.3.2 Creating byosed Perturbers from Observables
The byosed toolkit accepts perturbers in one of two forms: SED format or a theo-
retical function. For example, a theoretical function that could be used to create a
perturber is from Moreno-Raya et al. (2016):












where Z is the Solar metallicity and MB is the absolute magnitude of the SN in the
B-band. Equation 3.4 contains no wavelength dependence, but will simply increase
or decrease the brightness of the resulting SN depending on the chosen metallicity
of the host galaxy. The equation is based on empirically measured correlations be-
tween SN Ia absolute magnitudes and oxygen abundances in their host galaxies by
Moreno-Raya et al. (2016). When paired with a distribution of observed host galaxy
metallicities, an SNANA simulation using Equation 3.4 and byosed would produce
a SN Ia sample with a theoretically motivated relationship between luminosity and
host galaxy metallicity.
byosed perturbers can also be created from observations. Here we use composite
spectra generated from the kaepora2 database, an open-source relational database
of SN Ia observations (Siebert et al., 2019). We use the Gini-weighting method
to create the composite spectra, outlined in Siebert et al. (2019), which provides a
representative spectrum that maximizes S/N ratio while mitigating the impact of high
S/N outliers. We control for average properties of phase and ∆m15(B) to produce
sequences of composite spectra with desired properties (e.g. ejecta velocity, host-
galaxy mass). We apply selection requirements on ∆m15(B) (0.7 ≤ ∆m15(B) ≤ 1.8
mag) to remove peculiar SN Ia spectra from the sample, and to remove correlations
between light curve shape and host environment (see Sections 3.4.3 and 3.4.4).
The final SEDs from kaepora have 2Å spectral resolution, and 3-5 day temporal
resolution. We perform a linear interpolation in the wavelength dimension as the
spacing is more than sufficient to ensure accuracy, but use a more robust Gaussian
Process interpolation in the phase dimension to obtain a smoother phase-dependent
SED surface. These interpolations are used to sample the composite spectra at the




For a summary of how perturbers are created and implemented, see Figure 3.1
and Section 3.3.1. As an example, consider using kaepora to obtain two composite
spectra representing high and low ejecta velocity SNe, respectively. byosed calcu-
lates the average of the two composites, A(t, λ), and then the fractional difference
between the high or low velocity spectra and A(t, λ), with respect to the baseline
SED:
PV,H(t, λ) =
VH(t, λ)− A(t, λ)
H(t, λ) , (3.5)
PV,L(t, λ) =
VL(t, λ)− A(t, λ)
H(t, λ) , (3.6)
where PV,H (PV,L) contains fractional deviations of the composite spectrum VH (VL)
from A for the high (low) velocity composite spectrum, with respect to the baseline
SED, H(t, λ). The final “ejecta velocity perturber” is a function of ejecta velocity as
well as phase and wavelength, PV (v, t, λ), defined in the following manner:
PV (v, t, λ) =

PV,H(t, λ) v > v0
PV,L(t, λ) v < v0,
(3.7)
where v is a velocity chosen by byosed and v0 is the break-point between a high and
low ejecta velocity SN. Given a large enough sample of spectra one could produce
composites for a range of ejecta velocities instead of just two, and PV would simply
interpolate along the ejecta velocity dimension.
We use specific perturbers in the course of this chapter to show the capabilities of
byosed (see Sections 3.4 and 3.5), but of course any choice of perturber is possible
and easily included within the byosed framework. The perturbers in this work were
chosen due to their necessity for an accurate SN Ia model (stretch, color), and as
a useful starting point to study a subset of the potential biases for cosmology (host
mass, SN velocity).
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3.4 Simulating a SN Ia Survey with byosed and SNANA
In this work, we simulate Roman Space Telescope SN surveys to demonstrate the value
of byosed, and to test for potential biases in cosmological measurements (Section
3.5). We use the survey and telescope specifications outlined by Hounsell et al. (2018)
(Hereafter H18) to produce realistic light curves and global survey features for the
Roman Space Telescope mission. For the SED source model we replace SALT2 with
a variety of perturbed SEDs generated by byosed. We first describe the simulation
process, then present a series of four simulation case studies. These examples begin
with a Fiducial survey using a baseline SED model with minimal variations, then pro-
gressively add more perturbations that modify the underlying SED. All simulations
assume a FlatwCDM cosmology with w = −1 and Ωm = 0.315 (Planck Collaboration
et al., 2018).
3.4.1 Simulations with SNANA
SNANA simulates SN light curves for an arbitrary set of survey properties while
accounting for variations in noise, point-spread function (PSF), and cadence. Due
to its speed, accuracy, and flexibility, SNANA has become the standard tool for
simulating SN surveys in recent years (e.g., Betoule et al., 2014; Scolnic et al., 2018;
Jones et al., 2019; Kessler et al., 2019b). Following Figure 1 in Kessler et al. (2019b),
a brief overview of the SNANA+byosed simulation is as follows:
1. Source Model
a) Generate source SED at each simulated epoch using Baseline SED and
byosed perturber choices (see Sections 3.4.2-3.4.4)
b) Apply cosmological dimming, Galactic extinction, weak lensing, peculiar
velocity, and redshift to the SED
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c) Integrate redshifted SED over each filter transmission function to create
the noise-free photometric light curve
2. Noise Model
a) Use image zero-point to convert each true light curve in magnitude to true
flux in photoelectrons.
b) Compute flux uncertainty from zero-point, PSF and sky noise; apply ran-
dom fluctuation to true flux.
3. Trigger Model
a) Check for detection (SNR > 3σ in 2 or more bands)
b) Write selected events to data files
The Roman SN survey will provide a unique probe for constraining the nature
of dark energy, delivering near-IR observations for thousands of SNe Ia over a wide
redshift range of 0.01 . z . 3.0. Since the SALT2 model is poorly constrained at UV
(λ < 3000Å) and near-IR (λ > 8500Å) wavelengths, we restrict our simulated redshift
range from Roman to 0.5 < z < 1.5, ensuring that our simulations are sampled mostly
within the SALT2 wavelength range (∼ 3000− 9000Å). With an updated SN Ia light
curve template that extends training into the UV and near-IR, this process could be
repeated to evaluate the impact over a wider redshift range.
H18 explored 11 survey strategies including 4 variations on each of 3 primary
strategies. Here we investigate only the "All-z" primary strategy. The All-z strategy
is constructed as a series of “tiers” labeled as Shallow, Medium, and Deep. Each
tier was simulated here over the redshift range of 0.5 − 1.5, using RZYJ filters for
the Shallow and Medium tiers, and YJHF for the Deep tier (see H18 Figure 1 for
filter transmission details). These tiers have single-visit depths equal to 22.0 mag
(J band), 24.8 mag (J band), and 26.2 (H band) for the Shallow, Medium, and
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Table 3.1: Summary of the simulations created in this section.
Perturbers Label Section
Stretch, color, intrinsic scatter Fiducial 3.4.2
Fiducial+SED dependence on SiII velocity Fiducial+VSiII 3.4.3
Fiducial+SED dependence on host stellar mass Fiducial+MStellar 3.4.4
Fiducial+SED z-dependence on host stellar mass Fiducial+MStellar(z) 3.4.4
Deep tiers respectively. The only difference between the H18 All-z simulation and
the simulations produced for this work is the choice of rest-frame source SED model
as byosed, and the slightly more limited redshift range. In order to effectively
constrain cosmological parameters, we also simulate a low-z anchor sample of SN that
mimics the Foundation survey (Foley et al., 2018; Jones et al., 2019). We proceed
with a variety of identical survey simulations, varying only our choice of perturbers
in byosed. In each case, we repeat the full simulation 50 times to create distinct
random realizations of the same SN survey, helping us constrain the relevant statistical
uncertainties on the biases measured for cosmology. The following sections describe
each individual simulation, which are summarized by Table 3.1.
3.4.2 Fiducial Simulation
In this section, we create our Fiducial simulated SN survey that mimics the H18
All-z simulation, which used SALT2 and its associated stretch and color parameters
as the rest-frame source SED model. We add coherent scatter for simplicity across
all simulations, which is a good approximation to wavelength-dependent intrinsic
scatter models like that of Kessler et al. (2013). The following sections describe the
byosed perturbers used for the Fiducial simulation, which are meant to produce a
SALT2-like source SED (see Equation 3.3), and matching of stretch and color to the
bias-correction sample (see Section 3.5.1 and Figure 3.8).
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Figure 3.3: Light curves generated by the baseline warped H07 model and byosed
using the stretch perturber.
Stretch Perturber
Any model that attempts to reproduce observed light curves of SNe Ia should in-
clude some variation of the SED with light curve stretch. For this work, we have
implemented stretch as a simple time dilation according to:
F (t, λ) = A×H(t/f, λ), (3.8)
where F is the final flux, A is a scaling amplitude, H is the baseline SED flux, and
f is the stretch factor (f = 1.1 corresponds to x1 ∼ 0 in the SALT2 framework).
Since our analysis includes light curve fitting with the SALT2 model (Section 3.5),
differences between H07 and SALT2 SEDs result in large Hubble residuals that hide
the underlying systematic effects from the byosed perturbers. To focus on the
byosed perturbers, we have warped the H07 template at each rest-frame epoch so
that the synthetic photometry matches that of the SALT2-M0 template. The effect
of Equation 3.8 and the H07 warping are shown in Figure 3.3.
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Figure 3.4: The color curves described by the warped H07 template and byosed
when including the color perturber.
Color Perturber
As with the stretch perturber in section 3.4.2, byosed needs a color perturber in
order to reproduce realistic SN Ia flux variation with wavelength. Again we limit
wavelength-dependent differences between models by adopting the SALT2 color law
as the byosed color perturber, implemented according to Equation 3.2. The effect
of implementing this byosed perturber is shown in Figure 3.4.
Matching Stretch and Color Distributions
Since the warped H07 template and stretch perturbers are not the same as theM0 and
M1 components of SALT2, we do not expect the simulated values of stretch and color
to map precisely onto the measured SALT2 x1 and c parameters, even in the limit of
infinite S/N. We generate stretch and color such that the “measured” distribution of
x1, c match the measured x1, c distributions from Scolnic & Kessler (2016) (Hereafter
SK16) and H18. This matching is done iteratively, varying the byosed stretch and
color distributions until the fitted distributions of c and x1 match those of SK16. We
determine that distributions are sufficiently “matched” when a Kolmogorov-Smirnov
(KS) test identifies the distributions as identical, with a confidence of > 95%.
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Matching Luminosity Parameters
In addition to the matching of stretch and color distributions in Section 3.4.2, we
undergo a similar process for choosing the stretch and color luminosity coefficients
for byosed. These coefficients (α′ and β′) are analogs of α and β in the SALT2 model,
and are used in the byosed simulation to adjust the SN magnitude by α′bs − β′bc,
with bs, bc the byosed stretch and color parameters. Therefore, we vary α′ and
β′ in byosed until α and β measured in the analysis (Section 3.5.1) are within
3σ of the values used by H18 (α = 0.14, β = 3.1). For the Fiducial simulation,
we find that input values of α′ = 0.068, β′ = 3.08 yield average measurements
of α = 0.142 ± 0.001, β = 3.10 ± 0.01 across the 50 survey iterations. We note
that β′ ∼ β as expected because we are using the SALT2 color law as the byosed
perturber, but α′ and α differ by a factor of ∼ 2 because of our choice of stretch
perturber. While we could avoid the process outlined here and in section 3.4.2 by
simply using the SALT2 M0 and M1 templates as our baseline SED and stretch
perturber, these transformations provide some valuable independence from SALT2
in our simulations. Past analyses assumed that the model used for light curve fitting
perfectly explains the variation introduced by simulations, and we wish to avoid that
here as much as possible.
3.4.3 Fiducial+VSiII Simulation
We next follow the process outlined in Section 3.4.2, and include a SN velocity per-
turber in addition to the color and stretch perturbers (Sections 3.4.2-3.4.2). Following
the methodology outlined in Section 3.4.2, we find that byosed input values of α′ =
0.07, β′ = 3.32 yield average BEAMS with Bias Corrections (BBC; Kunz et al., 2007,




Ca II NIR Triplet
Figure 3.5: The flux at peak for the SEDs produced by the addition of a low- or
high-velocity perturber in the byosed framework.
Here, we simulate each SN with a dependency (SN velocity) that has no corresponding
model component in SALT2. Ejecta velocities are simulated according to the observed
population from Siebert et al. (2020).
Ejecta Velocity Perturber
SN velocity is an active topic of investigation in the SN Ia community, with hints that
high and low-velocity SN Ia vary in their intrinsic colors and intrinsic color scatter
(e.g., Foley et al., 2011; Foley, 2012; Mandel et al., 2014; Pan et al., 2015; Siebert
et al., 2020; Dettman et al., 2021). This correlation motivated the inclusion of a
velocity perturber in our simulations. We use the kaepora database to generate
an SED time series (spectral sequence, see Section 3.3.2) for low- and high-velocity
SNe Ia defined by vSiII > −11,000 and vSiII < −11,000, respectively. Each of these
sequences comprises 20 composite spectra generated with phase bin sizes of 3 days
ranging from −14 to +47 days and resulting in a median ∆m15(B) of 1.10±0.01 and
1.13 ± 0.02 for low- and high-velocity, respectively. By translating these composite
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spectra into a perturber, byosed is able to produce simulated SNe Ia with spectra
and light curves matching those of low- or high-ejecta velocity SN (Figure 3.5). Figure
3.6 shows the spectral and rest-frame B-V color difference between low- and high-
velocity perturbers using byosed. The shapes of the spectral features in Figure 3.5
are consistent with Siebert et al. (2020), with the most significant shifts seen in those
associated with Ca II H&K, Si II, and Ca II NIR triplet. byosed-simulated SNe Ia
with lower velocity are bluer than those with high velocity, consistent with previous
observations (Foley et al., 2011; Siebert et al., 2020). We treat these color differences
as “intrinsic” (i.e., not correlated with luminosity), as proposed by Foley et al. (2011).
3.4.4 Fiducial+MStellar and Fiducial+MStellar(z) Simulations
As a final example, we include host galaxy mass correlations as a byosed perturber
in our simulations, in addition to the stretch and color perturbers outlined in Section
3.4.2. Host galaxy masses are simulated according to the observed population from
Siebert et al. (2019). In this section we create two sets of simulations: First we include
host mass as a static byosed perturber with no redshift evolution. In the analysis,
a standard static “host mass step” will correct for the perturber. A small w-bias
is expected because the host mass perturber is based upon spectra from the kae-
pora database, and thus we attempt to correct a wavelength-dependent perturber
with a single wavelength-independent correction to the Hubble residuals. Following
Section 3.4.2, we find that input byosed values of α′ = 0.07, β′ = 3.14 yield BBC
measurements of α = 0.143± 0.001, β = 3.12± 0.01.
In the second simulation we introduce a redshift-dependence using a linear ap-
proximation of the mass-step vs. redshift relationship proposed by Childress et al.
(2014). In the analysis, we use the same host mass step correction that is applied to
the first simulation. Here input byosed parameters of α′ = 0.068, β′ = 3.14 yield
BBC measurements of α = 0.142± 0.001, β = 3.12± 0.01.
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Figure 3.6: The rest-frame B-V color curve and fractional difference between the
kaepora composite spectrum for high and low ejecta velocity.
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Host Galaxy Mass Perturber
Previous work has found that high-mass galaxies hosting SNe Ia tend to have negative
Hubble residuals, motivating the simulations produced in this section (e.g., Kelly
et al., 2010; Sullivan et al., 2010; Lampeitl et al., 2010). We again use kaepora to
generate low- and high-mass host galaxy spectral sequences using spectra from SNe
Ia with logMStellar < 10.7 and logMStellar > 10.7, respectively. This choice of host
mass step maximizes the coverage of kaepora spectra in each mass range. Each of
these sequences comprises 15 composite spectra ranging from −10 to +62 days. In
order to include a statistically significant sample in each bin, phase bin sizes range
from 4 days at early times to 7 days at later times. Given the correlation between
SN Ia luminosity and host-galaxy environment (Hamuy et al., 2000; Howell, 2001),
we select ∆m15(B) bins such that each composite spectrum has a median ∆m15(B)
of 1.15 ± 0.06 mag and 1.16 ± 0.06 mag for low- and high-mass, respectively. Thus,
the remaining differences in the composite spectra (if any) should be related to host
galaxy mass and not light curve shape.
We translate the composite spectra into a byosed host mass perturber in the
manner described in Section 3.3.2. Figure 3.7 shows a SN Ia light curve and fractional
difference spectrum (relative to H07) from a low- and high- mass host galaxy using
byosed. The similar B-band light curves reflect the selections based on ∆m15 above,
and the resulting mass step should be due to variations in SED features alone (Siebert
et al., 2019). Since the profile shape of the fractional differences are different from
the fractional differences seen in the velocity case of Section 3.4.3, it is unlikely that
there is a large velocity difference between the low- and high- mass samples. Given
that there are still significant differences in Si II 6355 and the Ca II NIR triplet, it is
possible that these features differ in their equivalent width. This topic is investigated
briefly in Siebert et al. (2019), but likely warrants attention in future work.
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We do observe some residual differences in recovered x1 even after controlling
for ∆m15(B) that are not present in the case of the velocity composites (Section
3.4.3). It is possible that controlling for x1 instead of ∆m15(B) would reduce these
differences, but we have chosen not to control for SALT2 parameters at the kaepora
stage so that the perturbers remain as general as possible. We cannot be sure that
our perturber exactly mirrors the effect of the mass step in nature, but regardless our
implementation of the z−dependence of this step faithfully follows the theoretical
prediction from Childress et al. (2014) and the low-significance measurement from
Scolnic et al. (2018).
3.5 Identifying Potential Sources of Bias for Roman
For each choice of byosed perturber(s), we have created 50 simulated Roman Space
Telescope SN Ia surveys, as well as the anchor datasets of low-z SNe Ia. All simulated
light curves are fit with the SALT2 model. The fitted SALT2 parameters for the
simulations in Section 3.4 and the bias-correction sample (see Section 3.5.1) are used
by the BBC method to determine bias-corrected distance moduli in 30 redshift bins.
In this work we define measured cosmological biases with respect to variations in the
“w” parameter in the FlatwCDM model, whereby the dark energy equation of state
is defined as p = wρc2. This process is outlined in Figure 3.8, and details of the final
two stages are given in Section 3.5.1. The cosmological measurements are presented
in Section 3.5.2.
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Figure 3.7: The broad-band light curves and fractional difference between the
kaepora composite spectrum for high and low host galaxy mass as peak brightness.
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Simulate “Data” using BYOSED model in 
SNANA framework
Simulate Bias-Correction sample using 
SALT2 in SNANA framework
BYOSED Simulation SALT2 Simulation
SALT2 Fit SALT2 Fit
Fit each light curve with SALT2 to measure x0, x1, c Fit each light curve with SALT2 to measure x0, x1, c
BBC Method
Cosmology
Determine bias-corrected Hubble Diagram in 
redshift bins
Measure cosmology parameters  
using bias-corrected distances
Data Bias-Correction
Figure 3.8: Overview of the analysis process.
3.5.1 Analysis
We transform fitted SALT2 light curve parameters into distances by way of a modified
Tripp formula (Tripp, 1998):
µ = mB −M + αx1 − βc+ γGHost + ∆µBias, (3.9)
where µ is the distance modulus, α (β) is the coefficient of relation between SN Ia
luminosity and stretch (color), andM is the peak absolute magnitude of an x1 = c = 0
SN Ia assuming some nominal value of H0. γ corrects for a dependence on host galaxy
stellar mass, with GHost = 1/2 or −1/2 if MStellar > 1010.7M or MStellar < 1010.7M,
respectively. Finally, the ∆µBias term is a selection bias correction determined by
BBC, described below. Recall that in this work, the mass step location is set at
1010.7M instead of the typical value of 1010M to balance the number of kaepora
spectra corresponding to high- and low- mass host galaxies (Section 3.4.4). For the
Fiducial and Fiducial+VSiII simulations, where we do not associate a simulated host
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galaxy mass to each SN, we simply set the value of γ to 0 at the BBC stage. We
then employ the BBC method, which estimates the correction term in Equation 3.9,
∆µBias, based on a large simulated sample of SNe Ia in a 5D space of {z, x1, c, α, β}.
BBC produces a bias-corrected Hubble Diagram, from which we measure w, and
requires two primary inputs:
1. Data: The “observed” light curves, here simulated by SNANA using byosed
as the source SED (see Sections 3.3-3.4). These light curves are fit with the
SALT2 model.
2. Bias-correction sample: A large sample of SNe Ia light curves simulated
and fit with the SALT2 model. Note that here the “data” and bias-correction
sample are both fit with the SALT2 model, but simulated with independent
models.
One must ensure that the properties of the SN in the “data” are well-matched by the
large simulations, which determine the nuisance parameters α and β and simulta-
neously identify bias corrections for the remaining parameters in the Tripp formula:
x1, c. The iterative process outlined in Section 3.4.2 ensures that the fitted light curve
parameter distributions for the simulated SNe (i.e. x1, c) match the distributions of
our large simulations for BBC, defined in SK16. Here we are proceeding in the same
manner as previous cosmological analyses (e.g., Scolnic et al., 2018), except that here
the “data” are generated by SNANA with byosed as the source model. The large
bias-correction simulations (∼ 10x larger than those with byosed) are generated
with a nominal SALT2 simulation in line with Kessler & Scolnic (2017). While we
use the SALT2 model for our bias-correction simulations to mimic previous work and
identify biases, we note that replacing the SALT2 model with byosed removes the
biases reported in Section 3.5.2, as expected.
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For the four choices of byosed perturbers, we implement the BBC method for
each of the 50 distinct simulations created in Section 3.4 (a total of 200 survey simu-
lations). This method creates a set of BBC distance modulus measurements, µBBC,z,
which are bias-corrected. We use the BBC redshift, distance pairs in 30 redshift bins
to fit a cosmological model using flat priors of ΩM = 0.315± 0.007 (Planck Collabo-
ration et al., 2018) and w = −1.0± 1.0, minimizing the difference µBBC,z − µmodel,z.
3.5.2 Results
The analysis of each simulation gives us a unique constraint on w, which are combined
with a weighted average to obtain final measurements for the Fiducial, Fiducial+VSiII ,
Fiducial+MStellar, and Fiducial+MStellar(z) simulations. Biases in w relative to the
Fiducial simulation (∆wBias = w − wFiducial) are reported in Table 3.2. We note that
the Fiducial simulation does not precisely recover the input cosmology of w = −1 due
to the wavelength-dependent differences between our baseline warped H07 template
combined with a stretch perturber and the SALT2 model. These differences introduce
small variations in distance measurement accuracy as a function of redshift that
reveal themselves as a biased measurement on w. By comparing the subsequent
measurements of w to this Fiducial survey, we are directly quantifying the impact
of the additional perturbers. Figure 3.9 shows the difference in Hubble residuals
between the Fiducial survey and each respective survey.
For the Fiducial+VSiII case, we find a bias on w of −0.023±0.006 with respect to
the Fiducial survey cosmology, which is 1.11 times the statistical uncertainty on w for
the Fiducial survey. We also observe a Hubble residual step of ∼ 0.07 mag consistent
with Siebert et al. (2020) (0.091± 0.035 mag), which is unsurprising as both studies
used the same kaepora spectra (Figure 3.10). For the host mass simulations, we
have broken the results into the simulations that do not include redshift evolution,
and those that include redshift evolution. For these cases, as we are simulating
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Table 3.2: Cosmological bias test results.
Simulation wa 〈σw〉b ∆wcBias |∆wBias|/〈σw〉Fid γd
Fiducial −0.986± 0.004e 0.020 0 0 −
Fiducial+VSiII −1.009± 0.006 0.022 −0.023± 0.006 1.11 −
Fiducial+MStellar −0.980± 0.005 0.029 0.006± 0.007 0.28 0.071± 0.003
Fiducial+MStellar(z) −0.965± 0.005 0.021 0.021± 0.006 1.02 0.043± 0.003
a Uncertainties are the standard error on the mean (SEM).
b The median of the statistical uncertainties measured for the 50 distinct survey iterations.
c Uncertainties are the RMSE between the Fiducial survey and each respective survey.
d Weighted average of BBC-measured γ for all 50 survey iterations.
e Recall that this measurement of w is not expected or required to be −1 (the input cosmology), and biases in column 4 are






































Figure 3.9: Difference in Hubble residuals between the Fiducial survey and each
respective survey investigated in this work.
meaningful host galaxy masses associated with each SN, we measure the γ parameter
for each simulation. We find that without redshift evolution (Fiducial+MStellar) a
host mass step is observed (Figure 3.11), and a simple luminosity correction with
γ = 0.071 ± 0.003 results in a very small bias on w (0.006 ± 0.007) that is 0.28
times the Fiducial statistical uncertainty. When redshift evolution is included for
the host mass perturber (Fiducial+MStellar(z)), we find a bias in w of 0.021± 0.006,
or ∼ 1.02 times the Fiducial statistical uncertainty. The measured host mass step
correction term (γ = 0.043± 0.003) under-corrects for the effect at low-redshift, and
over-corrects at high redshift due to the choice of redshift evolution (Figure 3.12).
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Figure 3.10: Binned Hubble residuals as a function of ejecta velocity.
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Figure 3.11: Binned Hubble residuals as a function of global host galaxy mass.
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Figure 3.12: The evolution of the host mass step with redshift.
3.6 Discussion
In this work, we have presented a new open-source tool, byosed, that will enable
simple and rigorous tests of potential biases in SN Ia luminosity distance measure-
ments. byosed is already included in the commonly used SNANA software package,
and can be employed immediately to investigate properties of the SN Ia cosmologi-
cal measurement system that could bias measurements of cosmological parameters.
byosed is capable of producing simulations using perturbers based on theoretical
models or observed spectra.
As a proof of concept, we have applied byosed to simulate a representative Roman
Space Telescope SN Ia survey. We created a Fiducial population of SNe Ia analogous
to simulations in the literature that use the SALT2 model exclusively, and then
compared the dark energy equation of state parameter (w) inferred by the Fiducial
study, to three further cases. The results are summarized as follows:
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1. Fiducial+VSiII
a) The addition of a SN velocity perturber causes a bias in w relative to
the Fiducial case, likely due to the wavelength dependence of the velocity
perturber causing redshift-dependent variation in measured color.
b) The measured bias on w, relative to the Fiducial simulation, is −0.024 ±
0.005. This is 1.6 times the statistical uncertainty on w for the Fidu-
cial survey, indicating that this could be a concerning source of potential
systematic uncertainty for the Roman survey.
2. Fiducial+MStellar
a) SN properties are strongly correlated with host galaxy mass; while we
have attempted to control for shape differences between SNe in high- and
low-mass hosts, there could be residual correlations causing the step to
be driven by residual shape and color differences in the perturbers that
are treated as intrinsic. Therefore it is unclear if the bias in this case is
modeled in a way representative of the true host mass step, but serves as
a useful test of a possible effect of host mass-based SED variations.
b) The BBC method is able to correct for this effect, and we are left with a
small bias on w of 0.005±0.005 relative to the Fiducial survey. This is 0.3
times the statistical uncertainty on w for the Fiducial survey, indicating
this would be a sub-dominant source of systematic uncertainty.
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Fiducial+MStellar(z)
a) Including redshift-evolution causes the simple host mass step correction to
be insufficient, with SNe Ia under- (over-) corrected at low-z (high-z).
b) We observe a bias of 0.017±0.005 on w relative to the Fiducial simulation,
or ∼ 1.1 times the Fiducial statistical uncertainty. This suggests a redshift-
evolving host mass correlation could contribute a systematic uncertainty
on par with the statistical uncertainty on w if a linear trend were not
constrained by the cosmological analysis.
Based on these results, there could be an impact from these investigated relation-
ships on the Roman SN Ia survey. These new potential systematics are roughly equal
to the projected statistical uncertainty on measurements of w with Roman (Houn-
sell et al., 2018), making them important considerations when outlining uncertainty
budgets for cosmology. Future work should investigate potential changes to the Ro-
man SN Ia survey strategy that could mitigate, or help us understand, such effects.
For example, it is plausible that a survey optimized for low-z discoveries will be im-
pacted quite differently than one optimized for high-z discoveries when considering
perturbers that vary with redshift. Alternatively a balanced survey covering a wide
redshift range or that includes high-S/N spectroscopy of many SNe Ia might be effec-
tive at identifying and understanding distance biases, as well as the extent to which
SN Ia distance measurement systematics vary with redshift. Spectroscopic measure-
ments could also help delineate between perturbers that truly impact cosmological
measurements, and those that do not manifest themselves in observed data.
byosed can be used to investigate potentially redshift-dependent effects such as
host galaxy mass, metallicity, and star formation rate that could impact the results
from different survey strategies in unpredictable ways. This work represents the first
tool capable of flexibly producing light curve simulations containing observed corre-
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lations between SED features and the SN progenitor or host environment. In much
the same way that large-scale simulations with a model like SALT2 have improved
our knowledge of SN Ia systematics over the last decade, byosed can provide the
next step forward in probing systematic uncertainties that we have thus far been un-
able to accurately simulate at the SED-level. byosed can be integrated into existing
cosmology pipelines to more accurately represent these systematics for cosmological
measurements, and test the relative accuracy of different SN Ia light curve models.
The byosed tool will enable many interesting investigations into any perturber
that has been proposed to impact SN Ia distance measurements. Even from this
preliminary study into the effect of SN velocity and host galaxy mass, we have gleaned
useful information about the importance of acknowledging and accounting for these
factors. More realistic simulations with byosed will also lead to more accurately
trained light curve models by identifying systematics, and help leverage the next
generation of SN Ia surveys as one of our most important cosmological probes.
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Chapter 4
Turning Gravitationally Lensed Supernovae
into Cosmological Probes
4.1 Abstract
Recently, there have been two landmark discoveries of gravitationally lensed super-
novae: the first multiply-imaged SN, “Refsdal”, and the first Type Ia SN resolved
into multiple images, SN iPTF16geu. Fitting the multiple light curves of such ob-
jects can deliver measurements of the lensing time delays, which are the difference in
arrival times for the separate images. These measurements provide precise tests of
lens models or constraints on the Hubble constant and other cosmological parameters
that are independent of the local distance ladder. Over the next decade, accurate
time delay measurements will be needed for the tens to hundreds of lensed SNe to be
found by wide-field time-domain surveys such as Rubin and Roman. We have devel-
oped an open source software package for simulations and time delay measurements
of multiply-imaged SNe, including an improved characterization of the uncertainty
caused by microlensing. We describe simulations using the package that suggest a
before-peak detection of the leading image enables a more accurate and precise time
delay measurement (by ∼ 1 and ∼ 2 days, respectively), when compared to an after-
peak detection. We also conclude that fitting the effects of microlensing without an
accurate prior often leads to biases in the time delay measurement and over-fitting
to the data, but that employing a Gaussian Process Regression (GPR) technique is
sufficient for determining the uncertainty due to microlensing.
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4.2 Introduction
The theory to enable the use of a gravitationally lensed supernova (SN) resolved
into multiple images as a cosmological tool was developed in the seminal work of
Refsdal (1964). As the light for each of the multiple images follows a different path
through the expanding universe and through the lensing potential, the SN images
appear delayed by hours (for galaxy-scale lenses) or years (for cluster-scale lenses).
These time delays are sensitive to various cosmological parameters, enabling new
measurements of the Hubble Constant H0 and the dark energy equation of state
(Linder, 2011; Treu & Marshall, 2016). Time delay cosmography has been employed
extremely successfully for decades using multiply-imaged quasars (e.g., Vuissoz et al.,
2008; Suyu et al., 2010; Tewes et al., 2013; Bonvin et al., 2017; Birrer et al., 2019), but
using gravitationally lensed SNe with multiple images (hereafter glSNe) can extend
and enhance this method for several reasons.
glSNe have a strong luminosity peak and occur on short time-scales, enabling
relatively simple and accurate time delay measurements (e.g. Woosley et al., 2007;
Sanders et al., 2015). In addition, the intrinsic luminosities of Type Ia and certain
Type II SNe can be inferred independently of lensing (Phillips, 1993; Hamuy & Pinto,
2002; Poznanski et al., 2009; Kasen & Woosley, 2009), which helps to determine the
absolute lensing magnifications. This piece of information, not available for lensed
quasars, provides an independent check on the lens model and the characterization
of the line of sight, thus helping to break the mass-sheet degeneracy (e.g., Holz, 2001;
Rodney et al., 2015), which will otherwise introduce an additional uncertainty on H0
(Kolatt & Bartelmann, 1998; Xu et al., 2016).
The first multiply-imaged core-collapse (SN Refsdal: Kelly et al., 2015b) and Type
Ia (SN iPTF16geu: Goobar et al., 2017) SNe have been discovered in just the past
few years. However, it is anticipated that the next generation of telescopes, particu-
larly the Vera C. Rubin Observatory Legacy Survey of Space and Time (LSST) and
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the Nancy G. Roman Space Telescope (Previously the Wide-Field Infrared Survey
Telescope, WFIRST), will provide hundreds to thousands of Type Ia and CC glSNe
observations over the next decade (Oguri & Marshall, 2010; Goldstein et al., 2019).
With this enormous volume of observed glSNe it will become impractical to employ
such individual treatments of time delay measurements seen in Rodney et al. (2016)
and Goobar et al. (2017). Incidentally, the time delay measurement techniques em-
ployed in these cases ignored the effects of “microlensing”, whereby each SN image is
separately varied by lensing effects from stars in the lens plane (e.g., Dobler & Kee-
ton, 2006; Bagherpour et al., 2006; Foxley-Marrable et al., 2018). This stellar-scale
lensing operates at micro-arcsecond scales and can introduce uncertainty in the time
delay measurement of ∼ 4%, or ∼ 2.4 days for a time delay of 60 days. (Goldstein
et al., 2018).
In this work we have developed an open source software package, written in
Python, called Supernova Time Delays (SNTD)1. The SNTD package is capable
of making accurate time delay measurements for glSNe of all types while includ-
ing treatments of microlensing, and can immediately produce accurate simulations
for wide-field time-domain surveys such as LSST and Roman. Section 4.3 describes
the simulation toolkit in SNTD including updated light curve models, the treatment
of microlensing, and examples of SNTD-generated light curves using hypothetical
lensed SN case studies. Section 4.4 describes the time delay measurement capabili-
ties of SNTD. This section uses the case-study lensing systems from Section 4.3 to
assess the accuracy and precision of these measurements, and includes a comparison
of time delay measurement accuracy for before-peak and after-peak SN detections.
1https://ascl.net/1902.001
90
4.3 The SNTD Simulation Toolkit
The simulation toolkit within SNTD allows a user to simulate realistic glSN obser-
vations with a variety of SN and lensing properties for various SN classifications.
This capability can be used for design and optimization of surveys and follow-up
campaigns. The software used inside SNTD for generating light curves and the ways
in which it has been modified for use with glSNe are described in Sections 4.3.1
and 4.3.2. Microlensing is described in Section 4.3.3, both how it can be simulated
and its inclusion in light curve simulations. In Section 4.3.4 we use a representative
lensed system to create simulated glSN observations, with microlensing included, to
be analyzed for time delays in Section 4.4.
4.3.1 SNCosmo and Current Light Curve Templates
As discussed in Section 4.2, SNe are an advantageous tool for time delay cosmog-
raphy due to their light curve shape and time scales. Unlike the stochastic and
heterogeneous light curves of quasars, we have well-defined spectrophotometric time-
series to describe a variety of SN types, with coverage from the UV to the near-IR.
Within SNTD, these spectrophotometric time-series are used to fit observed glSN
light curves, using the SNCosmo2 python toolkit (Barbary et al., 2016). SNCosmo
has dozens of empirically defined time-series to describe the evolution of SNe Ia, Ib,
Ic, II-P, II-L, and IIn, as well as the parametric SALT2 model for SNe Ia (see full
table in the apendix). These SNCosmo models have coverage in the UV to optical




SNCosmo is a powerful tool for supernova cosmology, enabling users to fit existing
models to observed data at any redshift while considering the effects of dust extinction
from any point along the line of sight. The toolkit is also capable of using any of the
spectrophotometric time-series and fitting capabilities to produce realistic simulations
of observed light curves. However, the toolkit is not designed for the analysis of
lensed SNe, having no capabilities for handling macrolensing, microlensing, or glSNe.
SNCosmo is also not equipped for the specific case of SN Refsdal, the first glSN
discovered, which happened to be an unusual SN that cannot be fully described by
existing SN classification templates (e.g. Arnett et al., 1989; Kelly et al., 2016).
4.3.2 Extending SNCosmo
As SNCosmo is already widely used by the SN research community, we have opted to
extend the package to provide optimized glSN capabilities that work within SNTD,
as opposed to creating an entirely new framework. The updates made are as follows:
Parametric light curve model: while not uniquely useful to studies of glSNe, an im-
portant addition to the capabilities of SNCosmo is the inclusion of a parameterized
model that operates within the framework of the existing package. This parame-
terized model allows a user to fit photometric data without knowledge of the SN
classification or redshift, enabling time delay measurements in the cases where there
is no spectroscopic follow-up or the data are not well fit with common light curve
templates (e.g. Rodney et al., 2016).
A common practice for fitting photometric data with no underlying light curve
template involves the use of splines or other flexible functions (i.e. Tewes et al., 2013),
but the simplicity of SN light curves enables the use of a parameterized model that
has fewer free parameters. The parameterized light curve model defined by Bazin
et al. (2009) is implemented in SNCosmo for use in SNTD, which calculates flux as
a function of time in such a way as to be general enough to fit any light curve shape.
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While useful for fitting light curves in certain situations, this parameterized model
describes only the shape of a SN light curve; it does not have any information about
the SN SED, so it cannot leverage information about the color of an observed SN.
The Bazin et al. (2009) model is defined according to:
F (t) = A e
−(t−t0)/τfall
1 + e−(t−t0)/τrise +B, (4.1)
where τrise and τfall characterize the relative rise and decline times of the light curve,
while A and B are constants. By taking the derivative, it is apparent that the time
of peak and peak flux are:









While this model is extremely flexible, it still mimics the smooth rise and fall of a
general SN light curve, which helps to keep a light curve fit relatively insensitive to
the effects of sharp microlensing features.
Microlensing: we describe the phenomenon of microlensing and SNTD’s method
for simulating it in Section 4.3.3. Once the simulation is complete however, the effect
can be simply described by a time-evolved “magnification curve”. This curve is added
to a SN light curve as an SNCosmo “propagation effect,” in the same way as dust
extinction is handled. These effects are simply models of how intervening structures
affect a spectrum, as well as the associated light curve. The microlensing propagation
effect causes time-dependent flux-scaling when applied to the simulated light curve
points. Each image of a glSN will be along a different line of sight, subjecting it to
unique microlensing effects. Therefore, during simulations, a separate microlensing
effect is applied to each light curve as it is generated (See Section 4.3.3 and 4.3.4).
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Multiply-Imaged Supernovae: knowing that observations of glSNe stem from a
single light curve is extremely valuable in measuring time delays (see Section 4.4).
As SNCosmo has no structures for handling this phenomenon, SNTD contains new
objects capable of maintaining maximum information about the SN and each of its
images for use in time delay measurements. All components of the new objects operate
within the current SNCosmo framework so that, for example, each SN image has a
usable light curve within existing SNCosmo functions.
4.3.3 Microlensing
The phenomenon of microlensing occurs when light rays from the expanding photo-
sphere of a SN pass within the lensing potential of a set of stars in the lens plane,
which have Einstein radii on the order of micro-arcseconds (Dobler & Keeton, 2006).
This causes fluctuations in the light curve of ∼ 0.2 to > 0.5 magnitudes on timescales
of weeks to months, which can make it difficult to obtain an accurate time delay mea-
surement without accounting for microlensing in certain lens configurations (Dobler
& Keeton, 2006; Goldstein et al., 2018; Foxley-Marrable et al., 2018; Bonvin et al.,
2019).
To simulate the effects of microlensing, we employ the microlens inverse ray-
tracing code (Wambsganss, 1999). The microlens code defines random realizations
of stars modeled as point-masses in the lens plane according to two parameters:
f∗ and q. The parameter f∗ defines the relative fraction of convergence (κ) from
discrete sources such as stars compared to smooth sources such as dark matter. The
parameter q is the stellar mass ratio (mmin/mmax) of the stellar mass function. The
microlensing magnification distributions produced by microlens require a further two
parameters, namely the shear due to the Singular Isothermal Ellipsoid (SIE) and
external potentials (γ), and the local convergence (κ). The convergence causes a
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focusing of light rays, leading to an isotropic magnification of a source, while the shear
introduces an anisotropy that distorts the shape of the magnified source (Narayan &
Bartelmann, 1997).
Once the microcaustic field is generated by the microlens code for a particular set
of parameters, it must be convolved with a model for the expanding photosphere of a
SN. By default, we create a model for an expanding SN photosphere as flat-disk achro-
matic Gaussian brightness distribution. This photospheric model is a simplifying as-
sumption also made in previous microlensing analyses (e.g. Foxley-Marrable et al.,
2018), which other work has shown to be sufficiently accurate up to an ignored “mi-
crolensing time delay” on the order of 0.1 days (Bonvin et al., 2019). The microcaustic
field defines a grid of positive and negative magnifications in the source plane. SNTD
can produce a magnification curve—describing the effect of any given microlensing
realization with time—by propagating the expanding photospheric model through
the microcaustic field (Figure 4.1). As this default model is achromatic, the resulting
magnification curve will be a function of only time. In principle SNTD is capable of
replacing this simple model with a 2-D projected specific intensity profile, like that
of Goldstein et al. (2018). This method would better represent a SN atmosphere,
which emits light differently as a function of radius from the center (e.g. Kasen et al.,
2006) in such a way that a time delay effect can also be observed (e.g. Bonvin et al.,
2018). This substitution could be made by a user, or may perhaps be the default in
a future iteration of SNTD. The SN image can be placed randomly at any position
in the microcaustic field, so that one can explore the variety of microlensing effects
that may arise for a given set of lensing parameters (κ, γ, f∗, q).
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The size of each microcaustic field projected onto the source plane is 10RE on a side,








where Ds, Dl, and Dls define the angular diameter distances to the source, lens, and
between the lens and source, respectively.
4.3.4 SNTD Simulation Examples
In order to demonstrate the simulation and time delay measurement capabilities of
SNTD, we created 2,000 simulated glSNe using an imagined galaxy-scale strong-
lensing system that is similar to the lenses described by Shu et al. (2018). It should
be noted that a true SN detection in such a galaxy would require excellent follow-up
observations from space and/or large ground-based observatories to obtain sufficient
data quality for time delay cosmography. This mock lensing galaxy is placed at
redshift (zlens) of 0.5, and the source galaxy is placed at a redshift (zsource) of 1.4.
The overall magnification factor (µ) for the leading image of a SN located at the light
peak of the lensed galaxy is set to 5, and the relative time delay (∆t) between the
two images is set to 60 days. The measurement of time delays for these mock lensed
SNe is described in Section 4.4.
Each simulated SN has an absolute magnitude in the B bandpass defined by a
Gaussian luminosity function (see appendix B for table), a redshift equal to the host
galaxy’s zsource, and host galaxy extinction defined by the dust distributions used by
Rodney et al. (2014). Magnification and time delay factors are applied to each SN
image, defined by the lensing galaxy’s µ and ∆t described above, respectively.
A microcaustic field is randomly generated at a redshift equal to the lensing
galaxy’s zlens described above, following the methodology described in Section 4.3.3
using lensing parameters representative of the lenses presented by Shu et al. (2018).
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Figure 4.1: A microlensing microcaustic realization using SNTD, with flat disk
approximation of an expanding SN photosphere (green).
The resulting microlensing magnification curve is applied to each simulated light
curve as an added propagation effect, causing positive and negative flux variations
with time (Figure 4.1).
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To simulate realistic light curves the observational strategies presented by Shu
et al. (2018) are adopted, which describe a survey strategy that targets lensed galaxies
with high star formation rates and prior knowledge of the lensing parameters. The
photometric data are generated with observational parameters for the HST F125W
and F160W filters and a fixed S/N curve based on the HST exposure time calculator.
We simulate 1000 glSNe for which the SN is first detected before peak brightness, and
another 1000 glSNe for which the first detection lands after peak brightness. With
these two sets of simulations we can ask how much the precision of a SN time delay
measurement is degraded when there is no detection before peak brightness. This will
be an important consideration for the choice of cadence and depth in future surveys,
and also for the allocation of resources for follow-up observations.
An example of an observations table used by SNCosmo to realize a set of light
curves is given in appendix B. SNTD simulates the multiple images of a single SN by
using the same absolute magnitude and host galaxy dust parameters discussed above
for each light curve as they are inherent to the SN, then scaling the simulated flux
measurements and shifting the time axis of the trailing image by the prescribed time
delay and magnification parameters. Finally, the microlensing magnification curve
described above and observational noise are applied to the simulated observations,
causing further variations in the flux with time.
Before Peak Detections: We first generated light curves under the assumption that
we were able to “observe” each leading SN image before its epoch of peak brightness.
It is ideal to obtain this before-peak observation, so that the peak of the light curve
is well-defined and more easily fit. A SN is simulated using the methods outlined
above in this section, then a random epoch is chosen between the epoch at which the
brightness of the SN reaches the detection threshold of the telescope, and the epoch
of its peak brightness. This epoch defines the first observation of the leading image.
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Once the SN is “observed”, we assume a set of non-disruptive follow-up observa-
tions are made by the HST. This necessitates a 2-week gap between the first epoch
and the second, and thereafter a 5-day cadence is used to “observe” the SN until
the trailing image is no longer detectable (Figure 4.2A). This process is repeated to
create a mock catalog of 1000 realistic glSN light curves.
After Peak Detections: The process of generating a realistic catalog of 1000 glSN
light curves is repeated under the assumption that we only detect each leading SN
image after its epoch of peak brightness. It is more difficult to identify the peak of
a light curve, and therefore the relative time delay, without any before-peak observa-
tions due to the lack of a primary inflection point.
The light curves for the glSNe detected after peak are generated by taking the
first observation to be a random epoch between the epoch of peak brightness and
the epoch at which the brightness of the SN falls below the detection threshold of
the telescope. This detection epoch simultaneously defines the first observation of the
trailing image, which is nearly always before peak in this case due to the relative time
delay of 60 days. Then we again assume a set of non-disruptive follow-up observations
are made by the HST. This results in a 2-week gap between the first epoch and the
second, and thereafter a 5-day cadence is used to “observe” the SN until the trailing
image is no longer detectable (Figure 4.2B).
4.4 The SNTD Time Delay Measurement Toolkit
We describe SNTD’s treatment of microlensing in Section 4.4.1, and then the various
tools available to measure the time delays and relative magnifications of glSNe. The
methods include parallel analysis (Section 4.4.2), series analysis (Section 4.4.3), and
color curve analysis (Section 4.4.4). Next, the simulated samples of glSNe created in
Section 4.3.4 are used to compare these three time delay measurement techniques.
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Figure 4.2: An example simulated glSN Ia from each of the “before peak” (left) and
“after peak” case studies described in this chapter.
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4.4.1 Accounting for the Effects of Microlensing
Identifying and correcting for microlensing in a light curve is an extremely difficult
problem, driven mainly by the stochasticity of the effect and the degeneracies present
between the extrinsic and intrinsic model parameters. A pathological but plausible
case of microlensing is capable of leaving the shape of a light curve relatively un-
touched, while shifting the peak in time (Figure 4.3). The effect of microlensing from
a modeling perspective would be classified as low in this case, as the model performs
well in fitting the data, but there is an added systematic error unaccounted for in the
measurement of the time of peak that will propagate through to an error in the time
delay.
Therefore, we seek to better characterize the systematic error in the time delay
measurement due to microlensing, which if unaccounted for would cause an underes-
timation of the time delay measurement uncertainty. When not in the microlensing
regime described in Figure 4.3, fitting light curves for time delays without considering
microlensing remains quite effective, due to the existence of templates for various SN
classifications that reduce the flexibility of models. In these cases, the main devia-
tions from the model should be due to microlensing effects, which are then visible
in the residuals. However, simply fitting a curve to the residuals and attributing
all of those deviations to microlensing is inadequate, because it will create a bias in
your time delay measurement if your initial fit is poor, or may incorrectly attribute
observational scatter to a microlensing effect (e.g. Tewes et al., 2013). Therefore, we
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Figure 4.3: A contrived case of microlensing where the shape of the light curve is
untouched, but the time of peak is shifted by several days.
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avoid directly fitting for a microlensing spline and instead use Monte Carlo simulations
of realistic microlensing magnification curves to characterize the additional error on
the time delay measurement:
1. A best fit model for the intrinsic SN light curve is found by fitting observed
light curve data with a model that has no microlensing included (see Section
4.4.2-4.4.4). This fit defines a measured time delay ∆t.
2. Trends in the residuals of the best fit model are identified using Gaussian Pro-
cess Regression (GPR), which produces a posterior distribution of possible mi-
crolensing functions.
3. A representative sample of N (typically 100) microlensing curves is then ex-
tracted from the GPR posterior (Figure 4.4).
4. The photometric data is then refit once for each GPR posterior sample, with
each microlensing curve applied to the best fit model as a microlensing prop-
agation effect (Section 4.3.3). The flux calculated by the model is affected by
the microlensing propagation effect, and otherwise the same model parameters
that are measured in step 1 are allowed to vary.
The result of these steps is a time delay measurement error for each microlensing
scenario, ∆t − ∆tµi , the combination of which defines a distribution of time delay
errors due to microlensing. This distribution of microlensing errors characterizes an
additional uncertainty on the time delay measurement, which is reported separately
and then combined in quadrature with the model uncertainty. Including this mea-
surement of uncertainty due to microlensing significantly improves the overall time
delay uncertainty characterization, which is otherwise consistently underestimated
when microlensing is ignored (Figure 4.5). While including the uncertainty due to











Figure 4.4: Residuals between a simulated SN light curve and a best-fit model,
with samples from the GPR posterior.
Gaussian at |∆True − ∆Measured|/σ & 1.0 arise from extreme cases of microlensing.
The agreement could likely be improved by increasing the number of draws from the
microlensing GPR posterior, which was limited due to computation time to 100 per
SN, or by combining the fitting methods described in sections 4.4.2 and 4.4.4 (see
Section 4.5).
4.4.2 Parallel Analysis
If the separate light curves of a multiply-imaged SN are each reasonably well-sampled,
then SNTD is capable of making time delay measurements by fitting each of the light
curves in parallel. The parameters for a given model are separated into those that
are inherent to the SN and therefore constant across each image (i.e. redshift, light
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Figure 4.5: The cumulative densities for the model uncertainty, the the
model+microlensing uncertainty, and a Gaussian characterization of the uncertainty.
curve shape parameters, host galaxy extinction, etc.), and those that are impacted
by lensing and therefore will be unique to each image (i.e. amplitude, time of peak,
etc.). These parameter sets are denoted θSN and θL, respectively.
We use the method of nested sampling to efficiently sample the full parameter
space for θSN and θL. Nested Sampling is effectively a Markov Chain Monte Carlo
(MCMC) simulation that provides an estimate of the posterior probability distri-
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bution, but nested sampling additionally allows one to calculate the integral of the
distribution and is more robust for finding global maxima (Skilling, 2004). SNCosmo
contains a modified nested sampling algorithm, which SNTD uses to identify a best
fit model for each separate image. The default is to employ uniform prior distribu-
tions, but any form for the prior probability could be used. The algorithm takes the
best fit models identified separately, obtains a joint posterior for parameters in θSN ,
and marginalizes over the parameters in θL. The result is a model for each image,
where the parameters in θSN are the same for each image and the parameters in θL
are likely different. Particularly when fitting light curves with little information, this
gives some constraints on the θSN parameters by using the fact that the underlying
light curve for each image must be the same, so any observed differences are only from
extrinsic lensing effects like magnification, microlensing, and a relative time delay.
Once the best-fit light curve parameters are identified, each image is fit once more
with the θSN parameters varying in a tightly bound range around the values measured
above, while the θL parameters remain unrestricted. This results in fine-tuned fits to
each individual image (Figure 4.6).
4.4.3 Series Analysis
SNTD contains a second method for determining time delays that is particularly
useful in the cases of relatively sparse light curves. This method differs from that
of parallel fitting in Section 4.4.2 in that the intrinsic light curve shape is identified
first by fitting all or a subset of the light curves, which is then used to measure
the time delays of the multiple images simultaneously. In both cases, we utilize the
knowledge that the underlying light curve is the same for every image, but in this
case we apply that leverage more directly by employing only a single set of intrinsic
SN light curve parameters θSN (see Section 4.4.2) for the light curve model, in order
to get simultaneous constraints on the relative time delays and magnifications for
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Figure 4.6: An example of measuring the time delay for a simulated glSN Ia from
Section 4.3.4, using the “parallel” fitting method.
every image. To perform the series time delay measurement, SNTD effectively em-
ploys a double layered MCMC simulation that instead uses nested sampling to esti-
mate the posterior probability distributions (see Section 4.4.2). The algorithm varies
the θSN parameters in the outer layer and the relative magnifications and time de-
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lays in the inner layer, attempting to simultaneously shift (time) and scale (flux) the
photometric data from all images and fit it with a single varying light curve model
(Figure 4.7). As in the parallel approach, the default for this customized “double-
nested” sampling is to use uniform priors for all parameters, though in principle any
informative priors could be used.
4.4.4 Color Curve Analysis
It has been proposed that the effect of microlensing on (at least) SNe Ia contains
an achromatic period, meaning that it is not wavelength-dependent during this time
(Goldstein et al., 2018). Therefore color curves, which define the observed broad-
band photometric color as a function of time, might be an effective way of measuring
time delays and minimizing the complications of microlensing, as each filter should
be affected identically. However, this method is only useful if the SN images are
observed with multi-band photometry, the color curves are not featureless, and the
achromatic phase is a true effect.
In cases where the SN classification is well-known, existing templates can be used
to obtain expected color curves, which can then be used to constrain the functions
being used to fit the data (Figure 4.8). Otherwise, we must resort to flexible functions
such as splines or Chebyshev polynomials to fit the data. In either case, we can still
leverage the fact that the color curve for each image of the SN should be the same, as
in Section 4.4.3. Therefore, the same “double-nested” sampling algorithm is employed
to obtain time delays from color curves (see Section 4.4.3). The algorithm once again
attempts to shift (time) and scale (flux) the color curve data for all the SN images,
while fitting the combined data with a single varying color curve model. SNTD allows
the color curve flux data to be individually scaled in order to account for chromatic
parameters in θL (see Section 4.4.2) that will affect each image differently, such as
dust extinction or non-achromatic microlensing.
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Figure 4.7: An example of measuring the time delay for a simulated glSN Ia using
the “series” measurement method.
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Figure 4.8: An example of measuring the time delay for a simulated glSN Ia using
the “color curve” method.
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4.5 SNTD: Case Studies
We measure the relative time delays of the 2,000 simulated glSNe described in Section
4.3.4, exploiting our knowledge of the SN classification by using SED templates to
perform the light curve fitting. The simulations are separated into SNe “discovered”
before peak and after peak brightness. We obtained three different sets of results for
each case by using the methods described in sections 4.4.2-4.4.4 to measure the time
delays, which are summarized in Table 4.1 and Figure 4.9. All three fitting methods
measured with nearly identical accuracy for the before-peak case, which is to be
expected for these simulations as the light curves were sufficiently well-sampled to use
any approach. Still, the fact that achromatic microlensing (used for these simulations,
see Section 4.3.3) does not affect the color curve method led to a higher precision.
The series fitting routine did perform slightly better in the after-peak scenario when
compared to the parallel routine, suggesting that (with low significance) it might
be more robust in cases where one or more images has a lower quality light curve.
Nevertheless, the accuracy decreased in the after-peak case study for both of these
techniques, the systematic offset stemming from the lack of an inflection point to
identify peak brightness, leading to an underestimation of the time delay. Likewise
the precision for each technique is reduced for the after-peak case.
The difference between the two cases for the color curve routine is much less pro-
nounced, corresponding to the relative independence of a color curve on peak bright-
ness. While the lack of before-peak data does not directly harm the color curve fitting,
it still leads to a decrease in accuracy as most of the simulated leading-image light
curves only contained 3 or 4 data points before falling below the detection threshold
(Figure 4.2). The performance of the color curve fitting method is somewhat idealized
here however, as the simulated microlensing is achromatic and therefore completely
absent in each color curve. It’s worth noting that the color curve routine’s rela-
tive insensitivity to peak brightness and comparatively small number of catastrophic
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Table 4.1: The results of each time delay measurement technique for the
before-peak and after-peak case studies, with µ∆t and σ∆t the mean and standard
deviation of the distributions shown in Figure 4.9, respectively.
Simulation Method µ∆t σ∆t
Before Peak
Parallel (Section 4.4.2) 60.1 3.2
Series (Section 4.4.3) 60.1 3.3
Color Curves (Section 4.4.4) 60.1 2.6
After Peak
Parallel (Section 4.4.2) 58.0 5.0
Series (Section 4.4.3) 59.1 5.2
Color Curves (Section 4.4.4) 59.3 3.9
outliers may suggest that combining the color curve fitting routine with either the
parallel or series fitting methods could enable more accurate measurements. Such
a reduction in the tails of figure 4.9A-B should also lead to an improvement in the
uncertainty characterization described in Section 4.4.1 and figure 4.5.
4.6 Discussion
We present an open source software package, SNTD, specifically optimized for the
analysis of glSNe. The package has both simulation and time delay measurement ca-
pabilities, and has a range of methods available to perform these tasks. In this paper,
we use the simulation component of SNTD to create two case studies of a targeted
survey galaxy, similar to the observation strategy of Shu et al. (2018). In the first case
study the leading image of each glSN is always discovered before peak, while in the
second case study the leading image of each glSN only contains after-peak observa-
tions. Using these simulated SNe, we present the time delay measurement capabilities
of SNTD by running its automated fitting algorithm on the simulated data using a
variety of tools present in the SNTD package, and reporting the respective measure-
ment accuracy and precision. We find that each routine has different strengths and
weaknesses, but that overall obtaining before-peak observations increases the accu-
racy of time delay measurements by ∼ 1 day and the precision by ∼ 2 days (2%
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Figure 4.9: Time delay fitting results for the parallel, series, and color curve
routines.
and 3% for this work, respectively). While these effects seem small, they would be
considerable for the many time delays expected from future surveys that will be on
the order of hours or days (Goldstein et al., 2018; Huber et al., 2019).
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The SNTD package is being applied to the case of glSN Refsdal in a parallel
paper, to improve upon the measured time delays presented by Rodney et al. (2016)
and Kelly et al. (2016). SNTD is designed to be useful for time delay measurements
of the large sample of glSNe expected from LSST and Roman, and can currently be
used to simulate the constraints on H0 possible from these future surveys. As we
move into the next decade the number of glSN discoveries will increase by orders of
magnitude, and SNTD provides valuable capabilities for maximizing the impact of




This dissertation has been aimed at preparing SN cosmology for the next generation
of telescopes and enabling future research that can build on this work. I will conclude
here with a brief outline of the future of SN cosmology and various complementary
probes that will be essential to its success, as well as the place of cosmology in the
greater context of astronomical research going forward.
Lensed SN Cosmology – This is one of the most exciting frontiers of cosmology
in the coming years, as the sample of lensed SN discoveries is expected to grow from
single digits into the hundreds or thousands. Current estimations of the future lensed
SN yield vary wildly for the LSST, ranging from a lower limit of ∼ 120 for the survey
duration (Oguri & Marshall, 2010) to over 300 per year (Goldstein et al., 2019). For
Roman, the only estimate of lensed SN yield comes from Pierel et al. (2021), with an
expectation of ∼ 40 without needing follow-up and a further ∼ 200 that will require
follow-up. The predicted distributions of several lensing system properties for Rubin
and Roman are shown in Figure 5.1, with 1000 mock lenses shown for each telescope
despite their differing expected rates (Oguri & Marshall, 2010; Pierel et al., 2021).
It is apparent that these two 2020s surveys will be highly complementary. Rubin
will find a large number of low-redshift lensed SNe with relatively small separation
and time delays, while Roman will discover fewer events with longer time delays that
cover a broader (and higher) redshift range.
While certainly every lensed SN discovery will not be particularly useful for cos-


































Figure 5.1: Comparison of properties between the Rubin Observatory LSST and
Roman Space Telescope mock lens catalogs (Figure from Pierel et al., 2021).
highly valuable contribution to cosmology. Although the absolute precision of lensed
SN cosmology is not expected to out-pace existing probes (e.g., SNe Ia), the interest-
ing lensed SN dependencies on cosmology (particularly for the dark energy EOS, see
Section 1.3.1 and e.g., Linder, 2011; Pierel et al., 2021) will make them a very useful
complementary probe in the future. This dissertation has made a leap forward in
preparing the community to leverage this large number of lensed SN discoveries with
the development of the SNTD software package. SNTD has already been used as one
of the time delay measurement methods for the first inference of H0 with a lensed
SN (Figure 5.2; Kelly et al., in prep), and to estimate the cosmological constraints
obtainable with lensed SNe and the Roman Space Telescope (see Figure 1.8; Pierel
et al., 2021).
Studies with Strongly Lensed SNe Ia – In addition to direct cosmological
measurements, each lensed SN Ia discovery has the potential to provide highly valu-
able answers to long-standing questions due to their standardizeable nature. Topics
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Figure 5.2: SNTD fit to the first four images of SN Refsdal.
the properties of dark matter (Gilman et al., 2017), the impact of the mass-sheet
degeneracy (Xu et al., 2016), and the validity of the distance duality relation (DDR)
at all redshifts (Renzi et al., 2020) can all be subject to constraints from lensed SNe
Ia. Figure 5.3 shows the expected distribution of lensed SN Ia discoveries from the
Rubin LSST and Roman Space Telescope. It is apparent that it will be the tandem
of Rubin and Roman that will be extraordinary in the next decade, particularly to
constrain possible redshift evolution in (for example) the DDR or SN Ia properties.
The ability to measure both angular diameter and luminosity distances to lensed SN
Ia, as well as their visibility at high-z, makes them a powerful addition to existing
probes of the topics above.
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The broad redshift range of 
the Roman lensed SNIa will 
be highly complementary 
to the narrow (but higher 
yield) sample from Rubin. 
Together, they enable a 
self-sufficient probe of the 
DDR from z~0.3 to z~4.
Figure 5.3: Expected populations of lensed SN Ia from Rubin and Roman, and a
theoretical deviation from the distance duality relation.
SNe Ia Cosmology – The cornerstone of local cosmological measurements for the
past quarter-century, SNe Ia are not done yet. The enormous number (∼Millions) of
expected SN Ia discoveries in the next decade will enable cosmological measurements
limited only by systematics, which will be mitigated by studies made possible by
such a large sample. Questions about the impact of host galaxy environment or
progenitor properties on SN Ia luminosities should be answered during the 2020s
as statistical samples grow to outrageous sizes, and our understanding of the SN
Ia progenitor pathway in general is expected to be significantly clearer with more
precise measurements of the SN Ia delay time distribution (DTD) at all redshifts
(e.g., Strolger et al., 2020). Many new studies with SNe Ia will be made possible
over the next decade (Figure 5.4), including improved constraints on the dark energy
equation of state and its possible variation with redshift, a (likely) resolution of the
H0 tension, new measurements of the σ8 parameter (critical to our understanding of
growth fluctuations in the early universe), and the variety of topics described above.
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Figure 5.4: A summary of the future of SN Ia Cosmology (adapted from Scolnic
et al., 2019).
Gravitational Waves – In addition to the progress in cosmology described in
Chapter 1, the last decade also brought us yet another confirmation of Einstein’s
theories with the discovery of gravitational waves (Belczynski et al., 2016). In addition
to the existing Laser Interferometer Gravitational-Wave Observatory (LIGO), coming
years will bring the Laser Interferometer Space Antenna (LISA) and a variety of large-
scale, high-cadence, all-sky surveys that could combine to enable observations of the
host galaxies of merger events detected on Earth as gravitational waves. Mapping
these “standard sirens” could be yet another probe of the dark energy equation of
state, and one that would help constrain its (possible) evolution (e.g., Palmese et al.,
2020).
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Weak Lensing – Cosmological constraints from weak lensing are highly comple-
mentary to those of the CMB, BAO, and SNe Ia but are quite difficult to obtain.
However, we can expect the extremely wide and deep surveys of the 2020s (e.g., Ivezic
et al., 2019; Troxel et al., 2019) to significantly bolster current efforts. In combina-
tion with the probes above, weak lensing will certainly help cosmologists constrain
the evolution of dark energy in the coming years.
The future of cosmology, and of astronomy in general, is bright. With only a few
dozen SNe Ia, the end of the 20th century saw the discovery of dark energy. Now, with
public support for astronomical research at an all-time high, the 2020s are expected to
bring incredible advancements from facilities such as the Vera C. Rubin Observatory,
the Nancy G. Roman Space Telescope and the James Webb Space Telescope. Despite
the amazing progress of the last ∼ 20 years, it will be these new and amazing surveys
that once again push the very boundaries of astronomy to new limits. It seems likely
that the next decade will close the H0 tension as a solved problem, and open new
doors for cosmology that are presently invisible to us. Is there physics missing from
the ΛCDM model? What are the properties of dark matter? Does the dark energy
EOS evolve with redshift? The exciting progress yet to come for astronomers begs
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Using the classifications and redshifts provided by the sources of these data, the
SNe are separated by subtype, and their light-curve data in magnitudes are converted
into fluxes. The SNCosmo package is used to estimate a time of peak luminosity (t0)
for each SN by fitting models of matching classification and incorporating that SN’s
measured redshift from Table A1. For each SN, light-curve points more than 50 days
from t0 are removed, as those are beyond the temporal extent of our SEDs.
Once the initial estimate of t0 is found, the light curves and initial parameters
are provided to the SNSEDextend package, which completes the fitting process. At
this point the redshift, SN subtype, and Milky Way E(B− V ) (mag) parameters are
all incorporated into the light-curve fitting based on the information provided in the
literature for these SNe (Table A1). The RV parameter for both the host and Milky
Way galaxies are set to 3.1, and the host E(B − V ) is given reasonable bounds of
±1 (Cardelli et al., 1989; O’Donnell, 1994). With all of these parameters in place,
the SNSEDextend package chooses the best-fit SNCosmo model from the original set
matching the SN classification (Figure A3), and uses it to generate color tables for
each SN subtype (see Section 2.3.3).
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Table A1: Summary of the supernovae used in this analysis.
SNID Subtype Colors MW E(B-V) z Obs. MJD Peak Reference
SN 2002bx II U-B 0.0106 0.007539 52368.27± 0.25 H17
SN 2004aw Ic U-B 0.0180 0.015911 53089.79± 0.08 B14
SN 2004gq Ib U-B 0.0627 0.006401 53357.59± 0.21 B14
SN 2005hg Ib U-B,r^′ − J, r′ −H, r′ −K 0.0901 0.003389 53667.10± 0.05 B14
SN 2005kl Ic r^′ − J, r′ −H, r′ −K 0.0219 0.026761 53703.28± 0.10 B14
SN 2005mf Ic U-B,r^′ − J, r′ −H, r′ −K 0.0153 0.026761 53734.02± 0.57 B14
SN 2006aj Ic U-B,r^′ − J, r′ −H, r′ −K 0.1267 0.033529 53792.94± 0.14 B14
SN 2006ca II U-B 0.1990 0.008903 53866.30± 0.16 H17
SN 2006cd IIP U-B 0.0407 0.037116 53852.51± 0.56 H17
SN 2006F Ib U-B 0.1635 0.013999 53749.72± 0.52 B14
SN 2006it IIP U-B 0.0850 0.015511 54015.13± 0.05 H17
SN 2006fo Ib r^′ − J, r′ −H, r′ −K 0.0250 0.020728 53991.88± 0.18 B14
SN 2006T IIb U-B 0.0647 0.007992 53765.11± 0.05 B14
SN 2007C Ib r^′ − J, r′ −H, r′ −K 0.0363 0.005894 54114.10± 0.20 B14
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SN 2007D Ic r^′ − J, r′ −H, r′ −K 0.2881 0.023163 54119.68± 0.61 B14
SN 2007gr Ic U-B,r^′ − J, r′ −H, r′ −K 0.0535 0.001727 54339.81± 0.06 B14
SN 2007I Ic r^′ − J, r′ −H, r′ −K 0.0250 0.021638 54118.55± 0.74 B14
SN 2008aj II U-B 0.0128 0.024963 54484.47± 0.01 H17
SN 2008aq Ib U-B 0.0383 0.007969 54530.87± 0.10 B14
SN 2008bj II U-B 0.0233 0.018965 54553.23± 0.36 H17
SN 2008bn II U-B 0.0154 0.024220 54555.05± 0.47 H17
SN 2008D Ib r^′ − J, r′ −H, r′ −K 0.0194 0.007004 54474.28± 0.03 B14
SN 2008ip II r^′ − J, r′ −H, r′ −K 0.0136 0.015124 54812.33± 0.51 H17
SN 2009ay II r^′ − J, r′ −H, r′ −K 0.0342 0.022182 54901.63± 0.84 H17
SN 2009iz Ib u’-B,r^′ − J, r′ −H, r′ −K 0.0729 0.014199 55115.14± 0.04 B14
SN 2009jf Ib u’-B,r^′ − J, r′ −H, r′ −K 0.0971 0.008148 55121.97± 0.08 B14





































































Figure A1: All of the SN II and SN IIP light curves from Hicken et al. (2017) used
in this work.
Color-Table Generation
1. Use the fitted light-curve model from Section 2.3.2 to interpolate the color refer-
ence bands (B or r′) to the epochs where observations exist in the extrapolation
anchor bands (U , u′, J , H, K).
2. Define a color (e.g., r′ − J) from the difference of the interpolated magnitude
in the reference band and the observed magnitude in the extrapolation anchor
band.
3. All SNe of like classification (e.g., all SNe Ic) are collected together to make a































































































Figure A3: Example SNCosmo fitting results of optical colors (B, V , r′) for a SN Ic.
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Table A2: Partial example of SN Ic dereddened color table generated by
SNSEDextend.
Days After Peak U-B U-B Err r-J r-J Err r-H r-H Err r-K r-K Err
-4.3736 -0.30 0.11 0.81 0.04 0.61 0.17 1.27 0.14
-3.5605 – – 0.71 0.10 0.60 0.40 – –
-2.6903 -0.34 0.09 – – – – – –
-2.4106 -0.07 0.09 0.88 0.05 0.81 0.10 1.46 0.12
-1.4136 – – 0.91 0.20 1.03 0.08 – –
-0.4106 – – 0.69 0.05 1.07 0.09 1.53 0.17
0.4986 – – 1.02 0.11 1.33 0.09 1.39 0.12
0.5864 0.86 0.04 1.10 0.07 1.47 0.10
0.6616 0.71 0.19 – – 0.84 0.21 – –
1.4876 – – 1.01 0.06 1.22 0.09 1.56 0.12
2.6982 0.83 0.23 ... ...
3.4289 0.30 0.15 – – – – – –
3.5226 – – – – 1.30 0.08 – –
3.5851 0.46 0.14 – – – – – –
3.6702 0.74 0.31 – – – – – –
4.4291 0.21 0.14 – – – – – –
4.5862 0.40 0.09 – – – – – –
5.4836 – – 1.16 0.07 1.40 0.11 1.43 0.37
5.6114 0.29 0.09 0.95 0.04 1.26 0.06 1.14 0.10
6.4776 – – 1.23 0.08 1.28 0.20 1.92 0.18
... ... ...
aA similar table is created for each SN subtype, which is then fit with a polynomial.
4. First- and second-order polynomials are fit to each discrete, time-dependent
color curve (i.e., U − B, r′ − JHK). The best-fit polynomial is determined by
minimizing the Bayesian Information Criterion (BIC), and the median model
is extracted from posterior predictive fitting for use in extrapolation (Salvatier
et al., 2016). The curve flattens outside the edges of our data points, as we have
no constraints in those regions and previous work suggests that the slope of a
color curve far from peak diverges from the peak color-curve slope (Krisciunas
et al., 2009).
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Table A3: Selection parameters and references used for SN Ia sample analyzed in Section 2.4.
SN name α (deg) δ (deg) zahelio LC Data tBmax ∆m15(B)c E(B − V )dhost E(B − V )eMW
sourceb (MJD days) (mag) (mag) (mag)
SN1998bu 161.69167 11.83528 0.0030 ± 0.000003 CfA 50953.11 ± 0.08 1.076 ± 0.012 0.351 ± 0.006 0.022 ± 0.0002
SN1999ee 334.04167 -36.84444 0.0114 ± 0.000010 CSP 51469.61 ± 0.04 0.802 ± 0.007 0.384 ± 0.004 0.017 ± 0.0001
SN1999ek 84.13167 16.63833 0.0176 ± 0.000007 K04c 51482.60 ± 0.19 1.113 ± 0.031 0.277 ± 0.014 0.479 ± 0.0187
SN2000bh 185.31292 -21.99889 0.0229 ± 0.000027 CSP 51636.16 ± 0.25 1.055 ± 0.019 0.065 ± 0.012 0.047 ± 0.0064
SN2000ca 203.84583 -34.16028 0.0236 ± 0.000200 CSP 51666.25 ± 0.18 0.917 ± 0.019 -0.033 ± 0.010 0.057 ± 0.0025
SN2000E 309.30750 66.09722 0.0047 ± 0.000003 V03 51577.20 ± 0.13 1.041 ± 0.027 0.217 ± 0.011 0.319 ± 0.0086
SN2001ba 174.50750 -32.33083 0.0296 ± 0.000033 CSP 52034.47 ± 0.17 0.997 ± 0.020 -0.072 ± 0.009 0.054 ± 0.0017
SN2001bt 288.44500 -59.28972 0.0146 ± 0.000033 K04c 52064.69 ± 0.07 1.199 ± 0.009 0.216 ± 0.008 0.056 ± 0.0007
SN2001cn 281.57417 -65.76167 0.0152 ± 0.000127 K04c 52071.93 ± 0.19 1.044 ± 0.012 0.176 ± 0.008 0.051 ± 0.0008
SN2001cz 191.87583 -39.58000 0.0155 ± 0.000027 K04c 52104.10 ± 0.10 0.956 ± 0.014 0.136 ± 0.008 0.079 ± 0.0005
SN2001el 56.12750 -44.63972 0.0039 ± 0.000007 K03 52182.38 ± 0.10 1.080 ± 0.019 0.277 ± 0.010 0.012 ± 0.0003
SN2002dj 198.25125 -19.51917 0.0094 ± 0.000003 P08 52451.04 ± 0.14 1.111 ± 0.019 0.093 ± 0.013 0.082 ± 0.0009
SN2003du 218.64917 59.33444 0.0064 ± 0.000013 St07 52766.01 ± 0.09 1.010 ± 0.015 -0.033 ± 0.010 0.008 ± 0.0008
SN2003hv 46.03875 -26.08556 0.0056 ± 0.000037 L09 52891.49 ± 0.11 1.501 ± 0.006 -0.092 ± 0.007 0.013 ± 0.0008
SN2004ef 340.54175 19.99456 0.0310 ± 0.000017 CSP 53264.90± 0.05 1.422 ± 0.011 0.116 ± 0.006 0.046 ± 0.0013
SN2004eo 308.22579 9.92853 0.0156 ± 0.000003 CSP 53278.90± 0.04 1.318 ± 0.006 0.077 ± 0.005 0.093 ± 0.0010
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SN2004ey 327.28254 0.44422 0.0158 ± 0.000003 CSP 53304.81± 0.04 1.025 ± 0.011 0.006 ± 0.004 0.120 ± 0.0139
SN2004gs 129.59658 17.62772 0.0274 ± 0.000007 CSP 53356.75± 0.05 1.546 ± 0.006 0.189 ± 0.006 0.026 ± 0.0006
SN2004S 101.43125 -31.23111 0.0093 ± 0.000003 K07 53040.00± 0.29 1.052 ± 0.021 0.112 ± 0.014 0.086 ± 0.0014
SN2005bo 192.42096 -11.09647 0.0139 ± 0.000027 CfA 53479.63± 0.15 1.310 ± 0.020 0.272 ± 0.007 0.044 ± 0.0006
SN2005cf 230.38417 -7.41306 0.0064 ± 0.000017 CfA 53534.31± 0.06 1.072 ± 0.023 0.088 ± 0.010 0.084 ± 0.0013
SN2005el 77.95300 5.19428 0.0149 ± 0.000017 CSP 53647.42± 0.04 1.370 ± 0.006 -0.102 ± 0.005 0.098 ± 0.0004
SN2005iq 359.63542 -18.70917 0.0340 ± 0.000123 CSP 53688.14± 0.06 1.280 ± 0.012 -0.049 ± 0.006 0.018 ± 0.0007
SN2005kc 338.53058 5.56842 0.0151 ± 0.000003 CSP 53698.31± 0.08 1.112 ± 0.023 0.350 ± 0.012 0.114 ± 0.0023
SN2005ki 160.11758 9.20233 0.0195 ± 0.000010 CSP 53706.01± 0.04 1.365 ± 0.004 -0.065 ± 0.004 0.027 ± 0.0009
SN2005lu 39.01546 -17.26389 0.0320 ± 0.000037 CSP 53712.08± 0.23 0.834 ± 0.008 0.324 ± 0.011 0.022 ± 0.0009
SN2005na 105.40258 14.13325 0.0263 ± 0.000083 CfA 53739.37± 0.30 1.027 ± 0.014 -0.050 ± 0.012 0.068 ± 0.0025
SN2006ac 190.43708 35.08528 0.0231 ± 0.000010 CfA 53781.55± 0.10 1.189 ± 0.008 0.066 ± 0.010 0.014 ± 0.0006
SN2006ax 171.01442 -12.29144 0.0167 ± 0.000020 CSP 53827.78± 0.04 1.058 ± 0.012 -0.009 ± 0.005 0.041 ± 0.0019
SN2006bh 340.06708 -66.48508 0.0108 ± 0.000013 CSP 53834.14± 0.06 1.408 ± 0.007 -0.043 ± 0.004 0.023 ± 0.0004
SN2006bt 239.12721 20.04592 0.0321 ± 0.000007 CSP 53859.29± 0.26 1.093 ± 0.042 0.313 ± 0.023 0.042 ± 0.0013
SN2006cp 184.81208 22.42722 0.0223 ± 0.000003 CfA 53897.45± 0.15 1.023 ± 0.046 0.134 ± 0.022 0.022 ± 0.0011
SN2006D 193.14142 -9.77522 0.0085 ± 0.000017 CfA 53757.84± 0.08 1.460 ± 0.013 0.062 ± 0.009 0.039 ± 0.0004
SN2006ej 9.74904 -9.01572 0.0204 ± 0.000007 CSP 53977.24± 0.25 1.394 ± 0.013 0.016 ± 0.011 0.030 ± 0.0008
SN2006kf 55.46033 8.15694 0.0200 ± 0.000010 CSP 54041.86± 0.05 1.517 ± 0.008 0.007 ± 0.006 0.210 ± 0.0020
SN2006lf 69.62292 44.03361 0.0132 ± 0.000017 CfA 54045.56± 0.06 1.406 ± 0.010 -0.054 ± 0.010 0.814 ± 0.0503
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SN2006N 92.13000 64.72361 0.0143 ± 0.000083 CfA 53761.48± 0.15 1.457 ± 0.013 -0.030 ± 0.007 0.083 ± 0.0010
SN2007A 6.31942 12.88681 0.0176 ± 0.000087 CSP 54113.67± 0.13 1.037 ± 0.034 0.225 ± 0.014 0.063 ± 0.0016
SN2007af 215.58763 -0.39378 0.0055 ± 0.000013 CSP 54174.97± 0.04 1.116 ± 0.010 0.183 ± 0.005 0.034 ± 0.0008
SN2007ai 243.22392 -21.63019 0.0317 ± 0.000137 CSP 54174.03± 0.26 0.844 ± 0.021 0.339 ± 0.013 0.286 ± 0.0035
SN2007as 141.90004 -80.17756 0.0176 ± 0.000460 CSP 54181.15± 0.23 1.120 ± 0.023 0.138 ± 0.010 0.123 ± 0.0007
SN2007bc 169.81071 20.80903 0.0208 ± 0.000007 CSP 54200.82± 0.09 1.282 ± 0.012 0.039 ± 0.006 0.019 ± 0.0006
SN2007bd 127.88867 -1.19944 0.0304 ± 0.000100 CSP 54207.43± 0.06 1.270 ± 0.012 -0.018 ± 0.010 0.029 ± 0.0009
SN2007ca 202.77421 -15.10183 0.0141 ± 0.000010 CSP 54228.20± 0.14 1.037 ± 0.024 0.376 ± 0.012 0.057 ± 0.0016
SN2007co 275.76500 29.89722 0.0270 ± 0.000110 CfA 54264.91± 0.23 1.040 ± 0.040 0.208 ± 0.017 0.096 ± 0.0037
SN2007cq 333.66833 5.08028 0.0260 ± 0.000080 CfA 54280.90± 0.10 1.062 ± 0.021 0.051 ± 0.011 0.092 ± 0.0020
SN2007jg 52.46175 0.05683 0.0371 ± 0.000013 CSP 54366.64± 0.25 1.088 ± 0.034 0.150 ± 0.017 0.090 ± 0.0020
SN2007le 354.70171 -6.52258 0.0067 ± 0.000003 CSP 54399.85± 0.07 1.027 ± 0.016 0.379 ± 0.008 0.029 ± 0.0003
SN2007qe 358.55417 27.40917 0.0240 ± 0.000050 CfA 54429.59± 0.10 0.988 ± 0.023 0.069 ± 0.014 0.033 ± 0.0008
SN2007sr 180.47000 -18.97269 0.0055 ± 0.000030 CSP 54449.73± 0.19 1.084 ± 0.015 0.173 ± 0.009 0.040 ± 0.0010
SN2007st 27.17696 -48.64939 0.0212 ± 0.000030 CSP 54455.09± 0.32 1.486 ± 0.019 0.101 ± 0.018 0.014 ± 0.0004
SN2008af 224.86875 16.65333 0.0334 ± 0.000007 CfA 54499.69± 0.43 1.178 ± 0.010 -0.028 ± 0.023 0.029 ± 0.0012
SN2008ar 186.15800 10.83817 0.0262 ± 0.000010 CSP 54535.22± 0.07 1.032 ± 0.014 0.081 ± 0.008 0.031 ± 0.0011
SN2008bc 144.63012 -63.97378 0.0151 ± 0.000120 CSP 54550.41± 0.08 1.015 ± 0.019 0.003 ± 0.008 0.225 ± 0.0042
SN2008bf 181.01208 20.24517 0.0235 ± 0.000167 CSP 54555.31± 0.06 0.967 ± 0.012 -0.013 ± 0.006 0.030 ± 0.0027
SN2008C 104.29804 20.43714 0.0166 ± 0.000013 CSP 54466.60± 0.23 1.075 ± 0.019 0.239 ± 0.010 0.072 ± 0.0023
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SN2008fl 294.18683 -37.55125 0.0199 ± 0.000103 CSP 54721.85± 0.13 1.328 ± 0.006 0.080 ± 0.005 0.157 ± 0.0058
SN2008fr 17.95475 14.64083 0.0390 ± 0.002001 CSP 54733.93± 0.26 0.920 ± 0.014 -0.002 ± 0.011 0.040 ± 0.0012
SN2008fw 157.23321 -44.66544 0.0085 ± 0.000017 CSP 54732.29± 0.15 0.844 ± 0.009 0.112 ± 0.008 0.112 ± 0.0030
SN2008gb 44.48792 46.86583 0.0370 ± 0.000167 CfA 54748.22± 0.34 1.183 ± 0.014 0.080 ± 0.018 0.171 ± 0.0035
SN2008gg 21.34600 -18.17244 0.0320 ± 0.000023 CSP 54750.93± 0.34 1.036 ± 0.028 0.155 ± 0.013 0.019 ± 0.0010
SN2008gl 20.22842 4.80531 0.0340 ± 0.000117 CSP 54768.70± 0.09 1.319 ± 0.010 0.030 ± 0.006 0.024 ± 0.0008
SN2008gp 50.75304 1.36189 0.0330 ± 0.000070 CSP 54779.62± 0.04 1.017 ± 0.008 -0.018 ± 0.004 0.104 ± 0.0051
SN2008hj 1.00796 -11.16875 0.0379 ± 0.000130 CSP 54802.26± 0.12 1.055 ± 0.027 0.038 ± 0.012 0.030 ± 0.0008
SN2008hm 51.79542 46.94444 0.0197 ± 0.000077 CfA 54804.74± 0.21 0.993 ± 0.025 0.182 ± 0.014 0.380 ± 0.0085
SN2008hs 36.37333 41.84306 0.0174 ± 0.000070 CfA 54812.94± 0.14 1.531 ± 0.015 0.122 ± 0.024 0.050 ± 0.0003
SN2008hv 136.89192 3.39225 0.0126 ± 0.000007 CSP 54817.65± 0.04 1.328 ± 0.006 -0.065 ± 0.006 0.028 ± 0.0008
SN2008ia 132.64646 -61.27794 0.0219 ± 0.000097 CSP 54813.67± 0.09 1.340 ± 0.009 0.003 ± 0.007 0.195 ± 0.0050
SN2009aa 170.92617 -22.27069 0.0273 ± 0.000047 CSP 54878.81± 0.04 1.172 ± 0.008 0.020 ± 0.005 0.029 ± 0.0009
SN2009ab 64.15162 2.76417 0.0112 ± 0.000020 CSP 54883.89± 0.08 1.288 ± 0.016 0.050 ± 0.010 0.184 ± 0.0028
SN2009ad 75.88908 6.65992 0.0284 ± 0.000003 CSP 54886.91± 0.07 0.949 ± 0.013 0.020 ± 0.007 0.095 ± 0.0011
SN2009ag 107.92004 -26.68508 0.0086 ± 0.000007 CSP 54890.23± 0.16 1.088 ± 0.019 0.343 ± 0.009 0.218 ± 0.0012
SN2009al 162.84196 8.57853 0.0221 ± 0.000080 CfA 54897.20± 0.18 1.079 ± 0.033 0.236 ± 0.020 0.021 ± 0.0004
SN2009an 185.69750 65.85111 0.0092 ± 0.000007 CfA 54898.56± 0.09 1.327 ± 0.010 0.063 ± 0.010 0.016 ± 0.0003
SN2009bv 196.83542 35.78444 0.0366 ± 0.000017 CfA 54927.07± 0.20 0.948 ± 0.033 -0.026 ± 0.019 0.008 ± 0.0008
SN2009cz 138.75008 29.73531 0.0212 ± 0.000010 CSP 54943.50± 0.09 0.899 ± 0.014 0.102 ± 0.007 0.022 ± 0.0003
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SN2009D 58.59512 -19.18172 0.0250 ± 0.000033 CSP 54841.65± 0.11 1.025 ± 0.024 0.054 ± 0.009 0.044 ± 0.0012
SN2009kk 57.43458 -3.26444 0.0129 ± 0.000150 CfA 55126.37 ± 0.20 1.189 ± 0.006 -0.055 ± 0.011 0.116 ± 0.0025
SN2009kq 129.06292 28.06722 0.0117 ± 0.000020 CfA 55154.81 ± 0.17 0.992 ± 0.025 0.089 ± 0.010 0.035 ± 0.0005
SN2009Y 220.59938 -17.24678 0.0093 ± 0.000027 CSP 54877.10± 0.10 1.063 ± 0.023 0.169 ± 0.010 0.087 ± 0.0005
SN2010ai 194.85000 27.99639 0.0184 ± 0.000123 CfA 55277.50 ± 0.08 1.421 ± 0.016 -0.075 ± 0.016 0.008 ± 0.0010
SN2010dw 230.66792 -5.92111 0.0381 ± 0.000150 CfA 55358.25 ± 0.35 0.844 ± 0.058 0.177 ± 0.028 0.080 ± 0.0009
SN2010iw 131.31250 27.82278 0.0215 ± 0.000007 CfA 55497.14 ± 0.26 0.876 ± 0.019 0.084 ± 0.012 0.047 ± 0.0006
SN2010kg 70.03500 7.35000 0.0166 ± 0.000007 CfA 55543.96 ± 0.10 1.194 ± 0.011 0.183 ± 0.014 0.131 ± 0.0022
SN2011ao 178.46250 33.36278 0.0107 ± 0.000003 CfA 55639.61 ± 0.11 1.012 ± 0.018 0.035 ± 0.019 0.017 ± 0.0001
SN2011B 133.95208 78.21750 0.0047 ± 0.000003 CfA 55583.38 ± 0.06 1.174 ± 0.005 0.112 ± 0.008 0.026 ± 0.0011
SN2011by 178.94000 55.32611 0.0028 ± 0.000003 CfA 55690.95 ± 0.05 1.053 ± 0.008 0.067 ± 0.005 0.012 ± 0.0002
SN2011df 291.89000 54.38639 0.0145 ± 0.000020 CfA 55716.40 ± 0.11 0.923 ± 0.015 0.072 ± 0.010 0.112 ± 0.0034
SNf20080514-002 202.30625 11.26889 0.0219 ± 0.000010 CfA 54612.80± 0.00 1.360 ± 0.000 -0.143 ± 0.000 0.027 ± 0.0014
a Heliocentric Redshift from NED or the literature.
b Light-curve (LC) data source (see text for references).
c LC-shape parameter: apparent-magnitude decline between B-band peak luminosity and 15 days after peak.
d Host-galaxy color excess, as measured by SNooPy fits to the optical and NIR LCs.

















































Figure A4: Extrapolation of the SALT2 variance and covariance tables to UV and
IR wavelengths, at four phases.
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Table B1: An example of the observation tables used to produce simulated light
curves section 4.3.4.
Band Time Gain Sky Noise ZP ZP
(Days) (Counts) System
F125W 0.0 50.0 0.008 26.3 AB
F125W 3.0 50.0 0.028 26.3 AB
F125W 6.0 50.0 0.008 26.3 AB
F125W 9.0 50.0 0.026 26.3 AB
F125W 12.0 50.0 0.011 26.3 AB
F125W 15.0 50.0 0.026 26.3 AB
F125W 18.0 50.0 0.013 26.3 AB
F125W 21.0 50.0 0.014 26.3 AB
F125W 24.0 50.0 0.029 26.3 AB
F125W 27.0 50.0 0.007 26.3 AB
F125W 30.0 50.0 0.029 26.3 AB
F125W 33.0 50.0 0.008 26.3 AB
F125W 36.0 50.0 0.024 26.3 AB
F125W 39.0 50.0 0.025 26.3 AB
F125W 42.0 50.0 0.021 26.3 AB
F125W 45.0 50.0 0.008 26.3 AB
F125W 48.0 50.0 0.010 26.3 AB
F125W 51.0 50.0 0.006 26.3 AB
F125W 54.0 50.0 0.013 26.3 AB
F125W 57.0 50.0 0.025 26.3 AB
F125W 60.0 50.0 0.012 26.3 AB
F125W 63.0 50.0 0.024 26.3 AB
F125W 66.0 50.0 0.007 26.3 AB
F125W 69.0 50.0 0.019 26.3 AB
F125W 72.0 50.0 0.025 26.3 AB
F125W 75.0 50.0 0.024 26.3 AB
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F160W 0.0 50.0 0.009 26.0 AB
F160W 3.0 50.0 0.028 26.0 AB
F160W 6.0 50.0 0.027 26.0 AB
F160W 9.0 50.0 0.009 26.0 AB
F160W 12.0 50.0 0.008 26.0 AB
F160W 15.0 50.0 0.011 26.0 AB
F160W 18.0 50.0 0.025 26.0 AB
F160W 21.0 50.0 0.014 26.0 AB
F160W 24.0 50.0 0.027 26.0 AB
F160W 27.0 50.0 0.024 26.0 AB
F160W 30.0 50.0 0.025 26.0 AB
F160W 33.0 50.0 0.019 26.0 AB
F160W 36.0 50.0 0.015 26.0 AB
F160W 39.0 50.0 0.026 26.0 AB
F160W 42.0 50.0 0.022 26.0 AB
F160W 45.0 50.0 0.026 26.0 AB
F160W 48.0 50.0 0.029 26.0 AB
F160W 51.0 50.0 0.025 26.0 AB
F160W 54.0 50.0 0.017 26.0 AB
F160W 57.0 50.0 0.008 26.0 AB
F160W 60.0 50.0 0.028 26.0 AB
F160W 63.0 50.0 0.010 26.0 AB
F160W 66.0 50.0 0.006 26.0 AB
F160W 69.0 50.0 0.016 26.0 AB
F160W 72.0 50.0 0.027 26.0 AB
F160W 75.0 50.0 0.019 26.0 AB
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Table B2: The Gaussian luminosity functions for each SN type from Graur et al.
(2014).
Type MR σ Source
Ia -19.37 0.47 (Wang et al., 2006)
Ib -17.90 0.90 (Drout et al., 2011)
Ic -18.30 0.60 (Drout et al., 2011)
IcBL -19.00 1.10 (Drout et al., 2011)
II-P -16.56 0.80 (Li et al., 2011)
II-L -17.66 0.42 (Li et al., 2011)
IIn -18.25 1.00 (Kiewe et al., 2012)
Table B3: The Gaussian luminosity functions for each SN type from Richard et al.
(2014).
Type MB σ
Ia -19.25±0.20 0.50
Ib -17.45±0.33 1.12
Ic -17.66±0.40 1.18
IIb -16.99±0.45 0.92
II-L -17.98±0.34 0.86
II-P -16.75±0.37 0.98
IIn -18.53±0.32 1.36
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