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Despite stochastic fluctuations, some genetic switches are able to retain their expression states through
multiple cell divisions, providing epigenetic memory. We propose a novel rationale for tuning the
functional stability of a simple synthetic gene switch through protein dimerization. Introducing an
approximation scheme to access long-time stochastic dynamics of multiple-component gene circuits,
we find that the spontaneous switching rate may exhibit greater than 8 orders of magnitude variation. The
manipulation of the circuit’s biochemical properties offers a practical strategy for designing robust
epigenetic memory with synthetic circuits.
DOI: 10.1103/PhysRevLett.103.028101 PACS numbers: 87.18.Cf, 05.40.Ca, 82.39.k
One of the most significant challenges in cell biology of
the postgenome era is to understand how the functional
repertoire of cells is related to system-level properties of
complex signaling networks. The suggestion that cellular
networks are organized around functional modules [1] has
led the way for large-scale studies of their organizing
principles [2]. A particularly important class of functional
modules is able to behave as bistable switches, providing a
cell with the ability to change between two discrete be-
havioral states. In general, the bistable behavior allows
cells to retain information about transient intracellular
signals for many generations [3], thus serving as epigenetic
‘‘memory’’ devices. For instance, the lambda phage toggle
is capable of sustaining its lysogenic reproduction mode
for 107 generations before spontaneously exiting [4].
This is an impressive feat, as transitions between the differ-
ent states of a toggle can be driven by fluctuations in the
abundance of its constituting proteins. Furthermore, by
tuning the toggle’s spontaneous switching rate, it is pos-
sible to generate phenotypic diversity in populations that
matches fluctuations in nutrient availability [5], thus pro-
viding a directly measurable fitness effect.
Recently a simple toggle switch consisting of a pair of
transcriptionally repressing genes was constructed [6],
demonstrating the feasibility of de novo synthesis of cel-
lular memory units. Scalable strategies for integrating the
toggle as part of gene circuits with more elaborate func-
tionalities, however, critically relies on the quantitative
understanding of the toggle’s capacity to generate robust
yet tunable switching behavior. Here we identify key fac-
tors that modulate the stability of various genetic toggle
switches and propose a novel method that is based on the
manipulation of fast binding-unbinding dynamics among
proteins, DNA, and other macromolecules.
To quantitatively evaluate the toggle’s robustness
against random fluctuations and its dependence on circuit
topology and kinetic details, we use the chemical master
equation. We have identified experimentally tunable pa-
rameters and evaluated their effects on the switching rate.
For biologically relevant parameter choices [7], we find
that the switching rate can be tuned over a range of more
than 8 orders of magnitude, reaching ultrastability. We
discuss its evolutionary implications and hypothesize
that our approach is generally applicable for introducing
tunable stability in engineered biological circuits.
Deterministic analysis of model circuits.—The network
of two mutually repressing genes ‘‘1’’ and ‘‘2’’ is sche-
matically shown in Fig. 1. In this Letter, we have explored
three reaction networks corresponding to distinct post-
translational binding dynamics [Fig. 1(b)]: (i) HET circuit
allows the proteins to form functionally inactive hetero-
dimers; (ii),(iii) HOM1 (HOM2) circuit allows each pro-
tein species to form homodimers and the monomer (dimer)
is the active form of the repressor. The full set of reactions
are listed in Table I (see also supplemental files [8]).
Since the reversible binding reactions [Fig. 1(c)] equili-
brate very fast in the physiological time scales for synthesis
and degradation of macromolecules [9], we may character-
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FIG. 1 (color online). (a) Circuitry of genetic toggle switch.
(b) Three circuits studied. (c) Schematic of DNA binding states
for gene 2 (similar for gene 1). Dixy is the binding status of the
operator and promoter sequence of gene i. RNAP, RNA polymer-
ase; ~Pi, active repressor; Ki, dissociation constant.
PRL 103, 028101 (2009) P HY S I CA L R EV I EW LE T T E R S
week ending
10 JULY 2009
0031-9007=09=103(2)=028101(4) 028101-1  2009 The American Physical Society
ize each binding-unbinding reaction pair by a single ther-
modynamic constant Ki ¼ ki=qi, where ki and qi are the
association and dissociation rates (Table I). Neglecting the
effects of stochastic fluctuations, the reaction network in a
steady state can be reduced to
_p i ¼ Fiðpi; p"iÞ Giðpi; p"iÞ; i ¼ 1; 2; (1)
where the interaction between the two genes is reflected in
the regulated synthesis rate Fi via "i ¼ modði; 2Þ þ 1, and
Gi accounts for loss due to reversible binding kinetics as
well as dilution due to cell growth. Note that pi is the
dimensionless concentration of the active repressor pro-
tein, being either Pi itself (HET and HOM1) or the homo-
dimer Pi2 (HOM2). For analytical simplicity, we explore
the symmetric circuit.
Instead of representing the regulated synthesis rate Fi as
an ad hoc sigmoid with an arbitrary Hill coefficient, we
derived its functional form directly from the statonarity
condition for the whole set of binding-unbinding reactions.
Without loss of generality, we allow for the possibility of
RNAP binding to the promoter site despite steric hindrance
by operator-bound repressors; i.e., the dissociation con-
stants K5 and/or K7 in Fig. 1(c) are finite. F can be
factorized as Fðx; yÞ ¼ ’ðxÞfðyÞ, where ’ðxÞ is either 1
(HET, HOM1) or 2
ﬃﬃﬃﬃﬃ
x
p
(HOM2) with  ¼ K2=K1, and the
resulting form of the regulated synthesis rate is
fðyÞ ¼ 

1þ 
1þyþry2

; (2)
where  ¼ fð1Þ is the constitutive synthesis rate of pro-
teins in full repression,  ¼ ½fð0Þ  fð1Þ=fð1Þ is the
reduced fold change between on and off states. We intro-
duce the cooperativity in repressor-DNA binding by allow-
ing the active repressor to bind two binding sites with
occupation-dependent binding affinity (r > 1). Notice,
however, that cooperativity is not a necessary condition
for the toggle behavior [10]. Following mass-action ki-
netics, the dimensionless parameters can be represented
by equilibrium constants:
¼ 
1þu=s ; ¼
sþu
1þu; ¼
uð1 sÞ
sð1þuÞ ; r¼
K2
K4
;
where s ¼ K3=K5 2 ð0; 1Þ is the promoter leakage which
plays the role of inverse coupling strength between the two
genes, and u ¼ K3=½RNAP is the RNAP-promoter disso-
ciation constant scaled by the concentration of free RNAP.
The gene expression efficiency is  ¼ mp=K2mp,
where m (p) and m (p), respectively, denote the syn-
thesis and degradation rate mRNA (protein). The decay
term Gðx; yÞ is given by xþ xy= (HET), xþ 2x2=
(HOM1), or 2ðxþ 2x3=2=Þ (HOM2), where  ¼ 	=
and 	 is the ratio of dimer to monomer lifetime. We
have used the experimentally determined reaction rates
for the phage  switch [7], and examined the dynamical
behavior of each circuit in a wide range around these
parameter values. Unless otherwise noted, s ¼ 0:01,  ¼
17:5, u ¼ 3, and r ¼ 25.
Figure 2 shows the parameter regions for multistability
identified by null cline analysis. We find that the dissocia-
tion constant of the protein dimer K1, the promoter leakage
s, and the gene expression efficiency  are key parameters
with direct biological interpretation that control circuit
stability. Regardless of circuit topology, a decrease in the
promoter leakage s moves the system dynamics deeper
inside the bistable region. In the limit of K1 ! 1, both
HET and HOM1 circuits converge to the simplest
monomer-only (MO) model, where the monomer is the
exclusive form of the repressor protein and no interprotein
binding is allowed. The convergence is already sufficient at
K1 ¼ 1000 nM, for which the phase boundaries of HET
and HOM1 coincide. A decrease in K1 monotonically
enhances the bistable region in the HET circuit while
shrinking it for HOM1. For the HOM2 circuit, an increase
in K1 approximately parallel shifts the bistability region to
higher values of .
Interestingly, in the strong-binding regime combined
with high expression efficiency and intermediate promoter
leakage (wedge-shaped region in Fig. 2), HET develops
higher-order multistability that harbors a coexistence state
(p1  p2) in addition to the twomonopoly states (p1  p2
or p2  p1). Unlike the HOMx circuits, protein dimeriza-
tion in HET acts as an extra coupling between the genes:
The majority protein not only represses the transcription of
the minority species, but also reduces its own repression by
the minority species through binding the minority protein.
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FIG. 2 (color online). Phase diagram of toggle circuits. Red +
(s ¼ 0:01,  ¼ 17:5) indicates our base parameter choice. The
HET circuit develops 3 or more stable states for large values of 
and intermediate s (wedge-shaped area bounded by solid and
broken lines).
TABLE I. The full list of reactions for gene i ¼ 1; 2 that are
shared by different toggle switches (upper panel) and are model
specific (lower panel). Ei denotes the DNA-RNAP complex with
RNAP cleared of the cis-regulatory region.
Reaction Rate Reaction Rate
Di00 þ ~P"i Ð Di10 ðk2; q2Þ Di1 ! Ei þDi0 m
Di10 þ ~P"i Ð Di20 ðk4; q4Þ Ei ! Mi þ Ei 0m
Common Di00 þ RNAPÐ Di01 ðk3; q3Þ Mi ! Pi þMi p
Di10 þ RNAPÐ Di11 ðk5; q5Þ Mi ! [ m
Di20 þ RNAPÐ Di21 ðk7; q7Þ Pi ! [ p
HET P1 þ P2 Ð P1P2 ðk1; q1Þ P1P2 ! [ p=	
HOMx Pi þ Pi Ð Pi2 ðk1; q1Þ Pi2 ! [ p=	
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This ‘‘rich-gets-richer’’ mechanism enhances the stability
of steady states in the otherwise MO system while allowing
the acquisition of various higher-order multistability states.
Transitions between different stability regions belong to
the supercritical (subcritical) pitchfork or saddle-node bi-
furcation (see the null cline analysis in [8]).
Stochastic dynamics.—We used the improved Gillespie
method (Gibson-Bruck algorithm [11]) to generate exact
time series for the full reaction system. We first quali-
tatively address the tunability of each circuit by studying
the effective potential landscape Veff ¼  lnPðn1  n2Þ,
where ni is the copy number of the active repressor and
PðxÞ is the relative frequency or probability of observing
n1  n2 ¼ x. The double-well feature of Fig. 3 supports
our deterministic bifurcation analysis. For the HET circuit,
an increase in the dimer affinity (reduced K1) moves the
system deeper inside the bistability region (Fig. 2) and
leads to a monotonic increase in barrier height. In contrast,
the stability of HOM1 and HOM2 is mainly determined by
the separation of the attractors. Figure 3 also demonstrates
that an increase in the average number of proteins synthe-
sized per single mRNA molecule or burst size b ¼ p=m
(while keeping  unchanged) quite effectively lowers the
potential barrier between the two dynamical states in all of
the circuits. In passing, we note the appearance of a sto-
chastically induced steady state, n1  n2 for HOM1 with
b ¼ 1 and for HET with b ¼ 4 [12].
The computational cost of exact simulations of the full
reaction set is prohibitive, necessitating an approximate
stochastic representation of the toggle circuit for studies of
long-time processes such as switching (see, e.g., Allen
et al. [13] for an alternative approach). We develop an
approximate stochastic model of the circuit activity using
a birth-death process of interacting proteins where we use
the propensities for synthesis and decay given in Eq. (1).
The resulting model thus corresponds to the average rates
derived under the adiabatic approximation. To explicitly
address the important effects of translational bursting [14],
we factorize the average birth rate into the product of the
stoichiometric coefficient (b) and the propensity. We as-
sume that both mRNA and protein synthesis follow a
Poisson process, which may not hold in the case of tran-
scriptional bursting which is particular for eukaryotic cells
[15]. The resulting master equation for the probability of
the proteins’ copy number configuration n ¼ ðn1; n2Þ reads
_P ðn; tÞ¼ X
i¼1;2
ðL^b"i1ÞFðnÞP ðn; tÞ
þ X
i¼1;2
ðR^i1ÞGðnÞP ðn;tÞ; (3)
where the raising (lowering) operator R^i (L^i) acts on
species i. This reduced master equation can be translated
into a Markov process governed by the imaginary-time
Schro¨dinger equation which we solve through matrix diag-
onalization. Note that the lowest eigenvalue E0 is zero due
to its Laplacian nature and corresponds to the stationary
configuration. While higher eigenmodes govern fast relax-
ations, the smallest nonzero eigenvalue (E1 > 0) character-
izes the rate of switching between the two stable states.
Since the spectral gap  ¼ E2  E1 is much bigger than
E1, we can represent an arbitrary state as a linear combi-
nation of the ground state and the first-excited state [16],
effectively defining a two-state model where the interstate
transition rate is solely determined by E1.
Figure 4(a) shows a heat map of the switching rates for
the three toggle circuits calculated using Eq. (3). A com-
parison with switching rates obtained from exact simula-
tion of the full reaction set demonstrates that our
approximation is highly accurate [Figs. 4(b) and 4(c)].
While we observe that enhanced stability with reduced s
and large  is a common trend for the three circuits, they
display significant differences in their tunability. In par-
ticular, a comparison with the MO system [dashed line in
Figs. 4(b) and 4(c)] supports our inference from Fig. 3:
HET and HOM2 are always more stable than the MO
circuit for finite values of the dimer dissociation constant
K1, while HOM1 circuit shows the opposite. Furthermore,
at tight repression (s! 0), HET and HOM2 reach ultra-
stability even at moderate levels of expression efficiency.
Contrary to HET, where the protein-protein binding acts
to deplete the minor protein and effectively suppresses the
potential of state inversion, the stability of HOM2 is
mainly driven by ‘‘inertia’’: Since the copy number of a
protein monomer increases as  in steady state, the dimer
copy number increases as 2=K1, leading to a dispropor-
tionately large number in the limit of strong-binding affin-
ity and high expression efficiency. At K1 ¼ 10 nM and
 ¼ 64, the average copy number of the majority dimer is
approximately 1788, in stark contrast with that of the
minority dimer (approximately 3; see the supplemental
files [8]), making a state inversion virtually impossible.
In particular, note that the HOM2 switching rate decreases
by 8 orders of magnitude when  increases from 2 to 16.
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FIG. 3 (color). The effective potential for a bistable switch
with  ¼ 17:5 and s ¼ 0:01. Each curve was generated by
simulations of the full reaction set before being symmetrized.
The upper (lower) row corresponds to the burst size of b ¼ 1
(b ¼ 4).
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Discussion.—We have studied the tunability and stabil-
ity, hence the potential for epigenetic memory, in three
different realizations of a simple genetic toggle switch with
the presence of protein dimers. We found that HET and
HOM2 circuits access a much wider range of switching
rates than MO circuits: HETand HOM2 circuits are always
more stable than MO circuit, revealing ultrastability in a
biologically relevant parameter range (s < 0:01, 10<<
100) whereas HOM1 is even less stable and less tunable
than MO. A large number of evolved genetic circuits are
known to have dimeric transcription factors. Best known
examples include the CI, TrpR, and leucine zipper pro-
teins, which correspond to the HOM2 circuit class. This
fact suggests that their tunable stability may be an outcome
of natural selection on functional gene modules. Though
the HET circuit, to our knowledge, is not found in naturally
evolved systems, we suggest that this circuit design may
find use in synthetic biology as part of engineered memory
devices. HET may be a particularly well suited starting
point for situations where there is a need for tight control of
the number difference in protein populations.
The circuit parameters s (promoter leakage) and  (ex-
pression efficiency) are readily accessible to experimental
manipulation. For example, to modulate the promoter
leakage s, plasmid integration techniques can be used in
a combinatorial manner [17] to vary the strength of steric
hindrance by repressor proteins. The modulation of  is
achieved by changing the synthesis rates of mRNA or
protein and/or the degradation rate thereof. One possible
way to implement the  tuning is to fuse the ssrA tag to the
30 end of each gene [18] so that the protein degradation is
exposed to active proteolysis. A recent study shows that the
use of active proteolysis significantly enlarges the parame-
ter space for oscillation and thus improves the robustness
of synthetic circuits under parametric uncertainty [19].
Finally, the dimer dissociation constant K1 may also be
modulated, as it is possible to either change the binding
domain sequence of the repressor proteins or to treat the
circuit with a small molecule that induces allosteric defor-
mation in the binding site. Although many technological
hurdles are still present for the realization of plug-and-play
synthetic biology [20], the inherent tunability of the pro-
posed gene switches makes them an ideal part for scalable
functional modules.
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FIG. 4 (color). (a) Heat map of the inverse first-passage time in
an adiabatic approximation. (b) Switching rates tallied from the
exact time series. (c) An excerpt from the heat map along the
trajectory, where K1 ¼ 10 nM and s ¼ 0:01 (dashed lines in the
heat maps). Color code: red, HET; green, HOM1; blue, HOM2;
broken lines, MO. All the rates are scaled by the inverse lifetime
of the protein monomer.
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