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Superpositions of rotational states in polar molecules induce strong, long-range dipolar interac-
tions. Here we extend the rotational coherence by nearly one order of magnitude to 8.7(6) ms in
a dilute gas of polar 23Na40K molecules in an optical trap. We demonstrate spin-decoupled magic
trapping, which cancels first-order and reduces second-order differential light shifts. The latter is
achieved with a dc electric field that decouples nuclear spin, rotation, and trapping light field. We
observe density-dependent coherence times, which can be explained by dipolar interactions in the
bulk gas.
Interacting particles with long coherence times are a
key ingredient for entanglement generation and quantum
engineering. Cold and ultracold polar molecules [1–11]
are promising systems for exploring such quantum many-
body physics with long-range interactions [12, 13] due
to their strong and tunable electric dipole moment and
long single-particle lifetime [14, 15]. The manipulation of
their rich internal degrees of freedom has been studied for
different molecular species [16–19]. First observations in-
clude ultracold chemistry and collisions [20, 21]. Nuclear
spin states in the rovibronic ground state further promise
exciting prospects for quantum computation due to their
extremely long coherence times [22].
Rotation is a particularly appealing degree of freedom
for molecules because it is directly linked to their dipolar
interactions. It can be manipulated by microwave (MW)
fields and superpositions of rotational states with oppos-
ite parity exhibit an oscillating dipole moment with a
magnitude close to the permanent electric dipole moment
d0. Consequently, using rotating polar molecules has
been proposed for quantum computation [23], to emulate
exotic spin models [24] or to create topological superflu-
ids [25].
In order to make use of the rotational transition dipole
in a spatially inhomogeneous optical trap, the coupling
of the rotation to the trap field needs to be canceled. To
first order this may be achieved by choosing an appropri-
ate angle between the angular momentum of the molecule
and the trapping field polarization ε [26] or a special trap
light intensity [19] such that the differential polarizability
between rotational ground and excited states is canceled.
The trap is then referred to as “magic”. Coherence times
of about 1 ms have been achieved in bulk gases of polar
molecules using these techniques [19, 27]. However, this
is much shorter than the dipolar interaction time, pre-
venting observation of many-body spin dynamics.
The coherence time in such a magic trap is limited
by the intensity dependence of the molecular polarizabil-
ity, which originates from the coupling between rotation,
nuclear spins, and the trapping light field. It has been
suggested to apply large magnetic [28] or electric fields
[29] to reduce these couplings and thus simplify the po-
larizabilities of the involved states.
In this work, we realize a spin-decoupled magic trap,
i.e. a magic polarization angle trap with moderate dc
electric fields, which simplify the hyperfine structure of
the rotational transition manifold |J = 0,mJ = 0〉 →
|1, 0〉. Here, J denotes the rotational quantum number
and mJ its projection onto the electric field axis. We
characterize the magic trapping condition and demon-
strate how the second-order light shift is related to the
electric field strength. Using Ramsey- and spin-echo in-
terferometry, we further study the rotational coherence
time of polar molecules in a spin-decoupled magic one-
dimensional (1D) lattice. A coherence time of almost
10 ms is achieved for a dilute gas of ultracold 23Na40K
molecules; however, we find that the coherence time de-
creases with increasing molecular density. Using a simple
numerical model [30], we conclude that the dipolar inter-
action between molecules plays a dominant role in the
density-dependent decoherence. This interaction can be-
come as large as h × 50 Hz, due to the large perman-
ent dipole moment d0 = 2.72 D of
23Na40K [31], at the
highest accessible density of 6.8× 1010/cm3, comparable
to the single particle dephasing.
Our experiments begin with the preparation of ul-
tracold 23Na40K molecules in the rovibronic ground state
at 300 nK [9] in several layers of a 1D lattice, see Fig.
1(a). The lattice is generated by a single, linearly po-
larized 1550 nm retro-reflected laser beam that propag-
ates along the z axis, which is also the direction of an
86 G magnetic field required for the molecule produc-
tion. The polarization of the lattice beam can be ad-
justed with a half-wave plate within an uncertainty of
0.5 degrees. Initially, the molecules are prepared in the
|J,mJ ,mI,Na,mI,K〉 = |0, 0,−1/2,−4〉 hyperfine state
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Figure 1. (a) Schematic of the experimental setup. Molecules
are confined to several pancake shaped optical traps (red) in
the x−y plane, formed by a 1D optical lattice along the z axis
with polarization vector ε. Four in-vacuum rod electrodes
(gray bars) generate dc electric fields along the y axis. The
angle φ between ε and E can be used to adjust the first-order
differential ac Stark shift between rotational states. A near-
field dipole antenna emits 5.6 GHz microwaves (MWs) and
couples the rotational states |J,mJ〉 (black lines) shown in
(b). Blue boxes: nuclear spin states couple to rotation and
mix in the J = 1 manifold. A dc Stark shift ∆ splits the |1, 0〉
and |1,±1〉 states.
which will be referred to as the ground state |↓〉. Here,
mI denotes the projections of the nuclear spins INa = 3/2
[32] and IK = 4 [33] onto the electric field axis. A dc
electric field along the y axis is generated by applying
voltages to four in-vacuum rod electrodes. Eight addi-
tional auxiliary electrodes compensate residual electric
field gradients to below 0.5 V/cm
2
[34].
As shown in Fig. 1(b), molecules in the J = 0 ma-
nifold can be coupled to the first excited rotational ma-
nifold |1, (0,±1)〉 via MW radiation with a frequency of
2Brot/h ≈ 5.6 GHz [17], Brot denotes the rotational con-
stant. There are (2INa + 1)(2IK + 1) = 36 hyperfine
states in the J = 0 manifold and 108 hyperfine states
in the J = 1 manifold. The nuclear spins in the J = 1
manifold couple to rotation predominantly via the nuc-
lear electric quadrupole moment. Furthermore, the trap-
ping light field couples different mJ states [19, 35]. Sub-
sequently, the hyperfine levels in the excited states are
mixed and their energies show many avoided crossings
as a function of light field intensity, see the left panel
of Fig. 2(a). Because of the strong mixing of the hyper-
fine levels, transition bands emerge rather than transition
lines. Even when the first-order differential light shift
is canceled [19, 26], rotational states can therefore still
rapidly dephase in an inhomogeneous optical trap. The
right panel shows the result of the corresponding MW
loss spectroscopy. In order to couple to states with differ-
ent transition strengths, while maintaining good spectral
resolution, we sweep the MW frequency across 10 kHz
in 1.15 ms. The Rabi frequency for the strongest trans-
ition is 4.0 kHz. Whenever a reduction in |↓〉 molecules
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Figure 2. The ac Stark maps of the J = 0 to J = 1 transition
manifold for two electric field strengths. (a) E =8.8 V/cm.
Left panel: transition frequencies from the |↓〉 state to the
J = 1 manifold as a function of light intensity. The nor-
malized transition strengths are encoded by line color. Only
transitions stronger than 0.5% are shown. Right panel: mo-
lecule loss spectroscopy. Molecules remaining in |↓〉 after a
MW sweep are recorded (blue). (b) E =101.3 V/cm at magic
trapping conditions. The mJ = 0 component (upper panel)
is separated from the mJ = ±1 components (lower panel) by
the dc Stark shift ∆. Consequently, the hyperfine structure of
the mJ = 0 manifold is simplified to two strong lines. Their
transition frequency is almost independent of intensity. The
red arrow denotes the |↑〉 state that will be used in the follow-
ing. Theoretical (experimental) data in both subfigures are
normalized to the same maximum transition strength (detec-
ted atom number).
is detected, a transition to J = 1 has occurred [34].
In the presence of an electric field E = 101.3 V/cm
[see Fig. 2(b)], the mJ = 0 states separate from the
nearly degenerate mJ = ±1 states due to the dc Stark
splitting. Because this splitting is larger than all other
interactions for electric fields as low as 60 V/cm, the
nuclear spins decouple from the rotation, thus simplifying
the ac Stark map. In addition, the rotation is decoupled
from the light field, thereby reducing the curvature of the
transition frequencies of these states. Simultaneously, the
polarization of the lattice beam is set to the magic angle
with respect to the static field E, thereby realizing a
spin-decoupled magic trap.
In the following, we focus on |↑〉, the hyperfine state
of J = 1, mJ = 0 with the largest transition strength.
The dependence of the transition frequency ν on the light
intensity I, the polarization angle φ, and the electric field
E can be approximated by
∆ν = ν − ν0 = 1
h
[∆α(φ)I + β(E, φ)I2 +O(I3)], (1)
where ν0 denotes the transition frequency at I = 0,
∆α = α|↓〉 − α|↑〉 is the differential polarizability, and
β is the hyperpolarizability of J = 1 as β ≈ 0 for
J = 0. Specifically, ∆α(φ) = 2/15× (1− 3 cos2 φ)∆αele,
where ∆αele = h × 22 Hz/(W/cm2) [27, 34]. To char-
acterize the magic angle for this transition, we work at
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Figure 3. Spin-decoupled magic trap. Blue circles are meas-
urements, red lines are theory, black lines are fits of the data
to Eq. (1). (a) Differential polarizability ∆α for various lat-
tice polarization angles at E = 144.3 V/cm. Inset: exemplary
ac Stark data to extract ∆α. Top panels: Schematics of trap-
ping potentials of |↓〉 (black lines) or |↑〉 (red lines), which
depend on the polarization angle φ. At approximately 54◦,
a magic trapping condition is fulfilled. (b) Hyperpolarizabil-
ity β at the magic angle for various dc electric fields. Inset:
exemplary ac Stark data to extract β for three electric fields.
All error bars were calculated from the covariance matrix of
the fits.
E = 144.3 V/cm and use a pi pulse for the MW spectro-
scopy, see Fig. 3(a). For each φ we measure the transition
frequency ν as a function of trap intensity and find dif-
ferential polarizabilities that agree well with theory. The
magic condition ∆α = 0 occurs for φ = 54.0(5)◦.
To determine β, the same pi-pulse spectroscopy, albeit
with higher frequency resolution, is employed at φ = 54◦,
and for various electric fields, see the inset of Fig. 3(b).
We extract β (blue circles) by fitting Eq. (1) to our data
and find that it decreases with increasing E. If d0E 
Brot and d
2
0E
2/Brot is much larger than ∆αeleI and the
Zeeman splitting of mJ states with the same hyperfine
character at E = 0, and away from any spectral crossings,
β can be derived from second-order perturbation of the
energy as
β(E, φ) =
4
15
sin2 (2φ)
∆α2eleBrot
d20E
2
, (2)
shown as red line in Fig. 3(b) for our parameters.
Next, we study the rotational coherence in the spin-
decoupled magic trap, see Fig. 4. We use Ramsey
and spin-echo pulse sequences [36] and work at I =
3.4 kW/cm2. We set E = 68.3 V/cm, which is large
enough to decouple the |↑〉 state and small enough to mi-
nimize inhomogeneous broadening or temporal noise of
the dc Stark shift. The MW frequency ν is set to res-
onance. We scan the relative phase ∆θ between the first
and second pi/2 pulse at a fixed evolution time t to obtain
Ramsey interference fringes. Each fringe is described by
N|↓〉(∆θ, t) =
Ntot(t)
2
[1− c(t) cos(∆θ + θ0)], (3)
where c(t) is the measured contrast, Ntot = N|↓〉 + N|↑〉
is the total molecule number and θ0 is a phase offset
due to small detunings of the MW, e. g. due to elec-
tric field changes. We measure c(t) for various molecule
numbers, see Fig. 4(a), and fit a Gaussian to extract
the coherence time. Because c is strictly positive in the
fringe fitting, it biases the coherence time when the fringe
amplitude becomes comparable to molecule number fluc-
tuations. We therefore estimate the bias ∆c for each
data point individually and exclude data taken after the
first point where c < 1.5∆c [34]. The Ramsey coherence
time τc, here defined as the 1/e time of the fit, amounts
to 8.7(6) ms for a low molecule number Ntot = 740(70),
which is six times larger than previously achieved coher-
ence times [19, 27].
Residual single particle dephasing could arise due to re-
sidual differential light shifts, electric field gradients, and
shot-to-shot fluctuations of the electric field. By adding
a pi pulse in the middle of the evolution, we obtain a spin-
echo sequence that cancels the slowly varying contribu-
tions to the single particle dephasing and allows us to in-
crease the coherence time to τc = 13(2) ms for low initial
molecule numbers. Note that the molecules in this work
are moving with the trapping period of Ttrap = 16 ms in
the horizontal planes, which are weakly confined by the
1D lattice. Spin echo fails to suppress or even enhances
the single particle dephasing when the evolution time is
close to the trapping period [37]. This explains why the
maximum coherence time observed in our experiment re-
mains below Ttrap.
Furthermore, we find that the coherence time depends
on the initial molecule number and thus on density, see
Fig. 4(b) [34]. There could be several reasons for this, for
example a loss of molecules. We measure an intrastate
inelastic collision rate of below 3 Hz, because these colli-
sions are suppressed by the p-wave barrier. Thus, inter-
state inelastic collisions dominate, which leads to equal
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Figure 4. Rotational coherence in the spin-decoupled magic trap. (a) Contrast of the Ramsey (red circles) and spin-echo (blue
circles) fringes for various evolution times t. MW pulse sequences are shown in the upper right, initial molecular numbers in
the lower left corner. Data points below the bias cutoff (empty circles) are excluded for extracting the coherence time with a
Gaussian fit (colored lines). MACE simulations (black lines) of a dipolar Hamiltonian with a dephasing rate of h × 21(2) Hz
(h× 35(2) Hz) describe our observations for the Ramsey (spin-echo) experiments well. (b) Ramsey (red) and spin-echo (blue)
coherence times at various molecular densities. The mean dipolar interaction strength at the center of the cloud is indicated
on the secondary x axis [34]. The coherence time is not limited by the 1/e lifetime of the rotational superposition, shown in
the inset. All error bars are calculated from the covariance matrix of the fits and denote one standard deviation.
loss of |↓〉 and |↑〉 and does not reduce the fringe contrast.
Furthermore, this two-body loss occurs on much longer
time scales than the decoherence, see inset of Fig. 4(b).
Another reason for the density dependent decoherence is
the strong dipolar interaction present in the system.
To qualitatively understand the decoherence of the mo-
lecular rotation caused by dipolar interactions, we use the
moving average cluster expansion (MACE) method [30]
to simulate the spin dynamics of randomly distributed
molecules in bulk during the Ramsey or spin-echo inter-
ferometry [34]. Neglecting loss and molecular motion, the
system can be described by the following Hamiltonian
H =
∑
i>j
Uij
2
(Sˆ+i Sˆ
−
j + h.c.) +
∑
i
∆(ri)Sˆ
z
i , (4)
where the first term describes the dipolar spin-exchange
interaction, where Sˆ±i and Sˆ
z
i are the spin-1/2 angu-
lar momentum operators of molecule i in position ri,
Uij = 2d
2
↑↓/(4piε0) × (1− 3 cos2Θij)/(|ri − rj |3) is the
dipole-dipole interaction strength between molecules i
and j, d↑↓ =
√
1/3d0 is the transition dipole moment
between |↓〉 and |↑〉 [38, 39], ε0 is the vacuum permit-
tivity, and Θij is the angle between the vector connect-
ing molecules i and j and the quantization axis. The
second term describes the coupling to external fields,
where ∆(ri) is a spatially dependent detuning of the mi-
crowave transition [34]. We use ∆(ri) to emulate the
effects of single particle dephasing, especially the un-
canceled, movement-induced, time-dependent gradient in
the spin-echo case. By modeling this inhomogeneity as
an effective external field gradient, the Ramsey (spin-
echo) signal with very low molecule number, for which
the dipolar interactions can be neglected, can be repro-
duced. The corresponding single particle dephasing rate
is h × 35(2) Hz (h × 21(2) Hz), which corresponds to a
dephasing time of 9 (15) ms for the Ramsey (spin-echo)
case. Using these values as input for the MACE model
leads to simulation results that are consistent with exper-
imental observations for all other densities [black lines,
see [34] for all data sets], four of which are shown in
Fig. 4(a). This indicates that dipolar interactions are
the dominant source of the density-dependent decoher-
ence. A theoretical model tailored to the trap geometry
discussed in this work could improve the understanding
of how molecular loss, motion and contact interaction
modify the spin dynamics in a bulk gas of polar mo-
lecules.
In conclusion, we presented a novel trapping tech-
nique for rotating molecules that cancels differential po-
larizability and reduces the hyperpolarizability. With
this method, applicable to a broad range of polar mo-
lecules, a density dependence of the rotational coher-
ence time is observed, which is attributed to molecu-
lar dipole-dipole interactions and characterized using a
simple numerical model. For low density, coherence times
as large as 13(2) ms were obtained in the molecular
clouds. This opens up exciting possibilities for further
experiments. The interplay between the kinetic energy
and dipolar interaction could be studied in a bulk gas of
molecules. If even longer coherence times are required, a
spin-decoupled magic 3D optical lattice could be used to
freeze out any molecular motion. This seems very prom-
5ising because rotational coherence times of about 100 ms
were already achieved in a non-spin-decoupled magic 3D
lattice [15]. For a near unity filling 23Na40K gas in a 3D
optical lattice, we expect a dipolar interaction energy on
the order of h × 1 kHz, much stronger than the single
particle dephasing. This will allow the observation of
new states of dipolar quantum matter, e.g. a condensate
of rotational excitations [40].
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7SUPPLEMENTARY INFORMATION
Lattice calibration
To determine the maximum intensity of the lattice I0,
we measure the differential ac Stark shift between the
molecular |↓〉 state and the Feshbach molecular state us-
ing two-photon STIRAP spectroscopy at varying lattice
intensities I. The observed relationship between two-
photon detuning δ and I is linear, as can be seen in Fig.
5 a). The slope of 251(4) kHz/I0 amounts to the effective
polarizability αeff , the difference between polarizabilities
of the initial Feshbach molecular state |FB〉 and the rovi-
bronic ground state |↓〉, which is given by
αeff = αFB − α|↓〉 = αNa + αK − α|↓〉. (5)
The polarizability of Feshbach molecules αFB is well ap-
proximated by the sum of the polarizabilities of the con-
stituent sodium and potassium atoms, αNa and αK. The
atomic polarizabilities αNa = h × 9.0 Hz/(W/cm2) [45]
and αK = h× 17.6 Hz/(W/cm2) [42] in a 1550 nm trap.
α|↓〉 is determined experimentally using parametric heat-
ing measurements [8, 27, 35, 41] of the lattice depth of
molecules and sodium atoms, which are related by
α|↓〉 =
V NaKlat
V Nalat
αNa, (6)
where V Nalat (V
NaK
lat ) denotes the respective lattice depth
of sodium atoms and molecules. In such a measurement
the lattice intensity is modulated by 2.5% for 8 ms. Then
the molecules (atoms) are released from the lattice and
the cloud radius along z-direction is recorded, see Fig. 5
(b) and (c). Parametric heating occurs when the modu-
lation frequency is equal to the transition frequency from
the ground band to the second excited band, f0→2. We
numerically solve the band structure of the optical lat-
tice and obtain f0→2 as a function of the lattice depth, as
shown in 5 d). From our measurements we obtain fNa0→2 =
76.5(2) kHz and fNaK0→2 = 75.2(8) kHz. The correspond-
ing lattice depth is 38.6(2) ENaR for sodium atoms and
226(4) ENaKR for
23Na40K molecules respectively, where
ENaR = h× 3.612 kHz and ENaKR = h× 1.319 kHz are the
recoil energies of sodium atoms and 23Na40K molecules
respectively. We obtain α|↓〉 = h× 19.3(4) Hz/(W/cm2),
which agrees well with the theoretical ab initio value
αtheory|↓〉 = h× 20.4 Hz/(W/cm2).
With these polarizabilities, we can calculate αeff ac-
cording to Eq. 5 and determine the maximum lattice
intensity to be I0 = 34(2) kW/cm
2.
Electric field generation and calibration
Direction, strength and gradient of the electric field are
controlled with three groups of rod electrodes along the
x, y and z axis. Each group consists of four parallel rods.
The in-vacuum main electrodes along the x-direction
shown in Fig. 1 a) generate a near homogeneous electric
field, in this work pointing along the y-direction. The
other two groups of auxiliary electrodes along y and z
axis are mounted outside the glass cell, are set up in a
quadrupole configuration. They do not change the mag-
nitude of the electric field at the position of the molecules
to first order. We also add quadrupole voltages to the
main electrodes and thus can compensate electric field
gradients along all directions. This is necessary due to in-
homogeneities of the main electrodes and electric charge
accumulation on the glass cell walls, which can only par-
tially be removed with UV light in the beginning of each
experimental cycle.
Each of the main electrodes is individually connected
to a high precision voltage source with ±400 V with an
rms noise of 0.55 mV from 10 µHz to 15 kHz [44]. The
voltage sources are controlled by high precision digital-
to-analog converters (DACs). The auxiliary electrodes
are controlled by voltage sources with an rms noise of
1 mV. This allows us to apply stable electric fields up to
±160 V/cm to the molecules.
ac-Stark maps of the rotational transition
We perform MW spectroscopy at two electric field
strengths, see right panels in Fig. 2. To ensure identical
starting conditions for all data points, the preparation of
molecules is always performed at the same lattice intens-
ity, which is then ramped quickly to the respective spec-
troscopy intensity shortly before the MW sweep. After-
wards the lattice is ramped back and the remaining J = 0
molecules are detected as described in [9]. Whenever
J = 0 molecules are lost, it is assumed that a transition
to J = 1 has occurred.
The theoretically expected frequency and strength for
each MW transition are indicated by the lines in the left
panels of Fig. 2, where the strength of the transition is
color coded. Only transitions with strengths larger than
0.5% are displayed for clarity.
In order to model the energies of all relevant rota-
tional hyperfine levels in various external field set-ups,
we follow the formalism of Ref. [29] and the references
therein. In the rovibronic ground state manifold the ef-
fective Hamiltonian includes interactions from rotation,
hyperfine, Zeeman, ac and dc Stark effects. We evaluate
the effective Hamiltonian in the zero-field rotational hy-
perfine basis with J = 0 to 3, which is then diagonalized
to obtain the eigenenergies and eigenvectors at various
external field settings. The same set of parameters to de-
scribe various interactions are used as in Ref. [29] except
dynamic polarizabilities at 1550 nm. We use the experi-
mentally determined isotropic polarizability at 1550 nm,
αiso = (2α⊥ + α//)/3 = h × 19.3 Hz/(W/cm2), where
α⊥ and α// are dynamic perpendicular and parallel ra-
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Figure 5. Lattice intensity calibration. (a) Differential ac Stark shift between |↓〉 and Feshbach molecular state measured
as STIRAP two-photon detuning δ for different lattice intensities. Circles denote the center frequencies of Lorentzian fits to
the spectra recorded at each intensity, error bars are derived from the covariance matrix of the fit. The line is a linear fit to
the center frequencies. Parametric heating expansion measurement for 23Na40K molecules (b) and Na atoms (c). Lines in (b)
and (c) are Lorentzian fits to the data. (d) Normalized transition frequency f0→2 as a function of the lattice depth when the
quasi-momentum q = 0 (black solid line) and q = ~k (black dashed line), where ~k is the recoil momentum of the lattice. The
red (orange) line denotes the measured transition frequency of the molecules (Na atoms).
dial electronic polarizabilities. The polarizability differ-
ence ∆αele = α//− α⊥ is obtained by fitting the exper-
imental transition frequencies ν at E = 144.3 V/cm2
and various laser intensities and polarization angles to
∆α(φ) = 2/15× (1− 3 cos2 φ)(α//− α⊥). The fitted val-
ues are α⊥ = h × 12 Hz/(W/cm2) and α// = h × 34
Hz/(W/cm2). Frank-Condon overlaps calculated from
the eigenvectors are used as transition probabilities.
Ramsey and spin-echo contrast bias estimation
To avoid ambiguities in the Ramsey fringe fitting due
to an unknown and potentially slowly drifting phase of
the fringe, we restrict the contrast of the fringe c to pos-
itive values only. However, due to molecule number fluc-
tuations, the fit contrast c of an experimental Ramsey
fringe is never 0. This biases c, especially when the mo-
lecule number is small [43]. To quantitatively understand
this, we simulate Ramsey interference fringes in presence
of molecule number fluctuations, see Fig. 6. We add
Gaussian noise with a standard deviation ∆N to the mo-
lecule number of an ideal sinusoidal fringe with contrast
c0 and fit the resulting contrast. We repeat this simu-
lation 300 times to obtain an average measured contrast
c and find that the contrast bias ∆c adds to the real
contrast quadratically as
c =
√
c20 +∆c
2, (7)
where
∆c =
√
a
Ms
2∆N
Ntot
. (8)
Ms is the sampling size and a = 3.5 is an empirical
parameter obtained from our simulations. In our exper-
iments, ∆c ≈ 10% depending on the molecule number,
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Figure 6. (a) Simulated interference fringes in presence of
molecule number noise when Ntot = 400. Symbols are the
simulated population as a function of ∆θ, solid lines are the
fitted interference fringes. The errorbar is the error of the
mean of the molecule number. (b) Measured contrast c as
function of the real contrast c0 when Ntot =400 (light blue)
or 800 (dark blue). Solid lines in the same color are the cor-
responding contrasts given by Eq. (7). The red line gives the
measured contrast without noise. In all simulations ∆N = 98,
and Ms = 35 which is similar as in experiments.
see Fig. 7 and Fig. 8 (dark grey shaded areas). To avoid
overestimation of the coherence time, we exclude data
(empty circles) with a contrast smaller than 1.5∆c (light
grey shaded areas) for fitting. The remaining data is fit
with a Gaussian function of the form
c(t) = ci exp
(
−
(
t
τ
)2)
, (9)
where ci is the initial contrast at the shortest evolution
time and τ denotes the coherence time.
Another approach would be to subtract the contrast
bias using Eq. (7) before the fitting. We found that in
this case the overestimation is below 10%, even when the
low contrast data is included. This is because the the
tails of the Gaussian decay curve in Eq. (9) contribute
less to the fitting than the high contrast data.
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Figure 7. Comparison of measurement (circles) and simula-
tion (lines) of the Ramsey experiments. Numbers in the right
corner denote the initial molecule number(error). Symbols are
measured contrast values as function of evolution time. Black
(orange) solid lines are MACE simulations with (without) ex-
ternal field gradient h × 1.3(1) Hz/µm. The orange shaded
region marks the effect of a factor of two change in density
in either direction on the simulation. The dark grey shaded
region indicates the bias of the data, the light grey region the
cutoff for the data (empty circles).
The detection offset of the molecule number is less than
20 molecules and thus negligible.
Estimation of dipolar interaction
The mean vaule of the angular-independent part of Uij
sets an energy scale for the dipolar interaction, which is
given as
〈Ud〉 ≈
2|d2↑↓|
4piε0l3
, (10)
where l = n
−1/3
0 is the average distance between mo-
lecules and n0 is the peak molecular density.
As the lattice spacing 0.775 µm is much less than the
average distance between molecules, the density distri-
bution of the molecular gas is approximated by
n(x, y, z) = n0 exp
(
−x
2
σ2x
− y
2
σ2y
− z
2
σ2z
)
, (11)
where the peak molecular density is
n0 =
Ntot
pi3/2σxσyσz
, (12)
where σx = σy = 27(4) µm and σz =11.5(6) µm are
the 1/e radius of the molecular cloud in x-, y- or z-
direction as determined by in situ imaging. In the experi-
ment we change the molecule number by varying the hold
time between Feshbach molecule production and further
experiments, which leads to loss according to inelastic
collisions. This allows us to keep the cloud radius al-
most independent of the molecule number. The peak
density for the highest molecule number 3200(300) is
7(3)×1010 /cm3 and the corresponding average distance
is 2.4(3) µm. This results in a peak dipolar interaction
of 〈Ud〉 = h× 50(20) Hz, similar to the decoherence rate
we observe at the highest molecule number.
Estimation of single-particle dephasing rates
The transition frequency between |↓〉 and |↑〉 depends
on temporal fluctuations and spatial variations in the ex-
ternal potential across the molecule cloud. These changes
can be described by the MW detuning term ∆(r, t) of Eq.
4, which can be written as
∆(r, t) = ∆αI(r) + βI2(r) + ξE(r, t)2. (13)
The first two terms are first-order and second-order dif-
ferential light shifts from Eq. 2. We assume that the
lattice beam has a Gaussian intensity profile and ignore
the intensity variation along z-direction
I(r) = Ipeak exp
(
−2x
2 + y2
ω20
)
(14)
with beam waist ω0 = 100 µm. The third term of Eq. 13
is the differential dc Stark shift, where according to [38]
ξ =
4
15
d20
Brot
= h× 177 Hz
(V/cm)
2 . (15)
The electric field E can be written as
E(r, t) ≈ E0(t) +∇E · r +O(r2), (16)
where E0(t) describes the temporal fluctuation and the
second term is the first-order inhomogeneity of E.
The inhomogeneity of ∆(r) leads to dephasing of ro-
tational excitations and can be calculated from Eq. 13
by numerical integration. The experimentally observed
dephasing γ thus has local and temporal contributions:
Due to residual differential light shifts, γL, gradient elec-
tric fields, γEG, and temporal fluctuations of E, γEN.
γL =
∫
n(r)
∣∣δα∆I(r) + β∆I2(r)∣∣dr∫
n(r)dr
(17)
is the dephasing due to residual differential light shifts,
where δα = h(∂ν/∂I)|I=Ipeak = ∆α+2βIpeak is the local
differential polarizability, ∆I(r) = I(r)− Ipeak, and n(r)
10
source value dephasing rate
δα h× 0.05 Hz/(W/cm2)
γL = h×32 Hz
β h× 30 Hz/(kW/cm2)2
δE 0.5 mV/cm γEN = h×12 Hz
∇E 0.5 V/cm2 γEG = h×38 Hz
Table I. Maximal dephasing rates at 68.3 V/cm due to im-
perfect cancellation of local differential polarizability δα and
residual hyperpolarizability β, and due to electric field noise
and gradients, δE and ∇E.
is the density described in the last section. The deph-
asing rate due to gradient electric fields |∇E| is given
as γEG = 2ξE0|∇E|σx assuming that the gradient is
along x-direction for simplicity, where E0 is the time av-
eraged electric field in the center of the molecular cloud.
The dephasing due to temporal electric field noise δE0
is γEN = 2ξE0δE0. The estimated maximal dephasing
rates are summarized in Tab. I together with their ex-
perimental origin.
The effective dephasing rate can then be calculated as
γ =
√
γ2L + γ
2
EG + 2γ
2
EN and is related to the coherence
time by τ ≈ 2~/γ which is verified by numerical simula-
tion.
The dephasing rate is on the order of a few ten Hz in
the current setup. In the future, the dephasing rate could
be reduced to a few Hz by implementing less noisy, more
homogeneous dc electric field as well as more precise laser
polarization control.
MACE simulation of spin dynamics
To understand the decoherence induced by the dipolar
interaction, we implement the MACE simulation [30] in
which molecules are spatially frozen and randomly dis-
tributed with a Gaussian probability distribution in tens
of layers with a spacing of 0.775 µm. The cloud radius
along x-, y-, and z-direction in the simulation is the same
as in the experiments. In the simulation, we divide the
molecules into hundreds of clusters of four molecules with
the strongest dipolar interactions. Then we exactly solve
the time evolution for each cluster and sum up the ex-
pectation values of all spins to obtain the Ramsey signal.
For a homogeneous external field, the decoherence is
due to the random spread of the dipolar interaction of
molecules. We expect the coherence time τc to be in-
versely proportional to the molecule number Nmol be-
cause the dipolar interaction is proportional to the mo-
lecular density. In this homogeneous MACE simulation
the 1/e coherence time is about 12 ms with 3000 and
70 ms with 500 molecules, see orange lines in Fig. 7.
In the Ramsey experiments (circles) however, the coher-
ence time is limited to about 8 ms even for 600 molecules
when the dipolar interaction is negligible. This is due
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Figure 8. Comparison of measurement and simulation of the
spin-echo experiments. As Fig. 7, but with spin-echo pulse
sequence and an external field gradient of h × 0.8(1) Hz/µm
in the MACE simulation.
to the residual single particle dephasing discussed in the
previous section. In order to qualitatively introduce this
dephasing into the model, we implement a simple effec-
tive external field gradient along x-direction ∆ = ∆′x.
By fitting the experimental data with lowest molecule
number we obtain ∆′ = h× 1.3(1) Hz/µm which corres-
ponds to a dephasing rate of h × 35(2) Hz. Taking the
effective dephasing into account, we can reproduce the
experiments with various molecule numbers in the sim-
ulation (black lines). For the spin-echo experiments, see
Fig. 8, we obtain an effective external field gradient of
∆′ = h×0.8(1) Hz/µm in a similar manner to account for
the uncancelled single particle dephasing of h×21(2) Hz.
Implementing a parabolic external field in the simulation
also produced similar decoherence behavior.
