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maximize $\langle_{C^{i}}, X\rangle$ , $i,$ $\ldots,$ $k$ ,
subject to $x\in X\subset R^{n}$ ,
, $c^{i}\in R^{n},$ $i=1,$ $\ldots,$ $k$ , $X$ .
$(P)$ , $x\in X$ , $x$ $(P)$
.
$\not\in y\in X$ such that $\langle_{C^{i}}, X\rangle<\langle c^{i}, y\rangle$ $\forall i\in\{1, \ldots, k\}$ .
, $(P)$ .
(A1) $X=\{x\in R^{n} : Pj(X)\leq 0,j=1, \ldots, t\}$ . , $p_{j}$ : $R^{n}’arrow R(j=1, \ldots, t)$
$p_{j}(\mathrm{O})<0$ .
(A2) int $C\neq\emptyset$ . , $C=\{.x\in R^{n} : \langle_{C^{i}}, X\rangle.\underline{<}0,. i=1, \ldots, k\}$ . ,
int $C$ $C$ .
$(A1)$ , $p(x):= \max_{j=1,\ldots,tP}j(X)$ , $X=\{x\in R^{n} : p(x)\leq 0\}$
. $(A1)$ , int $X\neq\emptyset$ , $(P)$ $X_{e}$
$X$ $=X\backslash \mathrm{i}\mathrm{n}\mathrm{t}(X+C)$ . , $(P)$ $X_{e}$
. .
, $(P)$ $X_{\dot{e}}$
. $(P)$ $X$ ( , $X$
), Konno, Thach and Tuy [71
. , $X$
.





subject to $x\in X_{e}$ ,
, $f$ : $R^{n}arrow R$ .
(B1) $f$ ,
(B2) $f( \mathrm{O})=\inf\{f(x) : x\in R^{n}\backslash \{0\}\}$ ,




subject to $x\in R^{n}\backslash \mathrm{i}\mathrm{n}\mathrm{t}(X+C)$ ,
,
$\delta(x|X)=\{$
$0$ if $x\in X$ ,
$+\infty$ if $x\not\in X$ .
, $(MP)\ovalbox{\tt\small REJECT}_{-}^{arrow}n_{\backslash }g-\mathrm{g})\pi \mathrm{x}\backslash 1$ D7 \iota .
$(DP)\{$
maximize $g^{H}(x)$ ,
subject to $x\in(X+C)^{\mathrm{o}}$ ,
, $(X+C)^{\mathrm{o}}$ $X+C$ , , $(X+C)^{\mathrm{o}}=\{y\in R^{n}$ : $\langle x, y\rangle\leq$
$1,$ $\forall x\in X+C\}$ , $g^{H}$ : $R^{n}arrow R$ $(MP)$ $g$ : $R^{n}arrow R$
, ,
$g^{H}(x)=\{$
$- \sup\{g(u) : u\in R^{n}\}$ if $x=0$ ,
$- \inf\{g(u) : \langle x, u\rangle\geq 1\}$ if $x\neq 0$ ,
. $(A1)$ $0\in$
,
int $(X+C)$ , $(DP)$ $(X+C)^{\mathrm{o}}$
, $(X+c)^{\mathrm{o}}=x^{0}\cap C^{\mathrm{O}}$ . , $g^{H}$ : $R^{n}arrow R$
, $(X+C)^{\mathrm{o}}$ $(DP)$ .
$(MP)$ $(DP)$ (Konno, Thach
and Tuy [7] ).
$\inf(MP)=-\sup(DP)$





Initialization. $S_{1}\subset X$ $0\in$ int $S_{1}$ $S_{1}$ . $karrow 1$
, Step 1 .
Step 1. $(P_{k})$ .
$(P_{k})\{$
minimize $g(x)$ ,
subject to $x\in R^{n}\backslash \mathrm{i}\mathrm{n}\mathrm{t}$ $(S_{k}+C)$ .
$(P_{k})$ $(D_{k})$ $v^{k}$ .
$(D_{k})\{$
maximize $g^{H}(x)$ ,
subject to $x\in(S_{k}+C)^{\mathrm{o}}$ .
, $v^{k}$ $x(k)$ .
$\{$
minimize $f(x)$ ,
subject to $x\in X\cap\{x\in R^{n}. \langle v^{k}, x\rangle\geq 1\}$ .
(1)
Step 2. $(D_{k})$ $v^{k}$ ,
$\alpha_{k}$ , $z^{k}$ . .
$\{$
minimize $\phi(x;v)k=\max\{p(x), -\langle v^{k}, x\rangle+1\}$ ,
subject to $x\in R^{n}$ .
(2)
(a) $\alpha_{k}=0$ . , $(DP)$ ,
$x(k)$ $(MP)$ .
(b) (a) , $S_{k+1}=\mathrm{c}\mathrm{o}(S_{k}\cup\{z^{k}\})$ , $\mathrm{c}.\mathrm{o}(S_{k}\cup\{z^{k}\})$
$(S_{k}\cup\{z^{k}\})$ . $karrow k+1$ , Step 1 .
Algorithm $\mathrm{I}\mathrm{A}\mathrm{M}-(MP)$ $S_{k},$ $k=1,2,$ $\ldots$ , $\mathrm{O}\in \mathrm{i}\mathrm{n}\mathrm{t}S_{k}$






$=\{x\in R^{n} : \langle z, x\rangle\leq 1\forall z\in V(S_{k}), \langle u, x\rangle\leq 0\forall u\in E(C)\}$
, $V(S_{k})$ $S_{k}$ , $E(C)$ $C$
.
$C=\{x\in R^{n}$ : $x= \sum_{(u\in EC)}\lambda uu’\lambda_{u}>0\}$ .
$\bullet$
$k$ , $S_{k}+C=\{x\in R^{n} : \langle v, x\rangle\leq 1, \forall v\in V((S_{k}+C)^{\mathrm{o}})\}$ .
$(D_{k})$ $(S_{k}+C)^{\mathrm{o}}$ , $(S_{k}+C)^{\mathrm{o}}$
. , $(P_{k})$ $\inf(P_{k})$ , $(D_{k})$
$\sup(D_{k})$ , $\inf(P_{k})=-\sup(D_{k})$ .
3.2 $S_{1}$
, $S_{1}\subset X$ $0\in \mathrm{i}\mathrm{n}\mathrm{t}S_{1}$ $S_{1}$ – .
, $0\in R^{n}$ , .
$T=$ { $e^{12..},$$e,.,$ e , $e^{n+1}$ }
, $i\in\{1, \ldots , n\}$ , $e^{i}\in R^{n}$ $i$ 1
, $e^{n+1}\in R^{n}$ $-1$ . , $0\in$ int $(\mathrm{c}\mathrm{o}T)$
$\mathrm{c}\mathrm{o}T$ .
$S_{1}$ . $\mathrm{c}\mathrm{o}T$ $X$
. $\mathrm{c}\mathrm{o}T\subset x$ ,
$\max\{p(e) : e\in T\}\leq 0$
. , $i\in\{1, \ldots, n+1\}$ $e^{i}\not\in X$ , $p(e^{i})>0$
. , $P$ , $p(\mathrm{O})<0$ .
$p(\lambda_{i}e^{i}+(1-\lambda i)0)=p(\lambda_{i}e^{i})\leq\lambda_{i}p(e^{i})+(1-\lambda i)p(0)=0$
, $\lambda_{i}=\frac{-p(0)}{p(\text{ ^{}i})-p(0)}$ . , $p(\mathrm{O})<0$ , $0<-p(\mathrm{O})<p(e^{i})-p(0)$ , $0<\lambda_{i}<1$
. , $i\in\{1, \ldots, n+1\}$
$\lambda_{i}=$
,
$\overline{T}=\{\lambda_{1}e^{1}, \lambda_{2}e,., \lambda n+1e\}2..n+1$
, $\mathrm{c}\mathrm{o}\overline{T}\subset X$ . , $0\in$ int $(\mathrm{c}\mathrm{o}\overline{T})$ . ,
$S_{1}=\mathrm{c}\mathrm{o}\overline{T}$ , $S_{1}\subset X$ $\mathrm{O}\in \mathrm{i}\mathrm{n}\mathrm{t}S_{1}$ $S_{1}$ .
, $S_{1}$ $V(S_{1})=\overline{T}$ .
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3.3 $(P_{k})$ (1)
, Algorithm $\mathrm{I}\mathrm{A}\mathrm{M}-(MP)$ $k$ , (1)
$(P_{k})$ .
Remark 3.1 $S_{k}\subset X$ , $S_{k}+C\subset X+C$ . , $(S_{k})^{\mathrm{o}}\supset x\circ$
$(S_{k}+C)^{\mathrm{o}}\supset(X+C)^{\mathrm{o}}$ .
Lemma 3.1 Algorithm $IAM-(MP)$ $k$ , $v^{k}\neq 0$ .
Proof $y\in$ (bd $X^{\mathrm{o}}$ ) $\cap C^{\mathrm{O}}$ , $\langle y, x’\rangle=1$ $x’\in X$ .
, $\mathrm{b}\mathrm{d}X^{\mathrm{o}}$ $x\circ$ . , $y\in(\mathrm{b}\mathrm{d}X\circ)\cap C^{\mathrm{o}}$
$g^{H}(y)>-\infty$ . , $v^{k}$ $(D_{k})$ , $(S_{k}+C)^{\mathrm{o}}\supset(X+C)^{\mathrm{o}}\supset$
(bd $X^{\mathrm{O}}$ ) $\cap C^{\mathrm{O}}$ , $g^{H}(v^{k})>-\infty$ . , $g^{H}(0)=-\infty$ ,
$v^{k}\neq 0$ .
Lemma 3.2 Algorithm $IAM-(M.P).$. $k$ , $v\in V(S_{k}+c)\backslash \{0\}$
$v\not\in \mathrm{i}\mathrm{n}\mathrm{t}X^{\mathrm{O}}$ .
Proof $v\in V((S_{k}+c)^{\mathrm{o}})\backslash \{\mathrm{o}\}$ $v\in$ int $x\circ$ . $v$




$a^{r}\in V(S_{k})\cap E(C)$ such that $\dim\{a^{1..r},., a\}=n$
and $\langle a^{i}, v\rangle=b_{i}i=1,$ $\ldots,$ $r$
, $i\in\{1, \ldots, r\}$ ,
$b_{i}=\{$
1if $a^{i}\in V(S_{k})$ ,
$0$ if $a^{i}\in E(C)$
. , $x\circ\subset(S_{k})^{\mathrm{o}}=$
.
$\{x\in R^{n} : \langle z, x..\rangle\leq 1\forall.z\in V(S_{k}.)\}$
$y.\in R^{n}$ $y\not\in \mathrm{i}\mathrm{n}\mathrm{t}X$ .
$\exists z\in V(S_{k})$ such that $\langle z, y\rangle\leq 1$ .
, $v$ , $\{a^{1}, \ldots, a^{r}\}\subset E(C)$ . , $\dim\{a^{1}, \ldots, a^{r}\}=n$
$\ovalbox{\tt\small REJECT}\{x\in R^{n} : \langle a^{i}, x\rangle=0\}=\{0\}$ , v– $0$
-
. $v\in V((S_{k}+c)^{\mathrm{o}})\backslash \{\mathrm{o}\}$
.1 , $v\in V((S_{k}+c)^{\mathrm{o}})\backslash \{\mathrm{o}\}$ $v\not\in \mathrm{i}\mathrm{n}\mathrm{t}X^{\mathrm{O}}$ .
Lemma 3.3 Algorithm $IAM-(MP)$ $k$ , $v^{k}\not\in \mathrm{i}\mathrm{n}\mathrm{t}X^{\mathrm{O}}$ .
Proof. $v^{k}$ $(S_{k}+C)^{\mathrm{o}}$ , Lemma 3.1, 32 , $v^{k}\not\in \mathrm{i}\mathrm{n}\mathrm{t}X^{\mathrm{O}}$ .
Theorem 3.1 Algorithm $IAM-(MP)$ $k$ , .
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(i) $X\cap\{x\in R^{n} : \langle v^{k}, x\rangle\geq 1\}\neq\emptyset$ .
(ii) $x(k)$ $(P_{k})$ , , $x(k)\in R^{n}\backslash \mathrm{i}\mathrm{n}\mathrm{t}(S_{k}+C)$ .
(iii) $x(k)$ $(P_{k})$ .
Proof.
(i): Lemma 33 , $v^{k}\not\in \mathrm{i}\mathrm{n}\mathrm{t}X^{\mathrm{o}}$ . , $\langle v^{k}, x’\rangle\geq 1$ $x’\in X$
. , $X\cap\{x\in R^{n} : \langle v^{k}, x\rangle\leq 1\}\neq\emptyset$.
(ii): $v^{k}\in(S_{k}+C)^{\mathrm{o}},$ $x(k)\in\{x\in R^{n} : \langle v^{k}, x\rangle\geq 1\}$ $((S_{k}+C)^{\mathrm{o}})^{\circ}=S_{k}+C$ ,
. $x(k)\not\in \mathrm{i}\mathrm{n}\mathrm{t}(S_{k}+C)$ . , $x(k)$ $(P_{k})$ .
(iii): $v^{k}$ $(D_{k})$ $(D_{k})$ $(P_{k})$ .
$\inf(P_{k})$ $=- \sup(D_{k})$
$=-g^{H}(v^{k})$
$= \inf\{g(x) : \langle v^{k}, x\rangle\geq 1\}$ (Lemma 3.1 $X\text{ }$ )
$= \inf\{f(x) : \langle v^{k}, x\rangle\geq 1, x\in X\}$
$= \inf(1)$
, inf(l) (1) . , $f(X(k))=g(x(k))= \inf(P_{k})$
.
3.4 Algorithm $\mathrm{I}\mathrm{A}\mathrm{M}-(MP)$
, Algorithm $\mathrm{I}\mathrm{A}\mathrm{M}-(MP)$ .
Lemma 3.4 $v\in R^{n}$ , (2) $\phi(x;v)$ .
Proof $P$ $X=\{x\in R^{n} : p(x)\leq 0\}$. ,
$R^{n}$
$P$ (Hestens [3], Theorem 2.1). , $\alpha:=\min\{P(X)$ :
$x\in R^{n}\}$ . , $P$ , $\gamma\geq\alpha$
$L_{P}(\gamma)=\{x\in R^{n} : p(x)\leq\gamma\}$ (Rockarfellar [12], Corollary
87.1). , $\inf_{x\in R^{n}}\emptyset(X;v)=\mathrm{i}\mathrm{n}\mathrm{f}x\in Rn\max\{p(x), h(X, v)\}\geq\inf_{x\in R^{n}P}(x)=\alpha$
, $\beta:=\inf_{x\in R^{n}\phi}(X, v)$ , $\beta\geq\alpha$ $\gamma\geq\beta$ $L_{p}(\gamma)\supset L_{\phi}(\gamma)\neq\emptyset$
. , $\gamma\geq\beta$ $L_{\phi}(\gamma)$ . ,
$v\in R^{n}$ , (2) $\phi(x;v)$ (Hestens [3],
Theorem 2.1).
Lemma 3.4 , $v\in R^{n}$ , (2) $z^{k}$ . ,
$k$ , $v^{k}\in C^{o}$ , $v^{k}\in X^{o}$ $\in(X+C)^{o}$ . ,
.
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Lemma 3.5 Algorithm $IAM-(MP)$ $k$ , $S_{k}\subset X$ .
(i) $\alpha_{k}\leq 0$ ,
(ii) $z^{k}\in X$ .
Proof. Lemma 33 , $v^{k}\not\in \mathrm{i}\mathrm{n}\mathrm{t}X^{\mathrm{O}}$ , $\langle v^{k},\hat{x}.\rangle\geq 1$ $\hat{x}\in X$ .
, .
$\alpha_{k}=\min_{x\in R^{n}}\phi(x;v^{k})\leq\phi(\hat{x};v)k=\max\{p(\hat{X}), -\langle v^{k},\hat{x}\rangle+1\}\leq 0$ .
, $\alpha_{k}\leq 0$ , $p(z^{k})\leq\alpha_{k}\leq 0$ . , $z^{k}\in X$ .
, $S_{1}\subset X$ Lemma 3.5 .
$\bullet$ $S_{1}+C\subset S_{2}+C\subset\cdots\subset S_{k}+C\subset\cdots\subset X+C$ ,
$\bullet(S_{1}+c)^{\circ}\supset(S_{2}+c)^{\circ}\supset\cdots\supset(S_{k}+c)^{\circ}\supset\cdot\cdot..\supset(X+c)^{\circ}$ .





$\geq g^{H}(v^{2})\geq\cdots\geq g^{H}(v^{k})\geq\cdots\geq\sup(DP)$ . (3)
, $k\geq 2$ $\inf(P_{k-1})\leq\sup(P_{k})$ , .
$f(x(1)) \leq f(x(2))\leq\cdots f(x(k))\leq\cdots\leq\inf(MP)$ . (4)
, Algorithm $\mathrm{I}\mathrm{A}\mathrm{M}-(MP)$ .
Theorem 3.2 Algorithm $IAM-(MP)$ $k$ , $\alpha_{k}=0$
$v^{k}\in x\circ$ ,
.
Proof , $\alpha_{k}=0$ $\in X^{\mathrm{o}}$ . $v^{k}\not\in x\circ$ .
$v^{k}\not\in x.\circ$ , $\langle v^{k},\hat{x}\rangle>1$ $\hat{x}\in X$ . , $\{x\in R^{n} : \langle v^{k}, x\rangle>1\}$
, . :.
$\exists\in>0$ such that $B(\hat{x}, \epsilon:)\subset\{x\in R^{n} : \langle v^{k}, x\rangle>1\}$
, $B(\hat{x}, \in)--\{y\in R^{n} : ||y-\hat{x}||<\epsilon\}$ . , (int $.X$
.
) $\cap B(\hat{X}, \epsilon)\neq\emptyset$ .
, $x’\in$ (int $X$ ) $\cap B(\hat{x},\hat{\mathrm{C}})$ .
$\alpha_{k}=\min_{x\in Rn}\emptyset(X;v)k=$ n $\max\{p(x), -\langle v^{k}, x\rangle+1\}\leq\max\{p(X’), -\langle v^{k}, x’\rangle+1\}<0$ .
$\alpha_{k}=0$ , $v^{k}\in x\circ$ .
, $v^{k}\in x\circ$ $\alpha_{k}=0$ . $v^{k}\in x\circ$ , $(X^{\mathrm{O}})^{\circ}=X$ ,
$X\subset\{x\in R^{n} : \langle v^{k}, x\rangle\leq 1\}$ . , $X\cap\{x\in R^{n} : \langle v^{k}, x\rangle>1\}=\emptyset$ .
$x\in R^{n}$ .
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1: $S_{k+1}+C$ and $(S_{k+1}+c)^{\mathrm{o}}$ ; $H(z^{k})=\{x:\langle z^{k}, X\rangle=1\}$ .
$p(x)<0$ $-\langle v^{k}, x\rangle+1<0$ .
, $x\in R^{n}$ , $\alpha_{k}=\phi(x;v^{k})\geq 0$ . - , Lemma 3.5
$\alpha_{k}\leq 0$ , $\alpha_{k}=0$ .
Theorem 3.3 Algorithm $IAM-(MP)$ $k$ $\alpha_{k}=0$ , $v^{k}$ $(DP)$
, $x(k)$ $(MP)$ .
Proof. $\alpha_{k}=0$ . Theorem 32 , $v^{k}\in X^{\mathrm{O}}$ . , $v^{k}\in(S_{k}+c)^{\circ}\subset C^{\mathrm{O}}$
, $v^{k}\in X^{\mathrm{o}}\cap C^{\mathrm{O}}=(X+C)^{\mathrm{o}}$ . , $g^{H}(v^{k}) \leq\sup(DP)$ .
, $v^{k}$ $(D_{k})$ , $(S_{k}+C)^{\mathrm{o}}\supset(X+C)^{\mathrm{o}}$ , $g^{H}(v^{k}) \geq\sup(DP)$
. , $g^{H}(v^{k})-- \sup(DP)$ , $(DP)$ .
, $x(k)$ $(MP)$ . $\langle v^{k}, x(k)\rangle\geq 1$ $v^{k}\in$
$(X+C)^{\mathrm{o}}$ , $x(k)\not\in \mathrm{i}\mathrm{n}\mathrm{t}(X+C)$ . , $x(k)$ $(MP)$
. Theorem 3.1
$f(X(k))=-g^{H}(v^{k})=- \sup(DP)=\inf(MP)$ .
, $x(k)$ $(MP)$ .
Algorithm $\mathrm{I}\mathrm{A}\mathrm{M}-(MP)$ , $\alpha_{k}<0$ $\langle v^{k}, z^{k}\rangle>1$ .
, $S_{k}+C\subset\{x\in R^{n} : \langle v^{k}, x\rangle\leq 1\}$ , $S_{k+1}+C=\mathrm{c}\mathrm{o}(S_{k}\cup\{z^{k}\})+C\neq S_{k}+C$
. , $V(S_{k+1})\subset V(S_{k})\cup\{z^{k}\}$ 1 ( 1).
$(S_{k+1}+C)^{\mathrm{o}}=(S_{k}+C)^{\mathrm{o}}\cap\{x\in R^{n} : \langle_{Z^{k}}, X\rangle\leq 1\}\neq(S_{k}+C)^{\mathrm{o}}$ .
Remark 32 Algorithm $IAM-(MP)$ $k$ , .
$\langle z^{k}, v\rangle=1$ , $\forall v\in V((S_{k+1}+C)^{\mathrm{o}})\backslash V((s_{k}+C)^{\mathrm{o}})$ .
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3.5 Algorithm $\mathrm{I}\mathrm{A}\mathrm{M}-(MP)$
, Algorithm $\mathrm{I}\mathrm{A}\mathrm{M}-(MP)$ .
, Theorem .
Theorem 3.4 Algorithm $IAM-(MP)$ $(D_{k})$ $\{v^{k}\}$
$(DP)$ $(X+C)^{o}$ .
Proof. $\{v^{k}\}$ $(S_{1}+C)^{O}$ , . , $\{v^{k}\}$
$\overline{v}$ , $\overline{v}$ $\{v^{k}\}$ $\{v^{k_{q}}\}$ . Algorithm
$\mathrm{I}\mathrm{A}\mathrm{M}-(MP)$ $\{v^{k_{q}}\}$ (2) $\{z^{k_{q}}\}$ $\{\alpha_{k}\}$
.
, $\lim_{qarrow\infty^{\alpha}k_{q}}=0$ . $\{z^{k_{q}}\}$ Lemma 35 , $X$
, . $\overline{z}$ , $\overline{z}$ $\{z^{k_{q}}\}$
$\{z^{l}\}$ . $\{z^{l}\}$ $\{v^{k_{q}}\}$ $\{v^{l}\}$ $\overline{v}$ . , Algorithm
$\mathrm{I}\mathrm{A}\mathrm{M}-(MP)$ , $l\in\{1,2, \ldots\}$
.
$\alpha_{l}<0$ . , .
.:..
$0> \alpha_{l}=\max\{p(z^{l}), h(Z^{\iota}, v^{l})\}\geq-\langle v^{l}, Z^{\iota}\rangle+1$ , $\forall l\in\{1,2, \ldots\}$ .
, $l\in\{1,2, \ldots\}$ $\langle v^{ll}, Z\rangle>1$ , $\lim_{larrow\infty}\langle v^{l}, Z^{l}\rangle=\langle\overline{v},\overline{z}\rangle\geq 1$
. - , $l\in\{1,2, \ldots\}$ $v^{l’}\in(S_{l+1}+C)^{\mathrm{o}}=(S_{l}+C)^{\mathrm{o}}\cap\{x\in$
$R^{n}$ : $\langle z^{l}, x\rangle\leq 1\}(l’>l)$ , $\langle v^{l1}, Z^{\iota}\rangle+=\langle\overline{v},\overline{z}\rangle\leq 1$ . ,
$\lim_{larrow\infty}\langle v^{\iota}, Z^{l}\rangle=\langle\overline{v},\overline{z}\rangle=1$ . . , $X$ , $\lim_{qarrow\infty}\langle\overline{v}, z^{k_{q}}\rangle=1$
(Aubin, [1], Chapter 1, Section 6, Proposition 1). $X$
$\mu\geq\sup\{||X|| : x\in X\}$ $\mu>0(\mu\in R^{n})$ . ,
.
$\lim_{qarrow\infty}\sup\langle v^{k}q, Z\rangle k_{q}$ $= \lim_{qarrow\infty}\sup\langle v^{k_{q}} - \overline{v}, z^{k_{q}}\rangle+\lim_{qarrow\infty}\sup\langle\overline{v}, Z\rangle k_{q}$





$\lim_{qarrow\infty}$ inf $\langle v^{k_{q}}, Z^{k_{q}}\rangle$ $= \lim_{qarrow\infty}\inf\langle v^{k_{q}} - \overline{v}, z^{k_{q}}\rangle+\lim_{qarrow\infty}\inf\langle\overline{v}, z\rangle k_{q}$






$\lim_{qarrow\infty}\langle v^{k_{q}}, Z\rangle k_{q}=1$ . (5)
. Lemma 35 , $\lim_{qarrow\infty}\sup\alpha_{k_{q}}\leq 0$ . , (5) ,
$\lim_{qarrow\infty}\inf\alpha k_{q}=\lim_{qarrow\infty}$ inf $\max\{p(z^{k_{q}}), h(zk_{q}, v^{k}q)\}\geq\lim_{qarrow\infty}\inf h(zkq, v)k_{q}=0$.
, $\lim_{qarrow\infty}\alpha_{k_{q}}=0$ .
, $\overline{x}\in x\circ$ . $\overline{v}\not\in X^{o}$ , .
$\exists x’\in X$ such that $h(x’,\overline{v})=-\langle\overline{v}, X’\rangle+1<0$ .
, $h$ ,
$\exists\in>0$ such that $B(x’, \in)\subset\{x\in R^{n} : h(x,\overline{v})<0\}$ .
. int $X\neq\emptyset$ , $\overline{x}\in$ (int $X$ ) $\cap B(X\epsilon)’$, $p(\overline{x})<0$ $h(\overline{x},\overline{v})<0$
. ,
$\exists\delta>0$ such that $h( \overline{x}, v)<\frac{1}{2}h(\overline{x},\overline{v})<0,$ $\forall v\in B(\overline{v}, \delta)$ .
. , $v\in B(\overline{v}, \delta)$ , .
$\min_{x\in R^{n}}\phi(x;v)$ $= \min_{x\in R}\max\{np(X), h(x, v)\}$
$\leq\max\{p(\overline{X}), h(\overline{x}, v)\}$
$\leq\max\{p(\overline{X}), \frac{1}{2}h(\overline{x},\overline{v})\}<0$ .
, $\lim_{qarrow\infty}\alpha k_{q}\leq\max\{p(\overline{x}), \nu\}<0$ , (5) . ;
.. , $\{v^{k}\}$ $X^{o}$ . , $\{v^{k_{q}}\}\subset(S_{1}+\dot{C})^{\mathrm{o}}\subset..\cdot c\circ$
$c\circ$ , $\overline{v}\in C^{\mathrm{o}}$ . , $\overline{v}\in X^{\circ}\cap c^{\circ}=(X+C)^{\mathrm{o}}$ .
Theorem , $\{v^{k}\}$ $(DP)$ .
Theorem 3.5 Algorithm $IAM-(MP)$ $(D_{k})$ $\{v^{k}\}$
$(DP)$ .
Proof. $\{v^{k}\}$ $\overline{v}$ , $\overline{v}$ $\{v^{k}\}$ $\{v^{k_{q}}\}$ . ,
$f$ : $R^{n}arrow R,$ $h:R^{n}\cross R^{n}arrow R$ , $X$ , $v\in c^{0}\backslash (\mathrm{i}\mathrm{n}\mathrm{t}x\circ)$
$\{x\in R^{n} : \langle v, x\rangle\geq 1, x\in X\}=\{x\in R^{n} : -h(X, v)\geq 0, x\in X\}\neq\emptyset$
, $g^{H}$ $C^{\mathrm{o}}\backslash (\mathrm{i}\mathrm{n}\mathrm{t}X\mathrm{O})$ (Hogan [4]). , (3)
. ..
$g^{H}( \overline{v})\geq\lim_{qarrow\infty}\sup g(Hv)k_{9}\geq\sup(DP)$ .
, Theorem 34 $\overline{v}\in(X+C)^{\mathrm{o}}$ , $g^{H}( \overline{v})\leq\sup(DP)$ . ,
$g^{H}( \overline{v})=\sup(DP)$ .
, (1) ( $(MP)$ ) $\{X(k)\}$ .
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Remark 3.3 Algorithm $IAM-(MP)$ $k$ , (1) $x(k)$ ,
$f$ $Bl,$ $B\mathit{2},$ $B\mathit{3}$, $0\in\{x\in R^{n} : \langle v^{k}, x\rangle<1\}$ ,. $x(k)\in\{x\in R^{n}$ :
$\langle v^{k}.’ x\rangle=1\}$ .
Remark 3.4 $(MP)$ $R^{n}\backslash \mathrm{i}\mathrm{n}\mathrm{t}(X+C)$ .
$R^{n}\backslash \mathrm{i}\mathrm{n}\mathrm{t}(X+C)\supset X\backslash \mathrm{i}\mathrm{n}\mathrm{t}(X+C)\neq\emptyset$.
Theorem 3.6 Algorithm $IAM-(MP)$ (1) $\{X(k)\}$
$(MP)$ .
Proof (1) $\{X(k)\}$ $X$ ,
, $X$ . , $\{X(k)\}$ $\overline{x}$
$(k_{q})\}$ . $\{x(k_{q})\}$ , $(DP)$ $\{v^{k_{q}}\}$
. Remark 3.3 , $q\in\{1,2, \ldots\}$ $\langle v^{k_{q}}, X(k_{q})\rangle=1$ .
, $\lim_{qarrow\infty}\langle v^{k_{q}}, X(k_{q})\rangle=\lim_{qarrow\infty}\langle v^{k_{q}},\overline{x}\rangle=1$ . , $\{v^{k_{q}}\}$ $\overline{v}$
, $\langle\overline{v},\overline{x}\rangle=1$ . Theorem 34 , $\overline{v}\in(X+C)^{o}$ , X $\in \mathrm{b}\mathrm{d}(X+C)$
. , $\overline{x}\in X$ X $\not\in \mathrm{i}\mathrm{n}\mathrm{t}(X+C)$ , $(MP)$ .
$\{x(k_{q})\}\subset X$ $x(k_{q})$ Algorithm $\mathrm{I}\mathrm{A}\mathrm{M}-(MP)$ $k_{q}$ (1)
, $g^{H}(v^{k_{q}})=-g(x(k_{q}))=-f(x(k_{q})),$ $q=1,2,$ $\ldots,)$ . ,
Theorem 35 $f$ , .. $.=$
$\inf(MP)=-\sup(DP)=-\lim_{qarrow\infty}g^{H}(v^{k_{q}})=\lim_{qarrow\infty}f(x(k_{q}))=f(\overline{x})$
, $\{x(k)\}$ $(MP)$
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