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Введение 
Укрупнение случайного процесса в общем виде рассматривается как замена стохастиче-
ского процесса с большим числом состояний на процесс с укрупненными состояниями 
[1-3]. К числу востребованных в различных приложениях укрупненных стохастических 
процессов относятся функции цепей Маркова [1,2] с конечным числом состояний (мар-
ковские функции). Общий подход к построению данных функций ЦМ (ФЦМ) состоит в 
следующем: множество состояний исходной цепи Маркова (ЦМ) разбивается на непере-
секающиеся классы, и исследуется поведение ЦМ при условии, что состояния, принад-
лежащие одному классу, не различаются [1, 2]. 
В ФЦМ связь состояний во времени, в общем случае, нельзя представить в виде простой 
ЦМ [1, 2]. В другом случае, ФЦМ позволит изучать укрупненный процесс методами ЦМ. 
Задаче укрупнения ЦМ и ее приложению, начиная с [2], посвящено большое число работ, 
в частности значительный список  подобных работ представлен в статьях [4-7]. В работе 
[2]: определены свойства регулярной стохастической матрицы (РСМ), наличие которых 
при заданном разбиении множества состояний на непересекающиеся классы интерпрети-
руется как возможность укрупнения ЦМ; функции ЦМ, обладающие марковским свой-
ством, названы укрупненными ЦМ; дано аналитическое представление укрупненной ЦМ 
на основе РСМ исходной ЦМ. 
Задачи, связанные с  укрупнением цепей  актуальны и по сегодняшний день. В области 
укрупнения цепей можно выделить следующие направления исследований: 1) алгоритмы 
укрупнения цепей и задачи снижения вычислительной сложности данных алгоритмов с 
сохранением марковского свойства цепей [2, 4, 8-10]; 2) вычисление вероятностных ха-
рактеристик укрупненной цепи [5-7]: предельного вектора, матрицы времен попадания и 
времени блуждания до попадания в поглощающее состояние; 3) укрупнение с сохране-
нием свойств иходной стохастической матрицы цепи [2, 4] (например, регулярности [2], 
энтропии [4]); 4) расширение приложений задачи укрупнения [11-15]. 
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Целью работы является представление метода вычисления асимптотической характери-
стики ФЦМ, из класса укрупненных цепей Маркова, уменьшающего вычислительную 
сложность. 
1. Постановка задачи 
Пусть задана регулярная конечная ЦМ [2] системой 
(S, P, 0 ),       (1) 
где S = {si} – конечное множество состояний ЦМ, |S| = n, P = (pij), 1,0,  nji  - регулярная 
СМ ЦМ размера n×n, pij - переходные вероятности ЦМ, 0  - вектор начального распре-
деления вероятностей состояний ЦМ. 
Выполним разбиение исходного множества состояний S ЦМ (1) на t непересекающихся 










0 dj AA , где 
1,0,  tdj  и dj  .          (2) 
Пусть каждое из подмножеств Aj , 1,0  tj , будет новым состоянием укрупненной ЦМ 
(по терминологии [2]), а стохастический закон укрупненной ЦМ будет задаваться стоха-
стической матрицей 
)ˆ(ˆ djpP   размера t×t, 1,0,  tjd . 









, 1,0,  nki , 1,0  tj .    (3) 
Теорема 1 [2]. Для того чтобы состояния ЦМ можно было укрупнить посредством раз-
биения на классы A = {A0, A1, …, At-1}, необходимо и достаточно, чтобы для любых двух 
классов Ad и Aj и для dk As  , 1,0  nk , 1,0,  tjd , вероятности jkAp  имели одно и то же 
значение. Вероятности { djp̂ } переходов между классами образуют СМ P̂  укрупненной 
ЦМ. 
Определение 1. Цепь Маркова с регулярной стохастической матрицей Р, удовлетворя-
ющая условию теоремы 1, будем называть укрупняемой. 
Определение 2. Цепь Маркова со стохастической матрицей P̂ , полученную укрупнени-
ем цепи Маркова (1) по разбиению (2), будем называть укрупненной. 
Введем матрицы V и U в соответствии с [2]. Пусть матрица V = (vij), 1,0  ni , 1,0  tj  – 
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булева матрица размера nt, единичное значение элемента vij которого определяет, что 


























) которой отражает информацию о классе Aj : 
- элемент uji > 0 показывает, что укрупненное состояние Aj содержит состояние si из ис-











0 , иначе нулю. 
Тогда стохастическая матрица P̂  укрупненной ЦМ задается формулой [2] 
UPVP ˆ .                (4) 
Справедливо равенство [2] 
VUPP kk ˆ ,         (5) 





























пр    - укрупненный стохастический предельный 
вектор, полученный на основе разбиения (2), примененного к вектору пр

. 




)( .       (6) 
Утверждение 1. Если исходная регулярная ЦМ укрупняема по разбиению (2) и матрицы 
U и V определены как выше, то результатом ее укрупнения также будет регулярная ЦМ. 
Доказательство. У регулярной ЦМ существует предельная матрица Pпр. Тогда очевидно, 
что заданная стохастической матрицей Pпр ЦМ при любом разбиении (2) является 




прP̂  - СМ укрупненной ЦМ, полученной на основе ЦМ с СМ Pпр. 
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. Т.к. матрица Pпр - предельная, то Pпр = 
k
прP . Со-
ответственно при неизменности Pпр, U, V, значение 
k





меняется и является предельной. Тогда согласно теореме 4.1.2 из работы [2, стр. 93] по-
лученная укрупненная ЦМ со стохастической матрицей P̂  является регулярной. Утвер-
ждение доказано. 
Утверждение 1 устанавливает, что у ЦМ, полученной укрупнением регулярной ЦМ, су-








 и предельная матрица пр
P̂
. 
Далее решим следующие две задачи:  
1. докажем справедливость равенства 
)(ˆ у
прпр   ;  
2. оценим сложность вычисления вектора пр
̂
 в зависимости от параметров n и t. 
2. Решения задач 
Теорема 2. Если: 1) матрица Ps  при заданном разбиении (2) удовлетворяет условию 
укрупнения в соответствии с теоремой 1; 2) укрупненная матрица P̂  построена по мат-
рице Ps и разбиению (2) то 
)(ˆ у
прпр                (7) 
Доказательство. С учетом замечания 1 заменим 
)( y
пр  в доказываемом равенстве на пра-
вую часть формулы (6): получим 
Vпрпр ̂ . Докажем верность этого равенства. Матри-
цу пр
P̂






























 можно представить как произведение прtпр
P  ˆˆ 1  , где 1t  - единичный 
вектор-столбец из t элементов. Матрицу пр
P
 можно представить как произведение 
прnпрP   1 , где 1n  - единичный вектор-столбец из n элементов. Тогда равенство 
VUPP прпр 
ˆ
 можно расписать как 
VU прnпрt    11 ˆ . 
Результатом умножения 1 nU   будет единичный вектор-столбец 1t  из t элементов. С 
учетом вышесказанного основное равенство можно записать как 
Vпрtпрt    11 ˆ . Со-
кратив в обеих частях равенства вектор 1t , получим 
Vпрпр ̂ . Теорема доказана. 
На основе теоремы 2, обосновывающей альтернативную формулу (7), предложим следу-
ющий метод вычисления вектора 
)( у
пр . 
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Пусть задана укрупняемая стохастическая матрица P исходной регулярной ЦМ (1) по за-
данному разбиению (2). 
Шаг 1. Вычисляем по матрице P и разбиению (2) алгоритмом [8], матрицу P̂  укрупнен-
ной ЦМ. 
Шаг 2. Вычисляем по матрице P̂  на основе системы линейных уравнений ее предельный 
вектор пр
̂
, удовлетворяющий равенству (7). 
Оценим сложность вычисления вектора пр
̂
. 
1) вычисление матрицы P̂  укрупненной ЦМ - алгоритм укрупнения ЦМ - O(8n2) [8]; 
2) вычисление стохастического предельного вектора пр
̂
 матрицы P̂  - методом Кра-
мера [16] - O(t3), где t - длина вектора пр
̂
. 
Т.е. сложность равна 
O(8n2 + t3).              (8) 
Теперь оценим вычислительную сложность укрупненного предельного вектора 
)( у
пр , по-
лученного на основе разбиения (2), примененного к вектору пр

: 
- для нахождения пр

 решение системы (13) из n линейных уравнений методом Кра-
мера [16] - O(n3) [16]; 
- применение разбиения (2) к вектору пр

 - (n−t) сложений. 
Т.е. сложность равна 
O(n3).         (9) 
Из (8) и (9) следует, что при n > 8 с уменьшением величины t сложность вычисления 
предельного вектора пр
̂




Предложен метод вычисления предельного распределения марковских функций из клас-
са укрупненных цепей Маркова, уменьшающий вычислительную сложность по сравне-
нию с известным методом. Представлены сравнительные оценки вычислительной слож-
ности. Показаны соотношения между величинами n и t, при которых предлагаемые схе-
мы вычисления предельных характеристик имеют меньшую вычислительную сложность. 
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