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O R I G I N A L  R E S E A R C H
Estimability of migration survival rates from integrated 




















particularly	 challenging	 for	 small‐bodied	 species	 that	 cannot	 carry	 satellite	 tags,	 a	
group	that	includes	the	vast	majority	of	migratory	species.	When	capture–recapture	















series	 (10–12	years)	 are	available.	The	ability	 to	estimate	 seasonal	 survival	 rates	of	
small,	migratory	 organisms	 opens	 the	 door	 to	 advancing	 our	 understanding	 of	 the	
ecology	and	conservation	of	these	species.	Application	of	this	method	will	enable	re‐
searchers	 to	better	understand	when	mortality	occurs	across	 the	annual	cycle	and	
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has	 increased	 our	 understanding	 breeding	 vs.	winter	 population	




riods	 into	 a	 single	 “non‐breeding”	 period	 (e.g.,	 Wilson,	 LaDeau,	
Tøttrup,	&	Marra,	2011).	As	a	result,	the	impact	of	the	spring	and	
autumn	migration	on	 the	dynamics	of	migratory	 species	 remains	
poorly	understood.
The	primary	obstacle	to	accounting	for	the	migratory	periods	in	






these	 periods	 can	 only	 be	 estimated	 from	 indirect	 (e.g.,	 capture–
mark–recapture)	 methods.	 In	 a	 seminal	 paper,	 Sillett	 and	 Holmes	
(2002)	used	capture–recapture	data	from	linked	breeding	and	win‐
ter	populations	of	Black‐throated	Blue	Warblers	(Setophaga caerules-
cens)	 to	 estimate	 overall	migration	 survival	 (i.e.,	 cumulative	 spring	
and	autumn	survival)	and	demonstrate	that	 the	majority	of	annual	
mortality	 in	 this	 species	 occurs	 during	 these	 periods.	 Subsequent	
application	of	 this	 approach	 to	 several	other	migratory	passerines	








Recently,	 Rushing	 et	al.	 (2017)	 developed	 a	 novel	 integrated	










survival	 are	 identifiable	and	can	be	estimated	 from	 the	 integrated	





2  | MATERIAL S AND METHODS
The	models	described	here	assume	a	simple	migratory	annual	cycle,	
with	two	stationary	periods	separated	by	distinct	migratory	stages.	






requires	 data	 sufficient	 to	 estimate	 survival	 within	 and	 between	
each	stationary	period.	In	practice,	these	estimates	could	come	from	
a	 variety	 of	 data	 types	 and	model	 frameworks	 but	 here	 I	 assume	













where ϕSum,t and ϕWin,t	are	the	summer	and	winter	survival	probabili‐
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multiple	 years	 of	 sampling,	 Equations	1	 and	 2	 provide	 a	 system	 of	
equations	 that	can	be	parameterized	 in	 terms	of	 the	 latent	survival	
rates.
In	 this	paper,	 I	used	simulated	data	 to	assess	 the	 identifiability	
and	estimability	of	 the	 latent	 spring	 and	autumn	 survival	 rates.	 In	
CMR	 models,	 parameter	 identifiability	 can	 be	 assessed	 by	 simu‐
lating	 capture	histories	 for	 a	 very	 large	number	of	 individuals	 and	
then	 quantifying	 the	 bias	 of	 parameter	 estimates	 from	 the	model	
(Gimenez,	Viallefont,	Catchpole,	Choquet,	&	Morgan,	2004).	With	
large	 sample	 sizes,	 the	observed	 frequency	of	encounter	histories	
should	be	equal	to	the	expected	frequency	(i.e.,	no	sampling	error),	
and	therefore	bias	 in	the	estimated	parameters	 indicates	a	 lack	in‐
trinsic	identifiability.	In	some	cases,	parameters	may	technically	be	
identifiable	but	may	nonetheless	not	be	estimable	given	the	data	at	





For	 each	 simulation,	 I	 generated	data	 consistent	with	 typical	 cap‐
ture–mark–recapture	 (CMR)	 sampling	 protocols.	 All	 simulations	
consisted	of	two	CMR	data	sets	collected	during	both	summer	and	
winter.	For	tests	of	identifiability,	I	simulated	data	with	10,000	new	







(μSpr)	 varied	 across	 simulations	 (described	 below).	 These	 monthly	
survival	 rates	were	 chosen	 to	produce	biologically	 realistic	 annual	
survival	 rates	 for	 a	 small,	 migratory	 songbird	 (~0.43–0.58).	 Each	
simulation	consisted	of	the	following	steps:
1.	 Determine	 mean	 spring	 migration	 survival
For	each	simulation,	μSpr	was	determined	as:
where	∆	is	the	relative	difference	between	μSpr and μAut.















3.	 Generate	 Φ	 matrix
The	 monthly	 ϕj,t	 rates	 were	 converted	 into	 survival	 across	
the	 entire	 season	 by	 raising	 each	 to	 the	 appropriate	 number	
of	 months.	 The	 seasonal	 survival	 rates	 were	 then	 arranged	 in	





































F I G U R E  1  Conceptual	diagram	of	the	integrated	survival	model
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4.	 Simulate	 summer/winter	 survival	 histories




where zi,j	 is	 the	 true	 state	 (0	=	dead,	 1	=	alive)	 of	 individual	 i dur‐
ing season j,	and	Φj−1	 is	the	survival	probability	from	season	 j−1	to	
season j.	Note	 that	although	summer	and	winter	 survival	histories	
were	 generated	 independently	 (i.e.,	 did	 not	 share	 any	 individuals),	
individuals	 in	both	data	sets	shared	the	same	survival	rates	during	
each occasion.






during season j on occasion k	 (beginning	or	end	of	season).	For	all	
simulations,	pSum	=	0.6	and	pWin = 0.4.
2.2 | Simulation scenarios
Equations	3,6,7	 contain	 several	 parameters	 that	 may	 influence	





















































tests	 and	250	data	 sets	 for	 the	 estimability	 tests.	 I	 estimated	 the	
joint	 likelihood	 of	 the	 model	 using	 JAGS	 version	 3.3.0	 (Plummer,	
2012)	called	from	program	R	version	3.3.1	(R	Core	Team,	2016)	with	








fluence	 posterior	means	 (on	 average,	 posterior	means	 differed	 by	
<0.01	under	the	Uniform	vs.	Beta	priors).	For	all	models,	I	ran	three	
chains	for	50,000	iterations	each	after	an	adaptation	phase	of	5,000	
iterations	 and	discarding	 the	 first	 10,000	 iterations	 as	burn‐in.	 To	





ure	 identifiability	 of	 the	 mean	 survival	 rates	 (μSpr and μAut)	
under	 the	 “basic”	 model,	 I	 measured	 relative	 bias	 under	 each	
scenario as (?̂?i,j−𝜇j)∕𝜇j,	 where	 ?̂?j	 is	 the	 estimated	 mean	 sur‐
vival	 rate	 for	 season	 j,	 and	 μ j	 is	 the	 true	 mean	 survival	 rate.	
Parameters	were	considered	identifiable	if	the	relative	bias	was	
>−0.01	and	<0.01.








?̂?Spr<?̂?Aut.	 This	 metric	 provides	 an	 estimate	 of	 the	 power	 of	 the	
model	to	correctly	infer	which	season	has	the	lowest	survival.







autumn	survival	 (?̂?Spr and ?̂?Aut)	was	<0.01	 for	all	parameter	combi‐
nations,	 indicating	 that	 these	parameters	are	 identifiable	under	all	
simulated	 scenarios	 (Figure	2,	 Supporting	 Information	 Table	 S1).	








tumn	were	 equal	 (Δ	=	1),	was	 biased	 on	 average	 by	 −2.92%	while	
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annual	 variation	 increased,	 survival	 estimates	were	more	 strongly	
correlated	 with	 true	 survival	 (σ2 = 0.25: rSpr	=	0.83,	 0.61–0.95;	
rAut	=	0.7,	 0.35–0.93;	 σ
2 = 0.50: rSpr	=	0.87,	 0.65–0.97;	 rAut	=	0.77,	





















years	 of	 capture–recapture	 data	 were	 included	 in	 the	 analy‐
sis	 (Figure	6),	 but	 reached	 an	 asymptote	with	 ~10	years	 of	 data.	
Interestingly,	 neither	 bias	 or	 RMSE	 of	 ?̂?Spr	 estimates	 were	 in‐
fluenced	 by	 the	 number	 of	 years	 of	 data.	 The	mean	 correlation	
between	 the	 true	 and	 estimated	 yearly	 survival	 rates	 tended	 to	
increase	with	additional	years	of	data	when	the	number	of	years	
was	 less	 than	6	but	beyond	6–7	years	of	 data	 there	was	no	 fur‐
ther	increase	in	the	mean	r	for	either	season.	However,	longer	time	


















σ2 = 0.02 σ2 = 0.25 σ2 = 0.5














 rAut = 0.34  (− 0.22 : 0.76)
 rSpr = 0.47  (− 0.03 : 0.81)
 rAut = 0.7  (0.35 : 0.93)
 rSpr = 0.83  (0.61 : 0.95)
rAut = 0.77  (0.46 : 0.96)
 rSpr = 0.87  (0.65 : 0.97)
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However,	estimates	of	these	rates	were	biased	in	simulations	that	as‐
sumed	sample	sizes	more	typical	of	many	CMR	studies	(75	new	individ‐
uals	released	at	each	occasion).	In	particular,	estimates	of	μSpr and μAut 







F I G U R E  4  Relative	bias	and	root	mean	square	error	of	mean	monthly	survival	estimates	for	spring	and	autumn	migration	as	a	function	
of	covariate	effect	size	(β)	and	annual	variation	in	survival	rates	(σ2).	The	x‐axis	refers	to	the	simulated	value	of	both	βSpr and βAut.	In	all	
simulations	shown,	Δ	=	0.75	and	ρ = 0
σ2 = 0.02 σ2 = 0.25 σ2 = 0.5





































rAut = 0.66 (0.01 : 0.93)
rSpr = 0.82 (0.52 : 0.96)
rAut = 0.83 (0.4 : 0.97)
rSpr = 0.9 (0.74 : 0.98)
rAut = 0.94 (0.8 : 0.99)
rSpr = 0.96 (0.88 : 0.99)
β = 0 β = 0.5 β = 1


































tumn	survival	 rates	was	high,	 including	covariates	 resulted	 in	only	





model	 performance	will	 be	 best	when	 covariates	 are	 included	 for	
both	spring	and	autumn	migration.
For	most	 species,	 researchers	may	have	 little	 a	priori	 knowl‐
edge	 about	 the	 demographic	 or	 environmental	 processes	 that	








































 rAut = 0.72  (0.35 : 0.95)
 rSpr = 0.86  (0.66 : 0.97)
 rAut = 0.69  (0.18 : 0.96)
 rSpr = 0.84  (0.47 : 0.98)
 rAut = 0.72  (0.36 : 0.93)
 rSpr = 0.85  (0.62 : 0.96)
 rAut = 0.69  (0.25 : 0.95)
 rSpr = 0.85  (0.57 : 0.98)
 rAut = 0.61  (− 0.51 : 0.99)
 rSpr = 0.77  (0.23 : 0.99)
 rAut = 0.71  (0.31 : 0.95)
 rSpr = 0.85  (0.53 : 0.97)
 rAut = 0.66  (0.1 : 0.97)
 rSpr = 0.83  (0.47 : 0.99)
 rAut = 0.72  (0.31 : 0.94)
 rSpr = 0.84  (0.6 : 0.96)
Number of years = 8 Number of years = 9 Number of years = 10 Number of years = 11
Number of years = 4 Number of years = 5 Number of years = 6 Number of years = 7
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influence	migration	 survival.	 In	 these	 cases,	 it	may	 be	 useful	 to	
identify	 processes	 known	 to	 influence	 annual	 survival	 and	 test	
these	 as	 covariates	 on	 spring	 and/or	 autumn	migration.	 For	 ex‐
ample,	 Sillett,	Holmes,	 and	Sherry	 (2000)	 found	 that	 El	Niño/La	
Niña	 cycles	have	a	 strong	 influence	on	annual	 survival	of	Black‐
throated	Blue	Warblers	wintering	in	Jamaica.	Subsequent	analysis	
of	these	data	using	the	framework	presented	here	indicated	that	











50%	 lower	 than	 autumn	 survival	 for	 adults	 and	 juveniles,	 respec‐
tively.	Based	on	the	results	presented	in	this	paper,	we	conclude	that	
the	 direction	 of	 these	 differences	 (μSpr < μAut)	 is	 likely	 correct	 but	
that	the	magnitudes	of	the	differences	were	likely	underestimated.
In	addition	to	the	assumptions	of	conventional	CJS	models,	the	
integrated	 survival	 model	 assumes	 that	 individuals	 in	 each	 pop‐
ulation	have	 the	 same	 seasonal	 survival	 rates.	Thus,	 although	 it	 is	





across	 the	 annual	 cycle,	 termed	migratory	 connectivity	 (Webster,	
Marra,	 Haig,	 Bensch,	 &	 Holmes,	 2002),	 as	 well	 as	 the	 degree	 to	
which	 seasonal	 survival	 rates	 vary	 among	 populations	 could	 pro‐
duce	complex	forms	of	heterogeneity	that	were	not	included	in	the	
simulations	presented	here.	The	influence	of	migratory	connectivity	










a	 few	well‐studied	 species	 that	 have	 adequate	 survival	 data	 from	
linked	populations.	Future	efforts	focused	on	quantifying	migratory	
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