Index reduction may drange the asymptotic stability of stationary solutions. It is analyzed in some detail how index reduction via artifical Lagrangian multiplier as well as the Baumgarte method behave.
Introduction
In order to reduce the index from 3 to 2, Gear, Gupta and Leimkuhler (1985) proposed to introduce an aritifical Lagrangian multiplier in equations of constrained mechanical motion. This approach is often called "stabilization" like e.g. Baumgarte's stabilization (cf. Fiihrer, Rentrop and Simeon (1991) ). Clearly, the index 2 formulation becomes easier to be treated numerically. Reducing the index leads to weaker numerical instabilities; the drift of the numerical solution (from the constraint manifold) becomes essentially weaker than in the index 3 case. It is not directly clear how the (asymptotic) stability is affected by this. As we shall show in this paper, however, such a property is, fortunately, preserved. More precisely, we prove that stationary solutions are asymptotically stable in Lyapunov's sense for the original index 3 system and for the afore mentioned index 2 formulation simultaneously . Note that e.g. Baumgarte's stabilization may change this stability behaviour. Therefore in case, one was interested in a stability analysis of the original mechanical system, one should preferably work with a lower index formulation like the one proposed by Gear, Gupta and Leirnkuhler (1985) . Assuming that h'(u) has full rank r, the system (2.1) - (2. 3) constitutes an index-3 differential algebraic equa.tion (e.g. Lotstedt and Petzold (1986) ). Since this index-3 equation may meet serious numerical difficulties ( cf.
[BCP89])t Gear, Gupta and Leimkuhler (1985) proposed to solve, instead .of (2.-1) -(2.3), the extended system
Consider the Lagrangian equation of first kind The paper is organized as follows.
In Sec"tion 2 we show tha:t the introduction of an additional multiplier preserves the stabi~ty behaviour. In Section 3 we discuss the potentially different stability behayiour of Baumgar~e's approach. Finally, in the appendix r we have collected spme background material for convenience of the reader. '.. There are som~other papers dealing with stability of the latter stabilization technique, notably Ascher and Petzold (1991) . We like to point out, however, that our analysis more diJeetly relates the stability of the (augmented) system to th~t of the original mechanical system and also shows this more explicitly.
which is obtained by introducing the additional (artificial) Lagrangian multiplier z as well as the constraint on position level (2.7). Under the assumption above that h'(u) has full rank, the system (2.4) -(2.7) represents an index-2 differential algebraic equation. Moreover, (2.4) -(2.7) is equivalent to (~.1) -(2.3) in the sense that for each solution of (2.4) -(2.7) the component z vanishes identic~lly. In Marz (1991b) a fairly general theory for existence, uniquness and' (asymptotic) stability of quasilinear systems was given; the 'relevant theorems can be found in the appendix ( see Theorem A.2, A.4)-. IIi order to apply those results, we first write both 'systems into the form (cf. (A.3».
More precisely, we define 
AU-v+HTz
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== -(HHT)-l H(F+>"G)uj+(HHT)-l HGUj_l
2) The initial values of the solution of the initial value problem (2.1) -(2.3), (2.14) sat.isfy the consistency conditions Finally, Lemma 2.1 completes the proof. 3) By differe-ntiating the constraint (2.3) three times and replacing the derivatives we find (2.1) -(2.3) to represent the vector field -.
In this context, Lyapunov stability is related to the solutions that evolve in the manifold M.
"""'-.
The manifold related to (2.4) -(2.7) is simply
the vector field has the saIne first three componeIl:ts, the fourth one
4) In fact, the consistency condition (2.15) means
5) The initial condition (2.14) allows one to treat any neighbouring solution of the stationary one (which all lie on the manifold M), without knowing resp. using the manifold M explicitly. 
H({321 -F) H(2a1 -G) -HHT

{A(a,{3),B(a,{3)} has the additional eigenvalues
'-\1,2 = -a ± Ja 2 -{32. 
We consider (3.15) for i = k and we distinguish between two c~es for (3.14). Remark: For the case of a = {3 = 0, Lemma 3.1 specifies the results of Mrziglod (1987) . The worst case is when the two additional eigenvalues lengthen an existing chain. It is very difficult to discover this case in advance.
We want to illustrate the results of this theorem by two simple examples.
In the first example (2.11b)-(2.11d) have solutions with PHu i= 0, but (3.14) not. The second example represents the opposite case. Example 1: Consider the index 3 equation
The matrix pencil is given by -2,\2(,\2+2a,\+f32) .
The dimension-of the eigenspace for a = f3 = 0 is two and, in addition to has only roots with negative real part (Q > 0, {3 i= 0).
Proof: The theorem is a direct consequence of Lemma 3.3 in Tischendorf (1991) and Lemma 3.1.
Remarks:
1. Now it becomes clear that reducing the index by Baumgarte's approach improves the numerical behaviour, but it does not improve the stability qualities of the solution. In the normal case the stability is left as it is.
2. In BVP's also unstable components of the solution are relevant. From this point of view the choice of the Baumgarte parameters may not be a wise choice as damping may occur in specific components, where one rather has increasing modes to follow. (Marz (1991a (Marz ( , 1991b ) . For this purpose, special projectors are constructed in order to make the decoupling constructive, and moreover, to formulate the· initial conditions appropriately. We quote the related results on projectors and stability for index 2 and index 3 problems for convenience of the reader. 
