A general study of symmetries in optimal control theory is given, starting from the presymplectic description of this kind of system. Then, Noether's theorem, as well as the corresponding reduction procedure (based on the application of the Marsden-Weinstein theorem adapted to the presymplectic case) are stated both in the regular and singular cases, which are previously described.
Introduction
The application of modern differential geometry to optimal control theory has meant a great advance for this field in recent years, begining with R.W. Brocket's pioneering work [4] , [5] , up to recent developments, as reported, for instance, by H.J. Sussmann [23] , [24] , [25] . This paper is devoted to studying optimal control problems with symmetry in a geometric framework.
Hence, our standpoint is the natural presymplectic description of optimal control problems arising from the Pontryagin maximum principle. If this presymplectic system has symmetries, then the Marsden-Weinstein reduction theorem [17] , generalized to the presymplectic case, as in [9] , allows the dynamics to be simplified, thus reducing the number of degrees of freedom and giving a simpler structure to the equations of motion.
Previous works on this subject have been carried out by A.J. Van der Schaft [21] and H.J. Sussmann [23] . The first considers symmetries of the Lagrangian and the differential equation in order to arrive at a Noether theorem (although no intrinsic geometric structures are used in it). In the second, similar results are given, but in a more general context (relaxing the differentiability conditions). Recently, A. Bloch and P. Crouch offered a presentation of optimal control systems on coadjoint orbits related to reduction problems and integrability [3] .
In this work, we give a general description of symmetries in optimal control, classifying them as the so-called natural ones (which come from diffeomorphisms in the configuration manifold of the original problem), and other symmetries of the associated presymplectic system. Moreover, the reduction procedure is described both in the regular and the singular case. (Another approach to these problems can be found in [8] , [7] and [18] ).
More precisely, Section 2 is devoted to stating the problem and describing the presymplectic formulation. Since in this situation there is no global dynamics, we study the application of a presymplectic algorithm (see [11] ) to obtain the (maximal) manifold where the dynamics exists and the equation of motion on this last manifold. The analysis of the procedure leads to a distinction between the regular situation, where only one step of the algorithm is needed, and the singular one. Later on, in Section 3, after reviewing some basic facts of actions of Lie groups on presymplectic manifolds, different notions of symmetries for autonomous control problems are defined, and the reduction procedure as well as Noether's theorem are stated for both the regular and singular cases. In Section 4, the results are then extended to the case of non-autonomous control problems. Finally, in Section 5, two examples are given: In the first one the reduction of regular optimal control problems invariant by a vector fields is considered, following the study given in [20] for time-dependent Lagrangian mechanics. The second corresponds to an example analyzed by H.J. Sussman in [23] , and consists in searching for the shortest paths with a bounded curvature.
All the manifolds are real, connected, second countable and C ∞ . The maps are assumed to be C ∞ and the differentail forms have constant rank. Sum over crossed repeated indices is understood.
Geometric description of optimal control theory 2.1 Optimal control problems
Let W = U × V ⊂ Ê n equipped with coordinates {q i , u a } (i = 1, . . . , m, a = 1, . . . , n − m). {q i } are the coordinates in the configuration space V ⊂ Ê m , and {u a } are said to be the control variables or coordinates of the control space U ⊂ Ê n−m . An optimal control problem consists in finding C 1 -piecewise smooth curves γ(t) = (q(t), u(t)) with fixed endpoints in configuration space, q(t 1 ) = q 1 and q(t 2 ) = q 2 , such that they satisfy the control equatioṅ q i (t) = F i (q(t), u(t)) (2.1) and minimize the objective functional
where F i , L ∈ C ∞ (W ). Solutions to this problem are called optimal trajectories (relative to the points q 1 and q 2 ).
It is well-known (see [14] ) that the solution to this problem is provided by Pontryaguin's maximum principle, which is stated in the following way:
First, consider the co-state space T * V , whose coordinates are denoted by {q i , p i } (i = 1, . . . , m), and take M ≡ U ×T * V , with coordinates {q i , p i , u a }. Then consider a family {H(q, p, u)} ⊂ C ∞ (M ) of Hamiltonian functions, parametrized by the control variables, given by
where p 0 can be regarded as another parameter. For each control function u(t), we can find the integral curves (q(t), p(t)) of the Hamiltonian vector field which are the solutions to the Hamilton
Secondly, the maximal Hamiltonian function is defined as:
4) then we have:
Pontryaguin's maximum principle: If a curve γ(t) = (q(t), u(t)) is an optimal trajectory between q 1 and q 2 , then there exists a curve p(t) such that:
1. (q(t), p(t), u(t)) is the solution to (2.3), and 2. H(q(t), p(t), u(t)) = H max (q(t), p(t)).
If p 0 = 0, then the optimal solutions are called abnormal. In this paper we confine our attention to the case in which p 0 = 0, and in particular we take the typical value p 0 = 1.
It is clear that a necessary condition for H to reach the maximum (if the maximum of H is not on the boundary of the control set) is
Hence, the trajectories solution to the optimal control problem lie in a subset M 1 of the total space M , which is defined by the constraints χ a = 0.
In most cases, the constraint functions χ a = 0, called first order constraints, define implicitly n − m functions ψ a such that u a = ψ a (q, p) (2.6) whenever the matrix defined by W ab = ∂χ a ∂u b is non-singular, i.e., det W ab = 0. Under these circumstances, the function ψ ≡ {ψ a }, given by equation (2.6), is called an optimal feedback function. If such a condition is satisfied, we say that the optimal control problem is regular. If det W ab = 0 on M 1 , we say that the optimal control problem is singular.
Optimal control problems as presymplectic Hamiltonian systems
Taking into account the above considerations, a problem of optimal control, from a geometric viewpoint, may be given by the following data: a configuration space which is a differentiable manifold Q, locally described by the state variables q i (i = 1, . . . m), a fibre bundle π: E → Q whose fibres are locally described by the control variables u a (a = 1, . . . , n − m), a vector field X along the projection of the bundle, X: E → TQ (i.e., τ Q • X = π, where τ Q : TQ → Q denotes the canonical projection), and a "Lagrangian function" L: E → Ê. Consider the family of paths γ: I → E such that π • γ has fixed end-points, which are solutions to the differential equation
that rules the evolution of the state variables, i.e., in local coordinates it is equation (2.1), with boundary conditions q i 1 = q i (t 1 ) to q i 2 = q i (t 2 ) (there are no boundary conditions on the control variables). The problem is to find a minimum of the action Optimal control theory admits several geometric formulations and expressions of the equations of motion (2.3) and (2.5). One of the most interesting is the presymplectic description which can be constructed on the manifold π * T * Q = E × Q T * Q (for a description on presymplectic dynamical systems, in general, see for instance [6] , [11] ). We denote by π 1 : π * T * Q → E and π 2 : π * T * Q → T * Q the projections onto the first and second factors, respectively. Then, the Hamiltonian function (2.2) can be defined intrinsically as
where we identify the Lagrangian function L ∈ C ∞ (E) with its pull-back through
Let θ 0 and ω 0 = −dθ 0 be the canonical 1 and 2-forms in T * Q. We can take their pull-back through π 2 , obtaining θ = π * 2 θ 0 and ω = π * 2 ω 0 in π * T * Q. In local coordinates, θ = p i dq i and ω = dq i ∧ dp i . If η is a path on π * T * Q, then to solve the presymplectic equation
is equivalent to solving the equations of motion (2.3) and (2.5). To show this, it is enough to write the local expressions. If η is an integral curve of a vector field Γ on π * T * Q, we can write the presymplectic equation above as
Summarizing, our geometrical interpretation of the problem of optimal control stated in the begining is given by the presymplectic Hamiltonian system (π * T * Q, ω, H), which arises from the original data (E, π, Q, L, X).
Observe that relation (2.10) gives the critical curves of the variational problem for the Lagrangian L with constraints (2.7), and it is a weaker condition, in general, than the maximum principle posed by equations (2.4-2.3). Througout this paper, we will restrict our attention to the analysis of solutions to (2.10), and the existence of true extremals will not be studied.
From now on, we will denote M = π * T * Q. Relation (2.5) is the local expression of the compatibility condition for the equation (2.10) and it is assumed that it defines a closed submanifold M 1 in M . In the following section, all these features will be studied in detail, and we show that the regularity of the optimal control problem is equivalent to the existence of a unique vector field solution to (2.10) tangent to the first order constraint submanifold M 1 . Otherwise, the optimal control problem is singular, and a constraint algorithm is needed to solve the problem, in general.
Constraint algorithm for optimal control problems
Consider the presymplectic dynamical system given by (M, ω, H), with M = π * T * Q, ω = π * 2 ω 0 , and H being defined by (2.9). The presymplectic dynamical equation is (2.10). Notice that ω is degenerate, and ker ω = X V(π 2 ) (M ) = {X ∈ X(M) | π 2 * X = 0}. It is well known [11] , [19] that there are vector fields satisfying equation (2.10) only at the points of the subset
We assume that M 1 is a closed submanifold of M , and the natural embedding is denoted by j 1 : M 1 ֒→ M . Since locally ker ω = ∂/∂u a , then M 1 is locally defined by the constraints (2.5).
Now, there are vector fields Γ satisfying equation (2.10) on the points of M 1 . These vector fields are defined in principle only at the points of M 1 , and they take values in TM | M 1 (obviously, it can be extended to vector fields in M ). However, in general, these vector fields Γ are not tangent to M 1 , that is, they do not take values in TM 1 . If the system is regular, i.e., det W ab = 0, then ker ω ∩ X(M 1 ) = {0} (where X(M 1 ) denotes the vector fields of M which are tangent to M 1 ), hence there is is a unique vector field Γ defined at the points of M 1 verifying (2.10). Moreover Γ is tangent to M 1 because j * 1 ω is a symplectic form.
However, if the system is singular, the vector fields solutions to the Hamiltonian equation (2.10) on the submanifold M 1 are not necessarily tangent to M 1 . Thus, their integral curves can leave the submanifold where the extremal trajectories must lie. Thus, we must take the points of M 1 where vector fields solutions to (2.10) being tangent to M 1 exist. The subset M 2 ⊂ M 1 made by those points is defined as
We assume that the subset M 2 is a closed submanifold of M 1 . We denote the functions defining
b . Repeating the argument, we obtain a family of subsets (assuming that all of them are closed submanifolds) defined recursively by
The recursion stops, and M r = M r+1 = M r+2 = · · · for a certain r. In this way, we obtain a stable submanifold
where the dynamical equation has tangent solutions, and the integral curves of the corresponding vector fields are the critical curves of the singular optimal control problem. We denote by j f : M f ֒→ M the natural embedding.
Another geometric description of the condition of regularity and the submanifold M 1 can be given. In fact, as we know that M = π * T * Q = E × Q T * Q, we can consider the fibre bundle π 2 : E × Q T * Q → T * Q. Now, consider the Hamiltonian function H: E × Q T * Q → Ê, and the vertical bundle V (π 2 ). The function H defines a map
which is called the fibre derivative of H (see [12] , [10] for more details). In local coordinates, FH(q, p, u) = (q, p, u, ∂H/∂u). Then, the submanifold M 1 can be characterized as
The regularity condition det W ab = 0 is equivalent to the existence of a (local) section σ: U → E × Q T * Q, for some neighbourhood U of each point (q, p) ∈ T * Q. If there exists a global section σ of π 2 , such that FH −1 (0) = σ(T * Q), then the optimal control problem is said to be hyper-regular and, of course, det W ab = 0 (i.e., it is regular).
In the regular case, the 2-form ω 1 = j * 1 ω is non-degenerate and the manifold M 1 is locally symplectomorphic to T * Q. In the hyper-regular situation, M 1 and T * Q are globally symplectomorphic, and the symplectomorphism is constructed by means of the global section σ. As a final remark, if
is the unique vector field solution to the dynamical equation
where h 1 = j * 1 H, then the vector field Γ solution to (2.10) is obtained from Γ 1 by using the optimal feedback condition (2.6).
Notice that, in both the regular and singular cases, there is no vector field on M satisfying the presymplectic dynamical equation in M , but only on a submanifold M 1 = M .
3 Symmetries and reduction of optimal control problems: the autonomous case
Review of actions of Lie groups on presymplectic manifolds and reduction
First of all, the main results concerning actions of Lie groups on presymplectic manifolds are reviewed (see [9] for details).
Given the presymplectic manifold (P, Ω), a vector field Y ∈ X(P ) is said to be a Hamiltonian vector field if iY Ω is an exact 1-form; that is, there exists f Y ∈ C ∞ (P ) (the Hamiltonian function) such that
We denote by X h (P ) the set of Hamiltonian vector fields in P . A function f ∈ C ∞ (P ) is a Hamiltonian function if there exists a vector field Y f ∈ X(P ) such that (3.1) holds. We denote by
A vector field Y ∈ X(P ) is said to be a locally Hamiltonian vector field if iY Ω is a closed 1-form. We denote by X lh (P ) the set of locally Hamiltonian vector fields in P . Clearly, X h (P ) ⊂ X lh (P ). Furthermore, Y ∈ X lh (P ) if and only if LY Ω = 0. For every Y ∈ X lh (P ) and Z ∈ ker Ω, we have that [Y, Z] ∈ ker Ω. Now, let Φ: P → P be a diffeomorphism. Φ is said to be a canonical transformation for the presymplectic manifold (P, Ω) if Φ * Ω = Ω. In a similar way, if Y ∈ X(P ) is a vector field such that its flow Φ t satisfies Φ * t Ω = Ω, then Y is said to be an infinitesimal canonical transformacion of the presymplectic manifold. It is clear that Φ * t Ω = Ω if, and only if, LY Ω = 0 and, hence, Y is an infinitesimal canonical transformation if, and only if, it is a locally Hamiltonian vector field.
Let G be a connected Lie group, g its Lie algebra and Φ: G × P → P a presymplectic action of G on (P, Ω); that is, Φ * g Ω = Ω, for every g ∈ G. As a consequence, the fundamental vector fields ξ ∈ X(P ), associated with ξ ∈ g by Φ, are locally Hamiltonian vector fields,ξ ∈ X lh (P ) (conversely, if for every ξ ∈ g we have thatξ ∈ X lh (P ), then Φ is a presymplectic action of G on P ). Therefore, for every ξ ∈ g, Lξ Ω = 0. We denote byg the set of fundamental vector fields. Wheng ⊆ X h (P ), the action Φ is said to be strongly presymplectic or Hamiltonian. Otherwise, Φ is called weakly presymplectic or locally Hamiltonian. In particular, if (P, Ω) is an exact presymplectic manifold, Ω = −dΘ, and the action Φ is exact (that is, Φ * g Θ = Θ, for every g ∈ G), then Φ is strongly presymplectic and the fundamental vector fields are Hamiltonian, with associated Hamiltonian functions f ξ = iξ Θ.
Given a presymplectic action Φ of a connected Lie group G on the presymplectic manifold (P, Ω), the comomentum map associated with Φ, [22] , is a map (if it exists)
where, if ξ ∈ g, andξ is its associated fundamental vector field, then f ξ is the function such that
iξ Ω = df ξ . The momentum map associated with Φ is the dual map of the comomentum map; in other words, it is a map J : P → g * such that, for every ξ ∈ g and x ∈ P ,
From the definitions, it follows that both the comomentum and momentum maps exist if, and only if, the presymplectic action Φ on (P, Ω) is strongly presymplectic (in particular, if Φ is exact then both mappings exist). If a comomentum map J * exists and F: g → Ê is a linear map (that is, F ∈ g * ), then J * + F is another comomentum map for the same action Φ.
In general, a comomentum map is not a Lie algebra homomorphism. An action Φ is said to be Poissonian or strongly Hamiltonian if there exists a comomentum map which is a Lie algebra homomorphism. Once again, if the action Φ is exact, then Φ is Poissonian and the comomentum map is given by J * (ξ) = iξ Θ, for every ξ ∈ g. In addition, as G is a connected Lie group, a strongly presymplectic action Φ of G on (P, Ω) is Poissonian if, and only if, the associated momentum map is Ad * -equivariant: for every g ∈ G,
Let us assume that Φ is strongly presymplectic. If J is the associated momentum map, then an element µ ∈ g * is a weakly regular value of J if J −1 (µ) is a submanifold of P , and T x (J −1 (µ)) = ker T x J , for every x ∈ J −1 (µ). Moreover, if T x J is surjective for every x ∈ J −1 (µ), then µ is said to be a regular value. In this paper, every action Φ will be Poissonian, free and proper and µ ∈ g * will be, at least, a weakly regular value of J . We denote by j µ : J −1 (µ) ֒→ P the corresponding immersion.
Next, we give a brief description of J −1 (µ), for every almost regular value µ ∈ g * . If {ξ i } is a basis of g with dual basis {α i } in g * , by writing µ = µ i α i , a simple computation shows that there exist Hamiltonian functions associated with the fundamental vector fields {ξ i } such that J −1 (µ) = {x ∈ P | f ξ i (x) = µ i }. In particular, if ξ ∈ g is such thatξ ∈ ker Ω, the Hamiltonian functions can be taken to be equal to zero and, in this case, µ, ξ = 0. The connected components of the level sets of the momentum map J can be also obtained as the connected maximal integral submanifolds of the Pfaff system iξ Ω = 0, forξ ∈g. Therefore, if
As a consequence, since ker Ω x ⊂g ⊥ x , then ker Ω ⊂ X(J −1 (µ)) (where X(J −1 (µ)) denotes the set of vector fields of X(P ) which are tangent to J −1 (µ)). If the action is exact, then f ξ = − iξ Θ and the Pfaff system iξ Ω = 0 can be equivalently expressed as d(iξ Θ) = 0.
Let G µ be the isotropy group of µ for the coadjoint action of G on g * . Then G µ is the maximal subgroup of G which leaves J −1 (µ) invariant. So, the quotient J −1 (µ)/G µ is well defined and it is called the reduced phase space or the orbit space of J −1 (µ). The Lie algebrag µ of G µ is made of vector fields tangent to J −1 (µ), and we have thatg µ =g ∩ X(J −1 (µ)).
At this point, we indicate two different possibilities. Ifg ∩ ker Ω = {0}, then all the fundamental vector fields give constraints which are not constant functions, and dim J −1 (µ) < dim P . On the other hand, ifg ∩ ker Ω = {0}, only the fundamental vector fields not belonging to ker Ω give constraints which are not constant functions, and dim J −1 (µ) ≤ dim P . Anyway, J −1 (µ) inherits a presymplectic structure Ω µ := j * µ Ω, whose characteristic distribution is ker Ω µx =g µx + ker Ω x , for every x ∈ J −1 (µ).
Finally, we state the generalization of the Marsden-Weinstein reduction theorem [17] to presymplectic actions of Lie groups on presymplectic manifolds (see [9] for details):
, and:
•Ω is symplectic if, and only if, for every x ∈ J −1 (µ),g µx = ker Ω µx or, what is equivalent,
• OtherwiseΩ is presymplectic. In particular, for every
3.2 The regular case: symmetries and reduction
Symmetries and first integrals
One of the most important features in the study of dynamical systems with symmetry is the socalled reduction theory.
First, we establish the concept of group of symmetries for the non-compatible presymplectic dynamical system (M, ω, H), where M = π * T * Q and H is given by (2.9), with compatible symplectic dynamical system (M 1 , ω 1 , h 1 ), where ω 1 = j * 1 ω and h 1 = j * 1 H; i.e., we assume that the optimal control problem is regular. Notice that, in this case, in the notation of the above section, (P, Ω) = (M 1 , ω 1 ) . Moreover, ω 1 is symplectic and exact, because
Definition 1 Let G be a connected Lie group and Φ: 
This definition is justified since, if G is a symmetry group of (M 1 , ω 1 , h 1 ), then Φ g maps solutions in solutions. To show this, let Γ be the vector field in M tangent to M 1 solution to the dynamical system (2.10) in the points of M 1 . Then there is a vector field Γ 1 ∈ X(M 1 ) such that j 1 * Γ 1 = Γ| M 1 and verifying iΓ 1 ω 1 = dh 1 . Therefore,
This definition of symmetry group applies to every presymplectic dynamical system, simply by identifying M 1 with the final constraint submanifold M f , in the sense that it works for the case when the 2-form ω 1 (or ω f in the general case) is degenerate (in that case, in Condition 2, the action Φ f is a presymplectic action on (M f , ω f )).
In Definition 1, we have considered actions on M which induce symmetries on the symplectic manifold M 1 if the optimal control problem is regular (symmetries on the presymplectic final constraint submanifold, in general, if the problem is singular). It is straightforward to show that if G is s symmetry group of (M, ω, H) (i.e., Φ * g ω = Ω and Φ * g H = H, for all g ∈ G), then it is a symmetry group of the associated compatible presymplectic dynamical system. However, the group of symmetries of (M, ω, H) is smaller, in general, than the group of symmetries of (M f , ω f , h h ), in the sense that it gives fewer symmetries of the dynamics Γ f .
There is a more natural definition of transformation of symmetry for optimal control systems strongly related to the special characteristics of the problem. Let us recall that an optimal control problem may be given by the data (E, π, Q, X, L), where Q is the configuration space describing the state variables, π: E → Q is a fibre bundle whose fibres describe the control variables, X: E → TQ is a vector field along π (i.e., τ Q • X = π), and L: E → Ê is a Lagrangian function.
Definition 2 Let Ψ be a bundle diffeomorphism, and ϕ: Q → Q the induced diffeomorphism on the base manifold (π • Ψ = ϕ • π). We say that Ψ is a transformation of symmetry of the regular optimal control problem described by the data (E, π, Q, X, L) if
Ψ * L = L (Ψ is a symmetry of the Lagrangian function).

Ψ * X = X (Ψ is a symmetry of the vector field).
In the definition, the push-forward Ψ * X is defined by
Hence the inverse Ψ * of the push-forward is Ψ * X = ϕ −1
The meaning of this definition will become clear in Proposition 1, where we prove that, if G is a connected Lie group such that Ψ g is a transformation of symmetry of the regular optimal control problem, for every g ∈ G, then Ψ g maps optimal trajectories into optimal trajectories (see also [8] ). Now, let Z ∈ X(E) be a vector field on E, and let X: E → TQ be a vector field along the projection π: E → Q. If Z is π-projectable, then we can define the Lie derivative of X along Z as follows: if Ψ t denotes the flow of Z and ϕ t denotes the flow of the vector field Z 0 = π * Z ∈ X(Q),
or, equivalently,
Notice that the push-forward is well-defined since from the projectability of Z we deduce that Ψ t is a bundle mapping. It is clear that LZ X: E → TQ is a vector field along π.
The following lemma gives the algebraic expression of this Lie derivative.
Lemma 1 Let X: E → TQ be a vector field along the projection π: E → Q, and let Z ∈ X(E) be a π-projectable vector field on E, with Z 0 = π * Z ∈ X(Q). Then, for every f ∈ C ∞ (Q), the Lie
( Proof ) From (3.4) we must evaluate (Ψ * t X − X)(f )(m), for every f ∈ C ∞ (Q) and m ∈ E. Using (3.2), we obtain
Hence,
Definition 3 Let Z ∈ X(E) be a π-projectable vector field. The vector field Z is called an infinitesimal symmetry of the regular optimal control problem
(L, π, Q, X, L) if
LZ L = 0 (Z is an infinitesimal symmetry of the Lagrangian function).
LZ X = 0 (Z is an infinitesimal symmetry of the vector field X).
We finish these definitions of symmetries with the idea of symmetry group of an optimal control problem.
Definition 4 Let G be a connected Lie group, and Ψ: G × E → E an action of G on E such that, for each g ∈ G, Ψ g is a bundle mapping, with induced mapping ϕ g : Q → Q. G is said to be a symmetry group of the regular optimal control problem described by (E, π, Q, X, L) if every Ψ g , g ∈ G, is a transformation of symmetry.
This concept of symmetry group of regular optimal control problems is related to the idea of symmetry group of the presymplectic dynamical system (M, ω, H) (or, equivalently, symmetry group of (M 1 , ω 1 , h 1 ), since the problem is regular) as follows: given the above action Ψ: G×E → E preserving the bundle structure π: E → Q, we can lift this action to an action Φ: G × π * T * Q → π * T * Q in a natural way: for every (q, u, p) ∈ π * T * Q (where u ∈ E q and p ∈ T * q Q),
Proposition 1 If G is a symmetry group of the regular optimal control problem (E, π, Q, X, L) (i.e., Ψ g : E → E is a transformation of symmetry, for every g ∈ G), then the action Φ given by (3.5 ) is a symmetry group of the presymplectic dynamical system (π * T * Q, ω, H). Moreover, the action is exact and there exists a comomentum map
in such a way that the functions f ξ = iξ θ are constants of motion.
Conversely, if the lifted transformations Φ g are symmetries of the presymplectic dynamical system, then the fundamental vector fieldsξ are infinitesimal symmetries of (E, π, Q, X, L).
( Proof ) On the one hand, the action Ψ is a bundle mapping (for every g ∈ G, ϕ g is an action on the base manifold Q), in such a way that ϕ * g : T * Q → T * Q is symplectic and exact (ϕ * g θ 0 = θ 0 ). Then, since the new action Φ is the canonical lift of Ψ to an action in π * T * Q and θ = π * 2 θ 0 , then Φ * g θ = θ (Φ is exact), so we have Φ * g ω = ω. On the other hand,
Finally, the existence of the comomentum map follows from the exactness of the action.
Conversely, notice that if Ψ: G × E → E is a bundle action such that G is a symmetry group of the presymplectic system (π * T * Q, ω, H), then Φ * (H) = H implies thatξ c (H) = 0, whereξ c are the fundamental vector fields associated with the action Φ. It is clear thatξ c are the lifting to π * T * Q of the fundamental vector fieldsξ associated with the action Ψ. The local expressions of such fundamental vector fields associated with actions Ψ and Φ arẽ
Therefore, as p i are free, we obtain
, and (3.6)
But, from Lemma 1, equation (3.6) is the expression in local coordinates of Condition 2 in Definition 3, Lξc X = 0, and equation (3.7) meansξ(L) = 0, which is is equivalent to Condition 1 in the same definition. Therefore, the fundamental vector fieldsξ are infinitesimal symmetries of the optimal control problem (E, π, Q, X, L).
2
Remark 2 As mentioned in Section 2, an optimal control problem can be understood as a vakonomic problem where the Lagrangian function L: TE → Ê is a basic function and the constraint submanifold C is the affine subbundle locally described by the contraintsq i = X i (q, u), i = 1, . . . , n. Following Arnold et al [2] , a transformation of symmetry of the vakonomic system is a diffeomorphism Φ: TE → TE such that Φ| C (C) ⊂ C and Φ * (L| C ) = L| C . But L| C = L, since L is a basic function, so this last condition can be written as Φ * (L) = L in this case. It is easy to show that these two conditions are the conditions we have assumed above when Φ is a diffeomorphism adapted to the bundle structure.
Momentum map and geometric reduction
Now, if we have the compatible dynamical system (M 1 , ω 1 , h) and the action Φ 1 , we are interested in removing the symmetries by following a reduction procedure in order to get a symplectic dynamical system. We apply the results of Section 3.1, where now P ≡ M 1 and Ω ≡ ω 1 is symplectic and exact.
Let J be the momentum map associated with this action, and µ ∈ g * a weakly regular value. Then the submanifold J −1 (µ), the form ω µ = j * µ ω 1 and the function h µ = j * µ h 1 make a compatible presymplectic Hamiltonian system (J −1 (µ), ω µ , h µ ). In fact, if we denote byg M 1 the set of fundamental vector fields on M 1 with respect to the action Φ 1 , and Γ 1 is the Hamiltonian vector field associated with the Hamiltonian function h 1 , then, for every constraint ζ, with dζ = iξM 1 ω 1 ,
Therefore, Γ 1 is tangent to J −1 (µ). Moreover, if Γ µ ∈ X(J −1 (µ)) is a vector field such that
is compatible and its solutions are Γ µ + ker ω µ .
Remark 3
Notice that, since ω 1 is nondegenerate, G is connected and the action is free, symplectic and equivariant. In addition, if G is compact, then it is known that all the values are regular.
The last step is to obtain the orbit space (J −1 (µ)/G µ ,ω) (see Theorem 1). Consider the presymplectic Hamiltonian system (J −1 (µ), ω µ , h µ ), the quotient manifold J −1 (µ)/ ker ω µ , and the canonical projection π µ : J −1 (µ) → J −1 (µ)/ ker ω µ . Then the function h µ and the vector field
But, as all the elements of ker ω µ can be expressed as Z µ = f i ξ µ i , then we also have that [Z µ , Γ µ ] ∈ ker ω µ , for every Z µ ∈ ker ω µ . Therefore, Γ µ is π µ -projectable.
Finally, sinceg M 1 µx = ker ω µx , for every x ∈ J −1 (µ), then J −1 (µ)/G µ = J −1 (µ)/ ker ω µ . As a consequence of this, (J −1 (µ)/ ker ω µ ,ω) is a symplectic manifold and hence, from (3.8), (J −1 (µ)/ ker ω µ ,ω,ĥ) is a symplectic Hamiltonian system and
where π * µĥ = h µ and π µ * Γ µ =Γ.
The singular case: symmetries and reduction
As already pointed out, the concept of group of symmetries can be extended in a natural way to the case of singular optimal control problems. Given the presymplectic dynamical system (M, ω, H), if the optimal control problem is singular, then when we apply the constraint algorithm described in Section 3, a submanifold M 1 is obtained. However, the 1-form ω 1 = j * 1 ω is now presymplectic and in the best of cases there will exist a family of vector fields satisfying the dynamical equation (2.10) in the points of M 1 and tangent to M 1 . Otherwise, we apply the next steps in the constraint algorithm in order to obtain a final constraint submanifold M f in which there exist vector fields
If j f : M f ֒→ M denotes the embedding, let us consider the presymplectic dynamical system (M f , ω f , h f ), where ω f = j * f ω and h f = j * f H. If the 2-form ω f is nondegenerate, then the study of symmetries and the geometric reduction of the singular problem proceed in a similar way to the regular case, just by replacing (M 1 , ω 1 , h ) with the data (M f , ω f , h f ).
It remains to consider the case when the compatible dynamical system (M f , ω f , h f ) is presymplectic. If Φ: G × M → M is an action of G on M , then let us recall that the Definition 1 of symmetry group works for the case when ω f is degenerate, just demanding in condition 2 that the induced action Φ f = Φ| M f be presymplectic such that G is a symmetry group of the presymplectic.
If J f is the momentum map associated with the presymplectic action Φ f and µ ∈ g * is a weakly regular value, then the submanifold
The proof is similar to the regular case.
Let us denote byg M f the set of fundamental vector fields on M f with respect to the action Φ f , and let Γ f be a solution to the dynamical system iΓ f ω f − dh f = 0. For every constraint ζ defining 4 Symmetries and reduction of optimal control problems: the non-autonomous case
In this section, we extend the previous results to the case of non-autonomous optimal control problems. After a description of a geometric formulation of the problem, we analyze the geometric reduction in the regular case. The extension of these results to the singular context is similar to that of autonomous problems.
Geometric description
If the optimal control problem is non-autonomous, then the control equation (2.1) becomeṡ
and the objective functional to minimize is
where at least one of the "functions" X i (i = 1, . . . , n) or L depends explicitly on the time. A necessary condition for the existence of an optimum is still given by the Pontryaguin's maximum principle (2.4-2.3), where the Hamiltonian function is (2.2) (if we include the time-dependence).
Now we provide a geometric description of such equations when the maximum of H is not obtained on the boundary of the control set. A non-autonomous optimal control problem may be given by the following data: a configuration space, which is the trivial bundle ρ 1 : Ê × Q → Ê (elements of Q describe the state variables, and Ê is the time); a fibre bundle Id×π: Ê ×E → Ê ×Q (which is the identity in the first factor) whose fibres describe the control variables; a "Lagrangian function" L: Ê ×E → Ê; and a vector field X along the projection ρ 2 •(Id×π) (where ρ 2 : Ê ×Q → Q denotes the projection onto the second factor), i.e., X: Ê ×E → TQ is such that τ Q •X = ρ 2 •(Id×π). For sections σ: I → Ê × E (I = [t 1 , t 2 ]) such that (Id × π) • σ have fixed end-points, the problem is to find a section minimizing the action
when σ satisfies the differential equation
whereρ 2 : Ê × TQ → TQ denotes the projection onto the second factor. So we have the following commutative diagramme:
The analog of the presymplectic description of autonomous systems shown in Section 2 is the following: we take the fiber bundle Ê×π * T * Q, which has canonical projections Id×π 1 :
where we identify the Lagrangian function L ∈ C ∞ (R × E) with its pull-back through Id × π 1 and X: Ê × π * T * Q → Ê is the function defined byX((t, q, u), α) = α(X(t, q, u)). 
where Ω H = −dΘ H , when we restrict the equations to the maximal manifold where a solution exists.
Once again, this is a presymplectic system, and a constraint algorithm similar to the one developed in Section 3 should be applied. It is easy to prove that, if we denote byM = Ê × π * T * Q, the maximal submanifoldM 1 where a solution to equations (4.4) exists is described by equation (2.5), i.e.,M 1 is defined by {ϕ a = 0}, where ϕ a = ∂H/∂u a . In this section we will assume that det ∂ 2 H ∂u a ∂u b = 0, in such a way that we can solve the control variables as functions of the other variables, u a = Ψ a (t, q, p). Then, the algorithm finishes in the first step, and there exists a unique vector field Γ tangent toM 1 satisfying (4.4) in the points ofM 1 (i.e., the optimal control problem is regular). In this case,M 1 is locally diffeomorphic to Ê × T * Q. Ifj 1 :M 1 →M denotes the embedding, let h 1 = H(t, q, p, Ψ(t, q, p) be the pull-back throughj 1 
and Ω 1h is of maximal rank 2n, in such a way that the pair (Ω 1h , dt) is a cosymplectic structure ofM 1 , since Ω 1h ∧ dt = 0. If Γ 1 ∈M 1 is the unique vector field solution to the dynamical equations
then the vector field Γ is obtained from Γ 1 by using the feedback condition u a = Ψ a (t, q, p) and the boundary conditions.
Symmetries and reduction
Concerning the study of symmetries, time-dependent optimal control problems display some particular characteristics which are worth consideration. Following the ideas in [9] , if G is a Lie group, (M , Ω H ) is a non-autonomous optimal control system and Φ: G ×M →M is an action of G onM , G is said to be a group of standard symmetries of this system if, for every g ∈ G,
1. Φ leavesM 1 invariant, i.e., it induces an action Φ 1 : G ×M 1 →M 1 ; 2. (Φ 1 ) g preserves the forms Ω 1 and dt (it is a cosymplectic action), that is,
3. and (Φ 1 ) g preserves the dynamical function h 1 ; i.e., (
The diffeomorphisms Φ g are called standard symmetries of the system.
As an immediate consequence of this definition, if G is a group of standard symmetries of the non-autonomous system (M , Ω H ) then, for every g ∈ G, (Φ 1 ) g preserves the form Ω 1h : (
Moreover, G is a group of standard symmetries of the non-autonomous system above if, and only if, the following three conditions hold for every ξ ∈ g:
Lξ h 1 = 0
At this point, reduction of regular non-autonomous optimal control problems with symmetry follows a similar pattern to the reduction made above of autonomous optimal control problems with symmetry. Actually, singular optimal control problems can be studied by using similar ideas.
Remark 4
We would like to point out that the reduced Hamiltonian system does not describe, in general, an optimal control problem. To show this, it is enough to recall that every variational problem can be written as an optimal control problem by taking E = TQ in the control bundle Ê × E → Ê × Q, and considering as control equationsq i = u i (where (q i , u j ) denote the local coordinates in E = TQ). However, in [20] it is shown that, in general, the reduced Hamiltonian system is not a Lagrangian system. To study when the reduced Hamiltonian system describes an optimal control problem, an inverse problem should be solved.
Examples
Reduction of regular optimal control problems invariant by a vector field
In order to illustrate the above results, we study the case where the optimal control problem is invariant by a vector field, that is, there exists a vector field Z ∈ X(E) which is an infinitesimal symmetry of the regular optimal control problem (L, π, Q, X, L) (see Definition 3). As Z is π-projectable, let Z 0 = π * Z ∈ X(Q). In local coordinates,
We can lift Z ∈ X(E) to a new vector field Z c ∈ X(M) (where M = π * T * Q, as usual) whose local expression is
Let ϕ t , Ψ t and Φ t be the flows of vector fields Z 0 ∈ X(Q), Z ∈ X(E) and Z c ∈ X(M), respectively. Let Γ ∈ X(M) be the vector field in M constructed by the extension of the vector field Γ 1 ∈ X(M 1 ) solution to the optimal control problem in M 1 , using feedback condition (2.6). Then Φ * t Γ is also a solution to the dynamical system in the sense that its restriction to M 1 , is again a vector field tangent to M 1 verifying the dynamical equation restricted to M 1 .
Let us assume that the vector field Z is complete. Then Z c is also complete, and it induces an action Φ: Ê × M −→ M (t, (q, u, p)) → Φ t (q, p, u) which restricts to a new action
Since Z is an infinitesimal symmetry of the optimal control problem, then Ê is a symmetry group of the presymplectic dynamical system (M 1 , ω 1 , h 1 ) under this action, and f Z = θ, Z c is a constant of motion (f Z is the comomentum map). Let J be the dual momentum map, and consider the level set
where µ ∈ Ê. If Z 0 is non-vanishing everywhere, then J −1 (µ) is a submanifold of M 1 . Moreover, in this case, T (q,p) J is surjective and therefore every µ ∈ Ê is a regular value. In general, for an arbitrary π-projectable and complete vector field Z, µ ∈ Ê will be neither regular nor almost regular.
If we assume that µ is at least almost regular, let us consider the dynamical system (J −1 (µ), ω µ , h µ ) where j µ : J −1 (µ) ֒→ M 1 denotes the embedding, ω µ = j * µ ω 1 = (j * µ • j * 1 )ω = (j 1 • j µ ) * ω and h µ = j * µ h 1 = (j * µ • j * 1 )H = (j 1 • j µ ) * H. Since dim J −1 (µ) = 2 dim Q − 1, then the dynamical system is presymplectic, and the reduction procedure finishes quotienting by ker ω µ (h µ is projectable under this distribution).
It is interesting to realize that the momentum map J : M 1 → Ê can be extended to a map J: M → Ê whose local expression coincides with the local expression of the momentum map J .
The level sets are again
Moreover, J is a momentum map, since the action is strictly presymplectic.
Let (J −1 (µ),ω µ ,H µ ) be the presymplectic dynamical system given byω µ =j * µ ω andH µ =j * µ H, wherej µ : J −1 (µ) ֒→ M denotes the embedding (again, we assume that µ is, at least, an almost regular value of the momentum map). The presymplectic dynamical system (J −1 (µ),ω µ ,H µ ) has solution in the points of J −1 (µ).
Shortest paths with bounded curvature
The following example is a free version of a problem which is studied from a different point of view in [23] (see also the quoted references), and consists in characterizing the shortest C 1 -curves that are parametrized by arc length satisfying a curvature bound, and going from a given initial position and velocity to a final one.
In the original model the configuration space is Q = Ê 3 × S 2 , but here, in order to simplify the analysis, we remove the parametrizing condition, taking as the configuration space Q = Ê 3 × Ê The Lagrangian function for this problem is L = 1.
The presymplectic Hamiltonian description of this system is made in the manifold E × Q T * Q, where we have the coordinates (x i , y i , u i ; p i , q i ) (p i , q i are the conjugate momenta associated with the position coordinates x i , y i ). The canonical forms are then θ = p i dx i + q i dy i , ω = dx i ∧ dp i + dy i ∧ dq i
The Hamiltonian function is H = p, y + q, y × u + 1 (where , denotes the usual scalar product in Ê 3 , arising from the duality between TQ and T * Q).
This system exhibits symmetries which are:
• Rigid translations in Ê 3 , whose action on E = Q × B 3 is as follows: for a given v ∈ Ê 3 , if
