We consider the allocation of a running time supplement to a railway timetable. Previously, Vekas et al. examined the optimal way to allocate the running time supplement. The uncertain disturbances in a railway were modeled using random variables. In their model, it was assumed that there was an upper limit to the total supplement, but its allocation was not restricted. In this paper, we suggest an improvement to the previous model and present a new stochastic programming model in which there is a constraint on the running time supplement allocated to each trip to minimize the expected delay. Then a solution algorithm to solve the problem is developed. In the previous model, allocation of the running time supplement was biased because it was not allocated to all trips. We balance the amounts of supplements for trips by adding upper and lower bounds. The uctuations of the supplements for trips become small, and the probability of a delay decreases using our new model. Then the calculation times using the L-shaped algorithm and the former method solving a deterministic equivalent of large-scale problems are compared. It is shown that the large-scale problems can be solved effectively by using the L-shaped method.
Introduction
In Japan, there is high demand for travel by railway, and this is especially true during weekday rush hours, when the trains become highly congested due to commuters who work in the metropolitan areas. There is a positive correlation between the congestion rate and the times at which travelers embark and disembark at train stations. On the other hand, it is important to determine an appropriate supplement to the running times between stations and arrival times at each station, in order to create a schedule that is robust against unanticipated delays. In the present study, we develop a way to distribute the running time supplement in such a way that the train can operate according to the schedule, in spite of delays.
A previous study by Vekas et al. (2012) examined the optimal way to allocate the running time supplement for a train. The uncertain disturbances were modeled as a random variable. In their model, it was assumed that there was an upper limit to the total supplement, but its allocation was not restricted. In this paper, we suggest an improvement to the previous model and present a new mathematical programming model in which there is a constraint on the running time supplement allocated to each trip; this is done in order to minimize the expected delay. In addition, we compare the expected total delay for each model and examine the differences in the delay ratios.
Allocation of supplement in railway line
We assume the existence of a railway line with a sequence of T + 1 stations, and the stations are assigned numbers 0, 1, . . . , T as shown in Fig. 1 . Thus, we will consider T trips between stations. The expected total delay time of a train traveling from station 0 to station T is set as the objective function that is to be minimized. 
Fig. 1 Railway line and trip
To formulate the problem, we make the following assumptions.
( 1 ) A stop event in station t − 1 and the running event between station t − 1 and t are brought together in one event, and this is dened as trip t(1 ≤ t ≤ T). Each trip corresponds to a stage in the multistage stochastic programming problem.
( 2 ) A disturbance that occurs in trip t is dened by the random variable ξ t . It is assumed that ξ , . . . , ξ T are independent.
( 3 ) The total running time supplement is limited, and the amount that can be distributed to each trip has both a lower bound and an upper bound.
( 4 ) The actual delay in a trip can be calculated by subtracting the running time supplement from the sum of the delay of the previous trip and the disturbance of the present trip. The planned time for the trip is composed of the running time supplement and the ideal time. The relationship between actual and planned travel time is shown in Fig. 2 .
( 5 ) The minimum unit is assumed to be one second for both the running time supplement and the delay. Stochastic programming (Birge 1997 , Birge and Louveaux 1997 , Kall and Wallace 1994 deals with optimization under uncertainty. A stochastic programming problem with recourse (SPR) is referred to as a two-stage stochastic problem, and it is formulated as follows.
In the formulation of the SPR problem, c is a known n -vector, b is a known m -vector, q(> 0) is a known n -vector, and A and W are known matrices of size m × n and m × n , respectively. In the rst stage, the decisions are represented by the n -vector x. We assume the m -random vector ξ is dened on a known probability space. Let Ξ be the support of ξ, i.e., the smallest closed set such that P(Ξ) = 1. Given a rst-stage decision x, the realization of the random vector ξ of ξ is observed. The second-stage data ξ then become known. The second-stage decision y(ξ) must be taken so as to satisfy the constraints Wy(ξ) = ξ − T x and y(ξ) ≥ 0. The second-stage decision y(ξ) is assumed to cause a penalty of q. The objective function contains a deterministic term c It is assumed that the random vector ξ has a discrete distribution with nite support Ξ = {ξ , . . . , ξ S } with Prob(
A particular realization ξ of the random vector ξ is called a scenario. Given the nite discrete distribution, the SPR problem is restated as the deterministic equivalent problem (DEP).
To solve the DEP, an L-shaped method by Van Slyke and Wets (Van Slyke and Wets 1969) has been used. This approach is based on Benders' decomposition (Benders 1962) . The expected recourse function is piecewise linear and convex, but it is not given explicitly in advance. In the algorithm of the L-shaped method, we solve the MASTER problem, stated below. The new variable θ denotes the upper bound on the expected recourse function, and θ ≥ ∑ S s= p s Q(x, ξ s ).
The given parameter θ indicates the lower bound. 
If the minimization problem (2) is infeasible for some scenario ξ s , then either the optimal objective value of the maximization problem (3) is unbounded above or problem (3) is infeasible. Ignoring the latter case, we obtain a dual solution π(ξ s ) ≥ 0, which satises the following inequalities.
To cut off solution x * , the feasibility cut (5) is added to the formulation of the MASTER problem.
If the minimization problem (2) is feasible for ∀ξ ∈ Ξ, and θ * < ∑ S s= p s Q(x * , ξ s ), let π * (ξ s ) be the solution of problem (3). In this case, the optimality cut (6) is added as an outer approximation of
The recourse function is given by an outer linearization using a set of optimality cuts, as shown in Fig. 3 . For the continuous stochastic programming problem with recourse, an L-shaped method is well known. The L-shaped method has been used to solve stochastic programs that have discrete decisions in the rst stage by Laporte and Louveaux (1993) . This method was also used to solve a stochastic concentrator location problem (Shiina 2000a (Shiina , 2000b ) and a problem with integer recourse (Shiina et al. 2007 ).
We assume the stochastic elements are dened over a nite discrete probability space (Ξ, σ(Ξ), P), where Ξ = Ξ × · · · × Ξ T is the support of the random data in each stage, with Ξ t = {ξ s t , s = 1, . . . , k t }. The possible sequences of the realization of random variables (ξ , . . . , ξ T ) are called scenarios. The scenarios are often described using a scenario tree, as shown in Fig. 4 . In stages t ≤ T, we have a limited number of possible realizations, which we call the stage t scenarios. In a scenario tree, the stage t scenario connected to the stage t − 1 scenario s is referred to as a successor of the stage t − 1 scenario s. The set of all successors of the stage t − 1 scenario s is denoted by D t (s). Similarly, the predecessor of the stage t scenario s is denoted by α(s, t). These relationships are illustrated in Fig. 5 .
Fig. 5 Successor and predecessor
We can formulate a deterministic equivalent problem for the multistage stochastic linear programming problem by replicating the constraints for each possible event in Ξ t , t = 1, . . . , T, since the probability space is nite and discrete.
To solve the deterministic equivalent problem, the nested decomposition method (Birge 1985 , Birge et al. 1996 can be used. For multistage stochastic programming with recourse, Louveaux (1986) introduced the concept of a block-separable recourse. By utilizing this property, the problem can be transformed into a two-stage stochastic program with recourse. Such a typical problem is the multistage electric power capacity expansion problem. Shiina and Birge (2003) proposed an L-shaped algorithm to solve the problem by reformulating the problem into one that has integer variables only in the rst-stage decisions.
Formulation of the problem
In the formulation of the problem, we will use the following notation for parameters and random variables. 
The objective function (7) minimizes the expectation of the total delay. Constraint (8) represents the denition of the recourse function that denotes the recursion of the actual delay. The actual delay y s t (≥ 0) can be calculated by subtracting the running time supplement x t + L t from the sum of the delay of the previous trip y αt,s t− and the disturbance of the present trip ξ s t . Constraint (9) shows that the total running time supplement is bounded by M. Constraint (10) expresses the upper and lower bounds on the running time supplement for trip t. Constraint (11) indicates the initial delay. Constraints (12) and (13) ensure that the variables are nonnegative. The previously described L-shaped algorithm is applied to the above problem. The MASTER problem uses y as the upper bound of the expected value for the recourse function, as shown below.
(MASTER): min
The relation between the next y and the recourse function is not included in this problem, and so the optimal cuts are added to a later iteration.
The MASTER problem is a linear programing (LP) problem, and various types of algorithms can be used to seek the optimal solution. Here, the MASTER problem is solved. Next, the solution to the MASTER problem ( 
The second-stage problem has complete recourse, and so this is a feasible problem. In other words, there exist feasible y s t ≥ 0 in an arbitrary ξ s t . Also, as long as y is not at the upper bound of the recourse function, that is, when
x t , ξ s t ), the dual optimal solution π s t of the second-stage problem can be used to generate the following optimality cut, and this is added to the MASTER problem.
The MASTER problem is solved using the L-shaped algorithm, and the cut is added; this is repeated until
y that is obtained in the solution to the MASTER problem satises
, we can assume that we have obtained an acceptable approximation of the recourse function Q s
the optimality cut (22) is added to the formulation of the MASTER problem (ε > 0: tolerance). Go to Step 1.
Step 4:If no optimality cuts are added, then stop.
Numerical experiments
The running time supplement was allocated by using the model proposed in the present study. The number of trips in the rail line was set to 6. The maximum number of disturbances per trip was set to 8. It was assumed that there was a possibility of either a big or a small disturbance in any trip. The expected values of these big and small disturbance were assumed to be 60 and 20 seconds, respectively. We assumed three cases: big disturbances occur in each of two of the early trips, big disturbances occur in each of two of the central trips, and big disturbances occur in each of two of the nal trips as shown in Fig. 6 . The upper bound M on the total running time supplement for the entire rail line was assumed to be 450 seconds. The bounds for the supplement were set to L t = 55 and U t = 100. The probability of a disturbance in each trip was set to 1/k t for all trips. The disturbances followed a discretized exponential distribution with expected value 1/λ t . The values of the disturbances were generated from the cumulative distribution function in which the cumulative probability equals 1/k t (i − 1/2), i = 1, . . . , k t .
Experiments were carried out using AMPL (Fourer et al. 1993 ) CPLEX on a Xeon E5507 2.00 GHz (two processors; memory: 12.0 GB). Table 1 shows the results of the experiment with three disturbance cases. In this table, two types of optimization models which include bound constraints for total supplements or not are compared. The models without bound constraints coincide with the previous model (Vekas et al. 2012) . The value of x t + L t denotes the planned time for trip t. The total supplement time was equal to the upper bound M, except for one case that had a big disturbance in the nal trips and with bound constraints. The probability of delay is the probability of the scenario in which the delay is caused in either of trip in the rail line. It can be seen that the probability that a delay occurs decreases when upper and lower bounds are added, even though the value of the objective function increases; with upper and lower bounds, the objective function increased by a factor of 1.5. Because the expectation of the total delay is small compared to the upper bound on the total supplement M = 450, it has little inuence on the schedule.
In a previous model, allocation of the running time supplement was biased because it was not allocated to all trips. We balanced the amounts of supplements for trips by adding upper and lower bounds. The uctuations of the supplements for trips thus became small, and the probability of a delay thus decreased. A certain amount of supplement is necessary for safe operation and as a buffer against delays. An overcrowded schedule can be avoided by setting a lower bound on the supplement for each trip. Then, we compare the calculation times using the L-shaped algorithm and branch-and-bound for a deterministic equivalent LP on large-scale problems. The number of scenarios are increased to 12. So the total number of scenarios becomes 12 $ = 2985984 which is approximately three million. Both methods showed calculation times increasing with the problem scale, but the L-shaped algorithm had shorter times as shown in Table 2 . The results we have presented here are encouraging and the application to real problem is necessary in the future. If we consider T = 20 trips with k t = 2, the total number of scenario is 2 = 1048576. But with k t = 4, the number of scenarios becomes 4 = 1099511627776 which is impossible to solve. There are many points which must be solved in scenario generation.
Concluding remarks
In the present study, we showed that our method reduced the probability of delay for a rail line, even though the objective function was slightly larger than that of a previous optimization model. Moreover, it was shown that the problem can be solved effectively by using the L-shaped method. As a next step, considering the application, denition of the objective function is an important problem. Instead of the unweighted sum of expected delays, some other measure of the importance of stations on the railway line can be applied to the model. In addition to the importance of stations, the probability of delay can be dened as the objective function. However, the problem becomes a large-scale mixed integer programming problem. It is evident that more work using different approach is necessary.
