Evaluación de algoritmos de refocalización para radiancias de arquitectura plenoptics 1.0 by Bizai, Gustavo et al.
384 
 
Evaluación de Algoritmos de Refocalización para 
Radiancias de Arquitectura Plenoptics 1.0 
Gustavo Bizai, Facundo Peiretti, Adrián Salvatelli, Bartolomé Drozdowicz 
 
Laboratorio de Sistemas de Información, Facultad de Ingeniería, 
Universidad Nacional de Entre Ríos 
Ruta 11 Km.10 Oro Verde, Entre Ríos, Argentina 
E-mail: {gbizai, asalvatelli, bdrozdo}@bioingenieria.edu.ar 
 
RESUMEN 
La fotografía plenóptica ha adquirido especial 
relevancia en los últimos años. Sus cualidades 
intrínsecas que permiten elegir a posteriori 
focos y puntos de vista conforman una potente 
herramienta, tema de estudio del PIDUNER 
N°6146. Este proyecto, constituido de 
diferentes líneas de trabajo, contempla 
actividades de desarrollo de algorítmica para la 
generación de imágenes multifoco a partir de 
imágenes plenópticas. En este trabajo se 
presentan resultados del ensayo de distintos 
algoritmos implementados. 
Palabras clave: Campos de Luz, Fotografía 
Plenóptica, multifoco, multiperspectiva. 
 
 
CONTEXTO 
La línea de I+D+i presentada es parte del 
Proyecto de Investigación y Desarrollo 
PIDUNER N°6146 “Sistema de Información 
Plenóptica como medio diagnóstico para 
Lámparas de Hendidura”, financiado por la 
Universidad Nacional de Entre Ríos y 
ejecutado en el ámbito de la Facultad de 
Ingeniería (FI-UNER). 
 
 
1. INTRODUCCIÓN 
La fotografía denominada “plenóptica” ha 
adquirido especial interés en los últimos años 
[1]. Si bien sus orígenes se remontan a 
principios del siglo pasado, no fue hasta la 
aparición  de  alguna  capacidad  de  cálculo y 
tecnología para la fabricación de pequeñas 
lentes que cobró relevancia [2-5]. Las 
posibilidades que brinda, atractivas en primera 
instancia desde el punto de vista recreacional, 
abren un abanico de aplicaciones donde 
interesa la visualización en tres dimensiones. 
Idealmente, la función plenóptica [4] actúa 
como la relación entre los objetos físicos y sus 
correspondientes imágenes retinales y por eso 
se dice que es intermediaria entre el mundo y 
el ojo. La función plenóptica representa los 
parámetros de la energía radiante del entorno. 
Es una función 7 dimensional (posición en el 
espacio (3D), dirección (2D), frecuencia (1D) 
y tiempo (1D)) que contiene la información 
visual disponible para un observador en 
cualquier punto en el espacio. Cada elemento 
de este espacio 7D corresponde a un único rayo 
de luz. En 1996 Levoy y Hanrahan [6] 
propusieron una parametrización que es un 
subconjunto 4D de la función plenóptica y 
tomaron de Gershun [7] el término “light 
field” (campo de luz, LF) para definir la 
radiancia en el espacio como función de la 
posición y dirección. Dicha reducción de 
parámetros sucede cuando se trabaja con 
imágenes estáticas con canales de color 
separados y con parametrizaciones especiales 
[8]. Con el LF es posible, a posteriori de la 
captura, obtener imágenes reenfocadas en una 
región de interés, visualizar la escena desde 
diferentes ángulos y generar mapas de 
profundidades de la escena. El PIDUNER 
propone aplicar esta metodología al 
diagnóstico de patologías del fondo ocular. Tal 
es el caso del edema macular, donde la 
posibilidad  de  contar  con  imágenes   de   la 
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topografía del fondo ocular es unaherramienta 
de soporte a la toma de decisiones. 
El proyecto tiene tres líneas de trabajo, una de 
las cuales es el desarrollo de la algorítmica para 
la obtención de imágenes multifoco, 
multiperspectiva y mapa de profundidades. El 
presente trabajo presenta los resultados del 
ensayo de tres algoritmos implementados. Por 
el momento no se cuenta con imágenes 
plenópticas del fondo ocular, pero sí hay 
avances en la configuración de algunas ópticas 
que han permitido capturar imágenes de 
escenas pequeñas con buena calidad, 
preservando las propiedades de radiancia. 
 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
La investigación pertenece al Área 
Computación Gráfica, Imágenes y 
Visualización. La Fotografía Plenóptica esuna 
forma de Fotografía Computacional que se 
presenta como una alternativa superadora de la 
fotografía convencional. La posibilidad de 
discriminar la dirección desde donde 
provienen los rayos permite, luego de procesos 
computacionales, visualizar la escena en 
diferentes profundidades y perspectivas. 
 
 
3. RESULTADOS OBTENIDOS 
Se realizaron tomas con una cámara plenóptica 
Lytro F01, la primera generación de esta 
marca. La F01 posee una matriz de 378 x 379 
microlentes ordenadas en geometría 
hexagonal, de 11 x 11 pixeles cada una y un 
patrón Bayer para codificar los canales de 
color RGB. La calibración y posterior 
decodificación de las capturas fue realizada 
mediante el uso de una caja de herramientas 
para Matlab de dominio público denominada 
“LFToolbox (v0.4)”, creada por Donald 
Dansereau [9][10]. Como resultado de la 
decodificación de las capturas se obtuvieron 
LFs   en   formato   de   matriz   5 dimensional 
LF(x,y,u,v,ch), siendo (x,y) la posición de las 
microlentes, (u,v) la posición de los pixeles 
dentro de cada microlente y ch el canal de color 
RGB. Además, se emplearon algunas imágenes 
crudas capturadas con otros dispositivos, de 
diferentes dimensiones (x,y) y (u,v), también 
de dominio público [11][12]. Para construir su 
LF 5D correspondiente, se implementó una 
función que codifica el LF a partir de la imagen 
cruda. Una vez obtenidos los LFs, se procedió 
a ensayar tres algoritmos: Desplazamiento-
Suma, Planar Frecuencial y Planar Radiancia 
[13]. Se diseñaron experimentos para evaluar 
el rendimiento de los algoritmos desde el punto 
de vista de sus tiempos de cómputo y capacidad 
de enfoque en diferentes profundidades, 
preservando la calidad de la captura original. 
Los algoritmos 
Desplazamiento-Suma (‘desplaz_suma’): se 
basa en el Operador Fotográfico [14] del que 
se deduce que la refocalización a una 
determinada distancia es función de un factor 
de desplazamiento alfa. Las u x v imágenes de 
perspectiva son desplazadas según dicho factor 
y posteriormente promediadas. 
Planar Radiancia (‘RefocusRadiancia’): la 
refocalización en otro plano diferente del foco 
óptico original se entiende como una 
transformación de traslación de la radiancia 
[15]. Esto significa una operación de sesgado 
de la radiancia en una parametrización 
posición-pendiente, conocida como “corte” de 
la radiancia. En términos de la 
implementación, se arma una grilla 4D a partir 
del LF, se aplica la operación de sesgado según 
un parámetro beta, se interpolan los valores del 
LF a sus nuevas posiciones y se renderiza la 
imagen reenfocada. 
Planar Frecuencial (‘RefocusEspectro’): se 
aplica la Transformada de Fourier a la 
radiancia y se trabaja en el dominio 
frecuencial. De manera equivalente al filtro 
Planar Radiancia, el reenfoque es equivalente 
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a un corte del hiperespacio transformado [14] 
[16]. Se obtiene un plano transformado 2D a 
partir de tomar de la FFT del LF 4D, un pixel 
en la nueva posición (uu,vv) para cada 
lentícula (XX,YY) según una relación que 
involucra un parámetro theta. Una vez 
interpolado dicho plano, se le aplica la 
Transformada Inversa de Fourier 2D para 
obtener la imagen refocalizada. 
Tiempos de Cómputo 
Se midieron los tiempos de cómputo en una 
laptop con las siguientes capacidades: 
Processor: Intel® Core™ i7-6700HQ CPU @ 
2.60GHz  2.59GHz. RAM Memory:  16.0 GB 
(15.8 GB usable). System type: 64-bit 
Operating System, x64-based processor. 
Matlab R2014b. La imagen de prueba, tomada 
con la Lytro F01, resulta de una serie de 
imágenes a diferentes distancias de separación, 
según el esquema mostrado en Figura 1. 
lado, puede destacarse la gran diferencia en los 
tiempos promedio que existe entre el algoritmo 
RefocusRadiancia respecto de los otros dos. 
 
Gráfico 1. 
 
 
Figura 1. 
 
La primera prueba consistió en correr cada 
algoritmo sobre la imagen de la Figura 1, con 
diferentes parámetros alfa, beta y theta 
respectivamente, para evaluar si los tiempos se 
ven influenciados. El Gráfico 1 muestra que en 
ningún caso los tiempos se ven influenciados 
de manera apreciable por los valores de sus 
parámetros, excepto los casos de alfa=1 y 
beta=0, cuando la imagen reenfocada coincide 
con la captura original en foco óptico. Por otro 
 
 
Gráfico 2. 
 
A continuación se ensayaron los algoritmos 
con imágenes de igual cantidad de microlentes 
(114 x 114) pero diferente cantidad de pixeles 
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por lentícula: 20x20, 15x15 y 11x11. Se 
observan los resultados en Gráfico 2. 
Capacidad de Enfoque (Refocalización) 
A los efectos de visualizar de manera más 
objetiva las regiones en foco, se sustrae a la 
imagen reenfocada su correspondiente imagen 
de foco extendido, la cual se obtiene al 
disminuir la apertura de las microlentes 
individuales. Si bien esto introduce ruido 
debido a la disminución de rayos que se 
promedian para contribuir a la imagen 
enfocada, se observa que la región donde la 
sustracción es cercana a cero, es la región en 
foco. En la Figura 2 se muestra un ejemplo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gráfico 3. 
 
Se puede intuir una relación de linealidad entre 
estas variables, a mayor cantidad de pixeles 
por lentícula, mayores son los tiempos de 
cómputo. A su vez, estos últimos no presentan 
variación notable con los cambios en los 
parámetros alfa, beta, theta, al igual que en el 
caso anterior. Finalmente se estudió la 
influencia del tamaño de la matriz de 
microlentes: diferentes cantidades de 
microlentes con igual número de pixeles por 
lentícula. Para ello se fue recortando una 
imagen de mayor tamaño a la de Lytro F01, 
capturada con Lytro Illum, de libre disposición 
en [11]. El Gráfico 3 muestra los resultados. Si 
bien a primera vista pareciera que se conserva 
la linealidad entre tiempos de cómputo y 
tamaño de imagen, obsérvese que para las 
imágenes de mayor tamaño (433x625) los 
tiempos se disparan para los casos de Planar 
Radiancia (RefocusRadiancia) y Planar 
Frecuencial (RefocusEspectro). 
 
 
 
 
 
 
 
 
 
Figura 2. Sup.: Imagen en foco extendido por disminución de 4 pixeles 
de lado para cada lentícula de 11x11 (se promedian los 3x3 pixeles 
centrales). Inf.: para reenfocado con Desplazamiento-Suma para 
alfa=1.4 y complemento de la imagen diferencia entre este reenfoque 
y la imagen de foco extendido. La región de reenfoque está entre el 
muñeco verde y el rojo. 
 
Hay resultados interesantes de capturas con 
arreglos de lentes que permiten buen enfoque 
de pequeñas estructuras. Esto es alentador en 
aplicaciones tales como oftalmología y 
dermatología. En la Figura 3 se observan 
algunos ejemplos de tomas con LytroF01. Se 
está trabajando en un análisis objetivo de los 
resultados, utilizando la sustracción 
anteriormente explicada o la aplicación de 
filtros resaltabordes, pues las regiones en foco 
presentan buena definición mientras que las 
desenfocadas se ven borrosas. Otra 
herramienta   de   análisis   es   el   mapa    de 
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profundidad, para comparar la resolución en 
profundidad del reenfoque de los algoritmos. 
 
Figura 3. Imagenes de LytroF01 con óptica agregada para foco 
macro. Columna izquierda: foco lejos; centro: foco 
intermedio; derecha: foco cerca. Reenfocadas con Planar 
Frecuencia. Ambas series fueron generadas con el algoritmo 
RefocusEspectro con rangos valores de Theta de -0.02, 0, 0.02. 
 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de trabajo está conformado por 
especialistas del área de sistemas de 
información, inteligencia artificial y 
bioingeniería. Relacionadas con el Proyecto de 
Investigación se han generado tres Tesinas de 
Grado (una aprobada y las otras en curso) y una 
de Maestría (en etapa de elaboración de tesis). 
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