Relativistic electrons have transverse electric fields comparable in magnitude to the longitudinal fields. We determine the effects of transverse and longitudinal fields of a moving point charge subject to the dielectric response of a uniform electron gas, using Lindhard's longitudinal and transverse dielectric functions and, separately, the Drude dielectric function. The formalism of the transverse response is presented, including forms for the electromagnetic potentials of a point charge moving at a constant velocity in the Lorentz, Hamiltonian, and Coulomb gauges, how these are screened, and how the screening is affected by both the relevant dielectric functions and Maxwell's equations. The longitudinal fields have screening, resonance enhancement, or antiscreening depending upon the frequency in question. The transverse fields are always screened. Transverse fields dominate at large impact parameters, but longitudinal fields dominate for small impact parameters. The implications of the results for electron energy loss experiments in electron microscopy are discussed.
I. INTRODUCTION
In the last decade or so, commercial transmission electron microscopes ͑TEM͒ with operating voltages of 200 to 400 keV have become increasingly common, complementing an earlier generation with typical operating voltages of 80 to 120 keV. National facilities extend the range of operation to much higher energies, up to a maximum of 3 MeV at Osaka University's Research Center for Ultra-High Voltage Electron Microscopy 1 and very low energy TEM, down to 5 keV, have become commercially available recently.
For moving electrons with kinetic energies greater than the electron rest mass energy of 511 keV, the unscreened transverse electric fields in certain regions become larger than the longitudinal fields. 2 Given the increasing availability of TEM generating transrelativistic electrons ͑i.e., electrons with a kinetic energy comparable to their rest mass͒, we felt it was timely to revisit the issue of the transverse interactions of electrons and solids. The textbook description of a fast electron or proton interacting with a solid being a longitudinal effect 3 is reflected in most studies of the interaction, [4] [5] [6] [7] [8] [9] [10] [11] although in many cases the transverse interactions are considered. [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] For low energy electrons, the longitudinal assumption is valid. However, as the electron velocity approaches the speed of light, the transverse fields become more important. For example, Cherenkov radiation, as Fano noted, is a transverse phenomenon. 13 Recently, several studies have considered the effects of screened relativistic electrons on inhomogeneous dielectrics, 14, 15 photonic crystals, 17, 20, 21 nanoporous alumina, 18 and boundary effects. 19, 23 When a dielectric function is used in these studies there is dependence on the frequency but not the wave vector k ជ , i.e., ⑀͑͒ is used rather than ⑀͑k ជ , ͒. Given the small scale lengths involved, we felt it was worth investigating the significance of the spatialdependence of the response in a model system, the electron gas, by comparing the Drude and Lindhard dielectric functions. Plasmon wakes are known to have a significant influence on core level electron energy loss spectroscopy 10 ͑EELS͒ just as local fields on the atomic level are known to have a strong influence on valence 24 and core 25 photoemission spectra.
Here, we characterize the wake arising from both the longitudinal and transverse fields in the electron gas, as well as the stopping power within the model. Longitudinal wake fields have been calculated extensively for the electron gas 5, 6 including the stopping power. 11, 26 The term "transverse wake" is introduced only because its analogue "longitudinal wake" was previously introduced. As shown below, the transverse response does not resemble the wake of a boat the way the longitudinal response does.
II. ELECTRODYNAMICS OF A POINT CHARGE WITH UNIFORM VELOCITY
The electromagnetic potentials of a charge moving at constant velocity v ជ may be found by applying the Lorentz transformation to the four-vector potential ͑ , A ជ ͒ of a point charge in its rest frame. 2 Without loss of generality, we choose v ជ = vẑ. In the Lorentz gauge ͑L͒ ͑x,y,z,t͒ = Q␥
A 3 ͑L͒ ͑x,y,z,t͒ = ␤͑x,y,z,t͒, ͑2͒ 
͑7͒
and
with a similar expression for E 2 . Thus, the electric field on the axis of motion is reduced by a factor of ␥ 2 and the electric field in the plane of the charge is enhanced by a factor of ␥ relative to the corresponding fields of a particle at rest.
The potentials in Fourier space for each gauge were also determined, using the normalization convention F͑k ជ ,͒ = ͵ dr ជdtf͑r ជ,t͒e −ik ជ ·r ជ+it .
͑9͒
Equations ͑3͒ and ͑9͒ yield
Uniform motion reduces the four-dimensional Fourier transform 4 to a three-dimensional one times a factor 2␦͑k ជ · v ជ − ͒. Cylindrical symmetry may be used to reduce the integrals to two dimensions. The Fourier transform of the vector potential is given by 
III. DIELECTRIC RESPONSE
Henceforth, we will work in the Coulomb gauge, i.e., A ជ is purely transverse and alone determines the longitudinal electric field. The longitudinal response of an electron gas to a test charge moving at constant velocity has been presented previously, 11 so we omit the derivation of our result
which is equivalent to Eq. ͑11͒ of Abril et al. 11 in the case Q = + 1, as may be verified using k = ͑1−b 2 ͒ 1/2 k, k z = kb, and the fact that Re ⑀ is even in and Im ⑀ is odd in . In our notation, the wave vector k ជ has been expanded in modified spherical coordinates k = ͉k ជ ͉, b = k · v , and k . In deriving Eq. ͑15͒, the relation = kvb is obtained. Additionally, we have introduced the coordinates u = z − vt and = ͑x 2 + y 2 ͒ 1/2 , as well as u ជ = xx + yŷ + uẑ. The longitudinal and transverse dielectric functions, denoted ⑀ ͑l͒ ͑k , ͒ and ⑀ ͑t͒ ͑k , ͒, respectively, will be discussed in Sec. IV.
For transverse response, we begin with Eq. ͑1.3͒ of Lindhard
where A ជ ͑tot͒ is the total transverse vector potential and j ជ ͑ext,t͒ is the external transverse current density. For the external vector potential Eq. ͑16͒ may be used with ⑀ ͑t͒ = 1, namely,
To elucidate the meaning of ⑀ ͑t͒ ͑k , ͒, we note, following Pines and Nozières,
which may be compared to its longitudinal analog
The external current is related to the external charge density by
where the expression has been specialized to the case of a point particle of charge Q moving with velocity v ជ. The Fourier transforms are
In the Fourier domain, it is easy to project to the transverse part
which is the source term in Eq. ͑16͒ for the case of a point charge moving at a constant velocity v ជ. Evaluating the integral and making the substitution u ជ = r ជ − v ជt yields
Equation ͑24͒ may be used to find the components of A ជ ͑tot͒ . Using v ជ = vẑ, and performing the integral over the azimuth analytically, we obtain
Lindhard's transverse stopping power formula, Eq. ͑4.4͒ of Ref. 30 , may be obtained from Eq. ͑25͒ by noting for any function f͑u͒ = f͑z − vt͒,
Because we only need the stopping power at the origin, where = u = 0, Eqs. ͑25͒ and ͑27͒ simplify to
͑28͒
Lindhard's result is obtained by re-expanding the integral over b to the interval −1 to 1 and substituting = kvb. An additional charge factor arises because the force is QE ជ . Of course, we have found the total electric transverse field at the particle, whereas we want the force due to the induced transverse field only. We need to subtract the bare transverse field.
To do this, we substitute ⑀ ͑t͒ ͑k , kvb͒ → 1 into Eq. ͑28͒; but this yields 0 after the imaginary part is taken, i.e., the imaginary parts of the induced field and the total field are equal at the origin.
Returning to Eq. ͑24͒, we may obtain the other component
͑29͒
Because J 1 ͑0͒ = 0, this component makes no contribution to the stopping power. The A y ͑tot,t͒ component is similar; together, the x and y components form a cylindrically symmetric field. Before we specialize the dielectric function, we pause to examine the assumptions we have made in treating our fast electron as a classical, external test charge moving at a constant velocity. We neglect the exchange interaction of the fast electron and the electrons of the slow electrons, which is a common assumption in similar calculations. 32 Our approximation requires us to restrict the energy loss to a small fraction of the incident energy. Because the valence excitations are tens of eV, whereas for electron microscopes usually the primary beam energy is at least tens of keV, this restriction has no practical effect. We also neglect the recoil interaction which affects the longitudinal stopping power by up to 8 percent for the cases we consider here. 33 
IV. LINDHARD'S DIELECTRIC FUNCTIONS
The expressions in Sec. III hold for any uniform isotropic medium. In the case of a uniform electron gas, whose exact dielectric function is unknown, we use Lindhard's approximation. The Lindhard dielectric function 30 describes the response of an electron gas to a longitudinal perturbation, i.e., the transitions from occupied to unoccupied states induced by the time-varying external potential. It is widely discussed in textbooks. 31, 34, 35 Lindhard gives the imaginary part of the longitudinal dielectric function as
and the real part as
͑31͒
The above equations use Lindhard's dimensionless variables z = k / ͑2k F ͒ and u = / ͑k F k͒, where k F is the Fermi wave vector and = m / ប. We keep Lindhard's notation of u and z in this section only, but use u and z in other sections to be the previously defined coordinates; also, the figures use u L and z L for Lindhard's u and z to reserve u and z to be spatial coordinates.
The structure of Lindhard's dielectric function is shown in Lindhard's dimensionless variables z and u in Fig. 1 , and in the traditional variables k and in Fig. 2 . Note that the plasmon line, even the part with finite width, extends from zero to some finite value of k.
In the same paper, 30 Lindhard also presents the dielectric function for the response of an electron gas to a transverse perturbation. Little use has been made of the transverse response function, although, at least two articles report attempts to extend it to account for finite electron lifetime. 36, 37 Recently, current-current susceptibility for the electron gas has been presented as part of the study of dynamic exchangecorrelation potentials. 38, 39 The current-current susceptibility JJ is very closely related to the dielectric function ͑includ-ing both its transverse and longitudinal parts͒; specifically Eq. ͑4.165͒ of Pines and Nozières 31 is ͑with a slight change of notation͒
where p is the plasma frequency, and e is the charge on the electron. In its diagonal form, ⑀ J͑k ជ , ͒ has two eigenvalues given by ⑀ ͑t͒ ͑k , ͒ and one given by ⑀ ͑l͒ ͑k , ͒. 
for Ͼ 0; odd parity applies for negative . The boundaries of the branches of the imaginary part are the same for the longitudinal and transverse cases, although the function values differ. The real part of Lindhard's ⑀ ͑t͒ is given by
͑34͒
The −2 singularity of Eqs. ͑33͒ and ͑34͒ contributes to the transverse f-sum rule, as detailed in the Appendix. Although ⑀ ͑t͒ has zeroes, they do not lead to singularities in the response as do those of ⑀ ͑l͒ as may be understood from Eqs. ͑18͒ and ͑19͒ which, ultimately, is due to the difference of transverse and longitudinal response in Maxwell's equations. The effect of transverse screening, Eq. ͑18͒, using the transverse Lindhard function is shown in Fig. 3 . Note that the function is nearly unity for typical atomic unit values, i.e., z Ϸ 1 and u Ϸ 1. Instead, a large screening effect only occurs for z ഛ ␣ or u Ϸ ␣ −1 where ␣ is the fine structure constant.
V. NUMERICAL METHODS
The total screened potentials, given by Eqs. ͑15͒, ͑25͒, and ͑29͒, were evaluated using numerical integration. More precisely, the induced potentials, obtained from the same equations with unity subtracted from the appropriate screening function, were obtained numerically, and the external potentials ͑with known analytic forms͒ were then added to obtain the total potentials.
To avoid singularities as Im ⑀ goes from zero to nonzero values, the integrations were performed in the k − b plane as the appropriate sum of line integrals along paths of fixed s = k −2␤b / ͑␣a 0 ͒. Equivalently, using = kvb, ␣ = ប / ͑mca 0 ͒, and the definitions of Lindhard's z L and u L in Fig. 1 
An identical term involving ⑀͑b͒ was then added and subtracted from the real part of Eq. ͑35͒ and the resultant integral grouped as follows:
P indicates the principle part of the integral. The imaginary part of Eq. ͑35͒ was rewritten in a similar manner. The first term of Eq. ͑37͒ no longer diverges at b 0 , so it is integrated numerically. The Gaussian width parameter ⌬ and grid spacing parameter N were adjusted to balance the computational time with the convergence. Furthermore, ⌬ was set so that exp͓−͑b − b 0 ͒ 2 / ⌬ 2 ͔ was smaller than machine precision at b = b min and b = 1. Without loss of accuracy, the limits of integration of the second term could be set to −ϱ and +ϱ, and the integrals evaluated analytically. The relevant analytic expressions are 
where erfcx͑x͒ϵexp͑x 2 ͒erfc͑x͒. In the case where Im ⑀͑b 0 ͒ =0 + , Eq. ͑39͒ reduces to
Through the above method, the integrals could be converged to about 0.1% accuracy with of order 10 7 total integration points.
For longitudinal screening, when k is small, ⑀͑k , ͒ =0 at Ϸ p . Using the relation = kvb and, defining b 0 as above, b 0 Ϸ p / ͑kv͒. The value of b 0 for each line integral that crosses the plasmon line thus scales approximately inversely with v. On the other hand, the grid spacing required for convergence was found to be proportional to b 0 . Thus the number of integral points along each path scaled inversely with b 0 and linearly with v. The appropriate number of integral paths depends on the point in real space. The oscillatory sinusoidal and Bessel functions in the appropriate integrals have periods that are inversely proportional to 1 / u and 1 / , respectively. The number of paths of integration was set sufficiently large so that the phase or effective phase of the oscillating functions changed less than 1 radian between paths of integration for the maximum values of u and for the plot of interest.
VI. RESULTS
As a preliminary, we calculated the stopping power which is presented in Fig. 4 . The term "stopping power" is a misnomer because it is is the force the medium exerts to retard the electron. The calculation makes use of Eq. ͑28͒ for the transverse part and a similar formula also given by Lindhard 30 for the longitudinal part. In contrast to the k-independent model dielectric functions of Fermi 12 and Houlrik, 16 there is a finite value for the electric field of the medium at the fast electron, so it was not necessary to use Poynting's theorem, as Fermi did. Fano 13 estimated the transverse contribution to the stopping power to be smaller than the longitudinal one by O͑␣ 2 ͒. Even that small figure seems to be an overestimate! The longitudinal contribution is in fair agreement with a semiempirical result scaled by the ratio of valence to total electrons. The disagreements are about a factor of 3, which is similar to the level of agreement found for the Lindhard function by Abril et al. 11 for electrons of a few keV.
Turning to the electromagnetic fields and potential for low electron velocities, we reproduced exactly the longitudinal wake fields found by Abril et al. 11 along the line of motion. Extending the results to relativistic electron velocities, and points in the vicinity of the line of motion, in Fig. 5 we show the wake potentials ͑ind͒ , A 3 ͑ind͒ , and A 1 ͑ind͒ for electrons of kinetic energy 30 keV, 300 keV, 3 MeV, and 30 MeV, which correspond to ␤ = 0.3284, 0.7765, 0.9894, and 0.99986, respectively, and equivalently, to ␥ = 1.058, 1.587, 6.871, and 59.71, respectively. The most striking feature is the oscillations at the plasmon frequency in the longitudinal response. As the velocity of the electron increases, fewer oscillations are seen in the plot. Between 3 and 30 MeV the speed of the electron changes little, as does the plasmon wavelength. Apart from the plasmon wake, the screening greatly reduces the potential at distances of around 5 nm or more from the electron.
In contrast, the vector potentials do not show any such oscillation. Instead, they build with increasing energy. The external potential A 3 must combine with the external scalar potential to produce a vanishing electric field in the ẑ direction on the axis for large kinetic energies ͑high ␥͒ as required by Eq. ͑7͒. The near equality of the magnitudes may be seen from Fig. 5 , and the relative sign is given by Eq. ͑26͒. The enhancement of the electric field in the direction perpendicular to the motion at the electron required by Eq. ͑8͒ implies that the A 1 external field ͑for sufficiently small u͒ must continue to increase with the kinetic energy of the fast particle. The screening of the transverse potential components become more effective as the kinetic energy increases. Already at 300 keV, it leads to a significant reduction in the range of the potential at distances of a few nanometers.
FIG. 4.
Longitudinal and transverse contributions to stopping power F S for an electron moving through a uniform electron gas. The total stopping power is indistinguishable at this scale from the longitudinal stopping power. Results are compared with the stopping power for aluminum, as tabulated in the ESTAR dataset ͑Ref. 49͒. The ESTAR data have been scaled by 3 / 13, the ratio of conduction electrons to total electrons in Al.
As mentioned in the Introduction, the Drude dielectric function, a local function, has been used several times recently in studies of nanostructures. The Drude dielectric function is of the form ⑀ ͑Drude͒ ͑͒ =1− p 2 2 , where p is the plasmon frequency. In Fig. 6 , the wake potentials ͑ind͒ and A 3 ͑ind͒ associated with the Drude and Lindhard dielectric functions are compared. 47 The results for ͑ind͒ show that k dependence in the Lindhard dielectric function induces spatial damping in the wake. For 3 MeV velocity, ͑ind͒ ͑Lindhard͒ is reduced by about 20% with respect to ͑ind͒ ͑Drude͒ at about 100 nm trailing distance. In contrast, there is less than a 1% change in plaining the near equality of the two screened vector potentials. The most significant difference between the two dielectric functions is that the Drude function leads to a weak divergence as → 0, but the Lindhard function yields a finite result.
Complementing the real-space pictures of the potentials, we present the electric fields at an impact parameter for a given incident kinetic energy and a given induced frequency ͑given as an energy͒, anticipating the use of these results in an electron energy loss calculation. Beginning with Eqs. ͑15͒, ͑25͒, and ͑29͒, the longitudinal and transverse electric fields contributions to E 1 and E 3 at ͑ ,0,0,t͒ were
‫ץ‬t . Components of E͑ , ͒ were calculated by taking the Fourier transforms E͑ , ͒ = ͐ −ϱ ϱ dtE͑ ,0,0,t͒e it . The integrals over t and b in each case gave an analytic result, leaving an integral over k which was evaluated numerically.
The results for transverse and longitudinal contributions to the electric field are given in Fig. 7 and for the E 1 and E 3 components in Fig. 8 . The effect of the longitudinal plasmon is, not surprisingly, confined to frequencies near the frequency of the plasmon; here, we must consider the k-dependent plasmon with the dispersion shown in Fig. 2 . Well below the plasma frequency both longitudinal and transverse fields obey screening in the usual sense of reducing the field strength. The oscillations due to the longitudinal plasmon are a very striking feature at 25 eV. 48 A close examination of the figure at 50 eV, above the resonance, shows antiscreening for the longitudinal electric field, but screening for the transverse field. The transverse fields dominate at large distances. A close-up of the transverse screening is shown in Fig. 9 . Note that the screening becomes more significant as increases. The amount of screening and the value of where screening becomes significant depend on both and electron energy. Screening becomes more significant both for higher electron energy and for lower . A comparison of Fig. 9 with Fig. 3 shows that transverse screening becomes significant only for values of electron kinetic energy and that can access the region where transverse screening differs significantly from unity. The analytic forms for the external fields explain the general trends. Jackson 2 gives the Fourier transforms of the external fields; adapted to the present conventions, these are
͑42͒
At large impact parameter, the modified Bessel functions both go as exp͓− / ͑␥v͔͒. Consideration of Jackson's derivation and the form of Eqs. ͑41͒ and ͑42͒ indicates that the longitudinal contribution is given by these same equations with ␥ replaced by 1. Hence, the longitudinal contribution is confined to exp͑− / v͒. This behavior is reflected in Fig. 7 where the external longitudinal electric fields show a smaller confinement length than the external transverse fields. The v dependence is also evident, including the saturation of v at high kinetic energies as well as the dependence. Screening increases the confinement of the fields at large distances which forms the heart of the "density effect" on stopping power. 12 Equations ͑41͒ and ͑42͒ diverge for → 0 as −1 and ln , respectively. More fully, the more divergent term is E 1 ͑ , ͒Ϸ2Q / ͑v͒ for small . Interestingly, this expression has no ␥ dependence. Indeed, the relativistic correction to Eq. ͑41͒ is proportional to . Hence the most divergent interaction which dominates the interactions in electron energy loss spectroscopy is captured by the longitudinal Coulomb potential of the nonrelativistic theory.
VII. CONCLUDING REMARKS
The external longitudinal potential is the largest contributor to the interaction of a fast electron and a sample leading to energy loss. However, the moving Coulomb potential is far from the whole story. The most obvious correction is the well-studied longitudinal plasmon wake which leads to a large, oscillatory enhancement for frequencies near the plasma frequency. If particle energy is a substantial fraction of its rest mass-as occurs in the 300 keV transmission electron microscope-the electric fields there are large corrections to the electric field components at a given impact parameter. Considering the external fields, Schattschneider et al. 22 have recently noted that relativistic effects on total cross sections are more pronounced in anisotropic materials where the transverse and longitudinal fields may interfere compared to isotropic media where they cannot interfere. 13 For the same reason, the differential cross section is more sensitive to transverse fields than the total cross section. Relativistic effects should also be significant for physical phenomena that couple only to the transverse part of A, such as magnetic dichroism 41 or optical rotatory power. 42 Such properties may have less spatial localization than effects dominated by longitudinal fields, as suggested by Fig. 7 . However, screening of the transverse fields tend to increase the localization of the interaction.
Incidentally, Schattschneider et al. 22 work in a localized orbital basis and apply the electric fields in the dipole approximation. The use of the potentials and A ជ in the Coulomb gauge pose a numerical challenge for implementation in some practical quantum mechanical calculations because of the necessity of obtaining the analytic cancellation of E 3 in Eq. ͑7͒ using the distinct interactions Q and ͑Q / c͒p ជ · A ជ , where p ជ is the momentum operator. The Hamiltonian gauge potentials of Eqs. ͑13͒ and ͑14͒ may be easier numerically since ͑H͒ =0. There has been recent consideration of the origin of spatial localization in electron energy loss spectroscopy. 43, 44 It is somewhat tricky to give an estimate because the larger localization length associated with the transverse fields only dominates at large radius where the fields are weak. On the other hand, even the smaller localization length associated with the longitudinal fields at large radius does not take into account the ͑algebraic͒ localization of the fields associated with the singularity at zero impact parameter, i.e., at =0. A fully quantitative understanding of TEM images at atomic resolution requires deconvolution of the wake fields, although a semiquantitative understanding can be obtained in the simplest approximation of a moving Coulomb potential. On the other hand, studies aimed at the detection of single atoms need to be cognizant of the possibility of background terms arising from the less-confined transverse interactions.
