Abstract
I. INTRODUCTION

17
The detection of marine mammal vocalizations plays an important role in passive acous-18 tic monitoring. The objectives of such studies include species recognition 24,29,9 , species pres-
where ψ k is a function that defines the measurement process and η k is the measurement noise 72 process 1, 36 . From the measurement model one can obtain a likelihood function g k (z k |x k ),
73
that describes the likelihood that a measurement z k was generated by the target x k . These 74 models are collectively known as a state-space model.
75
Target tracking is typically achieved with the use of a recursive Bayesian filter where 76 one attempts to construct the posterior probability density function (pdf) of the state, 77 p k (x k |z 1:k ), based on the set of measurements z 1:k up to time k 1 . Such a filter involves 78 a two stage process; prediction and update, where the system model is used to predict the 79 state pdf and the measurements are used to refine that prediction 1 . This is implemented 80 in a recursive manner and at each time step an estimate of the state is obtained from the 81 posterior pdf.
82
In the case of single target tracking, it is assumed that only one target is present and 83 that all the observations are generated by that target. If the system and measurement models 84 are linear and the noise processes are Gaussian, then optimal target tracking is achieved with 85 the Kalman filter 5 , which in this case represents the optimal solution to Bayesian recursion.
where F(X ) and F(Z) are the finite subsets of the state and observation spaces X and Z,
99
respectively.
100
In this case the use of multi target tracking (MTT) techniques is required and the 101 objective is to jointly estimate the number of targets and their states from the noisy mea-of the targets based on peaks in the PHD.
124
The PHD filter comprises both prediction and update steps. In the prediction step,
125
the PHD filter incorporates the motion of individual targets and accounts for disappearance 126 of existing targets (by incorporating the probability of target's survival). In addition it
127
incorporates the appearance of completely new targets. Hence, the predicted intensity func- 
where γ k (x k ) denotes the PHD of target births between time k − 1 and k; p S,k (x k−1 ) denotes 133 the probability of survival, that is probability that a target with state x at time k − 1 will 134 survive until time k; f k|k−1 (x k |x k−1 ) denotes single-target state transition density from time 135 k − 1 to k and g, f = f (x)g(x)dx. Note that spawning terms, that define how one target 136 can become resolved into more than one target, have been omitted from the above equation.
137
This is because rarely, if ever, does one observe a dolphin whistle contour which splits into 138 two distinct contours.
139
In the update step, the PHD filter incorporates the probability that any given target was not detected (by incorporating the probability of target detection) and updates the pre-
141
dicted intensity with a set of measurements by also taking into the account the measurement 142 likelihood function and false alarms (clutter). The posterior intensity function v k (·) at time 143 step k is given by
where p D,k (x k ) denotes the probability of detection, that is the probability that observation
145
will be collected at time k from a target with state x k , Z k denotes the multi-target measure- 
where v k−1 (·) represents posterior intensity function from the previous time step and consists
155
of posterior intensity functions of existing and newborn targets from the previous time step
157
The update stage of the filter for existing targets (β = 0) can be expressed as
and for newborn targets (β = 1)
where
Note that since newborn targets are created from the measurements, the newborn 161 targets are always detected, i.e. p D (x, 1) = 1 27 . ment models (from which the f k|k−1 (x k |x k−1 ) and g k (z|x k ) are obtained respectively), the
164
PHD filter requires definition of additional models and parameters. Specifically, the target's 165 survival (p S,k (x k−1 )) and detection (p D,k (x k )) probabilities and clutter (κ k (z)) and target 166 birth (γ k (x k )) models. The formulation of these is described in the Section III.B.2.
167
The 
192
This training data was subsequently not used in the performance evaluation.
193
For ease of implementation, where necessary, the data was re-sampled to 192 kHz (before 194 re-sampling 2.5% of the files were sampled at 300 kHz, 12.5% at 480 kHz and 85% at 192 kHz).
195
After re-sampling, pre-processing was applied to the data in order to reduce the background 196 noise and interfering signals. A pre-processing scheme was adapted from Gillespie et al. given next.
229
The whistle estimates generated by the GM-PHD filter do not inherently contain iden- each component e.g., 7, 25, 34 .
234
This section is organized as follows. First the GM-PHD algorithm is outlined, then 235 filter's models and parameters are defined, followed by a description of the performance 236 evaluation.
The GM-PHD algorithm
238
The GM-PHD filter approximates the intensity functions (PHDs) with Gaussian mix- (1) and (2) can be written as
where x k and z k denote the sate and measurement vectors respectively, F k−1 and H k denote 245 state transition and measurement matrices respectively, n k−1 denotes system noise with 246 covariance matrix Q k−1 and η k denotes measurement noise with covariance matrix R k . So 247 the state transition density function and measurement likelihood function are Gaussian:
where N (·; m, P ) denotes a Gaussian density with mean m and covariance P .
The intensity function of target birth is also assumed to be a Gaussian mixture
shape of the birth intensity function, which is derived in Section III.B.2.
254
The algorithm then consists of the following steps:
255
Step 0: Initialization. At the initialization (time k=0 ) the intensity function v 0 is a 256 mixture of J 0 Gaussian components
In this study J 0 is initialized randomly to be between 1 and 10 components, means m 0 258 of those components are drawn randomly from a uniform distribution between 2 and 30 kHz 259 and the initial covariance P 0 is set to be the same as the system noise covariance, Q k−1 . The initial weights of all components are the same and are set to w 0 = 1/J 0 .
261
Each component is assigned a unique tag (identifier), L
7,25 .
262
Step 1: Prediction. In this step the Kalman filter prediction equations are used to 263 predict means (m) and covariances (P ) of the Gaussian components representing existing 264 whistles. The weights (w) for existing whistles depend on the probability of survival, p S .
265
The predicted intensity of existing whistles, v k|k−1 (x, 0), at time k is a Gaussian mixture 266 of the form 32,7 :
where J k−1 denotes the number of existing whistles derived from the previous time step
268
(combination of existing and newborn whistles) and w k−1 denotes the weights from the 269 previous time step.
270
In this step J γ,k new Gaussian components, representing newborn whistles, are also 271 created according to the birth model (defined in Section III.B.2, Eqs. (38 and 39)).
272
The tags of the Gaussian components in this step are maintained separately; exist-273 ing whistles keep their tags, L k|k−1 , from the previous time step and new tags, L
Step 2: Update. In this step the predicted means and covariances of existing and and newborn whistles, Eqs. (8) and (9) respectively.
279
For the existing whistles the posterior intensity function at time k is given by a Gaussian 280 mixture 32,7 :
where (1 − p D ) denotes the probability of missed detection at current time k; z denotes an 282 individual measurement in the measurement set Z k at time k and
where K k denotes the Kalman gain and I denotes the identity matrix.
284
For the newborn whistles the posterior intensity function at time k is also a Gaussian
where m 
At the end of the update step, there are (
for each predicted Gaussian 32 for existing whistles and |Z k |J γ,k Gaussian components for 291 newborn whistles. The same tag is assigned to each of the associated predicted and updated
292
Gaussian components to form the set
for existing whistles and for newborn
The intensities and tags of existing and newborn whistles are then joined and predicted 295 jointly in the next time step.
296
With every iteration the number of Gaussian terms will increase, increasing the com- Gaussian components with the largest weights are kept in the recursion.
306
The values for T r , U , J max are discussed in Section III.B.2 and listed in Table I .
307
Step 4: State estimation and tracking. At the end of each recursion the pruned 
where the refined standard deviations of frequency and chirp are σ f = 70.8 and σ α = only the frequency information is measured. The measurement noise, η k , is independent
335
Gaussian white noise with covariance matrix R k . R k in this study is defined as a variance of 336 a uniform random variable and is therefore b w 2 /12 where b w denotes bin width and is equal 337 to b w = f s /w w .
338
Other models and parameters
339
In addition to the system (11) and measurement (12) models required by standard 340 tracking methods, the PHD filter requires definition of additional models and parameters 341 that govern the GM-PHD recursion. All of these are application dependent. Some of the 342 parameters can be determined analytically, but some parameters need to be estimated from 343 training data.
344
The additional models needed for the GM-PHD filter, model the birth and the clutter 345 intensities. The birth model defines where in the state space new whistles are likely to appear.
346
If a whistle appears in a region that is not covered by the predefined birth intensity then the 347 PHD filter will not detect it 27 . Since dolphin whistles typically occur in a frequency band 348 between 2 and 30 kHz 14 , making the birth intensity diffuse over such a large region would 349 increase the computational load. Therefore, the birth intensity in this study is based on the 
The covariance of the i-th newborn whistle is set to be Q k−1 (Eq. 37).
355
The frequency component of the mean of the i-th newborn whistle ({m
drawing from a Gaussian mixture centred on the measurements and the chirp component of
f,k , 0.01z
where z f,k denotes frequency measurements at time k. The weight of the i-th newborn 359 whistle is computed as
where p start (z
f,k ) is a value of the log-normal pdf of starting frequencies of whistles (that was 361 obtained from the training data) at a particular frequency z
The clutter (false detections) intensity used in the present study was computed as which is 48 kHz for this study.
372
In addition to the models for birth and clutter intensities, the GM-PHD filter requires in this study were probability of survival (p S ) and merging threshold (U ). Probability of 375 survival, p S , determines how likely the whistle is to survive from one time step to another.
376
As such it will depend on the average length of the whistles, specifically one can show that from this distribution will lie within 9.2. Therefore merging threshold U was set to 10.
388
Parameters determined experimentally from the data were probability of detection (p D ),
389
pruning threshold (T r ) and weight threshold (w th ). All three parameters were determined Table I . had over 40% of the contour below the 4.5 kHz were not taken into account in the evaluation.
412
The performance of the GM-PHD filter was measured in terms of recall, precision, 
IV. RESULTS
422
Across all six species in the selected database, 9192 ground truth whistles met the 423 selection criteria. The performance of the GM-PHD detector for each species is summarized 424 in Table II . The GM-PHD detector tracked whistles successfully with overall precision of 425 85% and overall recall of 71.8%. Across all species, the whistles were tracked precisely The precision for all species was generally higher than the recall. It should be noted 440 that the precision for T.truncatus is slightly lower than the precision for other species (Table   441 II). When T.truncatus files were investigated, it was observed that one file in particular 442 contained many burst pulses, which the GM-PHD filter detected as whistles, resulting in a 
