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Abstract. In this letter, we analyse the following apparent paradox: As has been recently
proved by Hastings [1], under a general set of conditions, if a local Hamiltonian has a spectral
gap above its (unique) ground state (GS), all connected equal-time correlation functions of
local operators decay exponentially with distance. On the other hand, statistical mechanics
provides us with examples of 3D models displaying so-called sliding phases [2] which are
characterised by the algebraic decay of correlations within 2D layers and exponential decay
in the third direction. Interpreting this third direction as time would imply a gap in the
corresponding (2+1)D quantum Hamiltonian which would seemingly contradict Hastings’
theorem. The resolution of this paradox lies in the non-locality of such a quantum Hamiltonian.
1. Introduction
When discussing the properties of a quantum many-body Hamiltonian, one commonly
intermixes the notions of gaplessness and criticality. These two properties, however, may
or may not automatically imply each other. The former refers to the absence of an energy gap
separating the GS(s) from the excited states and implies slower than exponential, typically
power-law decay of correlations in imaginary time. The latter refers to the equal-time
correlations of operators separated in space. Naturally, if the system is Lorentz-invariant, the
two properties are identical. Even in the absence of Lorentz invariance, these two properties
typically follow from each other. E.g., at a quantum critical point, there is a dynamical
critical exponent z relating the scaling of correlations in space and in time: t ∝ xz. Since
all standard examples of quantum critical points are characterised by finite non-zero values of
z, gaplessness once again implies criticality and vise versa. However, a spin model introduced
recently in the context of systems with topological order [3], was shown to be gapless while
possessing only short-ranged equal time correlations between local operators. Moreover, in
that particular model one could add another term to the Hamiltonian which would open a
gap without affecting equal-time correlations. This last feature, of course, should not come
as a surprise since for any model with short-ranged ground-state correlations, one could just
add to the Hamiltonian an operator (I − P0) where P0 is a projector onto this ground state.
Such a projector will necessarily open a spectral gap while the quasi-local nature of ground
state correlations will almost certainly lead to the quasi-local nature of the contributing terms
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in the Hamiltonian. It is the former feature, namely the spectral gaplessness of a system
with short-range correlations that comes as a surprise ‡. As discussed in [3], this is due to
a “bottle-neck” quantum dynamics that does not allow for the efficient mixing of different
quantum states contributing to the ground state and thus allows one to construct a “twisted”
excited state (in the spirit of Lieb-Schultz-Mattis theorem [4, 1]) whose energy is vanishing
in the thermodynamic limit. A similar situation was encountered in models [5] where the
“bottle-neck” quantum dynamics, in addition to leading to energy gaps that are exponentially
small in domain sizes, prevents the systems from reaching the true ground state when coupled
to a quantum bath at zero temperature, remaining in a state of “quantum glassiness” [6].
A natural question then arises: could we also find a system described by a local
Hamiltonian with a spectral gap which nevertheless displays power-law decay of equal-time
correlations of local operators. The condition of locality is important here: relaxing the
requirement of locality of a Hamiltonian leads to a trivial “yes” by the means of adding a
projector onto the critical ground state as described in the previous paragraph. We also know
examples of gapped systems with quasi-long ranged correlations of non-local operators such
as the non-local order parameters in the quantum Hall effect [7, 8, 9] and other topological
phases [10, 3]. In short, the answer to the above question is “No” due to the theorem proved
by Hastings [1]. This, however, contradicts our intuition drawn from Statistical Mechanics
where sliding phases are known to exist, as has been demonstrated in the context of stacks of
2D layers of XY spins with gradient coupling between the layers [2]. The resulting sliding
phase is characterised by an algebraic decay of in-plane correlations within the layer and an
exponential decay in the perpendicular direction. Later, this construction has been extended
to the quantum systems of stripes [11, 12], with the layers now representing 1D stripes in
space-time. Such phases were also found in dissipative Josephson junction arrays [13, 14].
In general, it is common in the study of quantum critical phenomena of d-dimensional
systems to relate the problem to (d + 1)-dimensional classical systems. This can be done
generically, and perhaps one place where a true difference between quantum systems in
Euclidean time and classical systems may arise is when a topological term exists and the
resulting classical action cannot be made real. Typically, in going from a d-dimensional
quantum system with local interactions and dynamics to a (d + 1)-dimensional classical
system, one maps the local quantum Hamiltonian density into a local classical Lagrangian
density. Hence, if the critical properties of this local classical system can be understood, so
would those of the quantum model. Now, one could turn the question around, and ask instead
about a behaviour of a model derived from a local classical Lagrangian. Here we would like
to address this question in a particularly interesting case - that of a classical sliding phase.
A quantum version of this model would imply critical correlations in space but not in time,
if the direction perpendicular to the layers is taken to be Euclidean time. Thus the system
is expected to be gapped and yet have critical correlations in space, seemingly a violation of
Hastings’ theorem. The purpose of this Letter is to examine this apparent contradiction.
‡ Notice that such a possibility is remarkable from the point of view of understanding glasses: one of the puzzles
about a generic glassy behaviour is their slow dynamics with no long spatial correlations.
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2. Sliding Phase
We now quickly review the sliding phase as described in [2]. The classical Hamiltonian
consists of three parts:
H = H0 +Hg +HJ. (1)
Here H0 is just a sum over all layers of independent XY -Hamiltonians:
H0 =
K
2
∑
n
∫
d2r [∇⊥θn(r)]
2 , (2)
where r = (x, y, 0) is a point in the x-y plane and∇⊥ is the gradient operator acting on these
two coordinates.
The second term in Eq. (1) couples gradients of θn in different layers:
Hg =
1
2
∑
n,m
∫
d2r
Um
2
{∇⊥ [θn+m(r)− θn(r)]}
2 . (3)
Finally, Josephson couplings between layers are added:
HJ = −VJ
∫
d2r cos [θn+p(r)− θn(r)] . (4)
Following [2], we choose to consider only two-layer couplings with p being the distance
between the coupled layers. For the reasons that will become clear shortly, we will concentrate
on the next-nearest layer coupling, p = 2. As follows from [2], the physics of the sliding phase
should not depend on this choice.
In the absence of the gradient couplings (second term in Eq. (1)), this Hamiltonian is just
that of a 3D XY -model (strictly speaking, for p = 2, it is two independent interlaced XY -
models). It might appear unorthodox that we keep the cosine coupling between the layers
while using its expanded form for the in-plane couplings. The continuous in-plane limit is
not an issue here; we simply adopt it from [2]. This choice of couplings is permitted keeping
in mind the ultimate goal of constructing the phase with critical intra-layer and exponential
inter-layer correlations. In such a phase, one can ignore in-plane vortices but must allow for
between-the-planes ones. However, without the gradient couplings, there is no such phase as
the temperature at which layers decouple turns out to be higher than the Kosterlitz-Thouless
(KT) temperature in a single layer.
On the other hand, in the absence of Josephson couplings (VJ = 0), one obtains the ideal
sliding Hamiltonian HS = H0 +Hg, which is invariant with respect to θn(r) → θn(r) + ψn
for any constant ψn. I.e., the energy is unchanged when angles in different layers slide
relative to one another by arbitrary amounts – one can think of it as a “reduced” gauge
symmetry with one gauge choice per layer. As a result, the angles in different layers
are uncorrelated. The low-temperature phase is the ideal sliding phase characterised by
cos[θm(r) − θn(0)] ∼ δm,nr
−η with η = T/(2πK˜), where K˜ is the renormalised in-plane
coupling. For the simplest case of only nearest layer coupling Um = Uδm,±1, the effective
in-plane coupling is K˜ = K
√
1 + 4U/K.
What constitutes the main result of [2], is the fact that in the presence of both the gradient
and Josephson couplings between the layers, a careful choice of coupling constants may open
No sliding in time 4
a “window of opportunity” in temperature within which the layers decouple before the spins
in each layer completely disorder via a KT transition. In other words, the inter-layer vortices
proliferate before the in-plane vortices unbind. This is the sliding phase which we shall now
discuss in the quantum context.
3. Quantum Hamiltonian
Our discussion of constructing the corresponding quantum Hamiltonian will follow Kogut’s
review [15]. If the classical Hamiltonian H consists of only intra-layer terms, H ′[θn] and
terms coupling neighbouring layers, H ′′[θn, θn+1], the corresponding partition function can
be written as a Z = tr
(
TˆN
)
where the interlayer transfer matrix is defined as
〈θn+1
∣∣∣Tˆ
∣∣∣ θn〉 = exp
{
−β
(
1
2
H ′[θn] +
1
2
H ′[θn+1] +H
′′[θn, θn+1]
)}
(5)
and N is the total number of layers. We now identify the n-th layer with the imaginary
time slice τn while τn+1 = τn + ǫ. The quantum Hamiltonian Hˆ is then defined by
〈θ(τn + ǫ)
∣∣∣exp{−ǫHˆ}∣∣∣ θ(τn)〉 = 〈θ(τn + ǫ)
∣∣∣Tˆ ∣∣∣ θ(τn)〉 in the limit of ǫ→ 0. Notice that the
explicit form of a quantum Hamiltonian may be difficult to obtain: the transfer matrix needs
not be in the form of an exponential of a simple operator expression. It is, however, often easy
to represent it as a product of such exponentials, each corresponding to a term in the classical
Hamiltonian.
3.1. Ideal sliding
Let us first look at the case of an ideal sliding Hamiltonian (VJ = 0). For simplicity, for
now we also restrict ourselves to the nearest-neighbour coupling: Um = Uδm,±1. Denoting
θ = θn = θ
(i)(τ) and θ′ = θn+1 = θ(i)(τ + ǫ) we have:
〈θ′|TˆS|θ〉 = exp
[
−
β
4
∫
d2r
(
K [∇θ(r)]2 +K [∇θ′(r)]
2
+ 2U {∇ [θ′(r)− θ(r)]}
2
)]
. (6)
Introducing the canonically conjugate quantised fields θˆ(r) and πˆ(r) such that
[
πˆ(r), θˆ(r′)
]
=
−iδ(r′ − r), we obtain:
TˆS ∝ exp
{
−
βK
4
∫
d2r
[
∇θˆ(r)
]2}
× exp
{
1
4πβU
∫
d2rd2r′πˆ(r)πˆ(r′) ln |r− r′|
}
× exp
{
−
βK
4
∫
d2r
[
∇θˆ(r)
]2}
. (7)
This can be explicitly verified by substituting the above expression for Tˆ into Eq. (6).
Notice that the operators in the first and the third exponent of Eq. (7) are diagonal in the
θ representation while for the second exponential we have:
〈θ′| exp
{
g
∫
d2rd2r′πˆ(r)πˆ(r′) ln |r− r′|
}
|θ〉
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=
∫
DpDp′〈θ′|p′〉〈p′| exp
{
g
∫
d2rd2r′πˆ(r)πˆ(r′) ln |r− r′|
}
|p〉〈p|θ〉
=
∫
Dp exp
{∫
d2r
[
ip(r)[θ′(r)− θ(r)] + g
∫
d2r′p(r)p(r′) ln |r− r′|
]}
∝
∫
Dpk exp
{∫
d2k
(2π)2
[
ipk
(
θ′−k − θ−k
)
−
2πg
k2
pkp−k
]}
∝ exp
{
−
1
8πg
∫
d2k
(2π)2
k2 (θ′
k
− θk)
(
θ′−k − θ−k
)}
= exp
(
−
1
8πg
∫
d2r {∇ [θ′(r)− θ(r)]}
2
)
. (8)
Instead of writing the corresponding quantum Hamiltonian formally as HˆS =
−(1/ǫ) ln TˆS, we can simplify it by going to the continuous time limit ǫ → 0. We introduce
the new coupling constants, gθ ≡ βK2ǫ and gπ ≡
1
4πβUǫ
and require that they do not scale with
ǫ, which implies the following scaling for the original couplings: K ∼ ǫ, U ∼ ǫ−1. Then, up
to the corrections of order ǫ,
HˆS = gθ
∫
d2r
[
∇θˆ(r)
]2
− gπ
∫
d2rd2r′πˆ(r)πˆ(r′) ln |r− r′| . (9)
Notice that the implied scaling of K and U does not lead to any problems with tuning
the parameters to the values needed to reach the desired sliding phase. This is because the
effective coupling governing the behaviour of the classical statistical mechanical model is
given by
βK˜ = βK
√
1 +
4U
K
= 2ǫgθ
√
1 +
1
2πgθgπǫ2
→
√
2gθ
πgπ
as ǫ→ 0. (10)
Thus, this model has a well-defined continuous time limit.
However, the quantum version of the ideal sliding Hamiltonian contains logarithmically
long ranged interactions between momenta at different points. As will be discussed below,
Hastings’ theorem does not apply to such a Hamiltonian, hence no contradiction appears here.
We remark on an interesting physical picture arising from the quantum Hamiltonian (9) if we
think of the eigenvalues of πˆ as “charge” or “vorticity”. Notice that due to the compactness of
the conjugate variable θ, the eigenvalues of πˆ are quantised in integer units (we used ~ = 1),
this is completely analogous to the quantisation of Lz in quantum mechanics. Therefore the
second term in the quantum Hamiltonian (9) describes a classical 2D Coulomb gas (or a gas of
vortices) with the usual logarithmic interaction. We know that the collective mode (plasmon)
in such gas is gapped (unlike in the case of 1/r interactions). The first term has no simple
classical meaning in this language; it is responsible for making the correlations quasi-long
ranged. Indeed, as follows from Eq. (10), unless gθ > g∗θ ≡ 2gπ/π, the model is in its
“high-temperature” phase with both a spectral gap and exponentially decaying correlations.
One could argue, however, that an ideal sliding phase is “pathological” in the sense
of having different time slices completely uncorrelated. In what follows we argue that
considering all terms in the classical Hamiltonian (1) does not alleviate the above problem
of long-range interactions while bringing new ones.
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3.2. Non-ideal sliding
One apparent problem arises immediately: according to [2], in order to have a sliding phase
we must have additional gradient couplings between at least next-nearest layers. Since no
time derivatives of momenta are allowed to appear in a Hamiltonian, such coupling seems
to have no quantum analog. This problem is, however, easily circumvented by doubling the
number of components of the field θ:
θ(r, τm) =
(
θ(1)(r, τm), θ
(2)(r, τm)
)
≡ (θ2m(r), θ2m+1(r)) . (11)
A single time slice is now represented by two layers. Due to the nearest-layer interactions
in the original classical Hamiltonian we have now generated interactions between the two
components of our quantum field θ, but this situation is not unusual: a non-linear σ-model
provides a standard example of such behaviour. It must now become clear why we have
chosen p = 2 in Eq. (4): the Josephson terms now couple only identical components in the
nearest time slices.
Keeping track of both components, however, brings unnecessary complications. The
problem with constructing a local quantum Hamiltonian is apparent even if we forget about
the two-component nature of the field and concentrate only on a single component. In what
follows, ϑ will be used to represent either of the two components, θ(1) or θ(2), and for
simplicity we will only consider the terms in the classical Hamiltonian that do not mix them :
H˜ =
1
2
∑
n
∫
d2r
(
K [∇⊥θn(r)]
2 + U2 {∇⊥ [θn+2(r)− θn(r)]}
2
−2VJ cos [θn+2(r)− θn(r)]) . (12)
Denoting ϑ = θn = θ(i)(τ) and ϑ′ = θn+2 = θ(i)(τ + ǫ) we have, similarly to Eq. (6):
〈ϑ′| ˆ˜T |ϑ〉 = exp
[
−
β
4
∫
d2r
(
K [∇ϑ(r)]2 +K [∇ϑ′(r)]
2
+ 2U2 {∇ [ϑ
′(r)− ϑ(r)]}
2
−4VJ cos [ϑ
′(r)− ϑ(r)])] . (13)
With the help of exp(a cosφ) =
∑
m I|m|(a) exp(ima), where In(x) is a modified Bessel
function, we obtain, similarly to Eq. (7):
ˆ˜T ∝ exp
{
−
βK
4
∫
d2r
[
∇θˆ(r)
]2}
×
∑
{m(r)}
exp
{∫
d2rd2r′
( 1
4πβU2
[πˆ(r)−m(r)] [πˆ(r′)−m(r′)] ln |r− r′|
+ ln I|m(r)|(βVJ)
)}
× exp
{
−
βK
4
∫
d2r
[
∇θˆ(r)
]2}
. (14)
While obtaining the actual quantum Hamiltonian from Eq. (14) is much more
complicated than from Eq. (7), the two cases share the same important feature: a long-ranged
logarithmic interaction between momenta at different locations.
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4. Discussion
Let us now discuss the applicability of Hastings’ theorem to the quantum Hamiltonian we
have attempted to construct. In short, the theorem states that for a quantum system with a
local Hamiltonian and a unique ground state separated from excited states by a gap, all equal-
time connected correlation functions of local operators 〈0|AˆBˆ|0〉 − 〈0|Aˆ|0〉〈0|Bˆ|0〉 decay
exponentially with distance.
Therefore this theorem is not applicable to the quantum Hamiltonians (7,14) due to
logarithmic interactions appearing there. What seems counterintuitive is that these non-local
interactions originate from a perfectly local “sliding” term in the classical action.
The resolution of the original paradox appears to be one aspect of, perhaps, a broader
question: when can one go from a local classical Lagrangian to a local quantum Hamiltonian.
As our example shows, this needs not always be the case.
We finally remark that locality can sometimes be restored at a cost of introducing
auxiliary degrees of freedom. E.g., a “Coulomb gas” analogy for the ideal sliding Hamiltonian
(9) readily hints at such a possibility: an introduction of an auxiliary gauge field – an
electromagnetic vector potential – will make the theory local. However, this will not
contradict Hastings’ theorem, as such field will come with its own gapless mode – a photon!
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