We revisit the problem of simultaneously testing the means of n independent normal observations under sparsity. We take a Bayesian approach to this problem by introducing a scale-mixture prior known as the normal-beta prime (NBP) prior. We first derive new concentration properties when the beta prime density is employed for a scale parameter in Bayesian hierarchical models. To detect signals in our data, we then propose a hypothesis test based on thresholding the posterior shrinkage weight under the NBP prior. Taking the loss function to be the expected number of misclassified tests, we show that our test procedure asymptotically attains the optimal Bayes risk when the signal proportion p is known. When p is unknown, we introduce an empirical Bayes variant of our test which also asymptotically attains the Bayes Oracle risk in the entire range of sparsity parameters p ∝ n − , ∈ (0, 1). We further consider a restricted marginal maximum likelihood (REML) approach for estimating a key hyperparameter in the NBP prior and examine multiple testing under this framework. Numerical experiments strongly suggest that adaptive test procedures based on REML also have the oracle property for multiple testing. We illustrate our methodology through simulations and analysis of a prostate cancer data set. *
Introduction

Large-Scale Testing of Normal Means
Suppose we observe an n-component random observation (X 1 , . . . , X n ) ∈ R n , such that
where i ∼ N (0, 1), i = 1, . . . , n. This simple framework is the basis for a number of high-dimensional problems, including genetics, wavelet analysis, and image reconstruction [15] . Under model (1) , we are primarily interested in identifying the few signals (θ i = 0). This amounts to performing n simultaneous tests, H 0i : θ i = 0 vs. H 1i : θ i = 0, i = 1, . . . , n.
In the high-dimensional setting where n is very large, sparsity is a very common phenomenon. In genetics, for example, the X i 's may represent thousands of gene expression data points, but only a few genes are significantly associated with the phenotype of interest. For instance, Wellcome Trust [24] has confirmed that only seven genes have a non-negligible association with Type I diabetes.
Scale-Mixture Shrinkage Priors
Scale-mixture shrinkage priors are widely used for obtaining sparse estimates of θ in (1) . These priors take the form, θ i |σ 2 i ∼ N (0, σ 2 i ), σ 2 i ∼ π(σ 2 i ), i = 1, . . . , n,
where π : [0, ∞) → [0, ∞) is a density on the positive reals. These priors typically contain heavy mass around zero, so that the posterior density is heavily concentrated around 0 ∈ R n . However, they also retain heavy enough tails in order to correctly identify and prevent overshrinkage of the true signals. From (2) , one sees that the posterior mean of θ i under these priors is given by
where κ i = 1/(1 + σ 2 i ). From (3) , it is clear that the shrinkage weight κ i plays a crucial role in the amount of posterior shrinkage under these priors.
Global-local (GL) shrinkage priors comprise a wide class of scale-mixture shrinkage priors (2) . GL priors take the form,
where τ is a global shrinkage parameter that shrinks all θ i 's to the origin, while the local scale parameters λ i 's control the degree of individual shrinkage. The τ in (4) can either be a priori specified with a specific rate of decay (as in [10, 23, 12] ) or it can estimated from the data through empirical Bayes or by placing a prior on τ (as in [9, 23, 22, 6] ). Examples of GL priors include the popular horseshoe prior [9] and the Bayesian lasso [16] . Priors of the type (4) have also been considered by numerous other authors: see, e.g. [20, 4, 14, 6, 1, 5 ].
Multiple Testing Under Sparsity
Assuming that the true data-generating model is a two-components mixture density, Bogdan et al. [7] studied the risk properties of a large number of multiple testing rules. Specifically, Bogdan et al. [7] considered a symmetric 0-1 loss function taken to be the expected total number of misclassified tests. Under mild conditions, Bogdan et al. [7] arrived at a simple closed form for the asymptotic Bayes risk under this loss. They termed this as the asymptotically Bayes optimal risk under sparsity (ABOS), or the Bayes Oracle risk. They then provided necessary and sufficient conditions for which a number of classical multiple test procedures (e.g. the classical Bonferroni correction or the Benjamini and Hochberg [3] procedure) could asymptotically equal the Bayes Oracle risk. A thorough discussion of this decision theoretic framework is presented in Section 3.1. Testing rules induced by scale-mixture shrinkage priors have also been studied within this decision theoretic framework. Since scale-mixture shrinkage priors of the form (2) are absolutely continuous, they place zero mass at exactly zero. Thus, in order to classify means as either signal or noise, some thresholding rule must be applied. One method of doing this is by thresholding the posterior shrinkage weight κ i in (3) as follows. For the ith component, the test procedure based on κ i is:
Depending on how conservative the test must be, the fraction 1/2 can be replaced by any α ∈ (0, 1), and then the final results will depend on α. However, for most practical applications, it seems as though this "median thresholding" rule of 1/2 is sensible. Assuming that the θ i 's come from a two-components model, Datta and Ghosh [10] showed that rule (5) under the horseshoe prior asymptotically attains the Bayes Oracle risk up to a multiplicative constant. Ghosh et al. [13] generalized this result to a general class of shrinkage priors of the form (4) , which we will discuss later. Ghosh and Chakrabarti [12] later showed that their thresholding rule for this same class of priors could even asymptotically attain the exact Bayes Oracle risk. Bhadra et al. [5] also extended the same rule for the horseshoe+ prior, showing that rule (5) based on the horseshoe+ prior asymptotically attains the Bayes Oracle risk up to a multiplicative constant.
Recently, Salomond [18] also studied testing rule (5) under a general class of normal scale-mixture shrinkage priors (2) where the prior on σ 2 i , π(σ 2 i ), has the properties given in van der Pas et al. [21] . The properties in [21] are sufficient for scale-mixture priors to obtain the minimax posterior contraction rate under the sparse normal means model (1) . For priors satisfying these conditions, Salomond [18] derived upper bounds on the asymptotic Bayes risk for both non-adaptive and data-adaptive testing rules. He showed that the upper bound on the Bayes risk for this general class of priors is of the same order as the Bayes Oracle risk up to a multiplicative constant.
The results in this present manuscript were developed independently of [18] and give sharper bounds than those of [18] . Salomond [18] did not obtain the exact asymptotic Bayes Oracle risk nor did he derive asymptotic lower bounds on the Type I and Type II errors or the Bayes risk. In contrast, our paper establishes tight upper and lower bounds. Moreover, we show in Section 3.2 that our prior does not appear to fall under the framework considered by Salomond [18] , and hence, it requires separate analysis. To further highlight the distinction, we refer to testing rules as having the Bayes Oracle property if and only if they can be shown to asymptotically obtain the exact Bayes Oracle risk in [7] .
In this article, we introduce a Bayesian scale-mixture shrinkage prior with a beta prime density as its scale parameter and no global rescaling parameter τ . We call our model the normal-beta prime (NBP) model. We highlight some of our contributions:
1. We investigate the properties of the NBP model with varying hyperparameters (a, b). Since we allow the hyperparameters to vary with the sample size and do not include a global scaling parameter τ in our analysis, the concentration inequalities for the beta prime hierarchical model established in Section 2 are new, and thus, may be of interest for Bayesian inference involving the beta prime density as a prior.
2. We derive both lower and upper bounds on Type I and Type II probabilities under thresholding rules based on the NBP's posterior shrink-age factor. We show that with appropriate choices of (a, b), our method asymptotically achieves the Bayes Oracle risk exactly, both when the true number of signals p is known and when it is unknown but is estimated with an appropriate empirical Bayes estimator. The NBP prior cannot be written in the global-local form (4) . Thus, to our knowledge, our result is the first instance of a scale-mixture shrinkage prior that lies outside the class of GL shrinkage priors which has the Bayes Oracle property.
3. Inspired by the recent work of van der Pas et al. [22] , we introduce another data-adaptive method for estimating the hyperparameter b in the NBP model based on restricted marginal maximum likelihood (REML). We study multiple testing procedures under REML estimation of sparsity parameters for a variety of shrinkage priors and show that they mimic oracle performance.
The organization of this paper is as follows. In Section 2, we introduce the normal-beta prime (NBP) prior. We show that it mimics traditional shrinkage priors by placing heavy mass around zero but retaining tail robustness. We also establish various concentration properties of the NBP prior that are crucial for establishing our theoretical results. In Section 3, we consider two different testing rules -one non-adaptive and one data-adaptive -based on thresholding the posterior shrinkage weight and illustrate that they both possess the Bayes Oracle property. In Section 4, we introduce a restricted marginal maximum likelihood approach to estimate the sparsity parameter in the NBP prior. In Section 5, we present simulation results which demonstrate that the NBP prior has excellent performance for multiple hypothesis testing in finite samples. Finally, in Section 6, we utilize the NBP prior to analyze a prostate cancer data set.
Notation
We use the following notations for the rest of the paper. Let {a n } and {b n } be two non-negative sequences of real numbers indexed by n, where b n = 0 for sufficiently large n. If lim n→∞ a n /b n = 1, we write a n ∼ b n . If |a n /b n | ≤ M for all sufficiently large n where M > 0 is a positive constant independent of n, then we write a n = O(b n ). If lim n→∞ a n /b n = 0, we write a n = o(b n ). Thus, a n = o(1) if lim n→∞ a n = 0. Throughout the paper, we also use Z to denote a standard normal N (0, 1) random variable having cumulative distribution function and probability density function Φ(·) and φ(·), respectively.
The Normal-Beta Prime (NBP) Prior
Suppose we observe X ∼ N (θ, I n ), and our task is to perform signal detection on the n-dimensional vector, θ. Consider putting the normal-beta prime (NBP) prior on each θ i , i = 1, . . . , n, as follows:
where β (a, b) denotes the beta prime density,
and a > 0, b > 0. Under the NBP model, the priors are a priori independent, so the posterior mean of θ i under (6) is given by
where κ i = 1/(1 + σ 2 i ). Using a simple transformation of variables, we also see that the posterior density of the shrinkage factor κ i is proportional to
From (8) and (9), it is clear that the amount of posterior shrinkage is controlled by the shrinkage factor κ i . With appropriately chosen a and b, one can obtain sparse estimates of the θ i 's. For example, with a = b = 0.5, we obtain the standard half-Cauchy density C + (0, 1) for σ i . As noted by Carvalho et al. [9] and Polson and Scott [17] , when C + (0, 1) is used as the prior for σ i in (2), the marginal density for a single θ is unbounded at zero. In the next proposition, we show that for any choice of b ∈ (0, 1/2], the marginal distribution for θ under the NBP prior also has a singularity at zero. Proposition 2.1. Let θ be an individual observation. If θ is endowed with the NBP prior (6) , then the marginal distribution of θ is unbounded with a singularity at zero for any 0 < b ≤ 1/2.
Proof. See Appendix A.
Proposition 2.1 gives us some insight into how we should choose the hyperparameters in (6) . Namely, we see that for small values of b, the NBP prior has a singularity at zero, similar to the horseshoe and the Dirichlet-Laplace [6] priors. Thus, small values of b enable the NBP to obtain sparse estimates of the θ i 's by shrinking most observations to zero. As we will illustrate in Section 2.1, the tails of the NBP prior are still heavy enough to identify signals that are significantly far away from zero. Figure 1 gives a plot of the marginal density π(θ) for the NBP prior (6), with a = 0.52 and b = 0.48. Figure 1 shows that with small values of a and b, the NBP has a singularity at zero, but it maintains the same tail robustness as other well-known shrinkage priors.
Concentration Properties of the NBP Prior
Consider the NBP prior given in (6) , but suppose that we allow the hyperparameter b n to vary with n as n → ∞. Namely, we allow 0 < b n < 1 for all n, but b n → 0 as n → ∞ so that even more mass is placed around zero as n → ∞. We also fix a to lie in the interval (1/2, ∞). To emphasize that the hyperparameter b n depends on n, we rewrite the prior (6) as
where a ∈ (1/2, ∞) and b n ∈ (0, 1) and b n = o (1) . For the rest of the paper, we label this particular variant of the NBP prior as the NBP n prior.
As described in Section 2, the shrinkage factor κ i = 1/(1 + σ 2 i ) plays a critical role in the amount of shrinkage of each observation X i . In this section, we further characterize the tail properties of the posterior distribution π(κ i |X i ). Our theoretical results demonstrate that the NBP n prior (10) shrinks most estimates of θ i 's to zero but still has heavy enough tails to identify true signals. In the following results, we assume the NBP n prior on θ i for X i ∼ N (θ i , 1).
Proof. See Appendix A. Theorem 2.2. Fix ∈ (0, 1). For any a ∈ (1/2, ∞), b n ∈ (0, 1),
Proof. See Appendix A.
Corollary 2.2.1. If a ∈ (1/2, ∞) is fixed and b n → 0 as n → ∞, then by Theorem 2.2, Pr(κ i ≥ |X i ) → 1 for any fixed ∈ (0, 1). Theorem 2.3. Fix η ∈ (0, 1), δ ∈ (0, 1). Then for any a ∈ (1/2, ∞) and b n ∈ (0, 1),
Multiple Testing with the NBP Prior
Asymptotic Bayes Optimality Under Sparsity
Suppose we observe X = (X 1 , . . . , X n ), such that X i ∼ N (θ i , 1), for i = 1, . . . , n. To identify the true signals in X, we conduct n simultaneous tests: H 0i : θ i = 0 against H 1i : θ i = 0, for i = 1, . . . , n. For each i, θ i is assumed to be generated by a true data-generating model,
where ψ 2 > 0 represents a diffuse "slab" density. This point mass mixture model is often considered a theoretical ideal for generating a sparse vector θ in the statistical literature. Indeed, Carvalho et al. [8] referred to model (11) as a "gold standard" for sparse problems. Model (11) is equivalent to assuming that for each i, θ i follows a random variable whose distribution is determined by the latent binary random variable ν i , where ν i = 0 denotes the event that H 0i is true, while ν i = 1 corresponds to the event that H 0i is false. Here ν i 's are assumed to be i.i.d. Bernoulli(p) random variables, for some p in (0, 1). Under H 0i , i.e. θ i ∼ δ {0} , the distribution having a mass 1 at 0, while under H 1i , θ i = 0 and is assumed to follow an N (0, ψ 2 ) distribution with ψ 2 > 0. The marginal distributions of the X i 's are then given by the following two-groups model:
Our testing problem is now equivalent to testing simultaneously H 0i : ν i = 0 versus H 1i : ν i = 1 for i = 1, . . . , n.
We consider a symmetric 0-1 loss for each individual test. The total loss of a multiple testing procedure is assumed to be the sum of the individual losses incurred in each test. Letting t 1i and t 2i denote the probabilities of type I and type II errors of the ith test respectively, the Bayes risk of a multiple testing procedure under the two-groups model (12) is then given by
Bogdan et al. [7] showed that the rule which minimizes the Bayes risk in (14) is the test which,
where f (
with f = (1 − p)/p. The above rule is known as the Bayes Oracle, because it makes use of unknown parameters ψ and p. By reparametrizing as u = ψ 2 and v = uf 2 , the above threshold becomes
Bogdan et al. [7] considered the following asymptotic scheme.
Assumption 1
The sequences of vectors (ψ n , p n ) satisfies the following conditions:
The first condition in Assumption 1 assumes that the underlying θ becomes more sparse as n approaches infinity, while the second condition ensures that true signals can still be identified. Bogdan et al. [7] provided detailed insight on the threshold C arising from the third and fourth conditions. Summarizing briefly, if C = 0, then the probability of a Type I error is one and the probability of a Type II error is zero. If C = ∞, then the probability of a Type I error is zero and the probability of a Type II error is one. Under Assumption 1, Bogdan et al. [7] showed that the corresponding asymptotic Bayes Oracle risk has a particularly simple form, which is given by
where the o(1) terms tend to zero as n → ∞. A testing procedure with risk R is said to be asymptotically Bayes optimal under sparsity (ABOS) if
In Sections 3.3 and 3.4, we consider two thresholding rules based on the NBP model. In the first case, we assume the sparsity level p under the true data-generating model (11) known. For the more realistic scenario where p is unknown, we base our test procedure on a data-driven estimate of the sparsity p. Since we estimate the unknown proportion of signals from the data, we refer to this latter procedure as a data-adaptive testing rule.
Related Work for a Class of Scale-Mixture Shrinkage Priors
Under certain conditions on the prior for the scale parameter σ 2 i in (2), Salomond [18] derived asymptotic upper bounds on Type I and Type II errors and the Bayes risk (14) for both non-adaptive and data-adaptive test procedures induced by scale-mixture shrinkage priors. Under these conditions, the upper bound on the Bayes risk for scale-mixture priors is of the same order as the Bayes Oracle risk. However, the NBP n prior (10) does not seem to fall under the framework of [18] . One of the conditions for the class of priors considered by Salomond [18] is as follows:
• Let π n (·) be the prior on the scale parameter σ 2 i in (2), which depends on n. Suppose there exists a constant c > 0 such that
The main difference is that, while for a fixed shape parameter b, it is possible to satisfy (18) for the NBP prior, it is not the case when b n → 0, as demonstrated in the next proposition. In Proposition 3.1, we show that with a ∈ (1/2, ∞) and a decaying parameter b n , the integral of the beta prime density evaluated on the interval [0, 1] is always of the order O(b
Proposition 3.1. Let π n (u) be the beta prime prior (7) with shape parameters (a, b n ). For any a ∈ (1/2, ∞) and b n ∈ (0, 1) such that b n → 0 as n → ∞,
Proof. See Appendix B.
Since b n → 0 as n → ∞, Proposition 3.1 implies that 1 0 π n (u)du → 0 as n → ∞. Or equivalently, for any arbitrary c > 0, 1 0 π n (u)du ≤ c for sufficiently large n. Therefore, condition (18) is not satisfied for the NBP n prior (10). Since our prior falls outside of the framework considered by Salomond [18] , it requires completely separate analysis. Further, Salomond [18] only obtained an upper bound on the Bayes risk and did not obtain the exact Bayes Oracle risk. In this paper, we also provide lower bounds on Type I and Type II errors under our prior, which in turn also enable us to prove that our test procedures under the NBP prior asymptotically attain the exact Bayes Oracle risk.
A Non-Adaptive Testing Rule Under the NBP Prior
As noted earlier, the posterior mean under the NBP prior depends heavily on the shrinkage factor, κ i = 1/(1 + σ 2 i ). Because of the concentration properties of the NBP prior proven in Section 2.1, a sensible thresholding rule classifies observations as signals or as noise based on the posterior distribution of this shrinkage factor. Consider the following testing rule for the ith observation X i :
where κ i is the shrinkage factor based on the NBP n prior (10) . Within the context of multiple testing, a good benchmark for our test procedure (19) should be whether it is ABOS, i.e. whether its optimal risk is asymptotically equal to that of the Bayes Oracle risk. Adopting the framework of Bogdan et al. [7] , we let R N BP denote the asymptotic Bayes risk of testing rule (19) , and we compare it to the Bayes Oracle risk defined in (16) . In the next four theorems, we derive sharp lower and upper bounds on the Type I and Type II error probabilities for test procedure (19) . These error probabilities are given by
Theorem 3.1. Suppose that X 1 , . . . , X n are i.i.d. observations having distribution (12) where the sequence of vectors (ψ 2 n , p n ) satisfies Assumption 1. Suppose we wish to test (13) using the classification rule (19) under the NBP n prior. Then for all n, an upper bound for the probability of a Type I error for the ith test is given by
Remark: If a is fixed and b n ∈ (0, 1) for all n and b n → 0 as n → ∞, Theorem 3.1 shows that the probability of a Type I error (or false discovery) for any individual test is asymptotically vanishing under the NBP n prior.
In the next corollary, we establish that the total false discovery rate (FDR) also asymptotically vanishes. Let ∆ i denote the event of a false discovery and ζ i denote the event of a true discovery, i.e.,
Following (21), the FDR is defined as (13) using the classification rule (19) under the NBP n prior. Suppose further that a ∈ (1/2, ∞) and b n ∈ (0, 1), with b n → 0 as n → ∞. Then for any ξ ∈ (0, 1/2) and δ ∈ (0, 1), a lower bound for the probability of a Type I error for the ith test as n → ∞ is given by
Theorem 3.3. Assume the same setup as Theorem 3.1. Suppose we wish to test (13) using the classification rule (19) under the NBP n prior. Suppose further that a ∈ (1/2, ∞) and b n ∈ (0, 1), with b n → 0 as n → ∞ in such a way that lim n→∞ b n /p n ∈ (0, ∞). Fix η ∈ (0, 1), δ ∈ (0, 1), and choose any ρ > 2 η (1−δ) . Then as n → ∞, an upper bound for the probability of a Type II error for the ith test is given by
where the o(1) terms above go to 0 as n → ∞.
Theorem 3.4. Assume the same setup as Theorem 3.1. Suppose we wish to test (13) using the classification rule (19) under the NBP n prior. Suppose further that a ∈ (1/2, ∞) and b n ∈ (0, 1), with b n → 0 as n → ∞ in such as way that lim n→∞ b n /p n ∈ (0, ∞). Then as n → ∞, a lower bound for the probability of a Type II error for the ith test is given by
where the o(1) terms tend to zero as n → ∞.
Having obtained appropriate upper and lower bounds on the Type I and Type II probabilities under thresholding rule (19) , we are ready to state our main theorem which proves that our method under the NBP n prior is asymptotically Bayes optimal under sparsity. Theorem 3.5. Suppose that X 1 , . . . , X n are i.i.d. observations having distribution (12) where the sequence of vectors (ψ 2 , p) satisfies Assumption 1. Suppose we wish to test (13) using the classification rule (19) . Suppose further that a ∈ (1/2, ∞) and b n ∈ (0, 1), with b n → 0 as n → ∞ in such a way that lim n→∞ bn pn ∈ (0, ∞). Then
i.e. rule (19) based on the NBP n prior (10) is ABOS.
We have shown that our thresholding rule based on the NBP n prior asymptotically attains the Bayes Oracle risk exactly, provided that b n is of the same order as the sparsity level p n . This suggests that the hyperparameter b n can be interpreted as the true signal proportion in our present framework. Since p n is typically unknown, it must be estimated from the data, and our theoretical findings suggest how to build adaptive procedures for setting b n , which we describe in Sections 3.4 and 4.
Our work ultimately moves the testing problem beyond the global-local framework. The NBP prior cannot be rewritten in the form (4), and thus, it does not belong to the global-local (4) family of priors. Previously, Datta and Ghosh [10] , Ghosh et al. [13] , Bhadra et al. [5] , and Ghosh and Chakrabarti [12] ) have shown that horseshoe or horseshoe-like priors asymptotically attain the Bayes Oracle risk (possibly up to a multiplicative constant) either by specifying a rate for the global parameter τ in (4) or by estimating it with an empirical Bayes plug-in estimator. To our knowledge, the NBP prior appears to be the first scale-mixture prior outside of the global-local family which has the Bayes Oracle property in multiple testing. Our theoretical results for the NBP prior suggest that there may be conditions under which scale-mixture shrinkage priors of the most general form (2) possess the Bayes Oracle property.
A Data-Adaptive Testing Rule Under the NBP Prior
As we found in Theorem 3.5, our test procedure (19) has the Bayes oracle property under the NBP n prior, provided that a ∈ (1/2, ∞) and b n is of the same order as the true signal proportion p n . However, p n is typically unknown, and as a result, we must estimate it from the data. To this end, we use the estimator proposed by van der Pas et al. [23] :
where c 1 ≥ 2 and c 2 ≥ 1 are fixed constants, and we use ES to denote "estimated sparsity." This choice is motivated by the so-called "universal threshold," √ 2 log n. It is well-known that signals which fall below this threshold are shrunk towards zero, and thus, they may not be detected. At the same time, setting b equal to (24) also prevents b from collapsing to zero. In the present set-up, it is necessary that b be strictly greater than zero, as (7) is not a valid density unless b > 0.
Based on the considerations above, we now introduce a data-adaptive testing rule under the NBP n prior. Fixing a ∈ (1/2, ∞) and b ≡ b ES n as the hyperparameters in the NBP prior, our test for the ith observation X i is:
From a decision theoretic perspective, we now demonstrate that setting the hyperparameter b equal to b n is also justified. Letting R ES N BP denote the asymptotic Bayes risk, we first derive sharp lower bounds and upper bounds on the Type I and Type II error probabilities, which we denote as t 1i and t 2i respectively. We then illustrate that testing rule (25) is also ABOS.
Following the notation of Ghosh et al. [13] , we denote
where ∈ (0, 1), c 1 is the constant in (24) , and C is the constant from Assumption 1. In [13] , it was shown that as long as the signal proportion p n ∝ n − and Assumption 1 holds, then
under the two-groups model (12) , where the o(1) terms go to 0 as n → ∞. We will use (26) and (27) to prove Theorems 3.6 and 3.7, which provide asymptotic bounds on the Type I and Type II error probabilities under (25).
Theorem 3.6. Suppose that X 1 , . . . , X n are i.i.d. observations having distribution (12) where the sequence of vectors (ψ 2 n , p n ) satisfies Assumption 1, with p n ∝ n − , ∈ (0, 1). Fix a ∈ (1/2, ∞), c 1 ≥ 2, c 2 ≥ 1, ξ ∈ (0, 1/2), and δ ∈ (0, 1). Suppose we wish to test (13) using the classification rule (25). Then as n → ∞, bounds for the probability of a Type I error for the ith test, t 1i , are given by
where α n and β are as in (26).
Proof. See Appendix C.
Remark: From Theorem 3.6, we also have the immediate following corollary which shows that the false discovery rate vanishes under our data-adaptive testing rule. Corollary 3.6.1 is easily proven by slightly modifying the proof of Corollary 3.1.1.
Corollary 3.6.1. Assume the same setup of Theorem 9 and assume that p n ∝ n − , ∈ (0, 1). Then if we test (13) under the classification rule (25), then the FDR (22) approaches zero as n → ∞.
Theorem 3.7. Assume the same setup as Theorem 3.6, and assume that p n ∝ n − , ∈ (0, 1). Fix a ∈ (1/2, ∞), c 1 ≥ 2, c 2 ≥ 1, η ∈ (0, 1), and δ ∈ (0, 1), and choose any ρ > 2/(η(1 − δ). Suppose we wish to test (13) using the classification rule (25). Then as n → ∞, bounds for the probability of a Type II error for the ith test, t 1i , are given by
Having obtained appropriate upper and lower bounds on the Type I and Type II probabilities under thresholding rule (25), we are ready to state our main theorem which proves that our data-adaptive testing procedure (25) also possesses the Bayes Oracle property in the entire range of sparsity parameters p ∝ n − , ∈ (0, 1). Note that this condition on p is quite mild and encompasses most scenarios of practical interest. For comparison, Bogdan et al. [7] showed that the widely used Benjamini and Hochberg [3] procedure for controlling the false discovery rate is ABOS if and only if p n ∝ n − , ∈ (0, 1]. Theorem 3.8. Suppose that X 1 , . . . , X n are i.i.d. observations having distribution (12) where the sequence of vectors (ψ 2 , p) satisfies Assumption 1. Further assume that p ∝ n − , ∈ (0, 1). For the NBP prior (6) , set a ∈ (1/2, ∞) and b = b ES n , where b ES n is as in (24) . Suppose that we wish to test (13) using the classification rule (25). Then
i.e. data-adaptive thresholding rule (25) is ABOS.
Proof. This follows the same reasoning as the proof for Theorem 3.5, except we replace the bounds for t 1i and t 2i with those of t 1i and t 2i from Theorems 3.6 and 3.7. To prove that the upper bound for t 1i in Theorem 3.6 tends to zero, note that p n ∝ n − , ∈ (0, 1), and therefore, by (27), α n → 0 as n → ∞.
A Restricted Marginal Maximum Likelihood Approach to Estimating the Sparsity Parameter
As we demonstrated in Section 3.3 and 3.4, we can construct hypothesis tests based on the NBP prior which have the Bayes Oracle property by fixing a ∈ (1/2, ∞) and by choosing b to be comparable to the proportion of true signals. By Proposition 2.1, b also controls the amount of mass around zero. These results demonstrate that b can be interpreted as the sparsity parameter, and thus, the ideal choice of b should lie in the range [1/n, 1]. In van der Pas et al. [22] , the global parameter τ in the horseshoe prior is estimated through restricted marginal maximum likelihood (REML) on the interval [1/n, 1] or by placing a prior on τ with its support truncated to lie in the interval [1/n, 1]. The methods developed by [22] enable the horseshoe to achieve near-minimax posterior contraction.
Inspired by van der Pas et al. [22] 's work, we propose a REML approach to estimating b. We take our estimate b REM L n to be the marginal maximum 
where m(y i ) denotes the marginal density for a single observation y i , i.e.,
and π(σ 2 i ) is the prior for beta prime density given in (7) . Although a closed form solution to (29) is unavailable, it can be computed using straightforward numerical integration and optimization. An implementation of the REML estimator for b in the NBP prior is available in the R package, NormalBetaPrime.
We now introduce yet another data-adaptive testing rule under the NBP prior. Suppose that we set (a, b REM L n ) as our hyperparameters in the NBP prior (6) , where a ∈ (1/2, ∞). Then our test for the ith observation X i is:
In Section 5, we demonstrate that test procedure (31) mimics oracle performance in simulations. Our numerical experiments suggest that multiple testing rules induced by shrinkage priors with REML estimated hyperparameters also have the Bayes Oracle property. We hope to provide theoretical justification for (31) in the future. Following the work of [22] for the horseshoe prior, we believe that useful bounds on (29) and (30) can be derived to facilitate theoretical analysis of the NBP prior with (29) set as the sparsity parameter.
Simulation Studies
Implementation and Selection of the Hyperparameter a
We provide the implementation of the NBP model and the multiple testing procedures based on data-adaptive methods (25) and (31) in a comprehensive R package, NormalBetaPrime. Once the hyperparameters (a, b) have been set, the model can be implemented straightforwardly with Gibbs sampling. In Appendix D, we provide the full details on how to sample from model (6) .
In order to use the NBP prior (6) for multiple testing, we recommend setting a to be a small constant in the interval (1/2, 1/2+δ] for some small δ > 0 and estimating b from the data. We could also estimate a from the data, but our theoretical results in Theorems 3.5 and Theorem 3.8 demonstrate that asymptotically, the specific choice of a plays no role. As pointed out by Polson and Scott [17] , smaller values of a correspond to heavier tails, with values of a close to 1/2 giving Cauchy-like tails. Based on these considerations, we suggest the default choice of a = 1/2 + 1/n, so that the theoretical results established earlier hold, while the tails are still quite heavy.
Simulation Study
We adopt the simulation framework of Datta and Ghosh [10] and Ghosh et al. [13] and fix sparsity levels at p ∈ {0.01, 0.05, 0.10, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5}, for a total of 11 simulation settings. For sample size n = 200 and each p, we generate data from the two-groups model (12) , with ψ = √ 2 log n = 3.26. We fix a = 1/2 + 1/n and estimate b using either the estimated sparsity (ES) estimator (24) or the REML estimator (29), denoted respectively as b SE and b REM L . We then apply thresholding rules (25) and (31) to classify θ i 's in our model as either signals (θ i = 0) or noise (θ i = 0). We estimate the average misclassification probability (MP) for these thresholding rules from 100 replicates.
We compare the performance of our testing procedures to those under the horseshoe (HS), the horseshoe+ (HS+), and the Dirichlet-Laplace (DL) priors, since the marginal densities under these priors also contain a pole at zero. In the HS, HS+, and DL, estimators, the analogous sparsity parameter is τ , as in (4), which controls the amount of mass around zero. We estimate τ in each of these priors using either the ES estimator (24), τ ES , or the REML estimator (29), τ REM L , and use tests (25) and (31) to classify signals under these different priors. Implementation for the HS prior is available in the R package horseshoe, while the methods for the HS+ and DL priors are available in our package NormalBetaPrime.
Taking p = 0.10, we plot in Figure 2 the theoretical posterior inclusion probabilities ω i (X i ) = P (ν i = 1|X i ) for the two-groups model (11) given by
The figure shows that for small values of the sparsity level p, the shrinkage weights are in close proximity to the posterior inclusion probabilities. This offers empirical support for the use of either 1 − E(κ i | b ES , X i ) or 1 − E(κ i | b REM L , X i ) as an approximation to the corresponding posterior inclusion probabilities ω i (X i ) in sparse situations. Figure 3 shows the estimated misclassification probabilities (MP) for decision rule (25) for the NBP prior with sparsity parameter estimate b ES , along with the estimated MP's for the Bayes Oracle (BO), the Benjamini-Hochberg procedure (BH), the Dirichlet-Laplace (DL), the horseshoe (HS), and the horseshoe+ (HS+). The Bayes Oracle rule, defined in (15) , is the decision rule that theoretically minimizes the expected number of misclassified signals (14) when (p, ψ) are known. For the Benjamini-Hochberg rule, we use α n = 1/ log n = 0.1887. Bogdan et al. [7] theoretically established the ABOS property of the BH procedure for this choice of α n . For the DL, HS, and HS+ rules, we use τ ES as the sparsity estimate. Our results provide strong support to our findings in Sections 3 and 4. As Figures 3 and 4 illustrate, the misclassification probability for the NBP prior with (a, b) = ( 1 2 + 1 n , b ES ) is practically the same as that of the Bayes Oracle for small signal proportions. For dense settings, thresholding rule (25) seems to perform slightly better under the NBP and HS+ priors in finite samples. This is somewhat surprising, as the BO rule (15) gives the theoretical lower bound on misclassification probability. However, it seems as though in practice, test procedures induced by shrinkage priors are capable of performing better than the Bayes Oracle if the estimate of the signal proportion is very precise.
In general, it seems as though classification rules (25) and (31) both perform well for all the scale-mixture shrinkage priors that contain a singularity at zero. We also implemented the methods for the DL, HS, and HS+ priors by endowing the sparsity parameter τ with a standard half-Cauchy C + (0, 1) prior, as in [9, 10, 13] , but we found that this approach gave suboptimal performance once p exceeded 0.30. When p = 0.50, for example, the HS prior with τ ∼ C + (0, 1) had a misclassification rate close to 0.4. This seems to be consistent with the results in [22] , which showed that the (non-truncated) C + (0, 1) prior does not work well as the REML estimate (29) for τ or priors on τ with support truncated to [1/n, 1] when there are many signals near the universal threshold.
Analysis of a Prostate Cancer Data Set
We demonstrate practical application of the NBP prior using a popular prostate cancer data set introduced by Singh et al. [19] . In this data set, there are gene expression values for n = 6033 genes for m = 102 subjects, with m 1 = 50 normal control subjects and m 2 = 52 prostate cancer patients. We aim to identify genes that are significantly different between control and cancer patients. This problem can be reformulated as normal means problem (1) by first conducting a two-sample t-test for each gene and then transforming the test statistics (t 1 , ..., t n ) to z-scores using the inverse normal cumulative distribution function (CDF) transform Φ −1 (F t 100 (t i )), where F t 100 denotes the CDF for the Student's t distribution with 100 degrees of freedom. With z-scores (z 1 , ..., z n ), our model is now
where i ∼ N (0, 1) . This allows us to implement the NBP prior on the z-scores to conduct simultaneous testing H 0i : θ i = 0 vs. H 1i : θ i = 0, i = 1, ..., n, to identify genes that are significantly associated with prostate cancer. Additionally, we can also estimate θ = (θ 1 , ..., θ n ) using the posterior mean. As argued by Efron [11] , |θ i | can be interpreted as the effect size of the ith gene for prostate cancer. Efron [11] first analyzed model (32) for this particular data set by obtaining empirical Bayes estimates θ Ef ron i , i = 1, ..., n, based on the two-groups model (11) . In our analysis, we use the posterior means θ i , i = 1, ..., n, to estimate the strength of association.
Under (32), we implement the NBP model with (a, b) = ( 1 2 + 1 n , b REM L ) and use classification rule (31) to identify significant genes. For comparison, we also fit this model for the DL, HS, and HS+ priors, taking the REML estimator (29) for the global sparsity parameter τ , and benchmark it to the Benjamini-Hochberg (BH) procedure with FDR α set to 0.10. The NBP selects 88 genes as significant, in comparison to 60 genes under the BH procedure. All 60 genes selected by the BH procedure are included in the 88 flagged as significant by the NBP prior. The HS and DL priors select 57 and 64 genes respectively as significant, indicating slightly more conservative results. The HS+ prior selects 138 genes as significant, the most of these four different priors. Table 1 shows the top 10 genes selected by Efron [11] and their estimated effect size on prostate cancer. We compare Efron [11] 's empirical Bayes posterior mean estimates with the posterior mean estimates under the NBP, DL, HS, and HS+ priors. Our results confirm the tail robustness of the NBP prior. All of the scale-mixture shrinkage priors shrink the estimated effect size for significant genes less aggressively than Efron's procedure. Table 1 also shows that for large signals, the NBP posterior has slightly less shrinkage for large signals than the DL and HS posteriors. The HS+ posterior shrinks the test statistics the least for large signals, but the NBP's estimates are still quite similar to those of the HS+. Table 1 : The z-scores and the effect size estimates for the top 10 genes selected by Efron [11] by the IGG, DL, HS, and HS+ models and the twogroups empirical Bayes model by Efron [11] . 
Concluding Remarks and Future Work
In this paper, we have introduced a new scale-mixture shrinkage prior called the normal-beta prime (NBP) prior for multiple testing. By appropriately estimating the sparsity parameter in the NBP prior and thresholding the posterior shrinkage weight, the NBP can be used to identify signals in sparse normal mean vectors. We have investigated these testing rules within the decision theoretic framework of Bogdan et al. [7] and established that the NBP prior has the Bayes Oracle property. Since we do not specify or estimate a global parameter τ , our paper appears to be the first article to establish the Bayes Oracle property for a scale-mixture shrinkage prior which does not fall under the global-local (4) framework.
Our results also suggest that scale-mixture shrinkage priors of the form (2) in general can asymptotically attain the exact optimal Bayes risk for multiple testing. In the future, we hope to derive general sufficient conditions under which shrinkage priors (2) asymptotically attain the optimal Bayes risk.
Additionally, we would also like to build upon the work of van der Pas et al. [22] and provide theoretical justification for the use of restricted marginal maximum likelihood (REML) methods for estimating sparsity parameters in general shrinkage priors. van der Pas et al. [21] showed that when applied to the horseshoe prior, the REML method leads to better estimation and in particular, near-minimax posterior contraction. Our results suggest that REML methods are also optimal for multiple testing and that they are appropriate to use for scale-mixture shrinkage priors besides the horseshoe.
Finally, we hope to investigate the beta prime density (7) as a prior for more complicated Bayesian hierarchical models and other statistical problems. In a follow-up paper, Bai and Ghosh [2] study the posterior contraction properties of the NBP prior for both the simple normal means model (1) and high-dimensional linear regression models. Moving beyond the linear regression setup, we conjecture that the beta prime density can also provide theoretical guarantees and excellent finite sample performance if it is used in more complex models.
A Proofs for Section 2
Proof of Proposition 2.1. Noting that that the beta prime density (7) can be rewritten as a product of independent inverse gamma and gamma densities, we reparametrize model (2) for a single observation θ as follows:
From (33), we see that the joint distribution of the prior is proportional to
Thus,
and thus, the marginal density of θ is proportional to
As |θ| → 0, the expression in (34) is bounded below by
where C is a constant that depends on a and b. The integral expression in (35) clearly diverges to ∞ for any 0 < b ≤ 1/2. Therefore, (34) diverges to infinity as |θ| → 0, by the monotone convergence theorem.
Proof of Theorem 2.1. From (9), the posterior distribution of κ i under NBP n is proportional to
Hence,
is increasing in κ i on (0, 1). Additionally, since b n ∈ (0, 1), (1 − κ i ) bn−1 is increasing in κ i on (0, 1). Using these facts, we have
Proof of Theorem 2.3. Letting C denote the normalizing constant that depends on X i , we have
Combining (37) and (38), we have
B Proofs for Sections 3.2 and 3.3
We first prove Proposition 3.1.
Proof of Proposition 3.1. For convenience, we restate the beta prior density with shape parameters (a, b n ) below.
Using Stirling bounds for factorials, we have
for some constant M > 0, where we used the facts that a ∈ (1/2, ∞) is fixed and that b n ∈ (0, 1) for all n, with b n → 0 as n → 0. Hence, the term in parentheses in the second equality above can be bounded above by some constant M . Next we have
where we used (40) in the first inequality above and our assumptions about a and b n in the second inequality. Thus, under our conditions on a and b n , we have shown that the integral of the beta prime density (39) on the interval [0, 1] is always of the order, O(b
For the remainder of this section, we note that our proof methods follow those of Datta and Ghosh [10] , Ghosh et al. [13] , and Ghosh and Chakrabarti [12] , except our arguments rely on control of the sequence of hyperparameters b n , rather than on specifying a rate or an estimate for a global parameter τ , as in the global-local (4) framework. Moreover, we make explicit use of Theorems 2.1-2.3 in the present manuscript in our proofs.
Proof of Theorem 3.1. By Theorem 2.1, the event E(1 − κ i |X i ) > 1 2 implies the event
Therefore, noting that under H 0i , X i ∼ N (0, 1) and using Mill's ratio, i.e.
Proof of Corollary 3.1.1. Let q n denote the number of true nonzero signals, i.e. q n = #(θ 0i = 0). Since the tests are independent, the probability of Type I error, t 1i , is equal for all i tests, i = 1, . . . n. Denote this common probability as t 1 ≡ t 1i , and let k n be the upper bound on t 1 (41) derived in the proof of Theorem 3.1. By (20)- (22) and (41), we have
where the first inequality follows from the fact that the n tests are independent, and the second inequality follows from Jensen's inequality and the fact that the function x → x x+a is concave. Finally, we have that the FDR asymptotically approaches zero, because of our assumption that b n → 0 as n → ∞, and thus, k n → 0 as n → ∞.
Proof of Theorem 3.2. By definition, the probability of a Type I error for the ith decision is given by
Fix ξ ∈ (0, 1/2). By Theorem 2.3,
Thus, using the definition of t 1i and the above and noting that under H 0i , X i ∼ N (0, 1), as n → ∞,
where for the second to last inequality, we used the fact that b n → 0 as n → ∞, and the fact that both ξ and ξδ ∈ (0, 1 2 ), so that the log(·) term in final equality is greater than zero for sufficiently large n.
Before proving the asymptotic upper bound on Type II error in Theorem 3.3, we first prove a lemma that bounds the quantity E(κ i |X i ) from above for a single observation X i . Lemma B.1. Suppose we observe X ∼ N (θ, I n ) and we place an NBP n prior (10) on θ, with a ∈ (1/2, ∞) and b n ∈ (0, 1) where b n → 0 as n → ∞. Fix constants η ∈ (0, 1), δ ∈ (0, 1), and d > 2. Then for a single observation x and any n, the posterior shrinkage coefficient E(κ|x) can be bounded above by a measurable, non-negative real-valued function h n (x), given by (43)
Proof of Lemma B.1. We first focus on the case where |x| > 0. Fix η ∈ (0, 1), δ ∈ (0, 1), and observe that
We consider the two terms in (44) separately. To bound the first term, we have from (9) and the fact that (1 − κ) bn−1 is increasing in κ ∈ (0, 1) for b n ∈ (0, 1) that
where we use a change of variables t = κx 2 in the second equality, and C(n) = (1 − η) bn−1 Γ a + 3 2 2 a+3/2 . To bound the second term in (44) from above, we follow the same steps as the proof of Theorem 2.3, except we replace κ a−1/2 i in the numerators of the integrands with κ a+1/2 i to obtain an upper bound,
Combining (44), (45), and (46), we set h n (x) = h 1 (x) + h 2 (x) for any |x| > 0, and we easily see that for any x = 0 and fixed n, E(κ|x) ≤ h n (x).
On the other hand, if x = 0, then we have
so we can set h n (x) = 1 when x = 0. Therefore, E(κ|x) is bounded above by the function h n (x) in (42) for all x ∈ R. Now, observe from (45) that for fixed n, h 1 (x) is strictly decreasing in |x|. Therefore, we have that for any fixed n and ρ > 0, 
where in the second to last equality, we used the assumption that lim n→∞ bn pn ∈ (0, ∞) and Assumption 1.
Proof of Theorem 3.5. Fix η ∈ (0, 1), δ ∈ (0, 1), and ξ ∈ (0, 1/2), and choose ρ > 2 η (1−δ) . Since the κ i 's, i = 1, ..., n are a posteriori independent, the Type I and Type II error probabilities t 1i and t 2i are the same for every test i, i = 1, ..., n. By Theorems 3.1 and 3.2, for large enough n,
Taking the limit as n → ∞ of all the terms above, we have lim n→∞ t 1i = 0 (53) for the ith test, under the assumptions on the hyperparameters a and b n . By Theorems 3.3 and 3.4, we also have 2Φ(
Therefore, we have by (53) and (54) that as n → ∞, the asymptotic risk (14) of the classification rule (19) , R N BP , can be bounded as follows:
Therefore, from (16) and (55), we have as n → ∞,
The testing rule (19) does not depend on how η ∈ (0, 1), δ ∈ (0, 1) and ρ > 2/(η (1 − δ) ) are chosen, and thus, the ratio R N BP /R BO Opt is also free of these constants. By continuity of Φ, we can take the infimum over all ρ's in the rightmost term in (56), and the inequalities remain valid. The infimum of ρ is obviously 2, and so from (56), we have
We clearly see from (57) that classification rule (19) under the NBP n prior (10) is ABOS, i.e. R N BP R BO Opt → 1 as n → ∞.
C Proofs for Section 3.4
Our proofs in this section follow from the proof of Theorem 10 of Ghosh et al. [13] , as well as Theorems 2.1 through Theorem 2.3 established in this paper.
Proof of Theorem 3.6. Under thresholding rule (25), the probability of a Type I error for the ith decision is given by
where α n is defined in (26). To obtain an upper bound on t 1i , we consider the two terms in (58) separately. By Theorem 2.1, we see that
π(a + 2α n + 1/2) log a + 2α n + 1/2 4α n −1/2
(1 + o (1)). (59)
For the second term in (58), we have
where the last inequality follows from the proof of Theorem 10 in Ghosh et al. [13] . Thus, since α n ∼ 2βp n by (27), we combine (59) and (60) to obtain an upper bound on t 1i , t 1i ≤ 4α n √ π(a + 2α n + 1/2) log a + 2α n + 1/2 4α n −1/2
(1 + o(1)) + 1/ √ π n c 1 /2 √ log n + e −2(2 log 2−1)βnpn(1+o (1)) .
To obtain the lower bound, note that by (58), we immediately have
By the proof for Theorem 3.2, we have that for fixed ξ ∈ (0, 1/2) and δ ∈ (0, 1),
The right-hand side of (62) is a nonincreasing function in b n . Thus, whenever b ES n ≤ 2α n , we have
from which, by Theorem 3.2 and (61), we automatically attain the lower bound, 
To obtain an upper bound on t 2i , we consider the two terms in (63) separately. For the first term in (63), we have
where the last two steps follow from the proof of Theorem 11 in Ghosh et al. [13] . We now focus on bounding the second term in (63). By Theorem 2.1, E(1−κ i |X i ) is nondecreasing in b n . Therefore, it is easy to see that E(κ i |X i ) is nonincreasing in b n . Thus, for sufficiently large n, we have E(κ i |X i , b ES n ) ≤ E(κ i |X i , γα n ) for b ES n > γα n and that {E(κ i |X i , γα n ) ≥ 0.5|H 1i is true} ⊆ {h n (X i , γα n ) ≥ 0.5|H 1i is true} , where h n (X i , γα n ) denotes that we substitute b n with γα n in (42). Using the same arguments as in the proof of Theorem 3.3, along with the fact that α n ∼ 2βp n (by (27)), we obtain as an upper bound for the second term in (63),
