In order to accommodate solutions with multiple phases, corresponding to crossing rays, we formulate geometrical optics for the scalar wave equation as a kinetic transport equation set in phase space. If the maximum number of phases is finite and known a priori we can recover the exact multiphase solution from an associated system of moment equations, closed by an assumption on the form of the density function in the kinetic equation. We consider two different closure assumptions based on delta and Heaviside functions and analyze the resulting equations. They form systems of nonlinear conservation laws with source terms. In contrast to the classical eikonal equation, these equations will incorporate a "finite" superposition principle in the sense that while the maximum number of phases is not exceeded a sum of solutions is also a solution. We present numerical results for a variety of homogeneous and inhomogeneous problems.
Introduction
We consider the linear scalar wave equation,
together with initial and/or boundary data that generate high-frequency solutions. The exact form of the data will not be important, but a typical example would be u(t, x 1 , 0) = A(t, x 1 )e iω(t+x1) with the frequency ω 1. In the direct numerical simulation of (1) the accuracy of the solution is determined by the number of grid points used per wavelength and dimension. The computational cost to maintain constant accuracy grows algebraically with the frequency and for sufficiently high frequencies a direct approach is no longer feasible. Approximate methods are needed.
In this paper we consider geometrical optics, which is the asymptotic approximation obtained when the frequency tends to infinity. This approximation is widely used in applications such as computational electromagnetics, acoustics, optics and geophysics. Instead of the oscillating wave field u, the unknowns in the geometrical optics equations are the phase φ and the amplitude A, which both vary on a much slower scale than u. They should hence in principle be easier to compute numerically.
The derivation of the geometrical optics equations in the linear case is classical. See for instance the book by Whitham [35] . Formally, they follow if we write u as a series expansion of the form
Entering this expression into (1) and summing terms of the same order in ω to zero, we obtain separate equations for the unknown variables in (2) . The phase function φ will satisfy the Hamilton-Jacobi type eikonal equation,
and A 0 solves the transport equation,
For large ω we can discard the remaining terms in (2) . Some typical wave phenomena, such as diffraction and interference, are lost in the infinite frequency approximation. Moreover, the approximation breaks down at caustics, where the amplitude, A 0 , blows up. For some situations correction terms can be derived, such as those given by Keller [21] , in the 1960s, with his pioneering geometrical theory of diffraction (GTD), further developed by for instance Kouyoumjian and Pathak [22] . A closer study of the solution's asymptotic behavior close to caustics was done by Ludwig [27] , and Kravtsov [23] , among others. We will however not treat these refined theories in this paper.
The traditional way to compute traveltimes of high-frequency waves is through ray tracing. The traveltime of a wave is given directly by the phase function φ, and ray tracing corresponds to solving the eikonal equation (3) through the method of characteristics, i.e. solving the system of ordinary differential equations (ODE), dx dt = ∇ p H(x, p), dp dt = −∇ x H(x, p), H(x, p) = c(x)|p|.
There are also ODEs for the amplitude. Very many rays are often required to cover the full computational domain, which can make ray tracing a rather inefficient method [33, 34] . Also for smoothly varying c(x) there may be shadow zones where the field is hard to resolve. In addition, it is difficult to compute the amplitude and to find the minimum traveltime in regions where rays cross.
Moment equations for geometrical optics
The kinetic formulation of geometrical optics is based on the interpretation that rays are trajectories of particles (photons) following the Hamiltonian dynamics in (5) . We introduce η = 1/c, the index of refraction and f (t, x, p) ≥ 0, the density of particles in phase space. We note that if we let f initially only be supported where |p| = η, it will remain so for all times t > 0, since dH/dt = 0 in (5) . Using the Liouville theorem and the constraint |p| = η, we get a Liouville equation describing the evolution of f ,
This equation could also be derived directly from (1) using H-measures or Wigner measures, see [16, 26, 32] . The precise relationship between the stationary version of (6) and the high frequency limit of the Helmholtz equation with a source term was recently studied in [4, 10] .
In order to solve the full equation (6) by direct numerical methods all independent variables (six in 3D) need to be discretized. This would require unrealistic computational time. Instead, it was observed in [8] , when f is of a simple form in p, the transport equation (6) can be transformed into a finite system of moment equations in the reduced space (t, x). In this paper we consider the two-dimensional case. Let us define the moments m ij , with p = (p 1 , p 2 ) T , as
x, p)dp. (7) Next, multiply (6) by η 2−i−j p i 1 p j 2 and integrate over R 2 with respect to p. Assuming that η(x) is smooth, it follows that the moments m ij formally satisfy the infinite system of moment equations,
valid for all i, j ≥ 0. For uniformity in notation we have defined m i,−1 = m −1,i = 0, ∀i.
The system (8) is not closed. If truncated at finite i and j, there are more unknowns than equations. To close the system we will make specific assumptions on the form of the density function f . First we will consider the case when f is a weighted sum of delta functions in p and second, the case when f is a sum of Heaviside functions. Both cases correspond to the assumption of a finite number of rays at each point in time and space.
Closure with delta functions
To close (8) we assume in this section that f can be written
Hence, for fixed values of x and t, the particle density f is non-zero at a maximum of N points, and only when |p| = η(x). The new variables that we have introduced here are g k = g k (t, x), which corresponds to the strength (particle density) of ray k, and θ k = θ k (t, x) which is the direction of the same ray. Inserting (9) into (7) yields
A system describing N phases, needs 2N equations, corresponding to the N ray strengths g k and their directions θ k . It is not immediately clear which equations to select among the candidates in (8) . Given the equations for a set of 2N moments one should be able to write the remaining moments in these equations in terms of the leading ones. This is not always possible. For instance, with the choice of m 20 and m 02 , for N = 1, the quadrant of the angle θ cannot be recovered, and therefore in general not the sign of the moments. We choose here the equations for the moments m 2 −1,0 and m 0,2 −1 with = 1, . . . , N,
and collect those moments in a vector, m = (m 10 , m 01 , m 30 , m 03 , . . . , m 2N −1,0 , m 0,2N −1 ) T .
As we will show below in Section 2.1, this system of equations for m can be essentially closed, for all N . We introduce new variables,
which have a physical interpretation; the vector (u 2k−1 , u 2k ) shows the direction and strength of ray k. The new variables together with (10) define a function F 0 through the equation
Similarly, they define the functions
These functions permit us to write the equations as a system of nonlinear conservation laws with source terms,
Equivalently, we can write (15) as
The functions F j and K are rather complicated nonlinear functions. In Appendix A.1 they are given for the cases N = 1, 2. Since the angles θ k remain unaffected when u is scaled by a constant, all F j and K are homogeneous of degree one, F j (αu) = αF j (u), K(αu, η x , η y ) = αK(u, η x , η y ) for all α ∈ R. The source term K always vanishes for constant η.
Properties of the flux functions
In this section we analyze the flux functions and source
In order for them to be well defined we must restrict their domain to the case when there are no rays meeting head-on. With this restriction they are also continuous. We have Theorem 2.1. Let F 0 be the function in (13) and let F 0 |U N be its restriction to the domain 
where h : S → R is continuous.
Since F 1 , F 2 and K are all of the form (16) we have: Corollary 2.2. Let F j and K be the functions in (13, 14) and let F 0 |U N and M N be as in Theorem 2.1. Then the functions
are well defined and depend continuously on m ∈ M N . Remark 2.3. If we do not restrict F 0 to U N the result is false. Take for instance u = (−1 0 1 0) T andũ = 2u for N = 2 so that F 0 (u) = F 0 (ũ) = 0, but F 1 (ũ) = 2F 1 (u) = 0. Furthermore, with a different choice of moment equations the result does not necessarily hold either. For instance, if instead of (11) we use the equations for 
Proof of Theorem 2.1
It will be convenient to work with complex versions of our variables and we start by introducing the isometry
Set w = (w 1 , . . . , w N ) T := Au and z k := cos θ k + i sin θ k ,
so that w k = g k z k . Furthermore, define the continuous mapping Q : C N → C N ,
To relate w to m via this function, we use the trigonometric identity
where B = {b k } ∈ R N ×N is a lower triangular matrix with b k equal to the (2 −1)th coefficient of the (2k−1)th degree Chebyshev polynomial, for k ≤ . The matrix is non-singular since b kk = 4 k−1 > 0. From the definition of Q and the identity (18) it then follows that
where we also recall that F 0 (u) = m. Before continuing we show the following lemma. (17) . If N ≤ 2N then z k ∈ C N are linearly independent over R if and only if
Proof. The necessity is obvious. To show that (20) is a sufficient condition, we only need to consider the case N = 2N , since we can always find 2N − N additional z k such that (20) still holds if N < 2N . Suppose therefore that {z k } 2N k=1 are linearly dependent over R, and that (20) is true. Then the real matrix
is singular and we can find a vector β = (β 1 , . . . , β 2N ) T = 0 such that A T β = 0. Using the fact that |z k | = 1 andz k = 1/z k , this implies
But since the degree of P β is at most 2N − 1, regardless of β, it cannot have 2N distinct zeros if β = 0. Therefore, there must exist k, such that z 2 k = z 2 , a contradiction. Letm(w) := m(A −1 w) and letQ be the restriction of Q to AU N . We now want to prove thatm •Q −1 is well defined onQ(AU N ) and we do this by showing thatQ •m −1 is injective onm(AU N ). Let w,w ∈ AU N be such thatQ(w) =Q(w). We need to show thatm(w) =m(w) and we use the variables introduced in (17). A tilde indicates that a variable relates tow. Let N andÑ respectively be the number of distinct z k and z k with g k ,g k > 0. Without loss of generality we order the variables such that z j = . . . = z j+1−1 , with 1 = 1 < . . . < N +1 = N + 1, and similar for {z k }. With this notation we get
The sets of numbers {z j } N j=1 and {z˜ j }Ñ j=1 both satisfy (20) , because w,w ∈ AU N . Therefore, since N +Ñ ≤ 2N , there must exist j and k such that z 2 j =z 2 k by Lemma 2.4. By induction it follows that N =Ñ and, possibly after some reordering,
But g k ,g k are positive, and we can conclude that s j = 1 for all j. Thus, w andw are identical up to permutations and to the individual g k values. We now applym to them.
Hence,m •Q −1 is well-defined on its domain of definition. Now, (19) and the fact that
The continuity follows by approximating U N by compact sets, and using the following lemma from elementary analysis, which we do not prove.
Lemma 2.5. Let U be a compact metric space and f, g two continuous functions on U . Suppose f :
Analysis of the conservation laws
In [14, 15] it was shown that the general system (15) is nonstrictly hyperbolic for all states u and N . The systems are thus not well-posed in the strong sense, and they are more sensitive to perturbations than strictly hyperbolic systems. The Jacobian has a Jordan type degeneracy and there will never be more than N linearly independent eigenvectors for the 2N × 2N system. For a general study of this type of degenerate systems of conservation laws, see [36] .
A distinguishing feature of the system (15) is that it typically has measure solutions of delta function type, even for smooth and compactly supported initial data. These appear when the physically correct solution passes outside the class of solutions that the system (15) describes. If initial data dictates a physical solution with M phases for t > T , the system (15) with N < M phases will have a measure solution for t > T .
For smooth solutions, (15) with N phases is equivalent to N pairs of eikonal and transport equations (3, 4) if the variables are identified as
see [14] . The pair (3, 4) form a nonstrictly hyperbolic system, just like (15), with the same eigenvalue. Where wave fields meet, the viscosity solution of (3) is in general discontinuous. Because of the term ∆φ in the source term of (4), the first amplitude coefficient A 0 has a concentration of mass at these points. Hence, the two different formulations are similar also in this respect. There is a close relationship between (15) with N = 1 and η ≡ 1,
and the equations of pressureless gases,
In fact, the steady state version of (21) is precisely (22) if we identify ρ = g cos 2 θ and u = tan θ. Moreover, the one-dimensional version of (21) corresponds to (22) with relativistic effects added if we identify ρ = g sin θ and u = cos θ. In the context of non-relativistic pressureless gases this problem was addressed by Bouchut [5] and later Brenier and Grenier [9, 19] , and E et al. [12] , who independently proved global existence of measure solutions to (22) . The uniqueness question was settled in [7] . For linear transport equations related results have been obtained by Bouchut and James [6] and Poupaud and Rascle [29] . The questions of existence and uniqueness for (21) and its one-dimensional version are still open. Figure 1 . The Riemann problem, with Hugoniot loci for the left and right states in phase space and the two different types of discontinuities in (t, x) space.
The Riemann problem
Since standard numerical schemes are based on solving one-dimensional Riemann problems [24] , we consider this problem for (21),
At a discontinuity the conservation form gives the Rankine-Hugoniot jump condition,
where s represents the propagation speed of the discontinuity. Since f (u) = cos θu, the jump condition (24) simplifies to cos θ u − cos θ r u r = s(u − u r ).
The states to which a given non-zero state u can connect with a discontinuity, i.e. its Hugoniot locus, is simply αu for α ∈ R, with speed of propagation s = cos θ when α ≥ 0 and s = cos θ (1 + α)/(1 − α) for α < 0. It follows that, unless they are parallel, two non-zero states u and u r can only be connected via the intermediate state u m = 0. There will be two types of discontinuities. If cos θ < cos θ r , the solution with u m = 0, satisfies the Lax entropy condition (the left discontinuity moves slower than the right one). The states' Hugoniot loci and the solution for this type of discontinuity is illustrated in Figure 1a . If cos θ > cos θ r , on the other hand, we do not have a solution in the usual weak sense. This situation corresponds to two meeting wave fields. Formally, however, u m = tũ m δ(x − st) is a weak solution to the conservation law with this initial data. The conservation form gives a slightly modified jump condition,
with the propagation speed s = cosθ m . This construction, a delta function solution to the Riemann problem leading to a modified Rankine-Hugoniot condition, is found also in [36] for more general equations. It is easily verified that u itself is an eigenvector of the Jacobian of f and that the Jacobian has a double eigenvalue equaling cos θ. Therefore, the Hugoniot locus will coincide with the integral curves of the system's characteristic fields and, since cos θ remains constant along the curves, the fields are linearly degenerate. From this we conclude that the first type of discontinuity is a linear, contact discontinuity; characteristics run parallel to the discontinuity. The linear degeneracy also excludes the possibility of rarefaction wave solutions. The second type of discontinuity will always have two characteristics incident to the discontinuity at each side, because of the double eigenvalue. These discontinuities are thus of overcompressive shock type. The two different discontinuities, plotted in (t, x)-space, are shown in Figures 1b and 1c.
Entropy
For the analysis of (21) it would be useful to find a strictly convex entropy pair for the one-dimensional system. This is, however, not possible since the system is nonstrictly hyperbolic. There do however exist nonstrictly convex entropy pairs, which can be characterized as follows.
if and only if U is of the form
Proof. We must show that there exists F ∈ C 2 such that that ∇U df du = ∇F , which is equivalent to the condition
The determinant of the Hessian matrix of U then equals −h 2 (θ) 2 /g 4 . Since U is convex, this must be nonnegative, showing that h 2 = const . With this restriction, we finally compute the eigenvalues of the Hessian, which turn out to be λ 1 = 0 and
This proves the theorem.
Superposition
The multiple phase systems possess a finite superposition principle in the sense that a sum of N solutions to the single phase system, is a solution to the N -phase system. This follows from a trivial computation if the solutions are smooth. Physical solutions can, however, well have discontinuities in g. On the other hand, a discontinuous θ would typically not be physical, generating a delta shock type solution, as seen in Section 2.2.1. In fact, if we introduce weak solutions we can for instance show that a sufficient condition for the superposition principle to hold is just that g is bounded and that θ is continuous and has locally bounded variation.
are N weak solutions to the homogeneous single phase system (21) 
Moreover, suppose that for each k and each point in (0, ∞) × R 2 , there is an open neighborhood on which we can define a continuous function θ k (t, x) with locally bounded variation such that u k = |u k |(cos θ k , sin θ k ) T on that neighborhood. Then u = (u 1 , . . . , u N ) T is a weak solution to the homogeneous N -phase system (15) in the same sense as (26) .
Proof. We start by showing that if v = (v 1 , v 2 ) T is a weak solution to (21) in the sense of Theorem 2.7, then m i,0 and m 0,i , with i > 1, are weak solutions in the same sense to the corresponding moment equations, under the given hypotheses. Take φ ∈ C 1 c ((0, ∞) × R 2 ) and assume without loss of generality that θ is continuous and that v = g(cos θ, sin θ) T on supp φ. (We can always obtain such a θ after a partition of unity.
We observe that φ t cos i θ = (ψ s ) t cos θ + (ψ c ) t sin θ , and similar for the partial derivatives with respect to x and y. Also, m i,0 = g cos i θ on the support of φ. This shows that, for all ,
where a superscripted denotes that a function depends on θ instead of θ. The first term of the right-hand side tends to zero by the dominated convergence theorem. Since θ ∈ BV loc the expression ||φ∂ t θ || L 1 is bounded independently of , and therefore t≥0
by the continuity of θ. Using the same argument for the remaining terms, we arrive at
and v is a weak solution, so by letting → 0 we see that (28) in fact equals zero. After replacing cos i−1 θ with sin i−1 θ in (27) we get the same result for m 0,i . We can now conclude that with m k
The same is true for m k 0,2 −1 . But these are just the componentwise statements of
Of course some of the u k solutions in Theorem 2.7 can be identically zero, so that in particular a weak solution of the single phase system is also a solution of the N -phase system, under the above assumptions.
Closure with Heaviside functions
We will now consider a different way to close (8) . We discard the amplitude information carried by g k used in Section 2 and only solve it for the θ k . In this way we get fewer and less singular equations. The "correct" values of the unknowns θ k are, however, not well defined when the physically motivated amplitude is zero. In particular, this is the case at time t = 0 for the typical initial value problem with sources given through boundary values (like the problems in Section 4). In order to reduce the initialization problem we will therefore only consider steady state solutions to (8) where no rays go in the negative x-direction. The equations can then be "time-stepped" in the positive x-direction and data only need to be given on the line x = 0. In other words, we put an additional restriction on f that f (t, x, p) = 0 when p · e x ≤ 0 where e x is the unit vector in the x-direction. We then consider density functions of the form
with the convention that −π/2 < θ 1 ≤ . . . ≤ θ N < π/2. For the time being we will assume that N is even. The general formula for the moments follows directly from (29) together with (7)
For fixed (t, x), the density function f is supported by a set of intervals on the sphere {|p| = η}. The intervals correspond to fans of rays whose edges are given by the unknown angles θ k . The transport equation (6) governs the propagation of all these rays, and in particular the rays at the edges, which will propagate just like ordinary rays as long as f stays of the form (29) . The values of the N angles θ k will then coincide with those of a problem with N rays crossing at each point, as long as the assumption (29) 
Next, we introduce the new variables,
By evaluating the integrals in (30) we then get
Although these expressions were derived for even N , we will in fact use them to define the moments also for odd N . See below for a motivation of this. In the subsequent analysis it will be convenient to use an alternative, equivalent, expression for the moments. We let
Then, if |u k | ≤ L < 1, we can express the moments as
where ·, · denotes the standard inner product on L 2 [−L, L]. Like in Section 2 we collect the moments in a vector, m = (m 10 , . . . , m 1,N −1 ) T . We define the function F 1 by F 1 (u) = m together with (33) or (34) , and similarly for F 2 and K. We can then finally write (31) as
or, in terms of m,
The functions F j and K are again rather complicated nonlinear functions. See Appendix A.2 for their precise form when N = 1, 2, 3. If u k < u k+1 for all k, we can compute the gradient of m 0, (m) explicitly,
Here
(nonsingular by the assumption on u), and
By using (36) we get an expression for the Jacobian of
We see that this system is strictly hyperbolic as long as θ k = θ for all k, . The theory for the system is standard and we will not further discuss its structure. We just note that since tan θ → ∞ when |θ| → π/2 or |u| → 1 the Jacobian will blow up at these points. This is expected by the assumption that the equation can be time-stepped in the x-direction. It remains to motivate the moment equations when N is odd. For this case, let (u 1 , . . . , u N +1 ) T be the solution to the, well defined, equations with N + 1 phases. By making the change of variables u = φy |∇φ| in (3) when φ is smooth, we get the scalar conservation law
for the steady state solution. Assume now that there is a solution u * to (37), such that u * (x, y) > u N (x, y) for all (x, y) and all solutions u N that we are interested in. For sufficiently smooth solutions (see Th. 3.1) the superposition principle is valid and we can substitute the fixed u * for u N +1 and the N + 1 equations are still satisfied. We can therefore reduce the N + 1 equations to only N equations with N unknowns. For example, in the homogeneous case when η = const., we can take u * ≡ 1. In practice the reduction amounts to simply doing what we mentioned above: use the expression of the moments in (33) also when N is odd. We close this section by establishing the same superposition principle as for the delta equations in Section 2. (35) with N = 1 in the sense of Theorem 2.7, and η ∈ C 1 . If u k are continuous functions with locally bounded variation, then u = (u 1 , . . . , u M ) T is a weak solution to (35) with N = M in the same sense.
The proof is essentially the same as for Theorem 2.7 and we leave it out.
Remark 3.2. The kinetic version of (37) is
If we dictate that f = 0 whenever |v| > η(x) and treat this equation according to the method in [8] , we arrive at exactly the same moment equations as those in (31).
Properties of the flux function
We will here show that the functions
are well defined and regular on their domains of definition. The results will be given for a slightly more general class of functions than those in (38). We start by introducing some notation. For a closed interval I ⊂ R, let F N (I) ⊂ L 1 (I) be defined by
Note that these functions correspond to the functionf in Section 3. For simplicity we drop the tilde in this section. Also introduce the (compact) set of attainable moments, M N ⊂ R N ,
where · , · is the L 2 inner product on I. In [8] it was shown that if I = [0, ∞), the mapping m(f ) is one-to-one and functions of the type m −1 (m), ψ are continuous on M N [0, L] ⊂ M N (I) for each 0 < L < ∞, when ψ has a strictly positive and bounded N th distributional derivative. This type of functions were identified as entropies for the moment system in [8] . We consider the compact interval I = [−L, L], with also negative velocities, and show a slightly more complete regularity result for a larger class of ψ, including the regularity of (38). Let P n be the space of polynomials of degree at most n and let C 0,α be the set of Hölder continuous functions of exponent α with 0 < α ≤ 1. In general J ψ is Hölder continuous, but not continuously differentiable, as seen in:
is well defined. If ψ ∈ L p (I), 1 ≤ p ≤ ∞ then J ψ ∈ C 0, p−1 pN (M N (I)) (and C 0 for p = 1 and C 0,1/N for p = ∞).
. If N > 1 and ψ ∈ C 0 (I), then ∇J ψ is continuous almost everywhere, but it is discontinuous at m = 0, unless ψ ∈ P N −1 (I). If ψ ∈ P N −1 (I) then J ψ ∈ C ∞ (M N (I)).
When |u k | ≤ L < 1 it follows from (34) that, up to a constant, each element of the flux function is of the form (39) with ψ = u / √ 1 − u 2 . The source function K is of a similar form. Hence, we have: Without loss of generality we prove the theorem for L = 1. In the proof we will use the coefficient mapping C : P n−1 → C n ,
The cases N = 1 and ψ ∈ P N −1 are trivial. For the remaining cases we need the following two lemmas. 
The general case (40) follows by induction, and by approximating h with continuous functions. The sharpness of (40) is shown by taking h constant. There is a constant C only depending on n and N such that
Proof. Let f 1 be defined by the points {u k } and assume without loss of generality that f 2 (u) = 0 for u ≤ u 1 , so that (f 1 − f 2 )P N ≥ 0. For some increasing sequence of points {a j } and signs s j ∈ {−1, 1}, we can write
Therefore,
withs j ∈ {−1, 1} ands j P n ≥ 0 in the interval. Let n j be the largest non-negative number such that u nj+n ≤ a 2j−1 , or 0 if no such number exist. Since P n is bounded in [−1, 1] independently of {u k } we can use Lemma 3.5
and show that (42) is bounded by
which proves the lemma.
Lemma 3.6 assures that m is one-to-one and, consequently, that J ψ is well defined on M N (I). When ψ ∈ L 1 , let m n → m ∈ M N . By Lemma 3.6 the corresponding f n → f in L 1 and hence a subsequence f nj → f a.e. By the dominated convergence theorem J ψ (m nj ) → J ψ (m), which remains true for m n since |f n | ≤ 1. When ψ ∈ L p (I) and 1 < p ≤ ∞, let q = p/(p − 1) for p < ∞ and q = 1 for p = ∞. Then
by Hölder's inequality and taking n = 1 in Lemma 3.6. Next, assume that ψ ∈ C M (I) and 1 ≤ M < N. Take f 1 , f 2 ∈ F N (I). Let f 1 be defined by the points {u k } and assume as above without loss of generality that f 2 (u) = 0 for u ≤ u 1 . Furthermore, let Q be the unique polynomial in P M−1 (I) which interpolates ψ at the points {u k } M+1 k=2 . (If n points coincide, the first n − 1 derivatives of Q and ψ should also agree at this point.) Then from standard results in approximation theory the error term in the interpolation has the form
with P M+1 as in (41). Moreover, |CQ| is bounded by the max norm of ψ and its first M − 1 derivatives. Using also Lemma 3.6 and the boundedness of m, we get for m 1 = m(f 1 ) and m 2 = m(f 2 ),
Finally, consider the compact set U = u ∈ R N u k ≤ u k+1 − , u k ∈ I for > 0. Let g be the natural map from U to F N , so that F N = g(U 0 ), and set M N = m(g(U )). Since g is continuous and injective on g(U ) when > 0, the inverse map g −1 • m −1 : M N → U is well defined and continuous by Lemma 3.6. As in (36) the gradient of J ψ on M N is explicitly given by ∇ m J ψ (m) = V −1 (u)Θ(u) for m = m(g(u)), with the same V as in (36) and Θ = {ψ(u k )} ∈ R N . Both V −1 and Θ are continuous on U , when ψ is continuous. Since we can take arbitrarily small , this shows the continuity of ∇J ψ (m) almost everywhere. It also implies ∇J ψ (m) = CP * , where P * is the unique polynomial in P N −1 (I) that interpolates ψ at all the points u = {u k } N k=1 , given by
Here [ · ] denotes divided differences. To show that ∇J ψ (m) is not continuous at m = 0 when N is even, let u n = {u n k } be a sequence such that u n k → a ∈ I for all k. Then f n := g(u n ) → 0 a.e. and consequently m n := m(f n ) → 0. From (43) we deduce that (∇ m J ψ (m n )) N = ψ[u n 1 , . . . , u n N ]. The limit of this as n → ∞ either does not exist, depends on the specific sequence or tends to ψ (N −1) (a)/(N −1)! by results in approximation theory. If ψ ∈ P N −1 its (N − 1)th derivative is not constant, and since a was arbitrary, ∇J ψ is discontinuous at zero in all cases. When N is odd we use the same sequence {u n k } except that we let u n N → 0 so that m n → 0 as before. One can then show that 0 = ∂ a ψ(0) = ∂ a (lim n→∞ P * (u n N )) implies that lim n→∞ (∇ m J ψ (m n )) N is again independent of a only if ψ ∈ P N −1 .
Numerical results
In this section we show results of applying the equations derived in Sections 2 and 3 to a number of different test problems. We consider both homogeneous (η ≡ 1) and inhomogeneous (η = η(x)) media and use closures corresponding to N = 1, 2, 3 crossing rays at each point. The equations closed with delta functions, (15) , are set in two-dimensional space while the Heaviside equations, (35) , are reduced to a one-dimensional space by treating x as a time-like variable. As a shorthand we will refer to the equations as the δ-and the H-equations.
As we remarked in Section 2.2 the δ-equations (15) are nonstrictly hyperbolic with linearly degenerate fields. This is reflected in their sensitivity to numerical treatment. It was shown in [14, 15] that even for smooth problems some standard numerical methods such as the Godunov scheme and the Nessyahu-Tadmor scheme with dimensional splitting converge poorly in L 1 and may fail to converge in L ∞ . In the Godunov case this could be explained by the solution of the Riemann problem (23) . In [20] it was shown that with a genuinely two-dimensional version of Nessyahu-Tadmor the expected second order convergence rate is obtained for smooth problems. This was confirmed in [30] , where it was also demonstrated that a splitted version of Lax-Friedrichs had bad convergence properties. It appears that the dimensional splitting aggravates the numerical errors, although for the Godunov scheme, it was observed in [17] , the same type of failure to converge in L ∞ can also occur in the much simpler case of a linear one-dimensional equation with variable coefficients.
Another difficulty for the δ-equations is to evaluate the flux functions F 1 • F −1 0 and F 2 • F −1 0 . In both cases it is necessary to solve a nonlinear system of equations
for each time step, at each grid point. Solving (44) can be difficult. An iterative solver must be used when N > 2, which is expensive and requires good initial values. In general, the Jacobian of F 0 is singular at some points in the computational domain. This happens when two rays are parallel. For iterative methods that use the Jacobian, this is a problem. When N = 1, 2 we have found an analytical way to invert F 0 , see Appendix B.1. Furthermore, (44) may not have a solution. Although, for the exact solution of the PDE, (44) should always be satisfied, truncation errors in the numerical scheme may have perturbed the solution so that m is not in M N , the range of F 0 . We use the least squares solution of (44) when m ∈ M N . The H-equations (35) are strictly hyperbolic and numerical schemes are not as sensitive as for the δ-equations. The evaluation of the flux functions is also easier, since it can be reduced to solving polynomial equations of low degree, see Appendix B.2. By accepting also complex roots of those polynomial equations, M N the domain of definition of the flux function can be continuously extended, avoiding most problems when (44) does not have a solution.
The difficulties with the H-equations are of a different type. When the number of physically relevant phases is less than the number of phases supported by the system we must still give initial data for the nonexistent phases. In the delta case a near zero value can be given. (It is practical though not to use exactly zero since the flux functions have a weak singularity at zero.) Alternatively, the phase can be initialized to the same as another, physically relevant, phase. In the Heaviside case this is not as easy. The fictitious phases can obviously not be set to zero. Moreover, they cannot be set to the same as another phase. That would eliminate them from the equations. For instance, suppose there is only one relevant phase and a system with an even N > 1 is solved. If all fictitious phases were initialized at x = 0 to the same as the relevant phase, we would get m ij (0, y) = 0 for all i, j and the system would hence only give the trivial solution. If N had been odd the system would have been reduced to the N = 1 case. Instead, the non-physical phases must be initialized to some other values. The solution can be sensitive to the right choice.
The main purpose of this section is to study the behavior of the exact solution to the PDEs, rather than their numerical properties. Therefore, in order to avoid problems with numerical artifacts we have used the Lax-Friedrichs method. Although only first order accurate, it has proved to be the most robust and predictable method for these equations. For the numerical methods we will use the following notation. Space and time is discretized uniformly with step sizes ∆x, ∆y and ∆t. The grid functions U n j (1D) and U n ij (2D) approximates the exact solutions,
where u are the variables introduced in (12) and (32) respectively. To measure the error of the computations we use the discrete L 1 -and L ∞ -norms, defined as
.
In the computations we typically apply the exact solution as a Dirichlet boundary condition on the line x = 0. Where nothing else is said we use simple extrapolation, U n+1,j = U nj , etc. on the remaining boundaries. More detailed specifications of parameters used is listed in Table 1 . For a more complete numerical study, see [30] .
Homogeneous problems

Three point sources
We begin with a problem with three point sources located at coordinates s 1 = (−0.5, 0.5), s 2 = (−0.5, 1.0). and s 3 = (−0.5, 1.5). The exact solutions are w k (t, Figure 2 shows the solution at t = 1.0 of the δ-equations with N = 1, 2, 3. For the N = 3 system, the exact solution was given at x = 0. For the N = 2 system, the first two arriving waves were given at x = 0, i.e. Finally, for the N = 1 system, the first arriving wave was given at x = 0,
As expected, the N = 3 system is the only one solving this problem correctly. Delta functions appear in the solutions of the N = 1, 2 systems. Note that the N = 2 system, somewhat surprisingly, gives the waves of the outer two sources (k = 1, 3) in the area along the line y = 1, cf. Figure 2e .
Simple caustic
In this problem we give data at x = 0 such that a caustic forms, g(0, y) = 1, sin θ(0, y) = − sin 2θ(y), y > 1, 0, y≤ 1, sinθ(y) = y − 1 (y − 1) 2 + 4 cos 2 π 5 · The exact ray traced solution is shown in Figure 3c . Although the rays concentrate along the caustic, there are at most two crossing rays at each spatial point.
The solution was computed in the square [0, 2] × [0, 2] for the δ-equations with N = 1, 2 and the H-equations with N = 2. For the H-equations, initial data for θ 1 was as above, and θ 2 (0, y) = θ 1 (0, 2). In Figure 3 the result is shown. At this level of resolution the δ-equations with N = 2 does not manage to capture the second phase just after the caustic. Away from the caustic, at x > 1.8 it gives a better solution, though. The H-equations with N = 2, on the other hand, computes both phases accurately also close to the caustic.
For the H-equations we have made a convergence study. The solution is sampled before (x = 0.2), inside (x = 0.55) and just after (x = 1.0) the caustic for different grid sizes. To measure the error against the exact solution, which can be multivalued, we let (u ex (x, s), y(x, s)) with s ∈ [0, 1] be the parameterized exact solution at x = n∆x. The discrete L 1 -norm of the error, in the sense
is tabulated in Table 2 . We obtain full first order convergence rate before and inside the caustic. After the caustic the solution of the conservation law has a discontinuity at y = 1, cf. Figure 3f , and the convergence rate drops to one half, which is the expected rate for discontinuous solutions. 
Focus
We consider data at x = 0 that generates a clean focus at coordinates (1, 1), tan θ(0, y) = 1 − y, g(0, y) = 1 1 + 4y 2 · This is a difficult problem and none of the equations manages to solve it correctly. Although, almost everywhere, there is only one phase in the exact solution, the focus point formally contains an infinite number of phases.
We show the solution in the square [0, 2] × [0, 2] for the δ-equations with N = 1 in Figure 4 . The behavior of these equations can be explained by their relationship to the pressureless gas equations (22) mentioned in Section 2.2. On a discrete level (22) describes the so-called sticky particle dynamics. This signifies particles that move with constant speed until they collide. Colliding particles stick together and form a new particle with mass and velocity given by the conservation of mass and momentum. The focus point can be seen as a point where an infinite number of particles collide. The result is that all particles stick together, yielding the mass concentration, and move from the collision point along a line determined by their total momentum in the y-direction. The total momentum is given by the amplitude distribution of the injected wave, at x = 0. Incidentally, this shows that the conservation of mass and momentum produces a solution that in general does not agree with the viscosity solution for the corresponding eikonal equation, in which the line of discontinuity in the phase would have been y = 1 regardless of the amplitude.
Inhomogeneous problems
Interface
This test problem uses an index of refraction that models a slightly tilted interface, In the first test we used two waves with angles θ 1 = π/4, θ 2 = −π/6 and g 1 (0, y) = g 2 (0, y) = 1. The solution of the δ-system with N = 2 is shown in Figure 5a . Next, we add a third wave with angle θ 3 = π/8 and solve the H-system with N = 3, see Figure 5b .
The exact solutions of these problems are given by Snell's law, η sin θ = η r sin θ r , η g cos θ = η r g r cos θ r .
The indices indicates the value to the left ( ) and right (r) of the interface. We study how the computed solutions converge to this solution when we refine the mesh. In the delta case we sample the solution at time t = 5.0 and x = 2. To avoid boundary effects we only look at the interval 1.5 ≤ y ≤ 2 for the first wave and 0 ≤ y ≤ 0.5 for the second. The errors in these intervals are given in Table 3 . The tabulated errors are the the sum of the discrete L 1 -norms of the errors in the components u k , and the total discrete L ∞ -norm of the component errors. The Heaviside case was treated the same way, only that the solution was sampled at x = 1.75 and that we took the solution in the interval 0.5 ≤ y ≤ 1.5 for all three waves. The errors, computed as in the delta case, are also shown in Table 3 . In both cases we obtain the expected first order convergence rate.
Wedge
In this test problem a plane wave, injected at x = 0 with θ(0, y) = 0 and g(0, y) = 2, is refracted by a smooth wedge, modeled by the index of refraction η(x, y) = 1.5 − 1 π arctan(20((y − 1) 2 − 0.3(x − 0.5))).
When it is refracted in the interface a second and third phase appear. A caustic develops around the point (1, 1) , fanning out to the right, see Figure 6c . We have computed the solution in the square [0, 2] × [0, 2] for the δ-equations with N = 1, 2 and the H-equations with N = 2, 3. In the Heaviside case, initial data was θ 3 (0, y) = π 4 H(y), θ 1 = θ 2 − π/4 and θ 2 = 3 4 (θ 1 + θ 2 ). Different aspects of the solutions are shown in Figure 6 and Figure 7 . The δ-equations with N = 1 only captures one of the phases as expected. The N = 2 system captures quite well both the second phase and the caustic. The existence of a third phase does not have a markedly adverse effect on the solution, presumably because it carries little energy. In contrast, the H-equations, which do not include the amplitude, cannot correctly capture the second phase when N = 2. However, when N = 3 all three phases are captured. 
Convex lens
In this last test problem a plane wave is sent through a smooth convex lens, given by the index of refraction This problem was taken from [13] . As in the previous problem the δ-and H-equations were solved in the square [0, 2] × [0, 2]. The same initial data as in the Wedge problem above was used. Figure 8 shows various features of the solutions. In this problem the exact solution develops up to five phases in the focus area around (1, 1) and settles with three phases behind this point. None of the equations manages to capture fully all three phases, although in general the higher N the better they perform. Next, we define the new unknown φ by g 1 = (a + b cos φ)/2 and use the relationship b 2 = g 2 1 + g 2 2 + 2g 1 g 2 cos β, obtained by squaring and summing the two leftmost equations in (46). After setting a 2 = b 2 + c 2 , we arrive at an equation of the form For N = 3, . . . , 6 the solutions are given by solving two polynomial equations of degree N/2, when N is even, and of degree (N +1)/2 and (N − 1)/2 when N is odd. The coefficients of the polynomials are rational functions of the moments (m 10 , . . . , m 1,N −1 ). We conjecture this holds for all N .
