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Abstract
Traditional steady-state rendering assumes that the light transport has already reached equilibrium. In
contrast, time-of-flight rendering removes this assumption and recovers the pattern of light at extremely high
temporal resolutions. This novel rendering modality not only provides a way to visualize the propagation
of light, but can also empower the advances in time-of-flight imaging and its corresponding applications.
Building on previous work in steady-state volumetric rendering, this thesis introduces a framework for
deriving novel Monte Carlo estimators for rendering time-of-flight rendering images in participating
media. Conceptually, our method starts with any steady-state photon primitive, like a photon plane or
parallelepiped, and slices it with a temporal wavefront, producing a primitive of one dimension lower.
We show how these sliced photon primitives arise by analytically integrating four dimensions in a spatiotemporal extended path space formulation. The differences in these primitives reduce to the determinant
of a 4 × 4 Jacobian matrix, which results in different strengths and weaknesses. We then demonstrate the
possibility of combining their strengths using multiple importance sampling. Finally, we implemented
several of the new estimators enabled by our theory and compared them with existing techniques.
Our new theory holds great potential in supporting the design of more efficient estimators for volumetric
time-gated rendering, and can thus benefit a wide range of corresponding imaging applications, such as
providing cheap yet realistic training data for machine learning algorithms that reconstruct objects through
highly scattering media, and allowing researchers to optimize new time-of-flight imaging systems virtually.
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Introduction

1

The emergence of time-of-flight imaging has shown transformative potential in many fields. Time-of-flight imaging removes the assumption
in traditional imaging that the light transport has reached equilibrium,
and records light transport in a time-resolved manner. Disambiguating
light paths in such way enables many exciting imaging applications.
One of the key applications is sensing through media, for non-invasive
imaging through human tissue [3], art inspection [4], autonomous
driving in foggy conditions [5], or object reconstruction in highly
scattering environments [6].
This thesis focuses on efficiently simulating time-of-flight imaging in
such scenes with participating media. This is because advances in such
rendering techniques can greatly expedite the corresponding advances
in imaging technologies. Efficient and accurate simulation of such new
imaging modalities holds great potential to:
1. help researchers iterate on new imaging systems virtually,
2. serve as a benchmark or a forward model in algorithms based

Figure 1.1: Time-of-flight imaging visualizes how light propagates through a
plastic bottle. [1, 2]

on optimization,
[3]: Han et al. (2000), ‘Time-Domain Tran-

3. provide cheap yet realistic training data for data-hungry deepsillumination of Biological Tissues with

learning algorithms using time-of-flight images so these algorithms can perform better in related computer vision tasks.

Terahertz Pulses’
[4]: Abraham et al. (2010), ‘Non-Invasive
Investigation of Art Paintings by Tera-

The photon mapping algorithm [7] and its progressive form [8] have

hertz Imaging’

proved to be quite efficient for steady-state volumetric rendering since

[5]: Satat et al. (2018), ‘Towards photog-

they allow path reuse across neighboring pixels within a blur kernel.

raphy through realistic fog’
[6]: Heide et al. (2014), ‘Imaging in Scat-

Recent techniques show that it is possible to accelerate this algorithm
tering Media Using Correlation Image

even more by extending the photon points used there into higher

Sensors and Sparse Convolutional Cod-

dimension primitives, such as photon surfaces and photon volumes

ing’

[9, 10]. (Sec. 2.3 provides a brief overview.) These techniques are able

[7]: Jensen et al. (1998), ‘Efficient Simulation of Light Transport in Scenes with

to accelerate the rendering even more because a) higher dimensions
Participating Media Using Photon Maps’

primitives tend to cover more pixels in screen space so paths are reused
[8]: Knaus et al. (2011), ‘Progressive Pho-

more efficiently, and b) the strengths of different primitives can be

ton Mapping’

combined using the multiple importance sampling [11] technique.

[9]: Deng et al. (2019), ‘Photon Surfaces
for Robust, Unbiased Volumetric Density

This thesis attempts to accelerate time-of-flight volumetric rendering

Estimation’

using a similar approach. To derive the time-of-flight counterpart

[10]: Bitterli et al. (2017), ‘Beyond Points

of those higher dimension primitives, we first express the problem

and Beams’
[11]: Veach et al. (1995), ‘Optimally Com-

in a novel spatio-temporal extended path space, and translates timebining Sampling Techniques for Monte

of-flight rendering into a 4D path connection problem.

1

A simple

Carlo Rendering’

framework based on this formulation then allows us to derive a new

1: See Chapter 3.
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family of spatio-temporal photon density estimators which we call
sliced photon primitives, since geometrically they are formed by slicing
a steady-state photon primitive with temporal wavefronts. 2

2: See Chapter 4.

Our framework not only unifies previous work in time-of-flight rendering based on points and beams [12, 13], but can also produce novel

[12]: Jarabo et al. (2014), ‘A Framework

estimators able to simulate delta time-gated volumetric transport with-

for Transient Rendering’
[13]: Marco et al. (2019), ‘Progressive Tran-

out bias, and ones performing better in multiple-bounce scenarios. We
sient Photon Beams’

also show how to combine the unbiased estimators enabled by our
theory using multiple importance sampling 3 .

3: See Sec. 4.6.

Finally, we demonstrate the practicality of our framework by implementing a selection of our new estimators in two prototype renderers,
one mainly utilizes the GPU and the other purely uses the CPU. 4 The

4: See Chapter 5.

performance of our selected estimators are also compared against a previous state-of-the-art method. 5 The comparison reveals the strengths

5: See Chapter 6.

and weaknesses of our selected estimators and provides directions for
future improvements. 6

6: See Chapter 7.

2

Preliminaries and Related Work

2

In this chapter, we will first introduce how to describe the steady-state
volumetric rendering problem using the path integral presented by
Veach [14]. This formulation will serve as the foundation of our spatio-

[14]: Veach (1997), ‘Robust Monte Carlo

temporal path integral framework described in Sec. 3.2 as we start

Methods for Light Transport Simulation’

considering the temporal component. Then, we will discuss rendering
in a time-resolved manner, focusing on previous mathematical formulations and algorithms for time-of-flight rendering. Finally, since our
methodology is closely related to the photon primitives framework
[9], we will give a brief overview of how to derive an estimator for

[9]: Deng et al. (2019), ‘Photon Surfaces

steady-state volumetric rendering using their approach.

for Robust, Unbiased Volumetric Density
Estimation’

2.1 Mathematical Foundations of Volumetric
Light Transport
2.1.1 Participating Media
For modeling light transport in volumes such as fog and human tissues,
the most obvious way is probably to calculate the light interaction with
each individual particle in that volume. However, the complexity of
this approach is often prohibitively high since a small volume may
contain an extremely high amount of particles.
Thus, rendering practitioners often adopt a statistical approach instead:
the light interaction inside a participating medium is modeled using a

(a) Fog scatters light from streetlights at

scattering coefficient 𝜎𝑠 and an absorption coefficient 𝜎 𝑎 , which give

night.

the probability of light being scattered or absorbed in a differential
beam segment, respectively. The sum of these two coefficients is called
the extinction coefficient 𝜎𝑡 , which gives the total loss of light radiance
d𝐿(x , 𝜔) in a differential beam of light d𝑡 due to out-scattering and
absorption:
d𝐿(x , 𝜔) = −𝜎𝑡 (x)𝐿(x , 𝜔) d𝑡.

(2.1)

If the volume is homogeneous (all the coefficients are spatially invari(b) Human skin scatters incoming light

ant), we can solve Equation 2.1 easily and write the ratio of surviving
and absorbs light in some wavelengths.

light after traveling distance 𝑡 as:

Photo courtesy of Davepoo2014 [15].

𝐿𝑡
= 𝑇𝑟 (𝑡) = e−𝜎𝑡 𝑡 ,
𝐿0

(2.2)

3

Figure 2.1: Examples of participating media in real life.
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in which the ratio

0°

is also named as transmittance 𝑇𝑟 .

The distribution of light after a scattering event also needs to be
described, since it often differs in different kinds of media. This is
usually modeled with a phase function 𝜌 𝑝 (𝜔, 𝜔′), where 𝜔 and 𝜔′
denote the incoming and outgoing light direction. Fig. 2.2 provides
visualization of some phase functions.

2.1.2 Path Integral
The path integral formulation of light transport devised by Veach [14]

[14]: Veach (1997), ‘Robust Monte Carlo

sets the mathematical foundation for bidirectional rendering methods,

Methods for Light Transport Simulation’

and enables efficient and robust simulation of difficult scenarios such
as scenes with caustics and point light sources.

Figure 2.3: The path space considers
a full light path z = (z 𝑘 . . . z 𝑘 ) defined
by a sequence of distances 𝑡 = (𝑡0 . . . 𝑡 𝑘 )
and directions 𝜔 = (𝜔0 . . . 𝜔 𝑘 ). Adapted
from Deng et al. [9] with permission.

The integrand in path integral operates on a full light path z B

(z0 . . . z 𝑘 ), which is visualized in Fig. 2.3. In the light path z, z0 situates
on a light source while z 𝑘 is on the camera sensor. The positions of the
intermediate scattering vertices are expressed in terms of a sequence
of distances and directions:
z𝑖 = z𝑙 +

𝑖−1
X

𝑡 𝑚 𝜔𝑚 ,

(2.3)

𝑚=0

4
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where 𝑡 𝑚 and 𝜔𝑚 are the distance and direction of the path segment
leaving vertex z𝑚 .
The measurement contribution function evaluate the light contribution
of a single path. It is the product of the scattering functions 𝑓𝜔 at every
vertex and the distance functions 𝑓𝑡 at every path segment:

𝑓 (z) =

𝑘
Y
𝑖=0

𝑓𝜔 (𝜔 𝑖 )

𝑘−1
Y

𝑓𝑡 (𝑡 𝑖 ).

(2.4)

𝑖=0

The scattering function is defined with either the emission 𝐿 𝑒 , the
sensor response 𝑊𝑒 , the BRDF 𝜌 𝑠 or the phase function 𝜌 𝑝 , depending
where the scattering vertex resides:

𝑓𝜔 (𝜔 𝑖 ) =



𝐿 𝑒 (z0 , 𝜔0 ) cos 𝜃𝑖





𝑊𝑒 (z 𝑘 , 𝜔 𝑘 ) cos 𝜃𝑖


if 𝑖 = 0, i.e. vertex on light source
if 𝑖 = 𝑘 , i.e. vertex on camera sensor



𝜌 𝑠 (𝜔 𝑖+1 , 𝜔 𝑖 ) cos 𝜃𝑖




 𝜎𝑠 𝜌 𝑝 (𝜔 𝑖+1 , 𝜔 𝑖 )


z𝑖 ∈ surface and 𝑖 < 𝑙
z𝑖 ∈ medium and 𝑖 < 𝑙,
(2.5)

where 𝜃𝑖 means the angle between the outgoing direction and the
surface normal. The distance function, on the other hand, is the
product of the transmittance term 𝑇𝑟 (2.2) and the binary visibility
term 𝑉 on the path segment (z𝑖 z𝑖+1 ):

𝑓𝑡 (𝑡 𝑖 ) = 𝑇𝑟 (𝑡 𝑖 )𝑉(z𝑖 , z𝑖+1 ).

(2.6)

The measurement 𝐼 at a pixel can then be calculated as the integral
of the measurement contribution function 𝑓 (z) over the path space Ξ
containing all paths of different lengths:

𝐼=

∫

𝑓 (z) d𝜇(z),

(2.7)

Ξ

where 𝜇(z) is a product measure over all variables that control the
locations of path vertices in z.

2.2 Time-of-flight Rendering
This section will focus on previous work on synthesizing time-of-flight
images that are closely related to our work. For a more comprehensive
overview of time-of-flight imaging from both a computer graphics

5
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(rendering) and a computer vision (imaging) perspective, please refer
to a recent survey by Jarabo et al. [12].

[12]: Jarabo et al. (2014), ‘A Framework
for Transient Rendering’

Transient Rendering and Time-of-flight Rendering. Previous work
[12] [18] [19] often use “transient rendering” to refer to the general

[12]: Jarabo et al. (2014), ‘A Framework

problem of synthesizing time-resolved images or sequences using

for Transient Rendering’
[18]: Jarabo et al. (2017), ‘Recent Ad-

different camera gates. Based on the naming for different time-ofvances in Transient Imaging: A Computer

flight imaging devices, Pediredla, Veeraraghavan, and Gkioulekas [20]
Graphics and Vision Perspective’

categorized different synthesis scenarios into “time-gated rendering”

[19]: Yi et al. (2021), ‘Differentiable tran-

and “transient rendering” (in the narrow sense). They define “time-

sient rendering’

gated rendering” as synthesizing individual images that only receives

[20]: Pediredla et al. (2019), ‘Ellipsoidal
Path Connections for Time-Gated Ren-

contributions from photons with time-of-flight within a narrow range
dering’

called time gate. “Transient rendering” is then redefined as generating
sequences of images, each only taking contribution from photons in a
tiny time-of-flight range. In the ideal case, the time gate only accepts
photons of a single time-of-flight value.
This thesis adopts Pediredla, Veeraraghavan, and Gkioulekas’s naming
scheme and will only use “transient rendering” in its narrow sense in
the following.

2.2.1 Formulation
Jarabo et al. [12] are the first to come up with a formal formulation for

[12]: Jarabo et al. (2014), ‘A Framework

time-of-flight rendering. To model phenomenons such as fluorescence,

for Transient Rendering’

they defines the pixel intensity 𝐼 of a time-solved image as a double
integral over both the path space Ξ and the temporal delay space

Δ𝑇 :
𝐼=

∫ ∫
Ξ

𝑓 (z, Δ𝑡) d𝜇(z) d𝜇(Δ𝑡),

(2.8)

Δ𝑇

where Δ𝑡 = (Δ𝑡0 . . . Δ𝑡 𝑘 ) denotes the sequence of time delays at each
path vertex. The measurement contribution function is also modified
to include the added temporal input of the scattering functions to
model the emission pulse and the sensor response at different time, as
well as the scattering delays at vertices:

𝑓 (z , Δ𝑡) =

𝑘
Y
𝑖=0

𝑓𝜔 (𝜔 𝑖 , Δ𝑡 𝑖 )

𝑘−1
Y

𝑓𝑡 (𝑡 𝑖 ).

(2.9)

𝑖=0

To model the pixel intensity at a specific time, they further define 𝑡 𝑖 as
the temporal coordinate of path vertex z𝑖 , and it can be calculated as

6
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the sum of all propagation and scattering delay along the path before
z𝑖 :

𝑡 𝑖 = Δ𝑡 𝑖 +

𝑖−1
X

(𝑡(z 𝑗 ↔ z 𝑗+1 ) + Δ𝑡 𝑗 ).

(2.10)

𝑗=0

Note Equation 2.8 merely integrates all incoming radiance from different paths no matter their time delay. Although this is not directly
mentioned in the original work, we can model the incoming radiance
at a specific time t by simply adding a Dirac delta function:

𝐼𝑡 =

∫ ∫
Ξ

𝛿(𝑡 𝑘 − 𝑡) 𝑓 (z , Δ𝑡) d𝜇(z) d𝜇(Δ𝑡).

(2.11)

Δ𝑇

Compared to their formulation, our formulation to be introduced
in Chapter 3 is less general since we choose not to consider the
scattering delay on intermediate path vertices. This is because modeling
fluorescence is not our primary goal, and the scale of scattering delays
is often negligible when compared to propagation delays. Dropping
the scattering delay also allows us to integrate the temporal dimension
directly into the integral easily. Our framework also distinguishes the
time gate kernel from the temporal bias more clearly, and can thus
support both numerical and analytical integration in the temporal
domain, while Jarabo et al.’s framework can only evaluate the time
integration numerically.
Pediredla, Veeraraghavan, and Gkioulekas [20] , on the other hand,

[20]: Pediredla et al. (2019), ‘Ellipsoidal

simply incorporates a pathlength importance term 𝑊𝑡 into the path

Path Connections for Time-Gated Rendering’

integral to extend it to time-of-flight rendering:

𝐼𝑡 =

∫

𝑊𝑡 (∥ z ∥) 𝑓 (z) d𝜇(z),

(2.12)

Ξ

where ∥ z ∥ gives the length of a path z. Since their formulation is
originally designed for surface-only light transport, it cannot handle
scenes containing media in which light travels at different speeds. Our
formulation will have the expressiveness to handle this case easily.

2.2.2 Algorithm
Developing the algorithms for simulating delta light pulses and (near)
delta time-gated cameras is challenging since it restricts the set of
admissible light paths to a lower-dimensional temporal manifold, akin
to the specular manifold [21] of caustic light paths in steady-state

[21]: Jakob et al. (2012), ‘Manifold Exploration’
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rendering. Mirroring the success of photon mapping [7, 22] for such

[7]: Jensen et al. (1998), ‘Efficient Simu-

steady-state problems, photon density estimation [12, 23] techniques

lation of Light Transport in Scenes with
Participating Media Using Photon Maps’

were some of the earliest general approaches for transient rendering.

[22]: Jensen (2001), Realistic Image Synthe-

Higher-dimensional photon samples like beams [24–26] tend to reduce

sis Using Photon Mapping

both variance and bias, and have since been adapted to the transient

[12]: Jarabo et al. (2014), ‘A Framework

domain [13] even in their progressive forms [8, 27, 28], ensuring that

for Transient Rendering’
[23]: Marco (2013), ‘Transient Light Trans-

both bias and variance vanish in the limit.
port in Participating Media’

Path tracing [29–32] is advantageous for being unbiased, but tradi-

[24]: Jarosz et al. (2011), ‘A Comprehensive Theory of Volumetric Radiance Esti-

tional strategies struggle to sample valid transient light paths within
mation Using Photon Points and Beams’

the temporal manifold. Pediredla, Veeraraghavan, and Gkioulekas

[25]: Novák et al. (2012), ‘Virtual Ray

[20] developed specially crafted “ellipsoidal connections” which give

Lights for Rendering Scenes with Partici-

bidirectional path tracing some control in sampling path with a desired

pating Media’
[26]: Novák et al. (2012), ‘Progressive Vir-

temporal duration. Unfortunately, this algorithm can currently only
tual Beam Lights’

handle surface interactions.

[13]: Marco et al. (2019), ‘Progressive Tran-

It is worth mentioning that Jarabo et al. [12] also devised strategies

sient Photon Beams’
[8]: Knaus et al. (2011), ‘Progressive Pho-

to generate path samples distributing more uniformly temporally (i.e.

ton Mapping’

importance sampling the temporal domain) to accelerate time-resolved

[27]: Hachisuka et al. (2008), ‘Progressive
Photon Mapping’

rendering. Our approach takes a parallel path to improving rendering
[28]: Jarosz et al. (2011), ‘Progressive Pho-

efficiency by increasing path reuse and integrating different estimators,
and can theoretically be combined with their strategies. Importance

ton Beams’
[29]: Kajiya (1986), ‘The Rendering Equa-

sampling techniques have also been developed for the context of optical

tion’
[30]: Veach et al. (1995), ‘Bidirectional Es-

coherence tomography [33, 34]. This thesis, on the other hand, is more
timators for Light Transport’

interested in general methods for time-of-flight rendering.

[31]:

Lafortune

et

al.

(1993),

‘Bi-

Directional Path Tracing’
[32]: Lafortune et al. (1996), ‘Rendering
Participating Media with Bidirectional

2.3 Photon Primitive Framework

Path Tracing’
[20]: Pediredla et al. (2019), ‘Ellipsoidal

Our methodology is closely related to the photon primitive framework

Path Connections for Time-Gated Rendering’

[9] which provides a general approach to derive unbiased density
[33]: Lima et al. (2011), ‘Improved Impor-

estimators for steady-state volumetric rendering. In this section, we’ll
tance Sampling for Monte Carlo Simula-

give a brief overview of the approach and introduce the notations we

tion of Time-Domain Optical Coherence

use throughout the paper. Note that we will redefine some symbols

Tomography’
[34]: Periyasamy et al. (2016), ‘Importance

used in Sec. 2.1.2 and only use their new definitions in the following
Sampling-Based Monte Carlo Simulation

chapters.

of Time-Domain Optical Coherence Tomography with Embedded Objects’
[9]: Deng et al. (2019), ‘Photon Surfaces

2.3.1 Extended Path Space

for Robust, Unbiased Volumetric Density
Estimation’

The photon primitive framework starts with a simplified extended path
space formulation [35], which splits a full light path z in the original

[35]: Hachisuka et al. (2017), ‘Extended

path space (Sec. 2.1.2) into two disconnected subpaths z B xy: the

Path Integral Formulation for Volumetric

photon subpath x B (x𝑙 . . . x0 ) with x𝑙 situated on a light source, and

Transport’
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the camera subpath y B (y0 . . . y 𝑘 ) with y 𝑘 on the sensor (see Fig. 2.4).
The positions of the intermediate scattering vertices are expressed in
terms of a sequence of distances and directions:

x𝑖 = x𝑙 +

𝑖+1
X

𝑡 𝑚 𝜔𝑚 ,

and

y 𝑗 = y𝑘 +

𝑚=𝑙

𝑗+1
X

𝑠𝑛 𝜓𝑛 ,

(2.13)

𝑛=𝑘

where 𝜔 B (𝜔 𝑙 . . . 𝜔1 ) and 𝑡 B (𝑡 𝑙 . . . 𝑡1 ), and 𝜓 B (𝜓1 . . . 𝜓 𝑘 ) and

𝑠 B (𝑠1 . . . 𝑠 𝑘 ) are the sequences of directions and distances along the
photon subpath and camera subpath, respectively. Please be aware
that the ordering of subscripts in photon subpath vertices is reversed
compared to the subscripts used in Equation 2.3. In the extended path
space, the 𝑙 -th vertex lies on the light source, while in the original path
space, the 0-th vertex locates on the light source.
Figure 2.4: The extended path space considers a photon subpath x = (x𝑙 . . . x0 )
and a camera subpath y = (y0 . . . y 𝑘 )
defined by a sequence of distances (𝑡, 𝑠)
and directions (𝜔, 𝜙) from opposite ends
of the path. Once we extend this to
the transient domain we also consider
the sequence of light velocities along
𝑝
𝑝
the two subpaths, 𝑣 𝑝 = (𝑣 𝑙 . . . 𝑣 1 ) and

𝑣 𝑐 = (𝑣 𝑘𝑐 . . . 𝑣 1𝑐 ). Adapted from Deng et
al. [9] with permission.

The measurement contribution function 𝑓 (z) is the product

𝑓 (z) =

𝑙
Y
𝑖=1

|

𝑓𝜔 (𝜔 𝑖 ) 𝑓𝑡 (𝑡 𝑖 ) 𝑓𝜔1,1 𝐾 3 (g)

{z
𝑓 (x)

}

𝑘
Y
𝑗=1

|

𝑓𝜔 (𝜓 𝑗 ) 𝑓𝑡 (𝑠 𝑗 ) ,

{z

(2.14)

}

𝑓 (y)

of distance functions 𝑓𝑡 (𝑡 𝑖 ), directional/scattering functions



𝐿 𝑒 (x𝑙 , 𝜔 𝑙 ) cos 𝜃𝑖





if 𝑖 = 𝑙




 𝜎𝑠 𝜌 𝑝 (𝜔 𝑖+1 , 𝜔 𝑖 )


x𝑖 ∈ medium and 𝑖 < 𝑙,

𝑓𝜔 (𝜔 𝑖 ) = 𝜌 𝑠 (𝜔 𝑖+1 , 𝜔 𝑖 ) cos 𝜃𝑖

x𝑖 ∈ surface and 𝑖 < 𝑙

(2.15)

the phase function evaluated at the connection 𝑓𝜔1,1 , and a threedimensional blurring kernel 𝐾 3 applied to the offset g B x0 − y0
between the endpoints of the photon and camera subpaths. The
distance function is defined the same as Equation 2.6, which is the
product of the transmittance and the visibility. The directional function

𝑓𝜔 (𝜔 𝑖 ) is the cosine-weighted emission function 𝐿 𝑒 cos 𝜃𝑖 , the cosineweighted BSDF 𝜌 𝑠 cos 𝜃𝑖 , or the scattering-coefficient weighted phase
function 𝜎𝑠 𝜌 𝑝 , depending on where x𝑖 resides.
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The directional (2.15) and distance (2.6) functions 𝑓𝜔 and 𝑓𝑡 in Equation 2.14 are defined analogously when applied to the components of
the camera subpath (𝜓 𝑗 and 𝑠 𝑗 ), though using the emitted importance

𝑊𝑒 (y 𝑘 , 𝜓 𝑘 ) leaving the sensor vertex (in place of the emitted radiance
𝐿 𝑒 ) for the first case in Equation 2.15 when 𝑗 = 𝑘 .

n

o

By introducing the set of all integration dimensions, 𝜉 B x𝑙 , 𝑡, 𝜔 ; y 𝑘 , 𝜓, 𝑠 ,
the path integral over all such paths can be written as

𝐼=

∫
Ξ

𝑓 (𝜉)𝐾 3 (g(𝜉)) 𝑓𝜔1,1 d𝜉, with 𝑓 (𝜉) =

Y

𝑓 (𝜉𝑖 ), and

(2.16)

𝜉𝑖 ∈𝜉



 𝑓𝜔 (𝜉𝑖 ) 𝜉𝑖 ∈ {x𝑙 , y 𝑘 , 𝜔 , 𝜓}

𝑓 (𝜉𝑖 ) =

 𝑓𝑡 (𝜉𝑖 ) 𝜉𝑖 ∈ {𝑡, 𝑠}.


(2.17)

2.3.2 Deriving a Photon Primitive Estimator
This integral is in general biased if the blurring kernel 𝐾 3 has a finite
extent, but using a Dirac delta kernel

𝐾 3 (g) = 𝛿3 (g) = 𝛿(𝑥(g))𝛿(𝑦(g))𝛿(𝑧(g)),

(2.18)

where 𝑥(g), 𝑦(g) and 𝑧(g) represent the Cartesian coordinates of offset
vector g, removes bias by considering only paths where x0 and y0
coincide exactly.
Unfortunately, generating a valid path by sampling the two subpaths
independently is impossible since the probability that x0 and y0 coincide exactly is zero. Deng et al. [9] solved this by separating the set of

[9]: Deng et al. (2019), ‘Photon Surfaces

integration dimensions 𝜉 into two subsets: an analytic dimension set

for Robust, Unbiased Volumetric Density

𝜉𝑎 that will be integrated analytically and the numerical dimension

Estimation’

set 𝜉𝑛 that will be sampled. This allows us to rewrite the integral as

𝐼=

∫

𝑓 (𝜉𝑛 )

Ξ𝑛

∫
Ξ 𝑎 (𝜉𝑛 )

|

𝑓 (𝜉𝑎 ) 𝛿3 (g(𝜉𝑎 )) 𝑓𝜔1,1 d𝜉𝑎 d𝜉𝑛 ,

{z

(2.19)

}

𝐼 𝑎 (𝜉𝑛 )

where we denote the analytic integral as 𝐼 𝑎 .
By choosing three analytic integration dimensions 𝜉 𝑎 = {𝜉 𝑎1 , 𝜉 𝑎2 , 𝜉 𝑎3 },
the analytic integral 𝐼 𝑎 (𝜉 𝑎 ) collapses to an evaluation of the path
contribution,

𝐼 𝑎 (𝜉𝑛 ) =

∫
Ξ 𝑎 (𝜉𝑛 )

𝑓 (𝜉𝑎 )𝛿3 (g(𝜉𝑎 )) 𝑓𝜔1,1 d𝜉𝑎 =

1 ,1
X 𝑓 (𝜉∗𝑟
𝑎 ) 𝑓𝜔

𝑟

g

J (𝜉∗𝑟
𝑎 )
𝜉𝑎
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,

(2.20)
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at the (potentially multiple) roots, 𝜉∗𝑟
𝑎 , of the equation g(𝜉 𝑎 ) = 0. The
denominator contains the absolute value of the change-of-variable
Jacobian determinant from g to 𝜉 𝑎 because we need to first express the
delta kernel in terms of the integration variables before integrating it
out.
The remaining dimensions 𝜉𝑛 can now be estimated numerically using
Monte Carlo. Each split of three analytic dimensions and remaining
numeric ones results in an unbiased Monte Carlo estimator of the
form

⟨𝐼⟩𝑎,𝑛 ≈

𝑓 (𝜉𝑛 )𝐼 𝑎 (𝜉𝑛 )
𝑝(𝜉𝑛 )

=

1 ,1
𝑓 (𝜉𝑛 ) X 𝑓 (𝜉∗𝑟
𝑎 ) 𝑓𝜔

𝑝(𝜉𝑛 )

𝑟

,

(2.21)

g

J (𝜉∗𝑟
𝑎 )
𝜉𝑎

where 𝑝(𝜉𝑛 ) is the joint PDF of the numerically sampled dimensions.
Deng et al. [9] limited the three analytic dimensions to the last distance

[9]: Deng et al. (2019), ‘Photon Surfaces

along the camera subpath, plus two dimensions along the photon

for Robust, Unbiased Volumetric Density
Estimation’

subpath. The two analytic photon subpath dimensions can be interpreted as sweeping out a “photon surface”, which is intersected with
a camera ray to form a complete path.
t∗2

x2

For example, if the last 2 distances on the photon subpath are chosen

ω2

as the analytical dimensions besides the last distance along the camera
subpath 𝜉 𝑎 = {𝑡2 , 𝑡1 , 𝑠 1 }, the unbiased photon plane estimator (Fig. 2.5)

t∗1

can be derived as

⟨𝐼⟩𝑎,𝑛 ≈

𝑓 (𝜉𝑛 ) 𝑓𝑡 (𝑡2∗ ) 𝑓𝑡 (𝑡1∗ ) 𝑓𝑡 (𝑠1∗ )
,
𝑝(𝜉𝑛 ) (𝜔2 × 𝜔1 ) · 𝜓1

x1

ω1

(2.22)
y1

ψ1
S∗1

where

𝑡2∗ , 𝑡1∗ , 𝑠1∗

are the roots of the equation g(𝜉 𝑎 ) = 0. Geometrically,

they can also be interpreted as the values giving the intersection
between the camera ray and the photon plane.
This formulation is yet more general. In the next chapter we show how
to adapt it to account for time-gated rendering.

11

x0
Figure 2.5: If we choose the last distance
on camera subpath and the last 2 distances on the photon subpath as the analytic dimensions, we get a photon plane.
Illustration courtesy of Shaojie Jiao.

A Framework for Rendering
Time-gated Images

3

3.1 Spatio-temporal Extended Path Space
Here we describe how to adapt the photon primitives framework [9] to

[9]: Deng et al. (2019), ‘Photon Surfaces

time-gated rendering. Our key idea is that we can add a fourth temporal

for Robust, Unbiased Volumetric Density
Estimation’

component to the vertices in light transport subpaths to fit time-gated
rendering into the extended path space and the photon primitives
framework. We denote 4D spatio-temporal quantities with a prime.
A complete extended spatio-temporal path z′ B x′y′ consists of two
disconnected spatio-temporal subpath vertex sequences x′ = (x′𝑙 . . . x′0 )
and y′ = (y′0 . . . y′𝑘 ). These are defined analogously to Equation 2.13,
x′𝑖 = x′𝑙 +

𝑖+1
X

𝑡 𝑚 𝜔′𝑚 ,

y′𝑗 = y′𝑘 +

𝑚=𝑙

𝑗+1
X

𝑠 𝑛 𝜓′𝑛 ,

(3.1)

𝑛=𝑘

but where the starting vertex of the light subpath x′𝑙 = (x𝑙 , 𝜏𝑙 ) now
includes the emission time 𝜏𝑙 , and the camera vertex y′𝑘 = (y 𝑘 , 𝜏𝑘 )
includes the detection time at the sensor 𝜏𝑘 . The subsequent vertices
in Equation 3.1 are now expressed in terms of 4D spatio-temporal
′

directions 𝜔′ B (𝜔′𝑙 . . . 𝜔1′ ) and 𝜓 B (𝜓′1 . . . 𝜓′𝑘 ) defined as:

𝜔′𝑖 = (𝜔 𝑖 ,

1

𝑝 ),
𝑣𝑖

𝜓′𝑗 = (𝜓 𝑗 , −

1
),
𝑣 𝑐𝑗

(3.2)

𝑝

where 𝑣 𝑖 and 𝑣 𝑐𝑗 denote the speed of light for the 𝑖 -th and 𝑗 -th segments
along the photon and camera subpaths, respectively. Fig. 2.4 annotates
a spatial path with some of these temporal quantities, and Fig. 3.1
illustrates this as a spatio-temporal diagram. Defined this way, the
temporal component of the product 𝑡 𝑖 𝜔′𝑖 represents the propagation
delay between vertex x𝑖 and x𝑖−1 . For notational simplicity, we do
not include scattering delays at the interior vertices, but these could
easily be added if needed. Note that 𝜔′𝑖 and 𝜓′𝑗 have opposite signs
in the temporal dimension because spatially they point in opposing
directions with respect to the flow of light.
The spatio-temporal offset vector g′ is simply the difference (using 4D
vector subtraction) between the endpoints of the two spatio-temporal
subpaths: g′ = x′0 − y′0 . Using the definitions in Equations 3.1 and 3.2,
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Figure 3.1: Spatio-temporal diagram of
light propagation in the extended path
space. The photon subpath starts at time
delay 𝜏𝑙 , and travels in the positive time
direction. The camera subpath, on the
other hand, starts at time delay 𝜏𝑘 and
travels in the negative time direction.
When the endpoints x′0 and y′0 overlap,
it means we have found a complete path
with total time duration 𝜏𝑘 . In the figure,
both the time gate function 𝑊𝜏 and the
emission pulse function 𝐿𝜏 are box functions.

the temporal component 𝜏(g′) of the offset
𝜏(y′0 )

𝜏(x′0 )

z
𝜏(g′) = 𝜏𝑙 +

}| {
1
X
𝑡𝑚
𝑝

𝑚=𝑙

𝑣𝑚

|

z
− (−

}|
𝑘
X
𝑠𝑛
𝑛=1

𝑣 𝑛𝑐

{z

{
+ 𝜏𝑘 ),

(3.3)

}

𝜏(z′ )

can be interpreted as comparing the total path duration 𝜏(z′) with the
detection time at the sensor 𝜏𝑘 .

3.2 Spatio-temporal Path Integral
We can now define the spatio-temporal extension of the measurement
contribution function (2.14) as

𝑓 (z′) =

𝑙
Y
𝑖=1

|

𝑓𝜔 (𝜔′𝑖 ) 𝑓𝑡 (𝑡 𝑖 ) 𝑓𝜔1,1 𝐾 3 (g′)𝐾 𝜏 (g′)

|
{z

𝑓 (x′ )

}

{z

𝐾4 (g′ )

}

𝑘
Y
𝑗=1

|

𝑓𝜔 (𝜓′𝑗 ) 𝑓𝑡 (𝑠 𝑗 ) .

{z

𝑓 (y′ )

(3.4)

}

We use a 4D spatio-temporal kernel 𝐾 4 , which is the product of the
original kernel 𝐾 3 operating on the spatial dimensions of g′, and
a new kernel 𝐾 𝜏 operating on the temporal dimension of g′. The
distance/propagation function 𝑓𝑡 remains the same as before (2.6),
but the directional/scattering function 𝑓𝜔 now incorporates a timedependent emission pulse function 𝐿𝜏 (𝜏𝑙 ) indicating the weight of
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light emitted at time 𝜏𝑙 ,

𝑓𝜔 (𝜔′𝑖 )

=



 𝐿 𝑒 (x𝑙 , 𝜔 𝑙 )𝐿𝜏 (𝜏𝑙 ) cos 𝜃𝑖


if 𝑖 = 𝑙


 𝑓𝜔 (𝜔 𝑖 )


otherwise ,

(3.5)

and a time gate function 𝑊𝜏 (𝜏𝑘 ) which weights the sensor response to
light arriving at time 𝜏𝑘 ,

𝑓𝜔 (𝜓′𝑗 )

=



𝑊𝑒 (y 𝑘 , 𝜓 𝑘 )𝑊𝜏 (𝜏𝑘 ) cos 𝜃𝑘


if 𝑗 = 𝑘


 𝑓𝜔 (𝜓 𝑗 )


otherwise.

(3.6)

Any complete path from the light source to the camera with a travel
time outside the range will have 0 contribution. For instance, the time
gate could either be a finite box function

𝑊𝜏 (𝜏𝑘 ) =



1
 Δ𝜏


0


if 𝜏𝑘 ∈ [𝜏min , 𝜏min + Δ𝜏]
(3.7)
otherwise ,

or a Dirac delta, and likewise for the emission pulse function 𝐿𝜏 .
Crucially, our formulation distinguishes between the time gate and
emission pulse functions (𝑊𝜏 , 𝐿𝜏 ) and the temporal blurring kernel
(𝐾 𝜏 ). Although each is a 1D temporal function, they serve distinct roles.
A non-delta blurring kernel would introduce bias, but a non-delta time
gate or emission pulse would not since it is part of the contribution.
Finally, we can write our transient extension of the steady-state path
integral (2.16) by integrating over the set of all spatial-temporal inte′

gration dimensions 𝜉′ = {x𝑙 , 𝜏𝑙 , 𝑡, 𝜔′; 𝜓 , 𝑠, y 𝑘 , 𝜏𝑘 }:

𝐼=

∫
Ξ′

𝑓 (𝜉′)𝐾 4 (g′(𝜉′)) 𝑓𝜔1,1 d𝜉′ .

(3.8)

Camera unwarping. Sometimes it is desirable to render a scene using
“camera unwarping” [2] by ignoring the time delay along the camera

[2]:

ray (y′𝑘−1 y′𝑘 ). We can easily achieve this in our framework by setting the
speed of light along the camera segment 𝑣 𝑘𝑐 to infinity. Conceptually,

Photography’

this prevents the time along camera rays from warping the shape of
the light wavefronts, which can provide a clearer visualization of how
light propagates locally in the scene. The opposite setting where we do
account for camera time is called camera warping, which provides a
closer simulation of real-world sensors.
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Temporally Sliced Photon
Primitives

4

Our extended transient path space formulation (3.8) can be readily
used to express prior transient estimators. For instance, the transient
photon mapping algorithm described by [12] estimates Equation 3.8

[12]: Jarabo et al. (2014), ‘A Framework

as

for Transient Rendering’

⟨𝐼⟩ ≈

𝑓 (𝜉′)𝐾 3 (g′(𝜉′))𝐾 𝜏 (g′(𝜉′)) 𝑓𝜔1,1
𝑝(𝜉′)

,

(4.1)

where 𝑝(𝜉′) is the joint PDF of sampling all dimensions.
Equation 3.8, however, is more general than that, and we will show
how to derive a plethora of new estimators, which we call temporally
sliced photon primitives, by choosing to integrate some of the dimensions
analytically.

4.1 A Recipe for Deriving Temporally Sliced
Photon Primitives
The way we have generalized the path contribution function in Equation 3.4 allows us to easily derive novel transient estimators using
a procedure analogous to the steady-state procedure described in
Sec. 2.3.2.
As in Equation 2.18 we shrink the blurring kernel, but this time to a
product of three spatial and one temporal Dirac delta kernels:

𝐾 4 (g′) = 𝛿4(g′) = 𝛿(𝑥(g′))𝛿(𝑦(g′))𝛿(𝑧(g′))𝛿(𝜏(g′)).

(4.2)

If we then choose a subset of at least four dimensions 𝜉′𝑎 ⊂ 𝜉′ to
integrate analytically,

𝐼=

∫
Ξ′𝑛

𝑓 (𝜉′𝑛 )

∫
Ξ′𝑎 (𝜉′𝑛 )

|

𝑓 (𝜉′𝑎 ) 𝛿4(g′(𝜉′𝑎 )) 𝑓𝜔1,1 d𝜉′𝑎 d𝜉′𝑛 .

{z


𝐼 𝑎 𝜉′𝑛



(4.3)

}

we can write a transient estimator analogously to steady-state (2.21)
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as

⟨𝐼⟩𝑎,𝑛 ≈

𝑓 (𝜉′𝑛 )𝐼 𝑎 (𝜉′𝑛 )

,

(4.4)

𝑝(𝜉′𝑛 )

where 𝑝(𝜉′𝑛 ) is the joint PDF of all numerically integrated dimensions,
and 𝐼 𝑎 (𝜉′𝑛 ) is the analytically pre-integrated contribution function.
If we choose any four dimensions to pre-integrate:

𝜉′𝑎 = {𝜉′𝑎1 , 𝜉′𝑎2 , 𝜉′𝑎3 , 𝜉′𝑎4 } ,

(4.5)

then the delta functions collapse the integral 𝐼 𝑎 to an evaluation

𝐼 𝑎 (𝜉′𝑛 ) =

∫
Ξ′𝑎 (𝜉′𝑛 )

𝑓 (𝜉′𝑎 )𝛿 4 (g′(𝜉′𝑎 )) 𝑓𝜔1,1 d𝜉′𝑎 =

1 ,1
X 𝑓 (𝜉∗𝑟
𝑎 ) 𝑓𝜔

𝑟

g′

,

(4.6)

J ′ (𝜉∗𝑟
𝑎 )
𝜉𝑎

′ ′
at the (possibly multiple) roots 𝜉∗𝑟
𝑎 of the delta constraint g (𝜉 𝑎 ) = 0.

Note that we omit the prime in the root 𝜉∗𝑟
𝑎 for simplicity.
As before, the Jacobian in the denominator arises from re-expressing
the delta kernels—initially defined in spatio-temporal space—in terms
of the analytic integration variables. For any choice of four dimensions,
this is simply a 4 × 4 matrix with the partial derivatives of vector g′
with respect each of the chosen analytic dimensions:

 |

 𝜕g′ (𝜉∗𝑟 )
∗𝑟
J (𝜉 𝑎 ) =  𝜕𝜉′ 𝑎
𝜉𝑎
 𝑎1
 |

g′

|

|

|

𝜕g′ (𝜉∗𝑟
𝑎 )
𝜕𝜉′𝑎2

𝜕g′ (𝜉∗𝑟
𝑎 )
𝜕𝜉′𝑎3

𝜕g′ (𝜉∗𝑟
𝑎 )
𝜕𝜉′𝑎4

|

|

|




 .





(4.7)

Deriving and implementing a new estimator in our framework requires
two steps:
′ ′
1. Solve for each root, 𝜉∗𝑟
𝑎 , of the delta constraint g (𝜉 𝑎 ) = 0;
g′

2. Derive and evaluate | J (𝜉∗𝑟
𝑎 )| , the absolute value of the Jacobian
𝜉𝑎

determinant, at each root.
Each estimator derived in our framework has a geometric interpretation
which is closely related to the steady-state counterparts. If we assume
one of the analytic dimensions is the last distance along the camera
subpath, then the geometric interpretation of intersecting the camera
ray with a primitive swept as we integrate over the domains of the
analytic spatial dimensions is still applicable: we can view one of
our new estimators as a steady-state photon primitive sliced with the
temporal wavefront as we apply the temporal kernel. When the camera
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response and light pulse time 𝜏𝑘 , 𝜏𝑙 are numerically sampled, each such
sliced photon primitive is one dimension lower than the steady-state
counterpart, e.g. a sliced parallelopiped is a planar transient primitive
(assuming camera unwarping).
In the following sections, we derive a few estimators enabled by our
theory to demonstrate the generality of this recipe.

4.2 Sliced Photon Planes
In steady-state rendering, the photon plane is one typical example. It
chooses the last two distances (𝑡1 , 𝑡2 ) along the photon subpath and the
last distance along the camera subpath 𝑠 1 as analytic dimensions. Here,
we derive an estimator that also pre-integrates these three dimensions
analytically and additionally analytically integrates the time gate 𝜏𝑘 ,
meaning its analytic dimensions are

𝜉′𝑎 = {𝑡2 , 𝑡1 , 𝑠1 , 𝜏𝑘 } ,

(4.8)

and 𝐼 𝑎 becomes

𝐼𝑎 =

∫
Ξ′

𝑓𝑡 (𝑡2 ) 𝑓𝑡 (𝑡1 ) 𝑓𝑡 (𝑠1 )𝑊𝜏 (𝜏𝑘 )𝛿4 (g′(𝜉′𝑎 )) 𝑓𝜔1,1 d𝑡2 d𝑡1 d𝑠1 d𝜏𝑘 . (4.9)

Following our recipe, we need to find the roots of the constraint
equation,
g′(𝜉′𝑎 ) = x′2 + 𝜔2′ 𝑡2 + 𝜔1′ 𝑡1 − (y′1 + 𝜓′1 𝑠 1 ) = 0.

|

{z
x′0

(4.10)

} | {z }
y′0

t∗2

Conceptually this is just the intersection of a camera ray with a plane
x2

ω2

and then further restricted to a diagonal green band in Fig. 4.1, which

x1

is essentially a visualization of the time gate function 𝑊𝜏 (𝜏𝑘 ) along the
t∗1

photon plane.
Next, we need the Jacobian matrix. When 𝜏𝑘 is chosen to be one

ω1

of the analytic dimensions, the column in the Jacobian matrix that
corresponds to

𝜕g′

𝜕𝜏𝑘

is simply [0 , 0 , 0 , 1] since 𝜏𝑘 only affects the temporal

y 1 ψ1
S∗1

x0
Figure 4.1: The geometry of a cameraunwarped sliced photon plane. Illustration courtesy of Shaojie Jiao.
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domain. The Jacobian matrix is

g′
J𝑡2 ,𝑡1 ,𝑠1 ,𝜏𝑘

 |


 𝜔2
= 
 |
1
 𝑣𝑝
 2

|

|

𝜔1

−𝜓1

|

|

1
𝑝
𝑣1

− 𝑣1𝑐
1

| 


,
| 

1


0

(4.11)

which simplifies to the same determinant as the steady-state photon
plane:
g′

J𝑡2 ,𝑡1 ,𝑠1 ,𝜏𝑘 = |𝜔2 × 𝜔1 · 𝜓1 |.

(4.12)

Implementation-wise, there are multiple options. One naive way is
to intersect the camera ray with the whole plane and then check if
the total time is within the time gate at the hitpoint. A more efficient
implementation could intersect the camera ray with the plane clipped
to the time gate. This is simply a diagonal strip along the plane when
using camera unwarping, but becomes a curved strip when warped.
This estimator is unbiased, but the analytically preintegrated time gate
plays a similar role as the temporal blur in biased transient photon
beams, allowing the primitives to be intersected with the camera ray. If
the time gate is a delta function, then we could instead use the emission
pulse 𝜏𝑙 as the fourth analytic dimension. This creates an identical
primitive since it simply negates the last column of the Jacobian matrix,
and the absolute value of the determinant remains the same. If both
the time gate and emission pulse are delta functions, then extra blur
will need to be introduced or else the primitive will have 0 probability
of intersecting the camera ray.

Re-interpreting Transient Photon Beams
There’s a noticeable visual similarity between the sliced photon plane
and transient photon beam in previous work. In fact, the photon beam
can be viewed as replacing one analytic dimension and keeping the
blurring kernel on it a box function instead of a delta function, giving
us the analytic dimension set

𝜉𝑎 = {𝐵, 𝑡1 , 𝑠1 , 𝜏𝑘 } .

(4.13)

which includes the blur 𝐵 instead of 𝑡2 . The partial derivative of g over
the blur is

𝜔1 ×𝜓 𝑖
|𝜔1 ×𝜓 𝑖 |

as the blur is perpendicular to both the camera ray
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Figure 4.2: The geometry of a cameraunwarped sliced photon beam. Based on
Fig. 4.1 by Shaojie Jiao.

4 Temporally Sliced Photon Primitives

and the last photon segment.

g′
J𝐵,𝑡 ,𝑠 ,𝜏
1 1 𝑘

g′
J𝐵,𝑡 ,𝑠 ,𝜏
1 1 𝑘

 |

 𝜔1 ×𝜓𝑖
 |𝜔1 ×𝜓𝑖 |
= 
 |
 1
 𝑝
 𝑣1

|

|

𝜔1

−𝜓1

0

|

|

1
𝑝
𝑣1

− 𝑣1𝑐

| 

1

| 

,

(4.14)




1

𝜔1 × 𝜓 𝑖
= |𝜔1 × 𝜓1 | .
= 𝜔1 × (−𝜓1 ) ·
|𝜔1 × 𝜓 𝑖 |

(4.15)

This gives us the same Jacobian determinant as 1D-blurred transient
photon beams as in previous work [13].

[13]: Marco et al. (2019), ‘Progressive Transient Photon Beams’

In previous work, a transient photon beam is interpreted as having a
2D spatio-temporal blur with one spatial blur and one temporal blur.
Our formulation, however, shows that only a 1D spatial blur is needed
if we use the time gate 𝜏𝑘 or emission time 𝜏𝑙 as one of the analytic
dimensions. In essence, this allows the time gate 𝑊𝜏 or emission pulse
function 𝐿𝜏 to take the place of the temporal blur kernel 𝐾 𝜏 , without
introducing bias. In fact, since 𝜏𝑘 and 𝜏𝑙 reside in the same space, we
could trivially integrate both analytically, which would simplify to
using the convolution of 𝑊𝜏 and 𝐿𝜏 instead of the temporal blur kernel.
The ability to remove the temporal blur implies that the estimator
in our framework would have less bias, and forming a progressive
variant would only require reducing the single 1D spatial blur kernel
to ensure consistency.
In the next section, we’ll show an estimator that’s applicable to the
case in which both the time gate and the emission pulse are delta
functions.

4.3 Sliced Photon Parallelepipeds
The steady-state photon parallelepipeds uses three edges x3 x2 , x2 x1 ,
x1 x0 to form a parallelepiped, and a numerically sampled point y1 +𝑠 1 𝜓1
to query it. Since we need one more analytic integration dimension for
unbiased delta time-gated rendering, we can choose to also preintegrate

𝑠1 , giving us 𝜉′𝑎 = {𝑡3 , 𝑡2 , 𝑡1 , 𝑠1 }. This particular choice of 𝜉′𝑎 yields a
primitive we call a delta-sliced photon parallelepiped. 𝐼 𝑎 in Equation 4.3
then becomes:

𝐼𝑎 =

∫
Ξ′

𝑓𝑡 (𝑡3 ) 𝑓𝑡 (𝑡2 ) 𝑓𝑡 (𝑡1 ) 𝑓𝑡 (𝑠1 )𝛿 4 (g′(𝜉′𝑎 )) 𝑓𝜔1,1 d𝑡3 d𝑡2 d𝑡1 d 𝑠1 . (4.16)
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Solving g′(𝜉′𝑎 ) = 0 is trivial since it is a linear system. For this specific
set of 𝜉′𝑎 , we have
g′(𝜉′𝑎 ) = x′3 + 𝜔3′ 𝑡3 + 𝜔2′ 𝑡2 + 𝜔1′ 𝑡1 − (y′1 + 𝜓′1 𝑠 1 ) = 0

|

(4.17)

} | {z }

{z

y′0

x′0

⇔ J𝜉′𝑎 = y′1 − x′3

(4.18)

where

 |


 𝜔3
J = 
 |
1
 𝑣𝑝
 3

|

|

𝜔2

𝜔1

|

|

1
𝑝
𝑣2

1
𝑝
𝑣1

| 

−𝜓1 


 .
| 
1 
𝑣 1𝑐 


(4.19)

For simplicity, we will only consider the case where all the preintegrated
𝑝

photon subpath segments have the same speed of light 𝑣 : 𝑣 = 𝑣 3 =
𝑝
𝑣2

=

𝑝
𝑣1 .

When rendered using camera unwarping (1/𝑣 1𝑐 = 0), the

Jacobian of the transient photon parallelepiped is
g

J𝑡3 ,𝑡2 ,𝑡1 ,𝑠1 =

1
|𝜓1 · (𝜔1 × 𝜔2 + 𝜔2 × 𝜔3 + 𝜔3 × 𝜔1 )|.
𝑣

(4.20)

We can also interpret the Jacobian in Equation 4.20 as the dot product
between the camera direction 𝜓 𝑖 and a scaled temporal surface normal
n = (𝜔1 × 𝜔2 + 𝜔2 × 𝜔3 + 𝜔3 × 𝜔1 ), multiplied by an inverse speed of
light term 𝑣1 .
x2

To figure out the geometry of the temporal surface in this setting , we can

p1

start by expressing the spatial intersection point 𝑥 3 using the constraint
on the temporal dimension. If we set Λ =

𝑣(𝑇(y′1 )−𝑇(x′3 )), the temporal

constraint, i.e. the 4th row of the linear system in Equation 4.18, can be

t∗3

x3
y 1 ψ1

x∗0
t∗1

S∗1

p2

p3
t∗2

ω3
ω2
x0

ω1
x1

written as:
1
(𝑡3 + 𝑡2 + 𝑡1 ) = 1
Λ

(4.21)

Inserting Equation 4.21 into the first three spatial dimensions of x′0
defined in Equation 4.17 and regrouping the terms yields:
x0 = (x3 + 𝜔3 Λ)(1 −

𝑡2 𝑡1
𝑡2
𝑡1
− ) + (x3 + 𝜔2 Λ) + (x3 + 𝜔1 Λ) , (4.22)
Λ Λ
Λ
Λ

which gives the Barycentric coordinate formulation of a point on the
triangle formed by vertices p3 = x3 +𝜔3 Λ, p2 = x3 +𝜔2 Λ, p1 = x3 +𝜔1 Λ.
Please refer to Fig. 4.3 for the visualization of this triangle. The normal
of this triangle gives the direction of the scaled temporal surface normal
n, while the area of this triangle is a scaled length of n.
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Figure 4.3: Slicing a photon parallelepiped with a delta-time gate in the
camera-unwarped case. The resulting geometry is a triangle. Illustration courtesy
of Shaojie Jiao.
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The procedures described above can also be thought of as slicing a
3D steady-state photon primitive with a time constraint to yield a 2D
transient primitive.

4.4 Sliced Photon Parallelotope
p1

The slicing operation described above can be applied to even higher

x∗0

x4

dimensions. Here we describe how to derive a 3D temporal primitive

t∗1

by slicing a 4D steady-state primitive generalized from photon parallelepipeds. We start by replacing the camera subpath segment distance

𝑠1 in the analytic dimension set 𝜉′𝑎 with an additional propagation

y1

p3

t∗4

x3
ω4

t∗3

ω3

t∗2

x1

ψ1

p4

S∗1

ω1

p2

ω2
x2

x0

distance 𝑡4 : 𝜉′𝑎 = {𝑡4 , 𝑡3 , 𝑡2 , 𝑡1 }. The resulting steady-state primitive
is a parallelotope whose edges are the last 4 segments in the photon subpath. With this particular choice of 𝜉′𝑎 , we can rewrite 𝐼 𝑎 in
Equation 4.3 as:

𝐼𝑎 =

∫
Ξ′

𝑓𝑡 (𝑡4 ) 𝑓𝑡 (𝑡3 ) 𝑓𝑡 (𝑡2 ) 𝑓𝑡 (𝑡1 )𝛿4 (g′(𝜉′𝑎 )) 𝑓𝜔1,1 d𝑡4 d𝑡3 d𝑡2 d𝑡1 . (4.23)

Solving g′(𝜉′𝑎 ) = 0 under this new definition of 𝜉′𝑎 gives:
J𝜉′𝑎 = y′0 − x′4 ,

(4.24)

where Jacobian matrix

 |


 𝜔4
J = 
 |
1
 𝑣𝑝
 4

|

|

𝜔3

𝜔2

|

|

1
𝑝
𝑣3

1
𝑝
𝑣2

| 

𝜔1 



| 
1 
𝑝 
𝑣1 

(4.25)

converts variables from 𝜉′𝑎 to g′.
If we assume the speed of light is constant inside the parallelotope
𝑝

𝑝

𝑝

𝑝

𝑣 = 𝑣4 = 𝑣3 = 𝑣2 = 𝑣1 , and insert Equation 4.25 into Equation 4.23,
we reach the preintegrated intensity of the photon parallelotope:

𝑓𝜔1,1 𝑓𝑡 𝑡4∗ 𝑓𝑡 𝑡3∗ 𝑓𝑡 𝑡2∗ 𝑓𝑡 𝑡1∗



𝐼𝑎 =






,

(4.26)

g

J𝑡4 ,𝑡3 ,𝑡2 ,𝑡1
g

where J𝑡4 ,𝑡3 ,𝑡2 ,𝑡1 is the determinant of matrix J defined in Equation 4.25,
and {𝑡4∗ , 𝑡3∗ , 𝑡2∗ , 𝑡1∗ } are the solutions for Equation 4.24. The Jacobian
g

J𝑡4 ,𝑡3 ,𝑡2 ,𝑡1 here can also be viewed as a scaled volume for a tetrahedron
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Figure 4.4: The geometry of a cameraunwarped delta-sliced photon parallelotope is a tetrahedron. Illustration courtesy of Shaojie Jiao.
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(visualized in Fig. 4.4) formed by vertices p4 = x4 + 𝜔4 , p3 = x4 + 𝜔3 ,
p 2 = x4 + 𝜔 2 , p 1 = x4 + 𝜔 1 .

Sliced Parallelepiped

Sliced Parallelotope

Figure 4.5: Simulating 4-bounce-only
events in the searchlight problem with
sliced parallelepipeds and parallelotopes,
using a delta time gate. Both estimators
use 2M photons and are unbiased, but
variance in sliced parallelepipeds produces structured artifacts due to analytic evaluation along camera rays, while
sliced parallelotopes produce high frequency noise due to independent numerical distance sampling along camera rays.

4.5 Sliced Photon Balls/VPLs
The main limitation of the sliced photon parallelepiped and sliced
photon parallelotope (4.26) estimators is that they need 3 bounces and
4 bounces respectively, so they cannot handle single scattering. We can
create an unbiased single scattering estimator by setting the analytical
dimensions as the last photon subpath direction and the last distances
on the photon and camera subpaths 𝜉′𝑎 = {cos 𝜃1 , 𝜙1 , 𝑡1 , 𝑠 1 }.

1

The

1: We use the two dimensions cos 𝜃1 , 𝜙1
to parameterize the last photon subpath

Jacobian matrix for then becomes:

direction 𝜔1 here.

 |

 𝜕g
 𝜕cos 𝜃1
J = 
 |

 0


|

|

𝜕g
𝜕𝜙1

𝜔1

|

|

0

1
𝑝
𝑣1

| 

−𝜓1 

 ,
| 

1
𝑣 1𝑐

(4.27)





and the estimator becomes:

𝑓𝜔1,1 𝑓𝜔 𝜔1∗ 𝑓𝑡 𝑡1∗ 𝑓𝑡 𝑠 1∗



𝐼𝑎 =




,

(4.28)

g

Jcos 𝜃

1 ,𝜙1 ,𝑡1 ,𝑠 1

where 𝜔1∗ , 𝑡1∗ , 𝑠 1∗ are the solutions for g′(𝜉′) = 0.
For the camera-unwarped case, the Jacobian for the sliced photon
ball can be written as | J | = 𝑣1 𝑡1∗ 2 𝜔1∗ · 𝜓1 . A steady-state photon ball is
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equivalent to placing a point light or VPL at a path vertex. Slicing it
with the temporal wavefront then creates a sphere, which we need to
intersect with the camera ray due to the analytic integration of 𝑠 1 . The
Jacobian can be interpreted as the dot product between the camera
ray direction 𝜓1 and the surface normal,

1 ∗2 ∗
𝑣 𝑡 1 𝜔1 ,

of this spherical

wavefront, scaled to account for standard inverse-squared falloff from
the point light and the speed of light.
x0

ω1
ω1∗

x1

ψ1

t1∗

1

ω1∗2

t∗1

S ∗1

t∗1

y1

x1

ω1∗1

ψ1

∗2

S1

y1
∗1

S1

(a) The geometry of a camera-unwarped
delta-sliced photon ball is a sphere.

(b) The geometry of a camera-warped
delta-sliced photon ball is an ellipsoid.

Figure 4.6: The geometry of a deltasliced photon ball in camera-unwarped
and camera-warped setting. Illustration
courtesy of Shaojie Jiao.

If we consider the camera-warped case, the sliced photon ball is a generalization of Pediredla, Veeraraghavan, and Gkioulekas’s ellipsoidal
connections [20] to participating media. Geometrically, the temporal

[20]: Pediredla et al. (2019), ‘Ellipsoidal

wavefront becomes an ellipsoid with foci at x1 and y1 , and the length

Path Connections for Time-Gated Ren-

of its major axis is 𝑣(𝜏(x′1 ) − 𝜏(y′1 )). The resulting Jacobian can be

dering’

expressed as | J | = 𝑣1 𝑡1∗ 2 (𝜔1∗ + 𝜓1 ) · 𝜓1 , which is a dot product between
the camera ray direction and a scaled normal of the ellipsoid at the
path connection.

4.6 Combining Estimators Using MIS
When the Jacobian term of a specific estimator reaches zero, it creates
a singularity, causing extremely bright artifacts on the image. We can
alleviate this by combining different estimators in a similar manner as
steady-state photon primitives using MIS [11]. Since the procedure is

[11]: Veach et al. (1995), ‘Optimally Com-

similar to what’s described in Deng et al. [9], we won’t describe all the

bining Sampling Techniques for Monte
Carlo Rendering’

steps in detail.
[9]: Deng et al. (2019), ‘Photon Surfaces

When we’re evaluating each estimator, we need to first find the roots of

for Robust, Unbiased Volumetric Density

the equation g′(𝜉′𝑎 ). Each root corresponds to a complete lightpath. For

Estimation’

estimators that use delta kernels, these estimators are all expressed in a
path space of the same dimensionality with the same path contribution
function, allowing us to view them as path sampling strategies.
To combine multiple estimators we use score-based MIS [36]. Score-

[36]: Jendersie (2018), Path Throughput
Importance Weights
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based MIS weighs estimator 𝑎 ’s estimation ⟨𝐼⟩ 𝑎 of path z′ by

𝑤𝑎

(z′)

=

−𝛽
⟨𝐼⟩𝑎 (z′)



𝑚
X
𝑘=1

−𝛽

⟨𝐼⟩ 𝑘 (z′),

(4.29)

where ⟨𝐼⟩ 𝑘 means the estimation (Equation 4.4), or "score", of the

𝑘 -th estimator in a total of 𝑚 estimators. The 𝛽 here is an adjustable
parameter from the power heuristic of MIS. We simply use 𝛽 = 1,
which gives us the balance heuristic.
At each hitpoint, we re-evaluate the score using the other estimator(s),
which requires computing the Jacobians of those estimators for the
paths corresponding to the hitpoint. Since each estimator shares the
same path contribution in our formulation, the differences between
them are only in the their different Jacobians and different choices of
numerical dimensions, which MIS reinterprets as being part of the
PDF. This allows us to MIS any unbiased estimator expressed in our
framework.
Fig. 4.7 shows one example in a delta time-gated scenario where we
combine the sliced photon ball and the sliced photon parallelepiped.
As we can see, for the light transport that can be handled by both
estimators, the MIS combination reduces variance dramatically.

(a) Rendered with 50K photons.

Figure 4.7: The scene setup is the same
searchlight problem as in Fig. 4.5 with a
delta time gate. Here we’re visualizing
the third bounce and comparing the performance of sliced parallelepipeds, sliced
balls, and these two estimators combined
using MIS. MIS is able to alleviate the
singularities, which show up as bright
lines for sliced parallelepipeds and bright
circles for sliced balls.

(b) Rendered with 4M photons.
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Implementation

5

5.1 Hybrid CPU-GPU renderer
We first implement a collection of our new sliced estimators in a hybrid
CPU-GPU renderer based on the one released by Bitterli and Jarosz
[10]. This is implemented in Javascript + WebGL and allows interactive

[10]: Bitterli et al. (2017), ‘Beyond Points

exploration in a web browser. The renderer simulates the searchlight

and Beams’

problem, which contains a collimated beam source, a homogeneous
medium and a camera observing from the side. The CPU first traces
photons originated from beam source, generates the primitives along
their paths and sends the primitives to the GPU to rasterize. The GPU
then evaluates whether the time delay of a path falls into the time
gate window and calculates the path contribution in the fragment
shader. For the camera-warped sliced ball primitive, we draw a fullscreen quad since the ellipsoid-shaped temporal wavefront will always
encompass all camera rays. The results, visualized in Fig. 5.1, confirm
that sliced photon primitives can potentially improve the quality for
volumetric time-of-flight rendering.

Sliced Balls (Unbiased)

Sliced Planes (Unbiased)

Sliced Beams (Biased)

Warped

Sliced Parallelepiped (Unbiased)

300k

512

300k

512

300k

512

300k

512

300k

512

300k

512

300k

512

300k

Unwarped

512

Figure 5.1: Results from our hybrid CPU-GPU renderer. The scene setup is the same searchlight problem as in Fig. 4.5 , but this time
the time gate is a box function. Here we’re comparing different estimators. Each block in this grid is a split view of one estimator with
512 (left) and 300k (right) samples. As we can see, each estimator has different forms of singularities and their variance levels differ a
lot.

25

5 Implementation

5.2 General Ray Tracing Renderer
Motivated by the promising results from the hybrid renderer, we
then implement some of our sliced estimators in Bitterli’s open-source
Tungsten renderer [37]. We choose to use sliced photon balls to handle

[37]: Bitterli (2018), Tungsten Renderer

1/2 scattering events, and sliced photon parallelepipeds to handle 3+
scattering because of their simplicity. Sliced photon balls are also used
to handle surface-to-medium transport, in which we reevaluate the
BRDF of the surface given the new outgoing ray direction.
We first trace photon subpaths from the light source, computing the
time delay for each vertex along the way. Then we iterate over all
bounces, generate corresponding sliced photon primitives and store
them in a bounding volume hierarchy (BVH). When using a non-delta
time gate, we first sample a specific time in the time gate and generate
the corresponding delta-sliced photon primitive. This simplifies our
intersection code, and improves the performance of our renderer since
the delta-sliced primitives usually have a much smaller bounding box
than their steady-state counterparts. When the emission function 𝐿 𝑒 ’s
directional distribution or the surface BSDF 𝜌 𝑠 is a Dirac delta function
(e.g. collimated beam light sources and smooth dielectric surfaces), we
fall back to using photon beams since we can no longer spin the last
photon subpath segment along the two spherical angles.

5.3 Long and Short Primitives
As mentioned in the work by Bitterli and Jarosz [10], whenever we

[10]: Bitterli et al. (2017), ‘Beyond Points

choose a distance as one of the analytic dimensions, the evaluation

and Beams’

of transmittance corresponding to that distance can be replaced by
an unbiased estimation: the track-length estimator. This gives us the
choice of creating a long or a short primitive. The long primitive has
infinite extent and requires evaluating the exponential transmittance
(Equation 2.6) along the path segment. The short primitive is bounded
by using a binary tracklength estimator to evaluate the transmittance:
returning 1 up to the sampled free-flight distance, and zero beyond.
For estimators that have more than one distance term as an analytic
dimension, this choice is possible at each distance term.
In the previous sections, the mathematical formulations use the long
primitives but the illustrations correspond to the short ones since
it is harder to convey geometry on unbounded primitives. In our
implementations, we also use the short primitives since they are easier
to put into an acceleration structure.
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6

In the following we compare our sliced parallelepiped+ball estimator
with the sliced beam estimator proposed by Marco et al. [13] in three

[13]: Marco et al. (2019), ‘Progressive Tran-

scenes: Subsurface Scattering, Cornell Box and Volumetric Caustic,

sient Photon Beams’

using the camera-unwarped setting. The results are aggregated in
Fig. 6.1.
All the scenes use a box kernel as the time gate function, and a Dirac

Figure 6.1: Results from our general ray tracing renderer. For each scene, we’re showing the steady-state render on the left and two
rows of transient renders on the right. The top rows corresponds to the sliced beam and the bottom rows correspond to the sliced
parallelepiped+sphere. Each column in a row corresponds to a different time. For the Subsurface Scattering scene, each image took
1.5 minutes to render; for the other 2 scenes, each image took 5 minutes. For the Cornell Box scene, the steady-state render and the
four renders on the left have their exposure set to -2EV to avoid overexposing.
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delta as the emission pulse function. We implemented both methods
in our general ray tracing renderer, and rendered each frame at equal
time. The first scene is rendered on a 6-core i7-9750H, and the rest
of the scenes are rendered using 8 cores of Intel Xeon E5-2640V3 on
a Linux cluster. For the sliced beam estimator, we use our variant
from Sec. 4.2 where we treat the sensor time as an analytic dimension,
requiring only a spatial 1D blur kernel. In each progressive step we
shoot 10K photons and set the progressive radius reduction parameter

𝛼 = 0.7 for beams.
The Subsurface Scattering scene is inspired by the searchlight problem
Habel, Christensen, and Jarosz [38]. We shine a beam of light at a

[38]: Habel et al. (2013), ‘Photon Beam
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1

semi-infinite highly-scattering medium at an incident angle of

for Subsurface Scattering’

The first comparison row of Fig. 6.1 shows how light propagates in such

1: The medium uses 𝜎𝑠 = 1, 𝜎 𝑎 =

a setting. The comparison shows that the sliced parallelepiped+ball

(0.01, 0.1, 1.0), and a Henyey-Greenstein

estimator is highly effective at simulating multiple-bounce events when

phase function with g = 0.

compared to the sliced beam estimator.
In the Cornell Box scene, photons from a collimated beam source
hit a diffuse box underneath, gradually revealing the geometry in
the scene. By observing the second column, we can find that our
sliced parallelepiped+ball estimator still shows strengths in handling
multiple bounces even with occluders. However, the third and fourth
column reveals that the sliced ball estimator struggles to handle surfaceto-medium transport, as its singularities are quite obvious around the
surfaces. This suggests that falling back to sliced beams, or using MIS
to combine sliced beams and sliced balls, may be beneficial in such
scenarios.
Finally, the Volumetric Caustic scene compares the two methods in a
setting with complex volumetric caustics. Some of the photons leaving
the point light source travels through a glass ball

2

, delaying the

temporal wavefront of refracted light. Our sliced parallelepiped+ball
estimator excels at simulating the multiple scattering, especially in the
third and fourth time slice. However, the refracted temporal wavefront
looks much noisier and blurrier compared to using the sliced beam
estimator alone. This is because we have to fall back to sliced beams for
simulating these specular paths, and since it is slower to intersect with
sliced parallelepipeds and sliced balls, our combined estimator hasn’t
traced enough specular paths or gone through enough progressive
steps to limit the bias. This hints that handling specular paths separately
with a different photon count per step might be helpful.
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2: With Index of Reflection = 1.5.

Conclusions, Limitations and
Future Work
We lay the foundation for accelerating volumetric time-of-flight rendering by introducing a novel spatio-temporal extended path integral
framework and a recipe for deriving and combining a new family
of estimators we call sliced photon primitives. We start by adding a
fourth temporal dimension to the path vertices in the extended path
space. The intensity of a pixel at a specific time can be expressed by
integrating the contribution from all spatio-temporal paths that starts
from a 4D photon vertex that is temporally within the light pulse
window, and ends at a 4D camera vertex that is temporally within
the time gate of the camera. The 4D blur caused by connecting the
endpoints of the photon and camera subpaths can be eliminated by
pre-integrating 4 dimensions in the integral.
Our general framework can not only express many existing techniques,
but is also able to support a recipe for easily deriving novel unbiased
density estimators for time-of-flight rendering. Each estimator has its
own strengths and weaknesses. For example, the sliced ball estimator
is good at simulating spherical temporal wavefronts, while the sliced
parallelepiped estimator excels in handling multi-bounce scenarios.
Their weaknesses, on the other hand, occurs when the Jacobian term of
an estimator reaches zero and creates a singularity, causing extremely
bright artifacts on the image. Multiple Importance Sampling is a way
to combine their strengths and avoid individual weaknesses, and we
implement a prototype combining sliced ball and sliced parallelepiped
to verify this.
Our framework also does not limit how to implement the estimators.
We discussed how a selection of our new estimators are implemented
in two different renderers, and finally compared a specific instantiation
of our estimators with previous work. The results shows that while
our estimators struggle at handling some parts of the light transport,
they still hold great potential in accelerating volumetric time-of-flight
rendering, and can thus benefit a wide spectrum of corresponding
imaging and computer vision tasks. The limitations of our current
work, along with our new perspective on time-of-flight rendering,
reveal several exciting directions for future work.

MIS between biased and unbiased estimators.

The results from

the Cornell Box scene show that the slicecd ball estimator struggles
when handling surface-to-medium transport, as revealed by the high
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number of singularities near the surfaces. Since surface-to-medium
transport limits the scattering position, it can be hard to find another
unbiased sliced photon primitive to be combined with in this scenario.
However, methods such as VCM/UPS/UPBP[39–41] have proved the

[39]: Georgiev et al. (2012), ‘Light Trans-

possibility of performing MIS between biased and unbiased estimators

port Simulation with Vertex Connection
and Merging’

to improve robustness. MIS between biased and unbiased estimators
[40]: Hachisuka et al. (2012), ‘A Path Space

may be a promising way to overcome this weakness in our current

Extension for Robust Light Transport

estimator.

Simulation’
[41]: Křivánek et al. (2014), ‘Unifying
Points, Beams, and Paths in Volumetric

Camera-warped primitives.

Although our framework currently can

Light Transport Simulation’

1

handle both camera-warped and camera-unwarped primitives, the
efficiency for evaluating camera-warped primitives can be much im-

1: For a refresher of the difference between camera warping and unwarping,
please refer to the end of Sec. 3.2.

proved. We haven’t derived the geometry of many camera-warped
primitives discussed in this thesis, thus we can only intersect with
their unsliced forms, which could be wasteful since they are often only
loose bounds of the sliced geometry. More work is needed on investigating the camera-dependent complex geometry of camera-warped
primitives to efficiently handle them.

Acceleration structure.

The geometry, distribution and size of sliced

photon primitives can make their intersection tests hard to accelerate
using the traditional BVH acceleration structure in many scenarios (e.g.
when the radius of the sliced ball is large or the sliced parallelepiped is
not axis-aligned). Other acceleration structures such as uniform grids
and K-D trees are likely to perform better in those scenarios.

Other physical light transport effects. Some applications of time-offlight imaging utilize effects currently unsupported by our framework.
One example is biological ultrafast imaging, which uses fluorescence
extensively for diagnosis and inspection purposes such as brain tumor
detection [42]. Supporting fluorescence in our framework can thus be

[42]: Becker (2012), ‘Fluorescence lifetime

particularly beneficial for this field, and previous work on simulating

imaging - techniques and applications’

fluorescence in steady-state [43] and transient [12] setting may provide

[43]: Jarabo et al. (2018), ‘Bidirectional

a path. Heterogeneous media, i.e. media with spatially-varying ab-

Rendering of Vector Light Transport’
[12]: Jarabo et al. (2014), ‘A Framework

sorption and scattering coefficients, are also very common in real life,
for Transient Rendering’

yet our framework currently does not support them. There are also
media with spatially-varying speed of light that can bend straight light
beams into curves, such as the atmosphere and some crystals. It would
also be interesting to extend previous work [44, 45] on simulating the

[44]: Ament et al. (2014), ‘Refractive Ra-

light transport in such media to the time-of-flight setting.

diative Transfer Equation’
[45]: Pediredla et al. (2020), ‘Path Tracing Estimators for Refractive Radiative
Transfer’
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Handling delta time gates in differential time-of-flight rendering.
Differential rendering is a powerful tool for solving inverse-rendering
problems, such as reconstructing 3D objects from 2D images [46].

[46]: Kato et al. (2020), Differentiable Ren-

Researchers have already developed methods for estimating the differ-

dering: A Survey

entials of time-of-flight images [19, 47]. However, these previous work

[19]: Yi et al. (2021), ‘Differentiable tran-

currently cannot handle scenes with participating media and Dirac

sient rendering’
[47]: Wu et al. (2021), ‘Differentiable time-

delta light pulses/time gates. Since our framework supports all these
gated rendering’

scenarios, it might be able to serve as a basis for improving current
differential time-of-flight renderers.
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