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ON THE NUMERICAL RADIUS OF THE TRUNCATED
ADJOINT SHIFT
HAYKEL GAAYA
Abstract. A celebrated thorem of Fejer (1915) asserts that for a given pos-
itive trigonometric polynomial
∑n−1
j=−n+1 cje
ijt, we have |c1|6 c0 cos
pi
n+1
. A
more recent inequality due to U. Haagerup and P. de la Harpe [9] asserts
that, for any contraction T such that Tn = 0, for some n ≥ 2, the inequality
ω2(T ) 6 cos
pi
n+1
holds, and ω2(T ) = cos
pi
n+1
when T is unitarily equivalent
to the extremal operator S∗n = S
∗
| CI n = S
∗
|Ker(un(S∗)) where un(z) = z
n
and S∗ is the adjoint of the shift operator on the Hilbert space of all square
summable sequences. Apparently there is no relationship between them. In
this mathematical note, we show that there is a connection between Taylor
coefficients of positive rational functions on the torus and numerical radius of
the extremal operator S∗(φ) = S∗|Ker(φ(S∗)) for a precise inner function φ.
This result completes a line of investigation begun in 2002 by C. Badea and
G. Cassier [1]. An upper and lower bound of the numerical radius of S∗(φ)
are given where φ is a finite Blashke product with unique zero.
1. Introduction
Let H be a complex separable Hilbert space and B(H) the collection of all
bounded linear operators on H. The numerical range of an operators T in B(H) is
the subset
W (T ) = {< Tx, x >∈ CI ;x ∈ H, ‖x‖= 1}
of the plane, where < ., . > denotes the inner product in H and the numerical radius
of T is defined by
ω2(T ) = sup {|z|; z ∈ W (T )} .
Re(T ) is the self-adjoint operator defined by
Re(T ) = 1
2
(T + T ∗).
We denote by [x] the integer part of x and by S the unilateral shift acting on the
Hardy space HI 2 of the square summable analytic functions and by S∗ its adjoint:
S : HI 2 → HI 2
f 7→ zf(z)
S∗ : HI 2 → HI 2
f 7→ f(z)− f(0)
z
.
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Beurling’s theorem implies that the non zero invariant subspaces of S are of the
forme φ HI 2, where φ is some inner function . Let S(φ) denote the compression of
S to the space H(φ) = HI 2 ⊖ φ HI 2 :
S(φ)f(z) = P (zf(z)),
where P denotes the ortogonal projection from HI 2 onto H(φ). We denote by S∗(φ)
the adjoint of S(φ):
S∗(φ) = S(φ)∗ = S∗|H(φ) = S
∗
|Ker(φ(S)∗) .
The model operator S(φ) has many properties and it was studied intensively
in the 1960s and ’70s. For exemple, it has norm 1 (for dim H(φ) > 1) and it is
cyclic. The function φ is the minimal function of S(φ) meaning that φ(S(φ)) = 0
and φ divides any function ψ in H∞ with ψ(S(φ)) = 0. The space H(φ) is finite-
dimensional exactly when φ is a finite Blaschke product :
φ(z) =
n∏
j=1
z − αj
1− αjz .
In this case the polynomial p(z) =
∏n
j=1(z − αj) is both the minimal and char-
acteristic polynomial of S(φ) and (αj)16j6n are its eigenvalues. In particular, if
φ(z) = zn then S(φ) is unitarily equivalent to Sn where
Sn =


0
1
. . .
. . .
. . .
1 0

 .
In 1992 U. Haagerup and P. de la Harpe proved that W (Sn) is the disc
Dn =
{
z ∈ CI ; |z|6 cos pi
n+1
}
and
(1.1) ω2(Sn) = cos
pi
n+ 1
and more generally a natural connection between Fejer’s inequality and the numer-
ical radius of a nilpotent matrix was established by Haagerup and de la Harpe.
They proved, using solely elementary methods (positive definite kernels) that:
Theorem 1.1 ([9]). Let T be an operator on H such that T n = 0 for some n ≥ 2.
One has:
ω2(T ) 6 ‖T ‖cos pi
n+ 1
and ω2(T ) = ‖T ‖cos pin+1 when T is unitarily equivalent to ‖T ‖Sn.
The reader may consult [10] chapter 22 for properties of numerical ranges
of operators in general, [11] chapter 1 for those of finite dimensional operators and
particulary [6] for the geometric properties of the numerical range of S(φ).
Organisation of the paper:
In [1], C. Badea and G. Cassier showed:
ON THE NUMERICAL RADIUS OF THE TRUNCATED ADJOINT SHIFT 3
Theorem 1.2. ([1]) Let F = P/Q be a rational function with no principal part
(d◦P < d◦Q) which is positive on the torus. Then the Taylor coefficient ck of order
k satisfies the following inequalitiy
|ck|6 c0 ω2(Rk),
where R = S∗|Ker(Q(S∗)).
In Section 2, our main theorem is the Theorem 1.2. We give an extension of the
result of C. Badea and G. Cassier for Taylor coefficients of all rational functions
which are positive on the torus. We make no extra assumptions about P and Q.
We do not, for exemple require them to obey any degree restrictions, they need
only be coprime. The theorem has many applications and will explain how we can
easily recover the remarkable Egerváry and Szász inequality. See Corollary 2.3.
Toeplitz matrices are found in several areas of mathematics and its applications
such as complex and harmonic analysis. The KMS Toeplitz matrix
Kn(α) = (α
|r−s|)nr,s=1
associated with the Poisson kernel introduced by Kac, Murdokh and Szegö [12]
is of particular interst in these areas. In order to formulate our problem we first
review in Section 3.1 some of the known results on the spectra of these matrices
and we give a better upper bound of λ
(n)
1 , where λ
(n)
1 is the largest eigenvalue of the
KMS matrix. In Section 3.2, our main theorem is the Theorem 3.7 which gives un
upper and lower bound of the numerical radius of the truncated shift S∗(φ) where
φ(z) =
(
z − α
1− αz
)n
with 0 6 α < 1 is a finite Blashke product with unique zero.
Our preoccupation with this particular case 0 6 α < 1 to the exclusion to any α
in the disc is explained by the fact that the numerical radius is independent with
the argument of α. This formula is expressed in terms of eigenvalues of the KMS
matrices and provides an easy proof for the Haagerup and de la Harpe result (1.1).
2. Main Theorem
There are many classical inequalities for coefficients of positive trigonometric
polynomials. The next result shows the links between the numerical radius of the
truncated adjoint shift and the Taylor coefficients of rational functions positive on
the torus.
Theorem 2.1. Let F = P/Q be a rational function which is positive on the torus,
where P and Q are coprime. Denote by
φ(z) =
p∏
j=1
(
z − αj
1− αjz
)mj
and
ψ(z) =
q∏
j=1
(
z − βj
1− βjz
)dj
the respectively finite Blashke products formed by the nonzero roots of P and Q in
the open disc, let m =
∑p
j=1mj and d =
∑q
j=1 dj. Then the Taylor coefficient ck
of order k of F satisfies the following inequality:
|ck|6 c0 ω2(S∗k(ϕ)), where ϕ(z) = zmax(0,m−d+1)ψ(z).
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Lemma 2.2 ([1] lemma 3.2). Let u be a inner function and let f be a positive
function in the subspace u HI 10 of L
1(TI ). Then there exists a function h in H(u) =
HI 2 ⊖ u HI 2 such that f = |h|2.
Proof. First, note that by continuity we may assume that F is strictly positive on
the torus. Let F = P/Q and assume that F (z) > 0 for every z ∈ TI . Now, let
G (z) = F
(
1
z
)
.
We see that G is analytic, except a finite set of complex numbers. Since F is real
on the torus, we have G(eit) = F (eit) = F (eit) for every t ∈ RI and the analytic
extension principle implies that
F (z) =
P (z)
Q (z)
= G(z) =
P
(
1
z
)
Q
(
1
z
) ,
thus
(2.1) P (z)Q
(
1
z
)
= P
(
1
z
)
Q (z)
except for a finite set in CI . (2.1) implies that if P (α) = 0, with α 6= 0 then
necessarily P
(
1
α
)
= 0. Then P can be written as
P (z) = c1 z
m0 (z − α1)m1 ... (z − αp)mp (1− α1z)m1 ... (1− αpz)mp
with a constant c1. With the same argument as before, Q can be written as
Q (z) = c2 z
d0 (z − β1)d1 ... (z − βq)dq
(
1− β1z
)d1
...
(
1− βqz
)dq
with a constant c2. Since P and Q are coprime, we must have m0 = 0 or d0 = 0.
Then
F
(
eit
)
= |F (eit) | = c |P1
(
eit
)
Q1 (eit)
|2
where P1 (z) =
∏p
j=1 (z − αj)mj and Q1 (z) =
∏q
j=1 (z − βj)dj therefore we have
F
(
eit
)
= c
∏p
j=1
(
eit − αj
)mj (
e−it − αj
)mj
∏q
j=1 (e
it − βj)dj
(
e−it − βj
)dj
with a constant c. Let m = m1 + · · · +mp, d = d1 + · · · + dq and ϕ(z) = zrψ(z)
where r = max(0,m− d+ 1). Now,
ϕ
(
eit
)
F
(
eit
)
= c eirtψ
(
eit
) ∏pj=1 (eit − αj)mj (e−it − αj)mj∏q
j=1 (e
it − βj)dj
(
e−it − βj
)dj
= c eirt
q∏
j=1
(
eit − βj
1− βjeit
)dj ∏p
j=1
(
eit − αj
)mj (
1− αjeit
)mj
e−imt∏q
j=1 (e
it − βj)dj
(
1− βjeit
)dj
e−idt
= c ei(d−m)teirt
∏p
j=1
(
eit − αj
)mj (
1− αjeit
)mj
∏q
j=1
(
1− βjeit
)2dj
= c eitmax(d−m,1)
∏p
j=1
(
eit − αj
)mj (
1− αjeit
)mj
∏q
j=1
(
1− βjeit
)2dj
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which implies that ϕF ∈ HI 10. It follows from Lemma 2.2 that we have F = |f |2
with a suitable f ∈ H(ϕ). Then for any integer k, we get
|ck| = | < F, eikt > | = | < ff, eikt > |
= | < fe−ikt, f > |
= | < (S∗(ϕ))kf, f > |
= | < S∗k(ϕ)f, f > |.
Therefore
|ck| ≤ ‖f‖22 ω2(S∗k(ϕ)) = ‖F‖1 ω2(S∗k(ϕ)) = c0 ω2(S∗k(ϕ)).
The proof is now complete. 
Corollary 2.3 (Egerváry and Szász [4]). Let F (eit) =
∑n−1
j=−n+1 cje
ijt be a positive
trigonometric polynomial (n ≥ 2). Then
|ck|6 c0 cos
(
pi[
n−1
k
]
+ 2
)
for 1 6 k 6 n− 1.
Proof. We have :
F (eit) = c−n+1e
i(−n+1)t + · · ·+ c0 + · · ·+ cn−1ei(n−1)t
= e(−n+1)it
(
c−n+1 + · · ·+ c0ei(n−1)t + · · ·+ cn−1e2i(n−1)t
)
=
P (eit)
Q(eit)
where P (eit) = c−n+1 + · · ·+ c0ei(n−1)t + · · ·+ cn−1e2i(n−1)t and Q(eit) = ei(n−1)t.
In this case we have m = n− 1, d = 0 and ϕ(z) = zn. Then Theorem 2.1 implies
that
|ck| ≤ c0 ω2(S∗nk).
But generally S∗n
k is unitarily equivalent to an orthogonal sum of shifts of smaller
dimension, the largest dimension being s(k, n)+1 where s(k, n) = [n−1
k
]. Therefore
ω2(S
∗
n
k) = ω2(S
∗
s(k,n)+1) = cos
pi
s(k, n) + 2
. The same computation follows from [8].
Finally, this implies that
|ck| 6 c0 cos pi
s(k, n) + 2
= c0 cos
(
pi[
n−1
k
]
+ 2
)
.

Remark 2.1. The bound for c1 is due to Fejer (1915).
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3. The numerical radius of the shift compression
3.1. Preliminaries. The spectral decomposition of the KMS matrix
Kn(α) =


1 α · · · αn−1
α
. . .
. . .
...
...
. . .
. . . α
αn−1 · · · α 1

 = (α|r−s|)nr,s=1 ; 0 6 α < 1
is very well understood in the computational sense. For this reason, these matrices
are often used as test matrices. It’s shown in [7] page 69–72 thatKn(α) is a Toeplitz
matrix associated with the Poisson kernel Pα(e
it) =
1− α2
|1− αeit|2 and its eigenvalues
are:
λ
(n)
k = Pα(e
it
(n)
k ) , 1 ≤ k ≤ n
where t
(n)
k are the solutions of
(3.1) pn(cos t) =
sin(n+ 1)t− 2α sinnt+ α2 sin(n− 1)t
sin t
= 0.
The expression pn(cos t) is a polynomial of degree n in cos t and it has n real distinct
zeros cos t
(n)
k for 1 6 k 6 n where :
0 < t
(n)
1 < t
(n)
2 < t
(n)
3 < · · · < t(n)n < pi .
This implies that
1 + α
1− α > λ
(n)
1 > λ
(n)
2 > λ
(n)
3 > · · · > λ(n)n >
1− α
1 + α
.
The evaluation of the zeros t
(n)
k in explicit terms seems to be out of end. However,
it is easy to show that they are separated by the quantities xk =
kpi
n+ 1
, 1 ≤ k ≤ n.
Indeed, for 1 6 k 6 n
pn(cos xk) = (−1)k2α(1− α cosxk)
and
sgn pn(cosxk) = (−1)k .
Also we see by direct substitution that the latter equation holds for k = 0, so that
0 < t
(n)
1 6 x1 < t
(n)
2 6 x2 < · · · < t(n)n 6 xn < pi .
Remark 3.1. In the case where α = 0 in (3.1) we have t
(n)
k = xk.
In the next proposition we give a better lower and upper bound for tn1 .
Proposition 3.1. For each integer n ≥ 2;
(3.2)
2
n+ 1
arccos(α) 6 t
(n)
1 6 arccos(α) .
Proof. First, we note that
(3.3) pn(t) =
2
sin t
(
sin (n+1)t2 − α sin (n−1)t2
)(
cos (n+1)t2 − α cos (n−1)t2
)
.
Since for all 0 < t 6 pi
n+1 , we have
(3.4) 0 < (n−1)t2 <
(n+1)t
2 6
pi
2
ON THE NUMERICAL RADIUS OF THE TRUNCATED ADJOINT SHIFT 7
this implies that
α sin (n−1)t2 < sin
(n−1)t
2 < sin
(n+1)t
2
then t
(n)
1 is zero of
(3.5) cos (n+1)t2 = α cos
(n−1)t
2 .
Now if we suppose that t
(n)
1 <
2
n+1 arccos(α) then
(n+1)t
(n)
1
2 < arccos(α) and
cos
(n+1)t
(n)
1
2 > α ≥ α cos
(n−1)t
(n)
1
2 which contradicts(3.5).
Hence t
(n)
1 ≥ 2n+1 arccos(α) holds.
From (3.5), we have
cos t cos (n−1)t2 − sin t sin (n−1)t2 = α cos (n−1)t2
which implies that
(cos t− α) cos (n−1)t2 = sin t sin (n−1)t2
while from (3.4), sin (n−1)t2 and cos
(n−1)t
2 are both positive, therefore cos t − α is
positive, which completes the proof. 
Remark 3.2. For a fixed 0 6 α < 1, since Pα(e
it) is positive and decreasing on
the interval [0, pi], then it is easy to obtain the sharp lower and upper bound of the
largest eigenvalues of Kn(α):
1 6 λ
(n)
1 6
1− α2
1− 2α cos
(
2
n+1 arccos(α)
)
+ α2
.
Note that λ
(n)
1 is also the numerical radius of Kn(α). This is due to the fact that
the norm and numerical radius of a symmetric matrix coincides with its largest
eigenvalue.
For 0 6 α < 1, we denote by
sn(α) = max
{
α(cos t
(n)
1 − α)t
1− 2α cos t(n)1 + α2
;
−α(cos t(n)n − α)
1− 2α cos t(n)n + α2
}
;
mn(α) = max
{
|(1 + α2) cos t(n)1 − 2α|
1− 2α cos t(n)1 + α2
,
−(1 + α2) cos t(n)n + 2α
1− 2α cos t(n)n + α2
}
and
Mn(α) = max
{
(1− 3α2) cos t(n)1 + 2α3
1− 2α cos t(n)1 + α2
,
−(1 + α2) cos t(n)n + 2α
1− 2α cos t(n)n + α2
}
.
Proposition 3.2. For each integer n ≥ 2 and 0 6 α < 1, let
Jn(α) =


0 α · · · αn−1
...
. . .
. . .
...
...
. . . α
0 . . . . . . 0

 ;
then we have
ω2(Jn(α)) = ω2(Re(Jn(α))) = sn(α).
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Proof. First observe that
ω2(Re(Jn(α))) = sup
u=(u0,··· ,un−1)∈ CI
n
,‖u‖=1
|< Re(Jn(α))u, u > |
=
1
2
sup
∑n−1
l=0 |ul|
2=1
∣∣∣ ∑
1≤m 6=l≤n−1
α|l−m|ulum
∣∣∣
=
1
2
sup
∑n−1
l=0 |ul|
2=1
∑
1≤m 6=l≤n−1
α|l−m||ul||um|
=
1
2
sup
∑n−1
l=0 |ul|
2=1
2
∑
1≤m<l≤n−1
α|l−m||ul||um|
= sup
∑n−1
l=0 |ul|
2=1
∣∣∣ ∑
1≤m<l≤n−1
αl−mulum
∣∣∣ = ω2(Jn(α)).
We note that Re(Jn(α)) is the Toeplitz matrix associated with the Toeplitz form
1
2
(Pα(e
it)− 1) = α(cos t− α)
1− 2α cos t+ α2 = g(t).
To complete the proof of the proposition, we can easily observe that if a and b
are arbitrary real number and f(x) a Toeplitz form with γnk as eigenvalues then
the eigenvalues of a + bf(x) will be a + bγnk . This shows that the eigenvalues of
Re(Jn(α)) are
λ
′(n)
k =
1
2
(λ
(n)
k − 1) =
α(cos t
(n)
k − α)
1− 2α cos t(n)1 + α2
, 1 ≤ k ≤ n.
Now, since g(t) is decreasing on the interval [0, pi] and Re(Jn(α) is symmetric then
ω2(Jn(α)) = ω2(Re(Jn(α)))
= max
{
|λ′(n)k |; 1 6 k 6 n
}
= max
{
λ
′(n)
1 ;−λ′(n)n
}
= max
{
α(cos t
(n)
1 − α)
1− 2α cos t(n)1 + α2
;
−α(cos t(n)n − α)
1− 2α cos t(n)n + α2
}
(3.6)
= sn(α)
where (3.6) is due to the fact that cos t
(n)
n is nonpositive and by using Proposition
3.1. 
Corollary 3.3. For 0 6 α < 1, we have
ω2(J2(α)) =
α
2
.
Proof. This result is known, but it is interesting to notice that this result can also
easily be obtained by using Proposition 3.2. Indeed
p2(t) =
sin(3t)− 2α sin(2t) + α2 sin t
sin t
= 4 cos2 t− 4α cos t+ α2 − 1
Therefore, we obtain: cos t
(2)
1 =
α+ 1
2
and λ
′(2)
1 =
α
2
. Now since Tr(J2(α)) = 0
then we have λ
′(2)
2 = −
α
2
. This completes the proof. 
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Corollary 3.4. For 0 6 α < 1, we have
ω2(J3(α)) =
α(
√
α2 + 8− 3α)
4 + 2α2 − 2α√α2 + 8 .
Proof. We have
p3(t) =
2
sin t
(
sin(2t)− α sin t)( cos(2t)− α cos t)
this implies that cos t
(3)
1 =
α+
√
α2 + 8
4
, cos t
(3)
2 =
α
2
and cos t
(3)
3 =
α−√α2 + 8
4
then
λ
′(3)
1 =
α(cos t
(3)
1 − α)
1− 2α cos t(3)1 + α2
=
α(
√
α2 + 8− 3α)
4 + 2α2 − 2α√α2 + 8
and
|λ′(3)3 |=
−α(cos t(3)3 − α)
1− 2α cos t(3)3 + α2
=
α(
√
α2 + 8 + 3α)
4 + 2α2 + 2α
√
α2 + 8
.
The proof is complete. 
Corollary 3.5. For each integer n ≥ 4 and α 6
√
cos 2pi
n+1 , we have
ω2(Jn(α)) =
α(cos t
(n)
1 − α)
1− 2α cos t(n)1 + α2
.
Proof. It follows from the hypothesis of Corollary 3.5 that
(3.7) t
(n)
1 ≤
pi
n+ 1
≤ arccos
√
1 + α2
2
≤ arccos(α) 6 t(n)n 6
npi
n+ 1
then
λ
′(n)
1 =
α(cos t
(n)
1 − α)
1− 2α cos t(n)1 + α2
and
|λ′(n)n | = −λ′(n)n =
−α(cos t(n)n − α)
1− 2α cos t(n)n + α2
In view of the inequality (3.7), g(arccosα) = 0 and the fact that g is decreasing in
[0, pi], it suffices to prove that g( pi
n+1 ) ≥ |g( npin+1 )|. We have
g(
pi
n+ 1
)− |g( npi
n+ 1
)| = α(cos
pi
n+1 − α)
1− 2α cos pi
n+1 + α
2
− α(cos
pi
n+1 + α)
1 + 2α cos pi
n+1 + α
2
=
2α2(2 cos2 pi
n+1 − α2 − 1)
(1− 2α cos pi
n+1 + α
2)(1 + 2α cos pi
n+1 + α
2)
=
2α2(cos 2pi
n+1 − α2)
(1− 2α cos pi
n+1 + α
2)(1 + 2α cos pi
n+1 + α
2)
≥ 0.
The result follows. 
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3.2. The numerical radius of the compressed shift. In this section, we will
focus on the particular case where
φ(z) =
(
z − α
1− αz
)n
.
First, we notice some properties for the general case where φ is a finite Blashke
product : φ(z) =
∏n
j=1
z − αj
1− αjz . For each λ in the unit disc, we define the
evaluation functional kλ ∈ HI 2 by the requirement that f(λ) =< f, kλ >. Thus
kλ(z) =
1
1− λz
and {e1, . . . , en} the collection of functions of H(φ) defined as follows :
e1(z) =
(
1− |α1|2
) 1
2
1
1− α1z
and
ek(z) =
(
1− |αk|2
) 1
2
1
1− αkz
k−1∏
j=1
z − αj
1− αjz
for any k = 2, ..., n.
It is known that {e1, . . . , en} is an orthonormal basis of H(φ) and with respect to
this basis the matrix of S∗(φ) is given by [alk], where
alk =


αl if l = k
σlσl+1 if k = l + 1
σlσk
∏k−1
j=l+1(−αj) if k > l + 1
0 unless
and σk =
(
1− |αk|2
) 1
2 , for each 1 6 k 6 n.
Indeed, for k > l + 1, we have
< S∗(φ)ek, el > = σkσl
∫ 2pi
0
1
1− αkeiθ
e−iθ
1− αle−iθ
k−1∏
j=l
eiθ − αj
1− αjeiθ
dθ
2pi
= σkσl
∫ 2pi
0
1
1− αkeiθ
e−iθ
1− αle−iθ
eiθ − αl
1− αleiθ
k−1∏
j=l+1
eiθ − αj
1− αjeiθ
dθ
2pi
= σkσl
∫ 2pi
0
1
1− αkeiθ
1
1− αleiθ
k−1∏
j=l+1
eiθ − αj
1− αjeiθ
dθ
2pi
= σkσl
k−1∏
j=l+1
(−αj).
Using the same scheme as before,we prove easily that < S∗(φ)ek+1, ek >= σkσk+1
and < S∗(ek), el >= 0 if k < l.
Finally
< S∗(φ)ek, ek > = σ
2
k
∫ 2pi
0
1
1− αkeiθ
e−iθ
1− αke−iθ
dθ
2pi
= σ2k < Kαk ,
z
1− αkz >
= αk
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In the sequel of the paper, φ denotes the finite Blashke product with unique zero
α:
φ(z) =
(
z − α
1− αz
)n
.
S∗(φ) gets the following matricial representation:

α σ −σα · · · · · · σ(−α)n−2
0 α σ
. . .
...
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . −σα
...
. . . α σ
0 . . . . . . . . . 0 α


where σ = 1− |α|2.
Proposition 3.6. For 0 6 α < 1, we have
ω2(Re(S∗(φ))) = mn(α).
Proof. First, notice that where α = 0, then
Re(S∗(φ)) = 1
2


0 1 0 0 . . .
1 0 1 0 . . .
0 1 0 1 . . .
0 0 1 0 . . .
. . . . . . . . . . . . . . .

 .
In this case the eigenvalues are cos
kpi
n+ 1
, for k = 1, . . . , n. For the proof there
are many references, we refer the reader for example to [7] page 67 or [2] page 35,
therefore ω2(Re(S∗(φ))) = cos pi
n+ 1
= mn(0). Then we can limit our study to the
case α 6= 0. Now, notice that
Re(S∗(φ)) = 1− α
2
2α


− 2α
2
1− α2 α · · · α
n−1
α
. . .
. . .
...
...
. . .
. . . α
αn−1 · · · α − 2α
2
1− α2


.
Here Re(S∗(φ)) is the Toeplitz matrix associated with the Toeplitz form:
1− α2
2α
(Pα(e
it)− 1− 2α
2
1− α2 ) =
(1 + α2) cos t− 2α
1− 2α cos t+ α2 = h(t).
Since h(t) is monotonic on [0, pi], thus with the same argument that in the proof of
Proposition 3.2, we may assume that:
ω2(Re(S∗(φ))) = max
{
|(1+α2) cos tn1−2α|
1−2α cos tn1 +α
2 ,
−(1+α2) cos tnn+2α
1−2α cos tnn+α
2
}
= mn(α).
This completes the proof. 
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Theorem 3.7. Let φ(z) =
(
z − α
1− αz
)n
with α ∈ CI and |α|< 1.
(1) The numerical radius of S∗(φ) is independent from the argument of α and
for 0 6 α < 1 the numerical range of S∗(φ) is symmetric with respect to
the real axis.
(2) For n ≥ 2 , we have
mn(|α|) 6 ω2(S∗(φ)) 6Mn(|α|).
Proof. For α 6= 0, and for t = arg(α), we have:
ω2(S
∗(φ)) = sup
‖u‖2=1
| < S∗(φ)u, u > |
= sup
∑n−1
l=0 |ul|
2=1
∣∣∣α− 1− |α|2
α
∑
1≤m<l≤n−1
(−α)l−m ulum
∣∣∣
= sup
∑n−1
l=0 |ul|
2=1
∣∣∣|α| − 1− |α|2|α|
∑
1≤m<l≤n−1
(−α)l−m ulum
∣∣∣
= sup
∑n−1
l=0 |ul|
2=1
∣∣∣|α| − 1− |α|2|α|
∑
1≤m<l≤n−1
(−|α|)l−m eiltuleimtum
∣∣∣
= sup
∑n−1
l=0 |vl|
2=1
∣∣∣|α| − 1− |α|2|α|
∑
1≤m<l≤n−1
(−|α|)l−m vlvm
∣∣∣.(3.8)
The last equality implies that the numerical radius of S∗(φ) is independant from
the argument of α. Hence we can suppose that 0 < α < 1. Now assume that z is
in W (S∗(φ)), then there is u = (u0, . . . , un−1) a unit vector in CI
n such that
z = < S∗(φ)u, u >
= α− 1− α
2
α
∑
1≤m<l≤n−1
(−α)l−m ulum
and
z = α− 1− α
2
α
∑
1≤m<l≤n−1
(−α)l−m umul
= < S∗(φ)u, u > .
This implies that z is in W (S∗(φ)) and (1) holds.
As remarked before, we can restrict our study to the case where 0 < α < 1 and
from (3.8) we have:
ω2(S
∗(φ)) ≤ α+ 1− α
2
α
sup
∑n−1
l=0 |ul|
2=1
∣∣∣ ∑
1≤m<l≤n−1
αl−mulum
∣∣∣
= α+
1− α2
α
ω2(Jn(α))
= Mn(α).
On the other hand, it is obvious to note that ω2(ReT ) 6 ω2(T ) for each bounded
operator T , an application of the Proposition 3.6 completes the proof of (2). 
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Corollary 3.8. For n = 2 and 0 6 α < 1; we have:
ω2(S
∗(φ)) =
1 + 2α− α2
2
.
Corollary 3.9. For each integer n ≥ 2;
ω2(S
∗
n) = cos
pi
n+ 1
.
In the last two corollaries, the results are due to the fact that both quantities mn
and Mn coincide.
Acknowledgements: The author would like to express his gratitude to Gilles Cassier
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