Positron emission tomography (PET) was used to identify the neural systems involved in discriminating the shape, color, and speed of a visual stimulus under conditions of selective and divided attention.
Psychophysical evidence indicated that the sensitivity for discriminating subtle stimulus changes in a same-different matching task was higher when subjects selectively attended to one attribute than when they divided attention among the attributes.
PET measurements of brain activity indicated that modulations of extrastriate visual activity were primarily produced by task conditions of selective attention. Attention to speed activated a region in the left inferior parietal lobule. Attention to color activated a region in the collateral sulcus and dorsolateral occipital cortex, while attention to shape activated collateral sulcus (similarly to color), fusiform and parahippocampal gyri, and temporal cortex along the superior temporal sulcus. Outside the visual system, selective and divided attention activated nonoverlapping sets of brain regions. Selective conditions activated globus pallidus, caudate nucleus, lateral orbitofrontal cortex, posterior thalamus/colliculus, and insular-premotor regions, while the divided condition activated the anterior cingulate and dorsolateral prefrontal cortex.
The results in the visual system demonstrate that selective attention to different features modulates activity in distinct regions of extrastriate cortex that appear to be specialized for processing the selected feature. The disjoint pattern of activations in extravisual brain regions during selectiveand divided-attention conditions also suggests that perceptual judgments involve different neural systems, depending on attentional strategies.
It is a common experience that searching for a friend in a crowd is aided by the knowledge that he or she is wearing a red coat. The ability to select, or focus on, a small fraction ofthe incoming sensory information eases the computational load in analyzing environmental scenes and planning responses coherent with behavioral goals. Understanding how the brain solves the problem of selecting relevant information is a major goal for both cognitive and neural sciences. Early selection theorists have suggested that selection is based on simple stimulus characteristics of the sensory signal (Broadbent, 1958 (Broadbent, , 1982 Kahneman and Treisman, 1984) , while late selection theorists have argued that selection occurs after stimulus identification or semantic encoding, perhaps controlling the transfer of information to short-term memory1 (Deutsch and Deutsch, 1963; Duncan, 1980) . Both early and late models of selection have been supported by experimental findings and have been widely discussed (for reviews, see Broadbent, 1982; Kahneman and Treisman, 1984; Johnston and Dark, 1986; Allport, 1989) . However, neither early nor late mechanisms appear to account for the existing experimental evidence completely. A selective mechanism, or mechanisms, may act at many different points during processing, affecting a variety of computations that depend on task demands (Ullman, 1984) .
Single-unit recording studies in behaving animals provide further evidence for multiple loci of selection. Spatial attention modulates visual processing at several levels of the processing hierarchy, including posterior parietal cortex (Robinson et al., 1978; Bushnell et al., 198 1) and lateral pulvinar (Petersen et al., 1985 (Petersen et al., , 1987 , areas that have been associated with visuospatial analysis and visual orienting (Andersen, 1987 (Andersen, , 1989 . Spatially selective enhancement conditioned on overt movements occurs in dorsolateral prefrontal cortex (Both and Goldberg, 1989) , frontal eye fields (Bushnell et al., 198 1; Bruce and Goldberg, 1985) , superior colliculus (Wurtz and Goldberg, 1972; Wurtz et al., 1980) and some caudate subdivisions (Hikosaka et al., 1989a) , areas thought to be more involved in spatial memory, executive functions, and motor planning (Fuster, 1985; Goldman-Rakic, 1988) . Enhancement for specific features of a visual stimulus, such as its orientation or color, has been described in I Van der Heijden (1981) has noted that this controversy has collapsed two different issues:
(1) what features can be analyzed in parallel and (2) what features are used in the selection of information.
Recent theories treat these two issues separately. Spitzer et al., 1988) and inferotemporal cortex (IT; Richmond and Sato, 1987) .
Single-unit and lesion data have suggested a distinction between the site of selective effects and the source of the signals producing the effects (Posner and Petersen, 1990) . For example, the collicular-pulvinar-parietal system may be the "source" of a spatial signal used in filtering out irrelevant information in the occipitotemporal stream, which includes areas V4 and IT (Ungerleider and Mishkin, 1982; Moran and Desimone, 1985; Andersen, 1987 Andersen, , 1989 Wise and Desimone, 1988) . Neural responsiveness in occipitotemporal area V4 and area IT is gated by the position of spatial attention in the visual field , and inactivation of the lateral pulvinar impairs a monkey's ability to focus attention during an object recognition task (Desimone et al., 1989) . Areas V4 and IT are thus hypothesized to be the "recipient" or the "site" of spatial selectivity generated in posterior parietal cortex and funneled to these areas through the pulvinar.
The present study attempts to address these issues in selective attention in humans in terms of both behavioral performance and the neural mechanisms underlying that performance. We report here psychophysical performance and positron emission tomography (PET) functional mapping experiments on visual attention to the color, speed, and shape of objects in visual stimulus arrays.
Some of these results have been presented in abbreviated form elsewhere (Corbetta et al., 1990a) .
Materials and Methods Subjects
Subjects were normal volunteers drawn from the population of students, residents, and fellows in the medical, allied health, and graduate schools of Washington University. All were strongly right-handed as assessed by the Edinburgh handedness inventory. Volunteers ranged from 22 to 41 yr of age, and all reported normal or corrected-to-normal visual acuity. Informed consent was obtained following guidelines approved for this study by the Human Studies Committee of Washington University. Eleven volunteers (seven females, four males) were tested in experiment 1, and a second group of nine volunteers (seven females, two males) was tested in experiment 2. For this second group, informed consent forms and procedures were also approved by the Radioactive Drug Research Committee of Washington University.
Apparatus
Each subject lay on a scanner couch and wore an individually molded, closely fitted, plastic facial mask to ensure head stability (Fox et al., 1985) . The room was dimly illuminated, and equipment-cooling fans produced a low-level background noise. Stimuli were generated using a Ramtek 9400 graphics display system and were displayed on an RGB monitor positioned about 13 inches from the subject, subtending a visual angle of 32". Eye movements were monitored using EOGs.
Psychophysical procedures
Both experiment 1, in which only psychophysical data were collected, and experiment 2, in which both psychophysical and PET data were collected, involved a same-different matching task. Subjects fixated a small white spot centered on the monitor screen. Each trial consisted oftwo 400-msec stimulus frames separated by a 200-msec blank-display interval (Fig. 1) . A 1500-msec response interval followed the second stimulus. Each stimulus frame consisted of a spatially random distribution of 30 elements of identical shape and color, moving horizontally as a coherent sheet either to the left or to the right. The shape, color, and/or speed of all the elements might be changed between the first and the second frame. Direction of motion was maintained constant within a trial, and randomly shifted across trials. The subject's task was to compare the first stimulus frame with the second and report if the two frames were different for a particular stimulus feature (e.g., color). In experiment 1, subjects pressed a key if the two frames were different and withheld a response if the two frames were the same. In experiment 2, the subject pressed one key on "same" trials and a second key on "different" trials. Hits, defined as "different" responses on trials involving a change of the instructed feature, and false alarms, defined as "different" responses on trials with no relevant stimulus change, were recorded and d' values2 were computed. A Pritchard 1980A photometer was used to measure luminance. The background luminance was 0.18 foot-lamberts (ft-L), measured at the center of the display. Luminance decreased from the center toward the periphery of the screen. The decrement was about 25% for red elements and 7% for green elements at 10" from the center.
To minimize color adaptation, we used two separate series of colors, consisting of five slightly different green hues and five slightly different red hues. Within the two frames of a trial, colors from only one of the series were used, but across trials, one or the other series was randomly selected. As a result of equipment limitations, the colors within a series were not equiluminant. Table 1 lists the luminance (in ft-L) of each color, measured for a single element in the center of the screen. The percent change of each test color from the reference color is listed in brackets. The effect on performance of these luminance differences was empirically addressed and is discussed in the Results.
Both experiment 1 and experiment 2 consisted of two sessions run on successive days. During the first session, the stimulus values at which changes in shape, color, or speed could just be discriminated were determined. These values were then used in the second session to determine the effect of attention on these discriminations.
Day I: threshold setting
Psychophysical thresholds for discriminating changes within a single stimulus feature were measured using the method of constant stimuli. One block of trials was conducted for each dimension (shape, color, and speed). Within a block, values on the tested dimension either remained constant or varied between frames of a trial (e.g., on a color block, the hue of both frames in a trial might be the same or slightly different shades ofgreen), while values on the remaining two dimensions stayed constant. The order of presentation of the blocks was counterbalanced across subjects according to a semirandom schedule in which the "shape" block always followed the "speed" block.
Before each block, the test dimension was specified, and subjects were explicitly told about the invariance of the other two stimulus attributes. In 73% of the trials ("different" trials), the reference value of the test dimension was presented on one frame and a randomly selected test value for that dimension on the other frame; in the other 27% of the trials ("same" trials), either the reference value or a single randomly selected test value was displayed on both frames. Sixteen trials were collected for each reference-test comparison.
In the color block, each reference color (e.g., red) was tested against a pool of four other colors (test colors), each slightly different in hue from the reference (i.e., four different shades of red). The test colors had been ranked in a pilot study for degree of discriminability. One hundred seventy-six trials were run in this block. Speed and shape were constant both within and across trials at the reference values of 18"/sec and "square."
In the speed block, the reference speed (18Ysec) was randomly compared with five test speeds: 21, 24, 27, 30, and 33"/sec; 112 trials were run. Color and shape were constant within a trial. Across trials, color was either the red or the green reference value, while shape was always square.
In the shape block, the reference shape (square, 0.8" x 0.8') was compared to four rectangles: 0.9" x 0.7", 0.95" x 0.65", 1 .o" x 0.6", and 1.1" x 0.6"; the longest side was always vertical. Within a trial, color and speed were constant. Across trials, color was either the red or the green reference value, while speed was either the 18Ysec reference value or the threshold speed selected in the speed block. This block consisted of 176 trials.
The data collected on day 1 were used to determine for each stimulus attribute the stimulus value yielding a d' of about 1.6. These threshold values plus the reference values were used on day 2. 1 d' is an index of discriminability that measures the separation between the means of the signal and noise distributions in units of the standard deviation of the noise distribution (Green and Swets, 1966). d' is computed by subtracting the Day 2: feature attention On day 2, data were collected in blocks using the same basic paradigm asonday 1.
During the "selective-attention" blocks, subjects were instructed to respond to changes in a single feature. On half the trials ("different" trials), the attended feature was varied either alone or together with changes in one or both of the unattended attributes (e.g., during these trials in a color block, speed and shape might stay constant in both frames, speed might change, shape might change, or both speed and shape might change). This irrelevant variation forced subjects to focus on variations of the selected stimulus attribute, filtering and/or ignoring changes of other stimulus attributes. In the other half of the trials ("same" trials), the attended attribute was not varied, assuming on both frames either the reference or threshold value. Again, from none to two of the unattended attributes might also be changed between frames ofa "same" trial. The order of presentation of reference and test values on the two frames of a trial was randomized.
In the "divided-attention" blocks, subjects were instructed to detect whether a change occurred in any feature. On half of the trials ("same" trials), all three stimulus dimensions were constant within a trial, and across trials were randomly assigned (separately for each dimension) either the reference or threshold value. On the other half of the trials ("different" trials), a single, randomly selected stimulus attribute was varied between the first and the second frame.
Design: day 2. experiment 1. Four blocks were conducted, with the order counterbalanced across subjects. The three selective-attention blocks contained 128 trials each, 16 trials at each of the factorial combinations specified by the two response types (same, different) and the four possible types of unattended variation (no change, a change in one or the other unattended feature, a change in both features). The single divided-attention block contained 96 trials: 16 trials for each single feature change and 48 trials without any change.
Design: day 2, experiment 2. During each PET scanning session, a block of 24 trials was collected for each of eight PET scans. Each block took 60 set and started about 10 set before the onset of PET data collection. For two of the scans, the subject performed the dividedattention task. For three of the scans, the subject performed the selectiveattention task, one scan being done for each of the features. For the remaining three scans, subjects performed a "passive" task in which they were instructed on each trial simply to fixate without actively discriminating the two frames and then to press either one of the two keys. The stimulus display during the passive condition was identical to that during the selective conditions. An additional "fixation-point" control scan was added during which the subject only fixated on the central spot; the two visual stimulus frames were not presented, and no key was pressed.
The order of the nine scans was counterbalanced across subjects, except for the following constraints used to minimize potential artifacts due to subject movement between each selective scan and corresponding divided and passive scans: (1) the second, fifth, and eighth scans were always passive scans, (2) the fixation point control was either the first or the last scan, and (3) two ofthe selective-attention scans were adjacent to divided-attention scans.
PET scanning techniques
The standard PET scanning activation methodology developed at Washington University was used. These methods are extensively described in the literature Petersen et al., 1989) and will be only briefly discussed here.
The subject's head was stabilized with a plastic facial mask, and a lateral skull x ray was taken to assess head alignment in the scanner and the anatomical locations of the scan slices (Fox et al., 1985) . Water labeled with I50 acting as a blood-flow tracer was administered as an intravenous bolus of 8-10 ml of saline containing 50-70 mCi. The use of 150-labeled water, with its short half-life (123 set) and short scanning time (40 set), allowed for the performance of nine scans within an individual in a single session. The PETT VI system was used in the low-resolution mode, simultaneously acquiring seven parallel slices with a center-to-center distance of 14.4 mm (Yamamoto et al., 1982) . Images were reconstructed by filtered back projection to a resolution of 18 mm full-width at halfmaximum (FWHM) and a pixel size of 2.7 x 2.7 mm. An arterial catheter was not used, and therefore the reconstructed images were not converted to blood-flow values. The responses reported here are changes in radiation distribution rather than blood-flow changes. Over the range tested, blood flow is very linear with radiation counts (Herscovitch et al., 1983) . Therefore, in the text, responses will be referred to as changes in blood flow.
A linear normalization was applied to reconstructed images to negate the effects of global fluctuations in activity . This prevented the confounding of task-induced focal changes with fluctuations affecting the entire brain (e.g., due to changes in arterial pC0,). For each subject, images were grouped into activation<ontrol pairs and subtracted from each other. Images with obvious movement artifacts were excluded from further analysis . The resultant images are offoci of change on a baseline noise background, rather than on the complex background of varying brain anatomy.
All subtraction images were transformed to a standard anatomical space. Those acquired during identical behavioral states were averaged across subjects to suppress image noise and improve signal-to-noise ratio . For all the results discussed here, averaged images that are directly compared to each other include the same group of subjects in each and every averaged image that makes up the comparison set (within-subject design).
A maximum-detection computer algorithm was used to identify all positive and negative local maxima in each averaged image. A two-tiered statistical analysis was applied to these sets of regional foci. First, an omnibus test (gamma-two statistic) was used to determine whether an image (a population ofregional changes) had any significant responses (distribution outliers). Second, as a post hoc analysis, the magnitude of a response was described relative to the noise level by Z score . These techniques were originally developed for blood-flow-change data, but have recently also been validated for activity-change data .
Results
Experiment 1: psychophysics
Threshold determination
Individual psychometric functions for each stimulus feature, obtained on the first day of the experiment, are plotted in Figure   2 . Speed and shape discrimination yielded very reproducible performance levels across subjects, and their psychometric curves are well grouped. Threshold values were very similar in each subject, either 24"/sec or 27"/sec for speed discrimination (reference value, lP/sec) and either 0.95" x 0.65" or 1" x 0.60" rectangles for shape discrimination (reference value, 0.8" x 0.8"). Sensitivity for color discrimination was more variable across subjects. However, for each subject, it was possible to select a test value close to the desired d' value (1.6).
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The possibility that subjects relied on luminance cues for color discrimination was tested using pairs of stimuli, holding hue constant at the reference hues, but varying luminance over the same range as was present between the reference and the threshold test colors. The structure of the task was identical to the color discrimination task, and the same number of trials was run. This control was performed either at the end of the first day or at the beginning of the second day. In all subjects, performance was at chance when discriminating changes in luminance. Because chromatic stimuli with these same luminance changes yielded suprathreshold performance, chromatic rather than luminance information appeared to be the major cue for discrimination in the color task.
Feature attention
The influence of attention on feature discrimination was assessed by comparing sensitivity (d') to a particular attribute change in the selective condition, in which that attribute was selectively attended, with identical trials in the divided condition, in which any attribute was attended. For the selective conditions, only those trials containing a stimulus change in the attended feature (e.g., a color change in a color block) without changes in the other features (i.e., a shape or speed change) were selected for the analysis. These trials (25% of the total number) were visually identical to those collected in the divided-attention condition. Repeated-measure ANOVAs on d' values were run with "feature" (shape, color, speed) and "attention" In the selective-attention task, unattended feature changes were coupled to attended feature changes on 75% of the trials. This allowed us to study whether sensitivity for changes in an attended feature was affected by changes in other features.
Unattended stimulus changes might act as noise added to the attended channel, yielding a drop in sensitivity. A two-way repeated-measures ANOVA was run with feature (shape, color, speed) and number of unattended changes (0, 1, 2) as factors, and d' as the dependent variable. Because a single unattended change may occur in either one or the other unattended feature (e.g., either shape or speed during color discrimination), the actual value inserted within the analysis was the averaged' value for the two attributes. Neither the main effect of number of unattended changes [F(2,20) = 0.331 nor the feature x number of unattended changes interaction [F(4,40) = 0.891 was significant. Therefore, unattended stimulus changes did not globally affect the sensitivity for the attended feature.
Sensitivity for one feature might also be specifically influenced by simultaneous variations in another feature. For each selective 3 The calculation of d' in this article assumes that the signal and noise distributions are normal and that their variances are equal. If these assumptions are not met, criterion changes (i.e., a greater willingness to say "different" in the selective conditions) can produce changes in d'. The separate analysis of hits and false alarms, however, renders this possibility extremely unlikely. Performance differences between two conditions are caused by criterion shifts when the conditions plot at different points on the same receiver operating-characteristic curve (ROC curve). The two conditions differ in sensitivity when they plot on different ROC curves. The selective conditions yielded both significantly more hits and significantly fewer false alarms than the divided condition. If one considers the ROC curve, which is monotonic under quite general conditions (Green and Swets, 1966) , it is not possible to move along the curve by increasing hits and decreasing false alarms. The separate analyses of hits and false alarms clearly imply that the two conditions plot on different ROC curves and therefore correspond to different sensitivities. condition, one-way ANOVAs were run on d', comparing accuracy when no unattended changes occurred with accuracy when paired changes also occurred in one or the other or both unattended features. No significant interactions were found. ical analysis; PET and psychophysical data were thus comparable. No systematic differences in accuracy were found between the first and the second divided-attention scan.
Although unattended stimulus variations did not affect sensitivity (d'), the response criterion adopted by subjects seemed to be systematically affected. A complete within-subjects analysis on /3 (response criterion) was not possible because some subjects showed either ceiling or floor effect in some discriminations. An analysis with feature and number of unattended changes as factors was conducted separately for hits and false alarms. Both the percentage of hits [F(2,20) = 5.09; p = 0.021 and the percentage of false alarms [F(2,20) = 6.10; p < 0.011 increased monotonically with the number of unattended attributes changed in the display. Subjects were less conservative (more prone to detect a difference) when more unattended variations occurred in the display.
A statistical analysis on d' was not possible because of the low number of trials that could be collected in the 40-set duration of a PET scan. A two-way repeated-measures ANOVA was run separately for hits and false alarms with attention (selective vs. divided) and feature (shape, speed, color) as factors. Qualitatively, the results were the same as in experiment 1. A higher percentage of hits, 77% versus 67% [F(1,8) = 2.27, p = NS], and lower percentage of false alarms, 18% versus 33% [F(1,8) = 8.34; p < 0.021, were found when attention was focused on a single feature (selective attention) than when attention was divided across features (divided attention). The significant effect on false alarms, despite the low number of trials, supports the robustness and reproducibility of this feature selective-attention effect.
Experiment 2: positron emission tomography Psychophysics Blood-flow responses For day 1 in experiment 2, results from the threshold determination and luminance control were similar to experiment 1.
Three types of image subtraction were used.
As in day 2 of the previous experiment, only trials containing a single attribute change were compared between selective-and divided-attention conditions. For each subject, six trials (three "same" and three "different") in each selective condition, and eight trials (four "same" and four "different") in the divided condition, out of a total of 24 trials obtained during a scan, were entered in the data analysis. Because two divided-attention scans were obtained from each subject, only trials from the scan used in the subtraction images were considered for the psychophys-(1) In the first level of subtraction, activity obtained in the fixation-point control scan was subtracted away from activity obtained in the passive-task scan, in which subjects fixated the fixation point while stimuli were presented and pressed either of the two keys on each trial without discriminating (passivefixation point). This subtraction image should show areas activated by the simple visual processing of the stimuli. Areas related to planning and execution of the motor response (key press) might also be activated.
(2) In the second level of subtraction, activity from the passive task was subtracted from activity for each active task (selective attention to shape, color, and speed, and divided attention; active-passive). These image subtractions match visual and motor activations. Several other factors might produce differences in the visual system between active and passive conditions. First, changes in the level of arousal as the subject moves from a passive to an active state might generally change the responsiveness of cortical and subcortical structures. Second, when engaged in a visual task, modality-specific changes may occur throughout the visual system. Finally, there may be featurespecific changes in specialized visual areas when subjects are looking for changes in a particular feature (i.e., shape, color, or speed). The active-passive subtractions also provide comparisons between divided and selective conditions. For instance, dividedpassive might contain a low-amplitude version of some or all of the selective conditions, or might contain areas related to processes that are not present in the selective conditions.
(3) In the third level of subtraction, activity from the dividedattention condition was subtracted from activity in each of the selective-attention conditions (selective-divided). Both the divided and the selective conditions involve active engagement in a specifically visual task. Therefore, responses in the selectivedivided images should depend on feature-specific effects.
Results will be presented in three anatomically defined sections: (1) early visual regions, including primary visual cortex and surrounding regions; (2) later extrastriate visual regions; and (3) extravisual regions. In each section, all three levels of subtraction will be considered.
Early visual regions
Passive-jixation point
The strongest response was localized in medial occipital cortex (Table 2 , Fig. 4A ) and centered in primary visual cortex. The response was slightly left-lateralized, but clearly extended bilaterally. 
Active-passive
Activations were found on the medial wall of occipital cortex in all four subtractions (divided, shape, speed, color). Responses were found at two different superior-inferior levels. One was centered about 12 mm above, and the other about 1 mm below, the anterior-posterior commissure (AC-PC) line (Table 2 , Fig.   4A ).
The first group of responses was localized in primary visual cortex, and the centers of these activations were shifted slightly superiorly (on average, about 4 mm) in comparison to the center of the response obtained in primary visual cortex for the passive task. The second group of responses was localized on the lingual gYms* Selective-divided Activations on the medial wall of the occipital lobe were significantly decreased in all three selective conditions when subtracting away the divided-attention task (Table 2, Fig. 48 ). In primary visual cortex, responses obtained for attention to speed and shape were decreased (Table 2, foci 2 vs. 4, 8 vs. lo), and the response for color failed to reach significance. In the lingual gyrus, no significant activations were obtained in any of the selective conditions. In summary, in primary visual cortex and adjacent cortical regions, more activity was evident in active than in passive conditions. The magnitude of activations in each selective condition consistently dropped in the subtraction with the dividedattention task, in which arousal and other nonspecific effects were closely matched.
Extrastriate visual regions
Passive-jixation point A single focus was detected in extrastriate visual cortex. The center of the response was in the right fusiform gyrus (Table 3 , Fig. 5 ). Fig. 5 ). Responses were localized on the lateral surface of the occipital gyri, two foci on the left, and two foci on the right. A fourth focus was detected on the left side deep in the inferior parietal lobule (between the fundus of the intraparietal sulcus and the angular gyrus).
Attention to color. When attending to color, foci were found in the left collateral sulcus between lingual and fusiform gyri and in left dorsolateral occipital cortex (Table 3, Fig. 5 ). The location of this latter response did not overlap the location of responses activated by speed. Attention to shape. Five different regions were activated by attending to shape (Table 3 , Fig. 5 ). Foci of activation were localized in the left collateral sulcus, and bilaterally in fusiform and parahippocampal gyri. A fourth region was found on the medial side at the intersection between calcarine sulcus and parieto-occipital sulcus, on the right side. The last active region was localized midway along the superior temporal sulcus in right temporal cortex.
Divided attention. Two significant responses were located in the left collateral sulcus and left lateral occipital gyrus (Table 3 , Fig. 5 ) matching, respectively, the location of regions activated by attending to color (focus 23) and speed (focus 15). 
Selective-divided
Attention to speed. Using the divided-attention scan as control, only the left response in the inferior parietal lobule remained significant (Table 3 , Figs. 6, 7B). Activations on the lateral occipital gyri fell to the noise level. Two new foci were detected in the left parahippocampal gyrus and in the right superior temporal sulcus. The latter response was distinct from the right superior temporal sulcus response obtained in the shape condition. Attention to color. The same regions as in the passive-scan subtraction were active. In the collateral sulcus, significant responses were obtained bilaterally, though they were still stronger on the left side. The focus on the left (focus 25) was in a similar location to the responses found in both shape-passive (focus 29) and shape-divided (focus 36) subtractions (Table 3, Figs. 6, 7A) . Bilateral foci in dorsolateral occipital cortex were also significantly active (Table 3, Figs. 6, 70 . The extent of activated cortex was larger on the left than on the right, and extended more ventrally. These dorsolateral occipital regions did not overlap in location with regions modulated by attention to shape or speed.
Attention to shape. The five regions (left collateral sulcus, bilateral fusiform and parahippocampal gyri, right intersection of calcarine and parieto-occipital sulcus, and right superior temporal sulcus) activated when subtracting the passive-task scan were still significantly active after subtracting the divided-attention scan. In this subtraction, the superior temporal sulcus activation was bilateral, but the magnitude of this activation was still stronger on the right side, consistent with the right lateralization found in the passive subtraction (Table 3, Figs. 6, 70 ). An additional focus, located in left parieto-occipital cortex, was also detected.
In some of these regions, such as the collateral sulcus (focus 29 vs. 36a) and the fusiform gyrus (focus 31 vs. 38) the magnitude of blood-flow response decreased in this subtraction in comparison to the passive subtraction. In other regions, such as the right superior temporal sulcus (focus 35 vs. 45), the magnitude of the response was not modified. Similar effects on magnitude were seen for attention to speed and color (see Discussion).
In summary, different portions of extrastriate visual cortex were activated when subjects attended to different features of the same set of visual stimuli. While in some regions the magnitude of the blood-flow response was decreased by the subtraction with the divided-attention scan, in other regions the magnitude was unchanged. The divided-attention condition activated many fewer regions than the selective conditions. Extravisual regions Passive-jixation point One focus in primary motor cortex (coordinates: S/I = 45, L/R = -43, A/P = -7) was detected on the right side. All subjects used the left hand to respond by key press. Active-passive Divided attention. Four cortical regions were active outside visual cortex when the divided-attention condition was subtracted from the passive condition (Table 4 , Fig. 8 ). Two responses were localized in the medial portion of the frontal lobe in the anterior cingulate region (Fig. 9) . Two other responses were localized in right prefrontal cortex and beneath the supramarginal gyrus.
Attention to shape, speed, and color. Anatomical regions activated in the three selective conditions by this subtraction are shown in Table 4 . The only region commonly activated across selective conditions was the left globus pallidus.
Selective-divided Attention to shape, speed, and color. Anatomical regions active across all selective conditions are shown in Table 4 . In comparison to the subtraction with the passive task, several regions were commonly active across conditions.
Regions common to all selective conditions included left globus pallidus, right head of the caudate nucleus, left inferior premotor cortex, right insular cortex, and right posterior thalamus/superior colliculus (Table 4 , Fig. 10 ). The magnitude of that reach statistical significance when the divided attention is Most of these regions were raised above the noise level when subtracted from each selective condition, and not when the using the divided-attention scan as control. Therefore, these passive task is subtracted away. In our general experience, difareas were relatively hypoperfused in the divided-attention conferences in magnitude for a given response when going from a dition compared to the passive task.
simple subtraction (between one active and one passive con- Tables 2 and 3 (S/I,L/R,A/P).
Response magnitudes are in parentheses. Statistical significance is designated as in Table  2 . NS, the globus pallidus activation for shape-passive approached significance (p = 0.07).
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l SHA Figure 9 . Horizontal blood-flow PET image for divided (DZV), shape (SHA), speed (WE), and color (COL) conditions minus passive condition taken 34 mm above the reference plane through the anterior and posterior commissures. Anterior cingulate cortex activated only in the divided dition, e.g., selective-passive) to a complex subtraction (between two active conditions, e.g., selectivsdivided) can be explained by physiological or methodological factors.
(1) Physiologicalfactors. In relationship to a passive baseline, the same region may show a small positive response in one active condition and a small negative response in another active condition. Neither focus might be significant when compared to the passive condition, but will be significant in the subtraction between the two active tasks. This effect may apply to responses in extrastriate cortex or extravisual areas that are significant in selectivedivided and not in selective-passive subtraction.
(2) Methodologicalfactors: masking of a low-level response by a high-level response. Large blood flow responses can produce either "spatial" or "statistical" masking on lower level responses. When two foci are adjacent, the computerized search algorithm, which records magnitude and location of each peak in the image before the performance of the statistical analysis, may only detect the stronger response (spatial masking).
The presence of a high-level response may also mask lowlevel foci through the normalization procedure, which is adopted to negate global blood-flow fluctuations across scans, and through the calculation of the post hoc Z scores, which estimate the statistical significance of a response (statistical masking).
Discussion
Visual tasks involving threshold changes of stimulus color, speed, and shape were used to study the influence of selective attention on feature discrimination. In a first experiment, the effects of attention were assessed psychophysically. The sensitivity to change in a single feature, for example, a slight color variation, was higher when attention was focused on that feature than when attention was divided among several features. The sensitivity advantage was similar in magnitude (about 0.9 d' units) for color, speed, and shape discriminations. Furthermore, in the selective conditions, the sensitivity of these discriminations was not affected by simultaneous changes in unattended features.
In a second experiment, the functional anatomy of these at- (1) Activation was seen at or near primary visual cortex in all active conditions compared to passive presentation of identical sets of visual stimuli.
(2) A set of areas in extrastriate visual cortex was specifically activated by each of the selective conditions. These activations represent enhancements of neuronal activity above a passive or a divided-attention baseline. For shape, they were localized in the collateral sulcus, fusiform and parahippocampal gyri, the calcarine/parieto-occipital sulcus intersection, and in temporal cortex along the superior temporal sulcus. For speed, the enhanced region was localized deep in the inferior parietal lobule. For color, they were localized in both collateral sulcus and dorsolateral occipital cortex. In contrast, little activation was found in extrastriate cortex in the divided-attention condition compared to a passive control.
(3) There was a set of areas outside the visual system (globus pallidus, caudate nucleus, posterior thalamus/colliculus, inferior premotor cortex, insular cortex, and lateral orbitofrontal cortex) that was active in the selective-attention tasks when compared to the divided-attention task.
(4) Conversely, there was another set of areas outside the visual system (anterior cingulate, right prefrontal cortex) that was active in the divided-attention condition, but not in any of the selective conditions.
Psychophysical observations
The results of our psychophysical experiments show that focusing attention on a stimulus feature enhanced sensitivity compared to conditions in which attention was divided across several stimulus features. Because perceptual difficulty and motor output were equated across conditions, differences in sensitivity must depend on the different number of features that subjects were attending to in the selective and divided conditions. Selection by visual features is commonly believed to be less efficient than selection by spatial location (Allport, 1989) . Earlier psychological reports failed to find consistent attentional effects on suprathreshold discriminations (Egeth, 1966 (Egeth, , 1967 Lappin, 1967; Hawkins, 1969; Treisman, 1969) . However, attentional effects appear to be more easily demonstrated by increasing the perceptual difficulty of the task, or target-nontarget similarity (Duncan and Humphreys, 1989) . Results qualitatively similar to ours have been reported by Vogel et al. (1988) who also studied near-threshold discriminations. They compared the accuracy for discriminating the orientation and spatial frequency of gratings when subjects were cued to one of the attributes either before or after stimulus presentation. Higher thresholds were found in the post-cueing condition than in the pre-cueing condition. The selective-and divided-attention conditions of our paradigm were qualitatively similar to the pre-and postcueing conditions, respectively. In the divided and post-cueing conditions, multiple attributes had to be monitored in order to detect a stimulus change, while in the selective and pre-cueing conditions, discriminations could be based on the selected attribute.
There was a high degree of efficiency in filtering out irrelevant information. Sensitivity did not decrease as a function of the number of unattended attributes changed in a trial. The filtering of unattended information was not complete, however, because subjects were more prone to perceive a stimulus change (resulting in either a hit or a false alarm) when more unattended changes were presented in a trial.
These psychophysical results do not identify the contributions that different putative attentional mechanisms might make to the performance of our tasks. The perceptual advantage in the selective conditions might represent a form of sensory enhancement in the visual channels processing the attended information, or a decrease in the quality of the signal delivered by each unattended pathway (Wring). The attentional manipulation may also affect decision mechanisms. In the selective condition, subjects can ignore activity from irrelevant sensory channels, decreasing the number of noise-generated false alarms. This decrease will produce ad' advantage over the divided condition. Finally, memory processes might also be implicated. In the selective condition, subjects must retain information concerning a single attribute during the 200-msec interval between frames, while in the divided condition they must retain information about all three attributes. visual stimulus arrays and alternating key presses was subtracted from each of the four active conditions (three selective conditions and the divided-attention condition). Although active and passive conditions were matched for visual sensory and overall motor activity, task difficulty and behavioral states were clearly different. This difference may produce a general increase in responsiveness due to arousal or an increase confined to the visual system due to engagement in a visual task. In a second set of subtractions, the divided-attention condition was subtracted from each of the selective conditions. In this case, the activations probably reflect feature-specific effects. A decrease in the magnitude of responses in the selective conditions from the passive to the divided subtraction probably indicates that those responses reflect a contribution from both nonspecific and featurespecific effects.
Early visual regions Primary and surrounding extraprimary visual cortex (e.g., area 17 and lingual gyrus) was more active in the active than in the passive tasks and either dropped to the noise level or decreased the magnitude of their response when the divided condition was subtracted from each selective condition. This decrement in activity is probably related to the difference in behavioral state between active and passive conditions. Effects of behavioral state on neuronal firing have been reported in single-unit studies in several visual areas, including Vl, V2 (Wurtz and Mohler, 1976; Robinson et al., 1980; Wurtz et al., 1980; Livingstone and Hubel, 198 1; Schroeder et al., 1989 ) V4, and posterior parietal region PG (Motter and Mountcastle, 198 1; Mountcastle et al., 1987) . However, we cannot exclude the presence of feature-selective modulations in area 17 (or within its anatomophysiological subdivisions; Lund, 1973) as suggested by the residual activation for shape and speed minus divided attention. Some selective effects on neuronal firing have been described during single-unit recording from Vl neurons .
Extrastriate visual regions Some regions in extrastriate cortex showed changes similar to those in area 17 (i.e., a probable contribution from both specific and nonspecific factors). Examples include collateral sulcus and fusiform and parahippocampal gyri activations. Other extrastriate regions, presumably farther from primary visual cortex (e.g., superior temporal sulcus for shape, inferior parietal lobule for speed, and dorsolateral occipital cortex for color), showed changes in activation that are most easily interpreted as purely selective effects. The activations were represented by positive blood-flow change at one or a group of locations specific for a particular feature and whose magnitude was similar in both passive and divided subtraction.
We will argue in the following subsections that these changes in activity occurred in regions of extrastriate cortex that are specialized for processing the attended visual feature.
Attention to speed Attending to speed consistently activated a region of the left inferior parietal lobule deeply positioned between the intraparietal sulcus and the angular gyrus.
Studies in monkeys have implicated regions of the posterior parietotemporal cortex in visual motion analysis, including areas MT and MST in the superior temporal sulcus of macaques. Neurons in area MT appear to process visual motion information (Dubner and Zeki, 197 1; Maunsell and Newsome, 1987) and are relatively unaffected by attentional manipulations (Newsome and Wurtz, 1981; Wurtz et al., 1984) . Neurons in an adjacent area, MST, are also responsive to moving visual stimuli (Komatsu and Wurtz, 1988a,b) . However, neurons in MST also show signals related to smooth-pursuit tracking, as well as neuronal enhancement of a visual response when the moving target is used for pursuit initiation (Newsome et al., 1988) .
Previous PET activation studies have shown that regions in the inferior parietal lobule can be activated by stimuli or tasks known to drive neurons of the motion system in macaques. Miezin and colleagues , F. M. Miezin et al., 1988 Zeki et al., 1991) have found an area activated by the presentation of low-contrast dots moving in different directions, or by high-temporal-frequency stimuli. A nearby dorsal region within the intraparietal sulcus was activated during a visually guided smooth-pursuit tracking task (F. . The latter response was bilateral, stronger on the left side, and adjacent to, but possibly distinct in location from, the visual motion region. Recently, PET activation within the intraparietal sulcus during visually guided smooth-pursuit tracking tasks has been also reported by another group of investigators (Colby and Zeffiro, 1990) . These areas are similar in location to those found in lesion studies that produce selective motion perception and pursuit deficits (Zihl et al., 1983; Thurston et al., 1988) .
The inferior parietal lobule activation described in the present study for attention to speed cannot be conclusively identified with one or the other ofthe cortical regions activated in previous motion experiments (F. M. Miezin et al., 1987 F. Miezin et al., 1988) because they were obtained in a different group of subjects. Its location, however, was more similar to the region activated during the smooth-pursuit task. 4 The qualitative similarities between our results and those found in single-unit studies in monkeys suggest that the two activations in humans may be homologous to areas MT and MST in macaque monkeys. The results also provide evidence that the selective modulation seen in extrastriate visual cortex is an enhancement of the attended information, in this case an enhancement of an MST-like region during speed discrimination, rather than a filtering or inhibition of the unattended channels.
Attention to color Two cortical regions were activated by attending to color. Bilateral activations were obtained in the collateral sulcus between lingual and fusiform gyri and in dorsolateral occipital cortex, and both responses were stronger on the left side.
The collateral sulcus response overlapped a similar activation obtained during shape discrimination. The location of this response is also similar to that found in a recent PET study (Lueck et al., 1989) in which subjects were passively presented with colored Mondrian stimuli (Land, 1974) and equiluminant gray stimuli were used as a control. In humans, selective deficits for color discrimination (achromatopsia) have been correlated with 4 The similarity of response location for "smooth pursuit" (F. M&in, 1988 ) and the "attention''-modulated response raises the possibility that undetected small-amplitude tracking eye movements were responsible for the activation, This seems unlikely for the following reasons: there was no evidence of activation in the MST-like region for any of the other active conditions (shape, color, divided); larger-amplitude smooth-pursuit eye movements might be expected for shape, color, and the divided condition, because such tasks rely more on fovea1 vision than does a discrimination involving motion of the array, and this expectation is met; more eye movements were recorded during shape, color, and divided tasks than during speed tasks, though in all conditions eye movements were minimal. damage to lingual and fusiform gyri (Meadows, 1974b; Damasio et al., 1980 ) with a distribution similar to our PET response. These results again argue that the attentional modulation we see in the collateral sulcus occurs in a region processing information about the attended attribute.
In our study, the collateral sulcus activation was enhanced for both color and shape discrimination. V4, an area early in the monkey extrastriate hierarchy, also appears to process information about both the color and the form of visual stimuli. Although it was originally believed to be a color-processing area (Zeki, 1973) , single-unit recording studies have demonstrated that V4 neurons are tuned for both chromatic and spatial (bars, spatial frequency) information Desimone and Schein, 1987) . Furthermore, bilateral ablations of V4 in monkey elevate thresholds for hue and impair pattern and face recognition (Heywood and Cowey, 1987) . This area is also reported to show modulation when attention is directed to these attributes. Feature-selective extraretinal enhancement of neuronal activity and sharpening of tuning curves have been reported in neurons in monkey V4 during color and orientation discriminations Spitzer et al., 1988) .
The common response for color and shape attention in the collateral sulcus may represent a processing region in humans that is functionally similar to monkey V4. Recently, a study on callosal connections in humans (Clark and Miklossy, 1990) has tentatively localized on the lingual gyrus the border between area V2 and ventral posterior area VP, and in the collateral sulcus the border between VP and V4.
The response in dorsolateral occipital cortex may represent a further stage for color processing beyond the collateral sulcus. In macaque, V4 is now thought to represent a complex ofdistinct visual areas (Van Essen, 1985) extending from area V2 to area MT in the temporal lobe. It is possible that the dorsolateral response, seen only during color attention, is a part of the V4 complex (Van Essen and Zeki, 1978; Schein et al., 1982; Maguire. and Baizer, 1984; Van Essen, 1985) . The unique aspect of this region in our study is that it is only affected by attention to color, and not by attention to either of the other attributes.
Attention to shape A complex network of extrastriate visual areas was enhanced when discriminating changes in shape. Activations were localized in the collateral sulcus (the same region as during color attention), in fusiform and parahippocampal gyri, and in temporal cortex along the superior temporal sulcus. The activation in temporal cortex was stronger in the right than in the left hemisphere.
Most activations were localized ventrally in the occipital and temporal lobes. In a coarse way, the ventral distribution is similar to the occipitotemporal system in monkeys that is thought to be specialized for object recognition and discrimination in monkeys (Ungerleider and Mishkin, 1982; Ungerleider, 1985) .
The association of the ventral posterior cortex with objectprocessing operations is supported by lesion behavior studies in both humans and macaques. The lingual, fusiform, and parahippocampal gyri have been associated in humans with higherorder visual deficits such as object agnosia (the failure to recognize visual objects; Bauer and Rubens, 1985; Damasio, 1985) and prosopagnosia (the failure to recognize familiar faces; Bodamer, 1947; Meadows, 1974a; Damasio et al., 1982) . Similar deficits have been reported in humans after right temporal lobectomy (Milner, 1968) .
Inferotemporal cortex (IT) lesions in monkeys produce similar deficits in pattern discrimination or recognition tasks (Mishkin, 1966; Gross, 1973; Ungerleider and Mishkin, 1982; Mishkin et al., 1983) . Recordings from single neurons in IT show sensitivity to a variety of simple and complex object stimuli (Gross et al., 1972; Schwartz et al., 1983; Desimone et al., 1984) and the neurons are selective to shape descriptors that can be used to provide a global representation of surface contours or shape .
Concluding remarks on the visual system modulation Selective attention to a visual feature enhanced behavioral sensitivity over a divided-attention condition. Correspondingly, in the selective conditions, neuronal enhancement of visual regions putatively specialized for processing the selected feature was demonstrated with PET. These extrastriate visual regions are very likely a site or locus at which top-down modulatory signals can influence the processing of visual information.
Recent data from single-unit recording experiments in monkey suggest that both "set-related" (the encoding of a task instruction) and "matching" (the actual coincidence between the attended and the actual visual input) signals might account for the selective modulations reported in this study.
Selective blood-flow changes might be produced by signals related solely to task instruction. There is evidence that setrelated instructions can modulate neurons in monkey area V4. found that the activity of over half of V4 neurons was different when the monkey was cued to look for different orientations. Such modulation was found both when the animal was instructed by a briefly presented visual cue and when instructed by a continuously presented tactile cue. The independence of the modulation from the modality of the instructing cue suggests that it was the symbolic meaning of the instruction, rather than the sensory signal, that modulated V4 neurons. In our task, instructions (e.g., attend to shape) delivered from higher-order centers might "prime" the appropriate visual pathways for shape processing.
A second signal that may produce these selective blood-flow changes is sensory enhancement, which may represent a correspondence between an internal set-related signal and an appropriate input signal (matching). In about 70% of V4 neurons, there is an increment in the response to visual stimuli and a sharpening of tuning functions when a monkey detects a target stimulus defined by a simple feature change in a match-tosample task . These feature-specific enhancement effects are stronger and more frequent for nearthreshold discriminations (Spitzer et al., 1988) . If many neurons in one area show such matching-related enhancement, then selective changes in blood flow similar to those found in the present study might be expected.
Neuronal enhancement and sharpening of tuning curves may account for differences in psychophysical sensitivity between the selective-and divided-attention conditions. In "primed" pathways (set-related signal), the incoming visual information triggered stronger and more selective neuronal responses (higher signal-to-noise ratio) than in unprimed pathways. The resulting higher-quality transmission of attended information could lead to lower psychophysical thresholds.
Extravisual areas
Outside the visual system, one set of brain regions (globus pallidus, anteromedial caudate nucleus, inferior premotor cor-et al. -PET Studies of Selective and Di vi ded Attention to Visual Features tex, insular cortex, posterior thalamus/superior colliculus, lateral orbitofrontal cortex) was commonly activated across the selective-attention tasks, and another set of areas (anterior cingulate cortex, dorsolateral prefrontal cortex, inferior parietal lobe) was activated in the divided-attention task. The two attentional sets, therefore, did not simply activate similar brain systems at different quantitative levels, but rather were treated by the brain as qualitatively distinct tasks.
In agreement with this interpretation, enhancement of extrastriate visual areas was seen primarily during the selective tasks, and reciprocal functional interactions were found between areas active in the selective tasks and areas active in the divided task. In particular, some regions activated by all the selective conditions, such as caudate, thalamus, low premotor cortex, insular cortex, and lateral orbitofrontal cortex, were relatively hypoperfused during the divided-attention condition, in comparison to the passive baseline.
A brief account of the operations underlying the differences between the divided and selective tasks and the neural regions that may implement those operations will be presented. Succeeding sections will consider in more detail the evidence underlying this admittedly speculative framework.
The selective task involves the adoption and maintenance of a set for a particular feature. This might be accomplished in a circuit connecting lateral orbitofrontal cortex and the basal ganglia. This set is then implemented in the visual system through the thalamus, which routes the activation to the appropriate extrastriate region. The match-to-sample task used in this study requires that information about the first frame be maintained in a memory and compared to the second frame. We suggest that, in the selective task, both set-related and matching signals occur in extrastriate cortex (see above). The results of that matching operation are then directed to insular cortex and inferior premotor cortex for response selection.
The divided task does not involve a preexisting set. However, the memory demands during the interframe interstimulus interval are much greater in the divided task than in the selective task. Additionally, information from different extrastriate areas needs to be coordinated and compared. We therefore suggest that the task-related and matching functions that are accomplished in extrastriate cortex in the selective task are partly implemented in lateral prefrontal cortex in the divided task. Response selection then occurs in the anterior cingulate region.
Source of selective set The selective task requires the maintenance of information about the task-relevant feature. This short-term memory signal may be the source of the selection that eventually acts at the site of visual processing. It is possible that responses in anteromedial caudate, globus pallidus, and lateral orbitofrontal cortex represent activations within a "lateral orbitofrontal circuit," one of the anatomical cortico-basal ganglia loops.
Alexander and colleagues (Alexander et al., 1986 ) have proposed that connections between frontal cortex and basal ganglia can be conceptualized as a number of parallel, segregated, reentrant loops. Each loop connects a set of cortical areas with discrete parts of the striatum and the globus pallidus. The segregated basal ganglia output would then reenter one of the original cortical areas through a specific thalamic relay. It has been proposed that each loop might perform the same basic operation(s) within neural networks specialized for a different function (e.g., motor, oculomotor, memory processing).
Evidence for a relationship between fronto-basal activity and short-term memory comes both from physiological recordings in monkeys and from lesion studies in humans and monkeys. Activity ofcaudate and substantia nigra (pars reticulata) neurons is more affected during memory-contingent tasks than during sensory-dependent tasks (Hikosaka and Wurtz, 1983; Hikosaka et al., 1989b) . A number of higher cognitive deficits, similar to those obtained after frontal lobe lesions, have been reported after damage to the basal ganglia (Taylor et al., 1986; Sagar et al., 1988; Saint-Cyret al., 1988) . Adeficitofinhibitionofreturn, a phenomenon related to spatial attention, has been reported after prefrontal cortex lesions (Henik et al., 1990) and this deficit disappears when a striatal lesion is added to the prefrontal damage.
Lesions of lateral orbitofrontal cortex impair performance in monkeys on a number of tasks requiring memory for visual features of objects (Passingham, 1972 (Passingham, , 1975 Mishkin and Manning, 1978; Bachevalier and Mishkin, 1986) . Moreover, neurons carrying signals related to a feature cue (e.g., a color) in the delay period of a match-to-sample task have been recorded in lateral orbitofrontal cortex (Rosenkilde et al., 198 1) .
Selective top-down signals
The selective set induces modulations in the different visual extrastriate cortical regions. An area that is activated across selective conditions localizes to the posterior thalamus/collicular region. A large part of the posterior thalamus, the pulvinar, is heavily connected with both prefrontal cortex (Asanuma et al., 1985; Andersen, 1987) and extrastriate visual cortical areas (Benevento and Rezak, 1976; Benevento and Davis, 1977; Chalupa, 1977; Bender, 198 1) .
The pulvinar is believed to be part of a system that directs visual attention in space (Petersen et al., 1985 (Petersen et al., , 1987 Andersen, 1987; Posner and Petersen, 1990) . In particular, the pulvinar has been hypothesized to be critical for "engaging" a location in space (Rafal and Posner, 1987) or for filtering out irrelevant information in the visual field (Desimone et al., 1989; LaBerge and Buchsbaum, 1990; Posner and Petersen, 1990) . Metabolic pulvinar activation during visual discrimination tasks in cluttered fields has been reported in normal subjects (LaBerge and Buchsbaum, 1990) . In monkey, inactivation of the lateral pulvinar (Desimone et al., 1989) impairs object recognition at a location only when distracters are simultaneously present in the visual field.
Neural responsiveness in occipitotemporal area V4 and area IT is gated by the position of spatial attention in the visual field and inactivation of the lateral pulvinar impairs a monkey's ability to focus attention during an object recognition task (Desimone et al., 1989) . Areas V4 and IT are thus considered the "recipient" or the "site" of spatial selectivity generated in posterior parietal cortex and funneled to these areas through the pulvinar.
The attentional effect we have described is not spatial in nature, but rather is related to the selection of a visual feature. The pulvinar, involved in "engaging" and "filtering" operations in visual spatial attention, might also implement the selection of a visual feature. Activity in areas V4 and IT, which serve as the site of a spatial selection signal controlled by the pulvinar, is also modulated by feature-specific sets (Braitman, 1984; Richmond and Sato, 1987; Spitzer et al., 1988) . Additionally, the selective task in the present study requires that information from unattended feature changes be discarded, similar to the distractor conditions in the spatial tasks under which the pulvinar is most active (Desimone et al., 1989; LaBerge and Buchsbaum, 1990) . Finally, the extensive connections between the pulvinar and extrastriate cortex make it a plausible candidate for mediating the selective sets reported here. This top-down (from attentional to sensory regions) signal may be a facilitatory "prime" on the visual regions processing the attended feature.
Complex processing and visual short-term memory demands There are two related demands that may encourage right prefrontal processing in the divided-attention condition. In the divided condition, more information than in the selective condition has to be stored between the first and second frame. Additionally, the storage must involve information from different extrastriate regions. This requirement might be reflected in activity in brain regions that store more complete representations of visual scenes.
Prefrontal cortex receives input from both occipitoparietal and occipitotemporal visual areas (Jones and Powell, 1970; Jacobsen and Trojanowski, 1977; Seltzer and Pandya, 1984) . Ablations of this region disrupt a variety of tasks (e.g., delayed response, alternation, or matching-to-sample tasks) in which complex visual information must be held in memory in order to execute a correct discrimination (Goldman-Rakic, 1987; Fuster, 1989 ).
Response selection
The selective and divided conditions also differ in the type of information used to select a response. This difference can be discussed in two related ways: one functional, the other anatomical. Functionally, decisions in the selective conditions can be made by monitoring a single, or limited, collection of specialized visual processors, while decisions in the divided conditions must be made by a complex polling of multiple channels of visual information or a more completely processed representation of the visual array. Anatomically, responses in the selective conditions might be made on the basis of enhanced signals from extrastriate visual processing areas, while responses in the divided condition may be made on the basis of processing in lateral prefrontal cortex. It appears that these two alternatives entail the use of different premotor or response-selection pathways. In the divided task, dorsolateral frontal activation was coupled with activation of the anterior cingulate, while in the selective task, extrastriate enhancement was coupled with activity in insular cortex and inferior premotor cortex. Both anterior cingulate and lateral premotor areas in primates appear to be heavily interconnected to primary motor cortex (Muakkassa and Strick, 1979; Godschalk et al., 1984; Schell and Strick, 1984; Dum and Strick, 1991) .
The correspondence between the use of nonfrontal processors and a premotor-insular output pathway in the selective task has also been found during vocalization of visually or auditorily presented single words (Petersen et al., , 1989 . In each of these conditions, efficient response selection can be based on simple or limited processing of input. In the word-repetition condition, the relationship between a visual or auditory word and articulation of that word is an overlearned, efficient association and is mediated, respectively, by left medial extrastriate cortex and parietotemporal cortex (Petersen et al., , 1989 ). In the selective condition, the information on which the decision is made is limited to a single attribute, perhaps allowing much of the processing to occur in extrastriate cortex.
In contrast, a coupling of frontal and anterior cingulate activity occurred in the divided-attention condition and other complex-task conditions. Activation of the anterior cingulate has been obtained (with a shift of only a few millimeters across different groups of subjects) in conjunction with prefrontal activity in a task in which subjects were asked to generate a verb appropriate to (use for) a given noun (Petersen et al., , 1989 , in a semantic monitoring task with high-frequency targets Petersen et al., 1989) , and in the conflict condition of a Stroop task (Pardo et al., 1990; M. E. Raichle, personal communication) . This correspondence suggests that, when response selection cannot be made on the basis of information from "early" posterior processing areas, further processing is done in frontal areas, and the anterior cingulate, rather than opercular regions, is used as the response selection or premotor area.
In the previous comparisons, cingulate activation occurred in the more difficult conditions: divided versus selective, generating a word versus simple repetition, and Stroop conflict versus nonconflict situations. The psychophysical results of this study, however, provide evidence against a task-difficulty interpretation of cingulate function. In terms of measured "difficulty" (task performance as measured by d'), the d' for the divided condition averaged across all attributes (which equals the d difficulty during the divided-attention PET scan) is nearly the same as the d' during the selective condition for color discrimination. However, in the selection-for-color condition, there is no evidence of cingulate activation, while in the divided condition, there is clear activation.
Functional asymmetry A striking difference between human and nonhuman primates is the lateralization of function in the former. Language deficits are most often found following damage to the left hemisphere, while spatial neglect is most often stronger following right parietal lesions. Functional asymmetries are also found in the present studies.
For example, some asymmetries (left hemisphere activation stronger than right hemisphere activation) have been found in conditions involving motion analysis, such as presentation of moving dots or high temporal frequencies (F. M. , and speed discrimination (present results). In the same general location (inferior parietal lobule), anatomical asymmetries have been reported in humans (Eidelberg and Galaburda, 1984) . However, areas processing motion information, such as MT and MST, are bilateral in monkey.
Similarly, activation in the anterior temporal lobe for shape attention was clearly stronger on the right side, suggesting functional asymmetry in the processing of shape information in the temporal lobe. Similar right/left asymmetries have been found in temporal cortex during several object recognition tasks (Corbetta et al., 1990b) . Functional asymmetries in humans for object discrimination have been also supported by lesion studies. Patients with right temporal lobectomies are impaired in comparison to left temporal lobectomy patients in processing nonverbal patterned material, such as unfamiliar geometric patterns (Kimura, 1963) or faces (Milner, 1968) or in simpler conjunction visual search tasks (Bolster and Birk, 1988) .
There are several other examples of differences in activity between analogous structures on the two sides of the brain in et al. * PET Studies of Selective and Di vi ded Attention to Visual Features these tasks, as well. Asymmetrical activations might simply reflect a sensitivity problem in detecting low-level signals or an inability to sample at exactly the same anatomical location in both hemispheres, or they might be related to actual differences in the symmetry of anatomical organization. There is evidence, however, that some asymmetries can be dynamic, reflecting functional interactions between hemispheres. Fox and Applegate (1988) have shown that, while unilateral stimulation of the hand with a vibratory stimulus produces clear contralateral activation to either left or right stimulation alone, much stronger activation is seen on the right side when bilateral stimulation is applied. It appears as if during a competitive situation one hemisphere predominates.
Conclusion
Selective attention to different visual features modulates activity in distinct regions of extrastriate cortex. Single-unit and lesion data in primates, and lesion and PET data in humans, indicate that these extrastriate regions are specialized for processing the selected visual feature. The disjoint pattern of activations in extravisual brain regions during selective-and divided-attention conditions suggests that similar perceptual judgments involve different neural systems, depending on attentional strategies.
