Abstract-By utilizing the label dependencies among both the labeled and unlabeled data, semi-supervised learning often has better generalization performance than supervised learning. In this paper, we extend a popular graph-based semi-supervised learning method, namely, manifold regularization, to structured outputs. This is performed via the joint kernel directly and allows a unified manifold regularization framework for both unstructured and structured data. Experimental results on various data sets with inter-dependent outputs demonstrate the usefulness of manifold information in improving prediction performance.
I. INTRODUCTION
Kernel methods, such as support vector machines, have been highly successful in machine learning. Traditionally, they are mainly focused on vectorial inputs and outputs. With the tremendous amount of structured data (e.g., se quences, trees, and graphs) available nowadays, there are a lot of recent interests in extending kernel methods for more complex domains with these structured data. In general, the structure information may be present in the inputs and/or outputs. For structured inputs, a wide variety of kernels have been developed. Examples include the family of string kernels commonly used in bioinformatics. Here, we will focus on kernel methods for structured outputs. In contrast to traditional kernels that are defined on the inputs only, an essential ingredient in learning with structured outputs is that the kernel is often defined jointly on both the inputs and outputs [1] . This so-calledjoint kernel allows the many-sided dependencies between inputs and outputs to be captured. Empirically, it has been successfully used for solving many complex structured prediction problems in domains such as natural language processing and computational biology.
On the other hand, while many of these structured data are readily available (such as internet documents residing in a hierarchy and bioinformatics databases containing DNA sequences), typically most of them are unlabeled and only a small amount of the data is labeled. Semi-supervised learning [2] , [3] thus aims at improving the generalization performance by utilizing both the labeled and unlabeled data. The label dependencies among patterns are captured by exploiting the intrinsic geometric structure of the data. This can be implemented by using the so-called cluster assumption, which encourages the separating hyperplane to pass through low-density regions [4] , [5] . Recently, this is also extended to structured outputs [6] . Another popular smoothness assumption is the manifold assumption, which assumes that the data lie on a low-dimensional manifold. Often, this manifold is approximated by a weighted graph, leading to a battery of graph-based semi-supervised learning algorithms [7] , [8] . Besides these, techniques based on co training [9] and conditional random fields [10] , [11] have also been used for semi-supervised learning on structured outputs.
In this paper, we will focus on the graph-based approach, and, in particular, the manifold regularization framework [7] . By defining a data-dependent reproducing kernel Hilbert space (RKHS), manifold regularization incorporates an ad ditional regularizer to ensure that the learned function is smooth on the manifold. Moreover, in contrast to many other graph-based transductive learning methods, this reg ularization framework is truly semi-supervised and allows generalization to out-of-sample patterns.
Recently, an extension of manifold regularization to struc tured outputs has been proposed in [12] . However, instead of learning a smooth discriminant function over the input-output pairs directly, it learns a goodness function of each explicit "part" of the joint feature map. Moreover, the discriminant function is a weighted sum of predictions from the individual parts. Hence, this can be regarded as a "bag of parts" repre sentation. Analogous to the commonly used "bag of words" representation for text, the structure information among parts is lost. Similarly, the smoothness of the discriminant function over the data manifold is only indirectly enforced through these parts. Besides, it cannot be readily reduced to the standard manifold regularization method for unstructured data.
In this paper, we perform manifold regularization on struc tured outputs by using the joint kernel directly. The extension is formulated entirely in terms of the joint kernel and thus, as in other kernel methods, does not require knowledge of the explicit Uoint) feature map. Moreover, it includes standard manifold regularization as a special case and hence provides a unified framework for both unstructured and structured data.
The rest of this paper is organized as follows. Section II first gives a brief review on the supervised learning of structured outputs. Section III then extends manifold regular ization for semi-supervised learning on structured outputs via the joint kernel. This is then followed by some discussions in Section IV. Experimental results are presented in Section V, and the last section gives some concluding remarks.
In the sequel, f m denotes the m x m identity matrix, 1 m = [ 1, ... , 1]' E IR m , and IR+ is the set of non-negative real numbers. Moreover, tr(A) is the trace of matrix A, and AI8l
B is the Kronecker product of the two matrices. Besides, superscripts (or subscripts) X, Y and XY will be used to denote entities corresponding to the input, output and the joint spaces, respectively.
II. SUPERVI SED LEARNING OF STRUCTUR ED OUTPUT S
As mentioned in Section I, for learning with structured outputs, it is often more convenient to use a joint feature representation r.p that is defined on both the input X and output y. The discriminant function is then linear in this joint feature map, as f(x, y) = w'r.p(x, y).
(1) Moreover, as in other kernel methods, this joint feature map is related to a joint kernel k as k ((x,y), (x, y )) = r.p(x, y)'r.p(x, y ).
Given a set of training patterns {(Xi, Yi)}f = 1 where Yi E y, the desired discriminant function w'r.p(x, y) can be ob tained by solving
i= 1
where �i 's are slack variables for the errors, 8r.pi (y) == r.p(Xi' Yi) -r.p(Xi' y), Ll( Yi' y) is a loss function penalizing the difference between Yi and y, and "f A is a user-defined regularization parameter. Note that the slack variables in (2) are scaled with the inverse loss, which is often called slack re-scaling. Another approach, as advocated in [13] , is called margin re-scaling and scales the margin by the loss. Using the method of Lagrange multipliers, the dual of (2) can be obtained as:
where Jiy ,jy 8r.pi (y)' 8r.p j ( y )
It can be shown that used in many semi-supervised learning methods is that two nearby patterns in a high-density region should share similar labels [2] . When the data lie on a manifold, it is common to represent this manifold by a weighted graph defined on all the labeled and unlabeled data. The graph's weight matrix A = [ai j ] encodes the similarities between data samples.
Label smoothness over the graph is then enforced by the so called manifold regularizer, which controls the gradient of the target function w. r. t. the marginal distribution of the data. Empirically, this manifold regularizer can be approximated as
i,j= 1
and L is the graph Laplacian matrix.
A. Primal Formulation
In this section, we extend the manifold regularization framework to structured outputs via the use of the joint kernel introduced in Section II. Unlike traditional graph-based semi supervised learning methods where the nodes of the graph are the labeled and unlabeled examples {x E X}, here the nodes in this "joint manifold" are the tuples {(x, y) : x E X, Y E Y}. Consequently, smoothness on the manifold is also dependent on both the input x and output y, and the similarity between two graph nodes (Xi, y k ) and (X j , yl) is now a((xi,y k ),(X j ,y1)). Note that the similarities defined on all the graph nodes can be put into a two-dimensional matrix A, with entries
As in Section II, the discriminant function f(x, y) for structured data is dependent on both X and y. We require this f to be smooth on the Goint) manifold w. r.t. the similarity matrix A. Let D be the diagonal matrix with elements Di y = L;= 1 L Y EY Ai yjy . The manifold regularizer in (4) can thus be extended to structured outputs as:
y,yEY i, j=1 w'CPLCP'w, (5) where cP = [r.p(Xi' y)]i= 1, ... ,n;YEY and L = D -A is the corresponding Goint) graph Laplacian. Obviously, this includes the regularizer in (4) as a special case.
Recall from Section II that for structured prediction, the loss function has to be incorporated into structural risk minimization. In this paper, we will focus on the slack re-scaling formulation. Extension to margin re-scaling is straight-forward and will not be discussed here. Adding the manifold regularizer in (5) to the supervised structured pre diction problem of (2), we obtain the following optimization problem which corresponds to the manifold regularization for structured outputs: £ 1"
Here, f. = [6, ··· , f.£l' and 'YI > 0 is a tradeoff parameter for the manifold regularizer. Obviously, in the special case where 'YI = 0, (6) reduces to (2).
By using a similar orthogonality argument as in [7] , it is easy to obtain the following representer theorem:
Lemma 1: For problem (6) , its optimal w is of the form
In matrix form, this can be written as
where a = [aiy]i=l, ... ,n;YEY . Substituting this into (6), we obtain the following optimization problem:
a'KeiQ9(e Yi -ey)�l-�( f.i )
where K = q,' q, is the kernel matrix defined using the joint kernel on the training data, ei E IR nlYI is a vector of all zeroes except that the ith entry is one, and e y E 1R1 Y 1 is a vector of all zeroes except that the yth entry is one. Proof On using (7), the w ' wand w ' q, Lq,' w terms in the objective of (6) can be written as a'Ka and a'KLKa, respectively, As for its constraint, define Ji = eiQ9I IYI . Then, where {3 = [(3iy]i=l, ... , R-;y#yi' and J = [e 1 Q9 ey1, ... , e R-Q9 eyg](I£Q91 i YI _ 1 ) -[e 1 Q9i 1 , ... , e£Q9i£]. Moreover, the primal variable a can be recovered from the dual variable (3 as 1 1 a = "2 ("(Aln lYI + 'YILK)-J{3. ( 
10)
Proof First, we obtain the Lagrangian of (8) as:
where {3iy E IR+, 'Yi E IR+ (i = 1, ... , £, Y -/=-Yi ) are the Lagrange multipliers. Setting its derivatives w. r.t. f.i to zero, we have:
Moreover, using the fact that rei Q9 e k l' ... , ei Q9 e k t] = ei Q9 [e k 1, · .. ,
Similarly, the term L�= l L Y#Yi {3iyei Q9 e Yi in (11) can be written as Moreover, the term L�= l L Y#Yi {3iy (a' K ei Q9 e Yi -a' K ei Q9 ey) in (11) can be simplified as a' K J {3. Plugging these and (12) back into (11), we obtain
Setting its derivative w. r.t. a to zero, we obtain a = w CP(X i, y) = a q, q,Jie y = a K(ei Q9 I IYI )ey = a K(ei Q9 ey). �("(AK + 'YIKLK)-l K J{3 and thus (10) . Plugging (10) Plugging all these back into (6), we obtain (8).
• back into (13), we obtain (9). Proposition 2: The dual of (8) is
,, {3iy 1
With the learned a, one can perform prediction on a (seen or unseen) example (x, y) as n
i=l yEY This is clearly advantageous to other graph-based transduc tive learning algorithms that cannot be used on unseen test data. 
IV. DI SCU SSION S
By defining a data-dependent kernel that captures the underlying geometry of the data manifold, Sindhwani et al. [14] showed that the semi-supervised learning problem with traditional manifold regularization is equivalent to a supervised learning problem. This is also the case for the related approach of [12] . Here, we show that a similar kernel, defined over the j oint space of X and y, can also be obtained in our semi-supervised structured prediction setting.
Let k ( (', . ), (', . ) back into (17), we can evaluate the kernel "f A IIxll on any (x,y)usmg(16).
• '5:.llfll� + "fI A max( L )(nIYI)C21Ifll�
As in [12] , [14] , t�i � modified kernel k embodies . information "fA from both the ongmal kernel k and the LaplacIan L of the
joint data manifold. Moreover, a � expected, kernel k can be "fA max rt reduced to the deformed kernel m [14] .
Moreover, !' y (15) we have Ilfllrt '5:. Ilfllit' then Ilfllrt '5:. Ilfllit '5:. Cllfllrt· Therefore, the Cauchy sequence in the modified nO f!!! is also Cauchy in the or�inal norm. This ensures that 'H is also complete and thus 'H is an RKHS.
• Denote the kernel of it by k. The following proposition shows that the kernel function k is deformed from the original kernel k by the manifold.
Proposition 3: The kernel evaluation of k on any (x, y)
is given by
where K x,y = [k((x, y), (Xi, Y))]i=l, ... ,n;f}EY'
Proof In the following, we use kx,y ("') as a short hand for k((x,y),( ',')) ' Decompose 'H as 'H = PffiP .l , where p .l is the subspace in 'H orthogonal to p = span { kXi,y( ',') 1 i = 1 , ... , n; y E Y}. Suppose that f E p .l . Then f(Xi, y) = (I , kxi,y( ', ·) )rt = 0, for i = 1 , ... ,n, y E y. Hence, F = 0 in (15) and (I , g)it =
4 Recall that the above shows that semi-supervised learning (using both labeled and unlabeled data) with manifold regu larization is equivalent to supervised learning (using only the labeled data) with a manifold-deformed kernel. Intuitively, a similar relationship should also hold between the semi supervised learning problem in (9) and the supervised learn ing problem in (3). This will be proved in the following.
First, we define the matrix
whi £. h is in the objective function in (9) . Note that each entry of K embodies information from both the original kernel k � d the graph Laplacian L. Moreover, it is easy to see that K can be reg � ded as a valid kernel matrix. Lemma 3: K is symmetric and positive semidefinite.
The following proposition shows that the semi-supervised learning problem in (9) can be equiva�ntly seen as a super vised learning problem (3) with this K. • Clearly, this kernel ma � ix K should also be consistent with the deformed kernel k in (16), as is confirmed by the following proposition. Proof By fixing x, y and evaluating k x,y(x, y) on all x E {X l , ... ,xn} and y E y, we have [kx,y(Xi, y )] i=l, ... ,n;YEY [kx,y(Xi, y )] i=l, ... ,n;YEY
.. ,n;YEY .
Evaluating on X E {X l, ... ,Xn} and y E y, we can write in matrix form as In the special case when there is no structure on the outputs, the tensor-product joint kernel reduces to k ((x,y), (x, y)) = A;(x,x)c5(y, y ) (19) and K = KX ® Ij Y j. Similarly, L = LX ® Ij Y j. In this case, the problem reduces to standard manifold regularization in the multiclass setting. As is expected, the structured manifold-deformed kernel in (16) reduces to the unstructured manifold-deformed kernel in [14] . This is confirmed by the following proposition. 
Here �(., . ) is the unstructured manifold-deformed kernel in [14] .
• Moreover, as the outputs are now independent of each other, the regularizer Il f liR corresponding the manifold deformed RKHS if. is just a summation of all the un structured manifold-deformed regularizers in the individual y spaces.
Let the RKHS corresponding to �(., . ), the unstructured manifold-deformed kernel in [14] , by 1{. If there is no output structure, Il f liR = LyE).' Il f(·, Y) II� .
Proof On using (14) and (20),
By this proposition, it is worth noting that our model (6) will turn into the multiclass SVM [15] with the data-dependent kernel r;,(.,.) for the input space. Hence, the proposed formu lation naturally extends the multiclass manifold-regularized SVM to the case when the outputs have structure.
V. EXP ERIMENTS
In this section, we demonstrate the usefulness of manifold information on two popular data sets, teapot and news groups. The data manifold is approximated by a weighted graph, which is constructed by using the 8-nearest-neighbors of each pattern. The weight ai j between two neighbors Xi and X j is defined in a similar manner as in [16] :
where d(Xi' X j ) is the distance between Xi, X j , and h(Xi) is the 8-nearest-neighbor distance of Xi. Moreover, we fix IA = 5 X 10-6 and II = 5 X 10-5 for all data sets.
In the experiments, we use the popularly-used tensor product kernel and Laplacian as described as Section IV B. Moreover, for the data sets in Sections V-A and V-B, the structure is in the output but not in the input. Hence, unlike the data sets used in [12] , the input cannot be further decomposed into sub-components. In this case, it is natural to define each (x, y) (for all possible y's) as a "part", the method in [12] then becomes a special case of our approach.
A. Teapot Data
The teapot datal contains 400 teapot images (each of size 76 x 101) rotated from 10 -3600 to form a ring (Figure l In this experiment, we group the images into 1 0 clusters, each with 30 images. 100 images are removed from the data set to ensure that the clusters are well separated. Then, from each cluster, 20 images are randomly selected to form a partially labeled training set and the remaining 10 are used as unseen test data. The number of labeled examples from each cluster is varied from 1 to 5. We use the Gaussian ring structures in [17] . The ring loss, which is defined as the distance between the true and predicted labels along the ring, is used on training. Moreover, to reduce statistical variability, the experiment is repeated 200 times.
Results on the remaining unlabeled training data and unseen test data are shown in Tables I and II, respectively . Besides using the zero-one loss and ring loss as performance measures, we also report the commonly used information retrieval metrics including precision P, recall R and Fl = 2PR/(P + R). As can be seen, the use of manifold infor mation significantly improves the performance (with 95% confidence according to the paired student t-test).
B. Newsgroups Data
The second experiment is performed on the popular 20-newsgroups data2 • We select 7 of these newsgroups which have a clear hierarchical structure (Figure 1 (b». From each newsgroup, 100 examples are randomly selected to form a partially labeled training set and another 50 are used as unseen test data. The number of labeled examples from each newsgroup is varied as 1,2,4,8 and 16. We use the linear kernel on the input. As for the output kernel, we use the following feature map defined in [1] . Let Z be the set of nodes in the hierarchy, and let the hierarchy structure be represented by the partial order -<, where z -< 2 means that node z is a parent of node 2. A feature Az is then defined with every node z, as
The tree loss, which is defined as half of the length of the shortest (undirected) path connecting z and 2 in the hierarchy, is used on training. Again, to reduce statistical variability, the experiment is repeated 200 times.
Results on the unlabeled training data and unseen test data are shown in Tables III and IV, respectively . Again, the use of manifold information significant boosts the performance.
VI. CONCLUSION
In this paper, we extend manifold regularization to struc tured outputs via the joint kernel. This allows a uni fied framework for both unstructured and structured data. Desirable properties of traditional manifold regularization, such as the equivalence between semi-supervised learning and supervised learning with a data-dependent, manifold deformed kernel, are also shown. Experimental results on real-world data sets with ring-structured and hierarchical outputs demonstrate that the prediction performance on both the unlabeled training data and unseen test data can be significantly improved (across all the metrics) with the use of manifold information. 
