Abstract. In this short note we study a non-degeneration property of eigenvectors of symmetric random matrices with entries of symmetric sub-gaussian distributions. Our result is asymptotically optimal under the sub-exponential regime.
More precisely, there exists a positive constant c such that for any x > 0 P(|f T u i | ≤ x) = 2 √ 2π
x 0 e −t 2 /2 dt + O(n −c ).
(1)
• [1] Assume that ξ has mean zero, variance one, and having finite moment of all orders. Then We also refer the readers to [26] and [1] for further beautiful results such as the joint independence and gaussianity of the eigenvectors.
Note that the constants c above can be made explicit but are rather small in both results. Thus, assume that if we are interested in the tail bound estimates |f T u i | ≤ x, then the above results are less effective when x n −c . In fact, it was not even known whether asymptotically almost surely f T u i = 0. This question was raised by Dekel, Lee and Linial in [5] for f = (1, 0, . . . , 0) in connection to the notion of strong and weak nodal domains in random graph G(n, p). This question has been confirmed in [14] in the following form. Theorem 1.3. Assume that F n is a symmetric matrix with F n 2 ≤ n γ for some constant γ > 0. Consider the matrix M n + F n with the random symmetric matrix M n of entries m ij , 1 ≤ i < j ≤ n, being iid copies of a random variable ξ of mean zero, variance one, and bounded (2 + ε)-moment for given ε > 0. Then for any A, there exists B depending on A and γ, ε such that P ∃ a unit eigenvector u = (u 1 , . . . , u n ) of M n with |u i | ≤ n −B for some i = O(n −A ).
Although the above result holds for very general matrices, the approach does not seem to extend to the case that f has many non-zero entries, which is the main focus of our current note. Condition 1.1. Let c, K 1 , K 2 be positive parameters.
• (assumption for f ) We assume that the following holds for all but cn indices 1 ≤ i ≤ n n −c ≤ |f i | ≤ n c .
• (assumption for M n ) We assume that the entries of m ij , 1 ≤ i ≤ j ≤ n, are iid copies of a random variable ξ of mean zero, variance one, and so that -For every t > 0,
-ξ is symmetric.
For the rest of this note we will be conditioning on the following result.
Theorem 1.4. [27, 14] With M n as above, there exists a constant c > 0 such that with probability at least 1 − exp(−n c ), M n has simple spectrum.
In the above setting, we are able to prove the following Theorem 1.5 (Main result). Let M n and f be as in Condition 1.1 for some positive constants K 1 , K 2 , and for some sufficiently small constant c. Conditioning on the event of Theorem 1.4, let λ 1 < · · · < λ n be the eigenvalues of M n and u 1 , . . . , u n be the associated eigenvectors. Then the following holds for any δ ≥ exp(−n c )
It seems that our result can also be extended to the case when m ij and m ii have different distributions, but we will not focus on this setting for simplicity. The current method does not extend to non-symmetric ξ, although we believe that our result should hold in this generality.
In what follows we connect our result to the study of controllability of matrices. Consider the discrete-time linear state-space system whose state equation is
In the above, A and B are n × n and n × r matrices, respectively, while each u(k) is an r × 1 vector that we wish to solve for based on the state values x(k) of size n × 1.
We say that our system is controllable if we can always find the control values u(n − 1), u(n − 2), · · · , u(0) based on the state values x(·). Note that
. . .
That is
From here it is easy to see that we can always find the control values u(·) if and only if the left matrix has full rank. Restricting to the case where r = 1 and switching around columns to remain consistent with the literatures, this motivates the following definition of controllability. Definition 1.6. Let A be an n × n matrix and let b be a vector in R n . We say that the pair (A, b) is controllable if the n × n column matrix
has full rank.
As it turns out, the notion of controllability is related to the existence of eigenvectors orthogonal to b via the Popov-Belevitch-Hautus test [15] . 
Letting A denote the controllability matrix in Definition 1.6, we have that v T A = 0 and thus A is uncontrollable.
For the forward direction, suppose that each eigenvector v satisfies v T b = 0. Then each eigenspace of A has dimension one (if we can find an eigenspace of dimension at least 2, then considering the intersection of that eigenspace with the orthogonal complement of the subspace spanned by b leads us to an eigenvector v such that v T b = 0). Since A is symmetric, it thus follows that the eigenvalues are distinct so that A has simple spectrum. Now suppose that the spectrum of A is simple and assume that (A, b) is uncontrollable, i.e. we can find a nonzero vector a = (a 0 , · · · , a n−1 ) such that A a = 0, where
is our controllability matrix. Further suppose that our eigenvalue-eigenvector pairs are denoted (λ i , v i ) with λ 1 < · · · < λ n . We begin to use the spectral theorem to decompose each A k b as
Since A a = 0, we have that
Letting
we have that each β j = 0 by linear independence of our eigenbasis. Write
Since each v T j b = 0 by assumption, it must then be the case that
But this implies that the Vandermonde matrix
is singular, and hence λ i = λ j for some i = j, a contradiction.
Recent developments in the area of matrix controllability have come from imposing randomness on the matrix A and imposing varying rigidity on the deterministic vector b. For example, in [16] O'Rourke and Touri were able to prove the following conjecture of Godsil.
Conjecture 1.8. Let 1 n be the vector in R n consisting of all 1's and A n be the adjacency matrix of G(n, 1/2). Then as n approaches infinity, (A n , 1 n ) is controllable asymptotically almost surely.
This has been verified recently by O'Rourke and Touri in stronger form. To state their result, we first introduce a notion called (K, δ)−delocalization. Definition 1.9. Let K, δ be positive parameters. We say that a unit vector
Thus if v is (K, δ)-delocalized then most of the entries of v are non-zero rational numbers of bounded height. Through this notion, the authors of [15, 16] were able to prove Godsil's conjecture by the following theorem.
Theorem 1.10. [15, Theorem 3.4]
Assume that M n is a random symmetric matrix where the off-diagonal entries m ij , 1 ≤ i < j ≤ n, are iid copies of ξ as in Theorem 1.5, while the diagonal entries are iid copies of a possibly different subgaussian random variable ζ. Fix K ≥ 1 and α > 0. Then there exist constants C > 0 and δ ∈ (0, 1) (depending on K, α, ξ, and ζ) such that the following holds. Let b be a vector in R n which is (K, δ)−delocalized. Then (M n , b) is controllable with probability at least 1 − Cn −α .
Our result, Theorem 1.5, can be seen as a near optimal generalization of Theorem 1.10 (in the case that m ii and m ij have the same distribution) where the entries of f are not necessarily rational.
Notations. Throughout this paper, we regard n as an asymptotic parameter going to infinity (in particular, we will implicitly assume that n is larger than any fixed constant, as our claims are all trivial for fixed n), and allow all mathematical objects in the paper to implicitly depend on n unless they are explicitly declared to be "fixed" or "constant". We write X = O(Y ), X Y , or Y X to denote the claim that |X| ≤ CY for some fixed C; this fixed quantity C is allowed to depend on other fixed quantities such as K 1 , K 2 of ξ unless explicitly declared otherwise. We also use o(Y ) to denote any quantity bounded in magnitude by c(n)Y for some c(n) that goes to zero as n → ∞. For a square matrix M n and a number λ, for short we will write M n − λ instead of M n − λI n . All the norms in this note, if not specified, will be the usual 2 -norm.
Supporting ingredients and existing results
In this section we introduce the necessary tools to prove our main result. First of all, for the rest of the note we will condition on the following event, which is known to hold with probability 1 − exp(−Θ(n))
2.1. Approximate eigenvectors are not asymptotically sparse. We first need the definition of compressible and incompressible vectors.
Definition 2.1. Let c 0 , c 1 ∈ (0, 1) be two numbers (chosen depending on the parameters Regarding the behavior of M n x for compressible vectors, the following was proved in [28] .
We deduce the following immediate consequence. 
Proof. (of Lemma 2.3) Assuming (3), we can find λ 0 as a multiple of n −2 inside [−10 √ n, 10
On the other hand, for each fixed λ 0 , by Lemma 2.2,
The claim follows by a union bound with respect to λ 0 .
2.2.
Approximate eigenvectors cannot have structures. We next introduce a concept developed by Rudelson and Vershynin via the notion of least common denominator (see [18] ). Fix parameters κ and γ (which may depend on n), where γ ∈ (0, 1). For any nonzero vector x define
Theorem 2.4 (Small ball probability via LCD). [18] Let ξ be a sub-gaussian random variable of mean zero and variance one, and let ξ 1 , . . . , ξ n be iid copies of ξ. Consider a vector x ∈ R n . Then, for every κ > 0 and γ ∈ (0, 1), and for
we have
where the implied constants depend on ξ.
One of the key properties of vectors of small LCD is that they accept a fine net of small cardinality (see [19, Lemma 4.7] and also [14, Lemma B6] for the current form).
For the rest of our paper γ = 1/2 and κ = n 2c for some constant c chosen sufficiently small (compared to all other parameters).
To deal with symmetric or Hermitian Wigner matrices, it is more convenient to work with the so-called regularized least common denominator. Let x = (x 1 , . . . , x n ) ∈ S n−1 . Let c 0 , c 1 ∈ (0, 1) be given constants, and assume x ∈ Incomp(c 0 , c 1 ). It is not hard to see that (see for instance [18, Section 3] ) there are at least c 0 c
Thus for every x ∈ Incomp(c 0 , c 1 ) we can assign a subset spread(x) ⊂ [n] such that (4) holds for all k ∈ spread(x) and |spread(x)| = c n , where we set
Definition 2.6 (Regularized LCD, see also [28] ). Let α ∈ (0, c /4). We define the regularized LCD of a vector x ∈ Incomp(c 0 , c 1 ) as
Roughly speaking, the reason we choose to work with LCD is that we want to detect structure of x in sufficiently small segments. From the definition, it is clear that if LCD(x) is small (i.e. when x has strong structure), then so is LCD(x, α).
For given D, κ, γ and α, we denote the set of vectors of norm 1 + o(1) with bounded regularized LCD by
The following is [14, Lemma 5.9]. Then for any fixed u ∈ R n and any real number λ 0 of order O( √ n), with β = κ √ αD we have
We remark that, while Lemma 2.3 and Lemma 2.7 were proved for unit vectors x, the proofs automatically extend to vectors of norm 1 ± n −2c . For instance Lemma 2.7 can be extended to
, and the later implies that (M n − λ 0 )x/ x − u i = o(β √ n) for some deterministic u i appropriately chosen to approximate u/ x with an error, say, at most β. As one can easily construct a set of size n O(1) /β for the u i 's, taking union bound over these approximating points will not dramatically change the exponential bound O(exp(−α 0 n)) of the right hand side of Lemma 2.7 as β ≥ exp(−n c ).
We deduce the following crucial consequence from Lemma 2.3 and Lemma 2.7.
Corollary 2.8. Let u ∈ R n , λ 0 be fixed, and D, β be as above. Let E u,λ0 be the event that for any x
. We then have the bound
Finally, together with the structural results above, we will also need the following result (see [18, Lemma 2.2] ) to pass from small ball bounds to a total bound. Theorem 2.9. Let ζ 1 , · · · , ζ n be independent nonnegative random variables, and let K, t 0 > 0. If one has
We remark that all of the results in this section including Lemma 2.2, Lemma 2.3, Lemma 2.7 and Theorem 1.4 hold for matrices where the entry distributions are not necessarily symmetric.
3. Proof of Theorem 1.5 3.1. Extra randomness. A key observation, by using the fact that ξ is symmetric, is that if ε 1 , . . . , ε n are iid Bernoulli random variables independent of M n , then M n and M n = (ε i ε j m ij ) have the same matrix distribution. Furthermore, a quick calculation shows that M n u = λu if and only if M n u = λu , where u = (ε 1 u 1 , . . . , ε n u n ). So the eigenvalues of M n and M n are identical, and the spectrum of M n is simple if and only if the spectrum of M n is simple.
Lemma 3.1. [16, Lemma 10.2] Conditioning on the event E that the spectrum of M n is simple. For any δ > 0 and any deterministic vector f we have
Consequently, by Theorem 1.4,
As the proof of this lemma is short but crucial, we insert it here for the reader's convenience.
Proof. (of Lemma 3.1) Let λ be the eigenvector associated to both u and u . Let P λ denote the orthogonal projection of M n onto the eigenspace associated with λ, and let P λ denote the orthogonal projection of M n onto the eigenspace associated with λ. From the fact that M n and M n have the same distribution, P λ and P λ also have the same distribution. Also, when our spectrum is simple, we have that P λ (·) = u, · u and P λ (·) = u , · u . It thus follows that
as desired.
It is remarked that one can deduce from here an almost optimal analog of (1) of Theorem 1.2, say, for the sequence f = (1, . . . , 1). Indeed, by Lemma 3.1 it suffices to show the comparison for u = (ε 1 u 1 , . . . , ε n u n ). To this end, by the classical Berry-Esseen bound,
3.2.
Starting from controlled sets. Now suppose | u, f | = |u 1 f 1 +· · ·+u n f n | ≤ δ for some unit eigenvector u of M n . By Lemma 3.1, the probability of this event is bounded above by the probability of the event |ε 1 u 1 f 1 + · · · + ε n u n f n | ≤ δ for some unit eigenvector u of M n and for some Bernoulli vector (ε 1 , . . . , ε n ). This extra randomness allows us to study our main problem as follows.
(1) (Randomness on M n ) show that with respect to M n , the eigenvectors u = (u 1 , . . . , u n ) of M n does not have structure.
(2) (Randomness on ε 1 , . . . , ε n ) conditioned on the event above, the proof is concluded by applying Theorem 2.4.
Now we look at the first step more closely. Without loss of generality we assume that n −c ≤ |f 1 |, . . . , |f n0 | ≤ n c for n 0 = (1 − c)n. For now we fix a parameter i and let u be the i-th eigenvector. Assume otherwise that
We are not ready to apply Theorem 2.4 yet as i (u i f i ) 2 is not necessarily 1. However, by Condition 1.1 and by Lemma 2.2, provided that c is sufficiently small, it suffices to consider the case
Thus the event
In other words, there exists some p j such that, with δ = n c δ
By theorem 2.4, the above implies that
Notice that as there are many non-zero u i , 1 ≤ i ≤ n 0 by Lemma 2.2 and by the assumption δ ≥ exp(−n c ),
By Lemma 2.5, there is a set S j,D0 (corresponding to p j ) of cardinality at most (CD 0 / √ n) n0 which is a (2κ/D 0 )-net for the set of x above.
For each S j,D0 , we consider the scaling map from x = (x 1 , . . . , x n0 ) to v = (v 1 , . . . , v n0 ) :
This creates a new set V j,D0 of vectors v which well approximates the truncated vectors u = (u 1 , . . . , u n0 ) of our eigenvector u
We can also κ/D 0 -approximate the remaining n − n 0 coordinates trivially by a set of size
cn . Append this to V j,D0 above, and take union over p j , we obtain the following.
Notice that by the approximation, for any v ∈ V
Using this approximation, if (M n − λ)u = 0 then by (3), with
From now on, let t i := i/D 0 . We say that v is an approximate vector of M n if there exists i such that
3.3.
Concluding the proof of Theorem 1. 5 . In what follows we will choose α = n −6c , for a constant c to be chosen sufficiently small. Our main goal is to show the following. Theorem 3.3. With V from Theorem 3.2,
It is clear that Theorem 1.5 follows from Theorem 3.3. It remains to prove Theorem 3.3 for a fixed t i , and then take union bound over t i (the factor of D 0 will be absorbed by exp(−c 0 n)). Recall that β 0 = κn c /D 0 and α = n −6c . We now condition on the event E 0,ti of Corollary 2.8 with D = D 0 and
Consequently, on E 0,ti , for any v ∈ V we either have (M n − t i )v > β 0 n 1/2 or (7) holds for v. So to prove Theorem 3.3 for t i one just need to focus on these vectors v.
Set n = αn. For v = (v 1 , . . . , v n ), let p α,β (v) be as below
By splitting M n accordingly,
where M n is the n × n principle minor of M n with indices i 1 , . . . , i n and M n−n is the remaining principle minor. Here v ∈ R n−n and v ∈ R n .
So (M n − t i )v ≤ β 0 √ n implies that
We will condition on the matrix M n−n . Using Theorem 2.9, we thus have
Indeed, we will consider P( r denotes the i th row of Bv − (M n−n − t i )v . Conditioning on B, we have that P(|r i | ≤ β 0 ) ≤ ρ α,β0 by the definition of ρ α,β . We claim that P(|r i | ≤ t) is true for every t ≥ t 0 with t 0 = β 0 and K = ρ α,β0 /β 0 . Indeed, breaking the interval [0, t) into t/β 0 intervals each of length at most β 0 , we have that P(|r i | ≤ t) ≤ (t/β 0 + 1)ρ α,β0 ≤ 2Kt and we are done via Theorem 2.9. Now we estimate the event considered in Theorem 3.3 for a fixed t i conditioning on E 0,ti P ∃v ∈ V, v satisfies (7), (M n − t 0 )v ≤ β 0 n 1/2 ≤ v∈V,v∈ (7) (2ρ α,β0 (v)) n−n .
To this end, as v satisfies (7 The proof of Theorem 3.3 is then complete where the bound exp(−α 0 n) comes from the complement of the event of Corollary 2.8 we conditioned on.
