Abstract. Dunkl processes are multidimensional Markov processes defined through the use of Dunkl operators. These processes have discontinuities, and they can be separated into their continuous (radial) part, and their discontinuous (jump) part. While radial Dunkl processes have been studied thoroughly due to their relationship to families of stochastic particle systems such as the Dyson model and Wishart-Laguerre processes, Dunkl jump processes have gone largely unnoticed after the initial work of Gallardo, Yor and Chybiryakov. We study the dynamical properties of these processes, and we derive their master equation. By calculating the asymptotic behavior of their total jump rate, we find that the jump processes of types A N−1 and B N undergo a phase transition when the parameter β decreases toward one in the bulk scaling limit. In addition, we show that the relaxation behavior of these processes is given by a power law, and formulate a conjecture for the jump rate asymptotics based on numerical simulations.
Introduction and Main Results
Dunkl processes [1, 2] are a family of multidimensional stochastic processes defined as a generalization of Brownian motion using Dunkl operators [3] . These are differential-difference operators which depend on the choice of a root system, which is a finite set of vectors which generates reflection groups, and a set of parameters, called multiplicities. In order to illustrate the main characteristics of a Dunkl process, we consider the case of the root system of type A N −1 as an example. Consider a group of N Brownian particles on the real line; then, every configuration can be represented as a vector in R N . If we denote the transition probability density that the process goes from the configuration x ∈ R N to the configuration y ∈ R N in a time t > 0 by p (AN−1) (t, y|x), then the backward Fokker-Planck equation of the Dunkl process reads
The operator σ ij permutes the i-th and j-th components of the vector x, and β/2 > 0 is the sole multiplicity in this case. There are two main things to note about this process: the first is that, if the difference term (second term in brackets on the rhs) were not a part of this equation, the process would be equivalent to the Dyson Brownian motion model [4] with parameter β. This fact is well-known [5] , and for every Dunkl process, there is a continuous version of that same process, which is called a radial Dunkl process [6] . The second is that the difference term introduces discontinuities to the process. The focus of the present paper is centered on this discontinuous part, the Dunkl jump process.
We provide a graphical representation of one realization of the Dunkl process of type A N −1 in Figure 1 . The left side of the figure shows the path that each particle takes. As the particles diffuse and repel each other due to the first term in brackets on the rhs of (1), they exchange positions randomly. These exchanges are represented by horizontal lines in the plot. Then, it becomes clear that this type of Dunkl process is composed of two parts: the path of the process itself, and the order in which the particles are arranged. Since the particle exchange interactions generate all of the possible permutations of N objects, it follows that the discontinuous part of the process is a stochastic process in the symmetric group S N .
The first study of the jumps of Dunkl processes was carried out by Gallardo and Yor in [7] , where the authors succeeded in deriving a skew-product decomposition of the Dunkl process of rank one (which is equivalent to the process of type A N −1 with N = 2) in terms of its jump part and its continuous part. These results were extended to the multidimensional case in [8] through the formulation of two martingale parts, one completely continuous and one completely discontinuous, and the first skew-product decomposition in the multidimensional case was achieved by Chybiryakov in [9] . However, there have been no studies on the Dunkl jump processes since, and very little is known about these jump processes, in particular in physical terms. This does not mean that Dunkl processes and Dunkl operators are unknown in physics. In fact, Dunkl operators have been applied to great effect in the theory of integrable systems [10, 11] , particularly those of Calogero-Moser-Sutherland type [12, 13, 14] . In addition, the radial Dunkl processes of types A N −1 and B N are equivalent to the Dyson model [4] and to the Wishart-Laguerre models [15, 16] , which are well-known random matrix eigenvalue processes [17] . However, the exchange mechanism responsible for Dunkl jump processes has only rarely been studied in physics, mostly in the form of a generalized spin interaction [18, 19] .
In the present paper, we study the dynamics of the Dunkl jump processes, and we present our results as follows. In Section 2, we give a brief overview of Dunkl processes and define the quantities involved in the rest of the paper. In Section 3, we define Dunkl jump processes, derive their master equation, and discuss some of the properties of the latter.
In Section 4, we discuss the jump counting process, and calculate the asymptotic form of the total jump rate. From there, we state and prove the first of our main results in Theorem 6, which concerns the Dunkl jump processes of type A N −1 and B N : in the bulk scaling limit where N → ∞ with t = N , the total jump rate per particle diverges for β ↓ 1 as (β − 1) −1 . Namely, these processes show a phase transition at β c = 1 with critical exponent equal to one. This theorem is intimately related to the notion of collisions in the Dyson model and WishartLaguerre processes. It is well-known that the first collision time between particles in these systems is finite for 0 < β < 1, and diverges almost surely for β ≥ 1 [20] . However, the form in which the first collision time diverges as β grows toward one is unknown.
In Section 5, we consider the relaxation behavior of the jump process. The asymptotics from Section 4 become instrumental in the calculations involved. While it is intuitively clear that the equilibrium state of the process is that in which the process can be found in any state with equal probability, the convergence speed to equilibrium is not explicit from the outset. Our second main result, given in Theorem 7, is the proof of the fact that Dunkl jump processes relax to their equilibrium state following a power law. Indeed, this result shows that the relaxation is slow, but the power law is not expressed explicitly. The main reason for this is the fact that the transition rates are particularly difficult to calculate due to their lack of symmetry (Weyl group invariance). As an example, we calculate the power law exponent in a case where the individual transition rates can be easily calculated, the freezing limit β → ∞. We do this for the root systems A 2 and B 2 , and in both cases, we find that the power law has an exponent of −1/2, which gives a clearer idea of how slowly the convergence to equilibrium is achieved.
In Section 6, we show the results of a series of numerical simulations where we calculate several transition rates in the case A N −1 and their convergence to their asymptotic forms. Based on results given in Sections 4 and 5, we formulate a hypothesis on the asymptotic transition rates at arbitrary β > 1, and note the close agreement with our numerical results. Finally, we give our concluding remarks and state related open problems briefly in Section 7.
Setting and definitions
We fix the definitions necessary for our results starting from Dunkl operators [3] . Consider the N -dimensional Euclidean space R N and the reflection operator
with the standard inner product between α and x ∈ R N denoted by α · x, and α 2 = α · α. Let us fix a root system R in R N , namely, a finite set of vectors, or roots, invariant under the action of the reflections along its own elements. For simplicity, we assume R to be reduced, that is, if α, ξ ∈ R and there exists a constant c such that α = cξ, then c = ±1. In fact, if α ∈ R, then −α ∈ R, so we only require one half of R to obtain all the reflections R can generate. Thus, one can choose an arbitrary vector, say m ∈ R N , such that m · α = 0 for every root α, and with that, we can define the positive subsystem R + as the subset of R which contains all the roots that satisfy m · α > 0. We also define by C W = {x ∈ R N : α · x > 0, ∀ α ∈ R + } the cone (or Weyl chamber) which contains the vector m.
R defines a reflection group, which we denote by W , and R can be partitioned by the disjoint orbits of the roots under the action of W . One may then assign a parameter, called a multiplicity, to each disjoint orbit, defining what is called a multiplicity function. There is no restriction on these multiplicities, but for the setting we consider here we will make the following assumptions. Define a positive real parameter β and a multiplicity function k(α) ≥ 0, with the requirement that one of the multiplicities be equal to one.
Then, the Dunkl operators T i are defined for functions f ∈ C 1 (R N ) by
We choose our multiplicities in this manner so that we can treat the parameter β in the same way as in the β-ensembles from random matrix theory [21] . It is known [22] that Dunkl operators satisfy some of the properties of partial derivatives. In particular, they commute with each other, so it makes sense to generalize wellknown differential operators using Dunkl operators. One such generalization is the Dunkl Laplacian
. It was shown in [3, 22] that its explicit form for
Dunkl processes were defined in [1] as the Markov processes whose infinitesimal generator is ∆ k /2. Namely, if the transition probability density of a process going from x to y ∈ R N after a time t > 0 is denoted by p(t, y|x), and it satisfies the backward Fokker-Planck equation
then it is a Dunkl process. The explicit form of the transition probability density (TPD) p(t, y|x) is given by
Here, c β is a normalization constant given by the Selberg integral
and the Dunkl kernel E β (x, y) is the generalization of the exponential function defined by the relations
It is important to stress that while the existence of the Dunkl kernel has been proved [23] , at present there is no known general explicit form for it, except in a few particular cases. Finally, note that p(t, y|x) obeys the important scaling property
. It is clear that Dunkl processes are discontinuous, as evidenced by the difference term in (4). However, one can extract the continuous part of this process by considering the sum
Insertingp(t, y|x) into (5) cancels out the difference term; remark thatp(t, y|x) is normalized in the Weyl chamber C W . Then, the processes defined byp(t, y|x) and (5) without the difference term are continuous. They are called radial Dunkl processes [6] , and their paths are contained in C W . Radial Dunkl processes have been studied thoroughly, and many of their properties have been elucidated in [20, 24] . In particular, it is known that the stochastic differential equation for the radial Dunkl processX(t) is given by
Φ(x) := − log w β (x), and (13)
It is also known that for β ≥ 1 and k(α) ≥ 1 for all α ∈ R, radial Dunkl processes do not hit the boundaries of C W almost surely.
In the same way that one can isolate the continuous part of Dunkl processes, one can isolate its discontinuous part. The first steps in this direction were given in [7, 8] for the rank-one case, and the corresponding multidimensional generalization was carried out in [9] .
In this paper, however, we focus on the Dunkl jump process, which we define as a Poisson random walk on the group W , and the Dunkl jump counting process.
In order to construct these processes we recall the basic properties of the jumps and we recast in a more familiar form the main result from [9] (Theorem 19). By considering the forward Fokker-Planck equation of the process,
one finds that the probability density of a jump from x (such that x · α = 0) to a point y at a non-zero distance, in an interval dt is given by
This follows immediately from the Lévy measure of the process, as stated in [8, 25] . From this expression it is apparent that, if a jump occurs, the arrival point must be one of the reflections of the vector x in the direction of one of the root vectors α. Moreover, if we denote the Dunkl process by X(t) and impose the initial condition X(0) = x 0 , the probability rate that any jump occurs in the interval [t, t + dt) is given by the integral
Note the change in notation: henceforth, x 0 will represent the initial configuration, and x the configuration at time t. It was shown in [8, 26] that this integral converges whenever βk(α) > 1, and diverges otherwise. The reason for this is that, due to the presence of the weight function w β (x) in (6), the behavior of the singularity near α · x = 0 goes like |α · x| βk(α)−2 , so the singularity is integrable whenever βk(α) > 1 for all α.
The Dunkl jump process
Now that we have established that the jump rate is finite when βk(α) > 1 for all α, it is clear that there exist finite, non-zero time intervals between jumps in this regime. Using this fact, we can prove the following statement. Lemma 1. Suppose that βk(α) > 1 for every root α. Then, for every Dunkl process X(t) and its corresponding radial partX(t), there exists a Poisson random walk ρ(t) on the Weyl group W such that
where the equality holds in law. Moreover, if for every interval [S, T ) without jumps the Brownian motions B(t) andB(t) which drive X(t) andX(t) respectively are related by
for t ∈ [S, T ), then the equality holds pathwise.
Proof. Without loss of generality, we set x 0 ∈ C W and proceed by induction. Clearly, X(t) =X(t) and ρ(t) = 1 before the first jump. Now, suppose that after the n-th jump, (17) holds, and denote the (random) time of said jump by t n . The timing of the jumps is decided by an inhomogeneous Poisson process with rate function Λ β (t, x 0 ). The next jump occurs at time t n+1 , and we know by (15) that there exists a root α n+1 such that
) by the induction hypothesis and the continuity ofX(t). Then we can write for t n+1 < t < t n+2 ,
ds. (20) For the last line, we have used the substitution ξ
for t n+1 < t < t n+2 to obtain the result. Definition 2. We define the Dunkl jump process as the Poisson random walk ρ(t) in Lemma 1.
Since the timing of each jump is given by the jump rate Λ β (t, x 0 ), it only remains to calculate the rate corresponding to each of the possible jumps. From (15), we see that the probability rate of a jump along the root α givenX(t) = x and ρ(t) = τ (that is, X(t) = τ x) with τ ∈ W , x ∈ C W is given by 2 , so by using Lemma 1 we obtain the rate function
This is, then, the probability rate that the jump process makes a transition where ρ(t) goes from τ to σ α τ . Note that (23) α∈R+ Proof. Partition the interval [0, t) by setting t i = it/m, i = 0, . . . , m, ∆t = t/m and set the notation σ i = σ αi . Finally, set τ i = σ i σ i−1 · · · σ 1 , with τ 0 = 1. Then, the probability that ρ(t) performs exactly n jumps along the roots α 1 , . . . , α n in that exact order within the interval [0, t) is given by the limit
Then, the probability P J β (t, τ |x 0 ) is given by the sum over all possible sequences of reflections such that τ = σ n · · · σ 1 for n a non-negative integer. Namely,
Taking the time derivative yields
To see this, consider an arbitrary function f : S N → R and the quantity
Because λ β (t, τ −1 α|x 0 ) > 0, the expression is negative semidefinite, and it is only equal to zero when f (τ ) = f (σ α τ ) for every root α, which only occurs if f (τ ) is a constant function. Therefore, the equilibrium state is unique.
Of course, most of these remarks are immediate, but the speed at which the jump process relaxes to its equilibrium state is not obvious only from the master equation. We turn now to the jump counting process to address this problem.
The Dunkl jump counting process and the jump rate phase transition
Denote by N (T ) the number of discontinuities in the path of X(t), which corresponds to the total number of transitions ρ(t) has carried out up to time t. Since the probability rate of a jump is given by (16) , whenever βk(α) > 1 for every α ∈ R + the jump rate process is an inhomogeneous Poisson process with rate function Λ β (t|x 0 ). The following is straightforward.
Lemma 4.
Denote by P N β (t, n|x 0 ) the probability that N (t) = n, given that the associated Dunkl process started at x 0 . Then,
Proof. The proof is similar to that of Lemma 3. By discretizing the interval [0, t) as before, one can show that
and taking a time derivative yields the result.
This result shows that the jump counting process depends solely on the properties of the total jump rate, Λ β (t|x 0 ). We will focus on this quantity for the rest of the section.
We note now that all of the transition probabilities λ β (t, α|x 0 ) and, by extension, Λ β (t|x 0 ) satisfy a crucial scaling property which stems from (9):
whenever t > 0. In the particular case of Λ β (t|x 0 ), we have
assuming that x 0 belongs to the space spanned by R + ; this relation stems from the fact that the integrand in (16) is W -invariant and from Theorem 1 in [27] . From this relation it is clear that the decrease of the total jump rate in time is extremely slow, at least one order in t slower than the effect of the initial configuration x 0 . Consequently, the expected value of N (t), which corresponds to the time integral of Λ β (t|x 0 ) itself, shows a logarithmic behavior at long times. This means that there exist meaningful dynamics in the jump process long after the transient effect of the initial configuration disappears, and that this long time behavior is universal among all types of Dunkl jump processes. It is of interest, then, to calculate Λ β (1|0) explicitly.
Lemma 5. Suppose that β > 1 and that k(α) = 1 for all α ∈ R + . Then,
.
Note that
The second line follows from Lemma 4.4.6 in [22] . Then, we can write
Recalling that this integral converges for β > 1, we integrate by parts twice to obtain
For the last integral, consider the function
One can readily calculate this integral by setting y = √ ax to get
Then, we see that
Inserting this result in our expression for Λ β (1|0) yields the statement.
It is of great interest to investigate this result form the perspective of infinite particle systems. The radial Dunkl processes of types A N −1 and B N correspond to the Dyson model [4] and the Wishart-Laguerre processes [15, 16] respectively. In the particular case β = 2, some of their properties in the infinite-particle limit have been elucidated in [28, 29, 30] , in particular in the bulk scaling limit, where the process time t is scaled linearly with the number of particles, N . Under these conditions, we have the following theorem.
Theorem 6. Consider a sequence of initial configurations {x
≤ K with K > 0 fixed. In the bulk scaling limit (t = N ), the total jump rate per particle in the Dunkl jump processes of type R = A N −1 and B N with equal multiplicities for all roots is given by
, with c AN−1 = 8 and c BN = 4, respectively. Therefore, we have a phase transition at β c = 1 with critical exponent equal to one.
Proof of Theorem 6. We start by using (32) to write
The factor of |R + | in the correction term comes from the fact that the total jump rate is the sum of |R + | finite jump rates. Then, by Lemma 5, we obtain
For the case R = A N −1 , we have
Similarly, |B N,+ | = N 2 , and
,
This phase transition stands in contrast to that reported in [31] for the bulk scaling limit of the Dyson model. There, the phase transition corresponds to the asymptotic behavior of the stochastic sine equation, while the phase transition presented here is related to the jump rates, and in turn, to the collision probability in either the Dyson model or the Wishart-Laguerre processes. Indeed, it is known that for radial Dunkl processes, the first collision time with the walls of the Weyl chamber C W is almost-surely finite whenever βk(α) < 1 for any α ∈ R + [20] . Clearly, if the corresponding radial Dunkl process hits a wall, at least one of the transition rates diverges, which explains the singularity at β c of the total jump rate per particle in the bulk scaling limit.
Relaxation behavior
Due to the long-time behavior of the total jump rate, it is expected that the relaxation to equilibrium be a very slow process. This observation, paired with (31) means that the relaxation behavior ultimately obeys a universal form of the master equation (24) in which the effect of the initial configuration vanishes from the transition rates. With these facts, we can immediately prove the following statement.
Theorem 7. Dunkl jump processes relax to equilibrium following a power law.
Proof of Theorem 7. We start by modifying Lemma 3 using (31) to derive the relaxation asymptotics. We see that
so we choose a time scale t 0 such that ǫ 2 > x 0 2 /t 0 for ǫ > 0. Then, for t > t 0 , the master equation reads
Let us consider now the initial value problem
We can rewrite the master equation above as
where the matrix M τ ω is negative semidefinite and symmetric. Therefore, M τ ω is diagonalizable and all of its eigenvalues are non-positive, so we decompose P L β (t, ω) in terms of the eigenvector basis f r (τ ) of M τ ω with eigenvalue r ≤ 0:
With this, we obtain
and by the orthogonality of the eigenvectors, we obtain the following differential equation for the time-dependent part,
which is readily integrated to obtain
Here, we have chosen the integration constant to be one, as the initial condition is imposed on the constants K r as follows. At
so we use the initial condition to write
In the same way as in (28), one can show that there is a unique eigenvector of M τ ω corresponding to r = 0, given by f 0 (τ ) = 1/ |W |, so
, and finally, we obtain
Now, from the time derivative of the difference P
we see that the difference P
is of order ǫ, which can be made arbitrarily small. This means that P J β (t, τ |x 0 ) follows closely the behavior of P L β (t, τ ), and therefore relaxes to the equilibrium configuration by the power law given by (57).
In spite of this theorem, the speed of relaxation remains unclear without knowing the eigenvalues of the transition rate matrix. The most negative eigenvalue is the exception, as it can be readily found to correspond to the eigenvector given by the determinant of the matrix representation of τ ∈ W ,
This eigenvalue is, under the assumptions of Lemma 5,
For the rest of the eigenvalues, we need to calculate the individual transition rates given by (22) ; these are difficult to calculate, even in the case λ β (1, α|0), due to the fact that the integrand is not W -invariant. However, there are cases where the matrix and its eigenvalues can be calculated explicitly, and for that we consider Lemma 5 in the case where β → ∞, namely, the freezing regime. The total jump rate at long times converges to a positive value in the limit,
and this value is the maximum lower bound of the total jump rate for finite β > 1. It is known [27, 32, 33, 34] that in the freezing regime the continuous part of a Dunkl process follows a deterministic path, so all randomness disappears. However, this is not so for the Dunkl jump process, because not only does the jump rate stay bounded, it converges to its smallest possible value, meaning that the relaxation of the jump process is slowest in this regime. This means that the only randomness that remains in a Dunkl process when β → ∞ lies in its discontinuous part. In addition, the freezing regime allows us to calculate the transition rates immediately. As seen in [27] , the probability densityp(1, x|0) concentrates at the peak set of the root system in question after scaling by a factor of √ β [35] . The peak set is the set of vectors which minimize the function
Due to the |W |-invariance of this function, there are |W | such minimizers, so we choose the minimizer which lies in C W and denote it by z (R) . Then, we have (63)
and (64) lim
In the case where k(α) = 1 for all roots, we have
in agreement with Lemma 5. With these relations, we can study a few concrete examples.
5.1. The case A 2 . In this case, there are three particles, and the components of z (A2) are the roots of the third-order Hermite polynomial [36] (66) z (A2) = (− 3/2, 0, 3/2).
Then, the transition coefficients are The relaxation is then dominated by the least negative eigenvalue, meaning that for this particular jump process the convergence to the equilibrium state is of the form t −1/2 .
5.2.
The case B 2 . In this case, there are two multiplicities; one for the long roots {e j ± ei} 1≤i<j≤N , which we fix at one, and another one for the short roots {e i } N i=1 , which we denote by ν + 1/2, where ν > 1/2 is the Bessel index. The peak set is given by the zeroes of the second order Laguerre polynomial of parameter ν − 1/2 [36] , (69) z
and the transition coefficients corresponding to the roots e 1 , e 2 , e 2 − e 1 and e 1 + e 2 read
, and
respectively, with the total transition rate coefficient being Λ(ν) = 1. Abbreviating the dependence of the entries on ν, the matrix of transition coefficients, indexed by the elements of the Weyl group of B 2 in the order (1, 2), (2, 1), (−2, 1), (−1, 2), (−1, −2), (−2, −1), (2, −1), and (1, −2), is given by
The non-trivial eigenvectors and their corresponding eigenvalues are T for r = −3/2. The most negative eigenvector is −2, and we see that, again, the asymptotics of the relaxation process is given by a power law of the form t −1/2 . Note that in this case we did not impose the value ν + 1/2 = 1 on the multiplicity of the short roots, and these results hold for all ν ≥ 1/2.
Transition rate numerics and a conjecture
In the explicit examples for the cases A 2 and B 2 in the freezing limit, the relaxation power law carried an exponent of −1/2, which confirms the intuition that the system relaxes slowly. However, given the phase transition in Theorem 6 and the general form of the total jump rate coefficient in Lemma 5, we expect the jump rates to be higher for finite values of β, leading to a faster relaxation.
Numerical evidence suggests that this expectation may be true, at least in the case A N −1 . Comparing Lemma 5 with (63) and (65) leads us to formulate the following conjecture. We tested the form above by performing simulations and recording the frequency of each type of transition. The results are given in Figure 2 , which shows a good agreement with the numerical experiments, even for various parameter values, as shown in Figure 2b ). But most importantly, Figure 2a) shows the change of a particular transition rate as β changes, and it is clear that it increases with decreasing β. This means that the relaxation exponents may become larger in absolute value as β decreases to one.
Concluding remarks
We obtained the master equation that governs the dynamics of Dunkl jump processes when β > 1 and all the multiplicities k(α) ≥ 1. This parameter condition was critical in the description of the jump processes as Poisson random walks on the Weyl group W , as it provided the basis for the proof of Lemma 1. Although we believe that the lemma holds for β and k(α) > 0, the dynamics of the process when β < 1 must be handled with greater care due to the fact that the rate functions in (22) diverge and our approach breaks down.
For the cases A N −1 and B N , which have a corresponding stochastic particle system representation, we reported a phase transition that appears as a singularity for β c = 1 in the transition rate per particle in the bulk scaling limit N → ∞ with t = N . While it is well-known that β c = 1 is the value of β that separates the colliding (β < β c ) and non-colliding (β > β c ) characteristics of these particle systems, no other physical insight had been given until now. Given the form found in Theorem 6, it is clear that the critical exponent in the ordered (β > β c ) phase is equal to one. However, it is unknown whether a similar result can be obtained in the disordered (β < β c ) phase.
By examining the numerics of the jump process of type A N −1 , we found a candidate for the asymptotic form of the transition rates for β > 1 finite. While this is only a conjecture at this point, the numerical agreement seems promising enough to guide us to the asymptotic transition rates both for A N −1 and for arbitrary root systems. We plan to perform further numerical experiments in order to ascertain the validity of our conjecture.
An important open problem is the transient behavior of the process, namely, the effect of the initial configuration on its evolution. From the form of (22) and (31), the transition rate given the initial configuration x 0 should be less than λ β (t, α|0)/t for any given time t due to the fact that the underlying Dunkl process starts from a configuration within C W . However, we do not know any other details about the transient evolution in the present.
