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1. Introduction
Let (X,d,µ) be a space of homogeneous type. Let T be a singular integral operator that
is bounded on L2(X,µ) and b an appropriate function on X. Let [b,T ] be the commutator
of b and T . When X = Rn, a well-known theorem of Coifman et al. [2] states that [b,T ]
is a bounded operator on Lp(Rn), 1 < p <∞, if and only if b ∈ BMO when T are the
Riesz transforms Rj (j = 1,2, . . . , n). The characterization of compactness was given by
Uchiyama [12] and Janson [4]. The boundedness result was generalized to other contexts
and important applications to some nonlinear PDEs were given by Coifman et al. [1].
Recently, boundedness and compactness properties of [b,T ] on spaces of homogeneous
type were obtained by Krantz and Li [5,6]. When X = Rn, Pérez proved in [8] that [b,T ]
maps the Orlicz space L logL to weak L1. We shall extend the endpoint estimates for
commutators of singular integral operators to the more general setting of homogeneous
spaces by following the basic technique of Pérez.
2. Preliminaries
In this section, we briefly recall some basic definitions and facts about spaces of homo-
geneous type.
A quasimetric d on a set X is a function d :X×X→[0,∞) satisfying
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(ii) d(x, y)= d(y, x) for all x, y ∈X;
(iii) there exists a finite constant κ  1 such that
d(x, y) κ
[
d(x, z)+ d(z, y)]
for all x, y, z ∈X.
Given x ∈X and r > 0, let B(x, r)= {y ∈X: d(x, y) < r} be the ball with center x and
radius r . If B = B(x, r) is a ball, we denote its radius r by r(B) and its center x by xB .
And for c > 0, we denote by cB the concentric ball having radius cr(B). If ν is a measure
and E is a measurable set, ν(E) denotes the ν-measure of E.
Definition 2.1 [3]. A space of homogeneous type (X,d,µ) is a set X together with a
quasimetric d and a nonnegative Borel measure µ on X such that the doubling condition
µ
(
B(x,2r)
)
 Cµ
(
B(x, r)
)
holds for all x ∈X and r > 0.
The balls B(x, r) are not necessarily open, but by a theorem of Macias and Segovia [7],
there is a continuous quasimetric δ which is equivalent to d (i.e., there are positive con-
stants c1 and c2 such that c1δ(x, y) d(x, y) c2δ(x, y) for all x, y ∈X) for which every
ball is open. We always assume that the quasimetric d is continuous and that balls are open.
Let Cη0 , η > 0, be the space of all continuous functions on X with compact support such
that
‖f ‖η = sup
x =y
|f (x)− f (y)|
d(x, y)η
<∞.
Endow Cη0 with the natural topology and let (C
η
0 )
′ be its dual space.
The definition of standard real analysis tools, such as the maximal function Mf , the
sharp function M#f , the BMO space, naturally carries over to this context, namely,
Mf (x)= sup
x∈B
1
µ(B)
∫
B
∣∣f (y)∣∣dµ(y),
M#f (x)= sup
x∈B
1
µ(B)
∫
B
∣∣f (y)− fB ∣∣dµ(y),
where f (B)= (1/µ(B)) ∫
B
f (x) dµ(x),
‖f ‖∗ = sup
x
M#f (x)= sup
B
1
µ(B)
∫
B
∣∣f (y)− fB∣∣dµ(y),
BMO(X,µ)= {f ∈ L1loc(X): ‖f ‖∗ <∞}.
In order to introduce the definition of the dyadic version of the maximal function and
the sharp function, we will use a grid of dyadic sets in X which are “almost balls,” as
constructed in [11]. In fact, the following has been proved there.
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Dm = {Ekj } of sets for k =m,m+ 1, . . . and j = 1,2, . . . such that
• B(xkj , ρk)⊂Ekj ⊂ B(xkj , ρk+1);
• For each k =m,m+ 1, . . . the family {Ekj } is pairwise disjoint in j , and X =
⋃
j E
k
j ;
• If m k < l, then either Ekj ∩Eli = ∅ or Ekj ⊂ Eli .
We call the family D =⋃m∈ZDm a dyadic cube decomposition of X and refer to the
sets in D as dyadic cubes. A dyadic cube will usually be denoted by Q, and Q∗ will
denote the containing ball described above with Q∗/ρ ⊂Q ⊂Q∗; thus, if Q = Ekj then
Q∗ = B(xkj , ρk+1). We set l(Q)= r(Q∗)/ρ and call l(Q) the “sidelength” of Q.
We define the dyadic maximal function and the dyadic sharp function on X by
Mdf (x)= sup
x∈Q: Q∈Dm
1
µ(Q)
∫
Q
∣∣f (y)∣∣dµ(y)
and
M#,df (x)= sup
x∈Q: Q∈Dm
1
µ(Q)
∫
Q
∣∣f (y)− fQ∣∣dµ(y),
where m is assumed to be a fixed large negative integer.
For δ > 0 we define the δ-sharp function M#δ as
M#δ f (x)=
(
M#
(|f |δ)(x))1/δ
and its dyadic version M#,dδ as
M
#,d
δ f (x)=
(
M#,d
(|f |δ)(x))1/δ.
The idea of relating commutators with the sharp function is due to Strömberg (cf. [4]).
The basic estimate is contained in the following lemma. Recall that Mδf =M(f δ)1/δ .
Lemma 2.2. Let f be a bounded function on X with bounded support. There exists a
positive constant C for which the good-λ inequality
µ
({
y ∈X: Mdf (y) > λ, M#,df (y) 'λ}) C'µ({y ∈X: Mdf (y) > λ
2
})
for all λ, ' > 0 holds. As a consequence we have the following estimate. Let ϕ : (0,∞)→
(0,∞) be a doubling function. Then there exists a positive absolute constant C such that
sup
λ>0
ϕ(λ)µ
({
y ∈X: Mdδ f (y) > λ
})
 C sup
λ>0
ϕ(λ)µ
({
y ∈X: M#,dδ f (y) > λ
})
holds for all functions f such that the left side is finite.
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cube Qy ∈Dm such that y ∈Qy and
1
µ(Qy)
∫
Qy
∣∣f (z)∣∣dµ(z) > λ
2
.
Then Ωλ =⋃y∈Ωλ Qy . Let {Qj }j∈J be a collection of maximal (with respect to inclusion)
cubes in {Qy}y∈Ωλ . Then Ωλ =
⋃
j∈J Qj .
It is enough to prove that for each Qj , j ∈ J , and each ' > 0,
µ
({
y ∈Qj : Mdf (y) > λ, M#,df (y) 'λ
})
 C'µ(Qj). (1)
Since Qj is maximal, each dyadic cube Q′j ∈Dm containing Qj satisfies
1
µ(Q′j )
∫
Q′j
|f |dµ λ
2
.
Hence, for y ∈Qj , Mdf (y) > λ implies that Md(f χQj )(y) > λ.
Observe that for any Q=Ekj ∈Dm, there is a unique Ek+1i ∈Dm such that Q⊂Ek+1i .
We denote this dyadic cube by Q˜. By the maximality of Qj , we have
1
µ(Q˜j )
∫
Q˜j
|f |dµ λ
2
.
Then we obtain that y ∈Qj and Mdf (y) > λ imply
Md
(
(f − fQ˜j )χQj
)
(y) >
λ
2
.
We assume that Qj = Ekj , Q˜j = Ek+1l ; then
B
(
xkj , ρ
k
)⊂Ekj ⊂ B(xkj , ρk+1), B(xk+1l , ρk+1)⊂Ek+1l ⊂ B(xk+1l , ρk+2).
Note that B(xk+1l , ρk+2)⊂ B(xkj ,136κ12ρk). Indeed, if z ∈ B(xk+1l , ρk+2), then
d
(
z, xkj
)
 κ
[
d
(
y, xkj
)+ κ(d(z, xk+1l )+ d(xk+1l , y))]
 κ
[
ρk+1 + κ(ρk+2 + ρk+2)]= κ(ρ + 2κρ2)ρk  136κ12ρk.
From the weak type (1,1) estimate of Md we now obtain
µ
({
Md
(
(f − fQ˜j )χQj
)
(y) >
λ
2
})
 C
λ
∫
Qj
|f − fQ˜j |dµ
 C
λ
µ(Qj)
µ(B(xkj , ρ
k))
∫
Q˜j
|f − fQ˜j |dµ
 C
λ
µ(Qj)
µ(B(xkj ,136κ12ρk))
∫
Q˜
|f − fQ˜j |dµ
j
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λ
µ(Qj)
µ(B(xk+1l , ρk+2))
∫
Q˜j
|f − fQ˜j |dµ
C
λ
µ(Qj )
µ(Q˜j )
∫
Q˜j
|f − fQ˜j |dµ
 C
λ
µ(Qj) inf
x∈Qj
M#,df (x).
Hence, (1) follows immediately if infx∈Qj M#,df (x) < 'λ, while, if not, (1) holds trivially.
This completes the proof. ✷
Next we need some definitions for singular integrals on a space of homogeneous type.
Definition 2.3. Let (X,d,µ) be a space of homogeneous type. A standard kernel is a
function K :X×X\{x = y}→C such that there exist β > 0 and 0 <C <∞ satisfying
∣∣K(x,y)∣∣ C
λ(x, y)
for all distinct x, y ∈X,
where
λ(x, y)= µ(B(x, d(x, y)))
and
∣∣K(x,y)−K(x ′, y)∣∣+ ∣∣K(y,x)−K(y,x ′)∣∣ (d(x, x ′)
d(x, y)
)β(
C
λ(x, y)
)
whenever d(x, x ′) d(x, y)/(2κ).
Definition 2.4. A continuous linear operator T :Cη0 → (Cη0 )′ is a singular integral operator
if there is a standard kernel K such that
〈Tf,g〉 =
∫ ∫
X×X
K(x, y)f (x)g(y) dµ(y) dµ(x)
for all f,g ∈ Cη0 with suppf ∩ suppg = ∅.
It was shown in [3] that any singular integral operator which is bounded on L2(X,µ) is
bounded on Lp(X,µ) for all p ∈ (1,∞) and of weak type (1,1), and also bounded from
L∞(X,µ) to BMO(X,µ).
We next recall some basic definitions and facts about Orlicz spaces, referring to [10] for
a complete account.
A function Φ : [0,∞)→ [0,∞) is called a Young function if it is continuous, convex,
increasing and satisfies Φ(0)= 0 and Φ(t)→∞ as t →∞. If Φ is a Young function, we
define the Φ-average of a function f over a ball B by means of the following Luxemberg
norm:
‖f ‖Φ,B = ‖f ‖Φ,B,µ = inf
{
λ > 0:
1
µ(B)
∫
Φ
( |f |
λ
)
dµ 1
}
.B
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1
µ(B)
∫
B
|fg|dµ ‖f ‖Φ,B‖g‖Φ¯,B
holds, where Φ¯ is the complementary Young function associated to Φ . And we define the
corresponding maximal function
MΦf (x)= sup
B: x∈B
‖f ‖Φ,B.
The main example that we are going to use is Φ(t) = t (1 + log+ t) with the maximal
function denoted by ML logL. The complementary Young function is given by Φ¯(t) ≈ et
with the corresponding maximal function denoted by MexpL.
3. The main theorem and its proof
The main purpose of this paper is to prove the following theorem.
Theorem 3.1. Let (X,d,µ) be a space of homogeneous type. Let T be a singular integral
operator which is bounded on L2(X,µ) and b ∈ BMO(X,µ). Then there exists a positive
constant C such that for each bounded function f with bounded support and for all λ > 0,
µ
({
y ∈X: ∣∣[b,T ]f (y)∣∣> λ}) C‖b‖∗
∫
X
|f (y)|
λ
(
1+ log+
( |f (y)|
λ
))
dµ(y).
The proof of the theorem is based on the following lemmas.
Lemma 3.2. Let b ∈ BMO(X,µ) and let 0 < δ < ' < 1. Then there is a positive constant
C = C(X,', δ) such that
M#δ
([b,T ]f )(x) C‖b‖∗(M'(Tf )(x)+ML logLf (x)).
Proof. Let B = B(x0, r) be an arbitrary ball containing x . Since 0< δ < 1 implies ||a|δ−
|c|δ| |a − c|δ for a, c ∈R, it is enough to show that for some constant c= c(X,B) there
exists C = C(X, δ) > 0 such that(
1
µ(B)
∫
B
∣∣[b,T ]f (y)− c∣∣δ dµ(y)
)1/δ
 CMf (x). (2)
Let f = f1 + f2, where f1 = fχ2κB . We write
[b,T ]f = (b− b2κB)Tf − T
(
(b− b2κB)f1
)− T ((b− b2κB)f2).
If we choose c = T ((b − b2κB)f2)(x0), we can estimate the left-hand-side of (2) by a
multiple of
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1
µ(B)
∫
B
∣∣(b− b2κB)Tf (y)∣∣δ dµ
)1/δ
+
(
1
µ(B)
∫
B
∣∣T ((b− b2κB)f1)(y)∣∣δ dµ
)1/δ
+
(
1
µ(B)
∫
B
∣∣T ((b− b2κB)f2)(y)− T ((b− b2κB)f2)(x0)∣∣δ dµ
)1/δ
= I + II + III.
To estimate I we use Hölder’s inequality with exponents t ′ and t , where 1< t < '/δ,
I 
(
1
µ(B)
∫
B
|b− b2κB |δt ′ dµ
)1/δt ′(
1
µ(B)
∫
B
∣∣Tf (y)∣∣δt dµ
)1/δt
C‖b‖∗Mδt(Tf )(x)C‖b‖∗M'(Tf )(x).
Since T :L1(X,µ)→ L1,∞(X,µ) and 0 < δ < 1, Kolmogorov’s inequality and the gener-
alized Hölder’s inequality yield
II  C
µ(B)
∫ ∣∣(b(y)− b2κB)f1(y)∣∣dµ
= C
µ(B)
∫
2κB
∣∣(b(y)− b2κB)f (y)∣∣dµC‖b− b2κB‖expL,2κB‖f ‖L logL,2κB.
By the John and Nirenberg lemma on spaces of homogeneous type (see [3]), it is easy to
know that there is a positive constant C such that for all balls B in X,
‖b− bB‖expL,B  C‖b‖∗.
Then,
II  C‖b‖∗ML logLf (x).
To bound the third term, observe that for any y ∈B(x0, r),∣∣T ((b− b2κB)f2)(y)− T ((b− b2κB)f2)(x0)∣∣

∫
X\B(x0,2κr)
∣∣K(y, z)−K(x0, z)∣∣∣∣b(z)− b2κB∣∣∣∣f (z)∣∣dµ(z)
 Cd(y, x0)β
∫
X\B(x0,2κr)
|b(z)− b2κB ||f (z)|
λ(x0, z)d(x0, z)β
dµ(z)
 Crβ
∞∑
j=1
∫
(2κ)j rd(x0,z)<(2κ)j+1r
|b(z)− b2κB ||f (z)|
λ(x0, z)d(x0, z)β
dµ(z)
 C
∞∑
j=1
rβ
[(2κ)j r]β
1
µ(B(x0, (2κ)j r))
∫
j+1
∣∣b(z)− b2κB∣∣∣∣f (z)∣∣dµ
B(x0,(2κ) r)
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∞∑
j=1
1
(2κ)jβ
1
µ(B(x0, (2κ)j+1r))
∫
B(x0,(2κ)j+1r)
∣∣b(z)− b(2κ)j+1B∣∣∣∣f (z)∣∣dµ
+C
∞∑
j=1
1
(2κ)jB
|b2κB − b(2κ)j+1B |
µ(B(x0, (2κ)j+1r))
∫
B(x0,(2κ)j+1r)
∣∣f (z)∣∣dµ
 C
∞∑
j=1
1
(2κ)jβ
‖b− b(2κ)j+1B‖expL,(2κ)j+1B‖f ‖L logL,(2κ)j+1B
+C
∞∑
j=1
j + 1
(2κ)jβ
‖b‖∗Mf(x)
 C‖b‖∗ML logLf (x)+C‖b‖∗Mf(x) C‖b‖∗ML logLf (x),
where we have used the facts that |b2κB − b(2κ)j+1B  C(j + 1)‖b‖∗ and that Mf (x)
ML logLf (x).
Thus, we obtain
III  C‖b‖∗ML logLf (x).
This completes the proof. ✷
Lemma 3.3. There is a positive constant C such that for any function f on X,
M2f (x) CML logLf (x), (3)
where M2 =M ◦M .
Proof. To prove (3) let x ∈ X and fix a ball B: x ∈ B . Let f = f1 + f2, where f1 =
f χ2κ2B . Then
1
µ(B)
∫
B
Mf (y) dµ(y) 1
µ(B)
∫
B
Mf1(y) dµ(y)
+ 1
µ(B)
∫
B
Mf2(y) dµ(y)= J1 + J2.
Note that for any two points y, z ∈B ,
Mf2(y) CMf2(z)
with C an absolute constant. Indeed, if B ′ is a ball containing y and meeting X\2κ2B ,
then B ⊂ 5κ2B ′. So
1
µ(B ′)
∫
B ′
|f2|dµ C
µ(5κ2B ′)
∫
5κ2B ′
|f2|dµ CMf2(z).
Thus
J2 
C
µ(B)
∫
Mf2(x) dµ(y)CMf (x).B
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1
µ(B)
∫
B
Mf (y) dµ(y) C‖f ‖L logL,B
for all f such that suppf ⊂ B . By homogeneity we can take f with ‖f ‖L logL,B = 1
which implies
1
µ(B)
∫
B
∣∣f (y)∣∣(1+ log+(∣∣f (y)∣∣))dµ(y) 1.
Hence, it is enough to prove
1
µ(B)
∫
B
Mf (y) dµ C
(
1+ 1
µ(B)
∫
B
∣∣f (y)∣∣ log+(∣∣f (y)∣∣)dµ
)
(4)
for all f with suppf ⊂ B . Indeed,
∫
B
Mf (y) dµ(y)=
∞∫
0
µ
({
y ∈B: Mf(y) > t})dt
= 2
∞∫
0
µ
({
y ∈B: Mf(y) > 2t})dt
 2
( 1∫
0
µ(B)dt +
∞∫
1
C
t
∫
{y: |f (y)|>t}
∣∣f (y)∣∣dµ(y) dt
)
 2µ(B)+C
∫
X
∣∣f (y)∣∣
|f (y)|∫
1
dt
t
dµ(y)
 2µ(B)+C
∫
X
∣∣f (y)∣∣ log+(∣∣f (y)∣∣)dµ(y).
Finally, using (4) with B replaced by 2κ2B , we have
J1 + J2  C
µ(2κ2B)
∫
2κ2B
Mf1(y) dµ(y)+CMf (x)
C‖f ‖L logL,2κ2B +CML logLf (x) CML logLf (x).
Lemma 3.4. There is a positive constant C such that for any bounded function f with
bounded support and for all λ > 0,
µ
({
y ∈X: ML logLf (x) > λ
})
C
∫
X
|f (y)|
λ
(
1+ log+
( |f (y)|
λ
))
dµ(y).
562 W. Chen, E. Sawyer / J. Math. Anal. Appl. 282 (2003) 553–566Proof. This is a special case of Lemma 5.2 in [9]. ✷
Lemma 3.5. Let Φ(t) = t (1 + log+ t). Then there is a positive constant C such that for
any bounded function f with bounded support,
sup
t>0
1
Φ(1/t)
µ
({
y ∈X: ∣∣[b,T ]f (y)∣∣> t})
 C‖b‖∗ sup
t>0
1
Φ(1/t)
µ
({
y ∈X: ML logLf (y) > t
})
.
Proof. Following the idea of [8], instead of working with the functional
sup
t>0
1
Φ(1/t)
µ
({
y ∈X: ∣∣[b,T ]f (y)∣∣> t}),
we shall consider the following larger functional: for δ > 0, LΦ,δ(f ) = Lδ(f ) is defined
by
Lδ(f )= sup
t>0
1
Φ(1/t)
µ
({
y ∈X: Mδ
([b,T ]f )(y) > t}).
We claim that for arbitrary 0 < δ < 1, ' > 0,
Lδ(f ) 'CLδ(f )+C(')‖b‖∗ sup
t>0
1
Φ(1/t)
µ
({
y ∈X: ML logLf (y) > t
})
with C a positive constant independent of '.
To prove this claim we use Lemma 2.2. For t > 0 and δ > 0,
µ
({
y ∈X: Mδ
([b,T ]f )(y) > t})
= µ({y ∈X: M(∣∣[b,T ]f ∣∣δ)(y) > tδ})
 C'µ
({
y ∈X: M(∣∣[b,T ]f ∣∣δ)(y) > tδ
2
})
+µ({y ∈X: M#(([b,T ]f )δ)(y) > 'tδ})= I + II. (5)
To estimate II we apply Lemma 3.2 with ' = rδ, 1 < r < 1/δ,
II = µ({y ∈X: M#δ ([b,T ]f )(y) > '1/δt})
 µ
({
y ∈X: Mδr(Tf )(y)+ML logLf (y) > '
1/δt
C‖b‖∗
})
 µ
({
y ∈X: Mδr(Tf )(y) > '
1/δt
2C‖b‖∗
})
+µ
({
y ∈X: ML logLf (y) > '
1/δt
2C‖b‖∗
})
.
Let a = '1/δ/2C‖b‖∗. Then, dividing (5) by Φ(1/t) and using that Φ is doubling, we have
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Φ(1/t)
µ
({
y ∈X: Mδ
([b,T ]f )(y) > t})
 C'
Φ(1/t)
µ
({
y ∈X: Mδ
([b,T ]f )(y) > t
21/δ
})
+ 1
Φ(1/t)
µ
({
y ∈X: Mδr(Tf )(y) > at
})
+ 1
Φ(1/t)
µ
({
y ∈X: ML logLf (y) > at
})
 C'
Φ(21/δ/t)
µ
({
y ∈X: Mδ
([b,T ]f )(y) > t
21/δ
})
+ C‖b‖∗
Φ(1/at)
µ
({
y ∈X: Mδr(Tf )(y) > at
})
+ C‖b‖∗
Φ(1/at)
µ
({
y ∈X: ML logLf (y) > at
})
 C'Lδ(f )+C‖b‖∗ sup
t>0
1
Φ(1/t)
µ
({
y ∈X: Mδr(Tf )(y) > t
})
+C‖b‖∗ sup
t>0
1
Φ(1/t)
µ
({
y ∈X: ML logLf (y) > t
})
.
Now, since 0< rδ < 1, we can use the estimate
M#α(Tf )(y) CMf (y),
which holds for all 0 < α < 1, together with the second part of Lemma 2.2 to obtain
Lδ(f ) C'Lδ(f )+C‖b‖∗ sup
t>0
1
Φ(1/t)
µ
({
y ∈X: M#δr(Tf )(y) > t
})
+C‖b‖∗ sup
t>0
1
Φ(1/t)
µ
({
y ∈X: ML logLf (y) > t
})
 C'Lδ(f )+C‖b‖∗ sup
t>0
1
Φ(1/t)
µ
({
y ∈X: Mf(y) > t})
+C‖b‖∗ sup
t>0
1
Φ(1/t)
µ
({
y ∈X: ML logLf (y) > t
})
 C'Lδ(f )+C‖b‖∗ sup
t>0
1
Φ(1/t)
µ
({
y ∈X: ML logLf (y) > t
})
.
To finish the proof of the lemma we need to show that Lδ(f ) is finite so that we can choose
' < 1/C to conclude that
Lδ(f ) C‖b‖∗ sup
t>0
1
Φ(1/t)
µ
({
y ∈X: ML logLf (y) > t
})
. (6)
For each n= 1,2, . . . we let bn(x)= sgn(b(x))min(|b(x)|, n). Since ‖bn‖∗  c‖b‖∗ with
c independent of n, we shall prove that LΦ,δ,b is finite with b replaced by bn. Therefore,
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n→∞ to conclude the proof of inequality (6).
Now, since f is bounded and has bounded support, we assume that suppf ⊂ B(x0,R)
for some ball B(x0,R). Note that if y ∈ B(x0,R) and d(x, x0) > 2κR, then
B
(
x0, κd(x0, x)
)⊂ B(x,4κ3d(x, y)).
Recalling that b= bn and that ‖bn‖∞  n, we have for d(x, x0) > 2κR,
∣∣[b,T ]f (x)∣∣=
∣∣∣∣∣
∫
B(x0,R)
K(x, y)
(
b(x)− b(y))f (y) dµ(y)
∣∣∣∣∣
C
∫
B(x0,R)
|b(x)− b(y)|
µ(B(x, d(x, y)))
∣∣f (y)∣∣dµ(y)
 2Cn
µ(B(x0, κd(x, x0)))
∫
B(x0,κd(x,x0))
∣∣f (y)∣∣dµ(y) 2CnMf (x).
By Lemmas 3.3, 3.4, together with this fact and that 0 < δ < 1, we have for t > 0,
1
Φ(1/t)
µ
({
x ∈X: Mδ
([b,T ]f )(x) > t})
 1
Φ(1/t)
µ
({
x ∈X: M(χB(x0,2κR)[b,T ]f )(x) > t/2})
+ 1
Φ(1/t)
µ
({
x ∈X: M(χX\B(x0,2κR)[b,T ]f )(x) > t/2})
 1
Φ(1/t)
C
t
∫
B(x0,2κR)
∣∣[b,T ]f (y)∣∣dµ(y)+ 1
Φ(1/t)
µ
({
x ∈X: M2f (x) > Cnt
})
 Cµ
(
B(x0,2κR)
)( 1
µ(B(x0,2κR))
∫
B(x0,2κR)
∣∣[b,T ]f (y)∣∣2 dµ(y)
)1/2
+ 1
Φ(1/t)
µ
({
x ∈X: ML logLf (x) > Cnt
})
 Cµ
(
B(x0,2κR)
)‖b‖∗
(
1
µ(B(x0,R))
∫
B(x0,R)
∣∣f (y)∣∣2 dµ(y)
)1/2
+ C
Φ(1/t)
∫
X
Φ
( |f (y)|
Cnt
)
dµ(y)
 C‖b‖∗‖f ‖L∞(X,µ)µ
(
B(x0,2κR)
)+C ∫
B(x0,R)
Φ
(∣∣f (y)∣∣)dµ(y).
Since f is bounded and has bounded support, the last expression is finite. ✷
W. Chen, E. Sawyer / J. Math. Anal. Appl. 282 (2003) 553–566 565Proof of Theorem 3.1. To prove the theorem, it suffices to consider by homogeneity the
case λ= 1, namely,
µ
({
y ∈X: ∣∣[b,T ]f (y)∣∣> 1}) C‖b‖∗
∫
X
∣∣f (y)∣∣(1+ log+(∣∣f (y)∣∣))dµ(y).
By Lemma 3.5 we have
sup
t>0
1
Φ(1/t)
µ
({
y ∈X: ∣∣[b,T ]f (y)∣∣> t})
 C‖b‖∗ sup
t>0
1
Φ(1/t)
µ
({
y ∈X: ML logLf (y) > t
})
.
Also, by Lemma 3.4 we have for all t > 0,
µ
({
y ∈X: ML logLf (y) > t
})
 C
∫
X
Φ
( |f (y)|
t
)
dµ(y)
 C
∫
X
Φ
(∣∣f (y)∣∣)Φ(1/t) dµ(y),
since φ is submultiplicative. Hence,
µ
({
y ∈X: ∣∣[b,T ]f (y)∣∣> 1}) sup
t>0
1
Φ(1/t)
µ
({
y ∈X: ∣∣[b,T ]f (y)∣∣> t})
 C‖b‖∗ sup
t>0
1
Φ(1/t)
µ
({
y ∈X: ML logLf (y) > t
})
 C‖b‖∗
∫
X
∣∣f (y)∣∣(1+ log+(∣∣f (y)∣∣))dµ(y).
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