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Ce mémoire révèle la structure des représentations des algèbres de Temperley-Lieb affines
TLaN(β) sur les espaces propres CN(q, v, d) (du spin total Sz) des chaînes de spins XXZ
périodiques. En particulier, on y démontre que ces représentations, introduites dans [35] et
[40], admettent toujours une structure similaire à celle des représentations de Feigin-Fuchs
de l’algèbre de Virasoro Vir et que les différentes possibilités, pour la structure d’un Vir-
module de Feigin-Fuchs, sont toutes réalisées par un espace propre donné. On introduit aussi
une pléthore d’applications TLaN(β)-linéaires entre différents espaces propres en considérant
une action naturelle de l’extension de Lusztig LUqsl2 sur les chaînes XXZ périodiques et on
caractérise entièrement le noyau ainsi que l’image de ces applications à l’aide de longues suites
exactes et d’une décomposition de Clebsch-Gordan généralisée. Finalement, on identifie
l’image du morphisme idN(q, v) défini dans [39] et on donne également une nouvelle réalisation
explicite pour les couvertures projectives de la catégorie modLUqsl2.
Le chapitre 1 introduit les algèbres de Temperley-Lieb affines TLaN(β) et leur théorie de la
représentation à la manière de [22]. Dans le chapitre 2, on présente les représentations de
TLaN(β) sur les chaînes de spins XXZ périodiques (définies d’abord dans [41] et [40]) et on
caractérise partiellement la structure de ces représentations en débutant l’étude de l’image du
morphisme idN(q, v) de [39]. Ensuite, dans le chapitre 3, on introduit l’extension de Lusztig
LUqsl2 et on utilise sa théorie de la représentation pour définir et étudier des applications
TLaN(β)-linéaires reliant différents espaces propres CN(q, v, d). Finalement, dans le chapitre
4, on combine les différents résultats de ce mémoire afin d’obtenir une caractérisation explicite
de la structure des espaces propres CN(q, v, d). On détermine aussi dans ce chapitre l’image
du morphisme d’entrelacement idN(q, v).
Mots clefs : Théorie de la représentation, algèbres de Temperley-Lieb affines, modules
cellulaires, chaînes XXZ périodiques, groupe quantique, extension de Lusztig LUqsl2, dualité




This master’s thesis reveals the structure of the representations of the affine Temperley-Lieb
algebras TLaN(β) on the eigenspaces CN(q, v, d) (of the total spin Sz) of the periodic XXZ
spin chains. In particular, we show that these representations, introduced in [35] and [40],
always admit a structure akin that of the Feigin-Fuchs representations of the Virasoro Vir
algebra and that the different possibilities, for the structure of a Feigin-Fuchs Vir-module,
are all realized by a given eigenspace. We also give a plethora of TLaN(β)-linear maps between
different eigenspaces by considering a natural action of the Lusztig extension LUqsl2 on the
periodic XXZ chains and we then fully characterize the kernel and image of these morphisms
by means of long exact sequences and a generalized Clebsch-Gordan decomposition. Finally,
we explicitly give the image of the intertwiner idN(q, v) defined in [39] and we also introduce
a new explicit realization for the projective covers in the category modLUqsl2.
Chapter 1 follows the pioneering work of [22] and introduces the affine Temperley-Lieb alge-
bras TLaN(β) with their representation theory. In chapter 2, we present the representations
of TLaN(β) on the periodic XXZ spin chains (defined originally in [41] and [40]) and we
partially characterize the structure of these representations by studying the image of the
morphism idN(q, v) of [39]. Then, in chapter 3, we introduce the Lusztig extension LUqsl2
and use its representation theory to define and study TLaN(β)-linear maps relating different
eigenspaces CN(q, v, d). At last, in chapter 4, we combine the various results of this thesis to
obtain an explicit characterization of the structure of the eigenspaces CN(q, v, d). We also
determine the image of the intertwiner idN(q, v) in this chapter.
Keywords : Representation theory, affine Temperley-Lieb algebras, cellular modules, peri-
odic XXZ chains, quantum groups, Lusztig’s extension LUqsl2, quantum Schur-Weyl duality,
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On consigne en ces pages quelques notations utilisées abondamment dans le corps du mémoire
qui ne sont pas tout à fait standards dans la littérature mathématique. Ces notations sont
en général définies adéquatement au fil du mémoire et leur signification peut varier selon le
contexte dans lequel elles sont utilisées.
• N et id : ensemble des entiers strictement positifs et opérateur ou application identité;
• ≡n : relation d’équivalence modulo n pour un certain n ∈ N;
• TLaN(β) : algèbres de Temperley-Lieb affines avec β = −(q + q−1) (voir section 1.1);
• TLN(β) : algèbres de Temperley-Lieb régulières (voir section 1.1);
• Vir : algèbre de Virasoro (voir introduction);
• ModA ou modA: catégories des A-modules à gauche de dimension arbitraire ou finie;
• radM , topM et socM : radical de Jacobson, coiffe et socle d’un A-module M ;






: q-nombre, q-factoriel et coefficient q-binomial;
• Ext1A(M,N) : Groupe d’extension de N par M contenant (à équivalence près) l’en-
semble des suites exactes courtes de ModA de la forme
0→ N → X →M → 0;
• |µ| ou |A| : rang du (m,n)-diagramme ou de l’état à (N, d)-liens µ (voir section 1.2)
ou encore cardinalité de l’ensemble A;
• † : anti-involution de TLaN(β) (voir section 1.1);
• Λa et Λa(N) : ensembles définis dans la section 1.2;
• WN,d;z(q) et V dN(q, v) : TLaN(β)-modules cellulaires (voir section 1.2);
• BWN,d(q, z) et BdN(q, v) : C-bases de WN,d;z(q) et V dN(q, v) (voir section 1.2);
• wi1...ir et νi1...ir : vecteurs de BWN,d(q, z) et BdN(q, v) où r = 12(N−d) (voir section 1.2);
• beg et ψ : applications définies dans la section 1.2;
• ζν : somme des positions des défauts de l’état ν (voir section 1.2);
• ϕN,d(v) : isomorphisme de V dN(q, v) sur WN,d;z(q) pour z = v−N (voir section 1.2);
• χd,z et 〈−,−〉d;z : morphisme d’algèbres et forme bilinéaire de la section 1.2;
• RN,d;z : radical de la forme 〈−,−〉d;z (voir section 1.2);
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• LN,d;z : quotient de WN,d;z(q) par RN,d;z (voir section 1.2);
• q : ordre partiel défini dans la section 1.3;
• θt,d;y,z(N) et θ̂t,d;v2,v1(N) : monomorphismes de la section 1.3;
• hP (µ)(q) : fonction rationnelle sous-jacente à l’inclusion θt,d;y,z(N) (voir section 1.3);
• t±1 et Sz : opérateurs de translation et de spin (voir section 2.1)
• CN(q, v) et CN(q, v, d) : chaîne XXZ périodique (vue comme TLaN(β)-module) et
espace propre de Sz de valeur propre d dans CN(q, v) (voir section 2.1);
• BCN(q, v) et BCN,d(q, v): bases de CN(q, v) et CN(q, v, d) (voir section 2.1);
• |x1...xN〉v : élément de BCN(q, v) (voir section 2.1);
• ηN(q, v) et ηN(q, v, d) : retournement de spin et restriction du retournement ηN(q, v)
à l’espace propre CN(q, v, d) (voir section 2.2);
• M∗ : dual du TLaN(β)-module par rapport à l’involution † (voir section 2.3);
• idN(q, v) et Vq,v: morphisme d’entrelacement et ensemble critique de la section 2.4;
• PGdN(q, v) : partie générique du module cellulaire V dN(q, v) (voir section 2.4);
• A : anneau Z[t, t−1] (voir section 3.1);
• Uqsl2 et Utsl2 : groupe quantique associé à sl2 et forme rationnelle (voir section 3.1);
• U resA et LUqsl2 : forme intégrale de Utsl2 et extension de Lusztig (voir section 3.1);
• Usl2 et U : algèbre universelle enveloppante de sl2 et sous-algèbre de la section 3.1;
• BPBW : base à la Poincaré Birkhoff-Witt pour LUqsl2 (voir section 3.1);
• Φn(t) : n-ième polynôme cyclotomique;
• ∆ et ∆n : coproduit et coproduit généralisé de LUqsl2 (voir section 3.1);
• M ⊗cN : produit tensoriel des LUqsl2-modules M et N sur lequel l’action est définie
via le coproduit ∆ (voir section 3.1);
• H : générateur déroulé de LUqsl2 (voir section 3.1);
• Lq(i) et Xs,r : LUqsl2-modules simples (voir section 3.2);
• ∆q(i) et Pq(i) : LUqsl2-modules de Weyl et LUqsl2-modules projectifs-injectifs indé-
composables (voir section 3.2);
• τq−1(v) et ϑq−1(vy, vz) : bijections LUqsl2-linéaires (voir section 3.3 et annexe A);
• (S±)(n)v,q−1 : opérateurs représentant l’action des puissances divisées E(n) et F (n) sur
l’espace propre CN(q, v, d) via l’isomorphisme τq−1(v) (voir section 3.3 et annexe A);
• ft,d(q−1, vz) et g−t,d(q−1, vz) : applications TLaN(β)-linéaires définis au cours de la
section 3.3 et de l’annexe A (pour q2 = 1);
• TLbN(β, β1, β2) : algèbre de blob (voir conclusion);
• Y : élément central de TLaN(β) définissant TLbN(β, β1, β2) (voir conclusion);
• L(n) : représentation simple de Usl2 de dimension n (voir annexe A).
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La théorie de la représentation est largement considérée comme l’une des branches les plus
prolifiques des mathématiques fondamentales. Ce domaine a pour objectif la caractérisation
concrète d’entités mathématiques abstraites via leur action sur certains espaces et admet
ainsi naturellement, en raison de cet objectif, des applications physiques et mathématiques
variées. En particulier, la théorie de la représentation des algèbres de Lie semisimples de
dimension finie est aujourd’hui présentée comme étant un outil essentiel en mécanique quan-
tique (cf. [11]), en physique des particules (cf. [34]) et en géométrie différentielle, algébrique
et riemannienne (cf. [29], [44]). La recherche actuelle transcende cependant ces applications
en étudiant notamment les représentations issues de certaines familles d’algèbres (associa-
tives) non semisimples de dimension infinie. Ce mémoire s’inscrit dans ce contexte.
Un premier exemple important d’algèbre non semisimple de dimension infinie est donné par
l’algèbre universelle enveloppante de l’algèbre de Lie de Virasoro Vir. Cette algèbre de Lie
est engendrée par un élément central c (appelé charge centrale) et des éléments {Ln}n∈Z avec




pour chaque choix de m,n ∈ Z. Elle correspond à l’algèbre de symétrie des théories bi-
dimensionnelles en théorie des champs conformes (cf. [16]) de sorte que sa théorie de la
représentation admet un vaste éventail d’applications physiques. En particulier, certaines
représentations remarquables de Vir, appelées modules de Verma, permettent de construire
un grand nombre de modèles fondamentaux en mécanique statistique : les modèles minimaux
de Virasoro (cf. [16], [38]). Les célèbres modèles d’Ising et de Potts (à trois états) en deux
dimensions au point critique sont des exemples de modèles de Virasoro minimaux (cf. [16]).
Une seconde famille d’algèbres (généralement) non semisimples de dimension infinie possé-
dant une grande importance physico-mathématique est celle des groupes quantiques. Ces
objets sont apparus lors de l’étude par Drinfeld (cf. [13]) et Jimbo (cf. [25]) de certains sys-
tèmes intégrables quantiques afin de produire systématiquement des solutions aux équations
de Yang-Baxter. Ils ont depuis gagné une importance énorme en théorie de la représentation
(cf. [10]), en géométrie non-commutative (cf. [33]) et en théorie des noeuds (cf. [26]) tout en
favorisant l’émergence du concept de catégorie monoïdale tressée (cf. [3]). Une des raisons
principales justifiant ce gain de notoriété est certainement donnée par le lien entre les groupes
quantiques Uqsln et les algèbres de Hecke Hq(AN) (et donc le groupe de tresse) au travers de
la dualité de Schur-Weyl quantique (cf. [25]) qui généralise la dualité de Schur-Weyl usuelle
entre le groupe général linéaire GLn(C) et l’algèbre du groupe symétrique SN .
Dans ce mémoire, on s’intéressera surtout aux algèbres de Temperley-Lieb affines TLaN(β).
Ces algèbres, également non semisimples (en général) et de dimension infinie, sont grande-
ment utilisées dans l’étude de modèles statistiques sur réseaux (comme le modèle de perco-
lation, voir [37]) et possèdent une riche théorie de la représentation intrinsèquement liée à la
théorie correspondante pour l’algèbre Vir. En particulier, dans une certaine limite, appelée
limite conforme (ou thermodynamique), un élément des algèbres TLaN(β), appelé matrice de
transfert à boucles, décrirait conjecturalement (cf. [39]) une théorie des champs bidimen-






λ ∈ [−π, π) tel que β = 2 cos(λ)). De même, dans [18], les auteurs étudient un quotient
de dimension finie de TLaN(0) (pour N pair), appelé algèbre de Jones-Temperley-Lieb JTLN ,
et trouvent une famille dénombrable de JTLN -modules admettant une structure similaire à
celle de certaines représentations remarquables de Vir : les Vir-modules de Feigin-Fuchs1.
L’objectif de ce mémoire est semblable à ce dernier résultat, quoique plus audacieux.
En effet, ce mémoire étudie de manière détaillée les représentations CN(q, v, d) des algèbres
TLaN(β) définies dans [35] et [40] sur les espaces propres des chaînes XXZ périodiques pour
l’opérateur de spin total Sz. Le résultat principal obtenu au sein du mémoire est une ca-
ractérisation complète de la structure de ces représentations dans laquelle on obtient que
les espaces CN(q, v, d) admettent toujours une structure similaire à celle des Vir-modules de
Feigin-Fuchs et que toutes les possibilités pour la structure d’un tel Vir-module sont réalisées
par un de ces espaces. On effectue aussi une analyse systématique des morphismes reliant
entre eux les modules CN(q, v, d) en introduisant un grand nombre d’applications TLaN(β)-
linéaires provenant naturellement d’une représentation de l’extension de Lusztig LUqsl2 du
groupe quantique Uqsl2 sur les chaînes XXZ. On obtient ainsi, d’une certaine façon, ces
applications via une extension de la dualité de Schur-Weyl quantique mentionnée ci-dessus.
Leur noyau et leur image sont contraints par de longues suites exactes de mod TLaN(β) et par
une décomposition de Clebsch-Gordan généralisée. D’autres résultats importants présentés
dans ce texte sont une réalisation explicite nouvelle pour les couvertures projectives dans
modLUqsl2 et la caractérisation de l’image du morphisme idN(q, v) défini dans [40].
1De façon précise, les Vir-modules de Feigin-Fuchs ne sont pas des Vir-modules de Verma, mais sont des
modules de Verma pour la copie de l’algèbre d’Heisenberg contenue dans Vir (cf. [38]). Ils apparaissent
naturellement dans la réalisation de Vir donnée par le modèle du gaz de Coulomb en champ libre.
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Le corps du mémoire est organisé comme suit :
• Le chapitre 1 présente les algèbres de Temperley-Lieb affines TLaN(β) avec un aperçu
de leur théorie de la représentation (étudiée en détail dans [22] par Graham et Lehrer).
On y définit notamment les TLaN(β)-modules cellulaires et on exhibe leur structure
à l’aide de diagrammes de Loewy.
• Le chapitre 2 amorce l’étude des représentations des algèbres TLaN(β) sur les espaces
propres CN(q, v, d) des chaînes XXZ périodiques. En particulier, on rappelle dans ce
chapitre la définition du morphisme d’entrelacement idN(q, v) de [39] et on caractérise
partiellement l’image de cette application via le concept de partie générique.
• Le chapitre 3 introduit l’extension de Lusztig LUqsl2 et étudie en profondeur sa
théorie de la représentation en obtenant notamment une nouvelle réalisation explicite
pour les LUqsl2-projectifs indécomposables. On définit également à cet endroit une
représentation naturelle de LUqsl2 sur les chaînes XXZ périodiques et on utilise cette
représentation pour obtenir et caractériser un grand nombre d’applications TLaN(β)-
linéaires reliant différents espaces propres CN(q, v, d).
• Le chapitre 4 combine les résultats des chapitres précédents afin d’obtenir la carac-
térisation complète de la structure des espaces propres CN(q, v, d) comme TLaN(β)-
modules. On y obtient aussi l’image du morphisme d’entrelacement idN(q, v) et des
applications TLaN(β)-linéaires du chapitre 3.
• L’annexe A présente certaines propositions analogues à celles présentées dans le cha-
pitre 3, mais pour les cas spécifiques exclus de l’analyse effectuée dans ce chapitre
(c’est-à-dire q2 = 1 avec β = −(q + q−1) dans TLaN(β)).
• L’annexe B rappelle quelques résultats standards relatifs aux algèbres de Hopf et
utilisent ces résultats pour démontrer une adjonction fonctorielle très utile.
• L’annexe C permet de consigner certains résultats relatifs à une sous-algèbre remar-
quable de LUqsl2. Ces résultats sont totalement indépendants du reste du mémoire.
• L’annexe D présente un exemple de décomposition de Clebsch-Gordan généralisée;
• L’annexe E présente rapidement les algèbres de blob TLbN(β, β1, β2) avec la démons-
tration d’un lemme énoncé dans le chapitre 4 quant aux groupes d’extension dans
mod TLaN(β). La preuve présentée est presque identique à celle donnée dans [7].
Les résultats originaux dignes de mention dans ce mémoire sont les propositions, corollaires
et théorèmes : 1.19, 2.1, 2.5, 2.6, 2.12, 2.13, 3.19, 3.27, 3.28, 3.31, 3.32, 3.41, 3.43, 3.44,
3.45, 4.1, 4.2, 4.3, 4.6, 4.8 et A.1. Plusieurs résultats (possiblement) déjà publiés sont aussi
présentés avec de nouvelles démonstrations. Notons enfin qu’une table de notation est fournie




Les algèbres de Temperley-Lieb affines
Ce chapitre est consacré à l’introduction des algèbres de Temperley-Lieb affines TLaN(β).
Celles-ci correspondent à une généralisation de dimension infinie des algèbres de Temperley-
Lieb régulières TLN(β) et possèdent une riche théorie de la représentation telle qu’étudiée
dans [15], [22] et [28]. En particulier, la généralisation naturelle au cas de TLaN(β) de
certains TLN(β)-modules (dits cellulaires) produit des représentations de dimension finie
permettant de caractériser, via une forme bilinéaire remarquable, tous les objets irréductibles
de mod TLaN(β). Les résultats obtenus dans [22] sur la structure de ces TLaN(β)-modules
cellulaires correspondent à des outils fondamentaux du point de vue de ce projet.
Dans la section 1.1, on définit les algèbres TLaN(β) à l’aide de générateurs et relations ainsi
qu’à partir d’une présentation diagrammatique inspirée de celle de TLN(β). On introduit
ensuite, dans la section suivante, deux définitions équivalentes pour les TLaN(β)-modules
cellulaires. Finalement, dans la section 1.3, on utilise la notion de diagramme de Loewy
pour expliciter les résultats présentés dans [22] par rapport à la structure de ces modules
cellulaires et quant à la théorie de la représentation de TLaN(β) en général.
1.1. Généraliser les algèbres de Temperley-Lieb
Soient N ≥ 3 un entier et β ∈ C. L’algèbre de Temperley-Lieb affine TLaN(β) est la C-algèbre
de générateurs {ei}Ni=1∪{Ω,Ω−1, id} satisfaisant, avec les indices pris modulo N , les relations
e2i = βei, eiej = ejei si |i− j| > 1, eiei±1ei = ei,
ΩeiΩ−1 = ei−1, ΩΩ−1 = Ω−1Ω = id, (Ω±1eN)N−1 = Ω±N(Ω±1eN).
Elle a été introduite dans [22] par Graham et Lehrer via la notion de catégories de Temperley-
Lieb, puis a été étudiée abondamment par Martin et Saleur (cf. [35]) ainsi que Green, Fan
et Erdmann (cf. [14], [15], [23]). Il s’agit d’une C-algèbre de dimension infinie puisqu’elle
contient la sous-algèbre 〈Ω,Ω−1〉 ' C[x, x−1]. Elle contient aussi l’algèbre de Temperley-
Lieb régulière TLN(β) = 〈id, e1, ..., eN−1〉 et la sous-algèbre T̂LN(β) = 〈id, e1, ..., eN〉 qui
est isomorphe à un quotient de l’algèbre de Hecke affine Ha(ÂN−1). Il est intéressant de
noter que, jusqu’à l’ajout des générateurs Ω±1 (dits de torsion) par Graham et Lehrer, on
appellait en fait algèbre de Temperley-Lieb affine cette sous-algèbre T̂LN(β) (cf. [14], [35]).
Cependant, depuis cet ajout, on considère davantage l’algèbre TLaN(β) dans la littérature
étant donné qu’elle admet une présentation diagrammatique simple permettant de retrouver
celle apparaissant dans [43] pour TLN(β).
Définition 1.1 ((m,n)-diagramme). Soientm,n ∈ Z≥0 avecm ≡2 n. Un (m,n)-diagramme
est un diagramme rectangulaire admettant respectivement m et n points équidistribués sur
ses côtés verticaux gauche et droit avec ces points reliés deux à deux par des segments
demeurant au sein du diagramme et ne s’intersectant pas. Le rectangle correspondant est
identifié à une section de cylindre de sorte qu’il est possible pour un des segments de traverser
un côté horizontal afin de réapparaître au niveau du côté opposé. On appelle frontières
imaginaires les côtés horizontaux d’un (m,n)-diagramme et on identifie visuellement ces
frontières à l’aide de lignes pointillées. Un nombre arbitraire de lacets (c.à.d. de segments
reliant les deux frontières imaginaires et aucun point des côtés verticaux) peut aussi être
ajouté à un (m,n)-diagramme tant que cet ajout se fait sans la création d’intersection de


























































Fig. 1.2. Des exemples de (6, 2)-diagrammes. Le diagramme (d) possède un lacet.
Un segment joignant les côtés verticaux d’un diagramme est appelé ligne passante. On
note d’ailleurs Dm,n l’ensemble des (m,n)-diagrammes et on définit le rang d’un élément µ
de Dm,n comme le nombre minimal de fois (parmi tous les diagrammes équivalents à µ à
isotopie de segments près) que sa frontière imaginaire supérieure (ou inférieure) est traversée.
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Par exemple, les (5, 5)-diagrammes présentés dans la figure 1.1 ont respectivement un rang de
0, 0, 2 et 3. La possibilité d’avoir un nombre arbitraire de lacets dans un (m,n)-diagramme
ou de faire passer un nombre quelconque de fois une des lignes passantes d’un tel diagramme
par sa frontière imaginaire sans créer d’intersection force |Dm,n| =∞.
Soient `,m, n ∈ Z≥0 de même parité avec µ1 ∈ D`,m et µ2 ∈ Dm,n. On définit le produit
µ1 • µ2 comme le diagramme obtenu en concaténant µ1 à gauche de µ2 et en oubliant le
côté vertical commun aux deux rectangles dans la concaténation. Pour que µ1 • µ2 soit un
élément de spanC(D`,n), on remplace aussi toutes les boucles centrales contractiles créées lors





















































































































Fig. 1.3. (a) Produit de deux (6, 6)-diagrammes; (b) Produit d’un (6, 8)-diagramme avec
un (8, 4)-diagramme. Les boucles centrales contractiles sont indiquées avec un trait foncé.
Ce produit de diagrammes • est étendu C-linéairement et permet en particulier de donner
une structure d’algèbre à l’espace vectoriel spanC(DN,N) pour N ≥ 0.
Proposition 1.2 ([23]). Soit N ≥ 3. Les algèbres spanC(DN,N) et TLaN(β) sont isomorphes.
La forme explicite de cet isomorphisme sur l’ensemble générateur {ei}Ni=1 ∪ {Ω,Ω−1, id} de

















































Fig. 1.4. Description explicite de l’isomorphisme entre TLaN(β) et spanC(DN,N).
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Cette correspondance permet de redéfinir l’algèbre de Temperley-Lieb régulière TLN(β)
comme la sous-algèbre de spanC(DN,N) ne contenant que des diagrammes de rang nul (cf. [6],
[22]) et généralise donc la réalisation diagrammatique de TLN(β) considérée dans [43]. Elle
permet aussi d’introduire naturellement une anti-involution † : TLaN(β) → (TLaN(β))op dé-
finie sur DN,N en envoyant un diagramme µ à l’élément µ† ∈ DN,N obtenu en faisant subir
à µ une réflexion par rapport à un axe vertical central. La généralisation naturelle de cette


























Fig. 1.5. Image d’un (6, 6)-diagramme sous l’anti-involution †.
On étudiera plus en détail l’effet de l’existence de l’application † sur la théorie de la repré-
sentation de TLaN(β) lors de la section 2.3.2. Pour l’instant, on passe à la section suivante
dans laquelle on définit certains TLaN(β)-modules remarquables, appelés modules cellulaires
(ou standards). Pour cette section et la suite du mémoire, on évitera d’écrire le symbole •
pour désigner le produit défini à la page précédente et on notera plutôt µ1µ2 la multiplica-
tion de µ1 ∈ spanC(D`,m) et µ2 ∈ spanC(Dm,n) pour certains `,m, n ∈ Z≥0 de même parité.
On notera aussi TLa0(β), TLa1(β) et TLa2(β) les C-algèbres engendrées respectivement par
{Ω0, id0}, {Ω1,Ω−11 , id1} et {e1, e2,Ω±12 , id2} avec les relations Ω±11 Ω∓11 = id1 et
Ω±12 Ω∓12 = id2, e21 = βe1, Ω±12 e2Ω∓12 = e1 = e1Ω±22 = Ω±22 e1.
Avec cette définition, l’isomorphisme de la proposition 1.2 peut être étendu à tous les entiers
non négatifs via la correspondance donnée dans les figures suivantes pour N ≤ 2 (cf. [6]).






























Fig. 1.7. Forme diagrammatique des générateurs de TLa2(β).
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1.2. Théorie de la représentation et modules cellulaires
Après sa description dans [21] par Graham et Lehrer, le concept d’algèbre cellulaire s’est
rapidement imposé comme une notion fondamentale en théorie de la représentation (cf. [19],
[24], [46]). Par définition, une telle algèbre A est de dimension finie et vient avec la donnée
d’une base particulière qui permet l’introduction d’une famille de modules, appelés modules
cellulaires. Ces modules sont munis d’une forme bilinéaire et permettent notamment de
caractériser, à l’aide de cette forme, toutes les représentations simples de A. Un exemple
d’algèbre cellulaire est donné par les algèbres de Temperley-Lieb régulières TLN(β).
Contrairement à leurs analogues de dimension finie, les algèbres de Temperley-Lieb affines
TLaN(β) ne sont pas cellulaires, mais correspondent à une instance spécifique d’algèbres cellu-
laires affines telles que définies par Koenig et Xi dans [28]. Leur théorie de la représentation
ressemble à celle des algèbres TLN(β) et il est en particulier encore possible de définir des
TLaN(β)-modules cellulaires permettant de construire tous les irréductibles de mod TLaN(β).
Dans cette section, on introduit ces modules dans le cas d’une algèbre TLaN(β) fixée (iden-
tifiée à spanC(DN,N) via la correspondance décrite dans les figures 1.4, 1.6 et 1.7) avec
β = −(q + q−1) pour un certain q ∈ C non nul.
1.2.1. Première version : les modules WN,d;z(q)
Définissons Λa comme le quotient de l’ensemble Z≥0 × C× par la relation d’équivalence la
plus faible telle que (0, z) ∼ (0, z−1) pour z ∈ C×. Choisissons aussi une paire (d, z) ∈ Λa et
remarquons que le produit • de la section précédente permet à l’espace vectoriel spanC(DN,d)
d’hériter d’une structure de (TLaN(β),TLad(β))-bimodule. Pour cette structure, l’espace vec-
toriel MN,d ⊆ spanC(DN,d) engendré par les (N, d)-diagrammes possédant strictement moins
de d lignes passantes est un sous-bimodule (cf. [6]) et on définit
WN,d = spanC(DN,d)/MN,d.
Notons Ωd et idd le générateur de torsion et l’identité de TLad(β) lors de leur action à droite
sur WN,d et posons Ω0d = idd. Dans [22], les auteurs introduisent un morphisme d’algèbres
χd,z : TLad(β)→ C défini sur Dd,d par
χd,z(µ) =

z−j si µ = Ωjd avec d > 0 et j ∈ Z,
(z + z−1)j si µ = Ωj0 avec d = 0 et j ∈ Z≥0,
0 sinon.
Considérons le sous-module Vz ⊆ WN,d engendré par l’ensemble
{µ(Ωd − χd,z(Ωd)idd) |µ ∈ WN,d}.
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Alors, on définit le TLaN(β)-module cellulaire1 WN,d;z(q) comme le quotient
WN,d;z(q) = WN,d/Vz.
Une C-base deWN,d;z(q) est l’ensemble BWN,d(q,z) des (N, d)-diagrammes standards (cf. [22])2.
Définition 1.3 (Diagramme standard). Un (N, d)-diagramme standard est un diagramme
sans lacet avec d lignes passantes qui ne traversent pas sa frontière imaginaire.
En particulier, parmi les (6, 2)-diagrammes donnés dans la figure 1.2, seul le second est
standard. De plus, WN,d;z(q) = 0 si N < d ou d 6≡2 N puisqu’il est alors impossible pour un
(N, d)-diagramme d’admettre d lignes passantes. Des exemples de l’action de TLaN(β) sur
BWN,d(q,z) sont donnés dans la figure 1.8.


















































































Fig. 1.8. Exemples de l’action de TLa6(β) sur BW6,2(q,z).
Les points disposés sur le côté vertical gauche d’un (N, d)-diagramme standard sont ordonnés
de 1 à N à partir du haut. Si deux de ces points sont reliés par une boucle et sont situés
aux positions 1 ≤ i1 < i2 ≤ N , la position d’ouverture de cette boucle est définie comme i1 si la boucle ne passe pas par la frontière imaginaire,i2 sinon.
Posons r = 12(N − d). Alors, il existe une bijection naturelle
beg : BWN,d(q,z)→ {(i1, ..., ir) ∈ Zr | 1 ≤ i1 < ... < ir ≤ N}
qui associe à un diagramme µ le sous-ensemble beg(µ) de ses positions d’ouverture, ordonné
de manière croissante. En particulier,
dimWN,d;z(q) =
∣∣∣BWN,d(q,z)∣∣∣ = (Nr ).
On note wi1...ir l’image, sous la bijection réciproque beg−1, d’une suite (i1, ..., ir) ∈ Zr satis-
faisant 1 ≤ i1 < ... < ir ≤ N . Il s’agit de l’unique (N, d)-diagramme standard admettant
une boucle débutant en ij quelque soit j ∈ {1, ..., r}.
1Cette définition ne dépend pas du choix de paramètre q tel que β = −(q+q−1) d’oùWN,d;z(q) = WN,d;z(q−1).






















































Fig. 1.9. La base BW5,1(q,z). Sur la première ligne, on a, de gauche à droite, les diagrammes
w12, w13, w14, w15 et w23 tandis que, sur la seconde, on a plutôt w24, w25, w34, w35 et w45.
En agissant sur un (N, d)-diagramme standard µ, l’élément ΩN ∈ TLaN(β) produit un dia-
gramme µ′ ∈ DN,d tel que beg(µ′) = beg(µ), mais pour lequel tous les défauts traversent
exactement une fois la frontière imaginaire inférieure pour réapparaître au niveau du côté
opposé. Cependant, ce même diagramme µ′ peut également être obtenu en multipliant Ωdd à
la droite de µ. En d’autres mots, la relation
ΩNµ = µ′ = µΩdd = (χd,z(Ωd))dµ =
 z−dµ si d > 0,µ si d = 0





































Fig. 1.10. Exemple de l’action de Ω6 sur BW6,2(q,z).
Les TLaN(β)-modules cellulaires sont aussi équipés d’une forme C-bilinéaire remarquable
〈−,−〉d;z : WN,d;z(q)×WN,d;z−1(q)→ C définie, pour µ ∈ BWN,d(q,z) et ν ∈ BWN,d(q,z−1), par
〈µ, ν〉d;z = χd,z(ν†µ)
avec † : spanC(DN,d)→ spanC(Dd,N) la généralisation de l’anti-involution de la section 1.1.
w†125w246 = = βΩ0







Fig. 1.11. Exemple de calcul relatif à la forme bilinéaire 〈−,−〉d;z pour (N, d) = (6, 0).
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Proposition 1.4 ([22]). La forme 〈−,−〉d;z est TLaN(β)-invariante dans le sens que
〈aµ, ν〉d;z = 〈µ, a†ν〉d;z
si a ∈ TLaN(β), µ ∈ BWN,d(q,z) et ν ∈ BWN,d(q,z−1).
En particulier, le radical RN,d;z = {µ ∈ WN,d;z(q) | 〈µ,−〉d;z = 0} de cette forme bilinéaire est
un sous-module de WN,d;z(q) et on peut définir le quotient associé LN,d;z = WN,d;z(q)/RN,d;z.
Posons
Λa(N) = {(d, z) ∈ Λa | d ≤ N et d ≡2 N}
avec la paire (0, q) retirée si q2 = −1 et N ∈ 2N. Il s’agit de l’ensemble des paires (d, z) ∈ Λa
pour lesquelles le module LN,d;z est non nul (cf. [22]).
Théorème 1.5 ([22]). Avec les notations précédentes,
(1) Soient (d, z) ∈ Λa et (t, y) ∈ Λa(N). Soient aussi M ⊆ WN,d;z(q) un sous-module et
f : WN,t;y(q) → WN,d;z(q)/M un morphisme TLaN(β)-linéaire non nul. Alors, t ≥ d.
Par ailleurs, si t = d, on doit avoir (t, y) = (d, z) et il doit exister un scalaire γ ∈ C
tel que f(x) = γx+M pour chaque x ∈ WN,t;y(q).
(2) Soit (d, z) ∈ Λa(N). Alors, radWN,d;z(q) = RN,d;z avec radWN,d;z(q) le radical de
Jacobson de WN,d;z(q). En particulier, LN,d;z = topWN,d;z(q).
(3) La famille {LN,d;z}(d,z)∈Λa(N) est un ensemble complet de TLaN(β)-modules simples
distincts de dimension finie.
Le fait que les coiffes simples LN,d;z = topWN,d;z(q) soient uniquement déterminées par le
choix de la paire (d, z) ∈ Λa(N) admet un corollaire intéressant.
Corollaire 1.6. Soient (d, z), (t, y) ∈ Λa(N). Alors, on a WN,d;z(q) ' WN,t;y(q) si et seule-
ment si les paires (d, z) et (t, y) sont équivalentes dans Λa.
Nous tenons maintenant à présenter une autre définition pour les TLaN(β)-modules cellulaires.
Celle-ci, provenant de [40], permet en quelque sorte d’uniformiser l’action de Ω±1 et rend
ainsi les calculs sous-jacents à la démonstration de certains résultats plus faciles à effectuer.
1.2.2. Seconde version : Les modules V dN(q,v)
Soient d ∈ Z≥0 et v ∈ C non nul. Les modules cellulaires V dN(q,v) sont construits dans [40]
à partir du concept d’état à (N, d)-liens.
Définition 1.7 (État à (N, d)-liens). Un état à (N, d)-liens correspond à un patron particu-
lier de liaison de N points équidistribués sur une ligne verticale et ordonnés de 1 à N à partir
du haut. Dans ce patron, les différents points sont reliés en paires à l’aide de boucles sauf
d points desquels est dessinée une ligne horizontale, appelée défaut. Les défauts et boucles
36
d’un état à (N, d)-liens doivent être tracés à droite de sa ligne verticale et sans intersection.
Certaines de ces boucles peuvent aussi passer au dessus du point 1 pour réapparaître sous
le point N de sorte que ces états peuvent être vus comme étant représentés sur un cylindre.
On ne distingue pas deux états si leur patrons de liens sont équivalents à isotopie près.
On note BdN(q,v) l’ensemble des états à (N, d)-liens. Cet ensemble est en bijection naturelle
avec l’ensemble BWN,d(q,z) des (N, d)-diagrammes standards (pour z ∈ C× tel que (d, z) ∈ Λa).
La bijection en question envoie un état ν à l’unique diagramme standard w possédant le
même patron de boucles que ν sur son côté gauche (voir la figure 1.12 pour un exemple avec
(N, d) = (4, 2)). Elle permet de définir la notion de rang sur BdN(q,v) et justifie l’utilisation
de la notation beg ν pour désigner l’ensemble (ordonné de manière croissante) des positions






































Fig. 1.12. Les ensembles B24(q,v) (haut) et BW4,2(q, z) (bas).
Soient r = 12(N − d) et 1 ≤ i1 < ... < ir ≤ N des entiers. Alors, comme dans la sous-section
précédente, on note νi1...ir l’unique état à (N, d)-liens tel que beg νi1...ir = (i1, ..., ir). Pour
ν ∈ BdN(q,v), on définit aussi ζν comme la somme des positions des défauts de ν ainsi que
ψ(ν) comme l’ensemble des paires (i, j) avec i ∈ beg ν et j ∈ {i + 1, ..., N + i− 1} l’unique
entier correspondant, modulo N , à la position où se referme la boucle de ν ouverte en i. On






Proposition 1.8 ([40]). Soient ν ∈ BdN(q,v) et µ ∈ DN,N . Dénotons par Υµ,ν l’état obtenu
à partir du patron de connexion de la frontière gauche de la concaténation de ν à droite de
µ. Définissons également ∆ comme le déplacement global des défauts de ν vers le haut lors
de cette concaténation. Posons α = vN + v−N ainsi que
$ =
 0 si des défauts de ν ont été reliés lors de la concaténation1 sinon
Finalement, dénotons respectivement par nc et n` le nombre de boucles contractiles et de
lacets créés durant la concaténation au niveau de la ligne verticale de ν. Alors, l’opération
définie par µ ~ ν = βncαn`v∆$Υµ,ν et étendue C-linéairement dans les deux arguments à
TLaN(β)×V dN(q,v) permet de conférer à V dN(q,v) une structure de TLaN(β)-module à gauche3.
3À nouveau, la définition du TLaN (β)-module V dN (q, v) ne dépend pas du choix de paramètre complexe q tel






















































































































































Fig. 1.13. Exemple de l’action de TLa8(β) sur V 08 (q,v) et V 28 (q,v). Les boucles non contrac-
tiles associées au paramètre α = v8 + v−8 sont indiquées à l’aide d’un trait foncé.
Dans la sous-section suivante, on montre que les deux versions de modules cellulaires pré-
sentées dans les pages précédentes sont en fait équivalentes. Pour ce faire, on utilisera le fait
que les éléments ΩN et vNdid agissent de la même manière sur un module V dN(q,v) (cf. [39]).
On omettra aussi désormais d’écrire explicitement le symbole ~ et on écrira plutôt µν pour
désigner l’action de µ ∈ TLaN(β) sur ν ∈ V dN(q,v) via la proposition 1.8.
1.2.3. Équivalence entre les deux versions
Soient (d, z) ∈ Λa(N) et r = 12(N − d). La bijection mentionnée dans la sous-section
précédente entre BdN(q,v) et BWN,d(q,z) peut servir à définir un isomorphisme de TLaN(β)-
modules lorsque les paramètres z et v sont choisis adéquatement.
Proposition 1.9. Soient v, z ∈ C non nuls satisfaisant v−N = z. Alors, l’application
ϕN,d(v) : V dN(q,v) → WN,d;z(q) définie sur BdN(q,v) par [ϕN,d(v)](νi1...ir) = v
ζνi1...irwi1...ir est
un isomorphisme TLaN(β)-linéaire.
Démonstration. Cette application ϕN,d(v) correspond (à un facteur multiplicatif non nul
près) à la bijection susmentionnée entre BdN(q,v) et BWN,d(q,z). Il s’agit donc également d’une
bijection. Soient 1 ≤ i1 < ... < ir ≤ N et posons ψ(νi1...ir) = {(ik, jk)}rk=1. Par souci
de concision, dans cette démonstration, on appellera aussi défauts les lignes passantes d’un
diagramme standard. On notera d’ailleurs twi1...ir le seul élément de BWN,d(q,z) tel que
beg(twi1...ir) =
 (i2 − 1, ..., ir − 1, N) si i1 = 1,(i1 − 1, ..., ir − 1) sinon
ainsi que par tνi1...ir l’unique état satisfaisant beg(tνi1...ir) = beg(twi1...ir). En particulier, avec
cette notation, Ωνi1...ir = vdtνi1...ir . Montrons que [ϕN,d(v)](Ωνi1...ir) = Ω[ϕN,d(v)](νi1...ir). Il
y a deux cas à considérer.
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(Cas 1) Supposons que νi1...ir (et donc wi1...ir) n’admette pas de défaut en position 1. Alors, en
appliquant Ω sur νi1...ir (et sur wi1...ir), tous les défauts se déplacent d’une position vers
le haut sans passer par la frontière imaginaire supérieure. Ainsi, ζνi1...ir = ζtνi1...ir + d
et Ωwi1...ir = twi1...ir d’où




= vζνi1...ir Ωwi1...ir = Ω[ϕN,d(v)](νi1...ir).
(Cas 2) Supposons que νi1...ir (et donc wi1...ir) admette un défaut en position 1. Dans ce cas, en
appliquant Ω sur νi1...ir (et sur wi1...ir), les défauts situés en j ≥ 2 se déplacent d’une
position vers le haut sans passer par la frontière imaginaire supérieure. Le défaut en
position 1 traverse cependant cette frontière et est transporté à la position N . Par
conséquent, on obtient ζνi1...ir = ζtνi1...ir +d−N et, en vertu du déplacement du défaut
originellement en position 1, on a également Ωwi1...ir = (twi1...ir)Ω = z−1twi1...ir . Dans
ces circonstances,




= vζνi1...ir+NzΩwi1...ir = v
ζνi1...ir Ωwi1...ir = Ω[ϕN,d(v)](νi1...ir)
où on a utilisé le fait que vN = z−1.
Comme mentionné dans les sous-sections 1.2.1 et 1.2.2, ΩN agit respectivement comme vNdid
et z−did sur V dN(q,v) et WN,d;z(q). Ainsi, selon les résultats précédents,
[ϕN,d(v)](Ω−1νi1...ir) = v−Nd[ϕN,d(v)](ΩN−1νi1...ir) = zdΩN−1[ϕN,d(v)](νi1...ir)
= zdΩN−1vζνi1...irwi1...ir = Ω−1v
ζνi1...irwi1...ir = Ω−1[ϕN,d(v)](νi1...ir).
On considère désormais plusieurs cas pour démontrer que [e1, ϕN,d(v)] = 0. On pourra ensuite
conclure de ce fait que ϕN,d(v) est TLaN(β)-linéaire étant donné que ej = Ω−(j−1)e1Ωj−1 pour
1 ≤ j ≤ N selon les relations de définition de TLaN(β).
(Cas 1) Supposons que νi1...ir (et donc wi1...ir) n’admette aucun défaut aux positions 1 et 2.
Notons νk1...kr ∈ BdN(q,v) l’état tel que e1νi1...ir = βncαn`v∆νk1...kr avec ∆, nc et n`
définies comme dans la proposition 1.8. Par hypothèse, aucun défaut n’est déplacé
lors de la concaténation de νi1...ir à droite de e1 (voir la figure 1.4). Ainsi, ∆ = 0
et ζνi1...ir = ζνk1...kr . Par ailleurs, étant donné que l’action de e1 sur wi1...ir est aussi
définie par concaténation, on doit également avoir e1wi1...ir = βnc(z + z−1)n`wk1...kr .
Par conséquent, puisque α = vN + v−N = z + z−1, on obtient
[ϕN,d(v)](e1νi1...ir) = βncαn` [ϕN,d(v)](νk1...kr) = βnc(z + z−1)n`v
ζνk1...krwk1...kr
= vζνi1...ir e1wi1...ir = e1[ϕN,d(v)](νi1...ir).
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(Cas 2) Supposons que νi1...ir (et donc wi1...ir) admette des défauts en position 1 et 2. Alors,
l’action de e1 sur νi1...ir et sur wi1...ir relie deux défauts. Ainsi, e1νi1...ir = 0 par
définition et, puisque le diagramme obtenu via la concaténation de wi1...ir à droite
de e1 admet dans ce cas strictement moins de d lignes passantes, on doit également
avoir e1wi1...ir = 0. Par conséquent,
[ϕN,d(v)](e1νi1...ir) = 0 = e1v
ζνi1...irwi1...ir = e1[ϕN,d(v)](νi1...ir).
(Cas 3) Supposons que νi1...ir (et donc wi1...ir) admette un défaut en position 1, mais aucun
en position 2. Alors, i1 = 2 < j1 ≤ N et, lors de l’action de e1 sur νi1...ir (et
sur wi1...ir), ce défaut en position 1 se déplace vers le bas, en ne traversant aucune
frontière imaginaire, jusqu’à la position j1. Dès lors, on obtient e1wi1...ir = w1i2...ir et
e1νi1...ir = v1−j1ν1i2...ir d’où, puisque ζν1i2...ir = ζνi1...ir − 1 + j1,
[ϕN,d(v)](e1νi1...ir) = v1−j1 [ϕN,d(v)](ν1i2...ir) = v1−j1v
ζν1i2...irw1i2...ir
= vζνi1...ir e1wi1...ir = e1[ϕN,d(v)](νi1...ir).
(Cas 4) Finalement, supposons que νi1...ir (et donc wi1...ir) admette un défaut en position 2,
mais aucun en position 1. Dans cette situation, la position 1 doit correspondre (pour
νi1...ir et wi1...ir) à la fermeture d’une boucle de sorte que jk = N + 1 ≡N 1 pour un
certain k ∈ {1, ..., r}. Ainsi, lors de l’action de e1 sur νi1...ir (et sur wi1...ir), le défaut en
position 2 traverse la frontière imaginaire supérieure pour aboutir en position ik > 2.
Par conséquent, ce défaut effectue un déplacement global deN+2−ik positions vers le
haut et on a e1wi1...ir = z−1w1i1...ik−1ik+1...ir ainsi que e1νi1...ir = vN+2−ikν1i1...ik−1ik+1...ir .
En outre, dans ce cas, ζν1i1...ik−1ik+1...ir = ζνi1...ir − 2 + ik et
[ϕN,d(v)](e1νi1...ir) = vN+2−ik [ϕN,d(v)](ν1i1...ik−1ik+1...ir)
= vN+2−ikvζν1i1...ik−1ik+1...irw1i1...ik−1ik+1...ir
= z−1vζνi1...irw1i1...ik−1ik+1...ir
= e1vζνi1...irwi1...ir = e1[ϕN,d(v)](νi1...ir)
où on a encore utilisé la relation vN = z−1.
L’application ϕN,d(v) correspond donc effectivement à une bijection TLaN(β)-linéaire. 
Ce résultat et le corollaire 1.6 admettent deux conséquences évidentes.
Corollaire 1.10. Soient (d, z) ∈ Λa(N), t ∈ Z≥0 ainsi que v ∈ C non nul. Alors, on a
V tN(q,v) ' WN,d;z(q) si et seulement si les paires (d, z) et (t, v−N) sont équivalentes dans Λa.
Corollaire 1.11. Soient v, w ∈ C non nuls et d, t ∈ Z≥0 tels que (d, v−N) ∈ Λa(N). Alors,
V dN(q,v) ' V tN(q,w) si et seulement si (d, v−N) et (t, w−N) sont équivalentes dans Λa.
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1.3. Structure des modules cellulaires
Dans cette section, on utilisera les résultats de [22] pour décrire entièrement la structure
des TLaN(β)-modules cellulaires ainsi que les morphismes les reliant entre eux. Pour ce faire,
on introduit d’abord la notion de diagrammes de Loewy pour une C-algèbre A quelconque
étant donné que ces objets seront utilisés tout au long du présent mémoire.
1.3.1. Diagrammes de Loewy
Soient A une C-algèbre, M ∈ modA et I = {Ij}nj=1 l’ensemble des facteurs de composition
de M (avec redondance selon la multiplicité). On définit un ordre ≺L sur I en écrivant
Ij ≺L Ik si et seulement s’il existe dans modA une suite exacte courte non scindée
0→Mj →Mk →Mk/Mj → 0
avec Mj et Mk désignant respectivement les sous-modules de M engendrés par un ensemble
de représentants des classes d’équivalence4 appartenant aux facteurs Ij et Ik.
Définition 1.12 (Diagramme de Loewy; [5] et [12]). Le diagramme de Loewy de M est le
graphe orienté représentant l’organisation de l’ensemble de noeuds I sous l’ordre ≺L. En
d’autres termes, dans le diagramme de Loewy de M , on dessine une flèche de Ij vers Ik si
et seulement si Ik est un successeur direct de Ij via l’ordre ≺L. Les facteurs de composition
isomorphes d’un diagramme de Loewy sont généralement notés de la même façon.
Le diagramme de Loewy d’un module M permet de représenter visuellement sa structure
ainsi que celle de tous ses sous-modules et de ses quotients. Des exemples sont donnés dans
la figure suivante pour l’algèbre Vir présentée dans l’introduction de ce mémoire.


























Fig. 1.14. Les diagrammes de Loewy possibles pour un Vir-module de Feigin-Fuchs (voir
l’introduction) avec les facteurs de composition représentés par des cercles pleins (cf. [38]).
Les différents cas présentés sont appelés : semisimple (a), linéaires (b,c) et tressé (d). Chacun
des diagrammes de cette figure peut tronquer à droite à partir d’un facteur donné.
4On rappelle qu’un facteur de composition de M en est un sous-quotient (c-à-d. un quotient d’un sous-
module) d’où la notion de classes d’équivalence mentionnée ici est non ambigüe. Par ailleurs, un ensemble
de représentants des classes d’équivalence contient par définition un unique représentant de chaque classe.
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Supposons que le diagramme de Loewy d’un module M et que la coiffe d’un sous-module
N ⊆ M soient connus. Alors, le sous-graphe obtenu de ce diagramme en suivant les che-
mins partant des facteurs contenus dans topN donne le diagramme de N (cf. [12]). On
obtient aussi le diagramme du quotient M/N en retirant les facteurs de composition de N
du diagramme de M . En particulier, les diagrammes de topM et de socM correspondent
aux graphes orientés sans flèche pour lesquels les noeuds sont respectivement les sources
et les puits du diagramme de Loewy de M . Par ailleurs, dans le diagramme de M , il ne
peut exister de flèche ayant pour origine (ou point d’arrivée) un facteur de N (ou de M/N ,










Fig. 1.15. Le diagramme de Loewy d’unVir-module de Feigin-Fuchs tressé avec les facteurs
de composition à nouveau représentés par des cercles pleins. Dans cette figure, le diagramme
de Loewy d’un sous-module est identifié à l’aide d’un trait rouge et celui du quotient associé
avec un trait bleu. Ceux de la coiffe et du socle peuvent aussi être retrouvés respectivement
comme les étages supérieur et inférieur du graphe présenté (qui correspond d’ailleurs à une
version tronquée (à droite) d’un des diagrammes de la figure 1.14).
1.3.2. Monomorphismes de Graham-Lehrer
Les résultats structurels présentés dans [22] par rapport aux modules WN,d;z(q) s’expriment
de manière particulièrement simple à l’aide d’un ordre partiel q sur l’ensemble Λa.
Définition 1.13 (Ordre q). Soient (d, z), (t, y) ∈ Λa. On dit que (t, y) succède à (d, z) si
t = d+ 2k pour un certain k ∈ Z≥0 et si l’une des conditions suivantes est remplie :
(A) z2 = qt et y = zq−k;
(B) z2 = q−t et y = zqk.
On définit q comme l’ordre partiel le plus faible sur Λa tel que (d, z) q (t, y) lorsque la
paire (t, y) succède à la paire (d, z). On note aussi ≺q l’ordre strict induit de q. On dit que
(t, y) succède directement à (d, z) si (d, z) ≺q (t, y) et s’il n’existe pas d’élément (s, w) ∈ Λa
tel que (d, z) ≺q (s, w) ≺q (t, y).
Le corollaire suivant découle directement de la définition de l’ordre q.
Corollaire 1.14. Soient (d, z), (t, y) ∈ Λa. Alors, les énoncés suivants sont équivalents.
(1) (d, z) q (t, y) directement via la condition A (ou B);
(2) (d, z−1) q (t, y−1) directement via la condition B (ou A, respectivement);
(3) (d, z) q−1 (t, y) directement via la condition B (ou A, respectivement).
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Si q n’est pas une racine de l’unité, un élément de Λa admet au maximum un successeur non
trivial sous l’ordre q (cf. [6]). Cependant, tels que le démontrent les deux résultats pré-
sentés ci-dessous, l’organisation des successeurs d’une paire (d, z) devient bien plus intriquée
lorsqu’il existe un entier positif x satisfaisant q2x = 1.
Proposition 1.15 ([6]). Soit q une racine de l’unité et soient (d, z), (t, y) ∈ Λa tels que
(d, z) ≺q (t, y). Alors, (d, z) admet une infinité de successeurs distincts sous q.
Théorème 1.16 ([6]). Soient q une racine de l’unité et p l’entier positif minimal tel que
q2p = 1. Soit aussi (d, z) ∈ Λa admettant un successeur non trivial sous q. Notons
s = min{r ∈ Z | r > d, r ≡2 d et qr = z2}
Soient finalement k = 12(s− d) ainsi que δi, δh ∈ 2pZ les éléments minimaux satisfaisant les
inégalités −s + δi > d et −d+ δh > max(s,−s + δi). Alors, les successeurs de la paire (d, z)
sous q sont, pour a ≥ 0,
(ka, ua) = (d+ 2ap, zqap) (ia, xa) = (−s+ δi + 2ap, z−1qap+k+δi/2)
(ja, ya) = (s+ 2ap, zqap−k) (ha, νa) = (−d+ δh + 2ap, z−1qap+δh/2)
et sont organisés de la manière présentée dans la figure 1.16.
(k0, u0)
(j0, y0) (i0, x0)
(k1, u1) (h0, ν0)
(j1, y1) (i1, x1)
(k2, u2) (h1, ν1)
... ...
Fig. 1.16. Organisation des successeurs de la paire (d, z) sous q pour q une racine de
l’unité. Dans cette figure, certaines paires peuvent coïncider et une flèche verticale (ou
diagonale) signifie que la succession est faite via la condition A (ou B, respectivement).
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Dans [6], les auteurs excluent du théorème précédent la possibilité que q2 = 1, mais leur
résultat demeure vrai même lorsque cette relation est vérifiée. Supposons en effet que q = ±1
et que (d, z) admette un successeur non trivial sous q. Alors, les conditions A et B de la
définition 1.13 sont équivalentes et un calcul rapide montre que les successeurs de (d, z) sous
q sont les paires (d + 2k, zqk) avec k ≥ 1. Dans ce cas, le diagramme d’organisation de
ces successeurs correspond à celui donné dans la figure 1.17. On note que ce diagramme est
équivalent à celui obtenu de la figure 1.16 en associant entre elles les paires qui coïncident.
(d, z) (d+ 2, zq) (d+ 4, z) (d+ 6, zq) . . .
Fig. 1.17. Organisation des successeurs de (d, z) sous q lorsque q2 = 1.
Si (d, z), (t, y) ∈ Λa satisfont (d, z) q (t, y), la définition 1.13 impose d ≤ t. Ainsi, la
première composante des paires apparaissant dans le diagramme de la figure 1.16 augmente à
chaque étage à partir du haut. En particulier, en dessous d’un certain étage, cette composante
dépasseN . Donc, si (d, z) ∈ Λa(N) et si q est une racine de l’unité, le diagramme représentant
l’organisation des successeurs de (d, z) sous q, mais restreint à Λa(N), peut être retrouvé
dans le diagramme de la figure 1.16 tronqué à cet étage. Il s’agit notamment d’un diagramme
fini et il s’avère qu’il permet de caractériser les morphismes entre modules cellulaires.
Théorème 1.17 ([22]). Soient (d, z), (t, y) ∈ Λa(N). Alors,
(1) Comme C-espaces vectoriels,
HomTLaN (β)(WN,t;y(q),WN,d;z(q)) '
 C si (d, z) q (t, y),0 sinon.
(2) La multiplicité de l’irréductible LN,t;y dans WN,d;z(q) vaut 1 si (d, z) q (t, y),0 sinon.
Le théorème précédent stipule en particulier que, si (d, z) et (t, y) sont deux paires dans Λa(N)
telles que (d, z) q (t, y), alors il existe (à un facteur multiplicatif global près) un unique
morphisme de WN,t;y(q) dans WN,d;z(q). Ainsi, pour spécifier entièrement les morphismes
entre modules cellulaires, il suffit certainement d’expliciter une inclusion TLaN(β)-linéaire de
WN,t;y(q) dans WN,d;z(q) pour chaque successeur direct (t, y) de (d, z) sous q. Pour ce faire,






[x]q[x− 1]q...[1]q si x ≥ 1,
1 si x = 0,
0 si x < 0
le q-nombre et le q-factoriel associés à x ∈ Z (une limite est sous-entendue si q = ±1).
44








[x2]q ![x1−x2]q ! si x1 ≥ x2;
0 sinon.
Théorème 1.18 ([22]). Soient (d, z), (t, y) ∈ Λa avec (d, z) q (t, y) directement. Posons
a =
 1 si cette succession directe est faite via la condition A,−1 si elle est plutôt faite via la condition B
et k = 12(t− d). Alors, une inclusion de TL
a
N(β)-modules θt,d;y,z(N) : WN,t;y(q)→ WN,d;z(q)








2iµ = t(|µ| − k) +
d
2(t+ 1)− ζµ et hP (µ)(q) =
[k]qa !∏
s∈beg(µ)[hs]qa
avec ζµ la somme des positions des lignes passantes de µ ainsi que, pour s ∈ beg(µ), hs le
nombre de boucles de µ comprises dans l’enveloppe convexe de sa boucle commençant en s.
Sous les conditions du théorème 1.18, notons θ = θt,d;y,z(N). On a une suite exacte courte
0→ WN,t;y(q) θ−→ WN,d;z(q)→ Coker θ → 0
qui est non scindée puisque topWN,d;z(q) = LN,d;z est simple. Si les paires (d, z) et (t, y)
sont choisies dans Λa(N), cette suite est uniquement déterminée (à un facteur multiplicatif
global près pour les morphismes) en vertu de la partie (1) du théorème 1.17. En outre,
ce même théorème permet de conclure que le diagramme d’organisation dans Λa(N) des
successeurs sous q de la paire (d, z) (qui est une version tronquée du diagramme présenté
dans la figure 1.14 lorsque q est une racine de l’unité) correspond au diagramme de Loewy du
module cellulaire WN,d;z(q) (où on interprète6 une paire (t, y) de Λa(N) comme l’irréductible
LN,t;y). Or, puisque le théorème 1.18 ne se limite pas aux paires de l’ensemble Λa(N), on
peut également l’utiliser pour obtenir le diagramme de Loewy de WN,0;q(q) même lorsque la
paire (0, q) a été retirée de cet ensemble (voir la discussion suivant la proposition 1.4).
Proposition 1.19. Soient N ∈ 2N et q ∈ C tel que q2 = −1. Alors, le diagramme de Loewy
de WN,0;q(q) correspond au diagramme donné dans la figure 1.18.
5Puisque iµ ∈ Z/2, il existe deux choix de signes pour la racine carrée de q utilisée dans l’expression du
morphisme θt,d;y,z(N). Or, choisir un signe ou l’autre multiplie globalement ce morphisme par un signe et
n’a donc pas d’importance du point de vue de l’étude effectuée ici.










Fig. 1.18. Diagramme de Loewy deWN,0;q(q) avec N ∈ 2N et q2 = −1. Une flèche verticale
(diagonale) indique que les paires reliées se succèdent sous q via la condition A (via la
condition B, respectivement). Le diagramme présenté est équivalent à celui de la figure 1.16
après retrait des paires n’appartenant pas à Λa(N).
Démonstration. Dans les conditions considérées, les paires (2, 1) et (2,−1) succèdent di-
rectement à (0, q) sous q (via les conditions A et B, respectivement). Ainsi, le théorème 1.18
produit des inclusions TLaN(β)-linéaires θ± : WN,2;±1(q) → WN,0;q(q) et permet de conclure
que les facteurs de composition de WN,2;±1(q) sont aussi présents dans le diagramme de
Loewy de WN,0;q(q). On veut montrer qu’il s’agit de tous les facteurs apparaissant dans ce
diagramme et que les facteurs communs à WN,2;1(q) et WN,2;−1(q) n’y apparaissent qu’une
fois7. Par hypothèse, on a (2,±1) ∈ Λa(N) d’où la figure 1.16 peut être utilisée pour trouver
le diagramme de Loewy des modules WN,2;±1(q). Un calcul rapide produit les diagrammes
présentés dans la figure 1.19. En particulier, le seul facteur de composition de WN,2;−1(q)



















Fig. 1.19. Diagrammes de Loewy de : WN,2;1(q) (a) et WN,2;−1(q) (b).
7Il était inutile de faire ce genre d’analyse pour trouver le diagramme de Loewy d’un module WN,d;z(q) avec
(d, z) ∈ Λa(N) en raison de la seconde partie du théorème 1.17.
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(t, λzm)
(t+ 2, λzm−1) (t+ 2,−λzm−1)
... ...
(N,λzn−1) (N,−λzn−1)
Fig. 1.20. Diagramme de Loewy du sous-module deWN,2;−1(q) engendré par le facteur LN,t;y
avec t = N − 2m et y = λzm. On retrouve la figure 1.19 si λ est négatif avec m = n− 1.
Affirmation 1: On a dimCWN,0;q(q) = dimCWN,2;1(q) + dimC LN,2;−1.
Dém. (Affirmation 1). Posons n = N2 ∈ N et notons, pour 0 ≤ m ≤ n− 1, zm = (−q)
n−m−1
et A±m = dimC LN,N−2m;±zm . Fixons un certain 0 ≤ m ≤ n − 1 avec λ ∈ {+,−} tel que λ
est négatif si m = n − 1. Alors, le facteur de composition de WN,2;−1(q) associé à la paire
(t, y) = (N − 2m,λzm) permet d’obtenir8 une copie de WN,t;y(q) au sein de WN,2;−1(q). Le
diagramme de Loewy de ce sous-module est obtenu en suivant les chemins partant de la
paire (t, y) dans le diagramme de WN,2;−1(q) et correspond donc, selon la figure 1.19 (b), au
diagramme présenté dans la figure 1.20. Puisque la dimension d’un module est la somme des
dimensions de ses facteurs de composition, on a
dimLN,t;y = Aλm = dimCWN,t;y(q)−
m−1∑
k=0








(A+k + A−k ) (1.1)






























valide pour 1 ≤ m ≤ n − 1. Pour la condition initiale A−0 = 1 (provenant de (1.1)), cette












m− k + 1
)
(pour 0 ≤ m ≤ n− 1).
8En effet, puisque cette paire apparaît dans le diagramme de la figure 1.19 (b), on a (2,−1) q (t, y) et le
sous-module voulu peut être obtenu en composant un certain nombre d’inclusions issues du théorème 1.18.
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En particulier,





































































où on a respectivement utilisé les identités (2.44) et (2.51) de [20] aux égalités 1 et 2. 4
En vertu de l’affirmation précédente et puisque les facteurs de composition de WN,2;±1(q)
doivent être transportés dans le diagramme de Loewy de WN,0;q(q) par les inclusions θ±, on
conclut que les seuls facteurs de composition de WN,0;q(q) sont ceux présentés dans la figure
1.18 (avec multiplicité 1). Dans cette situation, le fait que WN,2;±1(q) est un sous-module de
WN,0;q(q) permet de déduire que le diagramme de WN,0;q(q) doit correspondre exactement à
celui présenté dans cette même figure9 d’où la fin de cette démonstration. 
Pour la suite de ce mémoire, on appellera paire problématique la paire (0, q) de Λa avec
q2 = −1 et N ∈ 2N. L’étude des modules reliés à cette paire doit toujours être effectuée avec
davantage de prudence que celle relative aux modules associés à des paires dans Λa(N). Par
exemple, la proposition suivante n’aurait pas de sens pour cette paire problématique puisque
le quotient LN,0;q = WN,0;q(q)/RN,0;q associé est alors nul ([22]).
Proposition 1.20. Soient (d, z) ∈ Λa(N) et r = 12(N−d). Alors, w1...r 6∈ radWN,d;z(q) d’où



























Fig. 1.21. La forme de l’élément w1...r ∈ WN,d;z(q)
9Cela implique en effet qu’aucune flèche ayant pour origine un facteur de composition de WN,2;1(q) ne peut
être présente dans le diagramme de Loewy de WN,0;q(q) sans avoir été déjà présente dans la figure 1.19.
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Fig. 1.22. Produits effectués dans la démonstration de la proposition 1.20. Les sous-figures
(a), (b) et (c) sont respectivement utilisées dans les cas 2, 3 et 4 de cette démonstration.



















Fig. 1.23. Produit représenté dans la partie (b) de la figure 1.22 pour (r, d) = (3, 4).
Démonstration. Puisque (d, z) ∈ Λa(N), on a (d, z) 6= (0, q) si q2 = −1 et N ∈ 2N. En
particulier, on a N = 0 ou (β, α, d) 6= (0, 0, 0) avec α = z + z−1. On procède par cas.
(Cas 1) Supposons que N = 0 d’où d = 0 et dimCWN,d;z(q) = 1. Dans ces circonstances,
WN,d;z(q) est irréductible et le résultat voulu suit ainsi du fait que radWN,d;z(q) = 0.
Notons que l’on interprète dans ce cas w1...r comme le diagramme id0 de la figure 1.6.
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(Cas 2) Supposons que β et N soient non nuls. Alors, comme le montre la figure 1.22, on a
〈w1...r, w1...r〉d;z = χd,z(w†1...rw1...r) = βrχd,z(idd) = βr 6= 0
et w1...r 6∈ RN,d;z = radWN,d;z(q) selon le théorème 1.5.
(Cas 3) Supposons que d et N soient non nuls. Dans cette situation, on obtient, encore une
fois en vertu de la figure 1.22,
〈w1...r, w2...r+1〉d;z = χd,z(w†1...rw2...r+1) = χd,z(idd) = 1 6= 0
d’où la même contradiction qu’au cas précédent.
(Cas 4) Supposons que α = z + z−1 6= 0. En vertu des cas 2 et 3, on peut aussi supposer
que β = d = 0 et que r = 12(N − d) =
N
2 > 0. Ainsi, on peut conclure de la même
manière qu’au cas 2 puisque, à l’aide de la figure 1.22, on obtient
〈w1...r, wr+1...N〉0;z = χ0;z(w†1...rwr+1...N) = αrχ0;z(id0) = αr 6= 0.
Ceci achève cette démonstration. 
Les résultats présentés dans cette section sont aussi valides (après modifications évidentes)
pour les modules cellulaires V dN(q,v) en vertu de l’isomorphisme ϕN,d(v) présenté dans la sec-
tion 1.2.3. En particulier, pour (d, v−N1 ), (t, v−N2 ) ∈ Λa avec (d, v−N1 ) q (t, v−N2 ) directement,
le théorème 1.18 permet d’obtenir une inclusion TLaN(β)-linéaire
θ̂t,d;v2,v1(N) = ϕN,d(v1)−1 ◦ θt,d;z2,z1(N) ◦ ϕN,t(v2) : V tN(q,v2)→ V dN(q,v1)
où on a posé z1 = v−N1 et z2 = v−N2 . De même, lorsque d ≡2 N et d ≤ N avec q une racine
de l’unité, le diagramme de Loewy de V dN(q,v1) est encore donné par une version tronquée
de la figure 1.16 ou par la figure 1.18 s’il s’agit de la paire problématique.
On conclut enfin ce chapitre en présentant quelques résultats importants relatifs aux q-
nombres, q-factoriels et coefficients q-binomials. Dans ces résultats, on utilise implicitement












pour chaque x, y ∈ Z≥0.
Proposition 1.21. Soient x ∈ Z, p ≥ 2 et q ∈ C tel que q2 est une p-ième racine primitive
de l’unité. Alors, [x]q = 0 si et seulement si p divise x.
Démonstration. Cela découle directement de la définition du q-nombre [x]q et du fait que
q2 est une p-ième racine primitive de l’unité. 
Proposition 1.22 (q-identité de Pascal). Soient q ∈ C× et k, x ∈ N avec x ≤ k − 1. Alors,




















q∓x[k − x]q + q±(k−x)[x]q =
±1
q − q−1




































= q∓x [k − 1]q![x]q![k − x− 1]q!
+ q±(k−x) [k − 1]q![x− 1]q![k − x]q!
= [k − 1]q![x]q![k − x]q!
(








d’où le résultat. 













Démonstration. On procède par induction sur k. Si k = 0, le résultat est trivialement









































































































où la proposition 1.22 et l’hypothèse d’induction ont été utilisées aux égalités 1 et 2. 
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Proposition 1.24. Soient p ≥ 2 et q ∈ C tel que q2 est une p-ième racine primitive de
l’unité. Alors, la relation qp2 = (−1)p+1qp est vérifiée.
Démonstration. Supposons d’abord que p ≡2 1. Alors, p = 2m+1 pour un certain m ∈ N
et p2 = (2m+ 1)p d’où qp2 = q2mpqp = qp = (−1)p+1qp. De la même façon, si p ≡2 0, on doit
avoir p = 2m pour un certain m ∈ N. Remarquons que la relation qp = q2m = 1 ne peut
être satisfaite étant donné que q2 est une p-ième racine primitive de l’unité. Ainsi, qp = −1
et qp2 = q2mp = 1 = −qp = (−1)p+1qp comme voulu. 
Théorème 1.25 (de q-Lucas10, [45]). Soient x, y ∈ Z≥0, p ≥ 2 et q ∈ C tel que q2 est une
p-ième racine primitive de l’unité. Soient aussi x1, x2, y1, y2 ∈ Z≥0 avec x2, y2 < p tels que

























= 0 si et seulement si x1 < y1 ou x2 < y2.
Proposition 1.26. Considérons x1, x2 ∈ Z, p ≥ 2 et q ∈ C tel que q2 est une p-ième racine
primitive de l’unité. Alors,










= qx1p[±x2]q = ±qx1p[x2]q.











[(x1 − 1)p+ `]q
[`]q
 = q(x1−1)p(p−1) [x1p]q[p]q
d’où [x1p]q = x1qp(x1−1)[p]q = x1qp(1−x1)[p]q comme voulu. 
10Pour obtenir le résultat présenté ici à partir de la proposition 2.13 de [45], il suffit de remarquer que la
q2-caractéristique (telle qu’introduite dans la définition 1.4 de cette même référence) de C est p en vertu de
notre proposition 1.21. Par ailleurs, la définition de q-nombre considérée par les auteurs de cet article est

















pour x, y ∈ Z≥0.
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Chapitre 2
La chaîne de spin XXZ
Dans ce chapitre, on s’intéresse à une autre famille de TLaN(β)-modules. Ceux-ci, dénotés
CN(q,v,d), sont intrinsèquement reliés au modèle XXZ périodique en mécanique statistique
sur réseau et sont équivalents, dans la plupart des cas, aux modules cellulaires V dN(q,v)
présentés dans la section 1.2. Toutefois, lorsque N et d sont choisis dans un ensemble
discret, appelé ensemble critique, l’équivalence entre CN(q,v,d) et V dN(q,v) ne tient plus et la
structure des représentations CN(q,v,d) demeure inconnue. La caractérisation explicite de
cette structure est l’objectif principal de ce mémoire et sera effectuée dans le chapitre 4.
La section 2.1 a pour but d’introduire les représentations CN(q,v,d) de TLaN(β) sur la chaîne
de spin XXZ périodique. Dans les deux sections subséquentes, certaines propriétés de ces
représentations sont obtenues et des outils fondamentaux pour l’étude de leur structure sont
développés. Dans la dernière section, le lien précis entre les TLaN(β)-modules CN(q,v,d) et
V dN(q,v) est donné avec la définition explicite de l’ensemble critique. Les résultats obtenus
au cours du chapitre sont aussi combinés au sein de cette section afin d’obtenir certaines
conclusions partielles quant à la structure des représentations CN(q,v,d) sur cet ensemble.
2.1. Une représentation de TLaN(β) sur la chaîne XXZ
En physique statistique, le modèle XXZ périodique permet de prédire l’évolution d’une chaîne
circulaire de particules à interaction entre plus proches voisins. À un instant donné, chacune
des particules considérées est associée à un état au sens quantique, c’est-à-dire à un élément
de C2. S’il y a N particules, l’hamiltonien correspondant au modèle XXZ agit ainsi sur


















σaj = id2 ⊗ · · · ⊗ id2︸ ︷︷ ︸
j−1 fois
⊗σa ⊗ id2 ⊗ · · · ⊗ id2︸ ︷︷ ︸
N−j fois


















j+1) + α3(σzjσzj+1 − id)
)
(2.1)
où les indices sont considérés modulo N et où α1, α2, α3 ∈ C sont des paramètres d’évolution
à fixer (cf. [40]). Notons qu’une autre forme est donnée pour cet opérateur dans [41], mais
qu’un changement de base adéquatement choisi permet de montrer que celle-ci est équivalente
à celle donnée dans l’équation (2.1) (cf. [39]).
Dans ce mémoire, on s’intéresse à la paramétrisation
α1 = 12(v
2 + v−2), α2 = 12i(v
2 − v−2) et α3 = 12(q + q
−1)
avec q, v ∈ C non-nuls et on dénote CN(q,v) la chaîne XXZ associée. On dénote d’ailleurs
|+〉 , |−〉 les vecteurs de la base usuelle de C2 et, pour x1, ..., xN ∈ {+,−}, on écrit
|x1...xN〉v = |x1〉 ⊗ · · · ⊗ |xN〉 afin de désigner l’élément de la base BCN(q,v) de CN(q,v)
induite de {|+〉 , |−〉}. Avec cette convention, il est naturel de définir la translation gauche
t ∈ EndCN(q,v) par
t |x1...xN〉v = |x2...xNx1〉v
lorsque |x1...xN〉v ∈ BCN(q,v). Puisque tN = id, cet opérateur est inversible. Son inverse, la
translation droite t−1 = tN−1, est donné explicitement sur BCN(q,v) via
t−1 |x1...xN〉v = |xNx1...xN−1〉v.






En décidant d’associer un élément de {+,−} à l’élément de même signe dans {1,−1}, on
obtient que Sz agit diagonalement sur |x1...xN〉v ∈ BCN(q,v) avec la valeur propre 12
∑N
j=1 xj.
Le spectre de cet opérateur sur CN(q,v) est donc donné par
spec 2Sz = {−N,−N + 2, ..., N}
= {x ∈ Z |x ≡2 N et |x| ≤ N}.
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Lorsque β = −(q+ q−1), le spin total, avec les translations présentées ci-haut, permet de dé-
finir une représentation ρXXZ : TLaN(β)→ EndCN(q,v) donnée implicitement sur l’ensemble



























Considérons désormais les matrices d’annihilation et de création généralisées
σ±j = id2 ⊗ · · · ⊗ id2︸ ︷︷ ︸
j−1 fois
⊗σ± ⊗ id2 ⊗ · · · ⊗ id2︸ ︷︷ ︸
N−j fois





et 1 ≤ j ≤ N
ainsi que la matrice
e =

0 0 0 0
0 −q v2 0
0 v−2 −q−1 0
0 0 0 0
.
Alors, il est aisé de montrer que
ρXXZ(ej) = v−2σ−j σ+j+1 + v2σ+j σ−j+1 + (q + q−1)σ+j σ−j σ+j+1σ−j+1 − qσ+j σ−j − q−1σ+j+1σ−j+1
= id2 ⊗ · · · ⊗ id2︸ ︷︷ ︸
j−1 fois
⊗e⊗ id2 ⊗ · · · ⊗ id2︸ ︷︷ ︸
N−j−1 fois
où les deux expressions sont respectivement valides pour 1 ≤ j ≤ N et 1 ≤ j ≤ N − 1 (avec
les indices pris modulo N dans la première expression). Choisissons d ∈ spec 2Sz et dénotons














. Remarquons d’ailleurs que, si |x1...xN〉v est un
élément de BCN,d(q,v), on a










2ρXXZ(Ω) |x1...xN〉v = ρXXZ(Ω)S
z |x1...xN〉v
et on obtient de même SzρXXZ(Ω−1) |x1...xN〉v = ρXXZ(Ω−1)Sz |x1...xN〉v.
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En outre, on a aussi








⊗ |x3〉 ⊗ · · · ⊗ |xN〉















Ainsi, il s’ensuit que
SzρXXZ(e1) |x1...xN〉v = δx1,−x2S
z
(









et on obtient alors, selon les relations de définition de TLaN(β),
SzρXXZ(ej) |x1...xN〉v = S
zρXXZ(Ω)−(j−1)ρXXZ(e1)ρXXZ(Ω)j−1 |x1...xN〉v
= ρXXZ(ej)Sz |x1...xN〉v
pour 1 ≤ j ≤ N . Par conséquent, la représentation ρXXZ laisse CN(q,v,d) invariant et
permet d’obtenir une sous-représentation ρd : TLaN(β) → EndCN(q,v,d). Au sein de cette
sous-représentation, la relation ρd(Ω)N = vNdid est vérifiée étant donné que
ρd(Ω)N |x1...xN〉v = v2NS
z
tN |x1...xN〉v = vNd |x1...xN〉v
lorsque |x1...xN〉v ∈ BCN,d(q,v). Dans les sections suivantes, on omettra de désigner explici-
tement la représentation ρd (ou ρXXZ) devant les éléments de TLaN(β) lors de leur action sur
CN(q,v,d) (ou CN(q,v)). Il sera ainsi toujours sous-entendu que TLaN(β) agit sur les espaces
propres de la chaîne XXZ via cette représentation.
2.2. Retournement des spins
On introduit maintenant un isomorphisme ηN(q,v) de TLaN(β)-modules reliant les espaces
propres de Sz provenant de deux chaînes de spin XXZ. Rappellons que les résultats de la
section précédente permettent d’exprimer l’action de e1 sur CN(q,v) par
e1 |x1...xN〉v = δx1,−x2
(

















Démonstration. Soit |x1...xN〉v ∈ BCN(q,v). Alors, |x1...xN〉v ∈ BCN,d(q,v) avec la valeur













∈ CN(q−1,v−1,−d). En outre, ηN(q,v) est clairement inver-


















Il suffit donc de vérifier la TLaN(β)-linéarité de ηN(q,v). Pour ce faire, remarquons que
e1[ηN(q,v)]( |x1...xN〉v) = e1 |(−x1)...(−xN)〉v−1
= δx1,−x2
(













−1)2Szt |(−x1)...(−xN)〉v−1 = v
d |(−x2)...(−xN)(−x1)〉v−1
= [ηN(q,v)](v2S
z |x2...xNx1〉v) = [ηN(q,v)]Ω |x1...xN〉v
Alors, puisque ΩN = vNdid sur CN(q,v,d) et sur CN(q−1,v−1,−d), on a
Ω−1[ηN(q,v)](|x1...xN〉v) = v
−NdΩN−1[ηN(q,v)](|x1...xN〉v)
= [ηN(q,v)](v−NdΩN−1 |x1...xN〉v) = [ηN(q,v)](Ω
−1 |x1...xN〉v)
et le résultat voulu découle du fait que ej = Ω−(j−1)e1Ωj−1 pour 1 ≤ j ≤ N . 
Pour la suite de ce mémoire, on notera ηN(q,v,d) : CN(q,v,d) → CN(q−1,v−1,−d) l’isomor-
phisme induit de ηN(q,v) via la restriction à l’espace propre CN(q,v,d).
2.3. Dualité
On effectue maintenant un bref interlude à l’étude de la représentation de TLaN(β) sur la
chaîne de spin XXZ dans le but d’étudier les conséquences de l’existence d’une anti-involution
† : A→ Aop pour une algèbre unitaire et associative A arbitraire. De manière plus détaillée,
il est démontré dans cette section qu’une telle anti-involution permet de définir une dualité C-
linéaire ∗ de modA préservant les suites exactes courtes non scindées. D’autres résultats sont
ensuite obtenus dans le cas où A = TLaN(β) avec † : TLaN(β) → TLaN(β)op l’anti-involution
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définie dans la section 1.1. En particulier, l’image des TLaN(β)-modules irréductibles LN,d;z
et des espaces propres CN(q,v,d) sous la dualité induite de cette anti-involution est calculée.
2.3.1. Cas général
Soit A une C-algèbre unitaire et associative munie d’une anti-involution † : A→ Aop. Alors,
pour un A-module à gauche M , on équipe aussi l’espace vectoriel dual MT = HomC(M,C)
de la structure d’un A-module à gauche via l’action définie intrinsèquement par
(a ? f)(m) = (fa†)(m) = f(a†m)
si a ∈ A, f ∈ MT et m ∈ M . Il s’agit effectivement d’une A-action à gauche puisque, pour
tout choix de a, b ∈ A, f ∈MT , m ∈M , on a1
(a ? (b ? f))(m) = (b ? f)(a†m) = f(b†a†m) = f((ab)†m) = ((ab) ? f)(m)
et
(id ? f)(m) = f(id†m) = f(m)
On note M∗ le A-module à gauche MT associé à cette action et on l’appelle le A-module
dual à M . Pour g : M → N un morphisme de A-modules, on note également
g∗ = HomC(g,C) : NT →MT
la précomposition par g. Remarquons que, par A-linéarité de g,
[g∗(a ? f)](m) = [(a ? f) ◦ g](m) = f(a†g(m))
= f ◦ g(a†m) = [a ? (f ◦ g)](m)
= [a ? g∗(f)](m)
si a ∈ A, f ∈ NT et m ∈ M . Ainsi, g∗(a ? f) = a ? g∗(f) et g∗ ∈ HomA(N∗,M∗). Par
conséquent, on peut conclure de la fonctorialité et de la C-linéarité de HomC(−,C) que
la correspondance donnée par M 7→ M∗ et g 7→ g∗ définit un endofoncteur contravariant
C-linéaire ∗ : modA→ modA.
Proposition 2.2. L’endofoncteur ∗ : modA → modA est une dualité, c’est-à-dire qu’il
existe un isomorphisme fonctoriel Φ : idmodA ∼−→ ∗2.
Démonstration. Soit M un A-module. Soit aussi {mi}`i=1 une C-base de M . Alors,
{m∗i }`i=1 ⊆ M∗ avec m∗j(mi) = δij est une C-base de M , dite duale à {mi}`i=1. De la même
façon, l’ensemble {(m∗i )∗}`i=1 avec (m∗j)∗(m∗i ) = δij est une C-base de (M∗)∗, dite double-
ment duale à {mi}`i=1. Soit Φ(M) : M → (M∗)∗ l’application définie C-linéairement par
Φ(M)(mi) = (m∗i )∗. Alors, Φ(M) est clairement un isomorphisme de C-espaces vectoriels.
1Rappellons qu’une anti-involution est en particulier un morphisme d’algèbres de sorte que id† = id.
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Il s’agit aussi d’un morphisme de A-modules. En effet, soient a ∈ A et {γij}1≤i,j≤` ⊆ C tels
que ami =
∑`
j=1 γijmj lorsque i ∈ {1, ..., `}. Alors, pour 1 ≤ i, k ≤ `,
















j . Notons pour la suite  l’action de A sur (M∗)∗ induite par
le foncteur ∗. Celle-ci est donnée par la relation intrinsèque [b  (m∗i )∗](m∗j) = (m∗i )∗(b† ?m∗j)
lorsque b ∈ A et i, j ∈ {1, ..., `}. Remarquons que, pour 1 ≤ i, k ≤ `,












et il s’ensuit donc que









de sorte que Φ(M) est A-linéaire comme annoncé ci-haut et correspond ainsi à un isomor-
phisme de A-modules. Il suffit alors de démontrer que la correspondance M 7→ Φ(M)
est fonctorielle. Soient donc g : M → N un morphisme de A-modules ainsi que {mi}`i=1 et
{nj}sj=1 des C-bases pourM et N respectivement. Soient aussi {m∗i }`i=1, {n∗j}sj=1, {(m∗i )∗}`i=1
et {(n∗j)∗}sj=1 les bases duales et doublement duales à {mi}`i=1 et {nj}sj=1. On veut montrer






Soit {αij}1≤i,j≤` ⊆ C satisfaisant g(mi) =
∑s
j=1 αijnj lorsque i, j ∈ {1, ..., `}. Considérons
également 1 ≤ k ≤ ` et 1 ≤ i ≤ s. Remarquons que, si r ∈ {1, ..., `},








































(n∗i ) = [(g∗)∗ ◦ Φ(M)(mk)](n∗i )
de sorte que Φ(N) ◦ g = (g∗)∗ ◦ Φ(M). Ceci achève la démonstration. 
Corollaire 2.3. L’endofoncteur ∗ : modA → modA est tel que (∗, ∗) forme une paire
adjointe. En particulier, il s’agit d’un foncteur exact.
Démonstration. Fixons M,N des A-modules à gauche. Commencons par définir une
application φM,N : HomA(M∗, N)→ HomA(N∗,M) par φM,N(g) = Φ−1(M)◦g∗ avec Φ−1(M)
l’inverse de l’isomorphisme Φ(M) : M ∼−→ (M∗)∗ de la démonstration précédente. Notons que,
puisque ∗ est une dualité, il s’agit d’un foncteur plein, dense et fidèle selon le théorème 6.2
du chapitre III de [2]. Par conséquent, l’association g 7→ g∗ est bijective et il en est de même
pour φM,N étant donné que Φ−1(M) est un isomorphisme. Il suffit donc de montrer que la
correspondance (M,N) 7→ φM,N est fonctorielle dans les deux variables. Soient ainsiM,N,L
des A-modules avec g : M → L une application A-linéaire. Alors, puisque Φ : idmodA ∼−→ ∗2
est un isomorphisme fonctoriel, si h ∈ HomA(M∗, N), on a
[φL,N ◦ HomA(g∗, N)](h) = φL,N(h ◦ g∗) = Φ−1(L) ◦ (h ◦ g∗)∗ = Φ−1(L) ◦ (g∗)∗ ◦ h∗
= g ◦ Φ−1(M) ◦ h∗ = [HomA(N∗, g) ◦ φM,N ](h)
d’où φL,N ◦ HomA(g∗, N) = HomA(N∗, g) ◦ φM,N . De même, si f ∈ HomA(N,L), alors





= [HomA(f ∗,M) ◦ φM,N ](h)
lorsque h ∈ HomA(M∗, N). Par conséquent, φL,M ◦HomA(M∗, f) = HomA(f ∗,M) ◦ φM,N et
les résultats précédents permettent de conclure que les diagrammes suivants sont commutatifs
HomA(M∗, N) HomA(N∗,M)









d’où (∗, ∗) est une paire adjointe. La seconde affirmation énoncée dans ce corollaire découle
dans ces circonstances du théorème 1.6 du chapitre IV de [2]. 
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Un autre corollaire de la proposition 2.2 est donné ci-dessous. Il stipule que, pour un A-
module à gaucheM , la structure du A-module (à gauche) dualM∗ correspond à la structure
réciproque de celle de M . Autrement dit, on obtient le diagramme de Loewy de M∗ en ren-
versant toutes les flèches du diagramme correspondant pour M et en appliquant le foncteur
∗ sur chacun des facteurs irréductibles présents dans ce dernier diagramme. Supposons par







avec I1, ..., I6 des A-modules irréductibles. Alors, le diagramme de Loewy de M∗ est, en







Donc, pour comprendre entièrement l’action du foncteur ∗ sur modA, il est suffisant d’étudier
le dual des A-modules irréductibles (qui seront aussi irréductibles selon le corollaire 2.4). On
effectuera cette étude lors de la section suivante dans le cas de l’algèbre TLaN(β) (où l’anti-
involution † a été définie dans la section 1.1 et est donnée via une réflexion des diagrammes
par rapport à un axe vertical central).
Corollaire 2.4. Une suite exacte courte 0→ N f−→ M g−→ Q→ 0 dans modA est scindée si




−→ N∗ → 0, induite par exactitude de
l’endofoncteur ∗, est aussi scindée.
Démonstration. On démontre la nécéssité et la suffisance séparement.
(⇒) Si la suite exacte courte 0 → N f−→ M g−→ Q → 0 de modA scinde, alors f est
une section. Ainsi, il existe un morphisme f ′ : M → N tel que f ′ ◦ f = 1N . Par
conséquent, f ∗ ◦ (f ′)∗ = (f ′ ◦ f)∗ = 1N∗ de sorte que f ∗ est une rétraction et la suite




−→ N∗ → 0 scinde.




−→ N∗ → 0 scinde, alors g∗ est une
section et il existe un morphisme g′ : M∗ → Q∗ tel que g′ ◦ g∗ = 1Q∗ . Posons
h = Φ−1(M) ◦ (g′)∗ ◦ Φ(Q). Par fonctorialité de l’isomorphisme Φ : idmodA ∼−→ ∗2, on
obtient un diagramme commutatif à lignes exactes
0 N M Q 0








g ◦ h = g ◦ Φ−1(M) ◦ (g′)∗ ◦ Φ(Q) = Φ−1(Q) ◦ (g∗)∗ ◦ (g′)∗ ◦ Φ(Q)
= Φ−1(Q) ◦ (g′ ◦ g∗)∗ ◦ Φ(Q) = Φ−1(Q) ◦ 1(Q∗)∗ ◦ Φ(Q) = 1Q
d’où g est une rétraction et la suite exacte courte 0→ N f−→M g−→ Q→ 0 scinde.
Ceci conclut cette démonstration. 
2.3.2. La dualité pour TLaN(β)
On se limite désormais au cas de l’endofoncteur ∗ de mod TLaN(β) défini à l’aide de l’anti-
involution † : TLaN(β)→ TLaN(β)op de la section 1.1. On démontre en particulier l’existence
d’un isomorphisme TLaN(β)-linéaire reliant, pour une paire (d, z) ∈ Λa(N) arbitraire, les
irréductibles L∗N,d;z et LN,d;z−1 . À l’aide de ce résultat et du corollaire 2.4, il devient alors
possible de déterminer, à partir de la structure d’un module M quelconque, la structure
du module dual M∗. Considérons cependant d’abord l’effet du foncteur ∗ sur les TLaN(β)-
modules CN(q,v,d) introduits à la section 2.1.
Soient donc v ∈ C non nul, d ∈ spec 2Sz = {x ∈ Z |x ≡2 N et |x| ≤ N} et |x1...xN〉v
un élément de BCN,d(q,v). Dénotons par B∗N,d(q,v) la base duale à BCN,d(q,v) ainsi que
par 〈x1...xN |v = |x1...xN〉
T
v l’unique élément de cette base duale respectant la relation
〈x1...xN |v |y1...yN〉v =
∏N
j=1 δxj ,yj pour |y1...yN〉v ∈ BCN,d(q,v). Alors, si |y1...yN〉v ∈ BCN,d(q,v),(
Ω ? 〈x1...xN |v
)














Ω ? 〈x1...xN |v = v
−d 〈x2...xNx1|v . (2.3)
De la même façon, selon (2.2),(
e1 ? 〈x1...xN |v
)


































Ainsi, il s’ensuit que
e1 ? 〈x1...xN |v = δx1,−x2
(




Les équations (2.3) et (2.4) permettent de conclure que les matrices représentant l’action à
gauche de Ω et de e1 (via ?) sur B∗N,d(q,v) correspondent respectivement aux transposées des
matrices représentant l’action de Ω−1 et de e1 sur BCN,d(q,v). Ces observations pourraient
servir à prouver une seconde fois le corollaire 2.4 dans le cas particulier où A = TLaN(β) et
où M = CN(q,v,d). Elles simplifient aussi grandement la démonstration suivante.
Proposition 2.5. L’application C-linéaire ψN(q,v,d) : C∗N(q,v,d)→ CN(q,v−1,d) définie sur
la base duale B∗N,d(q,v) par
[ψN(q,v,d)](〈x1...xN |v) = |x1...xN〉v−1
est un isomorphisme de TLaN(β)-modules.
Démonstration. Clairement, ψN(q,v,d) est bijective. De plus, selon les équations (2.3) et
(2.4), si 〈x1...xN |v ∈ B∗N,d(q,v),
[ψN(q,v,d)]
(











et, selon l’équation (2.2),
[ψN(q,v,d)]
(









v2x1 |x2x1x3...xN〉v−1 − q
x1 |x1...xN〉v−1
)





En outre, utilisant à nouveau l’équation (2.3), on obtient,
[ψN(q,v,d)]
(




Ω−1 ? Ω ? 〈xNx1...xN−1|v
)






d’où le résultat souhaité étant donné que ej = Ω−(j−1)e1Ωj−1 pour 1 ≤ j ≤ N selon les
relations de définition de TLaN(β). 
Proposition 2.6. Soit (d, z) ∈ Λa(N). Alors, L∗N,d;z ' LN,d;z−1 comme TLaN(β)-modules.
Démonstration. Posons B = BWN,d(q,z) et dénotons par B∗ la base deW ∗N,d;z(q) duale à B.
Pour µ ∈ B, dénotons d’ailleurs par µ∗ l’élément de B∗ défini via µ∗ν = δµ,ν si ν ∈ B. Puisque
(d, z) ∈ Λa(N), on doit aussi avoir (d, z−1) ∈ Λa(N). Ainsi, selon les résultats de la section
1.2, il existe une forme bilinéaire TLaN(β)-invariante 〈−,−〉d;z−1 : WN,d;z−1(q)×WN,d;z(q)→ C
63






Remarquons que la bilinéarité de 〈−,−〉d;z−1 force la C-linéarité de Ψ et que
x ∈ Ker Ψ ⇐⇒ Ψ(x) =
∑
µ∈B
〈x, µ〉d;z−1µ∗ = 0 ⇐⇒ 〈x, µ〉d;z−1 = 0 pour chaque µ ∈ B
⇐⇒ 〈x,−〉d;z−1 = 0 ⇐⇒ x ∈ RN,d;z−1 = radWN,d;z−1(q)
de sorte que Ker Ψ = radWN,d;z−1(q). Considérons maintenant a ∈ TLaN(β), x ∈ WN,d;z−1(q)
et σ ∈ B. Soit aussi {γν}ν∈B ⊆ C tel que a†σ =
∑
ν∈B γνν. Alors, en vertu de la TLaN(β)-


































(σ) = [Ψ(x)a†](σ) = [a ?Ψ(x)](σ)
de sorte que Ψ(ax) = a ?Ψ(x) et Ψ est ainsi TLaN(β)-linéaire. Dans ce cas, étant donné que
Ker Ψ = radWN,d;z−1(q) et que LN,d;z−1 = topWN,d;z−1(q), il existe une unique application






avec π : WN,d;z−1(q) → LN,d;z−1 la projection. Or2, Ker Ψ = radWN,d;z−1(q) 6= WN,d;z−1(q)
d’où Ψ 6= 0. Ainsi, puisque LN,d;z est irréductible, on a, selon le lemme de Schur et le
corollaire 2.4,
LN,d;z−1 ' Ψ(LN,d;z−1) ⊆ socW ∗N,d;z(q) = (topWN,d;z(q))∗ = L∗N,d;z.
Le résultat désiré découle alors de l’irréductibilité de L∗N,d;z. 
2La proposition 1.20 permet même d’obtenir explicitement un élément du module WN,d;z−1(q) n’étant pas
contenu dans son radical.
64
2.4. Le morphisme d’entrelacement idN(q,v)
Dans cette section, on explicite le lien entre les TLaN(β)-modules V dN(q,v) et CN(q,v,d). Ce
lien, discuté d’abord dans [39], est donné via un morphisme idN(q,v) : V dN(q,v) → CN(q,v,d)
qui est bijectif sauf si les entiers N et d sont choisis dans un ensemble discret (appelé
ensemble critique). On montre que ce morphisme idN(q, v) admet toujours la partie générique
de V dN(q,v) comme quotient de son image.
2.4.1. Définition du morphisme et ensemble critique
Dans [39], Morin-Duchesne et Saint-Aubin démontrent le résultat suivant qui sert aussi de
définition au morphisme d’entrelacement idN(q,v). On rappelle que, sur CN(q,v),
spec 2Sz = {x ∈ Z |x ≡2 N et |x| ≤ N}.
Théorème 2.7 ([39]). Soient3 v ∈ C non nul, u = (−q)1/2 et d ∈ spec 2Sz avec d ≥ 0. Soit






où |0〉v est l’unique élément de BCN,N(q,v) et où, pour une paire (i, j) de l’ensemble ψ(x)
introduit dans la section 1.2, Ti,j désigne l’opérateur vj−iuσ−j + vi−ju−1σ−i . Dénotons égale-
ment par IdN(q,v) la matrice représentant idN(q,v) sur les bases BdN(q,v) et BCN,d(q,v). Alors,







où 〈y〉 = qyvN − q−yv−N . En particulier, idN(q,v) est un isomorphisme de TLaN(β)-modules
si et seulement s’il n’existe pas d’élément k ∈ {1, ..., r} tel que q2k+dv2N = 1.
Ainsi, pour q, v ∈ C non nuls fixés, l’ensemble
Vq,v = {(N, d) ∈ Z2 | d ≡2 N, 0 ≤ d < N et ∃k ∈ {1, ..., N−d2 } tel que q
2k+dv2N = 1},
appelé ensemble critique associé à (q, v), paramétrise le défaut de bijectivité des morphismes
idN(q,v). En d’autres termes, si la paire (N, d) est choisie à l’extérieur de cet ensemble, la
structure de la représentation CN(q,v,d) correspond à celle de V dN(q,v). Il suffit donc, pour
comprendre entièrement la théorie de la représentation des modules CN(q,v,d), de caractériser
leur structure sur les différents ensembles critiques. On réalisera cet objectif au chapitre 4.
D’ici là, on considère le lemme 2.8 qui donne une seconde caractérisation de ces ensembles.
3Comme dans le cas du théorème 1.18, il existe deux possibilités de signe pour la racine carrée u = (−q)1/2
qui influencent l’expression du morphisme idN (q,v) en la multipliant par un signe global. Ce signe n’a aucune
importance et on choisit donc une valeur de u cohérente avec le choix effectué pour le théorème 1.18.
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Lemme 2.8. Soient N, d ∈ Z tels que 0 ≤ d < N et d ≡2 N . Soient aussi q, v ∈ C non nuls
et z = v−N . Alors4,
(N, d) ∈ Vq,v ⇐⇒ s = min{x ∈ Z |x > d, x ≡2 d et qx = z2} ≤ N.
Démonstration. Soit (N, d) ∈ Vq,v et posons r = 12(N − d). Alors, il existe un élément
k ∈ {1, ..., r} tel que q2k+dv2N = 1 d’où q2k+d = v−2N = z2. Ainsi, par minimalité de s et
puisque 2k + d > d, on doit avoir s ≤ d+ 2k ≤ d+ 2r = N comme voulu. Réciproquement,
supposons s ≤ N . Alors, puisque s > d et que s ≡2 d, on a s ≥ d+ 2 avec k = 12(s− d) ∈ N.
De plus, k = 12(s− d) ≤
1
2(N − d) = r et q
d+2kv2N = qsz−2 = 1 d’où le résultat souhaité. 
Corollaire 2.9. Soient N, d ∈ Z≥0 tels que d ≤ N et d ≡2 N . Soient aussi q, v ∈ C non nuls
tels que (N, d) 6∈ Vq,v. Alors, V dN(q, v) admet au maximum deux facteurs de composition.
Démonstration. Posons z = v−N et supposons que V dN(q,v) possède plus de deux facteurs
de composition. Alors, q doit être une racine de l’unité (voir la section 1.3.2) et il découle du
théorème 1.16 (ou de la proposition 1.19 si (d, z) correspond à la paire problématique) que
(j0, y0) ∈ Λa(N) avec (j0, y0) le successeur direct de la paire (d, z) sous q via la condition






où s = min{x ∈ Z |x > d, x ≡2 d et qx = z2} (qui vaut 2 dans le cas problématique). Ainsi,
puisque (j0, y0) ∈ Λa(N), on a j0 = s ≤ N et (N, d) ∈ Vq,v selon le lemme 2.8. 




V dN(q,v)/ Im θ̂s,d;w,v(N)
si (d, v−N) q (s, w−N) dans Λa
directement via la condition A;
V dN(q,v)
si (d, v−N) n’admet pas de successeur
dans Λa via la condition A
où θ̂s,d;w,v(N) : V sN(q,w)→ V dN(q,v) est l’inclusion de la section 1.3.2. En utilisant le théorème
1.16, la proposition 1.19 et le fait qu’une paire de Λa admet au plus un successeur non trivial
sous q si q n’est pas une racine de l’unité, on peut conclure que PGdN(q, v) admet toujours
au maximum deux facteurs de composition (c-à-d. l’irréductible LN,d;v−n et possiblement
l’irréductible LN,t;y−N associé au successeur direct (t, y−N) de (d, v−N) via la condition B s’il
existe). Par ailleurs, on montre aisément à l’aide de la définition 1.13 et du lemme 2.8 que
les modules V dN(q, v) avec (N, d) 6∈ Vq,v correspondent exactement5 à leur partie générique.
4Dans ce mémoire, pour E ⊆ R et γ ∈ R, on se permettra de comparer à γ (à l’aide de la relation usuelle
≤) les extremums de E sans montrer préalablement leur existence. En particulier, en écrivant minE ≤ γ ou
minE > γ, on sous-entendra toujours que minE existe.
5En effet, supposons que V dN (q, v) 6' PG
d
N (q, v) avec (N, d) 6∈ Vq,v. Alors, (d, v−N ) doit admettre un
successeur direct (s, w−N ) sous la condition A. Or, la définition 1.13 (ou le théorème 1.16 et la proposition
1.19 si q est une racine de l’unité) avec le lemme 2.8 forcent s = min{x ∈ Z |x > d, x ≡2 d et qx = z2} > N
d’où on obtient de V sN (q, w) = 0 la contradiction PG
d
N (q, v) = V dN (q, v)/ Im θ̂s,d;w,v(N) ' V dN (q, v).
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2.4.2. Caractérisation partielle du noyau de idN(q,v)
Soient N, d ∈ Z≥0 tels que d ≤ N et d ≡2 N avec q, v ∈ C non nuls. On aimerait démontrer
que la partie générique PGdN(q, v) est un quotient de l’image du morphisme idN(q,v). Pour ce
faire, on montre d’abord que ce morphisme ne correspond jamais à l’application nulle.
Lemme 2.10. Le morphisme idN(q,v) est non nul.
Démonstration. Supposons d = N . Alors, en vertu de la définition de iNN(q,v), on a
[iNN(q,v)](idN) = |0〉v 6= 0 et le résultat voulu est donc vérifié. Si d < N , on considère plutôt









Soit maintenant |x1...xN〉v l’unique élément de BCN,d(q,v) défini par
xj =

















d’où le résultat par indépendance linéaire des éléments de BCN,d(q,v) et puisque v 6= 0 6= u. 
Proposition 2.11. Supposons que q soit une racine de l’unité. Soit (d, v−N) ∈ Λa avec
d ≤ N et d ≡2 N . Soient aussi p = min{x ∈ N | q2x = 1} et (t, y−N) le successeur direct de
(d, v−N) via la condition B. Alors, le morphisme idN(q,v) ◦ θ̂t,d;y,v(N) : V tN(q,y) → CN(q,v,d)
est non nul si t < d+ 2p et t ≤ N .
Démonstration. Posons rt = 12(N − t), rd =
1
2(N − d) et k =
1
2(t − d) < p. Considérons
ν1...rt ∈ BtN(q,y) (interprété comme idt si rt = 0) avec |x1...xN〉v ∈ BCN,d(q,v) où
xj =

























Fig. 2.1. L’état ν1...rt ∈ BtN(q,y) et l’élément |x1...xN〉 ∈ BCN,d(q,v) considérés (si rt 6= 0).
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On s’intéresse au coefficient c devant |x1...xN〉v dans [idN(q,v) ◦ θ̂t,d;y,v(N)](ν1...rt). Par indé-
pendance linéaire des éléments de BCN,d(q,v), il suffit, pour achever cette démonstration, de
prouver que ce coefficient est non nul. Pour ce faire, on pose z = v−N et on rappelle que
θ̂t,d;y,v(N) = ϕ−1N,d(v) ◦ θt,d;y,z(N) ◦ ϕN,t(y)
où ϕN,d(v), ϕN,t(y) sont les isomorphismes de la section 1.2.3 et où θt,d;y,z(N) est le mono-


















Soit µ ∈ BWt,d(q,z). En multipliant µ à droite de w1...rt , on obtient un élément de BWN,d(q,z)
où les défauts de µ ont été déplacés de 2r positions vers le bas (les 2r premières positions
étant déjà occupées par les boucles provenant de w1...rt). Soit µ̄ l’élément de BdN(q,v) tel
que beg µ̄ = beg(w1...rtµ). Alors, ζµ̄ = ζw1...rtµ = ζµ + 2rtd et, en vertu de la définition de
l’isomorphisme ϕN,d(v), on obtient [ϕN,d(v)](µ̄) = vζµv2rtdw1...rtµ. Ainsi,








Pour 1 ≤ x ≤ k + 1 = 12(t− d) + 1 = rd − rt + 1, on définit
Ax = {j1}rtj1=1 ∪ {2rt + j2}
k
j2=x ∪ {N − j3 + 1}
x−1
j3=1



























2rt + x− 1
2rt + x
2rt + k
2rt + k + 1
2rd − x+ 1
2rd − x+ 2
N − x+ 1
N − x+ 2
N
Fig. 2.2. L’état ẇx ∈ BdN(q, v).
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Affirmation 1 Soit µ ∈ BWt,d(q,z) tel que le coefficient cµ devant |x1...xN〉v dans [idN(q,v)](µ)
est non nul. Alors, µ correspond à l’état ẇx pour un certain x entre 1 et k + 1.











Puisque cµ 6= 0, pour chaque (i, j) ∈ ψ(µ̄), on doit avoir que i ou j correspond à un signe
négatif de |x1...xN〉v modulo N . En d’autres termes, il doit exister une bijection
fµ : ψ(µ̄)→ {1, ...rt, 2rt + 1, ..., rt + rd}
associant à chaque boucle sa position d’ouverture ou de fermeture. On considère deux cas.
(Cas 1) Supposons que, via fµ, tous les éléments de {2rt + 1, ..., rt + rd} correspondent à
une position de fermeture de boucle. Puisque beg µ̄ = beg(w1...rtµ), les 2r premières
positions de µ̄ sont occupées par les boucles provenant de w1...rt . Ainsi, puisqu’elle
ne peut pas croiser de défaut, la boucle aboutissant en 2rt + j dans cet état (avec
1 ≤ j ≤ k = rd − rt) doit avoir été ouverte en N − j + 1. Par conséquent, on a
beg µ̄ = {1, ..., rt, N − k + 1, ..., N} = beg ẇk+1
et il s’ensuit que µ̄ = ẇk+1.
(Cas 2) Supposons qu’il existe un élément de {2rt+1, ..., rt+rd} correspondant, via fµ, à une
ouverture de boucle. Soit jc ∈ {2rt+1, ..., rt+ rd} l’élément minimal respectant cette
condition et soit jf la position de fermeture de la boucle de µ̄ débutant en jc. Puisque
fµ est bien définie, jf n’est pas élément de {2rt + 1, ..., rt + rd}. Ainsi, dans µ̄, les
positions j′ telles que jc ≤ j′ ≤ rt + rd sont comprises dans l’enveloppe convexe de la
boucle d’extrémités jc et jf . Cette observation et la bijectivité de fµ impliquent que
ces positions doivent toutes correspondre à des ouvertures de boucles. De plus, par
minimalité de jc, les positions {2rt + 1, ..., jc − 1} doivent quant à elles correspondre
à des fermetures de boucles au sein de µ̄. Donc, puisque beg µ̄ = beg(w1...rtµ), la
boucle aboutissant en 2rt + ` dans µ̄ (avec 1 ≤ ` ≤ jc − 2rt − 1) doit, comme dans le
cas 1, avoir été ouverte en N − `+ 1. On a alors,
beg µ̄ = {1, ..., rt, jc, ..., rt + rd, N − jc + 2rt + 2, ..., N}
= {1, ..., rt, 2rt + x, ..., rt + rd, N − x+ 2, ..., N}
= beg ẇx
où x = jc − 2rt ∈ {1, ..., k}. Ainsi, µ̄ = ẇx et le résultat d’intérêt est encore vérifié.
Ceci achève cette démonstration. 4
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Soit 1 ≤ x ≤ k + 1. Considérons l’élément ŵx ∈ BWt,d(q,z) tel que
beg ŵx = {j1}kj1=x ∪ {t− j2 + 1}
x−1
j2=1 = {j ∈ N | j + 2rt ∈ Ax}
























2k − x+ 1






Fig. 2.3. Le diagramme standard ŵx.
Il satisfait, comme le montre un calcul direct, la relation w1...rtŵx = ẇx. Ainsi, puisque
l’application µ 7→ w1...rtµ est clairement injective sur BWt,d(q,z), le coefficient recherché est,
selon les résultats précédents et avec γ0 = y
t
2 (2N−t+1)v−2rtd,











































où, pour 1 ≤ x ≤ k + 1, on a posé
cx = q
1





Puisque les paramètres y, v et q sont tous non nuls, il suffit, pour conclure que c 6= 0, de
prouver que la somme ∑k+1x=1 cx ne s’annule pas. Soit donc 1 ≤ x ≤ k + 1. En regardant la




` = 12(t− 2k)(2k + t− 2x+ 3) =
d
2(2t− d+ 3)− dx.
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Cette forme permet également de déduire que
hP (ŵx)(q) =
[k]q!







et de conclure que ψ(ẇx) correspond à l’ensemble
{(j1, 2rt − j1 + 1)}rtj1=1 ∪ {(2rt + j2, 2rd − j2 + 1)}
k
j2=x ∪ {(N − j3 + 1, N + 2rt + j3)}
x−1
j3=1.
Ainsi, au sein de ẇx, les signes négatifs aux positions Aouv = {j1}rtj1=1 ∪ {2rt + j2}kj2=x et
Afer = {2rt + j3}x−1j3=1 dans |x1...xN〉v correspondent respectivement à des ouvertures et à des



















avec γ1 = v−(k
2+r2t+2rd)u−(rd+2) ne dépendant pas de x. Or, (d, v−N) q (t, y−N) directement
via la condition B de sorte que, selon le théorème 1.16 (ou la proposition 1.19 si (d, z) est la
paire problématique), on a t = −s + δi avec qs = z2 = v−2N et qδi = 1 (ou 2t = 2s = δ = 4
pour la paire problématique). Par conséquent, puisque u2 = −q,
cx = q
1

















































2 (2t−d+3)) = v−(k2+r2t+2rd)u−(rd+2)q 12 ( d2 (2t−d+3)+t)v−(N+ d2 (2t−d+3))
est non nul (car les paramètres u, v et q le sont tous) et ne dépend pas du choix particulier


























Puisque γqk+1 6= 0, il suffit de démontrer que ∏kx=1(1− q2x) 6= 0. Supposons au contraire que
ce produit soit nul de sorte qu’il existe un entier 1 ≤ k ≤ x tel que q2x = 1. Alors, puisque
q2 est une p-ième racine primitive de l’unité, x doit être divisible par p. Cependant, par
hypothèse, on a 1 ≤ x ≤ k ≤ p− 1 et on aboutit ainsi à une contradiction. On conclut donc
que le coefficient c devant |x1...xN〉v dans [idN(q,v) ◦ θ̂t,d;y,v(N)](ν1...rt) doit être non nul. 
Supposons que (d, v−N) q (s, w−N) directement via la condition A. Alors, à l’aide du théo-
rème 1.16 et de la proposition 1.19, on peut reformuler la proposition précédente, lorsqu’elle
s’applique, par Ker idN(q,v) ⊆ Im θ̂s,d;w,v(N). Ainsi,








d’où PGdN(q,v) correspond à un quotient de V dN(q,v)/Ker idN(q,v) ' Im idN(q,v) ⊆ CN(q,v,d).
En d’autres termes, lorsque les hypothèses de la proposition 2.11 sont respectées, le mor-
phisme idN(q,v) permet de transporter PGdN(q,v) au sein de l’espace propre CN(q,v,d).
En fait, cette dernière conclusion demeure vraie même lorsque la proposition 2.11 ne s’ap-
plique pas, c’est-à-dire lorsque
(1) Le paramètre q n’est pas une racine de l’unité ou
(2) Le successeur direct (t, y−N) de (d, v−N) via la condition B n’existe pas ou bien est
tel que t > N ou t ≥ d+ 2p.
En effet, dans le cas 1, la paire (d, z) admet au maximum un successeur non-trivial sous q
(voir la section 1.3.2). Si ce successeur est obtenu via la condition A, le quotient PGdN(q,v)
doit être irréductible d’où le résultat découle du lemme 2.10 et du lemme de Schur. Si ce
successeur est plutôt obtenu via la condition B, alors la paire (d, z) n’admet aucun successeur
sous la condition A et une analyse rapide de la définition 1.13 démontre que le minimum
min{x ∈ Z |x > d, x ≡2 d et qx = z2} n’est pas défini. Ainsi, le lemme 2.8 stipule que
(N, d) 6∈ Vq,v et le résultat voulu suit dès lors du fait que idN(q,v) est un isomorphisme.
Pour le cas 2, supposons que q soit une racine de l’unité et que t ≥ min(N +1, d+2p) ou que
le successeur (t, y−N) n’existe pas. Alors, la paire (d, z) n’est pas la paire problématique6.
De plus, si t ≥ d + 2p, on doit avoir t = d + 2p puisque la première composante des
paires apparaissant dans la figure 1.16 augmente de haut en bas. Dans ce cas, l’organisation
des successeurs de (d, v−N) est représentée dans la figure 2.4 et on obtient en particulier
PGdN(q,v) = LN,d;v−N . Le résultat voulu découle ainsi encore du lemme de Schur et du lemme
2.8. Ce raisonnement fonctionne d’ailleurs également si t > N ou si le successeur (t, y−N)
n’existe pas puisque la relation PGdN(q, v) = LN,d;v−N est encore trivialement satisfaite dans
ces situations (voir la figure 1.16 si t > N). On a donc démontré le corollaire suivant.
6En effet, pour cette paire, ce successeur existe et la figure 1.18 donne t = 2 < d + 2p = 4 d’où la relation
t > N force N = 0 (mais la paire problématique n’est définie que si N ∈ 2N).
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(d, v−N ) (s, w−N ) (d+ 2p, v−Nqp) (s+ 2p, w−Nqp) ...
Fig. 2.4. Organisation des successeurs de (d, v−N) sous q dans les conditions considérées.
Le sous-graphe associé au diagramme de Loewy du sous-module θs,d;w,v(N), pour (s, w−N)
le sucesseur direct de (d, v−N) via la condition A, est représenté avec des flèches rouges.
Corollaire 2.12. Soient N, d ∈ Z≥0 tels que d ≤ N et d ≡2 N . Soient aussi q, v ∈ C non
nuls. Alors, la partie générique PGdN(q,v) est un quotient de Im idN(q,v).
Au chapitre 4, on montrera que l’on a en fait toujours Im idN(q,v) ' PGdN(q,v). On se contente
pour l’instant de démontrer la proposition suivante qui donne, si q2 est une p-ième racine
primitive de l’unité, la structure explicite de CN(q,v,d) lorsque le diagramme de Loewy de
V dN(q,v) admet au maximum deux étages avec N < d + 2p. Même si ce résultat est bien
plus faible que ceux qui seront obtenus dans le chapitre 4, sa démonstration indique déjà
la puissance des principaux outils développés dans les sections précédentes : notamment les
lemmes, propositions et corollaires 2.4, 2.5, 2.6, 2.8 et 2.12.
Proposition 2.13. Soient q, v ∈ C non nuls avec q2 une p-ième racine primitive de l’unité.
Soient aussi N, d ∈ Z≥0 tels que d ≤ N < d + 2p et d ≡2 N . Supposons que (d, v−N)
admette un successeur non trivial sous q (c-à-d. une infinité selon la proposition 1.15) et
notons (s, w−N) et (t, y−N) les successeurs directs de cette paire via les conditions A et B.
Supposons également que (d, v−N) ne soit pas la paire problématique et que le diagramme
de Loewy de V dN(q,v) admette au plus deux étages. Alors, la structure de CN(q,v,d) est celle




Fig. 2.5. Diagramme de Loewy de CN(q, v, d) sous les hypothèses de la proposition 2.13.
Démonstration. On divise cette preuve en l’étude de trois cas.
(Cas 1) Supposons (s, w−N) 6∈ Λa(N). Alors, s > N de sorte que (N, d) 6∈ Vq,v en vertu du
lemme 2.8 et du théorème 1.16. Ainsi, idN(q,v) est bijectif d’où, selon la figure 1.16,
les modules CN(q,v,d) et V dN(q,v) admettent la structure donnée dans la figure 2.6
avec la paire (t, y−N) présente si et seulement si (t, y−N) ∈ Λa(N).
(d, v−N )(t, y−N )
Fig. 2.6. Diagramme de Loewy de CN(q,v,d) dans le cas 1.
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(Cas 2) Supposons (t, y−N) 6∈ Λa(N) et (s, w−N) ∈ Λa(N). Alors, s ≤ N < t et, selon le
corollaire 1.14, on a (d, vN) q (t, yN) directement sous la condition A étant donné
que (d, v−N) q (t, y−N) directement sous la condition B. Ainsi, selon la figure 1.16,
t = min{x ∈ Z |x > d, x ≡2 d et qx = (v−1)−2N} > N
et le lemme 2.8 stipule que (N, d) 6∈ Vq,v−1 . Par conséquent, idN(q,v−1) est un iso-
morphisme et le théorème 1.16 avec le corollaire 1.14 permettent de conclure que
CN(q,v−1,d) admet la structure donnée par le diagramme de Loewy de la figure 2.7.
(d, vN )
(s, wN )
Fig. 2.7. Diagramme de Loewy de CN(q,v−1,d) dans le cas 2.
Or, CN(q,v−1,d) ' C∗N(q,v,d) en vertu de la proposition 2.5 d’où on déduit, à l’aide
du corollaire 2.4 et de la proposition 2.6, que la structure de CN(q,v,d) correspond à
celle donnée dans la figure 2.8.
(s, w−N )
(d, v−N )
Fig. 2.8. Diagramme de Loewy de CN(q,v,d) dans le cas 2.
(Cas 3) Posons z = v−N et supposons que (t, y−N), (s, w−N) ∈ Λa(N). Dans ce cas, s, t ≤ N
et, selon la figure 1.16, on a






où δi = min{` ∈ 2pZ | −s + ` > d}. Supposons que (t, y−N) = (s, w−N). Alors,
l’égalité t = s implique s = 12δi et la relation zq
1
2 (d−s) = zq 12 (δi−(d+s)) se simplifie en
qd = q 12 δi = qs. Dans ce cas, on doit avoir s − d ∈ 2pZ car q2 est une p-ième racine
primitive de l’unité et que d ≡2 s. Or, on a aussi d < s ≤ d + 2p d’où le résultat
précédent implique s = d + 2p > N et contredit l’hypothèse (s, w−N) ∈ Λa(N).
Il s’ensuit donc que les paires (t, y−N) et (s, w−N) sont distinctes de sorte que le
module cellulaire V dN(q,v) et sa partie générique PGdN(q,v) admettent les diagrammes
de Loewy présentés dans la figure 2.9 de la page suivante. À partir de cette figure,
le corollaire 1.14 permet d’obtenir la structure de V dN(q,v−1) et de PGdN(q,v−1). Les
diagrammes de Loewy associés sont consignés dans la figure 2.10.
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(d, v−N )
(s, w−N ) (t, y−N )
(d, v−N )
(t, y−N )
Fig. 2.9. Diagramme de Loewy de V dN(q,v) (gauche) et de PGdN(q,v) (droite) dans le cas 3.
(d, vN )
(t, yN ) (s, wN )
(d, vN )
(s, wN )
Fig. 2.10. Structure de V dN(q,v−1) (gauche) et de PGdN(q,v−1) (droite) dans le cas 3.
À partir de la figure 2.9 et du corollaire 2.12, on peut conclure que les facteurs
(d, v−N) et (t, y−N) doivent être présents dans le diagramme de Loewy de CN(q, v, d)
et doivent être reliés par une flèche de (d, v−N) vers (t, y−N). De la même façon, on
déduit de la figure 2.10 l’existence d’une flèche allant de (d, vN) vers (s, wN) dans le
diagramme de Loewy de CN(q, v−1, d). Alors, selon le corollaire 2.4 et les propositions
2.5 et 2.6, on peut conclure que le diagramme de CN(q, v, d) doit contenir une flèche
allant de (s, w−N) vers (d, v−N). Ainsi, puisque
dimCN(q,v,d) = dim V dN(q,v) = dimLN,d;v−N + dimLN,s;w−N + dimLN,t;y−N .
l’unique diagramme de Loewy possible pour CN(q, v, d) correspond dans ces circons-
tances à celui donné dans la figure 2.5.
Ceci achève cette démonstration. 
En interprétant différemment le diagramme de la figure 2.5, on peut affaiblir les hypothèses
de la proposition précédente pour lui permettre de donner la structure de CN(q, v, d) dans
le cas de toute paire (d, v−N) ∈ Λa(N) pour laquelle le diagramme de Loewy de V dN(q, v) a
au plus deux étages avec d + 2p > N . En effet, supposons par exemple qu’une telle paire
(d, v−N) ∈ Λa(N) n’admette pas de successeur non trivial sous q (avec q une racine de
l’unité ou non). Alors, V dN(q,v) est irréductible selon le théorème 1.17 et il suit directement
du lemme de Schur et du lemme 2.8 que V dN(q,v) ' CN(q,v,d). Dans cette situation, la
structure de CN(q,v,d) peut évidemment encore être vue comme étant donnée par la figure
2.5 avec les facteurs (t, y−N) et (s, w−N) interprétés comme ne faisant pas partie de Λa(N).
De la même manière, si q n’est pas une racine de l’unité, alors la paire (d, v−N) admet au
maximum un successeur non trivial sous q. Si ce successeur existe et est obtenu via la
condition B ou la condition A, alors on a respectivement (N, d) 6∈ Vq,v ou (N, d) 6∈ Vq,v−1
(voir le corollaire 1.14 et la démarche suivant la démonstration de la proposition 2.11) de sorte
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qu’il est possible d’obtenir la structure de CN(q, v, d) à l’aide d’un raisonnement analogue
à celui utilisé dans le cas 1 ou le cas 2 de la démonstration précédente. Le diagramme de
Loewy associé à cette structure correspond alors, encore dans ce cas, à celui de la figure 2.5
où on interprète le successeur manquant comme n’appartenant pas à Λa(N).
Remarque 2.14. Soit d ≥ 0. Alors, le travail fait jusqu’ici permet en particulier de donner
la structure des modules CN(q, v, d) quand q n’est pas une racine de l’unité ou lorsque
(d, v−N) n’admet pas de successeur non trivial sous q. Pour cette raison, le symbole q
désignera dorénavant toujours une racine de l’unité et il sera désormais sous-entendu que
la paire (d, v−N) admet des successeurs non triviaux sous q (c’est-à-dire une infinité de
tels successeurs selon la proposition 1.15). On réservera ainsi le symbole p pour désigner
l’entier positif minimal satisfaisant q2p = 1 de sorte que q2 sera toujours une p-ième racine
primitive de l’unité. On note d’ailleurs qu’il est suffisant de se concentrer uniquement sur les
modules CN(q, v, d) avec d ≥ 0 comme on l’a fait jusqu’à maintenant en raison de l’existence
de l’isomorphisme ηN(q,v,d) : CN(q, v, d)→ CN(q−1, v−1,−d) de la section 2.2.
On conclut maintenant ce chapitre en calculant explicitement dans l’exemple suivant la
structure de CN(q, v, d) lorsque (d, v−N) correspond à la paire problématique avec N = 2.
Exemple 2.15. On considère (N, d) = (2, 0) avec q, v ∈ C tels que q2 = −1 et q = z = v−2.












En considérant plutôt la base B =
{
|−+〉v , |+−〉v − |−+〉v
}












correspond à un sous-module de C2(q, v, 0) iso-
morphe à L2,2;−1. En outre, ces dernières matrices montrent aussi que C2(q, v, 0)/V ' L2,2;1.
Si ce quotient correspondait à un sous-module de C2(q, v, 0), il existerait des coefficients
γ1, γ2 ∈ C tels que Ωv = v 6= 0 = e1v avec v = γ1 |+−〉v + γ2 |−+〉v. Cependant, on a





d’où la seule solution aux relations d’intérêt est donnée par γ1 = γ2 = 0. On peut donc
conclure que le socle de C2(q, v, 0) contient L2,2;−1, mais ne contient pas L2,2;1. On a ainsi
une suite exacte courte non-scindée
0→ L2,2;−1 → C2(q, v, 0)→ L2,2;1 → 0
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Par conséquent, puisque dimC2(q, v, 0) = 2 = dimL2,2;1 + dimL2,2;−1, on peut conclure que
le diagramme de Loewy de C2(q, v, 0) correspond à celui donné dans la figure 2.11 ci-dessous.
(2, 1)
(2,−1)
Fig. 2.11. Diagramme de Loewy de C2(q, v, 0) avec q2 = −1 et q = v−2.
Remarquons qu’on obtient alors également le diagramme de Loewy de C2(q, v−1, 0) à l’aide
du corollaire 2.4 et des propositions 2.5 et 2.6. Celui-ci est représenté dans la figure 2.12.
(2,−1)
(2, 1)
Fig. 2.12. Diagramme de Loewy de C2(q, v−1, 0) avec q2 = −1 et q = v−2.
En particulier, C2(q, v, 0) 6' C2(q, v−1, 0) même si, selon le corollaire 1.11 et la définition de




Groupes quantiques et dualité de Schur-Weyl
Lorsque q2 6= 1, la chaîne de spin CN(q−1,v) du chapitre 2 peut naturellement être considérée
comme une représentation de l’extension de Lusztig LUqsl2 du groupe quantique Uqsl2. On
utilisera ici cette représentation pour définir des morphismes TLaN(β)-linéaires ft,d(q−1, v)
entre les espaces propres CN(q−1,v,d) de différentes chaînes XXZ.
Dans les premières sections de ce chapitre, on définit l’extension LUqsl2 et on étudie en détail
sa théorie de la représentation. On introduit aussi, lors de la section 3.3, la LUqsl2-action
considérée pour la chaîne CN(q−1, v) et on définit les applications ft,d(q−1, v). On caractérise
enfin dans cette même section le noyau de ces applications à l’aide de longues suites exactes
de mod TLaN(β) et d’une décomposition de CN(q−1, v) à la Clebsch-Gordan.
Dans les pages suivantes, le symbole q désignera toujours un paramètre complexe non nul
avec q2 une p-ième racine primitive de l’unité. On supposera également en tout temps p ≥ 2
et on réfère à l’annexe A pour l’analyse des cas où q = ±1.
3.1. L’extension de Lusztig LUqsl2
Soient t une indéterminée et A = Z[t, t−1]. À la manière de [10], on définit la forme ration-
nelle Utsl2 comme la Q(t)-algèbre de générateurs {E,F,K±1, id} satisfaisant les relations








et F (n) = F
n
[n]t!
pour n ∈ N. On note U resA la sous-A-algèbre de Utsl2 ayant ces éléments et K±1 comme
générateurs. Cette algèbre est généralement appelée la forme intégrale de Lusztig.
Théorème 3.1 ([10], [31]). La forme intégrale U resA est isomorphe à la A-algèbre ayant
comme ensemble générateur
{






∣∣∣ r, c ∈ Z où r ≥ 0} avec les relations








∣∣∣ r, c ∈ Z où r ≥ 0} est centrale;
(2) K±1K∓1 = id, KE(r) = t2rE(r)K et KF (r) = t−2rF (r)K (r ∈ Z≥0);















































































(r, c ∈ Z≥0);















































(r, n ∈ Z≥0, c ∈ Z).












En particulier, le coté droit de cette égalité appartient1 à U resA .
Fixons une racine de l’unité q avec p = min{x ∈ N | q2x = 1} ≥ 2 et notons evq : A → C le
morphisme d’anneaux donné par evq(t±1) = q±1. On définit une A-action à droite sur C via





pour γ ∈ C et p(t, t−1) ∈ A. Le foncteur induction C⊗A− : ModA → ModC correspondant
à cette action permet alors de conférer à l’espace vectoriel LUqsl2 = C⊗A U resA une structure
de C-algèbre à l’aide de la multiplication naturelle
(γ1 ⊗A x1)(γ2 ⊗A x2) = γ1γ2 ⊗A x1x2
pour x1, x2 ∈ LUqsl2 et γ1, γ2 ∈ C.
1Ce résultat hautement non trivial découle essentiellement de la relation 8 du théorème 3.1.
80







(pour r, c ∈ Z avec r ≥ 0) et admet les relations obtenues en changeant2 la
variable t par la racine q (et les générateurs x de U resA pour 1⊗A x) dans le théorème 3.1.
Proposition 3.3. La relation 1⊗AEp = 1⊗AF p = 0 est satisfaite dans LUqsl2. Par ailleurs,
l’élément 1⊗A Kp y est central et 1⊗A K2p = 1⊗A id.
Démonstration. Remarquons que [p]t = tp−1 + tp−3 + ...+ t1−p ∈ A et que [p]q = 0. Ainsi,
1⊗A F p = 1⊗A [p]t!F (p) = (1 • [p]t)⊗A [p− 1]t!F (p) = [p]q ⊗A [p− 1]t!F (p) = 0
et on déduit que 1 ⊗A Ep = 0 de manière analogue. Par ailleurs, 1 ⊗A Kp commute trivia-






(pour r, c ∈ Z avec r ≥ 0) en vertu
de la première relation du théorème 3.1. Il s’agit donc bien d’un élément central de LUqsl2





= 1⊗A KpE(r) = 1⊗A t2prE(r)Kp






































































Notons Rp l’ensemble des p-ièmes racines de l’unité. Alors, puisque la racine q2 ∈ Rp est














(1⊗A K)2 − y(1⊗A id)
)
= (1⊗A K)2p − 1⊗A id = 0
d’où le résultat voulu. 
2Les coefficients apparaissant dans les relations du théorème 3.1 appartiennent tous à A (voir le corollaire
6.5.3 de [10]) de sorte que la substitution de q pour t peut être faite directement.
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3.1.1. Une sous-algèbre remarquable
À partir de maintenant, on effectuera un léger abus de notation en omettant le symbole ⊗A
lors de l’écriture des éléments de LUqsl2. On écrira ainsi γE(r) afin de désigner l’élément
γ ⊗A E(r) où r ∈ Z≥0 et γ ∈ C. Avec cette notation, on peut donner une C-base (à la













∣∣∣∣ a1, ..., a6 ∈ Z≥0 avec a2, a6 < p et a3 < 2p
}
.
Considérons les éléments e, f, h ∈ LUqsl2 donnés par
e = KpE(p), f = (−1)p+1qpF (p) et h = [e, f ].
On voudrait démontrer que la sous-algèbre de LUqsl2 engendrée par ces éléments est iso-
morphe à l’algèbre universelle enveloppante de l’algèbre de Lie sl2 (que l’on notera Usl2).
Cela est fait très généralement dans [32] à l’aide d’une application appelée morphisme de
Frobenius quantique, mais on propose ici une méthode de démonstration plus directe.


























 2(−1)p+1qpKp si r = p,0 sinon
sont satisfaites dans l’algèbre LUqsl2.


















































3Tel que mentionné dans cet article, pour q une `-ième racine primitive de l’unité, comme C-espaces vectoriels,






]⊗C C[F ]/〈F (`α)〉 ⊗C C[F (`α)]
avec `α = `pgcd(`,2) et où, par exemple, C[E]/〈E
(`α)〉 désigne le quotient de l’algèbre C[E] par l’idéal engendré
par E(`α). Selon notre convention, ` ∈ {p, 2p} et p doit être impair lorsque ` = p. Ainsi, `α = p et, puisque
le produit tensoriel sur C est commutatif, on obtient l’isomorphisme C-linéaire







qui permet en particulier de conclure que BPBW est une C-base de LUqsl2.
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est nul et achève la démonstration du premier résultat
d’intérêt. Pour le second, remarquons que, si r = p, les relations 3 et 5 du théorème 3.1 ainsi
que le théorème 1.25 permettent d’obtenir[










































































Enfin, si 1 ≤ r ≤ p− 1, on peut réutiliser la relation 5 du théorème 3.1 pour déduire que[



















avec, pour 0 ≤ ` ≤ p,
γ` = q2(p−r)(p−`)
[















[2(p− r) + j1]q −
`−1∏
j2=0








[2(p− r) + j]q





où l’égalité 1 suit de la proposition 1.26. 
Proposition 3.5. Avec e = KpE(p), f = (−1)p+1qpF (p) et h = [e, f ], on a
[h, e] = 2e et [h, f ] = −2f.
Autrement dit, la sous-algèbre de LUqsl2 engendrée par {e, f, h} est isomorphe à Usl2.
Démonstration. Puisque Kp est central et que K2p = 1, on a






















































































































Ainsi, en réutilisant le lemme 3.4, on obtient
























E(p−r)E(p) = 2KpE(p) = 2e
comme voulu. On a aussi































































































Finalement, en utilisant une dernière fois le lemme 3.4, on obtient






















car K2p = id. L’énoncé est donc démontré. 
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Conformément à la proposition précédente, on se permettra désormais de dénoter par Usl2
la sous-algèbre de LUqsl2 engendrée par e, f et h. On notera aussi U l’algèbre engendrée
par {e, f, h,K} et on désignera par ↓U : modLUqsl2 → mod U le foncteur restriction associé
(envoyant un LUqsl2-module au U -module obtenu par restriction de l’action). Il s’agit
d’un foncteur exact4. La vraie utilité de ce foncteur par rapport à l’étude effectuée dans ce
mémoire provient cependant de la propriété suivante de la catégorie mod U .
Proposition 3.6. Tout objet de mod U est semisimple.
Démonstration. Soit M un U -module non nul5 de dimension finie. Alors, l’action de K
est diagonalisable6 surM étant donné que K2p = id. Par ailleurs, cette action commute avec
celle des éléments de Usl2 puisque, par exemple, selon la relation 2 du théorème 3.1,
Ke = KpKE(p) = q2pKpE(p)K = eK.
Par conséquent, si λ est une valeur propre de K sur M , l’espace propre associé Mλ est un
Usl2-module non nul (de dimension finie) étant donné que
K(xm) = x(Km) = λxm











avec S le spectre de K sur M , {nλ}λ∈S ⊆ N et {Mjλ |λ ∈ S et 1 ≤ j ≤ nλ} des représen-
tations irréductibles de Usl2. Le résultat voulu découle alors du fait que les représentations
irréductibles Mjλ ⊆ Mλ sont aussi trivialement des U -modules simples puisque K agit







Fig. 3.1. Foncteurs définis dans la section 3.1 et dans l’annexe C (avec l’algèbre U qsl2). Ces
foncteurs sont exacts. Par ailleurs, tous les objets de mod U sont semisimples et ↓L ainsi
que ↑L préservent respectivement l’injectivité et la projectivité des modules.
4On peut en effet utiliser le théorème 5.3 du chapitre II de [2] pour obtenir un isomorphisme fonctoriel
↓U' HomLUqsl2(LUqsl2,−) et conclure l’exactitude de ↓U du fait que LUqsl2 est un LUqsl2-module libre.
5Le U -module nul est ici considéré comme étant trivialement semisimple.
6En effet, notons ρ : U → EndM la représentation de U considérée sur le module M et R2p l’ensemble des
2p-ièmes racines de l’unité. Alors, puisque ρ est une représentation, [ρ(K)]2p doit être la matrice identité et
le polynôme p(x) = x2p−1 =
∏
j∈R2p(x−j) doit annuler la matrice ρ(K). Ainsi, puisque ce polynôme scinde
en facteurs linéaires, le théorème de Cayley-Hamilton stipule qu’il doit en être de même pour le polynôme
minimal de la matrice ρ(K) de sorte que cette matrice est certainement diagonalisable.
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3.1.2. Structure d’algèbre de Hopf
Par définition7, la A-algèbre U resA est engendrée par {E(n), F (n), K±1}n≥0. Ainsi, un ensemble
générateur naturel8 pour la C-algèbre LUqsl2 = C⊗A U resA est donné par {E(n), F (n), K}n≥0
(avec l’abus de notation discuté au début de la sous-section précédente). Néanmoins, on
considérera aussi dans ce mémoire l’ensemble générateur donné dans la proposition ci-dessous
puisque celui-ci permet de mettre en évidence la sous-algèbre U de LUqsl2 introduite dans
les pages précédentes.
Proposition 3.7. L’algèbre LUqsl2 est engendré par {E,F,K, e, f}.
Démonstration. Soient n, n1, n2 ∈ Z≥0 tels que n = n1p+ n2 avec n2 < p. En utilisant le











































 = n1![n2]q!q−pn1n2q 12p2n1(n1−1)
qui est un nombre complexe non nul. Ainsi, E(n) ∈ spanC(K−n1pen1En2) et on montre de la
même façon que F (n) ∈ spanC(fn1F n2). L’énoncé voulu découle alors du fait que LUqsl2 est
engendrée, comme mentionné ci-haut, par l’ensemble {E(n), F (n), K}n≥0. 
Dans [31], une structure d’algèbre de Hopf9 est définie sur la Q(t)-algèbre Utsl2 et sur la
forme intégrale U resA . Cette structure permet de considérer également l’extension de Lusztig
comme une C-algèbre de Hopf10 avec le coproduit ∆ : LUqsl2 → LUqsl2⊗LUqsl2 (qui est un















q−`(n−`)F (`) ⊗K−`F (n−`)
et ∆(K) = K ⊗K. En particulier,
∆(E) = E ⊗ id +K ⊗ E et ∆(F ) = id⊗ F + F ⊗K−1.
7À partir de maintenant, on désigne par ⊗ le produit tensoriel ⊗C.
8On utilise ici le fait que K2p = id au sein de LUqsl2 en vertu de la proposition 3.3.
9Dans ce mémoire, on utilisera très peu les notions reliées aux algèbres de Hopf et il n’est donc pas nécéssaire
de connaître la définition de ce concept pour comprendre les pages suivantes. On réfère tout de même à [10]
pour une introduction de ces notions adaptées à l’étude des groupes quantiques (voir aussi l’annexe B).
10Voir la note 8.11 de [31].
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L’image des éléments e et f sous le coproduit ∆ est donnée dans la proposition suivante.
L’expression obtenue généralise11 celle présentée dans [9] pour le paramètre q = eiπ/p.
Proposition 3.8. On a













(−qp)`F p−` ⊗K`+pF `
Démonstration. Soit 1 ≤ s ≤ p − 1. Alors, puisque le coproduit ∆ est un morphisme



















































q−`(p−`)F (p−`) ⊗K`−pF (`) = (−1)p+1qp
p∑
`=0
q−`(p−`)F (p−`) ⊗K`+pF (`)
= f ⊗Kp + id⊗K2pf + (−1)p+1qp
p−1∑
`=1
q−`(p−`)F (p−`) ⊗K`+pF (`)













F p−` ⊗K`+pF `







(−qp)`−1F p−` ⊗K`+pF `







(−qp)`F p−` ⊗K`+pF `
Ceci achève cette démonstration. 
11Notons que les auteurs de [9] utilise le coproduit réciproque ∆op = τ ◦∆ avec τ⊗ l’automorphisme C-linéaire
de LUqsl2 ⊗ LUqsl2 défini par τ⊗(x⊗ y) = y ⊗ x pour x, y ∈ LUqsl2.
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Soient M,N deux LUqsl2-modules. Alors, l’espace vectoriel M ⊗ N est naturellement une
représentation de l’algèbre LUqsl2 ⊗ LUqsl2 via l’action définie C-linéairement comme
(a1 ⊗ a2)(m⊗ n) = a1m⊗ a2n
où a1, a2 ∈ LUqsl2, m ∈ M et n ∈ N . On peut ainsi utiliser le coproduit ∆ pour considérer
plutôt M ⊗N comme un LUqsl2-module (noté M ⊗c N) avec l’action
a • (m⊗ n) = ∆(a)(m⊗ n)
où a ∈ LUqsl2, m ∈M et n ∈ N . On démontre la proposition suivante dans l’annexe B.
Proposition 3.9. Soient P,M des LUqsl2-modules avec P projectif. Alors, P ⊗c M est
également un LUqsl2-module projectif.
Cette proposition sera utilisée dans la section 3.2 afin d’obtenir la décomposition de certains





où Φp(t) désigne le p-ième polynôme cyclotomique. Notons que, comme q2 est une p-ième
racine primitive de l’unité, q2 = e2iπ
`
p pour un certain 1 ≤ ` ≤ p avec pgcd(`, p) = 1. Ainsi,














est un nombre complexe non nul bien défini.
Proposition 3.10 ([30]). L’élément Ht appartient à la forme intégrale U resA .




est un élément bien défini de LUqsl2. Il satisfait la relation ∆(H) = H⊗ id+ id⊗H (cf. [30]).
3.2. Théorie de la représentation
L’objectif de cette section est de caractériser partiellement les représentations de dimension
finie de l’extension de Lusztig LUqsl2. En particulier, on identifie, dans les sous-sections
3.2.1 et 3.2.2, tous les objets simples et projectifs indécomposables (de type 1) de la catégorie
modLUqsl2 tout en donnant une réalisation explicite pour ces objets. On étudie également,
dans la section 3.2.3, la structure de certains produits tensoriels de LUqsl2-modules afin
d’aboutir à des règles partielles de fusion pour modLUqsl2.
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3.2.1. Irréductibles
Puisque K2p = id, l’opérateur représentant K sur un LUqsl2-module doit être diagonalisable
avec un spectre contenu dans l’ensemble des 2p-ièmes racines de l’unité. Il est ainsi naturel de
dire qu’un LUqsl2-moduleM est de type 1 si K agit surM avec des valeurs propres s’écrivant
comme des puissances entières du nombre complexe q. On exclut donc la possibilité qu’une
puissance non entière de q (comme −q pour q = e2iπ/3) corresponde à une valeur propre de
K sur un LUqsl2-module de type 1. On démontre aisément la proposition suivante.
Proposition 3.11. Soient M et N des LUqsl2-modules de type 1. Alors, les quotients et
sous-modules de M (ou N) ainsi que les modules M ⊕N et M ⊗c N sont aussi de type 1.
Soit i ∈ Z≥0 et fixons s, r ∈ N tels que i = (r− 1)p+ s− 1 et s ≤ p. On définit le module de
Weyl ∆q(i) (cf. [1]) comme le C-espace vectoriel de base {m0, ...,mi} avec la LUqsl2-action
Kmk = qi−2kmk, E(n)mk =
[











pour n ∈ Z≥0, k ∈ {0, ..., i} et où m` est nul si ` < 0 ou ` > i. Ce module est de type 1.
Proposition 3.12 ([1]). La coiffe Lq(i) = top ∆q(i) est irréductible. Par ailleurs,
(1) Supposons que i < p ou i+ 1 ≡p 0. Alors, ∆q(i) = Lq(i).
(2) Supposons que i = (r− 1)p+ s− 1 où s, r ∈ N avec s < p et posons j = i+ 2(p− s).
Alors, Lq(i) = soc ∆q(j) et il existe une suite exacte courte non scindée
0→ Lq(i)→ ∆q(j)→ Lq(j)→ 0
(3) L’ensemble {Lq(i) | i ∈ Z≥0} est un ensemble complet de LUqsl2-modules simples de
type 1 non isomorphes et de dimension finie.
Posons à nouveau j = i + 2(p − s) = (r + 1)p − s − 1 et notons Vj le sous-espace de ∆q(j)
ayant pour base Bj = {map+b | 0 ≤ a ≤ r− 1 et p− s ≤ b ≤ p− 1}. La proposition suivante
(avec la proposition 3.12) montre que Vj ' Lq(i).
Proposition 3.13. L’espace vectoriel Vj est stable sous l’action de LUqsl2.
Démonstration. Soient map+b ∈ Bj et n ∈ Z≥0. Soient aussi n1, n2 ∈ Z≥0 tels que n2 < p
et n = n1p + n2. Alors, la définition de ∆q(j) permet de conclure que l’élément E(n)map+b
de ∆q(j) appartient à Vj lorsque n2 ≤ b+ s− p. Par ailleurs, pour n2 ≥ b+ s− p+ 1 ≥ 1,
j − (ap+ b) + n = j − (ap+ b) + n1p+ n2 = (r − a+ n1)p+ γ
avec 0 ≤ γ = p+ n2 − (s+ b+ 1) ≤ n2 − 1 < n2 < p d’où, selon le théorème 1.25,
E(n)map+b =
[






De la même façon, si n2 ≤ p− b− 1, on a trivialement F (n)map+b ∈ Vj et, si n2 ≥ p− b ≥ 1,
on peut déduire que F (n)map+b = 0 du théorème 1.25 et du fait que
ap+ b+ n = ap+ b+ n1p+ n2 = (a+ n1 + 1)p+ γ
avec 0 ≤ γ = b + n2 − p ≤ n2 − 1 < n2 < p. Le résultat voulu suit alors de la relation
Kmap+b = qj−2(ap+b)map+b ∈ Vj et du fait que {E(n), F (n), K}n≥0 engendre LUqsl2. 
Corollaire 3.14. La dimension du simple Lq(i) est dimLq(i) = dimVj = sr.
Remarque 3.15. Dans [10], les auteurs dénotent par V resA (j) le U resA -module défini sur le
A-module libre de base {v0, ..., vj} à partir de l’action
Kvk = tj−2kvk; E(n)vk =
[











pour n ∈ Z≥0 et où v` = 0 si ` < 0 ou ` > j. L’espace C⊗AV resA (j) est alors aussi muni d’une
structure naturelle de LUqsl2-module via l’action définie par (γ1⊗Ax)(γ2⊗A v) = γ1γ2⊗Axv
où γ1, γ2 ∈ C, x ∈ U resA et v ∈ V resA (j). Avec cette action, on a une bijection LUqsl2-linéaire































(1⊗A vk) = (j − 2k)(1⊗A vk)

























Φd(t2) ∈ Z[t2] ⊆ A.
En particulier, l’isomorphisme ci-haut donneHmk = (j−2k)mk et qHmk = qj−2kmk = Kmk.
Définition 3.16 (Module de plus haut poids). SoitM un LUqsl2-module. On dit que x ∈M
est un vecteur de plus haut poids λ si x est un vecteur propre de H de valeur propre λ tel
que E(n)x = 0 pour chaque n ∈ N. On dit également que M est un module de plus haut
poids λ si M est un LUqsl2-module cyclique engendré par un vecteur de plus haut poids λ.
Selon la remarque 3.15, le module ∆q(j) est un LUqsl2-module de plus haut poids j avec m0
comme vecteur de plus haut poids. Par ailleurs, cette même remarque et les propositions 3.12
et 3.13 permettent aisément de montrer que le module Vj ' Lq(i) est l’unique LUqsl2-module
simple de type 1 de plus haut poids i. Son vecteur de plus haut poids est mp−s ∈ Vj ⊆ ∆q(j).
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Lemme 3.17. Soit M un LUqsl2-module de dimension finie de plus haut poids i ∈ Z≥0 et
de type 1. Alors, la coiffe topM est la somme directe de n copies du simple Lq(i) pour un
certain n ∈ N. En particulier, topM contient une copie du module irréductible Lq(i).
Démonstration. Notons x le vecteur de plus haut poids de M et fixons un sous-module
simple L ⊆ topM . Puisque topM est semisimple, L est aussi un quotient de topM d’où on
peut supposer que L = M/N pour un certain sous-module N ⊆M contenant radM . Notons
π : M → L la projection canonique associée et considérons ` ∈ L. Remarquons que, puisque
π est surjective et que M est engendré par x, on doit avoir ` = π(ax) = aπ(x) pour un
certain a ∈ LUqsl2 de sorte que L est engendré par π(x). De plus, puisque x est un vecteur
de plus haut poids i, on doit avoir Hx = ix et E(n)x = 0 (pour n ∈ N) d’où Hπ(x) = iπ(x)
et E(n)π(x) = 0 (pour n ∈ N). Ainsi, π(x) est un vecteur de plus haut poids i pour le
module simple L ⊆ topM (qui est de type 1 selon la proposition 3.11) et les commentaires
émis ci-dessus permettent de conclure que L ' Lq(i). Ceci achève cette démonstration. 
On introduit maintenant une autre réalisation pour les modules simples Lq(i). La raison
principale justifiant l’utilisation de cette seconde réalisation est que celle-ci généralise la
définition présentée dans [9] pour les représentations irréductibles de LUqsl2 lorsque q = eiπ/p.
Proposition 3.18. Soient % = q(r−1)p et I = {(c, b) ∈ Z2 | 0 ≤ c < s et 0 ≤ b < r}. Notons
Xs,r = spanC({ac,b}(c,b)∈I ). Alors, les relations
Eac,b = %[c]q[s− c]qac−1,b; Fac,b = ac+1,b; Kac,b = %qs−1−2cac,b;
eac,b = b(r − b)ac,b−1; fac,b = ac,b+1 et hac,b = (r − 1− 2b)ac,b
(où an,m = 0 si (n,m) 6∈ I ) permettent de définir une action de LUqsl2 sur Xs,r. Avec cette
action, on a Xs,r ' Lq(i) comme LUqsl2-modules.
Démonstration. Soit la bijection C-linéaire ϕ : Xs,r → Lq(i) définie sur {ac,b}(c,b)∈I par
ϕ(ac,b) = γb,cmbp+c+p−s avec γb,c = qb(c+p−s)pq
1
2 b(b+1)p
2(b![c+p−s]q!) (pour chaque (b, c) ∈ I ).
Il suffit de prouver que ϕ commute avec les générateurs {E,F,K, e, f} de la proposition 3.7.
Soit donc (c, b) ∈ I . Alors, étant donné que j = i+ 2(p− s) = (r + 1)p− s− 1, on a
Kϕ(ac,b) = γb,cqj−2(bp+c+p−s)mbp+c+p−s = q−2pb%qs−1−2cϕ(ac,b) = ϕ(Kac,b).
Un calcul direct montre aussi que les éléments
Eϕ(a0,b), ϕ(Ea0,b), Fϕ(as−1,b), ϕ(Fas−1,b), eϕ(ac,0), ϕ(eac,0), fϕ(ac,r−1) et ϕ(fac,r−1)
sont tous nuls. De plus, selon la proposition 1.26, si c ≥ 1, on a
Eϕ(ac,b) = γb,c[j − (bp+ c+ p− s) + 1]qmbp+c+p−s−1 =
γb,c
γb,c−1
[(r − b)p− c]qϕ(ac−1,b)
= qbp[c+ p− s]q[(r − b)p− c]qϕ(ac−1,b) = q2p%[s− c]q[c]qϕ(ac−1,b) = ϕ(Eac,b)
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et, pour c < s− 1, on obtient
Fϕ(ac,b) = γb,c[bp+ c+ p− s+ 1]qmbp+c+p−s+1 =
γb,c
γb,c+1
[bp+ c+ p− s+ 1]qϕ(ac+1,b)
= q−bp [bp+ c+ p− s+ 1]q[c+ p− s+ 1]q
ϕ(ac+1,b) = ϕ(ac+1,b) = ϕ(Fac,b).
En outre, lorsque b ≥ 1, le théorème 1.25 permet facilement d’obtenir
eϕ(ac,b) = KpE(p)ϕ(ac,b) = γb,cqp(j−2((b−1)p+c−s))
[



















q(bp+c−p−s)(r − b)ϕ(ac,b−1) = b(r − b)ϕ(ac,b−1) = ϕ(eac,b)
car 0 ≤ p− s ≤ p− (c+ 1) ≤ p− 1. Enfin, si b < r − 1, on conclut de même que
fϕ(ac,b) = (−1)p+1qpF (p)ϕ(ac,b) = γb,c(−1)p+1qp
[







(−1)p+1qp(s−(b+1)p−c+1)(b+ 1)ϕ(ac,b+1) = (−1)p+1qpq−p
2
ϕ(ac,b+1) = ϕ(fac,b)
puisque 0 ≤ p− s ≤ p+ c− s ≤ p− 1 et qp2 = (−1)p+1qp (voir la proposition 1.24). 
Un dernier fait motivant la proposition 3.18 est que la forme de l’action de la sous-algèbre
U ⊆ LUqsl2 sur les modules Xs,r permet de démontrer assez rapidement le résultat suivant.
Proposition 3.19. Soient λ une valeur propre de H sur Xs,r et n ∈ Z≥0. Alors, la multi-
plication à gauche par enfn (ou par fnen) définit un automorphisme C-linéaire de l’espace
propre Xs,r|H=λ lorsque |λ− 2np| ≤ |λ| (ou lorsque |λ+ 2np| ≤ |λ|, respectivement).
Démonstration. Désignons par ϕ : Xs,r → Lq(i) l’isomorphisme introduit dans la preuve
de la proposition 3.18. Alors, pour chaque choix de c, b ∈ Z≥0 avec c < s et b < r, on a
ϕ(ac,b) = γb,cmbp+c+p−s pour un certain γb,c ∈ C non nul. De plus, selon la remarque 3.15,
Hac,b = γb,cϕ−1(Hmbp+c+p−s) = (j − 2(bp+ c+ p− s))ac,b = (i− 2(bp+ c))ac,b.
En particulier, l’espace propre Xs,r|H=λ est engendré par ac,b avec bp+c =
1
2(i−λ) et on doit
notamment avoir λ ∈ {−i,−i + 2, ..., i}. Supposons |λ − 2np| ≤ |λ|. Dans cette situation,
i− 2((b + n)p + c) = λ− 2np ≥ −|λ| ≥ −i d’où i = (r − 1)p + s− 1 ≥ (b + n)p + c. Ainsi,
on obtient r − 1 ≥ b+ n et on déduit que




(b+ n− `)(r − (b+ n) + `)
)
ac,b 6= 0
car, dans notre cas, b+n− ` ≥ b+ 1 ≥ 1 et r− (b+n) + ` ≥ r− (b+n) ≥ 1 si 0 ≤ ` ≤ n− 1.
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Par conséquent, lorsque |λ− 2np| ≤ |λ|, l’endomorphisme C-linéaire de Xs,r|H=λ donné via
la multiplication à gauche par enfn est une application injective et il doit donc s’agir d’un
automorphisme puisque son domaine est de dimension finie. De même, si |λ + 2np| ≤ |λ|,
on a i− 2((b− n)p+ c) = λ+ 2np ≤ |λ| ≤ i de sorte que b− n ≥ 0. On peut alors conclure











(b− `)(r − b+ `)
)
ac,b 6= 0
car b− ` ≥ b− n+ 1 ≥ 1 et r − b+ ` ≥ r − b ≥ 1 lorsque 0 ≤ ` ≤ n− 1. 
3.2.2. Couvertures projectives
On s’intéresse maintenant à la structure des couvertures projectives des modules simples Lq(i)
introduit dans la sous-section précédente. La structure en question est en général donnée
implicitement au travers d’une suite exacte courte non scindée (voir la proposition 3.20)
faisant intervenir deux modules de Weyl. Dans cette sous-section, ces facteurs de Weyl sont
clairement mis en évidence via une réalisation explicite nouvelle (à notre connaissance) pour
laquelle la non trivialité de la LUqsl2-action est concentrée en la seule action des puissances
divisées E(n) (pour n ∈ N). Comme précédemment, on fixe i, j ∈ Z≥0 s’écrivant comme
j = i+ 2(p− s) et i = (r − 1)p+ s− 1 pour certains r, s ∈ N avec s ≤ p.
Proposition 3.20 ([1]). Désignons par Pq(i) la couverture projective du simple Lq(i). Alors,
Pq(i) est un LUqsl2-module indécomposable de type 1 et correspond également à l’enveloppe
injective de Lq(i). Par ailleurs,
(1) Supposons i+ 1 ≡p 0. Alors, Pq(i) ' ∆q(i) ' Lq(i).
(2) Supposons s 6= p. Alors, dimPq(i) = 2pr et on a une suite exacte courte non scindée
0→ ∆q(j)→ Pq(i)→ ∆q(i)→ 0
(3) Supposons que M soit un objet projectif ou injectif de type 1 de modLUqsl2. Alors,
pour chaque sommand directM` deM , il existe un unique i ∈ Z≥0 tel queM` ' Pq(i).
L’extension de Lusztig LUqsl2 admet une anti-involution S appelée antipode provenant de sa
structure d’algèbre de Hopf (cf. [1], [10]). Les résultats de la section 2.3.1 peuvent ainsi être
utilisés pour définir une dualité ∗ de modLUqsl2. Dans [1], les auteurs utilisent cette dualité
afin d’étudier les comodules de Weyl ∇q(`) = ∆∗q(`) (pour ` ≥ 0) et stipulent notamment
l’existence d’une suite exacte courte non scindée de la forme
0→ ∇q(i)→ Pq(i)→ ∇q(j)→ 0
lorsque s 6= p. Ce résultat et les propositions 3.12 et 3.20 permettent alors de conclure que,





Fig. 3.2. Diagramme de Loewy de Pq(i) pour s 6= p avec i2 = i − 2s. Dans cette figure,
on doit retirer le facteur Lq(i2) lorsque i2 < 0 et les filtrations 0 ⊆ ∆q(j) ⊆ Pq(i) ainsi que
0 ⊆ ∇q(i) ⊆ Pq(i) sont respectivement représentées à l’aide de flèches bleues et rouges.
Dans cette sous-section, on supposera toujours s 6= p. On veut montrer que, sous cette
hypothèse, le LUqsl2-module projectif Pq(i) est, à équivalence près, l’unique extension indé-
composable de ∆q(j) par ∆q(i). Pour ce faire, on caractérise d’abord les endomorphismes
du module de Weyl ∆q(i) au travers du lemme suivant.
Lemme 3.21. Comme C-espaces vectoriels, EndLUqsl2(∆q(i)) ' C.
Démonstration. Supposons i < p. Dans ce cas, ∆q(i) = Lq(i) est simple selon la proposi-
tion 3.12 d’où le résultat voulu découle du lemme de Schur. Si i ≥ p, cette même proposition
donne plutôt une suite exacte courte non scindée
0→ Lq(i2)→ ∆q(i)→ Lq(i)→ 0
où i2 = i− 2s = (r − 2)p+ p− s− 1 ∈ Z≥0. Alors, puisque le foncteur HomLUqsl2(∆q(i),−)
est covariant et exact à gauche, la suite d’espaces vectoriels
0→ HomLUqsl2(∆q(i), Lq(i2))→ EndLUqsl2(∆q(i))→ HomLUqsl2(∆q(i), Lq(i)) (3.1)
est exacte. Or, tout morphisme LUqsl2-linéaire non nul ayant pour origine ∆q(i) doit trans-
porter la coiffe Lq(i) = top ∆q(i). Ainsi, puisque i 6= i2, le lemme de Schur donne
HomLUqsl2(∆q(i), Lq(i2)) = 0.
De la même façon, tout morphisme de ∆q(i) dans Lq(i) annule le socle Lq(i2) = soc ∆q(i)
et, encore selon le lemme de Schur,
HomLUqsl2(∆q(i), Lq(i)) ' EndLUqsl2(Lq(i)) ' C.
En particulier, la suite exacte de l’équation (3.1) donne
dim EndLUqsl2(∆q(i)) ≤ dim HomLUqsl2(∆q(i), Lq(i)) = 1
et on peut alors conclure le résultat voulu du fait que l’application identité de ∆q(i) engendre
un sous-espace vectoriel de dimension 1 au sein de EndLUqsl2(∆q(i)). 
Proposition 3.22. Comme C-espaces vectoriels, Ext1LUqsl2(∆q(i),∆q(j)) ' C. Le projectif
Pq(i) est ainsi, à équivalence près, la seule extension non triviale de ∆q(j) par ∆q(i).
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Démonstration. La proposition 3.20 donne une suite exacte courte non scindée
0→ ∆q(j)→ Pq(i)→ ∆q(i)→ 0
d’où dim Ext1LUqsl2(∆q(i),∆q(j)) ≥ 1. Cette suite et le théorème 3.5 du chapitre IX de [2]
permettent d’ailleurs d’obtenir la suite exacte longue d’espaces vectoriels (en cohomologie)




avec Ext1LUqsl2(Pq(i),∆q(j)) = 0 par projectivité de Pq(i) (voir le théorème 3.6 du chapitre
IX de [2]). Le groupe d’extension recherché est donc un quotient de EndLUqsl2(∆q(j)) de
sorte que le résultat voulu est une conséquence directe du lemme 3.21. 
La proposition précédente permet de conclure que, afin de construire une réalisation explicite
de la couverture projective Pq(i) quand s 6= p, il suffit d’introduire une extension non triviale
de ∆q(j) par ∆q(i). Cette extension sera définie dans cette section à partir de la spécialisation
de la représentation de la forme rationnelle Utsl2 décrite dans la proposition suivante.
Proposition 3.23. Pour des entiers 0 ≤ ` ≤ i et v ≥ 2, définissons les éléments γ`,1(t) et



















[i+ p− s− `+ b+ 1]t
 .
Posons aussi γ`,v = 0 lorsque ` < 0. Alors, le Q(t)-espace vectoriel Tt(i) ayant pour base
BTt(i) = {m0, ...,mj, n0, ..., ni} est muni d’une structure de Utsl2-module via l’action
Kmk = tj−2kmk; Emk = [j − k + 1]tmk−1; Fmk = [k + 1]tmk+1;
Kn` = ti−2`n`; En` = [i− `+ 1]tn`−1 + γ`,1(t)mp−s+`−1 et Fn` = [`+ 1]tn`+1



























Démonstration. On montre aisément que l’action donnée ci-dessus respecte les relations
KFK−1 = t−2F et F (v) = 1[v]t!F
v. Par ailleurs, on vérifie aussi facilement les relations
KEK−1 = t2E, (t− t−1)[E,F ] = K −K−1 et E(v) = 1[v]t!E
v (pour v ∈ N) sur le sous-espace
spanQ(t)({m0, ...,mj}) d’où il est suffisant d’étudier l’action de Utsl2 sur spanQ(t)({n0, ..., ni}).
Pour ce faire, fixons ` ∈ {0, ..., i} et remarquons que
KEK−1n` = t2`−i
(




Notons également que [`+ 1]tγ`+1,1(t)− [p− s+ `]tγ`,1(t) = 0 de sorte que
[E,F ]n` = E[`+ 1]tn`+1 − F
(
























tel que désiré. Enfin, notons que la relation [v]t!E(v)n` = Evn` est trivialement satisfaite si
v = 1. Pour v ≥ 2, une démarche inductive permet d’obtenir
Evn` = [v − 1]t!
[




En`−v+1 + [v − 1]t!γ`,v−1(t)Emp−s+`−v+1
= [i− `+ v]t![i− `]t!








σ = [v − 1]t!
([























[i+ p− s− `+ b+ 1]t
 = [v]t!γ`,v(t)
comme voulu. Ceci achève cette démonstration. 
Parmi les relations décrivant la structure de Utsl2-module de Tt(i) dans la proposition 3.23,
seule celle donnant l’action de E(v) sur n` (pour v ≥ p et 0 ≤ ` ≤ i) ne se spécialise pas
trivialement en la racine de l’unité q. En effet, les coefficients apparaissant dans les autres
relations présentées au sein de cette proposition sont tous contenus dans A = Z[q, q−1] (voir
le corollaire 6.5.3 de [10]) d’où la substitution de t par q dans ces relations peut être faite sans
ambiguïté. Il suffit ainsi de considérer le lemme suivant afin de démontrer qu’il est possible
de spécialiser les Utsl2-modules Tt(i) en des représentations de l’extension de Lusztig LUqsl2.



















[i+ p− s− `+ b+ 1]q

est un coefficient bien défini.








[i+ p− s− `+ b+ 1]q
 (pour 0 ≤ n ≤ p− 1)
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Fixons n dans {0, ..., p − 1} et tentons de montrer que 1[p]q !λn est un coefficient bien défini
lorsque n 6= s− (`2 + 1) et n 6= p− (`2 + 1). On divise cette étude en trois cas.
(Cas 1) Supposons n ≥ p− `2. Alors, avec a = p− `2, on obtient 1 ≤ a ≤ n et la proposition
1.26 donne [i− `+ a]q = [(`1 + 1)p]q = (`1 + 1)q−`1p[p]q d’où 1[p]q !λn correspond à un
coefficient bien défini.
(Cas 2) Supposons n ≤ s− (`2 + 2). Alors, b = s− (`2 + 1) satisfait n+ 1 ≤ b ≤ s− 1 ≤ p− 1
et [i+ p− s− `+ b+ 1]q = [(`1 + 1)p]q = (`1 + 1)q−`1p[p]q (selon la proposition 1.26)
d’où le coefficient 1[p]q !λn est encore bien défini.
(Cas 3) Supposons désormais s− (`2 + 1) < n < p− (`2 + 1). Dans cette situation, puisque
` = i− (i− `) = (r − `1 − 1)p+ s− (`2 + 1), on a
γ`−n,1 =
[






(r − `1 − 1)p+ p− (`2 + n+ 2)
(r − `1 − 2)p+ p+ s− (`2 + n+ 1)
]
q
avec 0 ≤ p− (`2 +n+ 2) < p+ s− (`2 +n+ 1) ≤ p−1. Ainsi, le théorème 1.25 donne
γ`−n,1 = 0 et on doit avoir que 1[p]q !λn est bien défini puisque le zéro de la fonction
[p]t = t
p−t−p
t−t−1 en t = q est d’ordre 1.
Selon l’analyse précédente, il suffit de montrer que 1[p]q !(λp−`2−1 +λs−`2−1) est aussi bien défini
en prouvant que λp−`2−1 + λs−`2−1 = 0. Pour cela, remarquons que, selon le théorème 1.25,
γ`−s+`2+1,1 =
[
p+ `+ `2 − 2s





(r − `1 − 1)p+ p− (s+ 1)







`+ `2 − s





(r − `1 − 2)p+ p− 1






















et γ`−p+`2+1,1 = (−1)p−s+1γ`−s+`2+1,1 car qp







[i+ p− `− s+ b+ 1]q
 .
Dans ces circonstances, en vertu des calculs précédents,


















[(`1 + 1)p+ `2 − s+ b+ 1]q
 .
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Alors, en effectuant la substitution b 7→ p+ s−2`2− b−1 dans le second produit, on obtient

























[`1p+ `2 + a]q
 = 0
où on a utilisé à nouveau la proposition 1.26 à l’égalité 1. 
Théorème 3.25. Le C-espace vectoriel Tq(i) de base BTq(i) = {m0, ...,mj, n0, ..., ni} est un
LUqsl2-module avec l’action donnée sur l’ensemble générateur12 {E,F,K,E(p), F (p)} par
Kmk = qj−2kmk; Emk = [j − k + 1]qmk−1; Fmk = [k + 1]qmk+1;



























où on pose mk = 0 (ou n` = 0) si mk (ou n`, respectivement) n’est pas élément de BTq(i).
Par ailleurs, le sous-espace spanC({m0, ...,mj}) ⊆ Tq(i) est un LUqsl2-module isomorphe au
module de Weyl ∆q(j) et le quotient correspondant est tel que Tq(i)/∆q(j) ' ∆q(i).
Démonstration. Cela suit de la définition des modules de Weyl et du fait que Tq(i) est la
spécialisation en q (bien définie selon le lemme 3.24) des modules de la proposition 3.23. 
Le théorème 3.25 montre que Tq(i) est une extension de ∆q(j) par ∆q(i) et il suffit ainsi, en
vertu de la proposition 3.22, de démontrer que cette extension est non triviale pour pouvoir
conclure que Tq(i) ' Pq(i). À cette fin, notons que, puisque l’action de LUqsl2 sur Tq(i) est






































n` = (i− 2`)n`
pour chaque entier 0 ≤ k ≤ j et 0 ≤ ` ≤ i. En particulier, les générateurs K, F , F (p) et H
agissent dans la base BTq(i) de Tq(i) comme sur la base naturelle de ∆q(j)⊕∆q(i).
12Le fait que cet ensemble engendre LUqsl2 suit de la proposition 3.7 et des définitions des éléments e et f .
98
Proposition 3.26. Le module Tq(i) est une extension non triviale de ∆q(i) par ∆q(j).
Démonstration. Supposons l’existence d’un isomorphisme φ : ∆q(j) ⊕ ∆q(i) → Tq(i) et
désignons par {m⊕0 , ...,m⊕j } ainsi que par {n⊕0 , ..., n⊕i } les bases respectives de ∆q(j) et ∆q(i)
par rapport auxquelles l’action de LUqsl2 est donnée de la manière décrite au début de
la section 3.2.1. Remarquons que la restriction φ|∆q(j) doit induire un automorphisme de
∆q(j). En vertu du lemme 3.21, on peut supposer (à une renormalisation des éléments de
∆q(j)⊕∆q(i) près) que φ(m⊕k ) = mk pour chaque k ∈ {0, ..., j}. En outre, en décomposant
















0 , ..., γ
(n)
i ∈ C. Or, par LUqsl2-linéarité de φ, on a




























0 n0 par indépendance linéaire de BTq(i). Dans ce cas, on obtient





















mp−s−1 = γ(n)0 mp−s−1 = φ(En⊕0 ) = 0










. Par conséquent, on obtient une
contradiction avec l’injectivité de φ et le résultat d’intérêt est démontré. 
Corollaire 3.27. Les LUqsl2-modules Tq(i) et Pq(i) sont isomorphes.
Le fait d’avoir une réalisation explicite de la couverture projective Pq(i) des LUqsl2-modules
simples Lq(i) a plusieurs conséquences concrètes. En particulier, le fait que les éléments F (n)
(pour n ∈ Z≥0) agissent sur les modules Tq(i) comme sur la décomposition ∆q(j) ⊕ ∆q(i)
permet de démontrer rapidement la proposition suivante.
Proposition 3.28. Soient n, a ∈ Z≥0 avec 1 ≤ a ≤ p−1. Soient aussi λ une valeur propre de
H sur ∆q(i) et x ∈ ∆q(i) tel que Hx = λx. Supposons que λ ≥ np+ a. Alors, F (np+a)x = 0
si et seulement s’il existe un élément y ∈ ∆q(i) tel que Hy = (λ+ 2(p− a))y et x = F (p−a)y.
Démonstration. Supposons d’abord que x = F (p−a)y pour un certain y ∈ ∆q(i) tel que
Hy = (λ+ 2(p− a))y. Alors, selon le théorème 1.25 et la relation 8 du théorème 3.1,






F ((n+1)p)y = 0.
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Réciproquement, supposons F (np+a)x = 0 avec x 6= 0 et notons ` = 12(i− λ). Alors, puisque
λ est une valeur propre de H sur ∆q(i), la remarque 3.15 donne λ ∈ {−i,−i + 2, ..., i} d’où
` ∈ {0, ..., i}. Par ailleurs, l’espace propre de H correspondant à λ dans ∆q(i) est engendré
par m` et on peut donc trouver µ ∈ C non nul pour lequel x = µm`. Dans ce cas, on obtient






mnp+a+` = 0. (3.2)
Considérons `1, `2 ∈ Z≥0 avec `2 < p et ` = `1p + `2. Supposons `2 ≤ p − (a + 1). Alors,














d’où on contredit ainsi l’équation (3.2) puisque 0 ≤ ` ≤ np+a+` ≤ `+λ = 12(i+λ) ≤ i. Par





est non nul. En outre, l’inégalité `2 ≥ p−a implique aussi 0 ≤ `1p ≤ `− p+a ≤ ` ≤ i







et remarquons qu’on a clairement Hy = (λ+ 2(p− a))y ainsi que






m` = µn` = x.
Ceci achève cette démonstration. 
Corollaire 3.29. Soient λ une valeur propre de H sur Tq(i), 1 ≤ a ≤ p − 1, n ∈ Z≥0 et
x ∈ Tq(i) tel que Hx = λx. Supposons que λ ≥ np+ a. Alors, F (np+a)x = 0 si et seulement
s’il existe un élément y ∈ Tq(i) tel que Hy = (λ+ 2(p− a))y et x = F (p−a)y.
Démonstration. Cela suit directement de la proposition 3.28 et du fait que les éléments
F (np+a) et F (p−a) agissent sur Tq(i) comme sur la décomposition ∆q(j)⊕∆q(i). 
Proposition 3.30. L’image de Tq(i) sous le foncteur restriction ↓U de la section 3.1.1 est
↓U Tq(i) ' 2 ↓U Xs,r⊕ ↓U Xp−s,r+1⊕ ↓U Xp−s,r−1
(avec Xp−s,r−1 = 0 si r = 1). De plus, soient λ une valeur propre de H sur Tq(i) et n ∈ Z≥0.
Alors, la multiplication à gauche par enfn (ou par fnen) définit un automorphisme C-linéaire
de Tq(i)|H=λ quand |λ− 2np| ≤ |λ| (ou |λ+ 2np| ≤ |λ|, resp.).
Démonstration. Le premier énoncé suit de la proposition 3.5, de l’exactitude du foncteur
↓U : modLUqsl2 → mod U et de la figure 3.2. On obtient l’autre énoncé en appliquant la
proposition 3.19 aux sommands de 2 ↓U Xs,r⊕ ↓U Xp−s,r+1⊕ ↓U Xp−s,r−1. 
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3.2.3. Produits tensoriels
Cette section est consacrée à l’étude du LUqsl2-module
(Lq(1))⊗
cN = Lq(1)⊗c Lq(1)⊗c ...⊗c Lq(1)︸ ︷︷ ︸
N fois
.
Fixons i = (r−1)p+s−1 ∈ Z≥0 avec r, s ∈ N tels que s ≤ p. Rappellons que dimLq(i) = sr
(voir le corollaire 3.14) et que dimPq(i) = 2pr si s 6= p (voir la proposition 3.20).
Proposition 3.31. On a Lq(i)⊗c Lq(1) ' (1− δs,1)Mq(i− 1)⊕ (1− δs,p)Lq(i+ 1) avec
Mq(i− 1) =
 Pq(i− 1) si s = p;Lq(i− 1) sinon.
Démonstration. Identifions le simple Lq(i) au sous-module Vj ⊆ ∆q(j) ayant pour base
Bj = {map+b | 0 ≤ a < r et p−s ≤ b < p}. Associons aussi Lq(1) à ∆q(1) (voir la proposition
3.12) et désignons par {m(1)0 ,m
(1)
1 } la base de ∆q(1) présentée au début de la section 3.2.1.
Notons M = Lq(i) ⊗c Lq(1) et y = mp−s ⊗m(1)0 ∈ M . Alors, puisque les vecteurs mp−s et
m
(1)








q`(n−`)E(n−`)K`mp−s ⊗ E(`)m(1)0 = E(n)mp−s ⊗m
(1)
0 = 0
pour n ∈ N. De plus, ∆(H) = H ⊗ id + id⊗H (cf. [30]) d’où ∆(H)y = (i+ 1)mp−s ⊗m(1)0
et y est donc un vecteur de plus haut poids i+ 1 dans M . Dans ce cas, selon le lemme 3.17,
la coiffe du sous-module (de type 1) 〈y〉 ⊆M engendré par y contient une copie de Lq(i+ 1)
de sorte que Lq(i+ 1) est en particulier un facteur de composition de M . Or, si s = 1,
dimM = (dimLq(i))(dimLq(1)) = 2sr = 2r = (s+ 1)r = dim(Lq(i+ 1))
etM ' Lq(i+1). Supposons ainsi s ≥ 2. Soit x = mp−s⊗m(1)1 +qs−(p+1)mp−s+1⊗m
(1)
0 ∈M .














= E(n)mp−s ⊗m(1)1 + qs−(p+1)E(n)mp−s+1 ⊗m
(1)
0 + qn−1E(n−1)Kmp−s ⊗ Em
(1)
1 = 0
car les éléments E(n−1)mp−s, E(n)mp−s et E(n)mp−s+1 sont proportionnels aux vecteurs (nuls)




x = 1[n]q !∆(E)
nx = 0
pour 1 ≤ n < p étant donné que, selon la proposition 1.26,
∆(E)x = (E ⊗ id +K ⊗ E)x = Kmp−s ⊗ Em(1)1 + qs−(p+1)Emp−s+1 ⊗m
(1)
0
= (qi + qs−(p+1)[rp− 1]q)mp−s ⊗m(1)0 = (qi − qrp+s−(p+1))mp−s ⊗m
(1)
0 = 0
d’où x est de plus haut poids i− 1 ∈ Z≥0 dans M et Lq(i− 1) ⊆ top〈x〉 selon le lemme 3.17.
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Affirmation 1 : On a dim〈x〉 ≤ (s− 1)r.













































x = q−p(pr+s)(r − 1)x






(avec n ≥ 1) agissent diagonalement sur le vecteur
de plus haut poids x. Par conséquent, on peut utiliser la base BPBW de la section 3.1 pour





Soient n, n1, n2 ∈ Z≥0 avec n2 < p et n = n1p+ n2. Selon la proposition 1.22 et la relation 8






















q−`(n−`)F (`) ⊗K−`F (n−`)
)(




= F (n)mp−s ⊗K−nm(1)1 + qs−(p+1)
(





































2n1(1−n1). Cependant, lorsque n1 ≥ r,
p− s+ n = (n1 + 1)p+ n2 − s ≥ (r + 1)p− s+ n2 > (r + 1)p− s− 1 = j
de sorte que xn = 0 puisque mp−s+n = mp−s+n+1 = 0 dans Lq(i) ⊆ ∆q(j). De la même façon,
lorsque n2 ≥ s− 1, le théorème 1.25 permet d’obtenir[











car 0 ≤ n2 − s + 1 ≤ n2 − 1 < n2 ≤ p− 1. Ainsi, {xn1p+n2 | 0 ≤ n1 < r, 0 ≤ n2 < s− 1} est
un ensemble C-générateur pour 〈x〉 d’où dim〈x〉 ≤ (s− 1)r comme désiré. 4
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Puisque s ≥ 2, on a dimLq(i− 1) = (s− 1)r et l’affirmation 1 permet d’obtenir
dimLq(i− 1) = (s− 1)r ≥ dim〈x〉 ≥ dim top〈x〉 ≥ dimLq(i− 1)
d’où Lq(i− 1) ' 〈x〉 ⊆ M . Supposons s = p. Alors, i+ 1 ≡p 0 et Lq(i) ' ∆q(i) ' Pq(i) est
un module projectif de sorte que M est également projectif selon la proposition 3.9. Dans
ce cas, le sommand indécomposable de ce module contenant le simple 〈x〉 ' Lq(i− 1) dans
son socle doit correspondre à Pq(i − 1) selon la proposition 3.20 et la figure 3.2. Ainsi,
Pq(i− 1) ⊆M et, puisque i− 1 = (r − 1)p+ s− 2 = rp− 2 ≥ (r − 1)p,
dimPq(i− 1) = 2rp = 2(i+ 1) = (dim ∆q(i))(dim ∆q(1)) = (dimLq(i))(dimLq(1)) = dimM
d’où M ' Pq(i − 1). Supposons enfin 1 < s < p et rappellons que la coiffe du sous-module
de M engendré par le vecteur de plus haut poids y = mp−s ⊗m(1)0 contient Lq(i+ 1).
Affirmation 2: dim〈y〉 ≤ (s+ 1)r.













































y = qp(pr+s)(r − 1)y




n = n1p + n2 avec n1, n2 ∈ Z≥0 et n2 < p. Fixons n, n1, n2 ∈ Z≥0 satisfaisant n = n1p + n2














∆(F (n))y = n∑
`=0
q−`(n−`)F (`)mp−s ⊗K−`F (n−`)m(1)0




















2n1(1−n1). Supposons n1 ≥ r. Alors, la méthode utilisée dans l’affirmation













(n1 + 1)p+ n2 − s− 1









car 0 ≤ n2 − s− 1 < n2 − 1 ≤ p− 2. Ainsi, {yn1p+n2 | 0 ≤ n1 < r et 0 ≤ n2 < s + 1} est un
ensemble C-générateur pour 〈y〉 et dim〈y〉 ≤ (s+ 1)r tel qu’annoncé. 4
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Puisque s < p, on a dimLq(i+ 1) = (s+ 1)r et l’affirmation précédente implique
dimLq(i+ 1) = (s+ 1)r ≥ dim〈y〉 ≥ dim top〈y〉 ≥ dimLq(i+ 1)
d’où Lq(i+ 1) ' 〈y〉 ⊆M . Or, on a aussi Lq(i− 1) ' 〈x〉 ⊆M et
dimM = 2sr = (s− 1)r + (s+ 1)r = dimLq(i− 1) + dimLq(i+ 1)
d’où on peut conclure que M ' Lq(i− 1)⊕ Lq(i+ 1) comme voulu. 
Corollaire 3.32. Supposons s 6= p. Alors,
Pq(i)⊗c Lq(1) ' (1 + δs,p−1)Pq(i+ 1)⊕ (1− δr,1δs,1)Pq(i− 1)⊕ δs,1Pq(i+ 2p− 1)
Démonstration. Posons M = Pq(i)⊗c Lq(1) et considérons l’endofoncteur −⊗c Lq(1) de
modLUqsl2 envoyant un module V à V ⊗c Lq(1). Ce foncteur agit sur les morphismes de la
même façon que l’endofoncteur usuel −⊗Lq(1) : modC→ modC qui est exact puisque Lq(1)
est un C-module plat. Il s’agit donc aussi d’un foncteur exact. En particulier, en l’appliquant
sur le socle socPq(i) = Lq(i), on peut conclure de la proposition 3.31 que, puisque s 6= p,
(1− δs,1)Lq(i− 1)⊕ Lq(i+ 1) ' Lq(i)⊗c Lq(1) ⊆M.
En outre, selon la proposition 3.9, la projectivité de Pq(i) implique celle deM et la démarche
utilisée dans la démonstration précédente (pour le cas s = p) donne (à isomorphisme près)
(1− δs,1)Pq(i− 1)⊕ Pq(i+ 1) ⊆M.
Par conséquent, lorsque 1 6= s 6= p− 1, la suite d’égalités
dimM = 2(2pr) = 2pr + 2pr = dim(Pq(i− 1)) + dim(Pq(i+ 1))
implique M ' Pq(i− 1)⊕Pq(i+ 1). Supposons désormais s = p− 1. Alors, l’application du
foncteur − ⊗c Lq(1) sur topPq(i) ' Lq(i) permet d’obtenir une copie supplémentaire13 du
projectif irréductible Lq(i+1) ' Pq(i+1) dans la coiffe deM . Ainsi, puisque cet irréductible
n’est contenu dans aucun autre LUqsl2-module projectif indécomposable (voir la proposition
3.20 et la figure 3.2), on doit avoir 2Pq(i+ 1)⊕ Pq(i− 1) ⊆M d’où la suite d’égalités
dimM = 2(2pr) = 2(pr) + 2pr = 2 dim(Lq(i+ 1)) + dim(Pq(i− 1))
implique M ' 2Lq(i + 1) ⊕ Pq(i − 1) ' 2Pq(i + 1) ⊕ Pq(i − 1) tel qu’annoncé. Supposons
maintenant s = 1 et posons i2 = i− 2s = i− 2. Dans ce cas, en appliquant −⊗c Lq(1) sur
les facteurs Lq(j) et Lq(i2) de Pq(i) (avec, comme dans la figure 3.2, Lq(i2) = 0 si i2 < 0),
on conclut que les simples Lq(j + 1) et Lq(i2 + 1) sont aussi des facteurs de M . Par ailleurs,
i2 +2 = i ≡p 0 ≡p i+2p = j+2 d’où la proposition 3.20 et le raisonnement ci-haut montrent
que Lq(j + 1) ' Pq(j + 1) et Lq(i2 + 1) ' Pq(i2 + 1) sont des sous-modules projectifs de M .
13En effet, le foncteur −⊗c Lq(1) distingue cette copie de celle obtenue de Lq(i) = socPq(i) en raison de sa
définition et du fait que ces deux copies sont distinguées par l’endofoncteur −⊗ Lq(1) de modC.
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Supposons r = 1. Alors, i = 0 et i2 < 0. De plus, j + 1 = 2p− 1 et
dimM = 2(2pr) = 2(2p) = dim(Pq(i+ 1)) + dim(Lq(j + 1))
d’où M ' Pq(i + 1) ⊕ Lq(j + 1) ' Pq(i + 1) ⊕ Pq(i + 2p − 1). Enfin, lorsque r > 1, on a
j + 1 = rp+ p− 1 = i2 + 2p+ 1 ≥ 3p− 1 de sorte que
dimM = 2(2pr) = 2pr + p(r + 1) + p(r − 1)
= dim(Pq(i+ 1)) + dim(Lq(j + 1)) + dim(Lq(i2 + 1))
et M ' Pq(i+ 1)⊕ Lq(j + 1)⊕ Lq(i2 + 1) ' Pq(i+ 1)⊕ Pq(i+ 2p− 1)⊕ Pq(i− 1). 
Remarque 3.33. Les règles de fusion (c-à-d. les décompositions de produits tensoriels)
obtenues dans la proposition 3.31 et dans le corollaire 3.32 généralisent (via l’isomorphisme
de la proposition 3.18) les règles correspondantes présentées dans [9] pour q = eiπ/p. Notons
cependant que les preuves présentées dans cet article sont très différentes des démonstrations
originales données dans les pages précédentes et procèdent de façon bien moins directe.
Corollaire 3.34. Soient N ∈ Z≥0 ainsi que NN = {n ∈ Z≥0 |n ≡2 N et n ≤ N}. Pour
n = n1p+ n2 avec n1, n2 ∈ Z≥0 et n2 < p, on pose n′ = n− 2(n2 + 1) = n1p− n2 − 2 et
Mq(n) =
 Lq(n) si n < p ou n2 = p− 1 ;Pq(n′) sinon.
Alors, les sommands directs de M = (Lq(1))⊗
cN (où M = Lq(0) si N = 0) sont tous
contenus14 dans l’ensemble {Mq(n)}n∈NN . Il s’agit donc exclusivement de modules simples
et projectifs indécomposables de type 1.
Démonstration. L’énoncé est trivialement vrai si N = 0 ou N = 1. Procédons donc par
induction sur N et considérons un sommand direct QN de M = (Lq(1))⊗
cN pour N ≥ 2.
Alors, QN est contenu dans un produit QN−1 ⊗c Lq(1) pour un sommand direct QN−1 de
(Lq(1))⊗
c(N−1). Par l’hypothèse d’induction, il existe un m ∈ NN−1 tel que QN−1 = Mq(m).
Posons m = m1p + m2 avec m1,m2 ∈ Z≥0 ainsi que m2 < p et tentons de montrer que
QN ∈ {Mq(n)}n∈NN . On considère trois cas.
(Cas 1) Supposons m < p− 1. Alors, QN−1 = Mq(m) = Lq(m) et QN ∈ {Mq(n)}n∈NN étant
donné que, dans ce cas, la proposition 3.31 implique QN = Lq(m− 1) = Mq(m− 1)
(si m 6= 0) ou QN = Lq(m+ 1) = Mq(m+ 1).
(Cas 2) Supposons m2 = p− 1. Alors, QN−1 = Mq(m) = Lq(m) et la proposition 3.31 donne
à nouveau le résultat voulu puisqu’elle force QN = Pq(m− 1) = Mq(m+ 1).
(Cas 3) Supposons m ≥ p avec m2 6= p − 1. Dans cette situation, QN−1 = Mq(m) = Pq(m′)
avec m′ = m − 2(m2 + 1) = (m1 − 1)p + p − m2 − 2 et, selon le corollaire 3.32,
14On peut en fait montrer que {Mq(n)}n∈NN correspond exactement à l’ensemble des sommands directs de
M = (Lq(1))⊗
cN lorsque p 6= 2, mais cela ne sera pas fait ici (voir l’annexe D pour un exemple).
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les trois possibilités pour la forme de QN sont Pq(m′ + 1), Pq(m′ − 1) (si m′ 6= 0) et
Pq(m′+2p−1) (sim2 = p−2). Si 0 6= m2 6= p−2, alorsm′ 6= 0 et on montre aisément
que Pq(m′ + 1) = Mq(m − 1) avec Pq(m′ − 1) = Mq(m + 1). De la même façon, si
m2 = 0 et p > 2, alorsm′ = m−2 > 0 et on obtient à nouveau Pq(m′−1) = Mq(m+1)
avec, selon la proposition 3.20, Pq(m′+ 1) ' Lq(m′+ 1) = Mq(m′+ 1) = Mq(m− 1).
Finalement, si m2 = p− 2, on remarque comme ci-haut que Pq(m′+ 1) = Mq(m− 1),
que Pq(m′ + 2p − 1) = Pq(m + 1) ' Lq(m + 1) = Mq(m + 1) et que, comme voulu,
Pq(m′−1) ' Lq(m′−1) = Mq(m′−1) = Mq(m−2p+1) si m′ 6= 0 (car alors m1 ≥ 2).
Ceci achève cette démonstration puisque tous les cas de figure ont été considérés. 
Le corollaire 3.34 stipule que la décomposition de (Lq(1))⊗
cN en LUqsl2-modules indécompo-
sables (qu’on appellera désormais décomposition de Clebsch-Gordan généralisée15) ne contient
que des facteurs simples ou projectifs de type 1. Ce corollaire ne donne pas les multiplicités
relatives de chaque facteur, mais un exemple complet de décomposition avec multiplicités
est fourni dans l’annexe D. La détermination d’une formule explicite pour ces multiplicités
(qu’on pourrait appeler coefficients de Clebsch-Gordan généralisés) correspond à un pro-
blème combinatoire complexe et il pourrait être intéressant de s’y attarder. En attendant,
on conclut cette section avec les résultats suivants qui découlent directement des corollaires
3.29, 3.30 et 3.34 ainsi que des propositions 3.19 et 3.28.
Corollaire 3.35. SoientN, n ∈ Z≥0 et λ une valeur propre deH surM = (Lq(1))⊗
cN . Alors,
la multiplication à gauche par enfn (ou par fnen) définit un automorphisme C-linéaire de
l’espace propre M |H=λ lorsque |λ− 2np| ≤ |λ| (ou lorsque |λ+ 2np| ≤ |λ|, respectivement).
Corollaire 3.36. Soient N, n, a ∈ Z≥0 avec 1 ≤ a ≤ p − 1, λ une valeur propre de H sur
M = (Lq(1))⊗
cN et x ∈ M tel que Hx = λx. Supposons λ ≥ np+ a. Alors, F (np+a)x = 0 si
et seulement s’il existe un élément y ∈M tel que Hy = (λ+ 2(p− a))y et x = F (p−a)y.
3.3. Une représentation de LUqsl2 sur la chaîne XXZ
Dans cette section, on poursuit l’étude des chaînes XXZ périodiques CN(q, v) introduites dans
le chapitre 2 pour un N ≥ 2 fixé. Plus précisément, on introduit d’abord une représentation
de LUqsl2 sur la chaîne CN(q−1, v) de manière à ce qu’il existe un isomorphisme LUqsl2-
linéaire naturel CN(q−1, v) ' (Lq(1))⊗
cN . On utilise ensuite cet isomorphisme pour définir
une famille d’applications TLaN(β)-linéaires entre les espaces propres (de 2Sz) provenant
de différentes chaînes XXZ. On utilise enfin la décomposition de Clebsch-Gordan généralisée
présentée à la section précédente pour étudier les noyaux de ces applications et les caractériser
implicitement à l’aide de longues suites exactes dans mod TLaN(β).
15On choisit cette terminologie étant donné que les règles de fusion données dans la proposition 3.31 et dans
le corollaire 3.32 ressemblent énormément aux règles correspondantes dans Usl2.
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3.3.1. Définition de la représentation
Pour n ∈ Z≥2, on définit ∆n : LUqsl2 → (LUqsl2)⊗n via ∆2 = ∆ et ∆n = (idn−2⊗∆2)◦∆n−1
(pour n ≥ 3) avec ∆ désignant le coproduit de la section 3.1.2 et idn−2 dénotant l’application
identité de (LUqsl2)⊗(n−2). Par la coassociativité de ∆, on peut supposer que LUqsl2 agit
sur (Lq(1))⊗
cN au travers de ∆N . Notons respectivement m+ et m− les vecteurs m0 et
m1 de la base de Lq(1) ' ∆q(1) donnée dans la section 3.2.1. Désignons également par
mx1...xN = mx1 ⊗ ... ⊗ mxN (pour x1, ...xN ∈ {±1}) les éléments de la base de (Lq(1))⊗
cN
induite de {m+,m−}. Remarquons que Kmx = qxmx pour chaque x ∈ {±1}.
















































où le produit tensoriel est développé de sorte que l’indice j ∈ {1, ..., N} augmente de la


















Soit (`i)N−1i=1 ⊆ {1, ..., n} une telle suite décroissante. Remarquons que, si `j−1 − `j ≥ 2
pour un j ∈ {1, ..., N} (avec `0 = n et `N = 0), alors E(`j−1−`j) agit comme zéro sur Lq(1) et
Γ`1...`N−1 doit être nul. On peut ainsi supposer que `j−1−`j ≤ 1 pour 1 ≤ j ≤ N . Ordonnons
{jk}nk=1 = {j ∈ {1, ..., N} | `j−1− `j = 1} tel que j1 < j2 < ... < jn et posons j0 = 0 ainsi que
jn+1 = N + 1. Alors, pour 0 ≤ k ≤ N , il existe un indice i ∈ {0, ..., N} avec ji ≤ k < ji+1 et
`k = `N +
N∑
j=k+1
(`j−1 − `j) =
n∑
a=i+1
(`ja−1 − `ja) = n− i = `ji .
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comme voulu. On peut alors raisonner de manière similaire afin d’obtenir l’expression cor-
respondante pour l’action de F (n) sur l’élément mx1...xN via le coproduit généralisé ∆N . 
Fixons v ∈ C× et considérons l’isomorphisme C-linéaire τq−1(v) : (Lq(1))⊗
cN → CN(q−1, v)
défini par τq−1(v)mx1...xN = τx1...xN (q−1, v) |x1...xN〉v où





2 (N−r) avec {ij}rj=1 = {k ∈ {1, ..., N} |xk = −1}.
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Alors, la chaîne CN(q−1, v) peut être munie d’une structure de LUqsl2-module au travers
de l’isomorphisme τq−1(v); c’est-à-dire avec l’action pour laquelle E(n), F (n) et K agissent









◦ τq−1(v)−1 et Kv,q−1 = τq−1(v) ◦ ∆N(K) ◦ τq−1(v)−1. Avec
cette action, τq−1(v) devient trivialement un isomorphisme de LUqsl2-modules. La structure
ainsi définie fait aussi équivaloir les actions sur CN(q−1, v) de l’opérateur 2Sz du chapitre 2
et du générateur H de la section 3.1.2 puisque, pour chaque x1, ..., xN ∈ {±1}, on a(




























 |x1...xN〉v = 2Sz |x1...xN〉v
car ∆(H) = H⊗ id+ id⊗H (d’où on obtient l’expression de ∆N(H) par induction). On peut





d ∈ spec 2Sz) et utiliser la décomposition de Clebsch-Gordan généralisée de la section 3.2.3
pour décomposer les espaces CN(q−1, v, d) en espaces propres (de H) de LUqsl2-modules
simples et projectifs indécomposables. En particulier, les corollaires 3.35 et 3.36 peuvent
être appliqués aux espaces CN(q−1, v, d) lorsque les substitutions adéquates sont effectuées.
Proposition 3.38. Soient n ∈ Z≥0 et x1, ...xN ∈ {±1}. Alors, l’élément x± ∈ CN(q−1, v)

















Démonstration. Notons τ = τq−1(v) et τy1...yN = τy1...yN (q−1, v) pour y1, ..., yN ∈ {±1}.
Notons aussi {ij}rj=1 = {k ∈ {1, ..., N} |xk = −1} pour avoir
∑N
j=1 xj = N − 2r. Alors, selon

















où, pour une suite strictement croissante (jk)nk=1 ⊆ {1, ..., N} telle que xj1 = ... = xjn = −1,



































































































et on peut montrer de manière analogue que x− s’exprime de la façon indiquée dans l’énoncé
de la proposition. Ceci achève cette démonstration. 
La proposition 3.38 stipule que les opérateurs (S±)(n)v,q−1 représentant l’action des puissances
divisées E(n) et F (n) de LUqsl2 sur la chaîne CN(q−1, v) correspondent exactement aux opéra-
teurs (S±)(n) introduits dans [40]. Ainsi, puisque la définition de la TLaN(β)-action considérée
dans ce mémoire pour la chaîne CN(q−1, v) (voir le chapitre 2) provient de cet article, on peut
utiliser les résultats y étant présentés quant à la compatibilité des structures de CN(q−1, v)
sous LUqsl2 et TLaN(β). Cela permet en particulier d’obtenir sans effort le résultat suivant.
Lemme 3.39 ([40]). Soient v ∈ C non nul, n ∈ N et i ∈ {1, ..., N − 1}. Alors, les actions
de (S±)(n)v,q−1 et de ei sur CN(q−1, v) commutent l’une avec l’autre.
Cependant, tel que mentionné dans [40] et avec la notation du lemme 3.39, les actions de
(S±)(n)v,q−1 et de eN (ou de Ω±1) ne commutent généralement pas sur CN(q−1, v). Par exemple,
pour n = 1 et N = 2, on calcule aisément que16, si q2 6= v4,
S+v,q−1e2 |+−〉v = S
+
v,q−1(v






6= 0 = v−1q 12 e2 |++〉v = e2S
+
v,q−1 |+−〉
16On note ici S± = (S±)(1) et on utilise l’action de e2 sur C2(q−1, v) décrite à la section 2.1.
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On termine maintenant cette sous-section en étudiant l’interaction entre les opérateurs
(S±)(n) et l’isomorphisme ηN(q−1, v) : CN(q−1, v)→ CN(q, v−1) de la section 2.2.
Proposition 3.40. Soit n ∈ Z≥0. Alors, ηN(q−1,v) ◦ (S±)(n)v,q−1 = (S∓)
(n)
v−1,q ◦ ηN(q−1,v).





x1, ..., xN ∈ {±1} fixés. Alors, un calcul direct à l’aide de la proposition 3.38 permet d’obtenir
a± = v∓n(N+1)
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de sorte qu’il est possible de conclure que ηN(q−1, v)◦ (S±)(n)v,q−1 = (S∓)
(n)
v−1,q ◦ηN(q−1, v) étant
donné que l’inverse de l’isomorphisme ηN(q, v−1) correspond à ηN(q−1, v). 
3.3.2. Morphismes entre espaces propres
Soient vy, vz ∈ C non nuls. Dans la section précédente, on a défini une structure de LUqsl2-
module sur les chaînes CN(q−1, vy) et CN(q−1, vz) en utilisant des isomorphismes C-linéaires
diagonaux notés τq−1(vz) : (Lq(1))⊗
cN → CN(q−1, vz) et τq−1(vy) : (Lq(1))⊗
cN → CN(q−1, vy).
Par construction, ces applications τq−1(vy) et τq−1(vz) sont LUqsl2-linéaires de sorte que
l’application composée
ϑq−1(vy, vz) = τq−1(vz) ◦ (τq−1(vy))−1 : CN(q−1, vy)→ CN(q−1, vz)
est un isomorphisme de LUqsl2-modules. Cet isomorphisme est défini sur un élément de base
|x1...xN〉vy de CN(q
−1, vy) par ϑq−1(vy, vz) |x1...xN〉vy = ϑx1...xN (vy, vz) |x1...xN〉vz où, selon la
définition des isomorphismes τq−1(vy) et τq−1(vz),













avec (ij)Nj=1 = {k ∈ {1, ..., N} |xk = −1} pour r = 12(N − d) et d =
∑N
j=1 xj. Le théorème
suivant utilise l’isomorphisme LUqsl2-linéaire ϑq−1(vy, vz) et les opérateurs (S−)(n)vz ,q−1 afin
d’obtenir des applications TLaN(β)-linéaires entre les espaces propres de 2Sz des chaînes
CN(q−1, vy) et CN(q−1, vz). Dans ce théorème, on utilise implicitement le fait que l’action
de (S−)(n) sur un vecteur |x1...xN〉vz abaisse de 2n la valeur propre de 2S
z (comme il est
possible de vérifier facilement à partir de la proposition 3.38).
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Théorème 3.41. Soient t, d ∈ Z tels que t ≡2 d et t ≥ d. Considérons aussi vy, vz ∈ C non
nuls et a = 12(t − d). Supposons que q
t = v−2Nz et vNz qa = vNy . Alors, l’application linéaire





(S−)(a)vz ,q−1 ◦ ϑq−1(vy, vz)
]
|x1...xN〉vy





Démonstration. Fixons x1, ..., xN ∈ {±1} et notons {i`}r`=1 = {j ∈ {1, ..., N} |xj = −1}
pour t = ∑Nn=1 xn et r = 12(N − t). Notons également ϑy1...yN = ϑy1...yN (vy, vz) pour chaque





|x1...xN〉vy = ϑx1...xN e1(S











































si x1 = −1




)2x1 . L’application ft,d(q−1, vz) commute ainsi avec e1. On veut









































































































 q−a2x1 |x2...xj1(−)xj1+2...xNx1〉vz .














































































































































































































































































































si x1 = −1

































et le résultat voulu découle alors du fait que ej = Ω−(j−1)e1Ωj−1 pour 1 ≤ j ≤ N en vertu
des relations de définition de TLaN(β). 
Le théorème précédent correspond au résultat principal de ce chapitre. Il s’agit d’un résultat
hautement non trivial puisque les morphismes TLaN(β)-linéaires ft,d(q−1, vz) produits par ce
théorème sont définis comme la composition de deux applications qui ne sont généralement




la démonstration précédente et la discussion suivant le lemme 3.39 montrent que ϑq−1(vy, vz)
et (S−)(a) ne commutent pas toujours avec Ω. Le théorème 3.41 stipule donc que, lorsque
certaines hypothèses sont respectées au niveau des paramètres d, t, vz et vy, le défaut de
TLaN(β)-linéarité de l’isomorphisme LUqsl2-linéaire ϑq−1(vy, vz) est contrebalancé par celui de
l’opérateur (S−)(a)vz ,q−1 représentant la puissance divisée F
(a) sur CN(q−1, vz). Notons qu’un
cas particulier de ce théorème (avec des hypothèses plus restrictives) avait déjà été montré
dans [40] et qu’il est également possible, comme le montre la proposition ci-dessous, d’utiliser
des hypothèses moins strictes dans certaines circonstances particulières (comme a = 0).
Proposition 3.42. Soient q, v, w ∈ C non nuls satisfaisant vN = wN . Alors, l’isomorphisme
ϑq−1(v, w) : CN(q−1, v)→ CN(q−1, w) est TLaN(β)-linéaire et commute avec l’opérateur Sz.
Démonstration. Notons ϑ = ϑq(v, w) et ϑy1...yN = ϑy1...yN (v, w) si {yi}Ni=1 ⊆ {±1}. Fixons
x1, ..., xN ∈ {±1} avec d =
∑N

















Remarquons que, selon ces relations, on a [e1, ϑ] = [Ω, ϑ] = 0 puisque
Ωϑ(|x1...xN〉v) = w
dϑx1...xN |x2...xNx1〉w = v
dϑx2...xNx1 |x1...xN〉w = ϑ(Ω |x1...xN〉v)
et
e1ϑ(|x1...xN〉v) = δx1,−x2ϑx1...xN (w
−2x1 |x2x1x3...xN〉w − q
x1 |x1...xN〉w)
= δx1,−x2(v−2x1ϑx2x1x3...xN |x2x1x3...xN〉w − q
x1ϑx1...xN |x1...xN〉w)
= ϑ(e1 |x1...xN〉v)
Ainsi, la démarche présentée à la fin de la preuve du théorème 3.41 montre que ϑ est TLaN(β)-
linéaire. La seconde partie de la proposition est aussi facilement vérifiée. 
Pour (t, y), (d, z) ∈ Z × C×, on appelle (t, y) un successeur de (d, z) si qt = z2 et qa = z
y
avec a = 12(t− d). On note aussi Eq−1 la relation d’ordre la plus faible sur Z×C× telle que
(d, z) Eq−1 (t, y) lorsque (t, y) est un successeur de (d, z).
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Alors, le théorème 3.41 devient
ft,d(q−1, vz) : CN(q−1, vy, t)→ CN(q−1, vz, d) est TLaN(β)-linéaire si (d, v−Nz ) Eq−1 (t, v−Ny )
où ft,d(q−1, vz) est le morphisme nul lorsque t ou d n’appartient pas à spec 2Sz. En particulier,
la définition de l’ordre Eq−1 montre que, pour chaque succession17 (d, v−Nz ) q−1 (t, v−Ny ) dans
Λa via la condition B de la définition 1.13, on doit aussi avoir (d, v−Nz ) Eq−1 (t, v−Ny ) de sorte
que l’application associée ft,d(q−1, vz) est TLaN(β)-linéaire.
3.3.3. Noyaux et longues suites exactes
Soient vz ∈ C× et d ∈ Z≥0 avec d ≤ N et d ≡2 N . Supposons que la paire (d, v−Nz )
admette une infinité de successeurs dans Λa sous l’ordre partiel q−1 . Soit (t, v−Ny ) ∈ Λa
le successeur direct de (d, v−Nz ) via la condition B de la définition 1.13 et supposons que la
relation t < d+2p soit vérifiée. Alors, la figure 1.16 implique que la paire (d+2p, w−Nz ) ∈ Λa
(pour wz ∈ C× satisfaisant w−Nz = qpv−Nz ) succède également directement à (t, v−Ny ) via
cette condition B de sorte que les applications ft,d(q−1, vz) : CN(q−1, vy, t) → CN(q−1, vz, d)
et fd+2p,t(q−1, vy) : CN(q−1, wz, d+2p)→ CN(q−1, vy, t) sont TLaN(β)-linéaires. On peut ainsi
notamment s’intéresser à l’exactitude de la suite
CN(q−1, wz, d+ 2p)
fd+2p,t(q−1,vy)−−−−−−−−→ CN(q−1, vy, t)
ft,d(q−1,vy)−−−−−−→ CN(q−1, vz, d). (3.3)
Proposition 3.43. Avec la notation explicitée ci-haut, Ker ft,d(q−1, vz) = Im fd+2p,t(q−1, vy).
En d’autres termes, la suite (3.3) est exacte.
Démonstration. Posons a = 12(t − d) < p et considérons x ∈ CN(q
−1, vy, t). Selon le
corollaire 3.36 et la discussion précédant la proposition 3.38, on a (S−)(a)vy ,q−1x = 0 si et
seulement si x = (S−)(p−a)vy ,q−1x
′ pour un certain x′ ∈ CN(q−1, vy, d+2p). Par conséquent, étant
donné que les applications ϑq−1(vy, vz) et ϑq−1(wz, vy) sont des isomorphismes de LUqsl2-
modules, on obtient la suite d’équivalences











ϑq−1(vy, vz) ◦ (S−)(a)vy ,q−1
]
x = 0
⇐⇒ (S−)(a)vy ,q−1x = 0
⇐⇒ x = (S−)(p−a)vy ,q−1x





x′ pour un certain x′ ∈ CN(q−1, wz, d+ 2p)
⇐⇒ x ∈ Im fd+2p,t(q−1, vy)
et le résultat voulu s’ensuit. 
17On associe ici, comme partout dans le mémoire, une paire (d, z) ∈ Λa(N) à un de ses représentants sous
la relation d’équivalence ∼ définie au début de la section 1.2.
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En utilisant la proposition précédente pour chacune des successions relatives à la condition
B dans la figure 1.16, on obtient une longue suite exacte de morphismes TLaN(β)-linéaires
0→ ...→ CN(q−1, wz, d+ 2p)→ CN(q−1, vy, t)→ CN(q−1, vz, d)
où chacun des morphismes sous-entendus correspond à une application issue du théorème
3.41 via une succession directe dans Λa par rapport à la condition B et où le module nul
obtenu au début de la longue suite exacte est présent puisque les valeurs propres de 2Sz
associé aux espaces apparaissant dans cette suite augmente strictement de la droite vers la
gauche (et dépasse donc N à partir d’un certain point).
On peut faire appel au théorème 3.41 pour produire une d’autres morphismes d’intérêt. En
particulier, notons que, selon la figure 1.16 (après la substitution q ↔ q−1), puisque (t, v−Ny )
succède directement à (d, v−Nz ) sous q−1 via la condition B, on a v2Ny = z2qs−d+δi . Ainsi,
vNy = v−Ny v2Ny = v−Ny z2qs−d+δi = v−Ny z2q−d+s−δi = v−Ny v−2Nz q−(t+d) = v−Ny q−d = v−Nz q−(d+a).
où z = v−Nz et où les paramètres s et δi sont définis dans la figure 1.16. Par conséquent,
(−d, vNz ) Eq (t, v−Ny ) et l’application ft,−d(q, v−1z ) : CN(q, vy, t)→ CN(q, v−1z ,−d) donnée par
[ft,−d(q, v−1z )] = (S−)
(d+a)
v−1z ,q
◦ [ϑq(vy, v−1z )] est TLaN(β)-linéaire. Il doit donc en être de même
de l’application composée g−t,d(q−1, vz) : CN(q−1, v−1y ,−t)→ CN(q−1, vz, d) donnée par




◦ ηN(q−1, v−1y )
avec ηN(q, v−1z ) et ηN(q−1, v−1y ) les isomorphismes de la section 2.2. Cependant, afin d’obtenir
l’équivalent de la proposition 3.43 pour cette application g−t,d(q−1, vz), on doit considérer le
successeur direct (h, v−Nx ) de (t, v−Ny ) sous q−1 via la condition A de la définition 1.13. En
effet, selon le corollaire 1.14, ce successeur satisfait (t, v−Ny ) q (h, v−Nx ) directement via la
condition B d’où le raisonnement de la fin de la section précédente montre que l’application
fh,t(q, vy) : CN(q, vx, h)→ CN(q, vy, t) est TLaN(β)-linéaire. On peut donc considérer la suite
CN(q, vx, h)
ηN (q,vy)◦fh,t(q,vy)−−−−−−−−−−−→ CN(q−1, v−1y ,−t)
g−t,d(q−1,vz)−−−−−−−→ CN(q−1, vz, d) (3.4)
Proposition 3.44. Posons a′ = 12(h − t) et supposons que la relation a
′ < p soit vérifiée.
Alors, on a Ker g−t,d(q−1, vz) = Im (ηN(q, vy) ◦ fh,t(q, vy)) d’où la suite (3.4) est exacte.
Démonstration. Soient n1, n2 ∈ Z≥0 tels que d+ a = n1p+ n2 avec n2 < p et remarquons
que, en vertu de la figure 1.16, h = −d+ δh pour un certain δh ∈ 2pZ. Dans ce cas,
a′ = 12(h− t) =
1
2(h− d+ d− t) = −(d+ a) +
1
2δh ≡p −(d+ a)
et a′ = p−n2 puisque 1 ≤ a′ < p par hypothèse. Alors, selon le corollaire 3.36 et la discussion
précédant la proposition 3.38, on a (S−)(d+a)vy ,q y = 0 pour y ∈ CN(q, vy, t) si et seulement si
y = (S−)(a′)vy ,qx′ pour un certain x′ ∈ CN(q, vy, h). Par ailleurs, les applications ηN(q, v−1z ),
117
ηN(q−1, v−1y ), ϑq(vy, v−1z ) et ϑq(vx, vy) sont toutes bijectives. Ainsi, pour x ∈ CN(q−1, v−1y ,−t),
on obtient, par LUqsl2-linéarité de ϑq(vy, v−1z ) et avec y = [ηN(q−1, v−1y )]x,




























(S−)(d+a)vy ,q y = 0
⇐⇒ (S−)(d+a)vy ,q y = 0
⇐⇒ y = (S−)(a′)vy ,qx
′ pour un certain x′ ∈ CN(q, vy, h)
⇐⇒ y = [fh,t(q, vy)]x′ pour un certain x′ ∈ CN(q, vx, h)
⇐⇒ x = [ηN(q, vy) ◦ fh,t(q, vy)]x′ pour un certain x′ ∈ CN(q, vx, h)
⇐⇒ x ∈ Im [ηN(q, vy) ◦ fh,t(q, vy)]




à la dernière équivalence. 
On veut utiliser la proposition 3.44 afin d’obtenir une suite exacte similaire à celle découlant
de la proposition 3.43. Pour ce faire, notons que, puisque ηN(q, vy) est une bijection, on a
Ker(ηN(q, vy) ◦ fh,t(q, vy)) = Ker fh,t(q, vy). (3.5)
On peut ainsi utiliser plusieurs fois la proposition 3.43 afin d’obtenir la suite exacte longue
0→ ...→ CN(q, vx, h)
ηf−→ CN(q−1, v−1y ,−t)
g−→ CN(q−1, vz, d)
où les morphismes non identifiés correspondent (selon l’équation (3.5)) à des applications
issues du théorème 3.41 via une succession directe relativement à la condition B de la défini-
tion 1.13 (comme dans la longue suite découlant de la proposition 3.43) et où les morphismes
ηf et g désignent respectivement les applications ηN(q, vy) ◦ fh,t(q, vy) et g−t,d(q−1, vz).
On termine finalement ce chapitre avec l’étude d’une famille particulière de morphismes issus
du théorème 3.41. À cette fin, on fixe v ∈ C non nul et d ∈ Z tels que |d| ≤ N et d ≡2 N .
On fixe aussi ` ∈ Z≥0 et w` ∈ C satisfaisant wN` = q`pvN . Considérons les deux cas suivants.
(Cas 1) Supposons que v−2N = qd. Alors, le théorème 3.41 permet de conclure que l’applica-
tion fd+2`p,d(q−1, v) : CN(q−1, w`, d+ 2`p)→ CN(q−1, v, d) est TLaN(β)-linéaire.
(Cas 2) Supposons v2N = qd. Dans ce cas, on utilise encore le théorème 3.41 pour dé-
duire que l’application f−d,−(d+2`p)(q, w−1` ) : CN(q, v−1,−d)→ CN(q, w−1` ,−(d+ 2`p))
est TLaN(β)-linéaire. On peut alors considérer le morphisme de TLaN(β)-modules
gd,d+2`p(q−1, w`) : CN(q−1, v, d) → CN(q−1, w`, d + 2`p) défini via la composition
gd,d+2`p(q−1, w`) = ηN(q, w−1` ) ◦ f−d,−(d+2`p)(q, w−1` ) ◦ ηN(q−1, v).
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Proposition 3.45. On conserve la notation utilisée ci-haut sans supposer v±2N = qd. Alors,
l’application C-linéaire fd+2`p,d(q−1, v) est injective (ou surjective) lorsque |d+ 2`p| ≥ |d| (ou
|d + 2`p| ≤ |d|, respectivement). De même, l’application C-linéaire gd,d+2`p(q−1, w`) est
injective (ou surjective) lorsque |d| ≥ |d+2`p| (ou |d| ≤ |d+2`p|, respectivement). Enfin, les
applications C-linéaires gd,d+2`p(q−1, w`) ◦ fd+2`p,d(q−1, v) et fd+2`p,d(q−1, v) ◦ gd,d+2`p(q−1, w`)
sont bijectives lorsque |d| ≤ |d+ 2`p| et |d+ 2`p| ≤ |d| (respectivement).
Démonstration. Par souci de concision, notons g = gd,d+2`p(q−1, w`), f1 = fd+2`p,d(q−1, v),
f2 = f−d,−(d+2`p)(q, w−1` ), ϑ1 = ϑq−1(w`, v), ϑ2 = ϑq(v−1, w−1` ), η1 = ηN(q, w−1` ) ainsi que
η2 = ηN(q−1, v). Selon la proposition 3.40 et par LUqsl2-linéarité de ϑ1 et ϑ2,
g ◦ f1 = η1 ◦ f2 ◦ η2 ◦ f1 = η1 ◦ (S−)(`p)w−1
`
,q
◦ ϑ2 ◦ η2 ◦ (S−)(`p)v,q−1 ◦ ϑ1
= η1 ◦ ϑ2 ◦ (S−)(`p)v−1,q ◦ η2 ◦ (S












De la même façon,





◦ ϑ1 ◦ η1 ◦ ϑ2 ◦ η2.
Ainsi, en vertu du corollaire18 3.35 et de la discussion précédant la proposition 3.38, on peut
conclure de la bijectivité de ϑ1, ϑ2, η1 et η2 que les applications C-linéaires composées g◦f1 et
f1 ◦ g sont respectivement bijectives lorsque |d| ≤ |d+ 2`p| et |d+ 2`p| ≤ |d|. En particulier,
f1 est injective lorsque |d| ≤ |d + 2`p| et surjective lorsque |d + 2`p| ≤ |d|. De la même
manière, g est injective lorsque |d + 2`p| ≤ |d| et surjective lorsque |d| ≤ |d + 2`p|. Ceci
achève cette démonstration. 
18On utilise ici implicitement le fait que Kp est central et inversible dans LUqsl2 de sorte que, puisque
e = KpE(p) et que f = (−1)p+1qpF (p), la multiplication par enfn (ou par fnen) définit un automorphisme
C-linéaire pour un espace propre de CN (q−1, v) donné si et seulement s’il en de même pour la multiplication




Structure des modules CN(q, v, d)
sur l’ensemble critique
Dans ce chapitre, on utilise les résultats démontrés précédemment afin d’obtenir la structure
explicite (par rapport à l’algèbre TLaN(β)) des espaces propres CN(q, v, d) de la section 2.1.
En résumé, les théorèmes principaux de ce chapitre forcent à constater qu’un espace propre
CN(q, v, d) fixé admet toujours une structure à la Feigin-Fuchs (voir la figure 1.14) où les
facteurs de composition sont les mêmes que ceux du module cellulaire V dN(q, v). Un corollaire
immédiat est alors que l’image du morphisme idN(q, v) : V dN(q, v)→ CN(q, v, d) de la section
2.4 est toujours isomorphe à la partie générique PGdN(q, v) de V dN(q, v).
Fixons q, v ∈ C× et N, d ∈ Z≥0 où d ≤ N et d ≡2 N . Dans les pages suivantes, on supposera
constamment que q2 est une p-ième racine primitive de l’unité pour un certain p ∈ N et que
la paire (d, z) ∈ Λa admet une infinité de successeurs sous l’ordre  de la section 1.3.2.
4.1. Cas spéciaux
Cette section est consacrée à l’étude des cas particuliers pour lesquels au moins une des deux
conditions qd = v2N ou qd = v−2N est satisfaite. La structure obtenue dans ces cas pour
les espaces CN(q, v, d) est analogue à celle des Vir-modules de Feigin-Fuchs semisimples ou
linéaires (voir la figure 1.14) et les outils principaux utilisés pour révéler cette structure sont
les propositions, théorèmes et corollaires 2.1, 2.4, 2.5, 2.6, 2.12, 2.13, 3.45 et A.3.
4.1.1. Cas semisimple
Dans cette sous-section, on suppose qd = v2N avec v4N = 1 et on pose z = v−N . Remarquons
que, dans cette situation, si la paire (t, y) ∈ Λa satisfait (d, z) q (t, y), alors la définition
1.13 donne qt = z±2 = v∓2N = qd d’où k = 12(t− d) ≡p 0 étant donné que q
2 est une p-ième
racine primitive de l’unité et que t ≡2 N ≡2 d. De plus, cette même définition force y = zq±k
de sorte que les successeurs de la paire (d, z) dans Λa sont tous de la forme (d + 2`p, zq`p)
avec ` ∈ Z≥0. En fait, il est facile de démontrer que la figure 1.16 donnant l’organisation de
ces successeurs (et, de ce fait, la structure du module cellulaire V dN(q, v)) se simplifie, sous
les hypothèses considérées, en la figure 4.1 présentée ci-dessous.
(d, z) (d+ 2p, zqp) (d+ 4p, z) (d+ 6p, zqp) . . .
Fig. 4.1. Structure de V dN(q, v) lorsque qd = v2N et v4N = 1.
Théorème 4.1. Notons md = max{` ∈ Z≥0 | d+2`p ≤ N}. Supposons qd = v2N et v4N = 1.
Alors, comme TLaN(β)-modules,




Démonstration. Procédons par induction sur md en remarquant que le cas md = 0 est
déjà traité dans la proposition 2.13. Supposons md > 0 et considérons le module (non nul)
CN(q, w, d+2p) pour un certain w ∈ C tel que w−N = zqp. Puisque qd+2p = qd = v2N = w2N
et que w4N = v4N = 1, l’hypothèse d’induction permet de conclure que







car md+2p = max{` ∈ Z≥0 | d + 2(` + 1)p ≤ N} = md − 1. Remarquons également que les
discussions présentées à la fin du chapitre 3 (avec q ↔ q−1) et dans l’annexe A (si q2 = 1)
donnent des applications TLaN(β)-linéaires fd+2p,d(q, v) : CN(q, w, d + 2p) → CN(q, v, d) et
gd,d+2p(q, w) : CN(q, v, d)→ CN(q, w, d+ 2p) telles que gd,d+2p(q, w) ◦ fd+2p,d(q, v) est un au-
tomorphisme de CN(q, v, d) (voir les propositions 3.45 et A.3). En particulier, le morphisme
fd+2p,d(q, v) est une inclusion de CN(q, w, d+2p) dans CN(q, v, d) et l’application gd,d+2p(q, w)
est un épimorphisme de CN(q, v, d) sur CN(q, w, d+ 2p). En outre, le corollaire 2.12 indique
que la coiffe LN,d;z = topV dN(q, v) (qui est un quotient de PGdN(q, v)) doit être un facteur de
composition de CN(q, v, d). Dans ce cas, la suite d’égalités (provenant de la figure 4.1)




= dimLN,d;z + dimCN(q, w, d+ 2p)
donne CN(q, v, d) ' LN,d;z ⊕CN(q, w, d+ 2p) '
⊕md
`=0 LN,d+2`p;zq`p comme espaces vectoriels.
Cependant, on a CN(q, w, d + 2p) ' Im fd+2p,d(q, v) ⊆ CN(q, v, d) et l’absence du facteur
LN,d;z dans CN(q, w, d+ 2p) = Im gd,d+2p(q, w) force LN,d;z ⊆ Ker gd,d+2p(q, w) ⊆ CN(q, v, d).
Ainsi, LN,d;z et CN(q, w, d+ 2p) sont contenus dans socCN(q, v, d) de sorte que la décompo-
sition CN(q, v, d) '
⊕md
`=0 LN,d+2`p;zq`p est aussi valide en tant que TLaN(β)-modules. 
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4.1.2. Premier cas linéaire
Supposons qd = v−2N avec v4N 6= 1 et étudions s = min{r ∈ Z | r > d, r ≡2 d et qr = v−2N}.
Remarquons que qs = v−2N = qd d’où s− d ∈ 2pZ étant donné que q2 est une p-ième racine
primitive de l’unité et que s ≡2 d. Dans ce cas, la définition de s force s = d+ 2p et, avec la
notation de la figure 1.16, δi = δh = 2`p pour ` = min{r ∈ Z | (r − 1)p > d}. Ainsi, utilisant
à nouveau la notation de cette figure, on obtient, pour a ∈ Z≥0, z = v−N et k = 12(s− d),
(ja, ya) = (s+ 2ap, zqap−k) = (d+ 2(a+ 1)p, zq(a+1)p) = (ka+1, ua+1) et
(ha, νa) = (−d+ δh + 2ap, z−1qap+δh/2) = (−s+ 2(`+ a+ 1)p, z−1qap+δi/2) = (ia+1, xa+1)
avec {(ka, ua)}a∈Z≥0 ∩ {(ha, νa)}a∈Z≥0 = ∅ car qka = qd = v−2N 6= v2N = q−d = qhb pour
a, b ∈ Z≥0. Le diagramme de Loewy de V dN(q, v) correspond donc à la version simplifiée du
diagramme de la figure 1.16 présentée au sein de la figure 4.2. Dans cette figure, on écrit
(t, y) = (i0, x0) = (−d+ 2(`− 1)p, z−1q(`+1)p) pour désigner le successeur direct de (d, z) via
la condition B de la définition 1.13 et on identifie en rouge les flèches joignant les facteurs de
composition de la copie de V d+2pN (q, w) (pour un certain w ∈ C tel que w−N = zqp) réalisée
comme un sous-module de V dN(q, v) via les inclusions de la section 1.3.2. Les facteurs de la
partie générique PGdN(q, v) (voir la section 2.4) sont aussi reliés à l’aide d’une flèche bleue.
(d, z) (t, y) (d+ 2p, zqp) (t+ 2p, yqp) ...
Fig. 4.2. Structure de V dN(q, v) si qd = v−2N et v4N 6= 1. Dans cette figure, (t, y) = (i0, x0)
et le sous-module de V dN(q, v) isomorphe à V
d+2p
N (q, w) (avec w ∈ C tel que w−N = zqp) ainsi
que PGdN(q, v) peuvent respectivement être identifiés à l’aide des flèches rouges et bleues.
On voudrait aussi connaître la structure du module V tN(q−1, x−1) pour x ∈ C tel que x−N = y.
Pour ce faire, remarquons que les inclusions de la section 1.3.2 permettent de conclure que le
diagramme d’organisation des successeurs de (t, y) sous l’ordre q (ou, de façon équivalente,
le diagramme de Loewy du module V tN(q, x)) correspond au diagramme obtenu de la figure
4.2 en y retirant la paire (d, z). On déduit ainsi, à l’aide du corollaire 1.14, que le diagramme
d’organisation des successeurs de (t, y−1) sous q−1 (qui équivaut au diagramme de Loewy
de V tN(q−1, x−1)) correspond au diagramme donné dans la figure 4.3.
(t, y−1) (d+ 2p, z−1qp) (t+ 2p, y−1qp) ...
Fig. 4.3. Diagramme de Loewy du module V tN(q−1, x−1) dans les conditions considérées.
La démonstration du théorème suivant est faite par induction sur le nombre nd(q, v) de
facteurs de composition du module cellulaire V dN(q, v). Dans cette preuve, on se permet, à
chaque étape de l’induction, de faire varier les paramètres d, q et v tant que ceux-ci satisfont
aux conditions considérées dans l’énoncé du théorème et dans la sous-section1.
1Notons que β = −(q + q−1) est considéré comme fixé d’où il n’existe que deux choix pour le paramètre q.
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Théorème 4.2. Notons md = max{` ∈ Z≥0 | d+ 2`p ≤ N}. Alors, si qd = v−2N et v4N 6= 1,
la structure du TLaN(β)-module CN(q, v, d) est donnée dans la figure 4.4 avec la notation des











Fig. 4.4. Structure de l’espace propre CN(q, v, d) lorsque qd = v−2N et v4N 6= 1.
Démonstration. Procédons par induction sur le nombre nd(q, v) de facteurs de composi-
tion du module cellulaire V dN(q, v). Remarquons que les cas nd(q, v) = 1 et nd(q, v) = 2 sont
déjà traités dans la proposition 2.13 (puisqu’alors md = 0 selon la figure 4.2) d’où on peut
supposer nd(q, v) ≥ 3 (de sorte que md ≥ 1 selon cette même figure). Soit w ∈ C satisfai-
sant w−N = zqp et considérons l’espace propre CN(q, w, d + 2p). Notons que les relations
qd+2p = qd = v−2N = w−2N ainsi que w4N = v4N 6= 1 sont respectées et que, en vertu de la fi-
gure 4.2, le module cellulaire V d+2pN (q, w) a nd+2p(q, w) = nd(q, v)−2 facteurs de composition
(avec md+2p = md − 1). L’hypothèse d’induction permet par conséquent de conclure que la
structure de CN(q, w, d+2p) est donnée par le diagramme de Loewy de la figure 4.5 ci-dessous
(avec la paire (t+2mdp, yqmdp) présente seulement lorsque t+2mdp ≤ N). En outre, en vertu
de la proposition 3.45 et de la discussion présentée à la fin du chapitre 3 (avec q ↔ q−1), il
existe une projection TLaN(β)-linéaire gd,d+2p(q, w) : CN(q, v, d) → CN(q, w, d + 2p) d’où ce









Fig. 4.5. Structure de CN(q, w, d+ 2p) dans les conditions considérées.
Soit x ∈ C tel que x−N = y et remarquons que l’analyse effectuée au début de cette sous-
section donne t = −d+2(`−1)p et y = z−1q(`+1)p pour un certain ` ∈ N. De ce fait, on obtient
q−t = qd−2(`−1)p = qd = v−2N = z2 = x2N d’où la proposition 3.45 et la discussion la précé-
dant donnent une injection TLaN(β)-linéaire g−t,d(q, v) : CN(q, x−1,−t)→ CN(q, v, d). Ainsi,
selon les propositions 2.1 et 2.5, le dual C∗N(q−1, x−1, t) ' CN(q−1, x, t) ' CN(q, x−1,−t)
est isomorphe à un sous-module M de CN(q, v, d). Par ailleurs, (q−1)t = q−t = (x−1)−2N
avec (x−1)4N = v4N 6= 1 de sorte que, puisque le module cellulaire V tN(q−1, x−1) admet
nt(q−1, x−1) = nd(q, v)− 1 facteurs de composition (voir la figure 4.3), l’hypothèse d’induc-
tion indique que la structure de CN(q−1, x−1, t) correspond à celle donnée dans la figure 4.6
(avec la paire (t + 2mdp, y−1qmdp) présente seulement lorsque t + 2mdp ≤ N). Le corol-
laire 2.4 et la proposition 2.6 permettent alors de conclure que la structure du sous-module
M ⊆ CN(q, v, d) avec M ' C∗N(q−1, x−1, t) correspond à celle présentée dans la figure 4.7





















Fig. 4.7. Structure de M ' C∗N(q−1, x−1, t) dans les conditions considérées.
De plus, en vertu du corollaire 2.12, la partie générique PGdN(q, v) correspond à un sous-
quotient de CN(q, v, d) de sorte que, selon la figure 4.2, la flèche représentée dans la figure
4.8 doit aussi être présente dans le diagramme de Loewy de CN(q, v, d).
(d, z) (t, y)
Fig. 4.8. Structure de PGdN(q, v) dans les conditions considérées.
En particulier, le travail accompli jusqu’ici permet de déduire que les nd(q, v) facteurs de
composition du module cellulaire V dN(q, v) (voir la figure 4.8) doivent tous être présents dans
le diagramme de Loewy de CN(q, v, d). Dans ce cas, puisque dim V dN(q, v) = dimCN(q, v, d),
ces facteurs doivent correspondre à l’ensemble des facteurs de composition de CN(q, v, d) et
le diagramme de Loewy de cet espace propre doit correspondre à celui de la figure 4.4 avec
possiblement des flèches manquantes. Ce diagramme est reproduit dans la figure 4.9 avec
le sous-module M représenté à l’aide de flèches rouges et avec le quotient Q (isomorphe à
CN(q, w, d+ 2p)) identifié à l’aide de flèches pointillées. La paire (t+ 2mdp, yqmdp) doit être











Fig. 4.9. Diagramme de Loewy partiel pour CN(q, v, d) dans les conditions considérées.
Supposons qu’une flèche du diagramme de Loewy de CN(q, v, d) ait été oubliée dans le
diagramme de la figure 4.9. Remarquons que, puisque M est un sous-module de CN(q, v, d),
cette flèche manquante ne peut avoir pour origine un facteur de composition présent dans
la figure 4.7 (voir la fin de la section 1.3.1) et a donc pour point de départ le facteur LN,d;z.
Dans cette situation, pour que cette flèche soit effectivement absente de la figure 4.9, elle doit
aboutir ailleurs que sur le facteur LN,t;y et doit ainsi avoir pour point d’arrivée un facteur
de composition du quotient Q ' CN(q, w, d + 2p) (voir la figure 4.5). Cependant, ceci
contredit le fait que le module Q est un quotient de CN(q, v, d) et on doit donc se résoudre à
conclure que le diagramme de la figure 4.9 correspond au diagramme de Loewy (complet) de
CN(q, v, d) (avec la paire (t+ 2mdp, yqmdp) présente seulement lorsque t+ 2mdp ≤ N). 
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4.1.3. Second cas linéaire
Supposons désormais qd = v2N avec v4N 6= 1 et étudions à nouveau la structure du module
cellulaire V dN(q, v). Notons que, avec s = min{r ∈ Z | r > d, r ≡2 d et qr = v−2N}, on a
q−d = v−2N = qs de sorte que s+d ∈ 2pZ puisque q2 est une p-ième racine primitive de l’unité
et que s ≡2 −d. Ainsi, la définition de s force s = −d+ 2`p avec ` = min{r ∈ Z≥0 | d < `p}.
De plus, encore avec la notation de la figure 1.16, on a δi = 2(`+ 1)p = δh et, pour a ∈ Z≥0,
z = v−N et k = 12(s− d) = −d+ `p,
(ha, νa) = (−d+ δh + 2ap, z−1qap+δh/2) = (s+ 2(a+ 1)p, zqd+`pq(a+1)p) = (ja+1, ya+1) et
(ia, xa) = (−s+ δi + 2ap, z−1qap+k+δi/2) = (d+ 2(a+ 1)p, z−1q−dq(a+2`+1)p) = (ka+1, ua+1).
Le diagramme d’organisation des successeurs de (d, z) sous q (ou, de façon équivalente, le
Loewy de V dN(q, v)) prend donc la forme donnée dans la figure 4.10 avec (s, w) = (j0, y0).
(d, z) (s, w) (d+ 2p, zqp) (s+ 2p, wqp) ...
Fig. 4.10. Structure de V dN(q, v) si qd = v2N et v4N 6= 1 avec (s, w) = (j0, y0).
Théorème 4.3. Notons md = max{` ∈ Z≥0 | d+ 2`p ≤ N} et supposons qd = v2N ainsi que
v4N 6= 1. Alors, la structure du TLaN(β)-module CN(q, v, d) est donnée par le diagramme











Fig. 4.11. Structure de l’espace propre CN(q, v, d) lorsque qd = v2N et v4N 6= 1.
Démonstration. Notons d’abord que, puisque (d, z) q (s, w) directement via la condition
A de la définition 1.13, le corollaire 1.14 donne (d, z−1) q (s, w−1) directement via la
condition B de cette même définition. Ainsi, le théorème 4.2 stipule que la structure du
TLaN(β)-module CN(q, v−1, d) correspond à celle présentée dans la figure 4.12 ci-dessous











Fig. 4.12. Structure de CN(q, v−1, d) dans les conditions considérées.
Alors, puisque CN(q, v−1, d) ' C∗N(q, v, d) (voir la proposition 2.5), on peut utiliser le corol-
laire 2.4 et de la proposition 2.6 pour conclure que le diagramme de Loewy de CN(q, v, d)
correspond effectivement à celui donné dans la figure 4.11 (avec la paire (s+ 2mdp, w−1qmdp)
présente seulement si s+ 2mdp ≤ N). 
126
4.2. Cas tressé
On finit enfin la caractérisation de la structure des espaces propres CN(q, vz, d) en s’intéres-
sant aux cas pour lesquels la relation v−2Nz 6= qd 6= v2Nz est vérifiée. La structure obtenue
dans ces circonstances est similaire à celle présentée dans la figure 1.14 pour les Vir-modules
de Feigin-Fuchs tressés et les résultats principaux utilisés pour révéler cette structure sont
les propositions, théorèmes et corollaires 2.1, 2.4, 2.5, 2.6, 2.12, 2.13, 3.43 et 3.44. On donne
aussi dans cette section l’image du morphisme idN(q, vz) du chapitre 2 et celle des applications
TLaN(β)-linéaires de la section 3.3. Notons d’ailleurs que les résultats obtenus dans les pages
suivantes sont également valides lorsque (d, z) correspond à la paire problématique (0, q) avec
q2 = −1 et N ∈ 2N (voir la discussion précédant la proposition 1.20).
4.2.1. Démonstration du résultat
Dans le lemme suivant, on s’intéresse aux conditions pour lesquelles il y a coïncidence de
paires au sein de la figure 1.16 et on utilise donc de façon essentielle la notation introduite
dans cette figure. Cette notation sera en fait utilisée tout au long de la section d’où on pose
en particulier z = v−Nz , s = min{r ∈ Z | r > d, r ≡2 d et qr = v−2Nz } ainsi que k = 12(s− d).
Lemme 4.4. Il y a coïncidence de paires dans la figure 1.16 si et seulement si qd = v±2Nz .
Démonstration. La suffisance suit de l’analyse effectuée au début des sections 4.1.1, 4.1.2
et 4.1.3. Pour la nécessité, notons que la forme des paires apparaissant dans la figure 1.16
permet de conclure que les seules coïncidences de paires possibles sont, pour a ∈ Z≥0,
1. (ja, ya) = (ia, xa); 3. (ja, ya) = (ka+1, ua+1); 5. (ia, xa) = (ka+1, ua+1);
2. (ha, νa) = (ka+1, ua+1); 4. (ha, νa) = (ia+1, xa+1); 6. (ha, νa) = (ja+1, ya+1).
Dans les cas 3 et 4, la définition des paires apparaissant dans la figure 1.16 permet d’obtenir
aisément s ≡2p d de sorte qu’on obtient qd = qs = v−2Nz . De même, dans les cas 5 et 6, on a
s ≡2p −d et qd = q−s = v2Nz d’où seuls les cas 1 et 2 ne découlent pas directement de la forme
de la figure 1.16. Pour le cas 1, remarquons que la coïncidence en question force 2s = δi et
qs = z2 = q2k+δi/2 = q2k+s. Ainsi, q2k = 1 et qd = qs−2k = qs = v−2Nz . Enfin, pour le cas 2,
notons que la définition des paires impliquées donne 2d = δh−2p et v−2Nz = z2 = qδh/2−p = qd
comme voulu. Ceci achève cette démonstration. 
Supposons v−2Nz 6= qd 6= v2Nz et posons, avec la notation de la figure 1.16, (s, w) = (j0, y0),
(t, y) = (i0, x0) et (h0, ν0) = (h, x). Alors, le lemme 4.4 indique que le diagramme de Loewy
de V dN(q, vz) correspond au diagramme de la figure 4.13 (a) où il n’y a aucune coïncidence de
paires et où on doit retirer les facteurs n’appartenant pas à l’ensemble Λa(N). Dans cette
figure, on utilise aussi le corollaire 1.14 pour donner la structure du module V dN(q, v−1z ) et on
relie les facteurs des parties génériques PGdN(q, vz) et PGdN(q, v−1z ) à l’aide de traits rouges.
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(d, z)
(s, w) (t, y)
(d+ 2p, zqp) (h, x)
(s+ 2p, wqp) (t+ 2p, yqp)




(t, y−1) (s, w−1)
(d+ 2p, z−1qp) (h, x−1)
(t+ 2p, y−1qp) (s+ 2p, w−1qp)
(d+ 4p, z−1) (h+ 2p, x−1qp)
... ...
(b)
Fig. 4.13. (a) Diagramme de Loewy de V dN(q, vz); (b) Diagramme de Loewy de V dN(q, v−1z ).
Dans cette figure, il n’y a aucune coïncidence de paires et on doit retirer les facteurs hors de
Λa(N). On identifie aussi les quotients PGdN(q, vz) et PGdN(q, v−1z ) à l’aide de flèches rouges.
Remarquons que, dans les circonstances considérées dans cette section, la discussion de la fin
du chapitre 3 donne des applications TLaN(β)-linéaires ft,d(q, vy) : CN(q, vy, t)→ CN(q, vz, d),
fd+2p,t(q, vy) : CN(q, νz, d + 2p) → CN(q, vy, t), fh,t(q−1, vy) : CN(q−1, vx, h) → CN(q−1, vy, t)
et g−t,d(q, vz) : CN(q, v−1y ,−t) → CN(q, vz, d) pour certains vy, νz, vx ∈ C tels que v−Ny = y,
ν−Nz = zqp et v−Nx = x. Ces morphismes, avec les structures des modules V tN(q, vy) et
V tN(q−1, vy) obtenues de la figure 4.13 via les inclusions de la section 1.3.2 et le corollaire
1.14, seront utilisés dans la preuve du théorème principal de cette section (le théorème 4.6).
(t, y)
(h, x) (d+ 2p, zqp)
(t+ 2p, yqp) (s+ 2p, wqp)




(d+ 2p, zqp) (h, x)
(t+ 2p, yqp) (s+ 2p, wqp)
(d+ 4p, z) (h+ 2p, xqp)
... ...
(b)
Fig. 4.14. (a) Diagramme de Loewy de V tN(q, vy); (b) Diagramme de Loewy de V tN(q−1, vy).
Il n’y a aucune coïncidence de paires et on doit retirer les facteurs hors de Λa(N).
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Dans cette preuve, on utilisera aussi le lemme suivant qui caractérise partiellement les groupes
d’extension de mod TLaN(β). Ce lemme découle de certains résultats de [7] et on traite sa
démonstration dans l’annexe E. Notons cependant dès maintenant que le lemme 4.5 montre
que la figure 4.15 ne peut servir à représenter un diagramme de Loewy dans mod TLaN(β).
(d1, z1) (d2, z2)
Fig. 4.15. Diagramme de Loewy impossible dans mod TLaN(β).
Lemme 4.5. Considérons (d1, z1), (d2, z2) ∈ Λa(N) avec qd1 6= z±21 et |d1 − d2| > 2p. Alors,
le groupe d’extension Ext1TLaN (β)(LN,d1;z1 , LN,d2;z2) est nul.
Théorème 4.6. Lorsque v−2Nz 6= qd 6= v2Nz , le TLaN(β)-module CN(q, vz, d) admet la struc-
ture donnée dans la figure 4.16 au sein de laquelle les paires hors de Λa(N) doivent être
retirées et où les facteurs de composition des sous-modules Im ft,d(q, vz) et Im g−t,d(q, vz) de




(h, x) (d+ 2p, zqp)
(s+ 2p, wqp)
(t+ 2p, yqp)
(h+ 2p, xqp) (d+ 4p, z)
. . .
. . .
Fig. 4.16. Diagramme de Loewy de CN(q, vz, d) pour v−2Nz 6= qd 6= v2Nz et avec la notation
du début de la sous-section. Dans cette figure, les paires hors de Λa(N) doivent être ôtées
et Im ft,d(q, vz) ainsi que Im g−t,d(q, vz) sont respectivement identifiés en bleu et en rouge.
Démonstration. Procédons par induction sur le nombre nd(q, vz) de facteurs de compo-
sition de V dN(q, vz) et supposons en premier lieu nd(q, vz) ≤ 3. Dans ce cas, la partie (a) de
la figure 4.13 donne min(h, d + 2p) > N d’où la proposition 2.13 montre que le diagramme
obtenu à partir de la figure 4.16 en retirant les paires n’appartenant pas à Λa(N) correspond
effectivement au diagramme de Loewy de CN(q, vz, d). De plus, les inégalités d+2p > N ainsi
que h > N impliquent que les morphismes fd+2p,t(q, vy) : CN(q, νz, d + 2p) → CN(q, vy, t)
et fh,t(q−1, vy) : CN(q−1, vx, h) → CN(q−1, vy, t) doivent être nuls. Alors, selon les proposi-
tions 3.43 et 3.44, les applications TLaN(β)-linéaires ft,d(q, vz) : CN(q, vy, t)→ CN(q, vz, d) et
g−t,d(q, vz) : CN(q, v−1y ,−t) → CN(q, vz, d) sont injectives2. En outre, lorsque t > N , on a
CN(q, vy, t) ' 0 ' CN(q, v−1y ,−t) et, lorsque t ≤ N , selon les propositions 2.1 et 2.13,
CN(q, vy, t) ' LN,t;y ' CN(q−1, vy, t) ' CN(q, v−1y ,−t)
de sorte que, tel qu’annoncé dans la figure 4.16,
Im ft,d(q, vz) = Im g−t,d(q, vz) =
 LN,t;y si t ≤ N ;0 sinon.
2Dans cette preuve, on utilisera plusieurs fois la bijectivité du retournement ηN (q−1, vy) de la section 2.2.
On utilise notamment ce fait pour conclure l’injectivité de g−t,d(q, vz) à partir de la proposition 3.44.
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Supposons désormais nd(q, vz) ≥ 4. Alors, l’hypothèse d’induction et la figure 4.14 montrent
que les structures des espaces propres CN(q, vy, t) et CN(q, v−1y ,−t) ' CN(q−1, vy, t) avec
les images Im fd+2p,t(q, vy) ⊆ CN(q, vy, t) et Im
[
ηN(q−1, vy) ◦ fh,t(q−1, vy)
]
⊆ CN(q, v−1y ,−t)
correspondent à celles données dans les figures 4.17 et 4.18 où on doit retirer les facteurs
hors de Λa(N). Or, selon les propositions 3.43 et 3.44,
Im ft,d(q, vz) ' CN(q, vy, t)/Ker ft,d(q, vz) = CN(q, vy, t)/ Im fd+2p,t(q, vy)
et, de la même façon, Im g−t,d(q, vz) ' CN(q, v−1y ,−t)/ Im
[
ηN(q−1, vy) ◦ fh,t(q−1, vy)
]
. Les
structures de ces sous-modules de CN(q, vz, d) sont ainsi entièrement déterminées par les








Fig. 4.17. Diagramme de Loewy de CN(q, vy, t) avec Im fd+2p,t(q, vy) ⊆ CN(q, vy, t) identifié








Fig. 4.18. Structure de CN(q, v−1y ,−t) avec Im
[
ηN(q−1, vy) ◦ fh,t(q−1, vy)
]
⊆ CN(q, v−1y ,−t)






Fig. 4.19. Diagramme de Loewy (complet) pour l’image Im ft,d(q, vz) ⊆ CN(q, vz, d) dans






Fig. 4.20. Diagramme de Loewy (complet) pour l’image Im g−t,d(q, vz) ⊆ CN(q, vz, d) dans
lequel on retire les paires n’appartenant pas à l’ensemble Λa(N).
130
Les structures obtenues pour les images Im ft,d(q, vz) et Im g−t,d(q, vz) de CN(q, vz, d) corres-
pondent à celles données dans la figure 4.16. Par ailleurs, le corollaire 2.12 montre que la
flèche de la figure 4.21 ci-dessous doit apparaître dans le diagramme de Loewy de CN(q, vz, d).
(d, z) (t, y)
Fig. 4.21. Structure de la partie générique PGdN(q, vz) dans les conditions considérées.
En répétant tout le travail effectué dans cette démonstration pour l’étude du module dual
C∗N(q, vz, d) ' CN(q, v−1z , d) (voir la proposition 2.5), on peut aisément démontrer à l’aide de
la figure 4.13 que CN(q, v−1z , d) doit admettre des sous-modules ayant comme diagrammes de
Loewy les diagrammes donnés dans les figures 4.22 et 4.23. Remarquons également que le
corollaire 2.12 permet de conclure que le diagramme de Loewy de ce module dual C∗N(q, vz, d)






Fig. 4.22. Diagramme de Loewy (complet) d’un premier sous-module du module dual






Fig. 4.23. Diagramme de Loewy (complet) d’un second sous-module du module dual
C∗N(q, vz, d) ' CN(q, v−1z , d) dans lequel on doit retirer les paires hors de Λa(N).
(d, z−1) (s, w−1)
Fig. 4.24. Structure de la partie générique PGdN(q, v−1z ) dans les conditions considérées.
Par conséquent, selon le corollaire 2.4 et la proposition 2.6, le module CN(q, vz, d) doit ad-
mettre des quotients possédant la structure donnée dans les figures 4.25 et 4.26 en plus
de contenir, dans son diagramme de Loewy, la flèche représentée dans la figure 4.27. En
particulier, le travail effectué jusqu’ici permet de conclure que les nd(q, vz) facteurs de com-
position du module cellulaire V dN(q, vz) sont aussi présents dans le diagramme de Loewy de
CN(q, vz, d). Ainsi, puisque dimCN(q, vz, d) = dimV dN(q, vz), tous les facteurs de composi-
tion de l’espace propre CN(q, vz, d) ont déjà été trouvés et il s’ensuit que le diagramme de
la figure 4.16 doit correspondre au diagramme de Loewy de cet espace propre avec possible-
ment des flèches manquantes (et où on doit retirer les paires n’appartenant pas à Λa(N)).







Fig. 4.25. Diagramme de Loewy (complet) d’un premier quotient de CN(q, vz, d). Dans






Fig. 4.26. Diagramme de Loewy (complet) d’un second quotient de CN(q, vz, d). Dans cette
figure, on doit retirer les paires n’appartenant pas à Λa(N).
(d, z)(s, w)




(h, x) (d+ 2p, zqp)
(s+ 2p, wqp)
(t+ 2p, yqp)
(h+ 2p, xqp) (d+ 4p, z)
. . .
. . .
Fig. 4.28. Diagramme de Loewy de l’espace propre CN(q, vz, d) avec possiblement des
flèches manquantes et où on doit retirer les paires hors de Λa(N). Les traits rouges et bleus
servent respectivement à identifier un sous-module et un quotient de cet espace propre.
La figure 4.28 montre que PGdN(q, vz) est isomorphe à l’image du morphisme idN(q, vz) de
la section 2.4. En effet, dans le cas contraire, selon le corollaire 2.12 et la figure 4.13, le
diagramme de Loewy de CN(q, vz, d) devrait contenir une flèche allant de (d, z) à (s, w) d’où
on contredirait l’existence de la flèche allant dans le sens opposé au sein de la figure 4.28. En
particulier, ce résultat sur Im idN(q, v) et les remarques précédentes démontrent que les flèches
rouges de la figure 4.28 correspondent au diagramme de Loewy (complet) d’un sous-module
de CN(q, vz, d). De même, en considérant plutôt le dual CN(q, v−1z , d) ' C∗N(q, vz, d) et le
diagramme obtenu de la figure 4.28 via la dualité ∗ (voir le corollaire 2.4 et la proposition 2.6),
on conclut aisément que les traits bleus de cette figure doivent correspondre au diagramme
de Loewy (complet) d’un quotient de CN(q, vz, d). On connait donc déjà toutes les flèches
du diagramme de Loewy de CN(q, vz, d) ayant pour origine (ou point d’arrivée) un facteur
touché par un trait rouge (ou bleu, respectivement) dans la figure 4.28.
Supposons qu’une flèche du diagramme de Loewy de l’espace CN(q, vz, d) ait été oubliée dans
la figure 4.28. Alors, cette flèche ne peut avoir pour origine (ou point d’arrivée) un facteur
touché par un trait rouge (ou bleu, respectivement) dans cette figure. Ainsi, la flèche en
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question doit partir d’un facteur de la forme (s + 2mp,wqmp) et aboutir en (t + 2np, yqnp)
pour certains m,n ∈ Z≥0. Remarquons aussi qu’on doit avoir |m−n| ≥ 2 afin que le chemin
décrit par cette flèche ne soit pas déjà présent dans la figure 4.28. Ainsi, si m ≥ n, on a
s+ 2mp− (t+ 2np) = s− t+ 2(m− n)p ≥ s− t+ 4p > 2p
car m− n = |m− n| ≥ 2 et s+ 2p > d+ 2p ≥ t. De la même manière, si n ≥ m, on obtient
s+ 2mp− (t+ 2np) = s− t+ 2(m− n)p ≤ s− t− 4p < −2p
car n−m = |m−n| ≥ 2 et t+2p > d+2p ≥ s. Par conséquent, on doit nécessairement avoir
|s + 2mp − (t + 2np)| > 2p d’où l’existence d’une flèche manquante comme celle introduite
ci-haut contredit3 le lemme 4.5. Il s’ensuit que le diagramme de la figure 4.28 équivaut au
diagramme de Loewy (complet) de l’espace propre CN(q, vz, d). 
4.2.2. Corollaires directs
On donne désormais deux conséquences des théorèmes 4.1, 4.2, 4.3 et 4.6. La première stipule
que les diagrammes de Loewy des modules V dN(q, vz) et CN(q, vz, d) sont toujours identiques
à un retournement de certaines flèches près. Cette procédure est illustrée dans la figure 4.29
ci-dessous dans les cas pour lesquels la relation v2Nz 6= qd 6= v−2Nz est vérifiée.
(d, z)
(s, w) (t, y)
(d+ 2p, zqp) (h, x)
(s+ 2p, wqp) (t+ 2p, yqp)
(d+ 4p, z) (h+ 2p, xqp)
... ...
(d, z)
(s, w) (t, y)
(d+ 2p, zqp) (h, x)
(s+ 2p, wqp) (t+ 2p, yqp)
(d+ 4p, z) (h+ 2p, xqp)
... ...
V dN (q, v) CN (q, v, d)
Fig. 4.29. Comparaison entre les diagrammes de Loewy du module V dN(q, vz) et de l’espace
CN(q, vz, d) lorsque v2Nz 6= qd 6= v−2Nz . Dans cette figure, on utilise la notation de la section
4.2.1 et il est nécessaire de retirer des diagrammes les paires hors de l’ensemble Λa(N). Les
flèches changeant d’orientation d’un diagramme à l’autre sont identifiées en rouge.
3En effet, lorsque le diagramme de Loewy d’un module M contient une flèche partant d’un facteur de
composition L1 et aboutissant en un facteur L2, il doit exister un sous-quotient indécomposable Q de M
pour lequel le diagramme de Loewy correspond exclusivement à cette flèche (voir la section 1.3.1.
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Corollaire 4.7. Soient q, vz ∈ C non nuls et N, d ∈ Z≥0 avec d ≤ N ainsi que d ≡2 N .
Alors, les TLaN(β)-modules CN(q, vz, d) et V dN(q, vz) ont les mêmes facteurs de composition.
Démonstration. Cela découle directement des figures 4.1, 4.2, 4.4, 4.10, 4.11 4.13 et 4.16
ainsi que du théorème 4.1. En effet, les seuls cas n’ayant pas été étudié dans ce chapitre
surviennent lorsque q n’est pas une racine de l’unité ou lorsque la paire (d, v−Nz ) n’admet pas
de successeur sous q (voir la proposition 1.15). Dans ces situations, le diagramme de Loewy
des modules V dN(q, vz) et CN(q, vz, d) contiennent au plus deux facteurs de composition et
sont décrits implicitement dans la discussion suivant la proposition 2.13. On vérifie aisément
que les résultats obtenus dans cette discussion concordent avec l’énoncé du corollaire. 
Le dernier résultat de ce chapitre concerne l’image du morphisme d’entrelacement idN(q, vz)
de la section 2.4. Sa démonstration repose sur la même astuce que celle qui a été utilisée à
la fin de la preuve du théorème 4.6.
Corollaire 4.8. Soient q, vz ∈ C non nuls et N, d ∈ Z≥0 avec d ≤ N ainsi que d ≡2 N . Alors,
comme TLaN(β)-modules, l’image Im idN(q, vz) est isomorphe à la partie générique PGdN(q, vz).
Démonstration. Supposons le contraire et désignons par (s, w) le successeur direct de
la paire (d, z) sous q via la condition A de la définition 1.13. Notons aussi que, lorsque
(s, w) 6∈ Λa(N), la définition de PGdN(q, vz), le corollaire 2.12 et la figure 1.16 donnent
Im idN(q, vz) ' PGdN(q, vz) ' CN(q, vz, d) d’où on contredit notre hypothèse. Ainsi, on doit
avoir (s, w) ∈ Λa(N) et, puisque Im idN(q, vz) 6' PGdN(q, vz), on peut utiliser les mêmes
résultats que précédemment pour conclure que le diagramme de Loewy de CN(q, vz, d) doit
contenir une flèche allant de la paire (d, z) à la paire (s, w). Or, ce dernier résultat contredit
la proposition 2.13 et les théorèmes 4.1, 4.2, 4.3 et 4.6 (dépendamment des paramètres
considérés) de sorte que l’on doit avoir Im idN(q, vz) ' PGdN(q, vz) comme voulu. 
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Conclusion
Dans ce mémoire, on a étudié en détail les représentations des algèbres de Temperley-Lieb
affines TLaN(β) sur les espaces propres CN(q, v, d) des chaînes de spins XXZ périodiques.
On a notamment démontré (voir les théorèmes 4.1, 4.2, 4.3 et 4.6 avec la proposition 2.13)
que ces TLaN(β)-modules possèdent toujours une structure similaire à celle des Vir-modules
de Feigin-Fuchs (voir la figure 1.14) et que les différentes possibilités pour la structure d’un
tel Vir-module (c-à-d. les cas semisimples, linéaires et tressés) sont toutes réalisées par un
espace propre donné. Ce résultat s’inscrit donc dans l’étude des analogies entre les algèbres
TLaN(β) et Vir dont il a été question dans l’introduction du mémoire. Pour le démontrer, il
a fallu obtenir une nouvelle réalisation pour les couvertures projectives de modLUqsl2 (voir
le corollaire 3.27) et caractériser l’image du morphisme d’entrelacement idN(q, v) reliant les
espaces propres CN(q, v, d) aux modules cellulaires V dN(q, v). Il a également été nécessaire
d’utiliser une représentation naturelle de LUqsl2 sur les chaînes XXZ afin d’introduire et
de caractériser une nouvelle famille d’applications TLaN(β)-linéaires entre espaces propres
CN(q, v, d) (voir le théorème 3.41 avec les propositions 3.43, 3.44 et 3.45). Ces applications
sont définies à l’aide d’isomorphismes LUqsl2-linéaires ϑq−1(vy, vz) et d’opérateurs (S±)(n)vz ,q−1
reliés à la représentation de LUqsl2 considérée sur les chaînes XXZ.
Les résultats de ce mémoire ont permis de prouver les corollaires 4.7, 4.8 et E.5. Ces résul-
tats pourraient aussi servir à caractériser entièrement les morphismes TLaN(β)-linéaires entre
espaces propres CN(q, v, d). En effet, l’image Im f d’un morphisme de TLaN(β)-modules
f : CN(q, v, d)→ CN(q, w, t) doit être à la fois isomorphe à un sous-module de CN(q, w, t) et
à un quotient de CN(q, v, d) (selon le premier théorème d’isomorphisme). L’existence d’un
tel morphisme implique ainsi une certaine compatibilité entre les diagrammes de Loewy de
CN(q, v, d) et CN(q, w, t) d’où les théorèmes 4.1, 4.2, 4.3 et 4.6 avec la proposition 2.13 pour-
raient servir à montrer que HomTLaN (β)(CN(q, v, d),CN(q, w, t)) = 0 dans un grand nombre
de cas. La question ci-dessous semble alors tout à fait naturelle.
Question. Les morphismes TLaN(β)-linéaires non nuls entre espaces propres CN(q, v, d)
peuvent-ils tous être obtenus de manière analogue à ceux de la section 3.3.2 à partir de
la représentation de LUqsl2 sur les chaînes XXZ?
Une réponse positive à cette question correspondraient à un résultat mathématiquement
très important puisqu’une telle découverte pourrait servir à étendre la dualité de Schur-
Weyl quantique (entre le groupe quantique Uqsl2 et l’algèbre de Temperley-Lieb régulière
TLN(β), voir [25] et [42]) à LUqsl2 et TLaN(β) sur certaines chaînes XXZ.
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Annexe A
Le cas q2 = 1
Dans cette annexe, pour n ∈ Z≥0, on désigne par L(n) l’unique représentation irréductible
de dimension n de l’algèbre universelle enveloppante Usl2 (cf. [27]). Ce module admet une
C-base {v0, ..., vn−1} pour laquelle la Usl2-action de l’ensemble générateur {e, f, h} est
evi = i(n− i+ 1)vi−1, fvi = vi+1, et hvi = (n− 2i)vi
avec v−1 = vi = 0. Fixons q = ±1. Écrivons aussi ∆ : Usl2 → Usl2 ⊗ Usl2 afin de désigner
le morphisme d’algèbres défini sur {e, f, h} via (voir la remarque A.4)
∆(e) = e⊗ id + q id⊗ e, ∆(f) = f ⊗ id + q id⊗ f et ∆(h) = h⊗ id + id⊗ h.
Notons respectivement v+ et v− les vecteurs v0 et v1 de la base de L(1) donnée ci-haut et
dénotons par vx1...xN le vecteur vx1⊗ ...⊗vxN (avec x1, ..., xN ∈ {±1}) de la base de (L(1))⊗N
induite de {v+, v−}. Sur le Usl2-module (L(1))⊗
cN (voir la section 3.1.2), le morphisme ∆


















vx1...xN . Fixons v ∈ C× et considérons τq(v) : (L(1))⊗
cN → CN(q, v)
l’isomorphisme C-linéaire défini via τq(v)mx1...xN = τx1...xN (q, v) |x1...xN〉v où





2 (N−r) avec {ij}rj=1 = {k ∈ {1, ..., N} |xk = −1}.
On montre alors (voir la proposition 3.38) que l’action de Usl2 induite de τ sur CN(q, v) est
e |x1...xN〉v = S+v,q |x1...xN〉v, f |x1...xN〉v = S−v,q |x1...xN〉v et h |x1...xN〉v = 2Sz |x1...xN〉v où










avec d = ∑N`=1 x`. Sous cette action, τq(v) devient un isomorphisme de Usl2-modules.
Soient v, w ∈ C non nuls et ϑq(w, v) : CN(q, w) → CN(q, v) l’isomorphisme Usl2-linéaire
défini via la composition ϑq(w, v) = τq(v) ◦ τ−1q (w). Alors, comme lors de la section 3.3.2, on
obtient aisément ϑq(w, v) |x1...xN〉w = ϑx1...xN (w, v) |x1...xN〉v où










avec {ij}rj=1 = {k ∈ {1, ..., N} |xk = −1}.
Théorème A.1. Supposons que v±2N = qd et que vNq = wN . Alors, l’application C-linéaire
fd∓2,d(q, v) : CN(q, w, d∓ 2)→ CN(q, v, d) donnée par
[fd∓2,d(q, v)] |x1...xN〉w =
[
S±v,q ◦ ϑq(w, v)
]
|x1...xN〉w
= [ϑx1...xN (w, v)]S±v,q |x1...xN〉v
est un morphisme de TLaN(β)-modules.
Démonstration. Soient x1, ...xN ∈ {±1} et {ij}rj=1 = {k ∈ {1, ..., N} |xk = −1}. Posons
ϑy1...yN = ϑy1...yN (w, v) pour chaque y1, ..., yN ∈ {±1} et remarquons que, puisque q2 = 1,
[fd∓2,d(q, v)]e1 |x1...xN 〉w = δx1,−x2(w
−2x1ϑx2x1x3...xNS
±

















































v−2x1 |x2x1x3...xj−1(±)xj+1...xN 〉v − q |x1...xj−1(±)xj+1...xN 〉v
)]

















= e1(ϑx1...xNS±v,q |x1...xN 〉v) = e1[fd∓2,d(q, v)] |x1...xN 〉w














v∓2(v∓2 |(∓)(±)x3...xN 〉v − q |(±)(∓)x3...xN 〉v)




v∓4(1− q1∓1) |(∓)(±)x3...xN 〉v + v









et q2 = 1, on a













































































x`Ω |x1...xj−1(±)xj+1...xN 〉v = ϑx1...xNΩS
±
v,q |x1...xN 〉v
= Ω[fd∓2,d(q, v)] |x1...xN 〉w





ϑx1...xN (voir la démonstration du
théorème 3.41). Il s’ensuit ainsi que l’application fd∓2,d(q, v) commute avec e1 et Ω. On peut
alors montrer qu’elle est TLaN(β)-linéaire en montrant qu’elle commute avec Ω−1 de la même
façon que dans la preuve du théorème 3.41. Ceci achève cette démonstration. 
Les applications fd∓2,d(q, v) du théorème A.1 s’écrivent comme la composition d’un isomor-
phisme Usl2-linéaire avec un opérateur représentant un élément de Usl2 sur CN(q, v). On
aimerait effectuer une analyse similaire à celle effectuée dans la section 3.3.2 afin de déter-
miner le noyau et l’image de ces applications. Pour ce faire, remarquons que la définition
des Usl2-modules irréductibles L(n) permet aisément de montrer le résultat ci-dessous.
Lemme A.2. Soient m,n ∈ Z≥0 et λ une valeur propre de h sur L(n). Alors, emfm (ou
fmem) induit un automorphisme C-linéaire de l’espace propre L(n)|h=λ lorsque |λ−2m| ≤ |λ|
(ou |λ+ 2m| ≤ |λ|, respectivement).
Puisque les objets de modUsl2 sont semisimples (voir le corollaire 1.70 de [27]), on peut ob-
tenir un résultat analogue au lemme A.2 pour le Usl2-module (L(1))⊗
cN . Ainsi, étant donné
que l’isomorphisme Usl2-linéaire τq(v) : (L(q))⊗
cN → CN(q, v) fait correspondre l’élément h
avec l’opérateur 2Sz, on peut aisément obtenir le lemme suivant à l’aide d’une démonstration
similaire à celle utilisée pour la proposition 3.45 (sans même utiliser de retournement de spin
ηN(q, v, d)). Dans ce lemme, on note fd∓2m,d(q, v) : CN(q, wm, d∓ 2m)→ CN(q, v, d) l’appli-
cation fd∓2m,d(q, v) = fd∓2,d(q, w0) ◦ ... ◦ fd∓2m,d∓2(m−1)(q, wm−1) où m ∈ N et où on choisit
un nombre complexe non nul w` pour chaque ` ∈ {0, ...,m} avec w0 = v. On utilise aussi le
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fait que, par définition des isomorphismes Usl2-linéaires ϑq(wi, wi−1) (pour 1 ≤ i ≤ m), on a
fd,∓2m,d(q, v) = S±mv,q ◦ ϑq(w1, w0) ◦ ... ◦ ϑq(wm, wm−1) = S±mv,q ◦ ϑq(wm, w0).
Proposition A.3. Soient m ∈ N et v, wm ∈ C non nuls. Alors, les applications C-linéaires
fd,d+2m(q, wm) ◦ fd+2m,d(q, v) et fd+2m,d(q, v) ◦ fd,d+2m(q, wm) sont respectivement bijectives
lorsque |d| ≤ |d+ 2m| et |d+ 2m| ≤ |d|. En particulier, l’application C-linéaire fd±2m,d(q, v)
est injective (ou surjective) lorsque |d± 2m| ≥ |d| (ou |d± 2m| ≤ |d|, respectivement).
Dans le chapitre 4, on écrira gd,d+2m(q, wm) = fd,d+2m(q, wm) afin d’obtenir une notation plus
cohérente avec celle utilisée dans le chapitre 3.
Remarque A.4. L’application ∆ : Usl2 → Usl2 ⊗ Usl2 utilisée dans cette annexe ne cor-
respond pas au coproduit usuellement considéré pour l’algèbre universelle enveloppante Usl2
quand q = −1. On montre ci-dessous qu’il s’agit effectivement d’un morphisme d’algèbres1
en vérifiant que ∆ (qui est défini multiplicativement et linéairement) préserve les relations
de l’algèbre de Lie sl2. Puisque q2 = 1, on a
∆([e, f ]) = ∆(e)∆(f)−∆(f)∆(e)
= (e⊗ id + q id⊗ e)(f ⊗ id + q id⊗ f)− (f ⊗ id + q id⊗ f)(e⊗ id + q id⊗ e)
= ef ⊗ id + qe⊗ f + qf ⊗ e+ id⊗ ef − fe⊗ id− qe⊗ f − qf ⊗ e− id⊗ fe
= [e, f ]⊗ id + id⊗ [e, f ] = h⊗ id + id⊗ h = ∆(h).
Par ailleurs,
∆([h, e]) = ∆(h)∆(e)−∆(e)∆(h)
= (h⊗ id + id⊗ h)(e⊗ id + q id⊗ e)− (e⊗ id + q id⊗ e)(h⊗ id + id⊗ h)
= he⊗ id + e⊗ h+ qh⊗ e+ q id⊗ he− eh⊗ id− qh⊗ e− e⊗ h− q id⊗ eh
= [h, e]⊗ id + q id⊗ [h, e] = 2(e⊗ id + q id⊗ e) = 2∆(e)
et, de la même façon, ∆([h, f ]) = −2∆(f). Remarquons que, contrairement au coproduit
introduit dans la section 3.1.2, ∆ n’est pas un morphisme coassociatif puisque
(∆⊗ id) ◦∆(e) = ∆(e)⊗ id + q∆(id)⊗ e = e⊗ id⊗ id + q id⊗ e⊗ id + q ⊗ id⊗ id⊗ e
6= e⊗∆(id) + q id⊗∆(e) = (id⊗∆) ◦∆(e)
si q 6= 1. Il est donc nécessaire de spécifier que la structure de Usl2-module considérée dans
cette annexe pour (L(1))⊗cN est obtenue à partir du morphisme ∆N défini récursivement
pour n ∈ N par ∆2 = ∆ et ∆n = (idn−2 ⊗ ∆2) ◦ ∆n−1 avec idn−2 l’application identité
de Usl⊗(n−2)2 (une autre structure, possiblement non équivalente, pourrait être obtenue du
morphisme ∆′n donné inductivement par les relations ∆′2 = ∆ et ∆′n = (∆′2⊗ idn−2) ◦∆′n−1).





Cette annexe sert principalement à démontrer la proposition 3.9. La preuve présentée est
inspirée de celle pouvant être trouvée dans [8] et utilise de façon essentielle la notation de
Sweedler. Elle utilise aussi certaines notions et identités relatives aux algèbres de Hopf qui
n’ont pas été introduites dans le corps du mémoire. Ces concepts sont introduits sommaire-
ment ci-dessous, mais on réfère à [8] et [10] pour plus de détails. Pour toute cette annexe, on
fixe une algèbre de HopfH sur un anneau R. On note aussi respectivement ∆ : H → H⊗RH,
O : H ⊗R H → H, ε : H → R, η : R → H et S : H → H son coproduit, sa multiplication,
sa counité, son unité et son antipode. Rappellons les identités (cf. [10])
O ◦ (S ⊗R idH) ◦∆ = η ◦ ε = O ◦ (idH ⊗R S) ◦∆ et (idH ⊗R ε) ◦∆ = ι (B.1)




h1 ⊗R h2 (pour h ∈ H)
où (h) est un ensemble indiçant qui dépend du choix de h. Par coassociativité du coproduit,
si une expression utilisant cette notation contient des composantes h1, h2 et h3, on peut
respectivement interpréter ces composantes comme
h11 , h12 et h2 d’où ∆(h) =
∑
(h),(h1)
(h11 ⊗R h12)⊗R h2 =
∑
(h)
h1 ⊗R h2 ⊗R h3
ou, de façon équivalente, comme
h1, h21 et h22 d’où ∆(h) =
∑
(h),(h2)
h1 ⊗R (h21 ⊗R h22) =
∑
(h)
h1 ⊗R h2 ⊗R h3.
Soient M,L des H-module à gauche. Alors, on peut utiliser la notation ci-haut et l’antipode




h1f(S(h2)m) (pour h ∈ H, f ∈ HomR(M,L) et m ∈M).
On note HomSR(M,L) le H-module résultant et HomSR(M,−) l’endofoncteur contravariant
de modH envoyant un H-module L sur HomSR(M,L). Ce foncteur envoit un morphisme de
H-modules f : L1 → L2 vers la composition à gauche par f . Cette post-composition est
bien H-linéaire puisque
















pour chaque h ∈ H, g ∈ HomSR(M,L1) et m ∈M .
Proposition B.1. Soient M,N des H-modules. Alors, il existe un isomorphisme fonctoriel
HomH(M ⊗c N,−) ∼−→ HomH(M,HomSR(N,−))
avecM⊗cN le H-module défini sur le R-moduleM⊗RN via le coproduit ∆ : H → H⊗RH.
Démonstration. Soit L un H-module. Définissons
ϕL : HomH(M ⊗c N,L)→ HomH(M,HomSR(N,L))




(n) = f(m⊗R n) pour f ∈ HomH(M ⊗cN,L), m ∈M
et n ∈ N . Fixons une application H-linéaire f : M ⊗c N → L. On veut montrer que ϕL(f)
est également H-linéaire. Fixons donc aussi h ∈ H et remarquons que
h⊗R idH = (idH ⊗R η)(h⊗R 1R) =
(


































où on a notamment utilisé la coassociativité de ∆, l’équation (B.1) et la relation η(1R) = idH
provenant de la définition de l’unité η : R → H. Alors, à partir de l’action naturelle de
H ⊗RH sur M ⊗cN (voir la section 3.1.2) et de celle (que l’on notera •) de H sur ce même
module via ∆, on obtient, pour m ∈M et n ∈ N ,





















h1 • (m⊗R S(h2)n)
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Ainsi, puisque f est H-linéaire par rapport à l’action • et à celle sur L, on a(
[ϕL(f)](hm)
)










de sorte que ϕL(f) est aussi H-linéaire. Considérons désormais l’application
ψL : HomH(M,HomSR(N,L))→ HomH(M ⊗c N,L)
définie par [ψL(g)](m⊗Rn) = [g(m)](n) pour g ∈ HomH(M,HomSR(N,L)), m ∈M et n ∈ N .
Remarquons que




(n) = f(m⊗R n) et(
[(ϕL ◦ ψL)(g)](m)
)
(n) = [ψL(g)](m⊗R n) = [g(m)](n)
pour chaque f ∈ HomH(M ⊗c N,L), g ∈ HomH(M,HomSR(N,L)), m ∈M et n ∈ N . Ainsi,
ψL est l’inverse de ϕL d’où ϕL est un isomorphisme H-linéaire. Il suffit donc, pour achever
cette démonstration, de démontrer la commutativité du diagramme
HomH(M ⊗c N,L1) HomH(M,HomSR(N,L1))




où L1, L2 sont des H-modules et où µ : L1 → L2 est une application H-linéaire. Considérons
donc f ∈ HomH(M ⊗c N,L1), m ∈M et n ∈ N . Alors, on obtient
γm =
(












































et HomH(M,HomSR(N,µ)) ◦ ϕL1 = ϕL2 ◦ HomH(M ⊗c N,µ). 
Corollaire B.2. Soient P,M des H-modules avec P projectif. Alors, si R est un corps,
P ⊗cM est aussi un H-module projectif.
Démonstration. Selon la proposition B.1, on a un isomorphisme fonctoriel
ϕ : HomH(P ⊗cM,−) ∼−→ HomH(P,HomSR(N,−)) = HomH(P,−) ◦ HomSR(N,−).
Or, le foncteur HomSR(N,−) agit comme le foncteur HomR(N,−) sur les morphismes et
il s’agit donc d’un foncteur exact étant donné que N est trivialement un R-module libre




Le groupe quantique restreint U qsl2
Le groupe quantique restreint U qsl2 est défini comme la sous-algèbre de LUqsl2 engendrée




∣∣∣ a4, a5, a6 ∈ Z≥0, avec a4, a6 < p et a5 < 2p} .










∣∣∣∣ a1, ..., a6 ∈ Z≥0, avec a4, a6 < p et a5 < 2p
}
.
Proposition C.1. Soient x1, x2, x3 des indéterminées. Comme U qsl2-modules à droite,
LUqsl2 ' U qsl2[x1, x2, x3]
avec l’action du groupe quantique restreint sur LUqsl2 donnée par multiplication. En parti-
culier, l’extension de Lusztig LUqsl2 est un U qsl2-module (à droite) libre.










Ψ7−−→ F a4Ka5Ea6xa11 xa22 xa33
Il est clair que Ψ est bien définie et bijective puisque Brest est une C-base de LUqsl2 et que
{Ψ(x) |x ∈ Brest} est trivialement une C-base de U qsl2[x1, x2, x3]. Il suffit ainsi de montrer
qu’il s’agit également d’une application U qsl2-linéaire à droite.
1Rappellons que, tel que mentionné dans [30] et au cours de la section 3.1, pour q une `-ième racine primitive
de l’unité, on a un isomorphisme C-linéaire






]⊗C C[F ]/〈F (`α)〉 ⊗C C[F (`α)]
avec `α = p et où, par exemple, C[E]/〈E(`α)〉 désigne le quotient de l’algèbre C[E] par l’idéal engendré par
E(`α). Ainsi, puisque le produit tensoriel sur C est commutatif, on conclut comme lors de la section 3.1 que
Brest est bien une C-base de LUqsl2.
Soient donc x ∈ U qsl2 et a1, ..., a6 ∈ Z≥0 avec a4, a6 < p et a5 < 2p. Soient également un











































































































d’où le premier énoncé de la proposition. Le second découle alors directement du fait que
U qsl2[x1, x2, x3] admet pour U qsl2-base l’ensemble {xa1xb2xc3 | a, b, c ∈ Z≥0}. 
Une conséquence directe de la proposition C.1 est que LUqsl2 est un U qsl2-module (à droite)
plat de sorte que le foncteur d’induction LUqsl2 ⊗Uqsl2 − : modU qsl2 → modLUqsl2 est
exact. Notons ce foncteur ↑L et considérons également le foncteur de restriction associé
↓L: modLUqsl2 → modU qsl2 qui envoie un LUqsl2-module au U qsl2-module sous-jacent
(via restriction de l’action). Le théorème 5.3 du chapitre II de [2] permet de déduire un
isomorphisme fonctoriel ↓L' HomLUqsl2(LUqsl2,−) d’où le foncteur de restriction est lui
aussi exact puisque LUqsl2 est trivialement un LUqsl2-module projectif. Par ailleurs, on
peut également utiliser le théorème 2.1 du chapitre V de cette même référence pour conclure
que (↑L, ↓L) est une paire adjointe et pour obtenir la propriété remarquable suivante.
Lemme C.2. ↑L et ↓L préservent respectivement la projectivité et l’injectivité des modules.
Démonstration. Soit I un LUqsl2-module injectif. Alors, puisque (↑L, ↓L) est une paire
adjointe, on a un isomorphisme fonctoriel HomUqsl2(−, ↓
L I) ' HomLUqsl2(−, I)◦ ↑L. Ainsi,
l’exactitude de ↑L et l’injectivité de I permette de conclure l’injectivité de ↓LI. Le résultat
correspondant pour le foncteur ↓L est obtenu par le raisonnement dual. 
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Annexe D




























Lq(0) Lq(2) Lq(4) Pq(2)
Lq(1) Lq(3) Pq(3) Pq(1)
Lq(0) Lq(2) Lq(4) Pq(2) Pq(0)
Lq(1) Lq(3) Pq(3) Pq(1) Lq(9)
Lq(0) Lq(2) Lq(4) Pq(2) Pq(0) Pq(8)
Lq(1) Lq(3) Pq(3) Pq(1) Lq(9) Pq(7)
Lq(0) Lq(2) Lq(4) Pq(2) Pq(0) Pq(8) Pq(6)
Lq(1) Lq(3) Pq(3) Pq(1) Lq(9) Pq(7) Pq(5)
Lq(0) Lq(2) Lq(4) Pq(2) Pq(0) Pq(8) Pq(6) Lq(14)
Lq(1) Lq(3) Pq(3) Pq(1) Lq(9) Pq(7) Pq(5) Pq(13)
Lq(0) Lq(2) Lq(4) Pq(2) Pq(0) Pq(8) Pq(6) Lq(14) Pq(12)
Lq(1) Lq(3) Pq(3) Pq(1) Lq(9) Pq(7) Pq(5) Pq(13) Pq(11)
Lq(0) Lq(2) Lq(4) Pq(2) Pq(0) Pq(8) Pq(6) Lq(14) Pq(12) Pq(10)





2 2 1 1
2 3 3 1
5 5 3 3 1
5 8 8 5 1 1
13 13 8 8 6 1 1







































































































































Fig. D.1. Décomposition de (Lq(1))⊗
cN pour 0 ≤ N ≤ 19 avec p = 5. Dans cette figure, la
multiplicité d’un facteur au sein de (Lq(1))⊗
cN (pour un N fixé) peut être lue sur les flèches
ayant pour origine ce facteur sur la ligne associée à N . Ce nombre correspondra toujours à
la somme des entiers apparaissant sur les flèches aboutissant au facteur en question (sur la
ligne associée à N) avec un poids double pour les flèches rouges. Par exemple, la ligne 19
indique que la multiplicité de Lq(4) dans (Lq(1))⊗
c18 est de 13260 = 2(6085) + 987 + 103.

Annexe E
Algèbres de blob TLbN(β, β1, β2)
Fixons (d1, z1) ∈ Λa(N) et considérons le N -diagramme Y (appelé opérateur d’arceau) pré-
senté dans la figure E.1 où chaque croisement correspond à une combinaison linéaire de la
forme donnée dans la figure E.2. Il s’agit d’un élément central de TLaN(β) (cf. [4]) d’où la
multiplication à gauche par cet élément définit un endomorphisme de tout TLaN(β)-module.
En particulier, la proposition E.1 montre que l’opérateur d’arceau Y agit sur le module



























Fig. E.2. La signification des tresses dans TLaN(β).
Proposition E.1. Soit M un TLaN(β)-module indécomposable tel que, pour chaque sous-
module simple L ⊆ topM , la multiplicité de L dans M est 1. Alors, dim EndTLaN (β)(M) = 1
d’où chaque endomorphisme TLaN(β)-linéaire de M est un multiple de l’identité.
Démonstration. Notons topM = ⊕ni=1 Li où les Li sont des TLaN(β)-modules simples et
posons A = {Li}ni=1. Alors, il existe un sous-module N ⊆M et une suite exacte courte
0→ N →M → L1 → 0
Dans ce cas, l’application du foncteur Hom(M,−) = HomTLaN (β)(M,−) produit la suite
0→ Hom(M,N)→ EndM → Hom(M,L1) (E.1)
Une démarche analogue à celle de la preuve du lemme 3.21 donne Hom(M,L1) ' C. On veut
montrer que Hom(M,N) = 0. Supposons le contraire et fixons f ∈ Hom(M,N) non nul.
Pour chaque facteur simple L ⊆ topM , notons 〈L〉 le sous-module de M engendré (voir la
section 1.3.1) par un ensemble de représentants des classes d’équivalence de L. Remarquons
que, puisque L1 n’est pas un facteur de composition de N , on doit avoir 〈L1〉 ⊆ Ker f .
Affirmation 1: Il n’y a pas de sous-modules simples L,L′ ⊆ topM satisfaisant 〈L〉 6⊆ Ker f ,
〈L′〉 ⊆ Ker f et tels que 〈L〉 et 〈L′〉 admettent un facteur de composition en commun1.
Dém. (Affirmation 1). Supposons le contraire et notons K un facteur de composition
commun à 〈L〉 et 〈L′〉 avec L,L′ ⊆ topM des sous-modules simples. Alors, puisque K
est un facteur de 〈L′〉 ⊆ Ker f , K ne peut pas être un facteur de composition de l’image
Im f ' M/Ker f . Or, puisque le module 〈L〉 a coiffe simple L et satisfait 〈L〉 6⊆ Ker f ,
on peut déduire que L n’est pas un facteur de Ker f d’où il s’agit d’un facteur de l’image
Im f 'M/Ker f . Ainsi, puisque cette image est un sous-module deM (car Im f ⊆ N ⊆M),
et que L a multiplicité 1 dans M , on doit avoir 〈L〉 ⊆ Im f d’où K doit notamment être un
facteur de composition de Im f . Cette contradiction évidente achève la preuve. 4
L’affirmation précédente contredit l’indécomposabilité de M . En effet, dans le cas contraire,





K∈A2〈K〉. Alors, on a L1 ∈ A1 6= ∅ et A2 6= ∅ car f 6= 0 de sorte que les sous-modules
M1 et M2 sont non nuls. De plus, M = M1 + M2 (puisque tous les facteurs de topM sont
contenus dans M1 +M2) et l’affirmation 1 montre que les facteurs de composition de M1 et
M2 doivent être distincts2. En d’autres termes, M = M1 ⊕M2 et on obtient effectivement
une contradiction avec l’indécomposabilité de M . Il s’ensuit donc que le morphisme f doit
être nul de sorte que Hom(M,N) = 0 comme voulu. Par conséquent, la suite (E.1) identifie
EndM à un sous-espace de Hom(M,L1) ' C et on peut conclure la démonstration de cette
proposition en notant que l’application identité de M est un élément non nul de EndM . 
Notons I l’idéal bilatère de TLaN(β) engendré par Y − y(d1, z1)id. Alors, l’algèbre quotient
TLaN(β)/I est appelée algèbre de blob et est habituellement désignée par TLbN(β, β1, β2)
1On distingue ici les facteurs de composition isomorphes de M .
2En effet, si M1 et M2 partagent un facteur de composition K, leur définition montre qu’il doit exister
L′ ∈ A1 et L ∈ A2 tels que K est un facteur de composition commun à 〈L〉 et 〈L′〉.
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avec β1 et β2 des paramètres complexes dépendant du choix de la valeur propre y(d1, z1).
Cette algèbre a été étudiée abondamment (cf. [4], [7], [36]) et est très utilisée en physique
mathématique (voir [17]). Notons π la projection canonique de TLaN(β) sur TLbN(β, β1, β2).
Notons aussi Ann(I) la sous-catégorie pleine de mod TLaN(β) ayant pour objets la classe
{M ∈ mod TLaN(β) | IM = 0}
et appellons cette sous-catégorie l’annihilateur de l’idéal I. Sur un TLbN(β, β1, β2)-module
M , on peut définir une TLaN(β)-action • à l’aide de la projection π, c’est-à-dire
a •m = π(a)m
pour a ∈ TLaN(β) et m ∈M . Ce procédé donne lieu à un foncteur F de mod TLbN(β, β1, β2)
à Ann(I) qui agit sur les morphismes comme l’identité. De même, si M ∈ Ann(I), on peut
utiliser la surjectivité de π afin de définir une TLbN(β, β1, β2)-action  sur M via
b m = am
pour b ∈ TLbN(β, β1, β2) et m ∈ M avec b = π(a). Cette action est bien définie puisque
Ker π = I etM ∈ Ann(I). Elle permet ainsi de définir un foncteur G de la catégorie Ann(I) à
mod TLbN(β, β1, β2) qui agit comme l’identité sur les morphismes. On montre aisément qu’il
s’agit d’un foncteur quasi-inverse à F d’où les catégories Ann(I) et mod TLbN(β, β1, β2) sont
équivalentes. En particulier, la sous-catégorie pleine Ann(I) contient tous les quotients et
les sous-modules de ses objets de sorte que les suites exactes courtes de mod TLbN(β, β1, β2)
sont exactement les suites exactes courtes de mod TLaN(β) avec un objet de Ann(I) au centre.
La notion de TLbN(β, β1, β2)-module simple coïncide ainsi notamment avec celle de TLaN(β)-
module simple contenu dans Ann(I).
Tentons maintenant de démontrer le lemme 4.5. Pour cela, supposons qd1 6= z±21 et fixons
(d2, z2) ∈ Λa(N) avec |d1−d2| > 2p. Notons L1 = LN,d1;z1 , L2 = LN,d2;z2 etW1 = WN,d1;z1(q).
Remarquons que, puisque W1 ∈ Ann(I) et que L1 est un quotient de W1, on a L1 ∈ Ann(I)
d’où les TLaN(β)-modules L1 et W1 peuvent être vus comme des TLbN(β, β1, β2)-modules.
Lemme E.2. Supposons Ext1TLaN (β)(L1, L2) 6= 0. Alors, L2 ∈ Ann(I).
Démonstration. Soit M un TLaN(β)-module pour lequel il existe une suite exacte courte
non scindée dans mod TLaN(β)
0→ L2 →M → L1 → 0
Alors, M admet deux facteurs de composition et doit être indécomposable. Ainsi, selon la
proposition E.1, puisque topM = L1 6= L2, l’opérateur Y doit agir comme un multiple de
l’identité sur M . Or, Y doit agir avec la même valeur propre sur le quotient L1 de M et sur
le sous-module L2 ⊆M d’où on déduit le résultat voulu de la définition de Ann(I) . 
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Le lemme 4.5 est donc vérifié si L2 6∈ Ann(I). Pour l’analyse des autres cas, on considère le
lemme suivant qui est démontré dans [7] et pour lequel on note TLbN = TLbN(β, β1, β2).
Lemme E.3 ([7]). Supposons L2 ∈ Ann(I). Alors, Ext1TLbN (L1, L2) = 0.
La démonstration du lemme 4.5 est complétée via le lemme ci-dessous.
Lemme E.4. Supposons L2 ∈ Ann(I). Alors, Ext1TLaN (β)(L1, L2) = 0.
Démonstration. Supposons le contraire et soitM une extension non triviale de L2 par L1.
Alors,M est indécomposable et on a une suite exacte courte (non scindée) dans mod TLaN(β)
0→ L2 →M → L1 → 0
Or, L1 et L2 sont des objets distincts de Ann(I) d’oùM ∈ Ann(I) par une démarche analogue
à celle considérée dans la preuve du lemme E.2. Ainsi, M équivaut à une extension non
triviale3 de L2 par L1 dans mod TLbN d’où on contredit un de nos résultats précédents. 
Pour finir cette annexe, on montre le résultat suivant qui permet de conclure qu’il existe des
TLbN -modules possédant une structure analogue à celle des Vir-modules de Feigin-Fuchs.
Corollaire E.5. Soit d1 ∈ Z≥0 satisfaisant d1 ≤ N et d1 ≡2 N . Fixons aussi q, v1, z1 ∈ C
avec v−N1 = z1 et notons y(d1, z1) la valeur propre de l’opérateur d’arceau Y sur le module
cellulaire WN,d1;z1(q) ainsi que I l’idéal bilatère de TLaN(β) engendré par Y − y(d1, z1)id.
Alors, CN(q, v1, d1) ∈ Ann(I) d’où cet espace propre peut être vu comme un TLbN(β, β1, β2)-
module pour certains paramètres β1, β2 ∈ C.
Démonstration. Supposons que CN(q, v1, d1) soit indécomposable4. Dans cette situation,
les propositions et théorèmes 2.13, 4.2, 4.3, 4.6 et E.1 montrent que l’opérateur d’arceau Y
doit agir comme un multiple de l’identité sur l’espace propre CN(q, v1, d1). Le résultat voulu
découle alors du fait que, selon le corollaire 4.7, cet espace propre admet les mêmes facteurs
de composition que le module cellulaire WN,d1;z1 . Supposons maintenant CN(q, v1, d1) dé-
composable. Alors, les résultats du chapitre 4 indiquent que l’espace propre CN(q, v1, d1)
est semisimple. Dans ce cas, le théorème 4.1 montre que cet espace propre correspond à la
somme directe des facteurs de composition du module cellulaire WN,d1;z1 . Ainsi, puisque ces
facteurs de composition appartiennent à Ann(I) (étant donné qu’il s’agit de sous-quotients de
WN,d1;z1), on doit encore avoir CN(q, v1, d1) ∈ Ann(I). Ceci achève cette démonstration. 
3Cette extension doit être non triviale puisque Ann(I) est une sous-catégorie pleine de mod TLaN (β).
4Rappellons qu’un module simple est indécomposable.
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