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ABSTRACT
We present a comparison between theoretical, frequency-dependent, damping rates and
linewidths of radial-mode oscillations in red-giant stars located in the open cluster NGC
6819. The calculations adopt a time-dependent non-local convection model, with the turbu-
lent pressure profile being calibrated to results of 3D hydrodynamical simulations of stellar
atmospheres. The linewidths are obtained from extensive peakbagging of Kepler lightcurves.
These observational results are of unprecedented quality owing to the long continuous obser-
vations by Kepler. The uniqueness of the Kepler mission also means that, for asteroseismic
properties, this is the best data that will be available for a long time to come.We therefore take
great care in modelling nine RGB stars in NGC 6819 using information from 3D simulations
to obtain realistic temperature stratifications and calibrated turbulent pressure profiles. Our
modelled damping rates reproduce well the Kepler observations, including the characteristic
depression in the linewidths around the frequency of maximum oscillation power. Further-
more, we thoroughly test the sensitivity of the calculated damping rates to changes in the
parameters of the nonlocal convection model.
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1 INTRODUCTION
Solar-like oscillations are characterized by stochastic excitation of
modes, when sound waves resonate with convective motion of the
gas, e.g. Houdek et al. (1999). The amplitude of a stochastically
driven mode decays with a lifetime τ = η−1, with η being the
damping rate in units of angular frequency s−1. The damping rate
is frequency dependent and is related to the observed linewidth, Γ,
by the relation Γ = η/π. Here the linewidth, measured in units of
cyclic frequency Hz, is the full width at half maximum (FWHM)
of a Lorentzian obtained from fitting a peak in the frequency power
spectrum of an observed light curve. For computational purposes
stellar oscillations are most often assumed to be adiabatic. Even
though this is in some cases sufficient, e.g. fitting observed fre-
quencies, when complemented by frequency corrections, it is inad-
equate for studying and understanding the complete physical pic-
ture including mode damping. Furthermore, the stratification in the
surface layers cannot be adequately modelled in a local formulation
of convection customarily used in 1D stellar models.
The complexity of non-adiabatic pulsations and their coupling
to the convection has posed many problems since the field’s in-
ception and still does. The main problem lies in our, so far, lim-
ited understanding of the interaction between convection and pulsa-
tions. However, several important steps forward have already been
taken, and several recent reviews on the topic exist (see for ex-
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ample Houdek & Dupret 2015; Samadi et al. 2015). The case of
solar pulsational stability has been studied in detail both theoret-
ically (Balmforth 1992) and observationally (Chaplin et al. 1997;
Komm et al. 2000), while the space missions CoRoT (Baglin et al.
2006) and Kepler (Borucki et al. 2010; Borucki 2016) have pro-
vided high-quality seismic data for stars of different flavours
against which we can test models and further our understanding
of stellar pulsations. Appourchaux et al. (2014) analysed oscilla-
tion mode linewidths for a number of Kepler main-sequence solar-
like stars and found interesting relationships between linewidths,
frequencies and effective temperatures. Using CoRoT observations
Samadi et al. (2012) showed that non-adiabatic effects are present
and non-negligible in red-giant stars. Houdek & Gough (2002)
modelled damping rates and velocity amplitudes of the red giant
ξ Hydrae, while Dupret et al. (2009) computed theoretical ampli-
tudes, lifetimes and heights in the frequency power spectrum of
oscillation modes at different stages of red giant evolution, includ-
ing the phase of core helium burning, and Grosjean et al. (2014)
computed synthetic power spectra for mixed modes in red gi-
ants. Belkacem et al. (2012) were able to reproduce observed Γ vs
Teff across the HR-diagram including both main-sequence as well
as red-giant stars. However, calculations of frequency-dependent
damping rates for red-giant stars have so far not been able to survive
comparisons with observations. Handberg et al. (2017), hereafter
referred to as H17, obtained precise frequencies and linewidths
for a sample of red giants in NGC 6819 by means of exten-
sive, careful peak bagging. Here, we compute frequency-dependent
c© 2016 The Authors
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damping rates for a selection of red-giant-branch (RGB) stars in
the H17 sample. This is done via a non-adiabatic stability cal-
culation (Houdek et al. 1999) for which we obtain the convec-
tive fluxes from a non-local, time-dependent convection model
(Gough 1977b,a) partly calibrated through 3D convection simula-
tions (Trampedach et al. 2013).
2 THE STELLAR SAMPLE NGC 6819
NGC 6819 is a solar-metallicity open star cluster located in the
Kepler field. H17 presented the first extensive peakbagging ef-
fort on Kepler light curves of evolved red giants (RGB as well
as clump stars) in NGC 6819. Preliminary results were presented
in Handberg et al. (2016). The results include not only precise in-
dividual frequencies but also their corresponding linewidths Γ, as
well as masses, effective temperatures and large frequency sepa-
rations needed to model the stars. Here we present a successful at-
tempt at reproducing observed linewidths Γ of radial pressure-mode
(p) oscillations by means of theoretical calculations for nine red gi-
ants in NGC 6819. This has previously been done successfully for
main-sequence solar-like stars, (e.g. Houdek 2017). Applying the
same technique to obtain frequency-dependent damping rates for
red giants has so far been uncharted territory.
The mean RGB mass in NGC 6819 is 1.61 ± 0.02M⊙ and the
metallicity is practically solar. Recent analysis of high resolution,
high signal-to-noise spectroscopic data of KIC 5024327 in NGC
6819 yielded [Fe/H] = −0.02±0.10 (Slumstrup et al. 2017), and in
addition gave a surface gravity value of log g = 2.52 in agreement
with the asteroseismic value of 2.546 (Corsaro et al. 2012). This is
part of what makes NGC 6819 particularly interesting, especially
from a modelling viewpoint, because it enables the consistent use
of realistic T (τ) relations calculated from a solar-metallicity grid
of 3D stellar atmosphere models (see Section 3). The age of the
cluster is 2.25 Gyr according to several studies including those by
H17 and Bedin et al. (2015). All stars considered here have been
labelled as single members of NGC 6819.
The peak bagging of Kepler lightcurves by H17 resulted in
5-6 oscillation modes for each of the spherical degrees l = 0, 1, 2.
We restrict the present calculation of frequency-dependent damp-
ing rates to radial modes. The radial orders n with which we com-
pare are typically between 5 and 15. For the Sun the energetics of
low-degree (l . 100) p-mode oscillations are almost independent of
l (Christensen-Dalsgaard & Gough 1982). Unfortunately this does
not apply to our analysis. As stated above we do have independent
observed linewidths for oscillations modes other than l = 0 modes.
But most likely these are not pure p modes but have a mixed char-
acter, behaving as gravity (g) modes in the deep interior. Our results
are therefore only valid for l = 0 modes.
3 NUMERICAL PROCEDURES
3.1 Evolution models with 3D atmosphere T (τ) relations
We calculate frequency-dependent damping rates using a non-
adiabatic pulsation code, which includes perturbations to the con-
vective heat flux and turbulent pressure. These are obtained from a
1D envelope model based on a nonlocal, time-dependent convec-
tion model incorporating turbulent pressure, initially developed by
Gough (1977a,b). The same convection formulation is used con-
sistently in the pulsation and equilibrium codes and contains pa-
rameters controlling the degree of nonlocality, discussed in Sec-
tion 3.2, as well as a nonlocal mixing-length parameter αNL. The
mixing length is typically calibrated so that the model yields a de-
sired depth of the convective envelope (matching either a model or
a value extracted from observations). However, for the red giants
considered here, the radius at the bottom of the convective zone
rBCZ, as given by evolutionary models, is very small, ranging ap-
proximately from 0.05R to 0.1R, where R is the radius of the star.
In principle rBCZ could be determined from observations via acous-
tic glitch signatures from the base of the convective envelope. This
can be difficult but has been done for main-sequence stars, e.g., by
Mazumdar et al. (2014); Verma et al. (2017). For red giants the am-
plitudes of these glitch signatures are tiny, which complicates such
a determination of rBCZ. Because rBCZ is then not reliably known
we instead adjust αNL so that the the sound speed profile, calcu-
lated as c2s = γ1(pg/ρ), agrees with that of a full structure model
in the deep interiors, where pg is gas pressure, ρ is density, and
γ1 =
(
∂ ln pg/∂ ln ρ
)
ad
with "ad" denoting an adiabatic derivative.
The reason we do not readily adjust αNL to adopt rBCZ from a full
structure model is the presence of hydrogen-burning shells very
close to the bottom of the convective envelope. This affects slightly
the structure in those deep layers in a manner that is not reproduced
if the same rBCZ location is retained in the envelope model, which
by construction does not contain energy production. Being inter-
ested in the seismic properties of the model, we allow for small
deviations from rBCZ in order to have matching sound speed pro-
files. The values we obtain for αNL are given in Table 11.
The appropriate stellar structures are obtained by evolv-
ing models with the Aarhus STellar Evolution Code (ASTEC)
(Christensen-Dalsgaard 2008a). Adiabatic oscillation frequencies
are calculated with the Aarhus adiabatic oscillation package
(ADIPLS) (Christensen-Dalsgaard 2008b) in order to match the
mass, large frequency separation ∆ν (the mean frequency spacing
between two consecutive radial modes), and effective temperature
Teff . The only free parameter that we adjust is the local mixing-
length parameter αMLT (Böhm-Vitense 1958). The values of αMLT
are calibrated such as to match Teff and ∆ν determined by H17,
while the masses are fixed by seismic scaling relations.
At the surface boundary of the models we construct the tem-
perature structure with realistic T (τ) relations, between tempera-
ture T and optical depth τ, calculated from a grid of 3D simula-
tions of radiation-coupled hydrodynamics in stellar atmospheres
by Trampedach et al. (2013). The calculation and implementation
details are described in Trampedach et al. (2014a). In the stellar
evolution models described above, the metallicity is chosen to be
consistent with the simulations (X = 0.737 and Z = 0.018). The
simulation grid consists of 37 atmospheres irregularly spaced in
log g and Teff and covers the full main-sequence and RGB evolu-
tion for log g & 2.5 of stars approximately in the mass range 0.7-
1.4M⊙. The appropriate T (τ) relation can then be interpolated and
extracted at every time step in the evolutionary calculation. How-
ever, since the RGB stars in NGC 6819 are more massive than 1.4
M⊙, their Teff can exceed that of the T (τ) tables provided by the
grid of simulations. Consequently, T (τ) relations cannot be inter-
polated reliably during that phase. For this reason we use just the
T (τ) relation calculated from the solar simulation. Aarslev et al. (in
prep.) show that there is almost no difference between this approach
1 We want to stress that the mixing-length parameter αNL in the nonlocal
convection model is not comparable to that of local theories such as the
Böhm-Vitense formulation. Therefore the values of αNL given here should
not be used in any other context.
MNRAS 000, 1–11 (2016)
Modelling Linewiths of RGB stars in NGC 6819 3
Figure 1. Evolutionary tracks for the stars that have been modelled. The
diamond-shaped points show where in the Kiel diagram the observed stars
are located.
and continuously updating the T (τ) relation during evolution. Both
approaches differ from, and should be an improvement to, tradi-
tional semi-empirical T (τ) relations. For the 1D nonlocal envelope
model and stability computations the stars are well within the tables
of T (τ) relations, in which we interpolate to get the best possible
boundary conditions.
Figure 1 shows the evolutionary tracks for the modelled red gi-
ants. The diamond-shaped points show where the observed stars are
located. Figure 2 illustrates an example of the αNL calibration. The
dashed line shows the ratio of turbulent pressure pt to total pres-
sure p, the peak of which occurs near the maximum of the super-
adiabatic temperature gradient. This is where the ASTEC evolu-
tionary models differ the most from the nonlocal envelope models,
as they should. Deep below the surface the models are almost iden-
tical. The horizontal axis on Figure 2 shows the total pressure p of
the nonlocal envelope model. The difference between the models
in the deep interior is due to hydrogen shell burning in the ASTEC
evolutionary model.
3.2 Details of nonlocal convection model
Here we give a short summary of the main equations of the con-
vection formulation used in the nonlocal envelope and pulsation
models but refer the reader to Gough (1977a), Gough (1977b),
Balmforth (1992) and Houdek (1996) for the full explanation as
well as to the review by Houdek & Dupret (2015). The theory
is based on a generalized mixing-length formulation proposed by
Spiegel (1963), where one considers for the turbulent convective
elements a distribution function in six-dimensional phase space,
which gives rise to a transfer equation describing the conserva-
tion of eddies. Gough (1977b) applied this formulation to his time-
dependent mixing-length model to obtain a nonlocal generalization
which we adopt here. In this generalization the nonlocal convective
heat flux Fc is obtained by considering its local solutions Fc as
source functions weighted by a smoothing kernel K , leading to
Fc =
∫ ∞
−∞
Fc(ξ0)K (ξ, ξ0)dξ0, (1)
Figure 2. The solid curve shows the difference in sound speed profile
between the ASTEC evolutionary model (cA) and the nonlocal envelope
model (cEM) of KIC 5111718. The dashed curve shows the ratio of turbu-
lent pressure to total pressure pt/p.
where the exact kernel K is the second exponential integral.
Gough (1977b) approximates this kernel as
K (ξ, ξ0, a) ≃
1
2
ae−a|ξ−ξ0 |, (2)
with a being a dimensionless parameter controlling the degree of
nonlocality of the convective flux, and ξ is the dimensionless verti-
cal displacement, dξ = −dz/ℓ, of an element from its initial position
ξ0 (ℓ is the local mixing length). With the approximated kernel K
in Eq. (2), the nonlocal heat flux in Eq. (1) is the solution of the
second-order differential equation
1
a2
d2Fc
dξ2
= Fc −Fc. (3)
Low values of a provide strongly nonlocal solutions, while large
values result in localized solutions.
A similar expression is obtained for the momentum flux, or
turbulent pressure pt
1
c2
d2pt
dξ2
= pt −Pt, (4)
where Pt is the local turbulent pressure, and the dimensionless pa-
rameter c has a similar meaning as a in eq. (3)2. Furthermore, in
order to account for the comparatively short trajectories of the con-
vective elements described by the local source function, Spiegel
(1963) suggested to replace the super-adiabatic gradient β in the
local formulation,
β := −
dT
dr
+
δ
ρcp
dpg
dr
= −
T
Hp
(∇ − ∇ad) , (5)
by the nonlocal quantity B obtained from the solution of
1
b2
d2B
dξ2
= B − β (6)
with b being analogous to a and c introduced above. In expression
2 Note that (Balmforth 1992) uses a single parameter a for the nonlocality
of both the convective flux and turbulent pressure.
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(5) r is radius, pg is the gas pressure, δ = −(∂ ln ρ/∂ ln T )pg is the
isobaric expansion coefficient, ρ is the density, cp the specific heat
at constant gas pressure, and Hp is the pressure scale height. The
last quantity is the superadiabatic gradient ∇ − ∇ad, where ∇ :=
(d lnT/d ln p) is the temperature gradient and ∇ad is the adiabatic
temperature gradient.
The convection parameters a, b, and c are in principle free pa-
rameters, although theoretical values were suggested (e.g., Gough
1977a, and references therein). However, c can be fairly tightly con-
strained; the main impact of c on the model is the maximum value
of pt/p in the superadiabatic boundary layer, which can be inferred
from 3D convection simulations (Figure 6 in Trampedach et al.
(2013) shows this maximum value across the HR-diagram). We
use this to calibrate c, which is typically in the order of c2 ≈
150, whereas a and b, adjusted to achieve the best agreement
between damping rates and observed linewidths, attain a much
broader range of values, b varying the most between different stars.
It speaks to the strength of the model that the stellar depth at
which the pt/p peaks matches that of 3D convection simulations
(Houdek et al. 2017). Because a and b are not easily determined,
it is of special interest to study how they affect both the physical
structure of the model as well as the resulting damping rates. This
is discussed in detail in Section 4 along with the effect of the shape
parameter Φ, describing the anisotropy of the convective velocity
field, defined as
Φ :=
〈u2 + v2 + w2〉
〈w2〉
, (7)
where angular brackets denote horizontal mean values, u and v
are horizontal velocities, while w is the vertical component of the
turbulent velocity field so that isotropic turbulence corresponds
to Φ = 3. The parameter enters into the equations of motion in
Gough’s convection model as a virtual increase of inertia of the
fluid elements. It will be described in more detail in Section 4.1.
In Section 1 we introduced the relation between damping rates
and linewidths, Γ = η/π. It should be noted that this relation as-
sumes that η includes all possible contributions to mode damping.
However, we limit ourselves to the three primary contributions,
namely the modulation by the pulsations of the convective heat flux
Fc and momentum flux pt, respectively, as well as radiative damp-
ing. Consequently, we omit contributions to η from incoherent scat-
tering at the super-adiabatic boundary layer as well as energy lost
by waves being transmitted into the atmosphere (e.g. Houdek et al.
(1999); Balmforth & Gough (1990) and references therein).
In both the nonlocal envelope and pulsation code, we
treat radiative transfer in the generalized Eddington approx-
imation (Unno & Spiegel 1966). We use the OPAL opacities
(Iglesias & Rogers 1996) with additional low-temperature opaci-
ties obtained from Kurucz (1991). We use an equation of state
(EOS) including a detailed treatment of the ionization of C, N, and
O, as well as the first ionization of the next seven most abundant
elements (Eggleton et al. 1973). In order to be consistent with the
3D convection simulations, we adopt in all three aforementioned
codes the same hydrogen and heavy element abundances, which are
X = 0.737 and Z = 0.018 respectively (Trampedach et al. 2014b).
4 TESTS OF CONVECTION-MODEL PARAMETERS
We calibrate the nonlocal convection parameter c via 3D convec-
tion simulations, while the nonlocal mixing-length parameter αNL
is calibrated to obtain the deep structure of the corresponding evo-
lutionary models. We use the observed linewidths to calibrate a,
Figure 3. Linewidths of KIC 5111718. Diamonds connected by a full line
show model computations as Γ = ηπ−1 while the points with error bars are
observed linewidths. The dotted vertical line is drawn at the observed νmax.
b, and Φ, although the values we use for Φ are similar to what is
found in 3D simulations just below the superadiabatic peak, where
Φ is almost constant with increasing stellar depth. We emphasize
that the values of the parameters a, b, c, and Φ are the same in the
nonlocal envelope as well as in the pulsation computations. As such
it is interesting to see how these parameters separately affect both
the structure and the damping rates of the models. As we show in
Section 5, our model computations are in most cases able to closely
reproduce observed linewidths.
Balmforth (1992) studied the effect of varying the nonlocal
convection parameters on the stability solutions of solar models.
Here, we basically follow Balmforth’s approach and investigate the
sensitivity of the model solutions to changes in convection param-
eters by vaying a and b independently while keeping αNL and Φ
constant. Besides concerning RGB stars, our test is in some aspects
a little different: First of all our model includes an additional param-
eter c, which is subject to sensitivity tests as well, but is calibrated
to 3D simulation results. Furthermore, we also test for effects of
varying Φ. Regarding the mixing-length parameter αNL, if it is kept
constant the size of the convective envelope changes upon varying
the other convection parameters. Therefore we opt for recalibrating
αNL to retain the depth of the convective envelope, which is then
constant throughout all the tests. One might argue that it will be
difficult to disentangle the effects of changing either αNL or, say,
a. However, we did do the same tests with constant αNL, thereby
letting rBCZ vary. The effect on the resulting linewidths compared
to recalibrating αNL to keep rBCZ constant is extremely small, often
indistinguishable.
Lastly, we test the impact of convection-parameter changes on
both the structure and dynamics of the envelope model as well as
the resulting, frequency-dependent linewidths. It should be noted
that the values of the convection model parameters are not directly
comparable to Balmforth (1992), due to improvements in the code
both in the numerics as well as the use of updated opacities, EOS
and atmospheric models (T (τ)) from 3D simulations.
As a reference for the sensitivity tests we use our model
of KIC 5111718 presented in Fig. 3 with convection parameters
a2 = 900, b2 = 800, c2 = 120 and Φ = 1.8. This star is chosen due
to the robustness of the models across the relevant parameter spec-
MNRAS 000, 1–11 (2016)
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trum. The particular choice of convection parameters yields the best
overall match between computed and observed linewidths. When
one convection parameter is varied, the remaining parameters are
kept constant at the values given above. The radius at the bottom of
the convection zone in the reference model is kept constant during
all tests at rBCZ = 0.105R.
A note about the velocity anisotropy: 3D stellar atmosphere
models show a dependence of Φ on the depth z. Work is ongoing to
interpolate the Φ (z) structure between 3D atmosphere models (An-
dreas Jørgensen, personal communication), but so far the sparse
population of 3D models in the grid at the RGB stage makes it
difficult to do so accurately, motivating our use of a constant Φ.
It is, however, already feasible for main-sequence solar-like stars;
Houdek (2017) presented the first results of using those 3D sim-
ulations to guide the functional form of Φ(z) in the 1D stability
computations for stars in the LEGACY sample (Lund et al. 2017;
Silva Aguirre et al. 2017).
4.1 Results of model tests
In this section we discuss the effects of the convection-model pa-
rameters on both the linewidths and the structure of the models
for the test case of KIC 5111718. Note that for too small values
for a2 and b2 (below 450) we find, similarly to previous studies
(Houdek et al. 1999; Houdek & Gough 2002), unstable modes, i.e.
η < 0, wherefore these models are excluded in the following. This
is no detriment to the analysis as a and b typically need to take on
much larger values (see Table 1). In all figures the black dashed line
shows the reference model, which was found to best reproduce the
observed linewidths. The parameter values for this model are given
in Table 1.
As described in Section 3, we can constrain c much better
than the other parameters via the use of 3D hydrodynamics sim-
ulations. In order to obtain for pt/p the peak values found in sim-
ulations, c2 values range between 110 and 300 across our nonlo-
cal models; the specific values for each model are given in Table
1. Fig. 4 shows pt/p for a range of c-values. Convection simu-
lation results by Trampedach et al. (2013) suggest peak values of
pt/p approximately between 0.19 and 0.22 for the stars in our sam-
ple, thus favouring low c values as per Fig. 4. The impact of c on
the linewidth profile for KIC 5111718 is shown in Fig. 5. With
increasing c the trough in the linewidths deepens and shifts to-
wards lower frequencies away from the frequency of maximum
power νmax. However, a depression of the linewidths around νmax
seems to be a common feature for RGB stars and is also found,
but typically not as strongly pronounced, for main-sequence stars
(Appourchaux et al. 2014). The fact that our chosen values of c do
not only reproduce the pt/p peak derived from 3D simulations but
also the trough in the damping rates at νmax indicates that models
with low c adequately represent the physical conditions of the stars
with regards to describing the turbulent-pressure profile in the sur-
face layers. The influence of c on the temperature gradient and con-
vective flux is quite small. But, not surprisingly, the sound-speed
profile cs near the surface is sensitive to c as seen in Fig. 6. The
sound speed is also affected by a but to a lesser extent and even less
for b.
In Fig. 7 we see that a has a rather large impact on the
linewidths. The main effect is on the depth of the trough at νmax,
the depth of which inceases for decreasing a-values while being al-
most evened out for large a. The values listed in Table 1 suggest
that a must, in order for the damping rates to match the observa-
tions, increase with evolution to the point where the solutions are
Figure 4. Ratio of turbulent pressure to total pressure from models of KIC
5111718 with different values of the nonlocal convection parameter c.
Figure 5. Linewidths of KIC 5111718 models with different values of c.
The dashed line shows the linewidths of the reference model. Points with
error bars are observed linewidths. The dotted vertical line is drawn at the
observed νmax.
practically local. But any conclusion in this regard is prohibited by
our limited number of models. We can, however, qualitatively un-
derstand this behaviour of the parameter a: As the star evolves up
the sub-giant branch the convective envelope expands significantly
to the point where it constitutes most of the star in terms of vol-
ume. In most of the convection zone the pressure scale height, and
consequently the mixing length in our description, is so large that
it does not make sense to account for contributions from adjacent
convective cells when calculating the convective heat flux at a given
point. Fc is therefore adequately described by a near-local solution.
The fact that the model computations show a clear reduction of
the damping-rate depression near νmax with increasing a indicates
that the dynamical effect of varying a is predominantly controlling
the degree of the coupling of the (nonlocal) heat flux Fc with the
pulsationally induced structure variations. The net effect is how the
phases between the perturbed heat and radiative fluxes, relative to
MNRAS 000, 1–11 (2016)
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Figure 6. Sound speed from models of KIC 5111718 with different values
of the nonlocal convection parameter c.
the density perturbations, are controlled. Increasing a, i.e. making
Fc more local, seems to increase the stabilizing effect of the con-
vective heat-flux perturbation relative to the destabilizing effect of
the radiative-flux perturbation on the overall mode stability.
The structural effects of a is shown in Figs 8 and 9. The ef-
fects on the super-adiabatic temperature gradient, ∇ − ∇ad, and on
Fc are similar to Balmforth’s analysis for the Sun. The turbulent
pressure profile is practically unaffected by a (and therefore not
shown), as it is, in our models, controlled by c and therefore differs
from Balmforth (1992). According to 3D simulations, the convec-
tive heat flux Fc should be negative, albeit very small, in the over-
shoot region. Contrary to this Fig. 9 shows Fc to be still positive and
falling off to zero above the super-adiabatic peak (approximately
for log p < 4.55). Since we construct the nonlocal flux by integrat-
ing local values, it will by design always be positive and confined
to the convection zone as determined by the Schwarzschild crite-
rion. It is unlikely that this has a significant effect on the oscillation
properties. However, the convection model adopted here includes
only the enthalpy flux contribution to Fc. In reality the convective
flux consists of both enthalpy and kinetic energy flux. It is unknown
how the latter affects the damping of the acoustic oscillations, but
work is ongoing to incorporate it in the convection model.
For ∇−∇ad and Fc/F the shifts between models with different
values for a, seen in Figs 8 and 9, are also present at the base of the
convection zone. However, at this depth convection does not con-
tribute to the overall stability of acoustic pulsations; we therefore
ignore it in the present discussion. We find only slight differences
in log(T ) in the superadiabatic layers between models with differ-
ent a, whereas the sensitivity tests of b and c show no effect on the
temperature stratification.
If we now consider varying b, the main effect on the damping
rates η of increasing the value is to smooth out η around νmax as seen
in Fig. 10. Overall the effects on η(ν) seem less drastic compared to
varying a or c, as depicted in Figs 5 or 7. Fig. 11 shows the effect on
∇ − ∇ad of varying b, which controls the degree to which turbulent
fluxes are coupled to the local stratification. The more local the so-
lution the more tightly coupled they are, which suppresses drastic
changes in the structure, therefore resulting in lower, and broader,
peaks in the super-adiabatic gradient. Smaller b-values allow for
sharp changes in the structure, which can be brought about by the
Figure 7. As Fig. 5 for different values of a.
Figure 8. Super-adiabatic gradient from models of KIC 5111718 with dif-
ferent values of the nonlocal convection parameter a.
ionization of hydrogen and result in a small bump in the super-
adiabatic gradient just at the bottom of the super-adiabatic layer
as seen in Fig. 11. As mentioned by Balmforth (1992), extremely
low values of b should decrease the temperature gradient enough to
bring about a temperature inversion just below the super-adiabatic
layer. This feature is seen in laboratory convection; but it is un-
known whether or not it can occur in stars. So far, our most realis-
tic representation of convection in stellar atmospheres is provided
by 3D simulation, in which no temperature inversions are found.
Increasingly local solutions (larger b) smooth out this bumpy be-
haviour as evident in Fig. 11. Compared to Balmforth (1992), b has
a less significant effect on the convective flux than found for solar
models. The height of the pt/p peak (not shown) is affected only
to a minor extent marginally leading to a difference of a little less
than 1% in pt/p between the two models furthest apart (highest and
lowest b).
Both a and b predominantly affect the linewidths in the de-
pression near νmax, with a having the stronger effect. Thus there is
MNRAS 000, 1–11 (2016)
Modelling Linewiths of RGB stars in NGC 6819 7
Figure 9. Ratio of convective flux to total flux from models of KIC 5111718
with different values of the nonlocal convection parameter a
Figure 10. As Fig. 5 for different values of b.
substantial degeneracy between these two parameters, and a corre-
sponding correlation between the results of fitting them to observed
linewidths, as discussed in Section 5.
Fig. 12 shows the effect on the linewidths of changing the
eddy-shape parameter Φ (eq. 7). The parameter Φ, which describes
the anisotropy of the turbulent velocity field, enters as a multiplica-
tive factor of the inertia term in the fluctuating momentum equation,
thereby effectively increasing the inertia of the vertically moving
convective eddies as a result of the coupling between vertical and
horizontal motion. For a solenoidal turbulent velocity field, it can
be related to the shape of the convective eddies in the sense that
Φ → 1 represents thin, needle-like eddies. Larger Φ values in-
crease the eddie’s inertia, thereby describing the diversion of the
vertical motion into horizontal flows as a reduction of the convec-
tive efficacy. Moreover, larger Φ values increase the characteristic
timescale of the convection and consequently reduce the frequency
at which energy is exchanged most effectively between convection
and pulsation. This is demonstrated in Fig. 12 by the decrease with
Figure 11. Super-adiabatic gradient from models of KIC 5111718 with dif-
ferent values of the nonlocal convection parameter b.
Figure 12. As Fig. 5 for different values of Φ. For the reference model
(dashed black line) we use Φ = 1.8.
increasing Φ of the frequency at which the minimum in the depres-
sion of the damping rates is observed. The main effect of varying
a depth-independent (constant) Φ is on the mode dynamics with
rather minor effects on the mean structure, mostly due to the con-
vective velocities affecting the turbulent pressure, which can then
be mitigated by adjusting c. Indeed, we note from Figs 5 and 12
that the effects on the linewidths of changing c and Φ are some-
what similar. However, as discussed in Section 5 c is determined
from the turbulent pressure in the 3D simulations, once Φ has been
fixed by fitting the frequency location of the depression.
Finally we investigate the effect on modelled linewidths of
varying either the mass or effective temperature. The results of
the Teff test are shown in Fig. 13; higher effective temperature
systematically increases the linewidths, while lower Teff broadens
the trough towards lower frequencies. The relative magnitude of
the depression in the damping rates increases with decreasing Teff .
This is consistent with Kepler observations of main-sequence stars
(Appourchaux et al. 2014; Lund et al. 2017).
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Figure 13. Linewidths from models of KIC 5111718 with different effective
temperatures varying Teff in the range Teff,ref ± 25, 50, 100K.
The effects of varying the mass within the uncertainties given
by H17, from 1.55M⊙ to 1.65M⊙, are only minor.
5 RESULTS
Using the methods described in Section 3 we calculate frequency-
dependent damping rates for nine stars in NGC 6819. The stars
span an extended part of the RGB evolutionary stage with the most
evolved having a large frequency separation of ∆ν = 3.08µHz and
the least evolved ∆ν = 10.50µHz. For most of the stars there is
a trough in the damping rates around the frequency of maximum
power νmax3 - a feature which we are able to reproduce in our
models. This is also seen for main-sequence solar-like stars; for
the Sun, the trough is less deep and runs over five radial orders,
(e.g., Houdek 2017), whereas for the red giants considered here,
the interval covers only two or three orders. When calibrating the
convection parameters to obtain the best match between theoret-
ical damping rates and observed linewidths, we first determine c
as described earlier. The turbulent anisotropy parameter Φ is then
calibrated in order for the depression in the damping rates to oc-
cur approximately at the same frequency as for the observations.
As Fig. 12 shows, changing Φ can shift the damping rate pattern to
lower or higher frequencies. Since Φ is closely tied to the convec-
tive velocities, changing this parameter can also affect the turbulent
pressure profile, although the effect on the pt/p peak value is small
compared to varying c. Whenever Φ is changed, we also check the
correspondence of the turbulent pressure profile with convection
simulations and readjust c2 if necessary. Of the remaining two pa-
rameters, a predominantly affects only the depth of the depression
in the damping rates around νmax (see Fig. 7), while b to some ex-
tent smooths out the depression at νmax by raising it and decreas-
ing the damping rates at frequencies just below (see Fig. 10). With
this in mind, b is first calibrated by matching, as well as possi-
ble, the damping rates above and below the depression. Lastly a
is calibrated via the magnitude of the depression in the observed
linewidths. As discussed in Section 4 there is partial degeneracy
3 We use the observed values of νmax given by H17
between the effects of a and b on the linewidths and consequently
some correlation between the values determined by the fit. Also,
owing to the much lower sensitivity of the linewidths to b the value
of b resulting from the fit is somewhat uncertain.
It should be noted that, in the following figures, we also plot
the errors on the observed frequencies, although they are not visi-
ble in the plots, due to their values being of order ∼ 10−2µHz. All
stars are single members of NGC 6819 and none are categorized as
having experienced non-standard evolution as per H17.
The quality of the observed linewidths does not support a full
statistical analysis, including a formal χ2 minimization. However,
in the fitting process we have evaluated χ2 for several of the param-
eter choices; in general, the parameter values listed in Table 1 do
correspond to the fit with the lowest χ2 amongst the parameter sets
considered.
We find a clear tendency for stars with lower ∆ν, i.e. more
evolved, to require an increasingly local solution - specifically a
increases drastically with decreasing ∆ν. Notice also that the five
most evolved stars have the highest Φ ≥ 1.8. Generally we obtain
very good agreement between observed linewidths and modelled
damping rates with typically only a single outlying mode for any
given star. When calibrating the convection model parameters to
obtain a matching model, we focus first and foremost on the modes
closest to νmax. In the present section we highlight only a few cases;
the results for the remaining cases are shown in Appendix A.
5.1 KIC 5111718
Fig. 3 shows the theoretical damping rates (curves) and observed
linewidths (symbols with error bars) as functions of frequency for
KIC 5111718. This is the least evolved of the stars considered here
with ∆ν = 10.50µHz; also here we find very good agreement be-
tween theoretical model damping rates and observations. We high-
light this case as it is the model of choice for the tests described in
Sections 4 and 4.1 due to the models being very well behaved with
regards to numerical convergence for a wide range of adjustable
parameter values.
5.2 KIC 5111940
Fig. 14 shows the frequency-dependent linewidths for KIC
5111940. This is the only case where all the observed linewidths
are matched by model damping rates within the observational un-
certainties; however the model frequencies are systematically a few
µHz too low. This happens to be the case for most of the stars
seen in Fig. 1. It is tempting to attribute this shift to surface ef-
fects, and studies by Trampedach et al. (2017) do show that the
structural surface effect for such an evolved star is comparable
to the shift seen in Fig. 14 and likewise for the other model re-
sults. Our non-adiabatic pulsation analysis accounts for the modal
part of the surface effect along with the part of the structural
surface effect that is due to turbulent pressure. However, we do
not account for the convective expansion of the atmosphere due
to convective backwarming, which makes up roughly half of the
structural surface effect (Trampedach 2010). It is an asymmetrical,
purely three-dimensional phenomenon that cannot be modelled in
1D (Stein & Nordlund 1998). The frequency differences between
our models and observations can therefore reasonably assumed to
stem from the lack of convective backwarming.
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Figure 14. Linewidths of KIC 5111940. Diamonds show model computa-
tions as Γ = ηπ−1 while the points with error bars are observed linewidths.
The dotted vertical line is drawn at the observed νmax.
5.3 KIC 5112734 and 5024583
It is interesting to compare KIC 5112734 and 5024583. The ob-
served stars are very similar in terms of ∆ν and Teff (see Table 1) but
very different in terms of linewidths as evident in Figs 15 and 16.
The former exhibits only a weak depression in the linewidth profile
while the latter dips deep at νmax. This is reflected in the convec-
tion parameters, where we use b2 = 1200 for KIC 5024583, which
is relatively low for such an evolved star. For the KIC 5112734
model we had to increase both a2 and b2 to very high values in or-
der to reproduce theoretically the depression in the damping rates
at νmax. The depths of the convection zones of the models are
rBCZ = 0.054R and 0.053R, respectively. If the linewidths of these
two stars depend on effective temperature and mass in the same
manner as does KIC 5111718 (Fig. 13), then a difference of 20K
and 0.04M⊙ does not seem sufficient in explaining the difference in
observed linewidth profile between the two. It speaks to the strength
of the method that we are able to reproduce linewidths for a wide
range of RGB stars. At the same time, the comparison between KIC
5112734 and 5024583 shows that the physical conditions and dy-
namics can differ significantly between two stars which appear very
similar in their global properties.
5.4 KIC 5023732 and 5023845
For the two stars KIC 5023732 and 5023845 we were not able to
reproduce successfully the observed linewidths (figures are shown
in Appendix A). For neither of the stars the linewidths exhibit the
characteristic depression around νmax, which is otherwise a com-
mon feature of the observations. There is no indication that this
pair represents a specific stellar type, for which our model is in-
adequate. Of the stars considered here, KIC 5023732 is the most
evolved with ∆ν = 3.08µHz, while KIC 5023845 is one of the least
evolved stars analysed by H17 with ∆ν = 8.87µHz. The parameters
of the theoretical models are very different as well – KIC 5023732
having an extremely deep convective envelope, rBCZ = 0.0445R,
while for KIC 5023845 rBCZ = 0.0940R. Attempting to fit the ob-
servations yielded values of a, b, and c which differ quite substan-
tially between the two stars, although in neither case resulting in a
Figure 15. Linewidths of KIC 5112734. Diamonds show model computa-
tions as Γ = ηπ−1 while the points with error bars are observed linewidths.
The dotted vertical line is drawn at the observed νmax.
Figure 16. Linewidths of KIC 5024583. Diamonds show model computa-
tions as Γ = ηπ−1 while the points with error bars are observed linewidths.
The dotted vertical line is drawn at the observed νmax.
model with damping rates able to match the observed linewidths,
the computed linewidths showing strong depressions. On this basis
we find it extremely likely that the discrepant behaviour is caused
by problems with the observed values.
6 DISCUSSION AND CONCLUSIONS
We successfully model frequency-dependent damping rates for
RGB stars in the open cluster NGC 6819, using a non-adiabatic
stability calculation based on a nonlocal, time-dependent convec-
tion model. This convection model has already proven successful
for solar-like main-sequence stars with a wide range of Teff , includ-
ing examples where the linewidths as a function of frequency are
almost constant as shown by Houdek (2017), modelling damping
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Table 1. Key properties and parameter values for stars and their correspond-
ing models. The large frequency separation ∆ν is included as an indicator of
evolution. The cases are listed from least to most evolved. a, b, c and Φ are
the convection model parameters appearing in equations (3), (6), (4), and
(7). The nonlocal mixing-length parameter αNL is included for complete-
ness. For uncertainties on observables, see H17.
KIC ∆ν Mass Teff a2 b2 c2 Φ αNL
[µHz] [M⊙] [K]
5111718 10.50 1.60 4932 900 800 120 1.8 2.165
5023845 8.87 1.61 4845 800 500 200 1.8 2.053
5024405 8.25 1.43 4775 800 3000 110 1.7 2.057
5024312 8.01 1.60 4816 900 900 200 1.8 2.077
5024512 6.65 1.57 4826 1200 5500 150 2.05 2.281
5111940 5.14 1.62 4741 1200 5500 150 2.0 2.237
5112734 4.14 1.64 4607 6000 6000 300 2.0 2.075
5024583 3.89 1.68 4627 3000 1200 200 1.9 2.106
5023732 3.08 1.60 4588 3000 6000 120 2.0 2.141
rates to match observed linewidths from the Kepler LEGACY sam-
ple (Lund et al. 2017).
In Section 4 we perform a thorough test of the model’s sen-
sitivity to the convection parameters - some of which can be cali-
brated via 3D convection simulations. The results fall nicely in line
with Balmforth (1992), who made a similar test for the solar case.
We find that the convection parameter c, which controls the non-
locality of the momentum flux, is well constrained. As testament to
this, we emphasize that the values inferred from convection simu-
lations not only reproduce the maximum value of pt/p. The char-
acteristic depression in the damping rates around νmax coincides as
well with that of the observations as shown in Section 4.1. This
holds great promise for 3D convection simulations as a calibration
source with regards to 1D convection models.
Across the different best fitting models b varies a lot (see Table
1), in accordance with the fact that its effect on the damping rates is
rather weak as per Fig. 10. Note that in Section 4.1 b is only varied
with reference to one specific value of a. Also, when going to very
high b-values (b2 > 3000), we approach the local formulation and
the effect on η diminishes with further increase in b. The values
given in Table 1 are those that provide the best match between the-
oretical damping rates and observed linewidths, although one could
also obtain fairly good results with an upper limit of, say, 3000, on
a2 and b2. As is the case for b, the values given in Table 1 suggest a
trend ofΦ increasing with decreasing ∆ν, yet conclusive statements
cannot be made based on the sample size presented here.
One application of our models is the potential for improving
the stellar structure in the surface layers of 1D stellar models. Be-
cause the mixing-length parameter of the nonlocal envelope model
is calibrated to match the full structure evolution model in the deep
interiors (see Fig. 2), the two models can be patched together for an
improved stellar model, where the structure in the outer parts better
resembles that of a given real star.
Appourchaux et al. (2014) found that for main-sequence
solar-like stars the amplitude of the linewidth dip around νmax de-
creases with increasing effective temperature. The same conclu-
sion was reached by Lund et al. (2017) for the LEGACY stars.
The damping rates obtained from varying Teff in our model of KIC
5111718 (Fig. 13) are consistent with these results. However, if we
compare the observed linewidths of all stars modelled here, shown
in Section 5 and Appendix A, there does not seem to be a clear
trend between linewidths and effective temperature. Assuming the
relation also holds for RGB stars, it is not surprising that we cannot
reproduce the dependence on Teff , given the narrow range of Teff for
our stars and the strong variations in log g which might be expected
to dominate the variation in the properties of the damping rates.
Regarding the relatively high values of the nonlocal convec-
tion parameters a and b, we gave in Section 4.1 a qualitative expla-
nations as to why the value of the convection parameter a appears
to increase with evolution. Antoci et al. (2014) applied very similar
methods, including using the same nonlocal convection model, to
the chemically peculiar δ Scuti star HD 187547 (using model mass
and effective temperature M = 1.85M⊙ and Teff = 7575K respec-
tively). For the nonlocal convection parameters they adopted the
values a2 = b2 = c2 = 950, noting that these values are rather high,
tending towards a more local description4 . Very similar values were
used earlier by Balmforth et al. (2001) (a2 = b2 = c2 = 1000), ap-
plying the model to roAp stars. The argument for not using a more
nonlocal solution (smaller a) for the convective heat flux pertains
to the shallowness of the surface convection zone of hotter stars.
Because the radial extent of the convective envelope is rather small
there is less physical reasoning for averaging over several convec-
tive eddies. It is peculiar that the same convection model, in order
to reproduce observed linewidths, requires similar values for stars
with either very deep or very shallow convective envelopes but for
different reasons. In both cases the arguments are reasonable, which
highlights the incompleteness of our current understanding of the
interaction between pulsations and turbulent convection. However,
it is important to note that the need for predominantly local solu-
tions to the convective heat flux is not a feature of the model. For
cool main-sequence solar-like stars, smaller a-values are needed.
Houdek et al. (in preparation) have calculated theoretical damp-
ing rates to match the observed linewidths of the Kepler LEGACY
stars. For the cooler main-sequence stars, values of the order of
a2 ∼ 100 are needed to properly reproduce observations, while for
the hotter stars the nonlocal convection parameters have large val-
ues.
The results presented here are the first examples of theoreti-
cal, frequency-dependent damping rates in RGB stars able to match
high-quality Kepler observations. This is an important step towards
a better understanding of the dynamics of convection and pulsations
in the turbulent envelope regions of these stars. Future improve-
ments to the convection model, including even more extensive use
of 3D simulations, should concern ways to constrain the non-local
convection parameters a and b; in particular, comparing the rela-
tively strong effect of b on the super-adiabatic gradient (cf. Fig. 11)
with the results of simulations may help breaking the degeneracy
between a and b. Also, it would be interesting to incorporate the
depth-dependence of the shape factor Φ determined from the sim-
ulations. The inclusion of the kinetic energy flux is currently in the
works, its effect on the damping rates being so far unknown. The
combined effort of improving the modelling in this manner and ex-
tending the analysis to a broader range of observed stars will, one
may hope, improve our understanding of the properties of stellar
convection and its interaction with the pulsations. Such improve-
ments in the modelling of the near-surface layers are also crucial
for reducing their effect on the computed frequencies and conse-
quently improving the characterization of stellar properties through
frequency fitting.
4 In Antoci et al. (2014) c2 is not calibrated to 3D convection simulations.
Its value should be lower and consequently the turbulent pressure would be
lower as seen in Fig.4.
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Figure A2. Linewidths of KIC 5023845. Diamonds connected by a full
line show model computations as ηπ−1 while the points with error bars are
observed linewidths. The dotted vertical line is drawn at the observed νmax.
Figure A3. Linewidths of KIC 5024312. Diamonds connected by a full
line show model computations as ηπ−1 while the points with error bars are
observed linewidths. The dotted vertical line is drawn at the observed νmax.
Figure A4. Linewidths of KIC 5024405. Diamonds connected by a full
line show model computations as ηπ−1 while the points with error bars are
observed linewidths. The dotted vertical line is drawn at the observed νmax.
Figure A5. Linewidths of KIC 5024512. Diamonds connected by a full
line show model computations as ηπ−1 while the points with error bars are
observed linewidths. The dotted vertical line is drawn at the observed νmax.
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