We show that for an endomorphism of an abelian variety defined over an algebraically closed field of arbitrary characteristic, the second cohomological dynamical degree coincides with the first numerical dynamical degree.
INTRODUCTION
Let X be a smooth projective variety defined over an algebraically closed field k, and f a surjective morphism of X to itself. Inspired by Esnault-Srinivas [ES13] and [Tru16] , we associate to this map two dynamical degrees as follows. Let ℓ be a prime different from the characteristic of k. As a consequence of Deligne [Del74] , the characteristic polynomial of f on the ℓ-adic étale cohomology group H i ét (X, Q ℓ ) is independent of ℓ, and has integer coefficients, and algebraic integer roots (cf. [ES13, Proposition 2.3]; see also [Kle68, KM74] ). The i-th cohomological dynamical degree χ i (f ) of f is then defined as the spectral radius of the pullback action f * on H i ét (X, Q ℓ ), i.e., χ i (f ) = ρ f * H i ét (X,Q ℓ ) . Alternatively, one can also define dynamical degrees using algebraic cycles. Indeed, let N k (X) denote the group of algebraic cycles of codimension-k modulo the numerical equivalence ≡. Note that N k (X) is a finitely generated free abelian group (cf. [Kle68, Theorem 3 .5]), and hence the characteristic polynomial of f on N k (X) has integer coefficients and algebraic integer roots. We define the k-th numerical dynamical degree λ k (f ) of f as the spectral radius of the pullback action f * on N k (X) R := N k (X) ⊗ Z R, i.e.,
When k ⊆ C, we may associate to (X, f ) a projective (and hence compact Kähler) manifold X C and a surjective holomorphic map f C . Then by the comparison theorem and Hodge theory, it is not hard to show that χ 2k (f ) = λ k (f ); both of them also agree with the usual dynamical degree defined by the Dolbeault cohomology group H k,k (X C , C) in the context of complex dynamics (see e.g. [DS04] and [DS17, §4] ).
FEI HU
For an arbitrary algebraically closed field k (in particular, of positive characteristic), Esnault and Srinivas [ES13] proved that for an automorphism of a smooth projective surface, the second cohomological dynamical degree coincides with the first numerical dynamical degree. Their proof relies on the Enriques-Bombieri-Mumford classification of surfaces in arbitrary characteristic. In general, Truong [Tru16] raised the following question (among many others).
Question 1.1 (cf. [Tru16, Question 2]). Is χ 2k (f ) = λ k (f ) for any 1 ≤ k ≤ dim X?
Note that when the morphism f is the Frobenius map Fr, the above question turns out to be equivalent to Weil's Riemann hypothesis (proved by Deligne in 1974) , which essentially involves the eigenvalues of Fr acting on the étale cohomology groups H i ét (X, Q ℓ ). Indeed, Deligne's theorem [Del74] asserts that all eigenvalues of Fr * | H i ét (X,Q ℓ ) have absolute value q i/2 for some q. On the other hand, the k-th numerical dynamical degree λ k (Fr) of Fr is equal to q k . See [Tru16, §4] for more details.
Truong proved in [Tru16] a slightly weaker statement that
which is enough to conclude that the (étale) entropy h ét (f ) coincides with the algebraic entropy h alg (f ) in the sense of [ES13, §6.3]. As a consequence, the spectral radius of the action f * on the even degree étale cohomology H 2• ét (X, Q ℓ ) is the same as the spectral radius of f * on the total cohomology H • ét (X, Q ℓ ). 1 Note that when k ⊆ C, by the fundamental work of Gromov [Gro03] and Yomdin [Yom87] , the (étale) entropy is also equal to the topological entropy h top (f C ) of the topological dynamical system (X C , f C ); see [DS17, §4] for more details.
In this article, we give an affirmative answer to Question 1.1 in the case that X is an abelian variety and k = 1.
Theorem 1.2. Let X be an abelian variety defined over an algebraically closed field k, and f a surjective self-morphism of X. Then χ 2 (f ) = λ 1 (f ).
Remark 1.3. (1) When f is an automorphism of an abelian surface X, the theorem was already known by Esnault and Srinivas (cf. [ES13, §4] ). Even in this two dimensional case, their proof is quite involved. Actually, after a standard specialization argument, they applied the celebrated Tate theorem [Tat66] (see also [Mum70, Appendix I, Theorem 3]), which asserts that the minimal polynomial of the geometric Frobenius endomorphism is a product of distinct monic irreducible polynomials. Then they had 4 cases to analyze according to its irreducibility and degree. Our proof is more explicit in the sense that we will eventually determine all eigenvalues of f * | N 1 (X) R .
(2) Because of the lack of an explicit characterization of higher codimension cycles (up to numerical equivalence) like the Néron-Severi group NS(X) sitting inside the endomorphism algebra End 0 (X), it would be very interesting to consider the case k ≥ 2 next. 1
PRELIMINARIES
We refer to [Mum70] for the standard notation and terminologies on abelian varieties. Notation. The following notation remains in force throughout the rest of this article unless otherwise stated.
k an algebraically closed field of arbitrary characteristic ℓ a prime different from char k X an abelian variety of dimension g defined over k X the dual abelian variety Pic 0 (X) of X t a the translation by a ∈ X(k) α, ψ endomorphisms of X α, ψ the induced dual endomorphisms of X End(X) the endomorphism ring of X
the ring of all n × n matrices with entries in a ring R Aut 0 (X) the neutral component of the automorphism group Aut(X) of X φ L the induced homomorphism of a line bundle L on X:
a fixed polarization of X induced from some ample line bundle L 0 † the Rosati involution on End 0 (X) defined in the following way:
NS(X) Pic(X)/ Pic 0 (X), the Néron-Severi group of X For the convenience of the reader, we include several important structure theorems on the étale cohomology groups, the endomorphism algebras and the Néron-Severi groups of abelian varieties. We refer to [Mum70, §19-21] for more details.
First, the étale cohomology groups of abelian varieties are simple to describe.
Theorem 2.1 (cf. [Mil08, Theorem 12.1]). Let X be an abelian variety of dimension g defined over k, and let ℓ be a prime different from char k. Let T ℓ X := lim ← −n X ℓ n (k) be the Tate module of X which is a free Z ℓ -module of rank 2g.
(a) There is a canonical isomorphism
Furthermore, the functor T ℓ induces an ℓ-adic representation of the endomorphism algebra. In general, we have:
. For any two abelian varieties X and Y , the group Hom(X, Y ) of homomorphisms of X into Y is a finitely generated free abelian group, and the natural homomorphism of Z ℓ -modules
For a homomorphism f : X −→ Y of abelian varieties, its degree deg f is defined to be the order of the kernel ker f , if it is finite, and 0 otherwise. In particular, the degree of an isogeny is always a positive integer, also equal to the topological degree of the map. Theorem 2.3 (cf. [Mum70, §19, Theorem 4]). For any α ∈ End(X), there is a unique monic polynomial P α (t) ∈ Z[t] of degree 2g such that P α (n) = deg(n X − α) for all integers n. Moreover, P α (t) is the characteristic polynomial of α acting on T ℓ X, i.e., P α (t) = det(t−T ℓ α), and P α (α) = 0 as an endomorphism of X.
We call P α (t) as in Theorem 2.3 the characteristic polynomial of α. On the other hand, we can assign to each α the characteristic polynomial χ α (t) of α as an element in the semi-simple Q-algebra End 0 (X). Namely, we define χ α (t) to be the characteristic polynomial of the left multiplication α L : β → αβ for β ∈ End 0 (X) which is a Q-linear transformation on End 0 (X). Note that the above definition of χ α (t) makes no use of the fact that End 0 (X) is semi-simple. Actually, for semi-simple Q-algebras, it is much more useful to consider the so-called reduced characteristic polynomials.
We recall some basic definitions for semi-simple algebras (see [Rei03, §9] for more details).
Definition 2.4. Let R be a finite-dimensional semi-simple algebra over a field F with char F = 0, and write
where each R i is a simple F -algebra. For any element r ∈ R, as above, we denote by χ r (t) the characteristic polynomial of r. Namely, χ r (t) is the characteristic polynomial of the left multiplication r L : r ′ → rr ′ for r ′ ∈ R. Let K i be the center of R i . Then there exists a finite field extension
, and is independent of the choice of the splitting field E i of R i (cf. [Rei03, Theorem 9.3]). The reduced norm of r i is defined by
. Finally, as one expects, the reduced characteristic polynomial χ red r (t) and the reduced norm N red R/F (r) of r are defined by the products:
Remark 2.5. (1) It follows from [Rei03, Theorem 9.14] that
(2.1)
(2) Note that reduced characteristic polynomials and norms are not affected by change of ground field (cf. [Rei03, Theorem 9.27]).
We now apply the above algebraic setting to R = End 0 (X). For any α ∈ End(X), let χ red α (t) denote the reduced characteristic polynomial of α as an element in the semi-simple Q-algebra End 0 (X). For simplicity, let us first consider the case when X = A is a simple abelian variety and hence D := End 0 (A) is a division ring. Let K denote the center of D which is a field, and Then the equality (2.1) reads as
The lemma below shows that the two polynomials P α (t) and χ α (t) are closely related. Its proof relies on a characterization of normal forms of D over Q.
For convenience, we include the following definition. Let R be a finite-dimensional associative algebra over an infinite field F . A norm form on R over F is a non-zero polynomial function
Lemma 2.6. Using notation as above, for any α ∈ End(A), we have
where m = 2g/(ed) is a positive integer. In particular, the two polynomials P α (t) and χ α (t) have the same complex roots (apart from multiplicities). 2
Proof. By the lemma in [Mum70, §19] (located between Corollary 3 and Theorem 4, p. 179), any norm form of D over Q is of the following type
which actually takes on values in Q and is a norm form of degree 2g. Indeed, let V ℓ α denote the induced map of α on V ℓ A, then P α (n) = deg(n A − α) = det(n A − α) = det(n − V ℓ α) for all integers n (see Theorem 2.3). Applying the aforementioned lemma in [Mum70, §19] to this det, we obtain that for a suitable m,
It is easy to see that m is 2g/(ed). Then by taking ψ = n A − α, we have that
It is straightforward to generalize Lemma 2.6 to the case that X is the n-th power A n of a simple abelian variety A since End 0 (A n ) = M n (End 0 (A)) is still a simple Q-algebra.
Lemma 2.7. Let A be a simple abelian variety and X = A n . Let χ red α (t) denote the reduced characteristic polynomial of α as an element in the simple Q-algebra End 0 (X) = M n (D) with D = End 0 (A). Then
I would like to thank Yuri Zarhin for showing me an argument using the canonical norm form to prove this Lemma 2.6.
where m = 2g/(edn) is a positive integer. In particular, these two polynomials P α (t) and χ α (t) have the same complex roots (apart from multiplicities).
We recall the following useful structure theorems on NS 0 (X) which play a crucial role in the proof of our main theorem.
. Fix a polarization φ : X −→ X that is an isogeny from X to its dual X induced from some ample line bundle L 0 (we suppress this L 0 since it does not make an appearance here henceforth). Then the natural map 
PROOF OF THEOREM 1.2
We first prepare some results used later to prove our main theorem. The following easy lemma sheds the light on the connection between the first numerical dynamical degree λ 1 (α) and the induced action α * on End 0 (X), while the latter is closely related to the matrix representation of α in End(X) R or End(X) C (see e.g. Claim 3.7 for the real case).
Lemma 3.1. Fix a polarization φ : X −→ X as in Theorem 2.8. For any surjective endomorphism α of X, we can extend the pullback action α * on NS 0 (X) to End 0 (X) as follows:
Proof. We shall identify NS 0 (X) ∋ L with the subspace of symmetric elements φ −1 • φ L of the simple Q-algebra End 0 (X) in virtue of Theorem 2.8. Then the natural pullback action α * on NS 0 (X) could be reinterpreted in the following way:
where α is the induced dual endomorphism of X and α † = φ −1 • α • φ is the Rosati involution of α; for the first equality, see [Mum70, §15, Theorem 1]. This gives rise to an action of α on the whole endomorphism algebra End 0 (X) by sending ψ ∈ End 0 (X) to α † • ψ • α. It is easy to see that the restriction of α * | End 0 (X) to NS 0 (X) is just the natural pullback action α * on NS 0 (X).
The following useful inequality was already noticed by Truong [Tru16] . We provide a proof for the sake of completeness.
Lemma 3.2. Let X be a smooth projective varieties defined over k, and f a surjective selfmorphism of X. Then we have λ k (f ) ≤ χ 2k (f ) for any 0 ≤ k ≤ dim X.
Proof. Note that the ℓ-adic étale cohomology H • ét (X, Q ℓ ) is a Weil cohomology after the noncanonical choice of an isomorphism Z ℓ (1) ≃ Z ℓ (cf. [Kle68, Example 1.2.5]). So we have the following cycle map
, where the k-th Chow group CH k (X) of X stands for the group of algebraic cycles of codimensionk modulo the linear equivalence, i.e., CH k (X) := C k (X)/ ∼. Recall that a cycle Z ∈ C k (X) is homologically equivalent to zero if γ k X (Z) = 0. Also, it is well-known that the homological equivalence ∼ hom is finer than the numerical equivalence ≡ (cf. [Kle68, Proposition 1.2.3]). Hence we have the following diagram of finite-dimensional Q ℓ -vector spaces (respecting the natural pullback action f * by the functoriality of the cycle map):
The lemma thus follows.
Remark 3.3. When k = 1, by a theorem of Matsusaka [Mat57] , the homological equivalence coincides with the numerical equivalence (in general, Grothendieck's standard conjecture D predicts that they are equal for all k). Furthermore, after tensoring with Q, both of them are also equivalent to the algebraic equivalence ≈. Namely, we have
In particular, the cycle map γ 1 X induces an injection
The lemma below is quite standard which reduces the general case to the splitting product case.
Lemma 3.4. In order to prove Theorem 1.2, it suffices to consider the following case:
• the abelian variety X = A n 1 1 × · · · × A ns s , where the A j are powers of mutually nonisogenous simple abelian varieties, and • the surjective self-morphism f of X is a surjective endomorphism α which can be written as α 1 × · · · × α s with α j ∈ End(A n j j ).
Proof. We claim that it suffices to consider the case when f = α is a surjective endomorphism. Indeed, any morphism (i.e., regular map) of abelian varieties is a composite of a homomorphism with a translation (cf. [Mil08, Chap. I, Corollary 1.2]). Hence we can write f as t a • α for a surjective endomorphism α ∈ End(X) and a ∈ X. Note however that t a ∈ Aut 0 (X) ≃ X acts as identity on H 1 ét (X, Q ℓ ) and hence on H i ét (X, Q ℓ ) for all i. It follows from the functoriality of pullback map on étale cohomology that χ i (f ) = χ i (α). Similarly, we also get λ k (f ) = λ k (α) for all k. So the claim follows.
By Poincaré's complete reducibility theorem (cf. [Mum70, §19, Theorem 1]), we know that X is isogenous to the product A n 1 1 ×· · ·×A ns s , where the A j are mutually non-isogenous simple abelian varieties. Then
so that we can write α as α 1 × · · · × α s with α j ∈ End 0 (A n j j ). Note that towards the proof of Theorem 1.2, we are free to replace X by an isogenous abelian variety, and replace f by a power. Therefore, we only need to consider the case when X itself is the product variety and each α j belongs to End(A n j j ), as stated in the lemma.
Remark 3.5. We are keen to further reduce the situation of Lemma 3.4 to the case when X = A n is a power of some simple abelian variety A, as Esnault and Srinivas did in the proof of [ES13, Proposition 6.2]. However, to the best of our knowledge, it does not seem to be straightforward. More precisely, let X and α be as in Lemma 3.4. Suppose that Theorem 1.2 holds for every A n j j and surjective endomorphism α j ∈ End(A n j j ), i.e., λ 1 (α j ) = χ 2 (α j ) for all j. We wish to show that Theorem 1.2 also holds for X and α. Note that
(3.1)
On the other hand, by the Künneth formula, we have
However, we are not able to deduce that χ 2 (α) = max j {χ 2 (α j )} due to the appearance of the tensor product of the H 1 ét . For completeness, let us explain this obstruction in a more precise way. We denote by P α j (t) ∈ Z[t] the characteristic polynomial of α j (or equivalently T ℓ α j , by Theorem 2.3). 4 In general, one has NS(X × k Y ) ≃ NS(X) ⊕ NS(Y ) ⊕ Hom k (Alb(X), Pic 0 (Y )); see e.g. [Tat66, the proof of Theorem 3]. See also [BC16, §3.2] and references therein for more details about the divisorial correspondences. Set g j = dim A n j j . Denote all complex roots of P α j (t) by ω j,1 , . . . , ω j,2g j . Without loss of generality, we may assume that |ω j,1 | ≥ · · · ≥ |ω j,2g j | for all 1 ≤ j ≤ s, and |ω 1,1 | ≥ · · · ≥ |ω s,1 |.
(3.2) It follows from Theorem 2.1 that χ 2 (α j ) = |ω j,1 | · |ω j,2 | for all j. Suppose that
Note that j 0 may not be 1. If |ω 2,1 | ≤ |ω 1,2 | (in particular, j 0 is 1), then
So we are done in this case. However, if |ω 2,1 | > |ω 1,2 |, then
There is no obvious reason to exclude the worst case j 0 = 1 which yields that
To proceed, we observe that over complex number field C, the above pathology does not happen because each eigenvalue ω j,2 turns out to be the complex conjugate of ω j,1 . This fact follows from the Hodge decomposition H 1 (X, C) = H 1,0 (X)⊕H 1,0 (X), which does not seem to exist in étale cohomology as far as we know. But we still believe that ω j,2 = ω j,1 for all j.
(As a consequence of our main theorem, we will see that this is actually true. See Remark 3.8.)
The following lemma makes use of this observation to reduce the splitting product case as in Lemma 3.4 to the case when X = A n for some simple abelian variety.
Lemma 3.6. In order to prove Theorem 1.2, it suffices to show that if A n is a power of a simple abelian variety A and α ∈ End(A n ) is a surjective endomorphism of A n , then λ 1 (α) = |ω 1 | 2 , where ω 1 is one of the complex roots of the characteristic polynomial P α (t) of α with the maximal absolute value.
Proof. Thanks to Lemma 3.4, let us consider the case when the abelian variety X = A n 1 1 × · · · × A ns s , where the A j are powers of mutually non-isogenous simple abelian varieties, and α = α 1 × · · · × α s is a surjective endomorphism of X with α j ∈ End(A n j j ). We assume that the reader has been familiar with the notation introduced in Remark 3.5, in particular, eqs. (3.1) to (3.3). Applying the hypothesis of Lemma 3.6 to each A n j j and α j , we have λ 1 (α j ) = |ω j,1 | 2 . It follows from Lemma 3.2 and Theorem 2.1 that λ 1 (α j ) ≤ χ 2 (α j ) = |ω j,1 | · |ω j,2 |. Hence λ 1 (α j ) = χ 2 (α j ) and |ω j,1 | = |ω j,2 | for all j which tells us j 0 = 1. This yields that χ 2 (α) = |ω 1,1 | · |ω 1,2 | = χ 2 (α 1 ) = max j {χ 2 (α j )} = max j {λ 1 (α j )} = λ 1 (α).
The first and second equalities follow again from Theorem 2.1, the third one holds by j 0 = 1, (3.1) gives the last one.
We are now ready to prove the main theorem.
Proof of Theorem 1.2. By Lemma 3.6, we can assume that X = A n for some simple abelian variety A and α ∈ End(X) is a surjective endomorphism of X. Let P α (t) ∈ Z[t] be the characteristic polynomial of α (see Theorem 2.3). Set g = dim X. Denote all complex roots of P α (t) by ω 1 , . . . , ω 2g . Without loss of generality, we may assume that |ω 1 | ≥ · · · ≥ |ω 2g |.
We shall prove that
which will conclude the proof of the theorem by Lemma 3.6.
Under the above assumption, the endomorphism algebra End 0 (X) is the simple Q-algebra M n (D) of all n × n matrices with entries in the division ring D := End 0 (A). Let K denote the center of D, and K 0 the maximal totally real subfield of K. As usual, we set Note that by Lemma 3.1, the natural pullback action α * on NS 0 can be extended to an action α * on the whole endomorphism algebra End 0 (X):
On the other hand, by tensoring with R, we know that
is either a product of M r (R), M r (C) or M r (K) with NS(X) R being a product of H r (R),
H r (C) or H r (K), the corresponding symmetric/Hermitian matrices (see Theorem 2.9). When there is no risk of confusion, for simplicity, we still denote the induced action α * ⊗ Q 1 R by α * . In particular, we would write α * | End(X) R and α * | NS(X) R to emphasize the acting spaces.
According to Albert's classification of the endomorphism Q-algebra D of a simple abelian variety A (cf. [Mum70, §21, Theorem 2]), we have the following four cases.
Case 1. D is of Type I(e): d = 1, e = e 0 and D = K = K 0 is a totally real algebraic number field and the involution (on D) is the identity. In this case,
For our α ∈ End(X), if we denote its image α ⊗ Z 1 R in End(X) R by the block diagonal matrix A α = A α,1 ⊕ · · · ⊕ A α,e 0 with each A α,i ∈ M n (R), then the Rosati involution α † of α could be represented by the transpose A T α = A T α,1 ⊕ · · · ⊕ A T α,e 0 . Hence we can rewrite the induced action α * on End(X) R in the following matrix form:
Claim 3.7. The above linear transformation α * | End(X) R on the e 0 n 2 -dimensional R-vector space End(X) R is represented by the block diagonal matrix
where each component is the Kronecker product of A α,i and itself.
Proof of Claim 3.7. Note that for each i, the linear transformation is given by the map
Choose the standard basis {e jk } of M n (R) consisting of the n × n-matrices with exactly one non-zero entry, which is 1. We also adopt the standard vectorization vec : M n (R)
of M n (R) which converts n × n-matrices into column vectors. A straightforward but tedious calculation will show that the left multiplication by A T α,i on the n 2 -dimensional R-vector space M n (R) is represented by the Kronecker product I n ⊗ A α,i , while the right multiplication by A α,i is represented by A α,i ⊗ I n . Therefore, our linear map (3.5) is represented by the matrix product (I n ⊗ A α,i ) · (A α,i ⊗ I n ) = A α,i ⊗ A α,i . Hence the claim follows.
Denote all distinct eigenvalues of A α,i by π i,1 , . . . , π i,n i (with suitable multiplicities), and the corresponding eigenvectors by v i,j for 1 ≤ j ≤ n i and 1 ≤ i ≤ e 0 . It follows from Claim 3.7 that all eigenvalues of the linear transformation α * | End(X) R are exactly π i,j π i,k (with suitable multiplicities) for 1 ≤ j, k ≤ n i and 1 ≤ i ≤ e 0 ; each corresponds to the eigenvector
Also, note that by Remark 2.5, the reduced characteristic polynomial χ red α (t) of α is independent of the change of the ground field and hence equal to the reduced characteristic polynomial
which by Definition 2.4 is just the usual characteristic polynomial of the matrix A α . Therefore, without loss of generality, we may assume that ω 1 = π 1,1 by Lemma 2.7.
We now have two subcases to consider. If π 1,1 is a real number so that v 1,1 is also a real vector, then v 1,1 ⊗ v 1,1 is a real eigenvector of α * | End(X) R corresponding to the eigenvalue π 2 1,1 . The associated column vector of this eigenvector is the real symmetric matrix v 1,1 ⊗ v T 1,1 = v T 1,1 ⊗ v 1,1 . If π 1,1 is a complex number, then we may assume that π 1,2 is its complex conjugate, because A α,1 is defined over R. It follows that v 1,1 ⊗ v 1,2 + v 1,2 ⊗ v 1,1 is an eigenvector of α * | End(X) R corresponding to the eigenvalue π 1,1 π 1,2 = |π 1,1 | 2 ; moreover, it is the associated column vector of the real symmetric matrix v T 1,1 ⊗ v 1,2 + v 1,1 ⊗ v T 1,2 , since A α,1 ∈ M n (R). In either case, we have shown that the spectral radii of α * | End(X) R and α * | NS(X) R coincide, both equal to |π 1,1 | 2 . In summary, we have
For the last equality, see Remark 3.3. So we conclude the proof of the equality (3.4) in this case.
Case 2. D is of Type II(e): d = 2, e = e 0 , K = K 0 is a totally real algebraic number field and D is an indefinite quaternion division algebra over K. Hence
The rest is exactly the same as Case 1.
Case 3. D is of Type III(e): d = 2, e = e 0 , K = K 0 is a totally real algebraic number field and D is a definite quaternion division algebra over K. In this case, 
In particular, a quaternionic matrix A is Hermitian if and only if its image ι(A) is a Hermitian complex matrix.
For brevity, we only consider the case e 0 = 1. Denote the image α ⊗ Z 1 R of α in M n (K) by A α = A 1 + A 2 j with A 1 , A 2 ∈ M n (C). Then the Rosati involution α † of α could be represented by the quaternionic conjugate transpose A * α = (A α ) T , whose image under ι is just the complex conjugate transpose ι(A α ) * (aka Hermitian transpose) of ι(A α ). Similar as in Lemma 3.1, the action α * on End(X) R ≃ M n (K) can be extended to End(X) C := End(X) R ⊗ R C ≃ M 2n (C). By abuse of notation, we still denote this induced action by α * : M 2n (C) −→ M 2n (C) which maps B to ι(A α ) * · B · ι(A α ). It follows from the proof of Claim 3.7 that α * | M 2n (C) could be represented by the Kronecker product ι(A α ) ⊗ ι(A α ).
Note that our End(X) C ≃ M 2n (C) is a central simple C-algebra. Then by Definition 2.4 and Remark 2.5, the reduced characteristic polynomial χ red α (t) of α is equal to the characteristic polynomial det(t I 2n − ι(A α )) of ι(A α ). Thanks to [Lee49, Theorem 5], the 2n eigenvalues of ι(A α ) fall into n pairs, each pair consisting of two conjugate complex numbers; denote them by π 1 , . . . , π n , π n+1 = π 1 , . . . , π 2n = π n . In fact, it is easy to verify that if π i ∈ C is an eigenvalue of ι(A α ) so that
i.e., π i is also an eigenvalue of ι(A α ) corresponding to the eigenvector (−v T i , u T i ) T . Therefore, without loss of generality, we may assume that ω 1 = π 1 by Lemma 2.7.
Let (u T 1 , v T 1 ) T denote an eigenvector of ι(A α ) corresponding to the eigenvalue π 1 . Then (−v T 1 , u T 1 ) T is an eigenvector of ι(A α ) corresponding to the eigenvalue π 1 . Since the linear transformation α * | End(X) C is represented by ι(A α ) ⊗ ι(A α ), we see that both
T are eigenvectors of α * | End(X) C , corresponding to the same eigenvalue π 1 π 1 . Recall that these two eigenvectors are the associated column vectors of the Hermitian complex matrices
respectively. It is then easy to verify that
is a Hermitian complex matrix lying in the image of ι. In other words, this sum belongs to NS(X) C . Hence, similar as in Case 1, the spectral radii of α * | NS(X) C and α * | End(X) C coincide, both equal to |π 1 | 2 . Overall, we have |ω 1 | 2 = |π 1 | 2 = ρ(α * | End(X) C ) = ρ(α * | NS(X) C ) = ρ(α * | NS(X) R ) = λ 1 (α).
We thus conclude the proof of the equality (3.4) in this case.
Case 4. D is of Type IV(e 0 , d): e = 2e 0 and D is a division algebra over the CM-field K K 0 (i.e., K is a totally imaginary quadratic extension of a totally real algebraic number field K 0 ). Then
H dn (C).
For simplicity, we just deal with the case e 0 = 1. Denote the image of α in End(X) R by the matrix A α ∈ M dn (C). Note that the center of our R-algebra End(X) R ≃ M dn (C) is C. Then by Definition 2.4 and Remark 2.5, the reduced characteristic polynomial χ red α (t) of α is equal to the product of the characteristic polynomial det(t I dn − A α ) of A α and its complex conjugate. We denote all of its complex roots by π 1 , . . . , π dn , π 1 , . . . , π dn . Similar as in Claim 3.7, the induced action α * | End(X) R is represented by the Kronecker product A α ⊗ A α . Without loss of generality, we may assume that ω 1 = π 1 by Lemma 2.7. Let v 1 be an eigenvector of A α corresponding to the eigenvalue π 1 . Then v 1 ⊗ v 1 is an eigenvector of A α ⊗ A α corresponding to the eigenvalue π 1 π 1 = |π 1 | 2 . Note that v 1 ⊗ v 1 is the associated column vector of the Hermitian complex matrix v 1 ⊗ v T 1 = v T 1 ⊗ v 1 ∈ NS(X) R . Hence, in this last case, we also have |ω 1 | 2 = |π 1 | 2 = ρ(α * | End(X) R ) = ρ(α * | NS(X) R ) = λ 1 (α).
We thus finally complete the proof of Theorem 1.2.
Remark 3.8. (1) It follows from our proof, in particular from the key equality (3.4), that either ω 2 = ω 1 ∈ R or ω 2 = ω 1 = ω 1 . This is true for any complex torus X because by the Hodge decomposition we have H 1 (X, C) = H 1,0 (X) ⊕ H 1,0 (X), where H 1,0 (X) = H 0 (X, Ω 1 X ).
A natural question is whether it is true for all ω i in general, i.e., either ω 2i = ω 2i−1 ∈ R or ω 2i = ω 2i−1 = ω 2i−1 for any 2 ≤ i ≤ g = dim X. (2) If our self-morphism f is not surjective or α is not an isogeny, one can also proceed by replacing X by the image α(X), which is still an abelian variety of dimension less than dim X.
