For any α ∈ (0, 2), a truncated symmetric α-stable process in R d is a symmetric Lévy process in R d with no diffusion part and with a Lévy density given by c|x| −d−α 1 {|x|<1} for some constant c. In [24] we have studied the potential theory of truncated symmetric stable processes. Among other things, we proved that the boundary Harnack principle is valid for the positive harmonic functions of a truncated symmetric stable process in any bounded convex domain and showed that the Martin boundary of any bounded convex domain with respect to this process is the same as the Euclidean boundary. However, for truncated symmetric stable processes, the boundary Harnack principle is not valid in non-convex domains. In this paper, we show that, for a large class of not necessarily convex bounded open sets in R d called bounded roughly connected κ-fat open sets (including bounded non-convex κ-fat domains), the Martin boundary with respect to any truncated symmetric stable process is still the same as the Euclidean boundary. We also show that, for truncated symmetric stable processes a relative Fatou type theorem is true in bounded roughly connected κ-fat open sets.
Introduction
Recently there has been a lot of interest in studying the potential theory of discontinuous stable processes due to their importance in theory as well as applications. Many deep results have been established. However in a lot of applications one needs to use discontinuous Markov processes which are not stable processes. For example, in mathematical finance, it has been observed that even though discontinuous stable processes provide better representations of financial data than Gaussian processes (cf. [18] ), financial data tend to become more Gaussian over a longer time-scale (see [34] and the references therein). The so called relativistic stable processes (see [10, 37] ) have this required property: they behave like discontinuous stable processes in small scale and behave like Brownian motion in large scale. Other processes having this kind of property can be obtained by "tempering" stable processes, that is, by multiplying the Lévy densities of stable processes with strictly positive and completely monotone decreasing factors (see [36] ).
In [24] , we considered an extreme case of "tempering": we truncated the Lévy densities of stable processes and obtained a class of Lévy processes called truncated stable processes. For any α ∈ (0, 2), a truncated symmetric α-stable process is a symmetric Lévy process in R d with no diffusion part and with a Lévy density l(x) coincides with the Lévy density of a symmetric α-stable process for |x| small (say, |x| < 1) and is equal to zero for |x| large (say, |x| ≥ 1). In other words, a truncated symmetric α-stable process is a symmetric Lévy process in R d with no diffusion part and with a Lévy density given by c|x| −d−α 1 {|x|<1} for some positive constant c. Truncated stable processes are very natural and important in applications where only jumps up to a certain size are allowed. In [24] we studied the potential theory of truncated symmetric stable processes. Among other things, we proved that the boundary Harnack principle is valid for the positive harmonic functions of a truncated symmetric stable process in bounded convex domains and showed that the Martin boundary of any bounded convex domain with respect to this process is the same as the Euclidean boundary. However, for truncated symmetric stable processes, the boundary Harnack principle is not valid in non-convex domains (see the last section of [24] for a counterexample). A very natural and very important question is: can one identify the Martin boundary of bounded non-convex domains with respect to truncated symmetric stable processes?
Recently, a relative Fatou type theorem has been established for symmetric stable processes. It is known that if u is a positive harmonic function for a symmetric α-stable process in a bounded κ-fat open set D and h is a positive harmonic function for a symmetric α-stable process in D vanishing on D c , then the non-tangential limit of u/h exists almost everywhere with respect to the Martin measure of h. The assumption that h vanishes on D c is necessary (see [1] ). The above relative Fatou type theorem was proved in [5] for bounded C 1,1 domains and extended to more general open sets in [22] and [35] independently (see [21] for a Fatou type theorem for another class of discontinuous processes). With the recent results obtained in [24] in hand, one naturally comes to the following question: can one prove a relative Fatou type theorem for truncated symmetric stable processes?
In this paper we will continue our study of truncated symmetric stable processes. We will show that, for a large class of open sets called bounded roughly connected κ-fat open sets (see Definitions 3.1 and 3.3), the Martin boundary with respect to any truncated symmetric stable process is identical to the Euclidean boundary and a relative Fatou type theorem holds. The main tool for establishing this is the fact that, for any bounded roughly connected κ-fat open set, the Green function of a truncated symmetric α-stable process is comparable to that of a symmetric α-stable process. This result on Green function comparison is obtained by combining ideas from [16, 23, 28] . This paper is organized as follows. In section 2, we recall the definition of a truncated stable process and collect some basic results on this process. Section 3 contains the result on the comparison of Green functions which is used in Sections 4 to study the Martin boundary. In Section 5, we establish a relative Fatou type theorem for truncated stable processes in bounded roughly connected κ-fat open sets. The main idea of Section 5 is similar to that of [22] , which is inspired by Doob's approach.
Throughout this paper, for two real numbers a and b, we denote a ∧ b := min{a, b} and a ∨ b := max{a, b}. The distance between x and ∂D is denote by ρ D (x). In this paper, we use ":=" to denote a definition, which is read as "is defined to be". In this paper, the values and labeling of the constants c, c 1 , c 2 , · · · start anew in the statement of each result.
Truncated Stable Processes
In this section we recall the definition of a truncated stable process and collect some basic properties of this process from [24] .
Throughout this paper we assume α ∈ (0, 2) and d ≥ 2. Recall that a symmetric α-stable process X = (X t , P x ) in R d is a Lévy process such that
It is well known that
Here Γ is the Gamma function defined by Γ(λ) := ∞ 0 t λ−1 e −t dt for every λ > 0. ν is called the Lévy density of X. By a truncated symmetric α-stable process in R d we mean a symmetric Lévy process Y =
where the Lévy density ν Y for Y is given as
Using the asymptotic behavior of ψ (see page 4 of [24] for the details) and Proposition 28.1 in [39] we know that the process Y has a smooth density p Y (t, x, y). Since ψ(ξ) behaves like |ξ| 2 near the origin (see page 4 of [24] for the details), it follows from Corollary 37.6 of [39] that Y is recurrent when d = 2 and transient when d ≥ 3.
For any open set D, we use τ X D to denote the first exit time of D for X, i.e., τ X D = inf{t > 0 :
where ∂ is a cemetery state. The process X D is usually called the killed symmetric α-stable process in D.
Similarly, we use τ Y D to denote the first exit time of D for Y and let Y D be the process obtained by killing the process Y upon exiting D.
Before we state more properties of truncated symmetric α-stable processes, we recall the following definitions.
for every open set B whose closure is a compact subset of D;
(2) regular harmonic for X in D if it is harmonic for X in D and for each x ∈ D,
(3) harmonic for X D if it is harmonic for X in D and vanishes outside D.
The corresponding concepts for Y can be defined similarly.
In [24] , we have proved the following Harnack inequality for Y .
Theorem 2.2 (Theorem 4.9 in [24] ) There exists r 0 ∈ (0, 1 4 ) such that if r < r 0 and x 1 , x 2 ∈ R d satisfy |x 1 − x 2 | < Lr for some L ≤ 1 r − 1 2 , then there exists a constant c > 0 depending only on d and α, such that
for every nonnegative function u which is regular harmonic with respect to Y in B(x 1 , r) ∪ B(x 2 , r).
The Harnack inequality above is similar to the Harnack inequality for symmetric stable processes (Lemma 2 in [3] ), the difference is that now we have to require that the two balls are not too far apart. Because truncated stable processes can only make jumps of size less than 1, one can easily see that, without the assumption above, the Harnack inequality fails.
In this paper, we will mostly use the following simpler form of the Harnack inequality, which is a direct consequence of Theorem 2.2. From now on, r 0 will stand for the constant in Theorem 2.2. Theorem 2.3 Suppose that r ≤ r 0 . There exists a constant c = c(d, α) > 0 such that
for any nonnegative function u which is harmonic in B(x, r) with respect to Y .
It is well known that the scale invariant Harnack inequality implies the Hölder continuity of positive harmonic functions (for example, see pages 50-51 of [38] ), so the positive harmonic functions of Y are Hölder continuous.
Green Function Estimates in Bounded Roughly Connected κ-fat
Open Sets
for some c = c(d, α) > 0. Using the inequality above and the smoothness of p Y (t, x, y), it is easy to see from Lemma 2.6 in [16] that p Y (t, x) is bounded on the set {(t, x) : t > 0, |x| > ε} for ε > 0.
Let C 0 (R d ) be the class of bounded continuous functions f on R d with lim |x|→∞ f (x) = 0. We say a Markov process Z in R d has the Feller property if for every g
Any Lévy process in R d has the Feller property (for example, see [39] ). Using the boundedness, the smoothness of p Y (t, x, y) and the separation property for Feller processes (see Exercise 2 on page 73 of [13] ), it is routine (see, for instance, the proof of Theorem 2.4 [12] ) to show that Y D has a jointly continuous and symmetric density p Y D (t, x, y). Moreover, from this one can easily show that the Green function
Let G X be the Green function of X and G X D the Green function of X D . By Corollary 3.2 in [16] and the explicit formula for G X , we have that for every bounded open set D there exist
Unlike the symmetric stable process X, the process Y can only make jumps of size less than 1. In order to guarantee p Y D to be strictly positive, we need to put the following assumption on D. 
The following result is proved in [28] . 
The process X has a Lévy system (N, H) with N (x, dy) = A(d, −α)|x − y| −(d+α) dy and H t = t (see [14] ). Thus for any open subset D and A ⊂ R d \ D,
And the process Y has a Lévy system ( [14] ). Thus for any open subset D and
(3.5)
Before we proceed, we recall the definition of κ-fat set from [40] . Note that all Lipschitz domain and all non-tangentially accessible domain (see [20] for the definition) are κ-fat. Moreover, every John domain is κ-fat (see Lemma 6.3 in [33] ). Bounded κ-fat open sets may be disconnected.
Recently in [26, 27] , we have extended the concept of intrinsic ultracontractivity to nonsymmetric semigroups and proved that for a large class of non-symmetric diffusions with measurevalued drifts and potentials, the intrinsic ultracontractivity is true in bounded domains under very mild assumption. Using ideas in [30] , we also showed in [28] that for a large class of non-symmetric Lévy processes with discontinuous sample paths, the intrinsic ultracontractivity is true in some bounded open sets. As a particular case of the general result in [28] we get that if D is a roughly connected bounded κ-fat open set, the semigroup of Y D is intrinsic ultracontractive and the main results of [28] are true (see Example 4.2 in [28] ). In particular, the following is true. 
According to [16] , in the case when D is a bounded Lipschitz domain, the result above is also proved in [15] .
In the remainder of this paper we assume that D is a bounded roughly connected κ-fat set with the characteristics (R, κ). Without loss of generality, we assume R < 1.
Before we further discuss properties of the Green function G Y D , we recall some notations from [23] .
It is well known (see [8, 29] ) that there exists a positive constant
. Using the Harnack inequality (Lemma 2 in [3] ) and the boundary Harnack principle (Theorem 3.1 in [40] ), the following Green function estimates have been established by several authors. (See Theorem 2.4 in [17] and Theorem 1 in [19] . Also see [25] for the case of non-symmetric diffusions.)
Proof. Choose a bounded open set
Note that there exists c 2 = c 2 (ε 1 , A, D, α) > 0 such that
. Thus by the boundary Harnack principle for X (Theorem 3.1 in [40] ) and (3.9), we have for x ∈ D∩B(Q, ε 1 ),
Now applying (3.9) (note that κε 1 ≤ ρ D (A ε 1 (Q)) < ε 1 ) to the above, we arrive at the conclusion of our lemma. 2
Proof. It follows from the Harnack inequality for X (Lemma 2 in [3] ) that there exists c 1 = c 1 (D, α) > 0 such that for every x, y ∈ D,
Combining this with Theorem 3.5 and Lemma 3.6, we get that there exists c 2 = c 2 (D, α) > 0 such that for every x, y ∈ D,
It follows from Lemma 2.4 of [16] that there exist a constant c 3 = c 3 (D, α) > 0 such that
Now the lemma follows easily from Proposition 3.4. 2
The following result is proved in [23] for the case when D is a bounded Lipschitz domain. Recall that ν(x) = A(d, −α)|x| −(d+α) .
for some β > α and c 1 > 0, then there exists a positive constant c 2 = c 2 (D, α, c 1 ) such that for
Proof. Suppose that F satisfies the assumption of the proposition. By using the generalized 3G inequality for the Green function of X in bounded κ-fat sets (Theorem 1.1 in [23] ) one can easily get the following
for some constant c = c(D, α, c 1 ) > 0. Now combining the above with Lemma 3.12 in [16] (although only proved for the case when D is a bounded Lipschitz domain in [16] , it is in fact valid for any bounded open set), we easily get the conclusion of the proposition. 
Proof. By (3.1) and Lemma 3.7, we only need to show the second inequality in (3.11) for |x−w| < ε, where ε > 0 is to be chosen later. By Corollary 3.6 in [16] (also see (11) in [16] ),
where F (y, z) := 1 {|y−z|>1} (y, z). Applying Proposition 3.8, we get
Choose ε > 0 small so that
Let z 0 ∈ D, C 1 and B(x, y) be the same as defined before Theorem 3.5, and let
By Theorem 3.9, g Y is comparable to g. Thus we can easily get the following Green function estimates for Y in bounded roughly connected κ-fat open sets from Theorem 3.5 and Theorem 3.9.
Combining Theorem 3.9 and the generalized 3G theorem for X (Theorem 1.1 in [23] ), we get the generalized 3G theorem for truncated stable processes on roughly connected κ-fat open sets. 
Recently, sharp estimates (even in terms of α and d) on G X D for a bounded C 1,1 open set D were obtained in [6, 11] (also see [8, 29] for estimates on G X D for a bounded C 1,1 domain). Thus by Theorem 3.9, we have the sharp estimates on G Y D .
(3.14)
Martin Boundary and Martin Representation
In this section we will always assume that D is a bounded roughly connected κ-fat open set in R d with the characteristics (R, κ). We are going to apply Theorem 3.9 to study the Martin boundary of D with respect to Y . The argument in this section is similar to that of Section 4 of [40] . We recall from Definition 3.3 that for each Q ∈ ∂D and r ∈ (0, R),
Combining the boundary Harnack principle for X (Theorem 3.1 in [40] ) and Theorem 3.9, we get the following boundary Harnack principle for Green functions of Y which will play an important role in this section.
Recall that r 0 > 0 is the constant from Theorem 2.2. Without loss of generality, we will assume r 0 < R. Recall that A(x, a, b) := {y ∈ R d : a ≤ |y − x| < b}.
The following result was proved in [24] for harmonic functions of Y when D is bounded convex domain, which is analogous to Lemma 5 of [3] . It was observed in [23] (Lemma 3.1 in [23] ) that it is valid for a large class of jump processes. We reproduce the proof here for the sake of completeness. Note that the B k 's are disjoint. So by the harmonicity of u, we have
Since r < r 0 < 1 4 , we have by Lemma 4.2 of [24] that for every w ∈ R d and z ∈ A(w, r, 1 − r),
for some constant c 1 = c 1 (d, α) > 0. Now (4.2) and Theorem 2.3 imply that
for some constant c 3 = c 3 (d, α) > 0. Using (4.3), one can easily check that
for some constant c 4 = c 4 (d, α) > 0. Therefore,
l=0 a l . By induction, one can easily check that a k ≥ c 6 (1 + c 4 /2) k for some constant c 6 = c 6 (d, α) > 0. Thus, with γ = α − ln(1 + c 5 2 )(ln(2/κ)) −1 , (4.1) is true for s = r k . For the other values, we apply the Harnack inequality (Theorem 2.3).
2
The next lemma is the Green function version of Lemma 5.8 of [24] . The novelty here is that we are now dealing with bounded roughly connected κ-fat open sets rather than bounded convex domains. 
for some constant c = c(D, α) > 0.
Proof. It follows from Theorem 3.9 that it is enough to prove this lemma for G X D instead of G Y D . Without loss of generality, we may assume Q = 0. Fix w ∈ D \ B(0, r) and let A := A r (0) and u(·) := G X D (·, w). Since u is regular harmonic in D ∩ B(0, (1 − κ/2)r) with respect to X, we have by (3.3), we have A(d, −α)
which is equal to
By taking r 0 smaller if necessary, we get from Lemma 4.2 of [24] that for every r ≤ r 0 , w ∈ R d and z ∈ A(w, r, 1 + r), we have
The next lemma is the Green function version of Lemma 5.14 of [24] . 
where B k := B(Q, 4 −k r), k = 0, 1, · · · .
Proof. Without loss of generality, we may assume Q = 0. Fix r < r 0 and w ∈ D \ B(0, 4r). Let r k := 4 −k r, B k := B(0, r k ) and
Note that
Since r < r 0 , by (4.5) and (4.3), we get that for z ∈ A(0, r, 1 − r k ), [3] respectively) in very much the same way as in the case of symmetric stable processes in Lemma 16 of [3] (with Green functions instead of harmonic functions). We omit the details. 
Proof. Take a sequence {z m } m≥1 ⊂ D \ B converges to z. Since M Y D (·, z m ) is regular harmonic for Y in B, by Fatou's lemma and Theorem 4.5, 
On the other hand, by Theorem 4.1, there exist constants m 0 ≥ 2 and c 1 > 0 such that for every w ∈ D \ B(z, 2r/m) and y ∈ D ∩ B(z, r/(2m)),
for every w ∈ D \ B(z, 2r/m).
To prove (4.9), it suffices to show that
, z) is P x -integrable by Lemma 4.6, for any ε > 0, there is an N 0 > 1 such that
Note that by (4.10) and (4.11)
Since r < r 0 , by (4.3) and (4.5) we have for m ≥ m 0 ,
for some c 2 > 0. Note that, by Lemma 4.2, there exist c 3 > 0, c 4 > 0 and γ < α such that
It follows from (4.12)-(4.13) and Theorem 3.9 that there exist c 5 > 0 and c 6 > 0 such that
The two lemmas above imply that M Y D (·, z) is harmonic.
Thus by strong Markov property, it is enough to show that for any x ∈ D 2 ,
For a fixed ǫ > 0 and each x ∈ D 2 we put
Define a sequence of stopping times {T m , m ≥ 1} as follows:
Take a domain D 3 such that D 2 ⊂ D 3 ⊂ D 3 ⊂ D, then h is continuous and therefore bounded on
)] < ∞. Thus by the dominated convergence theorem
Therefore
) . (2) The mapping (
Proof. Both of the assertions can be proved easily using our Lemma 4.2 and Theorem 4.5. We skip the proof since the argument is almost identical to the one on page 235 of [4] . 2
So far we have shown that the Martin boundary of D can be identified with a subset of the Euclidean boundary ∂D. The main result of this section is as follows: Proof. For each fixed z ∈ ∂D and x ∈ D, recall the Martin kernel for X D from [40] :
.
(4.14)
By Theorem 3.9, there exists a constant c > 0 such that
It is shown in pages 471-472 of [40] that if M X D (·, z 1 ) = M X D (·, z 2 ) then δ z 1 = δ z 2 . In fact, by following the same proof, we can get that if
, then c −1 δ z 2 ≤ δ z 1 ≤ cδ z 2 , which implies that z 1 = z 2 . We have shown that each Euclidean boundary point corresponds to a different nonnegative harmonic function for Y D , hence the Martin boundary of D for Y coincides with the Euclidean boundary ∂D. Finally we will show that, for every z ∈ ∂D, M Y D (·, z) is a minimal harmonic function for Y D , hence the minimal Martin boundary of D can be identified with the Euclidean boundary.
Suppose that x → M Y D (x, z 0 ) is not a minimal harmonic function of Y D for some z 0 ∈ ∂D. Then there is a non-trivial harmonic function
Since the Martin boundary of D for Y coincides with the Euclidean boundary ∂D, there is a finite measure ν on ∂D which is not concentrated at z 0 such that
Define u(x) := ∂D M X D (x, w)ν(dw), which is a non-trivial positive harmonic function for X D . By (4.15) and our assumption on h, u(x) ≤ c 2 M X D (x, z 0 ) for all x ∈ D. Since x → M X D (x, z 0 ) is a minimal harmonic function for X D (see page 418 of [40] ), u has to be a constant multiple of M X D (·, z 0 ). By the uniqueness in the Martin representation for X (see (4.1) in [40] ), ν has to be concentrated at point z 0 . This is a contradiction. This proves that x → M Y D (x, z 0 ) is a minimal harmonic function of Y D for every z ∈ ∂D.
As a consequence of Theorem 4.10, we conclude that for every nonnegative harmonic function h for Y D , there exists a unique finite measure µ on ∂D such that
(See [31] .) We call µ the Martin measure of h. By Theorem 3.12, we get the following sharp estimates on Martin Kernel. 
Relative Fatou Type Theorem
In this section, we establish a relative Fatou type theorem for truncated stable processes in bounded roughly connected κ-fat open set. Throughout this section, we assume that D is a bounded roughly connected κ-fat open set in R d . The arguments of this section are similar to those in [22] . We spell out some of the details for the readers' convenience.
In the previous section, we have shown that the Martin kernel M Y D (x, z) is harmonic for Y D . In fact, a stronger result is true. 
By the boundedness of h on R d \ B(z, ε/2), we can find two smooth open sets U 1 and U 2 such that
we have, by (3.4)-(3.5),
Thus by the dominated convergence theorem, 
2)
where B λ y := B(y, λρ D (y)) and
Proof. First note that x 0 ∈ B(y, ρ D (y)). Since G X D (x 0 , · ) is harmonic for X in D \ {x 0 }, by the Harnack inequality for X (Lemma 2 in [3] ) and Theorem 3.9, there exist c i = c i (D, α, λ) > 0, i = 1, 2, 3, such that
Using the strong Markov property, one can easily see that
On the other hand, by (3.1), 
(2) superharmonic with respect to Y D if f is lower semi-continuous in D, and
for every open set B whose closure is a compact subset of D.
Suppose h > 0 is a positive superharmonic function for Y D . Since Y D is a Hunt process satisfying the strong Feller property (i.e., for every f ∈ L ∞ (D), E x [f (Y D t )] is bounded and continuous in D), h is excessive for Y D . (for example, see [7] ). Then p h D (t, x, y) is a transition density and it determines a nice Markov process on D h ∪ {∂} (for example, see [31] ). This process is called an h-conditioned truncated stable process and we will use E h x to denote the expectation with respect to this process. Let {F t , t ≥ 0} be the minimal admissible σ-fields generated by Y . Similar to Propositions 5.2-5.4 of [12] (also see Lemmas 3.11-12 in [9] ), we have the following
Let (P z x , Y D t ) be the h-conditioned truncated stable process with h(·) = M Y D (·, z). The following theorem is known for symmetric stable processes (see [22] ).
for every x ∈ D, z ∈ ∂D.
Proof. By Theorem 3.15 in [28] , we know that
Therefore P z x (τ Y D < ∞) = 1 for every x ∈ D and z ∈ ∂D. Now we fix x ∈ D and z ∈ ∂D. We claim that P z [24] , by Lemmas 5.1 and 5.4, we have
It follows that for all m ≥ 1 we have P z
Using Theorem 3.9 one can easily show that any singleton {z} in R d has zero capacity with respect to Y . Thus we have lim sup
The rest of the proof is similar to the corresponding part of the proof in Theorem 3.17 in [9] . We skip the details. 2
The theorem above implies that for every Borel subset K ⊂ ∂D,
So the next theorem follows easily from the Martin representation for Y D in (4.16).
Theorem 5.6 Let h be a positive harmonic function for Y D with the Martin measure ν. Then for any x ∈ D and any Borel subset K of ∂D, we have
Proposition 5.7 Let h be a positive harmonic function for Y D with the Martin measure ν satisfying ν(∂D) = 1. If A ∈ F τ Y D , then for every Borel subset K of ∂D,
Proof. Note that h(x 0 ) = 1. Take an increasing sequence of open sets {D m } m≥1 such that D m ⊂ D m+1 and ∪ ∞ m=1 D m = D. Set τ m = τ Y Dm and fix an A ∈ F τm . Since M Y D (x 0 , z) = 1 for z ∈ ∂D, by Theorem 5.6, Fubini's theorem and the strong Markov property for the conditioned process (for example, see [31] ), we have that for every Borel subset K of ∂D,
Let m → ∞, we get that
for every Borel subset K of ∂D and A ∈ ∪ m≥1 F τ Y m . By monotone class theorem, (5.6) is true for every Borel subset K of ∂D and A ∈ F τ Y D .
Proposition 5.9 (0-1 law) If A is said to be shift-invariant, then x → P z x (A) is a constant function which is either 0 or 1.
Proof. See the proof of Proposition 3.7 in [22] . 
where B λ y := B(y, λρ D (y)) and T B λ y := inf{t > 0 :
Proof. Fix z ∈ ∂D and β > (1 − κ)/κ. Recall from (4.14) that M X D (x, z) is the Martin kernel for X D . Since M X D (·, z) is harmonic for X D , by the Harnack inequality for X (Lemma 2 in [3] ) and Proposition 5.2 we have
Thus by (4.15),
By Theorem 3.9, the last quantity above is greater than or equal to
, which is bounded below by a positive constant by the last display in the proof of Proposition 3.10 in [22] . 2
The next lemma is an easy consequence of Theorem 2.3 (for example, see page 50-51 of [38] ). We include the proof here for the readers' convenience.
Note that M (λ) − u and u − M (λ) are harmonic for Y in B(x, λρ D (x)). Since ρ D (x) < r 0 , by Theorem 2.3 there exists c 1 > 1 independent of u and x such that sup y∈B(x, 1 2 
Adding the two inequalities above, we get
Therefore there exist positive constants c 2 , c 3 and β independent of u and x such that for every λ ∈ (0, 1 2 ) and z, w ∈ B(x, λρ D (x)),
In the the last inequality above we have used Theorem 2.3 and the harmonicity of u in B(x, ρ D (x)). Thus if λ 0 ∈ (0, 1 2 ) is small,
In particular,
Now we are ready to establish a relative Fatou type theorem of harmonic function for Y D . With Propositions 5.9 and 5.12 in hand, the proof of the relative Fatou type theorem is an easy modification of the proof of Theorem 3.13 in [22] . We spell out detail for the readers' convenience. Proof. Without loss of generality, we assume ν(∂D) = 1. It is easy to see that u(Y D t )/h(Y D t ) is a non-negative supermartingale with respect to P h x 0 . In fact, since u is non-negative superharmonic for Y D , u is excessive for Y D . In particular, E x [u(Y D t )] ≤ u(x) for every x ∈ D. So by the Markov property for conditioned process, we have for every t, s > 0
Therefore the martingale convergence theorem gives
exists and is finite P h x 0 -a.s. .
Applying Proposition 5.7, we have
exists and is finite ν(dz) = 1.
Thus, for ν-a.e. z ∈ ∂D
exists and is finite = 1. (5.8)
We are going to show that (5.7) holds for z ∈ ∂D satisfying (5.8). Fix z ∈ ∂D satisfying (5.8) and fix a β > (1 − κ)/κ. Let l := lim sup A β z ∋y→z u(y) h(y) , and assume l < ∞. Then for any ε > 0 there exists a sequence {y k } ∞ k=1 ⊂ A β z such that u(y k )/h(y k ) > l/(1 + ε) and y k → z. (see Lemma 3.9 [22] ). Without loss of generality, we assume |y k − z| < r 0 . Since ρ D (y k ) ≤ |y k − z| < r 0 , by Proposition 5.12, there is λ 0 = λ 0 (ε, α, d) > 0 such that u(w) h(w) ≥ u(y k ) (1 + ε) 2 h(y k ) > l (1 + ε) 3 (5.9)
for every w ∈ B λ 0 y k = B(y k , λ 0 ρ D (y)). On the other hand, 
P z x 0 -a.s. for every ε > 0.
Letting ε ↓ 0,
≥ lim sup We conclude from (5.11) and (5.14) that lim A β z ∋y→z u(y) h(y) exists and is finite for ν-a.e. z ∈ ∂D.
Remark 5.14 Since constant functions in R d are harmonic for Y in D, one can easily see that the above theorem is also true for every harmonic function u for Y in D either bounded from below or above.
If u and h are harmonic functions for Y D and u/h is bounded, then u can be recovered from non-tangential boundary limit values of u/h. On the other hand, the harmonicity of u implies that for every m ≥ 1,
Let C 0 be a tangential curve in B which ends on ∂B and let C θ be the rotation of C 0 about x 0 through an angle θ. Then there exists a positive harmonic function u for Y in B := B(x 0 , 1) such that for a.e. θ ∈ [0, 2π] with respect to Lebesgue measure, lim |x|→1,x∈C θ u(x) h(x) does not exist.
