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При использовании нейросетевых методов в за
дачах автоматического управления часто возникает
необходимость построения нейросетевой модели
объекта управления на основе полученных вход
ных и выходных сигналов в реальном времени. Ис
пользование многослойных перцептронов для по
строения нейросетевой модели является затрудни
тельным в связи с тем, что дополнительное обуче
ние многослойного перцептрона в некотором
участке рабочей области приводит к потере обучен
ного состояния во всей рабочей области нейрон
ной сети, что не позволяет использовать этот тип
нейронных сетей в задачах реального времени.
Указанный недостаток отсутствует в радиальноба
зисных нейронных сетях (РБНС), т. к. каждый их
элемент влияет на значение выходного сигнала
преимущественно только в ограниченном участке
рабочей области, который характеризуется поло
жением центра элемента и параметром σ, называ
емым шириной радиальной функции. Чем больше
значение параметра σ, тем больше размер области,
на которую оказывает влияние данный элемент.
Структура РБНС показана на рис. 1 [1, 2]. Сеть
состоит из двух слоев. Входные сигналы поступают
на элементы первого слоя без изменений.
На рисунке использованы обозначения: n – ко
личество элементов в первом слое; x1, x2, ..., xn –
входные сигналы; m – количество элементов во
втором слое; ci1, ci2, ..., cin – координаты центра iго
элемента; σi – ширина радиальной функции iго
элемента; θi – выходной сигнал iго элемента; wi –
весовой коэффициент выходной связи iго элемен
та; y – выходной сигнал РБНС.
Выходной сигнал каждого элемента определя
ется функцией Гаусса [3]
Выходной сигнал РБНС вычисляется как взве
шенная сумма сигналов элементов:
Для обучения РБНС используется градиентный
алгоритм, основанный на минимизации целевой
функции ошибки сети. В соответствии с этим алго
ритмом для каждого элемента вычисляются вели
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рины элемента Δσi и координат центра элементаΔcij.
В результате проведенных экспериментов были
выявлены некоторые недостатки классического
градиентного алгоритма обучения РБНС:
1. В алгоритме обучения РБНС нет правил для
первоначального задания количества элементов
сети и их параметров, а также нет правил для
изменения количества элементов в процессе
обучения. Равномерное распределение элемен
тов в рабочей области не всегда является опти
мальным. Также может возникнуть ситуация,
когда количество элементов, заданное первона
чально, является недостаточным для достиже
ния требуемого качества обучения.
2. В процессе обучения изменяются параметры
всех элементов сети. В результате при увеличе
нии количества элементов вычислительные зат
раты на обучение также увеличиваются.
3. РБНС не может достичь устойчивого состояния
в процессе обучения в случаях, когда существу
ют элементы с близкими значениями параме
тров cij и σi. Появление подобных ситуаций во
многом зависит от выбранного количества эл
ементов и их начальных параметров. Причина
ухудшения качества обучения заключается в
том, что в градиентном алгоритме предполага
ется, что на выходное значение РБНС в каждой
точке рабочей области в основном влияет толь
ко один элемент. При наличии нескольких эл
ементов в одном участке рабочей области изме
нение их параметров в соответствии с градиент
ным алгоритмом не всегда приводит к уменьше
нию ошибки обучения.
С целью определения ситуаций, когда параме
тры некоторых элементов становятся близкими
друг к другу, было введено понятие коэффициента
взаимного пересечения элементов. Для вычисле
ния этого коэффициента для некоторого элемента
РБНС необходимо найти второй элемент, центр
которого расположен ближе всего к центру рассма
триваемого элемента. Значение коэффициента вза
имного пересечения определяется как сумма вы
ходной величины текущего элемента в центре вто
рого элемента и выходной величины второго эл
емента в центре текущего элемента:
где i – номер элемента, для которого вычисляется
значение коэффициента взаимного пересечения; d
– номер элемента, центр которого расположен
ближе всего к центру элемента с номером i. Номер
элемента d определяется по формуле
Значение коэффициента взаимного пересечения
находится в интервале (0; 2]. Коэффициент прини
мает максимальное значение в том случае, когда
центры рассматриваемых элементов совпадают. В
ходе экспериментов по аппроксимации различных
функций с помощью РБНС было определено, что
ошибка РБНС начинает увеличиваться в случае,
если значение коэффициента взаимного пересече
ния превышает 1,9. Поэтому для достижения макси
мального качества обучения РБНС необходимо
ограничить максимальное значение коэффициента
взаимного пересечения величиной 1,9.
С целью исключения недостатков классическо
го градиентного алгоритма обучения РБНС был
разработан модифицированный градиентный алго
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Рис. 1. Структура радиальнобазисной нейронной сети
ритм, блоксхема которого показана на рис. 2. Бло
ки, которые отсутствуют в классическом алгоритме,
отмечены звездочками. Основные отличия от клас
сического алгоритма заключаются в следующем:
1. Добавлены правила изменения структуры
РБНС в процессе обучения (блок 2). В начале
обучения РБНС не содержит элементов. По ме
ре необходимости новые элементы добавляют
ся, а неиспользуемые элементы удаляются.
2. Уменьшены вычислительные затраты, требуе
мые для каждого цикла обучения. Это достигает
ся изменением параметров не всех элементов,
как в классическом алгоритме, а только элемен
тов, выходная величина которых в рассматривае
мой точке больше величины θизм (блоки 4 и 5).
3. Исключена возможность возникновения ситуа
ции, когда параметры некоторых элементов
практически совпадают. Для этого вычислен
ные величины Δcij и Δσi уменьшаются, если ко
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Рис. 2. Блоксхема модифицированного градиентного алгоритма обучения РБНС
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Рис. 3. Поверхность функции f(x1,x2)
эффициент взаимного пересечения элементов
превышает пороговую величину ρгр, равную 1,9
(блоки 7, 8, 12, 13).
Изменение структуры РБНС за счет добавления
или удаления элементов приводит к изменению вы
ходного значения РБНС только в окрестности цен
тра добавляемого или удаляемого элемента, а не во
всей рабочей области, как в случае с изменением
структуры многослойного перцептрона. Поэтому
добавление и удаление элементов РБНС возможно
осуществлять в процессе обучения без необходимо
сти запуска процесса обучения с самого начала.
Рассмотрим пример аппроксимации двумерной
функции
на участке x1∈[–1;1], x2∈[–1;1] с помощью РБНС.
Поверхность данной функции показана на рис. 3.
При использовании классического градиентного ал
горитма перед началом обучения была задана струк
тура РБНС в виде 36 элементов с начальной шири
ной σ0=0,2, равномерно распределенных в рабочей
области. После приблизительно 106 циклов обучения
среднеквадратическая ошибка обучения перестала
уменьшаться и достигла значения 1,554·10–3.
При использовании модифицированного гради
ентного алгоритма структура РБНС была определе
на автоматически в процессе обучения. После при
близительно трех миллионов циклов обучения ко
личество элементов увеличилось до 30, а среднеква
дратическая ошибка обучения составила 1,225·10–3.
Результаты обучения РБНС показаны на рис. 4.
Отсюда следует, что даже при меньшем количестве
элементов модифицированный градиентный алго
ритм позволяет достичь меньшей ошибки обучения
по сравнению с классическим градиентным алгорит
мом за счет динамического формирования структуры
нейронной сети, но при этом требуется больше вычи
слительных ресурсов. Добавление новых элементов
происходит только в те участки, которые характеризу
ются максимальной ошибкой аппроксимации, что
приводит к уменьшению ошибки обучения при мень
шем количестве элементов по сравнению с классиче
ским алгоритмом обучения.
Выводы
1. На основе анализа классического градиентного
алгоритма обучения радиальнобазисных ней
ронных сетей разработан модифицированный
алгоритм, позволяющий изменять структуру се
ти в процессе обучения.
2. Для исключения ситуаций, когда параметры эл
ементов становятся близкими друг к другу, вве
ден коэффициент взаимного пресечения эл
ементов.
3. Экспериментально показано, что модифициро
ванный алгоритм обучения сети позволяет авто
матически формировать ее структуру в виде коли
чества элементов второго слоя и их параметров.
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Рис. 4. Результат аппроксимации функции f(x1,x2): а) распределение элементов; б) поверхность, показывающая зависимость
выхода РБНС от входных значений
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