On the Siegel-Weil Theorem for Loop Groups (II) by Garland, Howard & Zhu, Yongchang
ar
X
iv
:0
90
6.
47
49
v1
  [
ma
th.
RT
]  
25
 Ju
n 2
00
9 On the Siegel-Weil Theorem for Loop
Groups (II)
Howard Garland and Yongchang Zhu
1 Introduction
This is the second of our two papers on the Siegel-Weil theorem for loop
groups. In the first paper [3] we proved the Siegel-Weil theorem for (finite
dimensional) snt-modules ([3], Theorem 8.1). In the present paper we use
this result to obtain the Siegel-Weil theorem for loop groups, Theorem 7.5,
below.
In addition to the corresponding result for snt-modules, our proof de-
pends on a convergence condition for certain Eisenstein series on loop groups
(Theorem 5.3, below). We note that this convergence criterion is used for
the convergence criterion for Eisenstein series associated with snt-modules
(Theorem 6.6, below). The uniform convergence obtained in Theorem 6.6
is crucial for applying the abstract lemma in Weil [8] (see [8], Proposition
2, page 7).
The Siegel-Weil theorem for snt-modules does not immediately give the
result for loop groups. The failure to do so is measured by the terms on the
right hand side of (7.8). However, in §8, we show that in fact, these ”error
terms” vanish!
We now describe briefly our main result. Let F be a number field, F 2n
be the standard symplectic space over F , and let (V, (, )) be a finite dimen-
sional F -space with an anisotropic non-degenerate symmetric bilinear form
(, ) with corresponding orthogonal group G. The space F 2n⊗V is naturally
a symplectic space with isometry group Sp2N (where 2N = 2ndimV ). The
groups Sp2n and G are commuting subgroups in Sp2N . The Weil represen-
tation can be generalized to loop symplectic groups [9]. Let
S((t−1F [t−1]2n ⊗ V )A)
be the space of Schwartz functions on the countably infinite dimensional
adelic space
(t−1F [t−1]2n ⊗ V )A.
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It is a model for the Weil representation of the adelic loop metaplectic group
S˜p2N (A〈t〉). The commuting pair (Sp2n, G) is supposed to be lifted to a
commuting pair consisting of the metaplectic loop group S˜p2n(A〈t〉) and
a central extension of G(A((t))) in S˜p2N (A〈t〉). For our formulation of
the Siegel-Weil formula, we only need half of the loop orthogonal group
G(A[[t]]). We prove for functions f ∈ S((t−1F [t−1]2n ⊗ V )A) which satisfy
certain properties, that the theta functional
θ(f) =
∑
r∈(t−1F [t−1]2n⊗V
f(r)
converges (See Theorem 3.3). Also the Eisenstein series
E(f) =
∑
g∈Sp2n(F [[t]])\Sp2n(F ((t)))
(g · f)(0)
converges under the condition dimV > 6n+2 (Theorem 5.3). In the above,
Sp2n(F [[t]]) plays the role Siegel parabolic subgroup for a loop symplectic
group. Our main result is that
E(f) =
∫
G(F [[t]])\G(A[[t]])
θ(gf)dg,
see Theorem 7.5, below.
This paper is organized as follows: In §2, we review the metaplectic loop
group and Weil representation, as constructed in [9]. We also give some
further constructions and technical results which will be needed later in the
paper, including some discussion for non-archimedean local fields and for
adeles. In §4 we discuss Eisenstein series for loop metaplectic groups, and in
§5, prove a convergence theorem, Theorem 5.3, for these Eisenstein series.
In §6 we relate Eisenstein series in the loop case and the snt-module case,
and finally in §7, we prove the Siegel-Weil theorem (Theorem 7.5) for loop
groups. However we give the proof that the terms on the right hand side of
(7.8) are zero in § 8.
2 Metaplectic Loop Groups and the Weil Repre-
sentation
In this section, we recall the Weil representation of a loop symplectic group
over a local field constructed in [9] (Section 2.1). We then define the meta-
plectic loop group using the symbol of the Weil representation and study its
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Bruhat and Iwasawa decomposition (Section 2.2). In Section 2.3, we define
the adelic metaplectic loop group for a number field and the adelic Weil
representation.
2.1. The Weil representation and metapletic loop group over a
local field. Let F be a local field of characteristic 0 and ψ be a non-trivial
additive character of F . For a standard 2N -dimensional symplectic space
F 2N over F with symplectic form 〈, 〉, the space F ((t))2N = F 2N ⊗F F ((t))
has an F ((t))-valued symplectic form 〈, 〉F ((t)) given by the scalar extension.
It gives a F -valued symplectic form on F ((t))2N by taking the residue: for
w, v ∈ F ((t))2N ,
〈w, v〉 = Res〈w, v〉F ((t)) ,
where Res a for a ∈ F ((t)) is the coefficient of t−1 in the expression of a.
The spaces X− = t−1F [t−1]2N and X+ = F [[t]]2N are maximal isotropic
subspaces of F ((t))2N . Since the group Sp2N (F ((t))) preserves 〈, 〉F ((t)), it
preserves 〈, 〉 on F ((t))2N . We shall assume Sp2N (F ((t))) acts on F ((t))2N
from the right. We also need a larger group Sp(F ((t))2N ,X+), which is by
definition the group of all F -linear symplectic isomorphisms g of F ((t))2N
such that X+g and X+ are commensurable. The loop group Sp2N (F ((t)))
is a subgroup of Sp(F ((t))2N ,X+) .
Each g ∈ Sp(F ((t))2N ,X+) has a matrix form
g =
[
α β
γ δ
]
(2.1)
with respects to the decomposition F ((t))2N = X− ⊕ X+. So it acts on
v + v∗ as (v + v∗)g = (vα + v∗γ) + (vβ + v∗δ), where α : X− → X−
, β : X− → X+, γ : X+ → X− and δ : X+ → X+. We sometimes
write αg, βg, γg, δg to indicate the operators are associated with g. For a
symplectic isomorphism g of F ((t))2N , the condition that X+g and X+ are
commensurable is equivalent to that dim Imγg <∞.
The Heisenberg group associated to the infinite dimensional symplectic
space F ((t))2N is
H = F ((t))2N × F
with the group structure given by
(x1, k1)(x2, k2) = (x1 + x2,
1
2
〈x1, x2〉+ k1 + k2).
The group Sp2N (F ((t))) acts on H (from the right) by (x, k) · g = (x · g, k).
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We call a complex valued function on X− a Schwartz function if its
restriction to each finite dimensional subspace is a Schwartz function in the
ordinary sense. For example, if F is a p-adic field with the ring of integers
O, the characteristic function of t−1O[t−1]2N is a Schwartz function, and if
F is R or C, q(x) is a C-valued quadratic form on X− with real part positive
definite, then e−q(x) is a Schwartz function. Let
S(X−)
denote the space of Schwartz functions on X−. We view X−,X+ and F as
subgroups of H by the embedding v ∈ X− 7→ (v, 0), v∗ ∈ X+ 7→ (v∗, 0), k ∈
F 7→ (0, k). The Heisenberg group H acts on S(X−) by the following: for
k ∈ F , v ∈ X−, v∗ ∈ X+,
(k · f)(x) = ψ(k)f(x) (2.2)
(v · f)(x) = f(x+ v)
(v∗ · f)(x) = ψ(〈x, v∗〉)f(x)
We recall the results about the Weil representation for loop groups
proved in [9].
Theorem 2.1 For each g ∈ Sp(F ((t))2N ,X+) with decomposition (2.1),
and a choice of Haar measure on Imγ, we define an operator Tg on S(X−)
by
(Tgf)(x) =
∫
Imγ
Sg(x+ x
∗)f(xα+ x∗γ)d(x∗γ), (2.3)
where
Sg(x+ x
∗) = ψ
(
1
2
〈xα, xβ〉 + 1
2
〈x∗γ, x∗δ〉+ 〈x∗γ, xβ〉
)
;
ψ here is a non-trivial additive character of F ; then for each h ∈ H,
T−1g hTg = h · g. (2.4)
And g 7→ Tg gives a projective representation of Sp(F ((t))2N ,X+) on S(X−).
By restriction, we have a projective representation of Sp2N (F ((t))) on
S(X−). The Steinberg symbol for the representation is given by the follow-
ing: suppose σ1, σ2 ∈ F [[t]]∗ with constant terms c1 and c2 respectively, we
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have
(t2mσ1, t
2nσ2) = |C(t2mσ1, t2nσ2)|−
1
2 (2.5)
(t2mσ1, t
2n+1σ2) =
γ(c2, ψ)
γ(c1c2, ψ)
|C(t2mσ1, t2n+1σ2)|−
1
2
(t2m+1σ1, t
2nσ2) =
γ(c1, ψ)
γ(c1c2, ψ)
|C(t2mσ1, t2n+1σ2)|−
1
2
(t2m+1σ1, t
2n+1σ2) = γ(c1, ψ)γ(c2, ψ)|C(t2m+1σ1, t2n+1σ2)|−
1
2 ,
where C(f1, f2) denotes the tame symbol of f1 and f2 given by
C(a, b) = (−1)v(a)v(b) a
v(b)
bv(a)
|t=0,
and γ(c, ψ) denotes the Weil index of c ∈ F with respect to ψ defined by
the condition that the Fourier transform
F(ψ(1
2
cx2))
of the distribution ψ(12cx
2) equals to
γ(c, ψ)|c|− 12ψ(−c−1x2),
see [7].
We fix a Borel subgroup B0 of Sp2N as the stabilizer of the flag
span{e1} ⊂ · · · ⊂ span{e1, . . . , eN},
where ei denotes the vector with i-th coordinate 1 and other coordinates 0.
We fix the maximal torus A0 of Sp2N (F ) consisting of diagonal elements,
and let ∆0 be the corresponding set of roots of Sp2N . We fix a Chevalley
basis of the Lie algebra of Sp2N . The group Sp2N (F ((t))) can be described
as the group generated by root vectors xα(a), where α ∈ ∆0 and a ∈ F ((t)),
and the relations (2.6) (2.7) and (2.8) below:
xα(a1)xα(a2) = xα(a1 + a2). (2.6)
If α and β are roots and α+ β 6= 0, then
xα(a)xβ(b)xα(a)
−1xβ(b)−1 = Πxiα+jβ(cijaibj), (2.7)
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where the product is over all the roots iα + jβ, i > 0, j > 0 and the
coefficients cij ∈ Z are given in terms of the Chevalley basis of g. If α + β
is not a root, then the right hand side is 1. See [6] for the precise meaning
of the right hand side. For a ∈ F ((t))∗, we set
wα(a) = xα(a)x−α(−a−1)xα(a)
and
hα(a) = wα(a)wα(1)
−1;
then
hα(a1)hα(a2) = hα(a1a2). (2.8)
When G = SL2, there are two roots α and −α, the relations (2.7) above is
replaced by
wα(a)xα(b)wα(−a) = x−α(−a−2b). (2.9)
Let S˜p2N ((F ((t))) denote the Steinberg group defined by the symbol (2.5).
It is generated by root vectors xα(a) (α ∈ ∆0, a ∈ F ((t))) and C∗ with
relations (2.6) (2.7) and
hθ(a)hθ(b)hθ(ab)
−1 = (a, b), (2.10)
where (a, b) is the symbol in (2.5), and θ is the longest root of Sp2N , and
C∗ is in the center.
In the case of SL2, S˜L2(F ((t))) is generated by xα(a), x−α(a) and C∗ with
relations (2.6), (2.9), (2.10), and C∗ is in the center. We call S˜p2N ((F ((t)))
the metaplectic loop group of Sp2N ((F ((t))). The group S˜p2N ((F ((t))) is a
central extension of Sp2N ((F ((t))):
1→ C∗ → S˜p2N (F ((t)))→ Sp2N (F ((t)))→ 1.
We denote the image of g ∈ S˜p2N ((F ((t))) in Sp2N ((F ((t))) by g¯. Since the
symbol (2.5) is trivial on the subgroup F ∗ × F ∗ ⊂ F ((t))∗ × F ((t))∗, the
elements xα(a) (a ∈ F ) generate a subgroup of S˜p2N ((F ((t))) isomorphic to
Sp2N (F ), so we will regard Sp2N (F ) as a subgroup of S˜p2N ((F ((t))).
To describe the action π : S˜p2N ((F ((t))) → GL(S(X−)), it is sufficient
to describe the action of the generators xα(a) and of c ∈ C∗. If a ∈ F [[t]],
then g
.
= x¯α(a) ∈ Sp2N (F [[t]]), Imγg = {0}, π(xα(a)) is Tg in (2.3) with the
Haar measure on Imγg as the counting measure, i.e., the volume of {0} is 1.
For general a ∈ F ((t)), we can find a diagonal element of type
tk
.
= diag(tk1 , . . . , tkN , t−k1 , . . . , t−kN )
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such that tkx¯α(a)(t
k)−1 = x¯α(t(α,k)a) ∈ Sp2N (F [[t]]); then we set
π(xα(a)) = (Ttk)
−1π(xα(t(α,k)a))Ttk . (2.11)
Note that Ttk is as in (2.3) and the conjugation above is independent of the
choice of the Haar measure for Imγtk . And c ∈ C∗ acts as scalar multiplica-
tion by c.
Lemma 2.2 The representation of S˜p2N (F ((t))) on S(X−) is faithful, i.e.,
π : S˜p2N (F ((t)))→ GL(S(X−)) is injective.
Proof. By Theorem 2.1, we have, for g ∈ S˜p2N ((F ((t))) and h ∈ H,
π(g)−1hπ(g) = h · g¯. (2.12)
If π(g) = 1, then h · g¯ = h for all h ∈ H, so g¯ = 1. This means g ∈ C∗, so
g = 1. 
When we need to indicate the dependence of the Weil representation π
on the additive character ψ, we write π as πψ. If ψ
′ is related to ψ by the
relation ψ′(x) = ψ(b2x), then we have
Lemma 2.3 The map f(x) 7→ f(bx) is an isomorphism from Weil repre-
sentation πψ to πψ′ .
Proof. We denote the map f(x) 7→ f(bx) by Φ. It is direct to check that
πψ′(xα(a))Φ = Φπψ(xα(a)) (2.13)
for a ∈ F [[t]]. We then check (2.13) holds for a ∈ F ((t)) using (2.11). .
The reprametrization group of F ((t)) is by definition
AutF ((t)) = {
∞∑
i=1
ait
i ∈ F [[t]]t | a1 6= 0},
with the group operation (σ1 ∗σ2)(t) = σ2(σ1(t)). It acts on F ((t)) from the
right by
a(t) · σ(t) = a(σ−1(t)).
And it acts on the space F ((t))dt of formal 1-forms (from the right) by
a(t)dt · σ = a(σ−1(t))σ−1(t)′dt.
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We view the first n components in X = F ((t))2n as elements in F ((t)) and
the last n components as elements in F ((t))dt (without writing dt), then
AutF ((t)) acts on F ((t))2n by
(a1(t), . . . , an(t), an+1(t), . . . , a2n(t)) · σ
= (a1(σ
−1(t)), . . . , an(σ−1(t)), an+1(σ−1(t))σ−1(t)′, . . . ).
Since the residue of an 1-form is independent of the local parameter, the
action preserves the symplectic form. We have an embedding AutF ((t)) ⊂
Sp(F ((t))2N ). And when we write σ ∈ AutF ((t)) as in (2.1), it is clear that
γ = 0, so we may view AutF ((t)) as a subgroup of Sp(F ((t))2N ,X+). Using
(2.3), σ acts on S(X−) by
(π(σ)f)(x) = ψ(
1
2
〈xα, xβ〉)f(xα).
It is easy to check that
π(σ1)π(σ2) = π(σ1 ∗ σ2).
The multiplicative group F ∗ is a subgroup of AutF ((t)) by the embedding
c 7→ ct, the action of F ∗ on S(X−) is given by
(c · f)(x1(t), . . . , xn(t), xn+1(t), . . . , x2n(t)) (2.14)
= f(x1(c
−1t), . . . , xn(c−1t), c−1xn+1(c−1t), . . . , c−1x2n(c−1t)).
The group AutF ((t)) also acts on Sp2N (F ((t))) as automorphisms in the
following way: for σ(t) ∈ AutF ((t)), g ∈ Sp2N ((F ((t))), we write
g =
(
a b
c d
)
according to the decomposition F ((t))2N = F ((t))N ⊕ F ((t))N , where as
above, the entries in the first component are functions and the entries of the
second component are 1-forms, so the blocks a and d areN×N -matrices with
entries as functions, the block b is an N ×N -matrix with entries as 1-forms,
and the block c is an N×N -matrix with entries as vector fields; σ(t) changes
an entry k(t) in block a or d to k(σ(t)), changes an entry k(t) in block b to
k(σ(t))σ(t)′, and changes an entry k(t) in block c to k(σ(t))(σ(t)′)−1. This
action is compatible with the action on H. Since the AutF ((t))-action on
F ((t)) preserves the symbol in 2.5, the AutF ((t))-action on Sp2N ((F ((t)))
lifts to an action on S˜p2N (F ((t))) and therefore an action of AutF ((t)) on
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the semi-direct product S˜p2N (F ((t))) ⋊H. And S(X−) is a representation
of the semi-direct product group AutF ((t))⋊ (Ŝp2N (F ((t))) ⋊H).
2.2. Bruhat and Iwasawa decompositions .
Let B be the subgroup of S˜p2N (F ((t))) which consists of elements g
such that g¯ ∈ Sp2N (F [[t]]) and g¯mod t is in B0. We call B a Borel subgroup
of S˜p2N (F ((t))). It is clear the center C
∗ ⊂ B. Let N be the subgroup
generated by wα(a) with α ∈ ∆0 and a ∈ F ((t))∗. Then (B,N) is a BN-pair
for S˜p2N (F ((t))) with the affine Weyl group Ŵ as the Weyl group. This
can be proved using the pull-back of the standard BN-pair for Sp2N (F ((t)))
under the map S˜p2N (F ((t))) → Sp2N (F ((t))). Recall that Ŵ is the semi-
direct product of the Weyl group W and the coroot lattice Q∨ of Sp2N . We
have the Bruhat decomposition for S˜p2N (F ((t))):
S˜p2N (F ((t))) = ⊔wBwB,
where w runs through all elements in Ŵ .
We wish to define a “maximal compact subgroup” K for S˜p2N (F ((t))).
If F is a p-adic field with ring of integers O, we let K be the subgroup
generated by xα(a) with α ∈ ∆0 and a ∈ O((t)).
For each affine real root nδ + α (n ∈ Z, α ∈ ∆0), we call the group
defined by
{xα(ctn) | c ∈ F}
the root group for nδ + α. In particular, for α0 = δ − θ, the extra simple
root of affine Sp2N , we have the root groups
{x−θ(ct) | c ∈ F}, {xθ(ct−1) | c ∈ F}
for α0 and −α0. We write L+(c) = x−θ(ct) and L−(c) = xθ(ct−1), and put
for b ∈ F ∗,
w(b) = L+(b)L−(−b−1)L+(b), h(b) = w(b)w(1)−1 .
A direct calculation using the generating relations of S˜p2N (F ((t))) gives the
following:
L±(c1)L±(c1) = L±(c1 + c2),
w(b)L+(c)w(−b) = L−(−b−2c),
h(b1)h(b2)h(b1b2)
−1 =
γ(b1, ψ)
γ(1, ψ)
γ(b2, ψ)
γ(1, ψ)
γ(1, ψ)
γ(b1b2, ψ)
.
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Notice that the right hand side of the last identity is the Hilbert symbol for
b1 and b2 (see [7] page 176) . So the subgroup Gα0 generated by x−θ(ct) and
xθ(ct) (c ∈ F ) is a central extension of SL2(F ) under the map
xθ(ct
−1) 7→
(
1 0
c 1
)
, x−θ(ct) 7→
(
1 c
0 1
)
.
When F = C, this map is an isomorphism; and when F 6= C, the kernel is
{±1}, and Gα0 is a two-fold cover of SL2(F ) given by the Hilbert symbol of
F , which is called the metaplectic group for SL2(F ). We let Kα0 denote the
standard, maximal compact subgroup of Gα0 . For example, if F = C, Kα0
is SU2. For each simple root αi ( i = 1, . . . , N) we let Kαi be the standard
maximal compact subgroup for the SL2(Fv) associated to αi.
For F = R or C, we first let Kfin = SO2N ∩ Sp2N (R) or Kfin = SU2N ∩
Sp2N (C) according to whether F = R or C. Let K be the subgroup gener-
ated by Kfin and Kα0 . So we have chosen a “maximal compact subgroup”
K of S˜p2N (F ((t))) for each local field F of characteristic 0.
For a p-adic field F , letK ′ be the subgroup generated byKfin = Sp2N (O)
and Kα0 , it is easy to prove that K
′ ⊂ K.
By use of the BN-pairs mentioned above and the method as in [6], we
can prove the Iwasawa decomposition
S˜p2N (F ((t))) = BK. (2.15)
For a p-adic field F , we also have
S˜p2N (F ((t))) = BK
′. (2.16)
Lemma 2.4 There is a splitting homomorphism Sp2N (F [[t]])→ S˜p2N (F ((t))).
Proof. Consider the Weil representation of S˜p2N (F ((t))). For each g ∈
Sp2N (F [[t]]), we have Im γg = {0}, we taking the counting measure in the
formula (2.3) for Tg, then it is easy to see that Tg1Tg2 = Tg1g2 for g1, g2 ∈
Sp2N (F [[t]]). The map g 7→ Tg defines the desired splitting Sp2N (F [[t]]) →
S˜p2N (F ((t))). 
With this lemma, we shall regard Sp2N (F [[t]]) as a subgroup of S˜p2N (F ((t))).
Also it is clear that B is a subgroup of C∗Sp2N (F [[t]]).
Lemma 2.5 If F = R or C, there is a non-zero element φ0 ∈ S(t−1F [t−1]2N )
fixed by K up to a scalar.
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Proof. If F = R, by Lemma 2.3, we may assume that ψ(x) = e±2πix.
The result then follows from [9], Section 4, where φ0 = exp(πi(x, xΩ)) for
Ω = iI (see, Section 4, [9] for the definition of I). If F = C, we may assume
that ψ(z) = e2πi(trz) = e4πi(re z). We view Sp2N (C((t))) as a subgroup of
Sp4N (R((t))) under then identification C = R
2, z = x + iy 7→ (x, y) ∈ R2.
We may view S˜p2N (C((t))) as a subgroup of S˜p4N (R((t))). Then the “max-
imal compact subgroup” of S˜p2N (C((t))) is a subgroup of the maximal sub-
group of S˜p4N (R((t))). The Weil representation for S˜p4N (R((t))) restricts
to the Weil representation of S˜p2N (C((t))). The function φ0 is fixed by the
“maximal compact” subgroup of S˜p2N (C((t))) up to a scalar. 
We expect that φ0 in the Lemma is actually fixed by K.
Lemma 2.6 If F is a non-Archimedean local field with residual character-
istic not equal to 2 and ring of integers O, and if the conductor of ψ is O,
i.e.,
O = {x ∈ F |ψ(xb) = 1, for all b ∈ O}.
Then the characteristic function φ0 of t
−1O[t−1]2N is fixed by K.
Proof. It is enough to check xα(a) for a ∈ O((t)) fixes φ0. If a ∈ O[[t]], it is
easy to check xα(a) fixes φ0. For a ∈ O((t)), we use formula (2.11). Since
Ttk is a partial Fourier transform, it fixes φ0, and π(xα(t
(α,k)a)) fixes φ0 as
t(α,k)a ∈ O[[t]], so xα(a) fixes φ0. 
We shall fix φ0 ∈ S(t−1F [t−1]) as described in Lemma 2.5 and Lemma
2.6. Lemma 2.6 implies
Lemma 2.7 If F is a non-Archimedean local field with residual character-
istic not equal to 2 and the conductor of ψ is O, the map S˜p2N (F ((t))) →
Sp2N (F ((t))) maps K to Sp2N (O((t))) isomorphically.
Proof. It is clear that the map is surjective onto Sp2N (O((t))). Since
the kernel is in C∗ ∩K, and K fixes φ0, we must have C∗ ∩K = 1. .
2.3. Adelic groups and representations. In this section, we assume
F is a number field. By Section 2.1, we have, for each place v of F , a
representation of the semi-direct product Aut(Fv((t))) ⋊ S˜p2N (Fv((t))) on
the space S(X−,v), where X−,v = t−1Fv [t−1]2N . In this section we define the
adelic metaplectic loop group for Sp2N and define its Weil representation.
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Let A denote the ring of adeles of F , and ψ = Πψv be a non-trivial
character of A/F . For a non-Archimedean place v, Ov denotes the ring of
integers. We let
A〈t〉 = {(av) ∈ ΠvFv((t)) | av ∈ Ov((t)) for almost all v},
A〈t〉+ = A〈t〉 ∩A[[t]],
A〈t〉− = {(av) ∈ Πvt−1Fv [t−1] | av ∈ Ov((t)) for almost all v}.
It is clear that
A〈t〉 = A〈t〉+ ⊕A〈t〉−, t−1A[t−1] ⊂ A〈t〉−.
And we let
F 〈t〉 = A〈t〉 ∩ F ((t)).
An element a ∈ F ((t)) is in F 〈t〉 iff for almost all finite places v, a ∈ Ov((t)).
Lemma 2.8 F 〈t〉 is subfield of F ((t)).
Proof. It is enough to prove that if a =
∑
i≥l kit
i ∈ F 〈t〉 − {0}, then
a−1 ∈ F 〈t〉. Let S be the set of finite places v such that a /∈ Ov((t)). We
may assume kl 6= 0. Let S′ be the finite set of finite places v such that al
is not a unit of Ov . It is clear that both S and S′ are finite sets. Then
a−1 ∈ Ov((t)) for v /∈ S ∪ S′. 
The adelic loop group for Sp2N without central extension is defined
as Sp2N (A〈t〉). It is clear that Sp2N (A〈t〉) is the restricted product of
Sp2N (Fv((t))) with respect to “maximal compact” subgroups Sp2N (Ov((t))).
The adelic metaplectic loop group S˜p2N (A〈t〉) is defined as the restricted
product Π′vS˜p2N (Fv((t))) with respect to “maximal compact” subgroups Kv
defined in Section 2.2. Clearly we have the exact sequence
1→ ⊕vC∗ → S˜p2N (A〈t〉)→ Sp2N (A〈t〉)→ 1. (2.17)
We can also define the adelic group for AutF ((t)). For Fv = R, we define
the maximal “compact” subgroup of Aut(R((t))) as {−t, t}. If Fv = C, we
define the maximal “compact” subgroup of Aut(C((t))) as {ct | |c| = 1}. If Fv
is a non-Archmedean local field, we define the maximal “compact” subgroup
of Aut(Fv((t))) as the subgroup consisting of elements
∑∞
i=1 cit
i with c1 ∈
O∗v and ci ∈ Ov for all i ≥ 2. It is easy to check that the above maximal
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“compact” subgroups of Aut(Fv((t))) preserves Kv of S˜p2N (Fv((t))) defined
in Section 2.2. The adele group for AutF ((t)) is
AutA〈t〉 = Π′vAut(Fv((t))),
where the restricted product is with respect to the “compact” subgroup of
Aut(Fv((t))) defined as above. It is clear that AutA〈t〉 acts on S˜p2N (A〈t〉),
so we have semi-direct product AutA〈t〉⋊ S˜p2N (A〈t〉).
For each place v, as in Section 2.1, we have the Weil representation
S(X−,v) = S(t−1Fv [t−1]2N ) of S˜p2N (Fv((t))). Since for almost all places v,
there is φv,0 (Lemma 2.6) fixed by the local “maximal compact” group Kv,
the restricted tensor product ⊗′S((Fv[t−1]t−1)2N ) with respect to {φv,0}
is a representation of S˜p2N (A〈t〉). We call this representation the adelic
Weil representation. And note that for almost all places v, the maximal
compact subgroup of AutFv((t)) fixes φv,0, so AutA〈t〉 ⋊ S˜p2N (A〈t〉) acts
on ⊗′S((Fv [t−1]t−1)2N ), it is clear that ⊗′S((Fv [t−1]t−1)2N ) can be regarded
as a function space on (A[t−1]t−1)2N .
Lemma 2.9 There is a splitting homomorphism Sp2N (F 〈t〉)→ S˜p2N (A〈t〉)
Proof. Since F 〈t〉 is a field, Sp2N (F 〈t〉) is isomorphic to the group generated
by the root subgroups yα(a) (α ∈ ∆0 , a ∈ F 〈t〉) with the standard relations
(2.6) (2.7) and (2.8) ( (2.9)if N = 1). On the other hand, for α ∈ ∆0, a ∈
F 〈t〉, we have xα(a) ∈ S˜p2N (A〈t〉). Because of the product formula Πv|c|v =
1 and because of the product formula for the Weil index Πvγ(c, ψv) = 1 when
c ∈ F ∗, so we have, for f1, f2 ∈ F 〈t〉, the product formula
Πv(f1, f2)v = 1,
where (f1, f2)v denotes the symbol (2.5) for Fv((t)). So xα(a) (a ∈ F 〈t〉)
satisfies the standard relations (2.6) (2.7) and (2.8) ( (2.9)if N = 1) . There-
fore
yα(a) 7→ xα(a)
is the desired splitting. 
From now on, we regard Sp2N (F 〈t〉) as a subgroup of S˜p2N (A〈t〉) when-
ever convenient.
We also have the Iwasawa decomposition for adelic groups
S˜p2N (A〈t〉) = BAKA, (2.18)
where BA is the restricted product of groups Bv with respect to Bv ∩ Kv
and KA = ΠvKv.
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3 Theta Functional
We continue to assume F is a number field. In this section, we first in-
troduce a certain function space E(t−1A[t−1]2N ) on t−1A[t−1]2N that is
closed under the action of the adelic metapletic group S˜p2N (A〈t〉). For
T ∈ Aut(A〈t〉) satisfying certain conditions, we construct theta functional
θ : TE(t−1A[t−1]2N )→ C that is invariant under the action of Sp2N (F 〈t〉).
The definition of functional θ is similar to the classical case:
θ(f) =
∑
r∈t−1F [t−1]2N
f(r).
It is easy to see that the above summation is not convergent for arbitrary f ∈
⊗′S((Fv [t−1]t−1)2N ). Our main result (Theorem 3.3) is that θ(f) converges
for f ∈ TE(t−1A[t−1]2N ).
For a finite place v, a subgroup of the Heisenberg groupHv = Fv((t))
2N×
Fv is called a congruence subgroup if it contains π
k
vOv((t))2N for some pos-
itive integer k, where πv ∈ Ov is a local prime.
Lemma 3.1 If v is a finite place, suppose φ ∈ S(t−1Fv [t−1]2N ) is fixed
by πkvOv((t))2N . Then φ is invariant under the translation by elements in
πkv t
−1Ov[t−1]2N and is supported in π−k−lv t−1Ov[t−1]2N , where π−lv Ov is the
conductor of ψv,
Proof. Since elements in t−1Ov[t−1]2N act on S(t−1Fv[t−1]2N ) by transla-
tions (see (2.2)), φ is fixed by πkv t
−1Ov [t−1]2N means precisely the first claim.
For the second claim, since φ is fixed by every v∗ ∈ πkvOv [[t]]2N , we have
φ(x) = ψv(〈x, v∗〉)φ(x) (3.1)
for every v∗ ∈ πkvOv[[t]]2N . If x /∈ π−k−lv t−1Ov[t−1]2N , we can find v∗ ∈
πkvOv[[t]]2N such that ψv(〈x, v∗〉) 6= 1, then (3.1) implies φ(x) = 0. 
A function φv ∈ S(t−1Fv[t−1]2N ) is called an elementary function if φv
is bounded and fixed by some congruence subgroup of Hv. It is clear that
the function φ0,v in Lemma 2.6 is an elementary function.
Lemma 3.2 If v is a finite place, the space of elementary functions in
S(t−1Fv[t−1]2N ) is closed under the action of Kv.
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Proof. Suppose φv is an elementary function, so φv is bounded and fixed by
πkvOv((t))2N for some positive integer k. We first note that the Sp2N (Ov((t)))-
action on Hv fixes π
k
vOv((t))2N . For g ∈ Kv and h ∈ πkvOv((t))2N , we have
g¯ ∈ Sp2N (Ov((t))), and using the identity (2.12), we have
hπ(g)φv = π(g)π(g)
−1hπ(g)φv = π(g)(h · g¯)v = π(g)φv .
This proves π(g)φv is fixed by π
k
vOv((t))2N . It remains to prove π(g)φv is
bounded. Since φv and π(g)φv are fixed by π
k
vOv [[t]], by Lemma 3.1, φv and
π(g)φv are supported in π
−k−l
v t
−1Ov[t−1]2N (where l is as in Lemma 3.1).
Note that π(g)φv = cTg¯φv for some choice of Haar measure on Imγg¯ and some
scalar c. Using the formula (2.3) for Tg, we have, for x ∈ π−k−lv t−1Ov [t−1]2N ,
|π(g)φ(x)| ≤ |c|
∫
Imγg¯
|φv(xαg¯ + x∗γg¯)|d(x∗γg¯).
Since φv is supported in π
−k−l
v t
−1Ov[t−1]2N and xαg¯ ∈ π−k−lv t−1Ov [t−1]2N ,
the right hand side is bounded by |c|Vol(Imγg¯∩π−k−lv t−1Ov[t−1]2N )M , where
M is any upper bound of |φ(x)|. This proves π(g)φv is bounded. 
Let
E(t−1A[t−1]2N )
be the space of functions on t−1A[t−1]2N which are finite linear combinations
of π(g)Πφv , where g ∈ S˜p2N (A〈t〉), φv = φ0,v for all infinite places v and
almost all finite places v, and every remaining φv is an elementary function.
It is clear that E(t−1A[t−1]2N ) is a subrepresentation of ⊗′S(t−1Fv [t−1]2N )
in Section 2.3.
We introduce a semi-subgroup of AutA〈t〉 by
AutA〈t〉>1
= {(
∞∑
i=1
ci,vt
i) ∈ AutA〈t〉 | |c1,v | ≥ 1 for all v, Πv|c1,v|v > 1}
Since AutA〈t〉 normalizes S˜p2N (A〈t〉), for any given T ∈ AutA〈t〉>1, T ·
E(t−1A[t−1]2N ) is a representation of S˜p2N (A〈t〉).
We now define, for a given T ∈ AutA〈t〉>1, a functional
θ : T · E(t−1A[t−1]2N )→ C
and prove that it is invariant under the arithmetic subgroup Sp2N (F 〈t〉).
The theta functional is defined as
θ(T · f) =
∑
k∈t−1F [t−1]2N
(T · f)(k).
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Theorem 3.3 If T ∈ AutA〈t〉>1 and f ∈ TE(t−1A[t−1]2N ), then θ(f) con-
verges absolutely .
This theorem is the adelic version of the Theorem 4.9 in [9], we sketch
its proof. First we need some lemmas analogous to Lemma 4.7 and 4.8 in
[9].
Lemma 3.4 Let S be a finite set of places of F that contains all the infinite
places. If f ∈ S(Πv∈SFv) is bipositive (i.e. f and its Fourier transform Ff
satisfy f ≥ 0 and Ff ≥ 0). Suppose L ⊂ Πv∈SFv is a lattice (i.e. L is a
discrete subgroup with compact quotient of Πv∈SFv), then for all v ∈ Πv∈SFv,∑
n∈L
f(n+ v) ≤
∑
n∈L
f(n).
Proof. Apply the Poisson summation formula, we have∑
n∈L
f(n+ v) =
∑
n∈L′
ψ((v, n))Ff(n),
where L′ denotes the dual lattice of L. So∑
n∈L
f(n+ v) ≤
∑
n∈L′
|ψ((v, n))Ff(n)| =
∑
n∈L′
Ff(n) =
∑
n∈L
f(n).

A multi-dimensional generalization of the lemma is
Lemma 3.5 Let S be as in Lemma 3.4. If fi ∈ S(Πv∈SFv) (i = 1, . . . ,m
are bi-positive functions, and f = Πmi=1fi be regarded as a function on
S(Πv∈SFmv ) in the obvious way. If Nv for each v ∈ S is an m × m up-
per triangular unipotent matrix acting on Fmv , let N = ΠvNv be the product
of the Nv acting on Πv∈SFmv and let OS be the ring of S-integers that is
embedded in Πv∈SFv diagonally, so L = OmS is a lattice in Πv∈SFmv . Then
for any c ∈ F , ∑
n∈cL
f(Nn) ≤
∑
n∈cL
f(n).
The proof of this lemma is similar to that of Lemma 4.8 in [9], it uses Lemma
3.4.
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Proof of Theorem 3.3. For simplicity, we assume T = {Tv} with Tv = 1 for
all finite places v. For each infinite place v, Tv can be factorized as a product
Tv = Tv,dTv,u = (qvt) ◦ (t +
∑
i=2 cit
i), and we assume |qv| > 1. We may
assume f = Πfv such that fv = φv,0 for almost all finite places v. Let S be
a finite set of places containing all infinite v and all finite v with fv 6= φv,0.
Then
θ(f) =
∑
k∈t−1OS [t−1]2N
(T · Πv∈Sfv)(k).
For each v ∈ S, fv = gvφv for gv ∈ S˜p2N (Fv((t))) and φv elementary for
a finite place v and φv = φv,0 for an infinite place v. By the Iwasawa
decomposition (2.15), we write gv = bvkv for kv ∈ Kv , bv ∈ Bv, and we
further write bv = uvav, where uv is in the pro-unipotent radical of Bv and
av is in the Cartan subgroup. By Lemma 3.2, for a finite place v, kvfv is
again elementary, and it is easy to see that avkvfv is elementary. So we may
assume fv = uvφv for some elementary function φv. Since φv is elementary,
φv is bounded by a constant multiple Cv of the characteristic function φ
′
v of
πkvv t
−1Ov[t−1]2N for some integer kv. Then
|uvφv(x)| < Cv|uvφ′v(x)|.
So we may further assume that φv is the characteristic function of π
kv
v t
−1Ov[t−1]2N .
For an infinite place v, fv = Tvgvφv,0. We write gv = uvavkv, so
fv = Tv,dTv,uuvavφv,0 = T
′
v,uTv,duvavφv,0,
where T ′v,u = Tv,dT ′v,uT
−1
v,d . So we need to prove the convergence of∑
k∈t−1OS [t−1]2N
Πv∈S∞ |T ′v,u ((qvt) · uv) (qvt) avφv,0)(k)|Πv∈Sfin |uvφv(k)|.
(3.2)
We first consider the sum over the finite dimensional subset OS [t−1]2Nd t−1
of OS [t−1]2N t−1 consisting of polynomials of degree less or equal to d. Since
(qvt) avφv,0 (v ∈ S∞) is a Gaussian function, its restriction on every finite
dimensional subspace of t−1Fv[t−1]2N is bipositive; and it is also easy to see
that the restriction of φv (v ∈ Sfin) on every finite dimensional subspace
of t−1Fv [t−1]2N is bipositive. And the operators Tv,u((qvt) · uv) (v ∈ S∞)
and and uv (v ∈ Sfin) have unipotent matices under the standard monomial
basis of Fv[t
−1]2Nd t
−1. Therefore we may apply Lemma 3.5 to prove that∑
k∈t−1OS [t−1]2Nd
Πv∈S∞ |Tv,u ((qvt) · uv) (qvt) avφv,0)(k)|Πv∈Sfin |uvφv(k)|
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is bounded above by∑
k∈t−1OS [t−1]2Nd
Πv∈S∞ |(qvt) avφv,0)(k)|Πv∈Sfin |φv(k)|.
Letting d→∞, we see that
(3.2) ≤
∑
k∈ 1
M
t−1O[t−1]2N
Πv∈S∞((qvt)avφv,0)(k),
whereM is an integer (with prime divisors only in S, above) depending only
on ⊗v∈Sfinφv and O is the ring of integers in F . Using the fact that qv > 1
for all v ∈ S∞, we can prove the right hand side is convergent. 
We expect that if T = (
∑∞
i=1 ci,vt
i) ∈ AutA〈t〉 in Theorem 3.3 satisfying
the weaker condition Πv|c1,v| > 1, then Theorem 3.3 still holds.
Theorem 3.6 If g ∈ Sp2N (F 〈t〉), then θ(gf) = θ(f) for f as in Theorem
3.3.
Proof. Recall that Sp2N (F 〈t〉) is generated by root vectors xα(a) for α ∈ ∆0
and a ∈ F 〈t〉. If a ∈ F [[t]], it is clear that θ is invariant under xα(a). The
general π(xα(a)) can be written as Ttmπ(xα(b))T
−1
tm (see (2.11)) for some
b ∈ F [[t]]. Since Ttm acts as partial Fourier transform, it preserves θ by
Poisson summation formula. Therefore π(xα(a)) preserves θ. 
By Theorem 2.1, we know that for g ∈ S˜p2N (A〈t〉), and f ∈ T ·
E(t−1A[t−1]2N ), π(g)f is a scalar multiple of Tgf , where Tg is given by
(2.3). Using the theta functional, we can determine this scalar in the case
g ∈ Sp2N (F 〈t〉).
Proposition 3.7 For g ∈ Sp2N (F 〈t〉), f as above, then π(g) is equal to Tg
given by
(Tgf)(x) =
∫
Imγg(A)
Sg(x+ x
∗)f(xα+ x∗γ)d(x∗γ)
where
Sg(x+ x
∗) = ψ
(
1
2
〈xα, xβ〉 + 1
2
〈x∗γ, x∗δ〉+ 〈x∗γ, xβ〉
)
;
with the Haar measure given by the condition that the covolume of Imγg(F )
in Imγg(A) is 1 (In particular if Imγg = {0}, Imγg(A) is a point, its volume
is taken as 1) .
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Proof. By Theorem 3.6, π(g) preserves the theta functional, and we also
known that π(g) = cgTg for some scalar cg. To prove π(g) = Tg, it is
sufficient to prove Tg also preserves the theta functional. To prove this, we
use the Bruhat decomposition of
Sp2N (F 〈t〉) = ⊔wSp2N (F 〈t〉+)wSp2N (F 〈t〉+),
where F 〈t〉+ = F 〈t〉 ∩ A〈t〉+, and w runs through all diagonal matrices
tm. It is easy to verify that Tg for g ∈ Sp2N (F 〈t〉+) preserves the theta
functional, and Ttm is a partial Fourier transform, so it also preserves the
theta functional. To prove Tg preserves the theta functional, we write g =
g1wg2 according to the Bruhat decomposition. Using Lemma 2.5 [9], we
have Tg = Tg1TwTg2 . This proves the proposition.
4 Eisenstein Series for Loop Metaplectic Groups
We assume F is a number field. Let F 2n be the standard symplectic space
and V be an m-dimensional F -space with a non-degenerate symmetric, ani-
isotropic, bilinear form ( , ) : V ×V → F . Then F 2n⊗V is an F -symplectic
space with the symplectic form
〈v1 ⊗m1, v2 ⊗m2〉 = 〈v1, v2〉(m1,m2).
Let e1, . . . , e2n be the standard basis for F
2n, we have 〈ei, ei+n〉 = 1 for
i = 1, . . . , n and all other symplectic pairings are 0. Let fi be a basis of
V , and f ′i be the dual basis of V , i.e. (fi, f
′
j) = δi,j . Then the ei ⊗ fj
(1 ≤ i ≤ n, 1 ≤ j ≤ m) and the en+i ⊗ f ′j (1 ≤ i ≤ n, 1 ≤ j ≤ m) together
form a symplectic basis of F 2n ⊗ V . We fix this choice of symplectic basis,
and therefore identify the symplectic space F 2n ⊗ V with the standard one
F 2N (N = mn). We shall define Eisenstein series for S˜p2n(A〈t〉) for a
function in ⊗′S(t−1Fv[t−1]2N ) satisfying certain conditions. We then prove
the convergence of these Eisenstein series reduces to the convergence of
Eisenstein series for a certain height function on S˜p2n(A〈t〉) (Lemma 4.4).
We have an embedding
Sp2n ×G ⊂ Sp2N ,
where G denotes the orthogonal group of V , and an embedding
Sp2n(F ((t))) ×G(F ((t))) ⊂ Sp2N (F ((t))).
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For a place v of F , we have the Weil representation of S˜p2N (Fv((t))) on
S(F 2nv ⊗Vv[t−1]t−1) as in Section 2.1. The embedding Sp2n → Sp2N gives a
homomorphism S˜p2n(Fv((t)))→ S˜p2N (Fv((t))), under which an element c in
the center C∗ ⊂ S˜p2n(Fv((t))), goes to cm in the center C∗ of S˜p2N (Fv((t))).
For almost all v, the “maximal compact” subgroup Kv of S˜p2n(Fv((t)))
maps into the “maximal compact” subgroup of S˜p2N (Fv((t))). Therefore
we have a morphism S˜p2n(A〈t〉) → S˜p2N (A〈t〉). By Lemma 2.4, we may
view G(Fv [[t]]) ⊂ G(Fv((t))) as a subgroup of S˜p2N (Fv((t))), so we may
view G(A〈t〉+) as a subgroup of S˜p2N (A〈t〉).
Lemma 4.1 The actions of S˜p2n(Fv((t))) and G(Fv [[t]]) commute .
This result is proved directly using (2.3).
For each φ = Πφv ∈ E(t−1A[t−1]2N ), and T ∈ AutA〈t〉>1, we consider
the function Φ on T S˜p2n(A〈t〉) by
Φ(Tg) = (Tgφ)(0). (4.1)
Note that S˜p2n(A〈t〉) is normalized by T , the set T S˜p2n(A〈t〉) is stable
under both left and right multiplication by S˜p2n(A〈t〉). And it is clear that
Φ(hTg) = Φ(Tg) for h ∈ Sp2n(A〈t〉+). We define the Eisenstein series
E(φ, Tg) =
∑
r∈Sp2n(F 〈t〉+)\Sp2n(F 〈t〉)
Φ(rTg). (4.2)
Although our results can be proved for more general T , for simplicity of
exposition, we make the following assumption on T :
Assumption 4.1. T = (Tv) ∈ AutA〈t〉 satisfies the following conditions:
each p-adic component Tv is the identity element of the group AutFv((t)),
and each infinite component Tv is qvt with qv ∈ Fv such that |qv| > 1.
The main result of this section is a comparison lemma (Lemma 4.4)
about the Eisenstein series (4.2) with the Eisenstein series defined by a
certain height function. For T as in Assumption 4.1, we define for each
place v, the local height function h˜v : TvS˜p2n(Fv((t))) → C∗ as follows,
for gv ∈ S˜p2n(Fv((t))), we write gv = cbk for k ∈ Kv, b ∈ Sp2n(Fv [[t]]),
c ∈ C∗, we define h˜v(Tvgv) = |c|. We define for g = Πgv ∈ S˜p2n(A〈t〉),
h˜(Tg) = Πvh˜v(Tvgv).
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Both Φ and h˜m are left invariant under Sp2n(A〈t〉+), and they are equal
on the center ⊕vC∗. To compare them, it is enough to compare their re-
strictions on ΠKv. In the classical case, since ΠvKv is compact, we have
Φ(g) ≤ Ch˜(g)m for some scalar C, so the convergence of the Eisenstein se-
ries associated to Φ reduces to the Eisenstein series associated to h˜m, where
the Godement criterion can be applied. In our case, the argument that uses
the compactness of ΠKv doesn’t apply, we need to assume more conditions
on φ to prove the comparison inequality involving Φ and h˜m.
To give our conditions on φ, we use the action of the local Heisenberg
group Fv((t))
2N×Fv on S(t−1Fv [t−1]2N ) (Section 2.1). Assume the local ad-
ditive character ψv that is used to define the representation of the Heisenberg
group has conductor πv
nvOv (i.e. ψv(πnvv Ov) = 1 and ψv(πnv−1v Ov) 6= 1).
If 2k ≥ nv, then action of any two a, b ∈ πkvOv((t))2N commutes. If
φv ∈ S(t−1Fv[t−1]2N ) is fixed by πkvOv((t))2N for some k ≥ nv/2, then
in particular φv is fixed by π
k
v t
−1Ov[t−1]2N , so φv is constant on each coset
of t−1Fv [t−1]2N mod πkv t−1Ov [t−1]2N . Since φv is also fixed by πkvOv[[t]]2N ,
then φv is supported on t
−1πnv−kv Ov[t−1]2N . Therefore we may regard φv as
function on
t−1(πnv−kv Ov/πkvOv)[t−1]2N .
For any non-negative integer k with 2k ≥ nv, we let
Sv,k = {f ∈ S(t−1Fv[t−1]2N ) | f is fixed by πkvOv((t))2N}.
We denote the “maximal compact” subgroup of S˜p2N (Fv((t))) by Kv,N .
Lemma 4.2 Sv,k is closed under the action of Kv,N , and therefore closed
under the action of Kv.
This lemma follows form the proof of Lemma 3.2. The proof uses the
fact that Kv,N normalizes π
k
vOv((t))2N . As we remarked earlier, a function
f ∈ Sv,k can be viewed as an element in
C
(
t−1(πnv−kv Ov/πkvOv)[t−1]2N
)
,
the space of complex valued functions on t−1
(
πnv−kv Ov/πkvOv
)
[t−1]2N . Let
f 7→ fˆ denote the isomorphism from Sv,k to C(t−1(πnv−kv Ov/πkvOv)[t−1]2N ).
We define
Sv,k,c = {f ∈ Sv,k | fˆ has finite support.}
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It is clear that the space Sv,k,c is isomorphic to
C0
(
t−1(πnv−kv Ov/πkvOv)[t−1]2N
)
, (4.3)
the space of complex valued functions on t−1(πnv−kv Ov/πkvOv)[t−1]2N with
finite support.
We introduce an inner product on Sv,k,c. For f1, f2 ∈ Sv,k,c,
(f1, f2) =
∑
x
fˆ1(x)fˆ2(x), (4.4)
where the sum is over x ∈ t−1(πnv−kv Ov/πkvOv)[t−1]2N , since f¯1 and f¯2 have
finite support, (4.4) is a finite sum.
Lemma 4.3 Sv,k,c is closed under the action of Kv,N and Kv, and the ac-
tions of Kv,N and Kv are unitary.
Lets give a conceptual explanation of this lemma. We first use the
additive character ψv to define a bi-character of the finite abelian group
πnv−kv Ov/πkvOv as follows. For any its elements a, b, let a¯, b¯ ∈ πnv−kv Ov be
liftings. Since ψv has conductor π
nv
v Ov , ψv(a¯b¯) depends only on a, b, not
on the choice of their liftings. We denote this bi-character by ψ(ab). Using
this bi-character and the symplectic structure on πnvv Ov((t))2N , we have a
non-degenerate skew symmetric bi-character which we denoted by ψ(f, g)
on the locally compact abelian group
(πnv−kv Ov/πkvOv)((t))2N .
(the topology is the t-adic topology). The subgroups (πnv−kv Ov/πkvOv)[[t]]2N
(which is compact) and t−1(πnv−kv Ov/πkvOv)[t−1]2N (which is discrete) are
complementary maximal isotropic subgroups. We have the associated Heisen-
berg group
H¯ = (πnv−kv Ov/πkvOv)[[t]]2N × t−1(πnv−kv Ov/πkvOv)[t−1]2N × S1 (4.5)
with the group law given by the relations
fg = ψ(f, g)gf
for f ∈ πnv−kv Ov/πkvOv)[[t]]2N and g ∈ t−1(πnv−kv Ov/πkvOv)[t−1]2N . Clearly
Sp2N (Ov((t))) acts on H¯ as automorphisms, and the action factors through
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Sp2N ((Ov/π2k−nvv Ov)((t))). Note also that the group H¯ is a locally compact
topological group. By the Stone-Von Neumann Theorem, there is a unique
(up to isomorphism) irreducible unitary representation of H¯ with the central
character S1 → S1, z 7→ z. The space L2(t−1(πnv−kv Ov/πkvOv)[t−1]2N ) is a
model of this representation, where the elements in t−1(πnv−kv Ov/πkvOv)[t−1]2N
acts as translations and the elements in (πnv−kv Ov/πkvOv)[[t]]2N acts as multi-
plication by additive characters. The smooth vectors of this representation is
precisely (4.3) with the inner product given by (4.4). By the uniqueness, cer-
tain central extension of Sp2N (Ov((t))) acts on L2(t−1(πnv−kv Ov/πkvOv)[t−1]2N )
and therefore acts on (4.3). This representation is the one in Lemma 4.3.
We can also prove Lemma 4.3 directly. We use the fact that Kv,N is gen-
erated by Sp2N (Ov [[t]]) and Kα0 , which is the maximal compact subgroup
of the metaplectic group for SL2(Fv) associated to the extra simple root in
the affine root system (see Section 2.2). It is easy to verify that Sp2N (Ov)
preserves Sv,k,c and is unitary. By a direct computation, we prove that Kα0
preserves Sv,k,c and is unitary. Similar proofs works for Kv.
Lemma 4.4 If φ = Πvφv satisfies the conditions that (1) for each infinite
place v, φv is φv,0 as in Lemma 2.5 (2) for all but finitely many finite places
v, φv is φv,0 as in Lemma 2.6, (3) each of the remaining components φv is in
Sv,k,c for some k. Let Φ be as (4.1). Then there is a constant C depending
on φ only, such that
|Φ(Tg)| ≤ C · h˜(Tg)m
for all g ∈ S˜p2n(A〈t〉).
Proof. Since T normalizes Sp2n(A〈t〉+), and Φ(bTg) = Φ(Tg), h˜(bTg)m =
h˜(Tg)m for b ∈ S˜p2n(A〈t〉+). And for c in the center C∗, Φ(cTg) =
|c|mΦ(Tg), h˜(cTg)m = |c|mh˜(Tg)m. It is enough to prove the inequality
for g ∈ ΠvKv. By the conditions on φ, it is suffices to prove that for each
exceptional place v in (3), the function Kv → C given by k 7→ (k · φv)(0) is
bounded. It is proved using Lemma 4.3:
|(k · φv)(0)|2 ≤ (k̂ · φv, k̂ · φv) = (φˆv, φˆv).

Lemma 4.4 implies that the Eisenstein series (4.2) is majorized by C
times the Eisenstein series
E˜m(Tg) =
∑
r∈Sp2n(F [[t]])\Sp2n(F ((t)))
h˜(rTg)m, (4.6)
the convergence of which is proved in the next section.
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5 Convergence of Eisenstein Series
In this section, we prove the convergence of Eisenstein series associated to
the “Siegel parabolic” subgroup of the symplectic loop group defined using
the inverse tame symbol. The convergence result implies the convergence of
(4.6). We follow the method used in [1] [2], where the convergence is proved
for Eisenstein series induced from a Borel subgroup.
Let F be a number field and v be a place of F . Since the inverse tame
symbol on Fv((t)) satisfies the Steinberg relations, it gives a central extension
of Sp2n(Fv((t))), which we denote by Ŝp2n(Fv((t))):
1→ F ∗v → Ŝp2n(Fv((t)))→ Sp2n(Fv((t)))→ 1.
The group Ŝp2n(Fv((t))) is generated by root vectors xα(a) with relations
(2.6), (2.7), and (2.10) with the symbol replaced by C(a, b)−1. We can
similarly define Borel subgroup Bv and “maximal compact” subgroups Kv
of Ŝp2n(Fv((t))) as in Section 2.2. The Iwasawa decomposition holds:
Ŝp2n(Fv((t))) = BvKv,
see [6]. Let AutFv((t)) be the reprametrization group given in Section 2.2. It
acts on Sp2n(Fv((t))) by changing the variable t, i.e., for σ(t) ∈ AutFv((t)),
g(t) ∈ Sp2n(Fv((t))),
σ(t) · g(t) = g(σ(t)). (5.1)
Since the changing variable action preserves the tame symbol, it has a com-
patible action on Ŝp2n(Fv((t))) given by
σ(t) · xα(a(t)) = xα(a(σ(t))),
and the center F ∗v is fixed. We shall only consider the subgroup
σ(F ∗v t) = {qt | q ∈ F ∗v } ⊂ AutFv((t)).
We have the semi-direct product group
Ŝp2n(Fv((t))) ⋊ σ(F
∗
v t).
Let Tv denote the subgroup generated by hα(c) (α ∈ ∆0, c ∈ F ∗v ), and
the center F ∗v . Then Tv is a “maximal torus” of Ŝp2n(Fv((t))), which is
isomorphic to (F ∗v )n+1 . Let ΠvŜp2n(Fv((t))) be the direct product. It has
the center ΠvF
∗
v which contains the idele group A
∗. We denote
Ŝp2n(A〈t〉) def= Π′vŜp2n(Fv((t)))
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where Π′v is the restricted product relative the Kv’s. Note that we have the
exact sequence
1→ A∗ → Ŝp2n(A〈t〉)→ Sp2n(A〈t〉)→ 1,
In particular F ∗ ⊂ A∗ is in center of Ŝp2n(A〈t〉). We have an embedding
Sp2n(F 〈t〉)→ Ŝp2n(A〈t〉)/F ∗ given by
xα(a) 7→ Πvxα(a).
The group σ(A∗t) = Π′vσ(F ∗v t) acts on Ŝp2N (A〈t〉), the action being induced
from the local actions. We have semi-direct product group Ŝp2N (A〈t〉) ⋊
σ(A∗t), and we set TA = Π′vTv ∼= A∗n+1.
We recall the affine Kac-Moody algebra gˆ for a complex simple Lie alge-
bra g:
gˆ = g⊗C[t, t−1] + CK + Cd.
The Lie bracket is given by
[a⊗ tm), b⊗ tn)] = [a, b]⊗ tm+n + (a, b)δm+n,0K,
[d, a⊗ tn] = na⊗ tn,
and K is in the center. The bilinear form (a, b) above is the normalized
Killing form such that (θˇ, θˇ) = 2, where θˇ is the coroot corresponding to the
longest root θ. Let h be a Cartan subalgebra of g, then
hˆ = h+ CK + Cd
is a Cartan subalgebra of gˆ. We define its dual hˆ∗ by
hˆ∗ = h∗ + Cδ + CL
where the pairing of hˆ and hˆ∗ is given by
(a+ k1K + k2d, a
′ + c1δ + c2L) = (a, a′) + k1c2 + k2c1.
Let ∆0 be the set of roots of g, the the set of roots of gˆ is
∆ = {α+ nδ |α ∈ ∆0, n ∈ Z} ⊔ {nδ |n ∈ Z− {0}}.
Let α1, . . . , αn be simple roots for g; then α0 = δ − θ, α1, . . . , αn is a basis
of simple roots for gˆ.
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We apply the above notations to the case g = sp2n. Let ρ0 ∈ h∗ be such
that (ρ0, αˇi) = 1 for i = 1, . . . , n, then ρ = ρ0 + (n + 1)L ∈ hˆ∗ satisfies
(ρ, αˇi) = 1 for i = 0, 1, . . . , n. For each affine real root α + nδ, its corre-
sponding root subgroup in Ŝp(Fv((t))) is the subgroup xα(ct
n) ( c ∈ Fv).
For each element λ ∈ hˆ∗
C
of the form
λ = λ0 + sL+ kδ
where λ0 ∈ h∗ , we define a quasi-character χλ of σ(A∗t)TA as follows. For
c1, c2, c3 ∈ A∗,
χλ : c1hα(c2)σ(c3t) 7→ (c1hα(c2)σ(c3t))λ = |c1|s|c2|(αˇ,λ0)|c3|k.
We introduce height functions on Ŝp2n(A〈t〉) as follows. For every g ∈
Ŝp2n(A〈t〉), first we write
g = bgkg
by the Iwasawa decomposition, with bg ∈ BA, kg ∈ KA, where BA is the
restricted product of local Borel subgroups, and KA is the product of local
“maximal compact” subgroups; then we write bg = agug for ag ∈ TA, ug in
the pro-unipotent radical of BA; then we set
hˆ(σ(qt)g) = (σ(qt)ag)
L
and we put
hˆs(σ(qt)g) = (σ(qt)ag)
sL = hˆ(σ(qt)g)s.
It is easy to see that hˆs(rgk) = hˆs(g) for r ∈ Sp2n(F 〈t〉+) and k ∈ KA .
We consider the Eisenstein series
Eˆs(Tg) =
∑
r∈Sp2n(F 〈t〉+)\Sp2n(F 〈t〉)
hˆs(rTg), (5.2)
where T ∈ AutA〈t〉 and g ∈ Ŝp2n(A〈t〉). The main result of this section is
the following:
Theorem 5.1 For g ∈ Ŝp2n(A〈t〉) and T = (qvt)v ∈ AutA〈t〉 satisfying
Assumption 4.1, Eˆs(Tg) converges absolutely when Re s > 3n+ 1.
The condition Re s > 3n+1 is the affine analog of the classical Godement
condition for the convergence of Eisenstein series. We use the method in [1]
[2] to prove the theorem. It is enough to prove the theorem for the case
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s ∈ R and g ∈ TA, then all the terms in (5.2) are positive. The proof is
divided into two steps.
We first recall that the Bruhat decomposition. The affine Weyl group
Wˆ is isomorphic to the semi-direct product Q∨ ⋉W , where W is the Weyl
group of Sp2n and Q
∨ is the coroot lattice. We have
Sp2n(F 〈t〉) = ⊔w∈WBFwUF ,
which implies that
Sp2n(F 〈t〉) = ⊔w∈Q∨Sp2n(F 〈t〉+)wUF ,
where U denote the unipotent radical of Sp2n(F 〈t〉+). Let
S = {w ∈W |w−1∆0,+ ⊂ ∆+},
where ∆0,+ (resp. ∆+) is the set of positive roots in ∆0 (resp. ∆). It is
known that S is a set of representatives of coset space W\Wˆ . The above
decomposition can also be written as
Sp2n(F 〈t〉) = ⊔w∈SSp2n(F 〈t〉+)wUF .
Since we assume s ∈ R, the infinite series (5.2) has positive terms, the
sum makes sense as a function with values in R>0 ∪ {∞}. The group U
is a projective limit of finite dimensional unipotent groups, and UF \UA
is a projective limit of spaces topologically isomorphic to a finite product
of spaces F\A. As such UF \UA is a compact topological space, and it
has a probability measure invariant under translations by UA. For a given
g ∈ Ŝp2n(A〈t〉), Eˆs(uTg) is an R≥0 ∪ {∞}-valued measurable function of
u ∈ UF \UA, because each term is a measurable function of u.
We first compute for a ∈ TA ∩ Ŝp2n(A〈t〉), the constant term
Eˆ#(s, Ta) =
∫
UF \UA
Eˆs(uTa)du. (5.3)
Using the Bruhat decomposition, we have
Eˆs(uTa)
=
∑
w∈S
∑
r∈Sp2n(F [[t]])\Sp2n(F [[t]]wUF
hˆ(ruσ(qt)a)s
=
∑
w∈S
∑
r∈w−1Sp2n(F [[t]])w∩UF\UF
hˆ(wruσ(qt)a)s (5.4)
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Let Eˆw(s, uTa) denote the inner sum of (5.4), and Eˆ
#
w (s, σ(qt)a) denote the
constant term of Eˆw(s, Ta). We have
Eˆ#(s, Ta)
=
∑
w∈S
E#w (s, Ta)
=
∑
w∈S
∑
r∈w−1Sp2n(F [[t]])w∩UF \UF
∫
UF \UA
hˆ(wruTa)sdu
=
∑
w∈S
∫
w−1Sp2n(F [[t]])w∩UF\UA
hˆ(wuTa)sdu (5.5)
For each w ∈ S, we put
∆w = {α ∈ ∆+ |wα ∈ ∆−}, ∆′w = {α ∈ ∆+ |wα ∈ ∆+}.
It is well-known that
ρ− w−1ρ =
∑
α∈∆w
α (5.6)
Let Uw be the group generated by the root subgroups with the roots
in ∆w and U
′
w be the t-adic completion of the group generated by the root
subgroups with the roots in ∆′w. We have the unique factorization U =
U ′wUw and wU ′ww−1 ⊂ U and
w−1Sp2n(F [[t]])w ∩ UF = U ′w(F ).
Therefore
w−1Sp2n(F [[t]])w ∩ UF\UA = U ′w(F )\Uw ′(A) · Uw(A).
We have
E#w (s, Ta) =
∫
Uw(A)
hˆ(wuTa)sdu. (5.7)
The right hand side of (5.7) is∫
Uw(A)
hˆ(wTaAd(σ(q−1t)a−1)u)sdu (5.8)
= (σ(qt)a)w
−1(sL)
∫
Uw(A)
hˆ(wAd(σ(q−1t)a−1)u)sdu.
Since σ(qt)a ∈ σ(A∗t)TA normalizes Uw(A), we make a change of variable
Ad(σ(q−1t)a−1)u→ u, we have the right hand side of (5.8) equals
(σ(qt)a)w
−1(sL)+ρ−w−1ρ
∫
Uw(A)
hˆ(wu)sdu (5.9)
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Lemma 5.2 The right hand side of (5.5) converges when s > 3n + 1 and
equals
E#(s, Ta) =
∑
w∈S
(Ta)w
−1(sL)+ρ−w−1ρΠβ∈∆+∩w∆−
ζˆ((sL− ρ, βˇ))
ζˆ((sL− ρ, βˇ) + 1) ,
(5.10)
where ζˆ(s) denotes the complete Dedekind zeta function of F .
Proof. Let P be a finite set of places. We first consider the integral
I(P ) =
∫
Πv∈PUw(Fv)
hˆ(wu)sdu. (5.11)
For each β ∈ ∆+ ∩ w∆−, we write βˇ = lK + αˇ, where αˇ is the coroot of
a root of the Lie algebra of Sp2n. Because w
−1∆0,+ ⊂ ∆+, we have l ≥ 1.
That implies that
(sL− ρ, βˇ) = (sL− ρ, lK + αˇ)
= (sL, lK + αˇ)− (ρ, lK + αˇ)
= ls− (n + 1)l − (ρ0, αˇ)
≥ ls− (n + 1)l − (2n − 1)
> (3n+ 1)l − (n+ 1)l − (2n − 1) ≥ 1. (5.12)
Using the Gindikin-Karpelevich formula as in [4], [1], we have∫
Πv∈PUw(Fv)
hˆ(wu)sdu = ΠβΠv∈P
ζv((sL− ρ, βˇ))
ζv((sL− ρ, βˇ) + 1)
, (5.13)
where β runs through all the roots in ∆+ ∩ w∆−, βˇ is the coroot corre-
sponding to β, and ζv(s) is the v-component of the completed Dedekind
zeta function of F . Let P go to the full set of the places of F , we see that
the integral ∫
Uw(A)
hˆ(wu)sdu
converges to
Πβ∈∆+∩w∆−
ζˆ((sL− ρ, βˇ))
ζˆ((sL− ρ, βˇ) + 1) .
The condition |q| > 1 implies that
(σ(qt)a)w
−1(sL)+ρ−w−1ρ
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decreases to 0 as fast as a Gaussian function e−ǫ(v,v) goes to 0 as v ∈ Q∨
gets large, so the summation in (5.10) converges (see [1] for an analogous
situation with more details). 
After proving the convergence of E#(s, Ta), the 2nd step in the proof of
Theorem 5.1 is parallel to that of [2].
Next we show Theorem 5.1 implies the convergence of the Eisenstein
series (4.6):
Theorem 5.3 If m = dimV > 6n+2, then the Eisenstein series (4.6) con-
verges, consequently the Eisenstein series E(φ, Tg) converges for φ satisfying
the conditions in Lemma 4.4 and T satisfying Assumption 4.1.
We need to compare the Eisenstein series for two different groups S˜p2n(A〈t〉)
and Ŝp2n(A〈t〉). We define a third group Sp2n(A〈t〉) which uses the sym-
bol (a, b) = |C(a, b)|− 12 . It has the standard generators yα(a) (α ∈ ∆0,
a ∈ A〈t〉)). We have obvious morphisms
π1 : S˜p2n(A〈t〉)→ Sp2n(A〈t〉)
given by xα(a) 7→ yα(a), c ∈ C∗ 7→ |c|, and
π2 : Ŝp2n(A〈t〉)→ Sp2n(A〈t〉)
given by xα(a) 7→ yα(a), c ∈ A∗ 7→ |c| 12 . We see that for r ∈ Sp2n(F 〈t〉),
π1(r) = π2(r) and that if π1(g1) = π2(g2), we have hˆ(rTg1) = h˜(rTg1)
2.
Therefore Eˆs(Tg1) = E˜2s(Tg2). The condition m > 6n + 2 implies that
m
2 > 3n+ 1, by Theorem 5.1, E˜m(Tg2) = Eˆm2 (Tg1) is convergent.
6 Eisenstein Series and Snt-modules
In this section, we show that the t-Eisenstein series for snt-modules studied
in [3] appears naturally when we decompose the Eisenstein series E(φ, Tg)
in (4.2). Also we prove Theorem 3.3 in [3] which was stated there without
proof.
For T as in Assumption 4.1, φ as in Lemma 4.4, we have the Eisenstein
series E(φ, Tg) which is convergent by Theorem 5.3. For simplicity we put
f = Tgφ. We have
E(Tgφ) = E(f) =
∑
r∈Sp2n(F 〈t〉+)\Sp2n(F 〈t〉)
(rf)(0). (6.1)
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Let
Gr(F ((t))2n)
denote the set of Lagrangian subspaces U satisfying the following conditions
(1). U is an F [[t]]-submodule; (2). U is commensurable with F [[t]]2n.
Lemma 6.1 Sp2n(F ((t))) acts on Gr(F ((t))
2n transitively, the isotropy sub-
group of F [[t]]2n is Sp2n(F [[t]]).
This lemma is well-known. Since we could not find the reference, we give
a sketch of the proof.
Proof. For U ∈ Gr(F ((t))2n). We first note that for every a, b ∈ U , the
F ((t))-valued sympletic paring 〈a, b〉F ((t)) is in F [[t]]. Otherwise there is a
maximal, positive integer k such that the t−k-coefficient of 〈a, b〉F ((t)) is not
0; then 〈a, tk−1b〉 = Res〈a, tk−1b〉F ((t)) 6= 0, which contradicts a and tk−1b
being elements in the Lagrangian subspace U . Since U is commensurable
with F [[t]]2n, it is isomrophic to F [[t]]2n as an F [[t]]-module. We can find
an F [[t]]-basis a1, . . . , a2n such that 〈ai, aj+n〉F ((t)) = δi,j for 1 ≤ i, j ≤
n. Let e1, . . . , e2n be the standard sympletic basis of the F ((t))-symplectic
space F ((t))2n, then the F ((t))-linear map g : ei 7→ ai ( 1 ≤ i ≤ 2n) is in
Sp2n(F ((t))) and F [[t]]
2ng = U . It is clear that the isotropy subgroup of
F [[t]]2n is Sp2n(F [[t]]). 
We next prove that the above lemma is also true if Sp2n(F ((t))) and
Sp2n(F [[t]]) are replaced by smaller groups Sp2n(F 〈t〉) and Sp2n(F 〈t〉+).
Lemma 6.2 Sp2n(F 〈t〉) acts on Gr(F ((t))2n transitively, the isotropy sub-
group of F [[t]]2n is Sp2n(F 〈t〉+).
Proof. Using the BN-pair argument as in [6], we have
Sp2n(F ((t))) = Sp2n(F [[t]])Sp2n(F (t, t
−1)).
It is clear that Sp2n(F (t, t
−1)) ⊂ Sp2n(F 〈t〉). The transitivity follows. Since
the isotropy subgroup of the Lagrangian subspace F [[t]]2n in Sp2n(F ((t)))
is Sp2n(F [[t]]), its isotropy subgroup in Sp2n(F 〈t〉) is
Sp2n(F [[t]]) ∩ Sp2n(F 〈t〉) = Sp2n(F 〈t〉+).

By Lemma 6.2, the summation in (6.1) can be written as a summation
over Gr(F ((t))2n). For r ∈ Sp2n(F 〈t〉+)\Sp2n(F 〈t〉), let U = F [[t]]2nr be its
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corresponding element in Gr(F ((t))2n). Let π− : F ((t))2n → t−1F [t−1]2n be
the projection map with respect to the decomposition:
F ((t))2n = F [[t]]2n + t−1F [t−1]2n. (6.2)
By Proposition 3.7, we have
(rf)(0) =
∫
Im(γr)A
ψ(
1
2
〈x∗γr, x∗δr〉)f(x∗γr)d(x∗γr). (6.3)
The symplectic pairing
〈, 〉 : π−(U)× F [[t]]2n → F
factors through a non-degenerate pairing
〈, 〉 : π−(U)× F [[t]]2n/F [[t]]2n ∩ U → F.
For each v ∈ π−(U), let v˜ ∈ U be a lifting of v, write v˜ = v˜+ + v˜− ac-
cording to the decomposition (6.2), then the element v˜+ + F [[t]]
2n ∩ U ∈
F [[t]]2n/F [[t]]2n ∩ U is independent of the lifting. We denote by ρ the map:
ρ : π−(U)→ F [[t]]2n/F [[t]]2n ∩ U, v 7→ v˜+ + F [[t]]2n ∩ U.
And we use the same symbol ρ to denote the map
ρ = ρ⊗ Id : π−(U)⊗ V → (F [[t]]2n/F [[t]]2n ∩ U)⊗ V.
Then (6.3) can be written as
(rf)(0) =
∫
(π−(U)⊗V )A
ψ(
1
2
〈x, ρx〉)f(x)dx def= E(f, U), (6.4)
where dx is the Haar measure on (π−(U)⊗ V )A such that the covolume of
π−(U)⊗ V is 1. We have
E(Tgφ) = E(f) =
∑
U∈Gr(F ((t))2n)
E(f, U).
We consider the space t−1F [t−1]2n as an F [[t]]-module by the identi-
fication t−1F [t−1]2n = F ((t))2n/F [[t]]2n. The group Sp2n(F [[t]]) acts on
t−1F [t−1]2n by means of the above identification.
We denote by
Gr(t−1F [t−1]2n)
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the set of all F [[t]]-submodules in t−1F [t−1]2n which are finite dimensional as
an F -space. The projection map π− : F ((t))2n → t−1F [t−1]2n with respect
to the decomposition (6.2) gives a map
P : Gr(F ((t))2n)→ Gr(t−1F [t−1]2n), U 7→ π−(U).
The map P is Sp2n(F [[t]])-equivariant but is not surjective. For exam-
ple, Fe1t
−1 + Fen+1t−1 ∈ Gr(t−1F [t−1]2n), but is not in the image of
P . Otherwise, if Fe1t
−1 + Fen+1t−1 = π−(U), then U contains elements
e1t
−1 + a, en+1t−1 + b for some a, b ∈ F [[t]]2n. Since U is an F [[t]]-module,
en+1 + tb ∈ U , and then
〈e1t−1 + a, en+1 + tb〉 = 〈e1t−1, en+1〉 = 1,
which contradicts U being Lagrangian.
For W ∈ Gr(t−1F [t−1]2n), we set
EW (f) =
∑
U∈Gr(F ((t))2n):P (U)=W
E(f, U).
In the case that P−1(W ) is empty, then we set EW (f) = 0. We have
E(f) =
∑
W∈Gr(t−1F [t−1]2n)
EW (f). (6.5)
The following lemma describes the image of P .
Lemma 6.3 An element W ∈ Gr(t−1F [t−1]2n) is in the image of the map
P iff there is g ∈ Sp2n(F [[t]]) such that
Wg = SpanF [[t]](t
−k1e1, t−k2e2, . . . , t−klel) (6.6)
where l ≤ n and k1 ≥ k2 ≥ · · · ≥ kk ≥ 1.
Proof. Let U denote the F [[t]]-submodule of F ((t))2n generated by
t−k1e1, t−k2e2, . . . , t−klel, el+1, . . . , en, tk1en+1, . . . , tklen+l, en+l+1, . . . , e2n.
It is easy to see that U ∈ Gr(F ((t))2n). Then
P (U) = SpanF [[t]](t
−k1e1, t−k2e2, . . . , t−klel).
This and the Sp2n(F [[t]])-equivariance of P prove the condition in the Lemma
is sufficient. Conversely if W = P (U) for U ∈ Gr(F ((t))2n), then U =
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F [[t]]2ng for some g ∈ Sp2n(F ((t))). By the Bruhat decomposition, we write
g as
g = b1 diag(t
−k1 , . . . , t−kn , tk1 . . . , tkn) b2
for some k1 ≥ k2 ≥ · · · ≥ kn ≥ 0, b1, b2 ∈ Sp2n(F [[t]]). Let kl be the 1st in
ki’s that is not 0, then
P (U) = SpanF [[t]](t
−k1e1, t−k2e2, . . . , t−klel) · b2
This proves the condition is also necessary. 
ForW ∈ Gr(t−1F [t−1]2n),W+F [[t]]2n is an F [[t]]-submodule of F ((t))2n.
Since the symplectic form 〈, 〉 on F ((t))2n satisfies the property 〈ta, b〉 =
〈a, tb〉, the radical R of the restriction of 〈, 〉 on W + F [[t]]2n is an F [[t]]-
submodule and R ⊂ F [[t]]2n. The quotient F [[t]]-module
W˜
def
= (W + F [[t]]2n)/R
has the induced symplectic form 〈, 〉 and it satisfies the condition 〈ta, b〉 =
〈a, tb〉, i.e., W˜ has the structure of an snt-module (See Section 1 [3] for
definition of an snt-module). In the case that W is the right hand side of
(6.6), the snt-module W˜ is isomorphic to
Hk1 ⊕ · · · ⊕Hkl ,
where Hk is as in (1.9) [3]. Recall from [3], Section 2, that for an snt-
module W˜ , we used the symbol Gr(W˜ , t) to denote the set of Lagrangian
subspaces of W˜ which are also F [[t]]-submodules. We now prove that there
is a bijection from Gr(W˜ , t) to the set
Gr(F ((t))2n)≤W
def
= {U ∈ Gr(F ((t))2n) | π−(U) ⊂W}. (6.7)
For U as in (6.7), since π−(U) ⊂W , we have U ⊂W +F [[t]]2n, so U/U ∩R
is an F [[t]]-submodule of W˜ . And the fact that U is a Lagrangian subspace
of F ((t))2n implies that U/U ∩R is a Lagrangian subspace of W˜ . Therefore
U/U ∩ R ∈ Gr(W˜ , t). Conversely if M ⊂ W˜ is an element in Gr(W˜ , t),
then the inverse image of M under the canonical map W + F [[t]] → W˜ is
an element in Gr(F ((t))2n). This proves
Lemma 6.4 The map Gr(F ((t))2n)≤W → Gr(W˜ , t) given by U 7→ U/U∩R
is a bijection.
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In the snt-module W˜ , F [[t]]2n/R ∈ Gr(W˜ , t), and W/W ∩ R = W is a
Lagrangian subspace of W˜ , but in general W is not an F [[t]]-submodule of
W˜ , i.e., W /∈ Gr(W˜ , t). We have decomposition
W˜ =W ⊕ F [[t]]2n/R
into a sum of Lagrangian subspaces. As in Section 8 [3] we have
S((W ⊗ V )A)
as a model of the Weil representation for the symplectic group Sp((W˜ ⊗
V )A), and the groups Sp(W˜ , t)A and G
q(F [[t]])A) form a commuting pair
in Sp((W˜⊗V )A). For each f ∈ S((W⊗V )A), we defined in [3] the Eisenstein
series
Et(f) =
∑
H∈Gr(W˜ ,t)
E(f,H).
Compare the formula E(f,H) in Section 8 [3] and the formula E(f, U)
in (6.4) above, we see that if H corresponds to U in the correspondence in
Lemma 6.4, then E(f,H) = E(f, U).
Therefore we have
Lemma 6.5 We use the same symbol f to denote the restriction of f on
(W ⊗ V )A, then t-Eisenstein series Et(f) for the snt-module W˜ is
Et(f) =
∑
U∈Gr(F ((t))2n)≤W
E(f, U).
And EtW (f) in Section 8 [3] is
EtW (f) = EW (f).
When f ∈ S((W⊗V )A) is the restriction of Tgφ ∈ S((t−1F [t−1]2n⊗V )A)
for T, g, φ as in Theorem 5.3 , since Et(f) is part of series for E(f), we know
from Theorem 5.3 that E(f) converges absolutely, therefore Et(f) converges
absolutely. We shall prove a stronger convergence result:
Theorem 6.6 Suppose dimV > 6n + 2 and W ∈ ImP , then Et(φ) con-
verges absolutely and the convergence is uniform for φ in a compact subset
of S((W ⊗ V )A).
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This Theorem implies Theorem 3.3 [3]. To prove Theorem 6.6, we intro-
duce some useful terminology. A subset C ⊂ S((t−1F [t−1]2n⊗V )A) is called
quasi-compact if it satisfies the following two conditions: (1) there is a finite
set S of places of F including all infinite places such that for v /∈ S, every
f ∈ C is of the form f = f ′f0 where f ′ is in S(Πv∈S(t−1F [t−1]2n ⊗ V )Fv)
and f0 = Πv/∈Sφ0,v, where φ0,v is as Lemma 2.6. (2) For every finite dimen-
sional space W ⊂ t−1F [t−1]2n ⊗ V , the restriction of C to WA is a subset
of some compact subset of S(WA). We give an example of a quasi-compact
subset. Let t−1F [t−1]2n⊗V =W ′×W ′′ be a decomposition of vector spaces
such that W ′ is finite dimensional. Let C1 ⊂ S(W ′A) be a compact subset,
and f2 ∈ S(W ′′A) be a fixed function, then for each f1 ∈ C1, f1(x1)f2(x2)
(where x1 ∈ W ′A, x2 ∈ W ′′A ) is a function on (W ′ ×W ′′)A, so C1f2 can be
regarded as a subset of S((W ′ ×W ′′)A) = S((t−1F [t−1]2n ⊗ V )A), this set
is clearly quasi-compact. We also have the concept of quasi-compact subset
of S(t−1Fv[t−1]2n ⊗ Vv): a subset is called quasi-compact if its restriction
on each finite dimensional subspace W is a subset of a compact subset in
S(W ).
Now we fix a place v. Recall in Section 2, we defined for each simple
root αi (i = 0, 1, . . . , n) , a subgroup Kαi ⊂ S˜p2n(Fv((t))).
Lemma 6.7 If C ∈ S(t−1Fv[t−1]2n⊗Vv) is a quasi-compact set, the for each
simple root αi, KαiC is also quasi-compact.
Proof. If i = 1, . . . , n, since Kαi ⊂ Sp2n(Fv) is a compact subset, and for
g ∈ Sp2n(Fv), f ∈ C,
(gf)(x) = f(xg).
It is clear that KαiC is quasi-compact. It remains to prove the Lemma for
the case Kα0 . In the notation of Section 2.2, Kα0 is a maximal compact
subgroup Gα0 , and Gα0 is generated by root vectors xθ(ct
−1) and x−θ(ct) (
c ∈ Fv). We first note that if B is a compact subset in Fv, then the following
subsets
{xθ(ct−1) | c ∈ B}C, {x−θ(ct) | c ∈ B}C
are quasi-compact. This can be easily seen from the action formula of
xθ(ct
−1) and x−θ(ct) in (2.11). We notice that a partial Fourier transform
maps a quasi-compact set to a quasi-compact set, and a map that permutes
the variables maps a quasi-compact set to a quasi-compact set. Having no-
ticed these facts, we divide our proof into two cases. If v is a finite place,
let Ov denote the ring of integers of Fv. Consider each element
g =
(
u v
w s
)
∈ SL2(Ov). (6.8)
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We claim g is in one of the following two sets:
{
(
1 0
c 1
)(
h 0
0 h−1
)(
1 b
0 1
)
|h ∈ O∗v , b, c ∈ Ov}
{
(
1 1
0 1
)(
1 0
c 1
)(
h 0
0 h−1
)(
1 b
0 1
)
|h ∈ O∗v , b, c ∈ Ov}
In fact, if u ∈ O∗v , then g is in the first set, if u /∈ O∗v , then v(u) ≥ 1, since
us− vw = 1, we must have w ∈ O∗v , then(
1 −1
0 1
)
g
is in the first set, so g is in the second set. Therefore every g ∈ Kα0 is in
one of the two sets
B1 = S
1{xθ(ct−1)hθ(h)x−θ(bt) |h ∈ O∗v , b, c ∈ Ov}
B2 = S
1{x−θ(t)xθ(ct−1)hθ(h)x−θ(bt) |h ∈ O∗v , b, c ∈ Ov}
It is clear that B1C and B2C are quasi-compact. So Kα0C ⊂ B1C ∪ B2C is
also quasi-compact. For the case Fv = R and for every g ∈ Kα0 , let(
cos θ sin θ
−sin θ cos θ
)
be its image in SO2. If |cos θ| ≥
√
2
2 , using the identity(
cos θ sin θ
−sin θ cos θ
)
=
(
1 0
− sin θcos θ 1
)(
cos θ 0
0 cos−1 θ
)(
1 sin θcos θ
0 1
)
,
we see that g is in
B3
def
= S1{xθ(ct−1)hθ(h)x−θ(bt) |
√
2
2
≤ |h| ≤ 1, |b| ≤ 1, |c| ≤ 1}.
If |cos θ| ≤
√
2
2 , then wα0(1)g is in B3 above. Therefore Kα0C ⊂ B3C ∪
wα0(1)B3C which is quasi-compact. A similar proof works for Fv = C. 
Lemma 6.8 Let W ∈ ImP , then there exists a positive integer l (depend-
ing on W ) such that each r ∈ Sp2n(F 〈t〉) satisfying the condition that
P (F [[t]]2nr) ⊂W can be written as
r = bk1k2 . . . kl
where b ∈ BA and ki is in ΠvKv,α for some simple root α.
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Proof. We may assume that W = SpanF [[t]]{t−j1e1, t−j2e2, . . . , t−jmem}
where m ≤ n. By the Bruhat decomposition, every r can be written as
r = b1wb2 for b1, b2 ∈ BF and w ∈ W . The condition on r implies that the
length l(w) of w is bounded, say l(w) ≤ l for all r satisfying the condition
in the lemma. Then we use the BN-pair and the argument as in p.99 [6] to
show that r can be written as
r = bk1k2 . . . kl
with ki ∈ ΠvKv,αi for some simple root α. 
Lemma 6.9 Let C be a quasi-compact subset of S((t−1F [t−1]2n ⊗ V )A), let
W ∈ ImP . There is a constant C depending only on C and W such that
for every r ∈ Sp2n(F 〈t〉) satisfying the condition that π−(F [[t]]2nr) ⊂ W ,
f ∈ C, we have
(rTf)(0) ≤ Ch˜(rT )m.
Proof. By Lemma 6.8, we can write r = bk1 . . . kl, so
(rTf)(0) = h˜(rT )m(k1 . . . klf)(0).
By Lemma 6.7, k1 . . . klf varies over some quasi-compact subset C′; then
there is a constant C satisfying
|(k1 . . . klf)(0)| ≤ C
for all f ∈ C . .
Proof of Theorem 6.6. Consider C0 a compact subset of S((W ⊗ V )A), we
choose a complement W ′ of W in t−1F [t−1]2n, i.e., W ⊕W ′ = t−1F [t−1]2n,
and we choose a function f ∈ S((W ′⊗V )A), then T−1C0f is a quasi-compact
subset of S((t−1F [t−1]2n ⊗ V )A). Consider for φ ∈ C0,
EtW (φ) =
∑
r∈Sp2n(F [[t]])\Sp2n(F ((t))):P (F [[t]]2nr)⊂W
(rTT−1φ)(0)
By Lemma 6.9, there is a constant C such that
|(rTT−1φ)(0)| ≤ Ch˜(rT )m.
Therefore
|EtW (φ)| ≤ C
∑
r∈Sp2n(F [[t]])\Sp2n(F ((t))):P (F [[t]]2nr)⊂W
h˜(rT )m,
since m > 6n+ 2, the right hand side is convergent by Theorem 5.3. 
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7 Siegel-Weil Formula for Loop Groups
In this section, we prove our main result: the Siegel-Weil formula for loop
groups. Let T, φ be as in Theorem 5.3, and h ∈ G(A〈t〉+). We consider the
theta functional
θ(hTgφ) =
∑
r∈t−1F [t−1]2n
(hTgφ)(r). (7.1)
We fix T, g, φ and denote f = Tgφ and regard (7.1) as a function of h ∈
G(F 〈t〉+)\G(A〈t〉+).
Lemma 7.1 The convergence of series (7.1) is uniform for h ∈ G(A〈t〉+).
Note that the assumption thatG is the orthogonal group of an anisotropic
form implies that G(F 〈t〉+)\G(A〈t〉+) has a compact fundamental domain.
The proof of this lemma is similar to that of Theorem 3.3, where Lemma 3.5
is used. We also remark that G(F 〈t〉+)\G(A〈t〉+) = G(F [[t]])\G(A[[t]]).
Since the convergence of (7.1) is uniform on h ∈ G(A〈t〉+), this function
is continuous. And since we assume the quadratic space V is anisotropic
over F , G(F 〈t〉+)\G(A〈t〉+) is compact, the following integration
I(Tgφ) = I(f)
def
=
∫
G(F 〈t〉+)\G(A〈t〉+)
θ(hf)dh, (7.2)
converges, where dh is the unique G(A〈t〉+)-invariant probability measure
on G(F 〈t〉+)\G(A〈t〉+).
We write h ∈ G(A〈t〉+) in the block form[
αh βh
γh δh
]
with respect to the decomposition
(F ((t))2n ⊗ V )A = (tF [t−1]2n ⊗ V )A ⊕ (F [[t]]2n ⊗ V )A.
Since G(A[[t]]) preserves the second summand, we have γh = 0. Then h · f
is given by
(h · f)(r) = ψ(1
2
〈rαh, rβh〉)f(rαh). (7.3)
Therefore, (7.2) can be written as
I(f) =
∫
G(F 〈t〉+)\G(A〈t〉+)
∑
r∈t−1F [t−1]2n
ψ(
1
2
〈rαh, rβh〉)f(rαh)dh. (7.4)
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We can write the integral (7.4) as a sum of orbital integrals. We first de-
fine right actions of G(A〈t〉+) on (t−1F [t−1]2n⊗V )A and S1×(t−1F [t−1]2n⊗
V )A as follows: for (s, x) ∈ S1 × (t−1F [t−1]2n ⊗ V )A, h ∈ G(A〈t〉+)
xh = xαh, (s, x)h = (sψ(
1
2
〈xαh, xβh〉), xαh).
One checks directly that the above are actions. It is clear that the projection
map
S1 × (t−1F [t−1]2n ⊗ V )A → (t−1F [t−1]2n ⊗ V )A, (s, x) 7→ x
is G(A[[t]])-equivariant. We extend a function f on (t−1F [t−1]2n ⊗ V )A to
a function on S1 × (t−1F [t−1]2n ⊗ V )A which we still denote by f by
f(s, x) = sf(x).
Let Gr and G1,r denote the isotropy subgroups of r and (1, r) in G(F 〈t〉+),
then of course G1,r ⊂ Gr. For r ∈ t−1F [t−1]2n ⊗ V , g ∈ Gr,
ψ(
1
2
〈rαh, rβh〉) = ψ(1
2
〈r, rβh〉) = 1.
because ψ = 1 on F . Hence
G1,r = Gr.
Let O be a set of representatives of G(F 〈t〉+)-orbits in tF [t−1]2n⊗V . Then
I(f) =
∫
G(F 〈t〉+)\G(A〈t〉+)
∑
r∈t−1F [t−1]2n
f((1, r)h)dh
=
∑
r∈O
∫
G(F 〈t〉+)r\G(A〈t〉+)
f((1, r)h)dh. (7.5)
The classification ofG(F 〈t〉+)-orbits (same asG(F [[t]])-orbits) in t−1F [t−1]2n⊗
V is already done in Section 5 [3]. We recall the result: if
x =
l∑
i=1
ui ⊗ vi ∈ t−1F [t−1]2n ⊗ V = t−1F [t−1]2n ⊗F [[t]] V [[t]],
it defines an F [[t]]-map
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fx : V [[t]]→ t−1F [t−1]2n, fx(v) =
∑
i
(vi, v)ui,
here (, ) denotes the F [[t]]-valued bilinear form on V [[t]] that extends the
bilinear form (, ) on V . The image Imfx of fx is finite dimensional, so
Imfx ∈ Gr(t−1F [t−1]2n) . And x can be written as x =
∑l
i=1 ui ⊗ vi
for a quasi-basis u1, . . . , ul of Imfx ( Lemma 5.3 [3]). We have T (x) =∑
i,j(vi, vj)ui ⊗ uj ∈ S2t (Imfx) (see Section 5 [3]). We have
Theorem 7.2 The G(F [[t]])-orbit in t−1F [t−1]2n⊗V are in one-to-one cor-
respondence with the set of pairs W ∈ Gr(t−1F [t−1]2n), i ∈ S2t (W ) such that
U(i)F is not empty. The correspondence is that, the orbit of x corresponds
to the pair (Imfx, T (x)).
This Theorem follows from Theorem 5.8 [3] directly. We put
IW (f) =
∑
r∈O:Imfr=W
∫
G(F [[t]])r\G(A[[t]])
f((1, r)h)dh
Therefore
I(f) =
∑
W∈Gr(t−1F [t−1]2n)
IW (f). (7.6)
Lemma 7.3 LetW ∈ Gr(t−1F [t−1]2n) be in the image of P : Gr(F ((t))2n)→
Gr(t−1F [t−1]2n), then
EW (f) = IW (f). (7.7)
Proof. We consider the snt-module M = W˜ as defined in Section 6. By
Theorem 8.1 [3], EtW (f1) = ItW (f1) for f1 ∈ S((W ⊗ V )A). Notice that
when f1 is the restriction of f on (W ⊗ V )A, we have EW (f) = EtW (f1),
and IW (f) = ItW (f1), so (7.7) holds. 
By the above lemma, and using the fact that EW (f) = 0 for W /∈ ImP ,
we see that
I(f)− E(f) =
∑
W∈Gr(t−1F [t−1]2n):W /∈ImP
IW (f). (7.8)
In the Section 8, we shall prove
Lemma 7.4 If W /∈ ImP , then IW (f) = 0.
From this lemma, we have our main result:
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Theorem 7.5 If dimV > 6n+ 2, for T, g, φ as in Theorem 5.3,
E(Tgφ) = I(Tgφ).
8 Proof of Lemma 7.4
In this section we prove Lemma 7.4 that is used to prove Theorem 7.5. We
consider the F [[t]]-module
X = F ((t))2n ⊗F ((t)) V ((t))/F [[t]]2n ⊗F [[t]] V [[t]].
It is clear that X is isomorphic to the F [[t]]-module
F ((t))/F [[t]] ⊗ F 2n ⊗ F ((t)).
Since Sp2n(F [[t]])×G(F [[t]]) acts on F ((t))2n⊗F ((t))V ((t)) and preserves the
subspace F [[t]]2n ⊗F [[t]] V [[t]], it acts on X as F [[t]]-module isomorphisms.
We view t−1F [t−1]2n as an F [[t]]-module by the identification
t−1F [t−1]2n = F ((t))2n/F [[t]]2n. (8.1)
Since the Sp2n(F [[t]])-action on F ((t))
2n leaves F [[t]]2n invariant, it acts on
t−1F [t−1]2n as F [[t]]-module isomorphisms by the identification (8.1). It is
clear that
X = F ((t))2n ⊗ V/F [[t]]2n ⊗ V = t−1F [t−1]2n ⊗ V.
Similarly, we view t−1V [t−1] as an F [[t]]-module by the identification
t−1V [t−1] = V ((t))/V [[t]],
on which G(F [[t]] acts as F [[t]]-module isomorphisms. We see that the
following F [[t]]-modules
t−1F [t−1]2n ⊗ V, t−1F [t−1]2n ⊗F [[t]] V [[t]]
F 2n ⊗ t−1V [t−1], F [[t]]2n ⊗F [[t]] t−1V [t−1].
are all naturally isomorphic to X. From now on, we identify the above four
spaces. For example, eit
−k ⊗ v in the first space is equal to ei ⊗ vt−k in
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the third space. We have the obvious action of Sp2n(F [[t]]) × G(F [[t]]) on
t−1F [t−1]2n ⊗F [[t]] V [[t]] and F [[t]]2n ⊗F [[t]] t−1V [t−1].
Every x ∈ X, viewed as an element∑i ui⊗vi in t−1F [t−1]2n⊗F [[t]]V [[t]]
defines an F [[t]]-linear map
fx : V [[t]]→ t−1F [t−1]2n, fx(v) =
∑
i
(vi, v)ui,
here (vi, v) denotes the F [[t]]-valued bilinear form on V [[t]] that extends the
bilinear form (, ) on V . The image Imfx of fx is an F [[t]]-submodule of
t−1F [t−1]2n, i.e., Imfx ∈ Gr(t−1F [t−1]2n). Note that x can be written as
x =
∑l
i=1 ui ⊗ vi for a quasi-basis u1, . . . , ul of Imfx ([3] , Lemma 5.3). We
have T (x) =
∑
i,j(vi, vj)ui ⊗ uj ∈ S2t (Imfx) (see [3], Section 5).
On the other hand, x defines an F [[t]]-linear map:
f ′x : F [[t]]
2n → t−1V [t−1], f ′x(v) =
∑
i
〈ai, v〉bi,
where we write
x =
∑
ai ⊗ bi ∈ F [[t]]2n ⊗F [[t]] t−1V [t−1],
and 〈ai, v〉 denotes the F [[t]]-valued symplectic form on F [[t]]2n that extends
the standard symplectic form on F 2n. We have the following analog of
Lemma 5.3 in [3]:
Lemma 8.1 Let x ∈ X, and let b1, . . . , bm be a quasi-basis of Imf ′x, then
there are elements a1, . . . , am ∈ F [[t]]2n such that
(1) SpanF [[t]]{a1, . . . , am} is a primitive submodule of F [[t]]2n and a1, . . . , am
is a basis of SpanF [[t]]{a1, . . . , am}.
(2) x = a1 ⊗ b1 + · · ·+ am ⊗ bm.
The proof is similar to that of Lemma 5.3 in [3], with the role of sym-
plectic space F 2n and quadratic space V interchanged.
For the above x, we define
T ′(x) =
∑
i,j
〈ai, aj〉bi ⊗ bj ∈ ∧2t (Imf ′x).
It is clear that for g ∈ Sp2n(F [[t]]) and h ∈ G(F [[t]]), we have
Imfx·h = Imfx, Imf ′x·g = Imf
′
x, T (x · h) = T (x), T ′(x · g) = T ′(x). (8.2)
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Lemma 8.2 If x ∈ t−1F [t−1]2n ⊗ V , then Imfx ∈ ImP iff T ′(x) = 0.
Proof. If Imfx ∈ ImP , by Lemma 6.2, there is g ∈ Sp2n(F [[t]]) such that
Imfx · g = SpanF [[t]](t−k1e1, t−k2e2, . . . , t−klel),
where l ≤ n. Using Lemma 5.3 [3], we can write
x·g = e1t−k1 ⊗ w1 + e2t−k2 ⊗w2 + · · ·+ elt−kl ⊗wl.
Note that eit
−ki ⊗wi, under the identification X = F [[t]]2n⊗F [[t]] t−1V [t−1],
is in F [[t]]ei ⊗F [[t]] t−1V [t−1]. So x·g is in
∑l
i=1 F [[t]]ei ⊗F [[t]] t−1V [t−1],
therefore T ′(x · g) = 0. By (8.2),
T ′(x) = T ′(x · g) = 0.
Conversely, if T ′(x) = 0. Let
x = a1 ⊗ b1 + · · ·+ am ⊗ bm
be as in Lemma 8.1, so
Imf ′x ∼= F [[t]]/(tk1)b1 ⊕ · · · ⊕ F [[t]]/(tkm)bm,
Then
T ′(x) =
m∑
i,j=1
〈ai, aj〉bi ⊗ bj = 0
implies that
〈ai, aj〉 = 0 mod tmin(ki,kj) (8.3)
for all i, j. Since a1, . . . , am satisfies (1) in Lemma 8.1, we see a1, . . . , am
project to linearly independent elements in F [[t]]2n/tF [[t]]2n. And (8.3)
implies that the constant coefficients of a1, . . . , am span an isotopic subspace
of F 2n. Therefore m ≤ n. Taking the standard symplectic basis e1, . . . , e2n
of F [[t]]2n, we have
〈ai, aj〉 = 〈ei, ej〉 mod tmin(ki,kj),
for 1 ≤ i, j ≤ m. We claim that we can alter a1, . . . , am to another set
a˜1, . . . , a˜m such that
a˜i = ai mod t
ki , for 1 ≤ i ≤ m (8.4)
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and
〈a˜i, a˜j〉 = 〈ei, ej〉 = 0 for 1 ≤ i, j ≤ m. (8.5)
The proof of this claim is similar to that of Lemma 5.6 in [3], with the
role of the symplectic space F 2n and quadratic space V interchanged. The
equation (8.4) implies that
x = a˜1 ⊗ b1 + · · ·+ a˜m ⊗ bm.
In turn (8.5) implies that we can extend the a˜i to a symplectic basis a˜1, . . . , a˜2n
of F [[t]]2n. Then the F [[t]]-isomorphism g : ei 7→ a˜i ( i = 1, . . . , 2n) is
in Sp2n(F [[t]]). So x = y · g, where y = e1 ⊗ b1 + · · · + em ⊗ bm. So
we have Imfx = Imfy · g. It is clear that Imfy is an F [[t]]-submodule
of W
def
= SpanF [[t]]{e1t−l1 , . . . , emt−lm} for non-negative integers l1, . . . , ln.
Since m ≤ n, W is in ImP . It follows from Lemma 8.3 below that Imfy is
in ImP . Therefore Imfx = Imfy · g ∈ ImP . This completes the proof. 
Lemma 8.3 If W ∈ Gr(t−1F [t−1]2n) is in ImP and W1 ⊂ W is an F [[t]]-
submodule. Then W1 is also in ImP .
Proof. By the assumption, W = π−(U) for some U ∈ Gr(F ((t))2n). Let
U ′ = {x ∈ U | pi−(x) ∈W1} and
U ′′ = {y ∈ F [[t]]2n | 〈y, x〉 = 0 for all x ∈ U ′}.
Then U1
def
= U ′ + U ′′ ∈ Gr(F ((t))2n) and π−(U1) =W1. 
We consider the group
O1(F [[t]])
def
= {g ∈ O(F [[t]]) | g ≡ 1 mod t}.
It is an inverse limit of finite dimensional unipotent groupsO1(F [[t]])/Ok(F [[t]]),
Ok(F [[t]]) being the subgroup of O1(F [[t]]) consisting of g such that g ≡ 1
mod tk. Let o1(F [[t]]) denote the space of all F ((t))-linear maps
α : V ((t))→ V ((t))
such that
V [[t]]α ⊂ tV [[t]] and (v1g, v2) + (v1, v1g) = 0 (8.6)
for all v1, v2 ∈ V [[t]], where (, ) denote the F [[t]]-valued bilinear form on
V [[t]] that extends (, ) on V . Since we assume group O(F [[t]]) acts on V [[t]]
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from the right, we assume EndF [[t]]V [[t]] operates on V [[t]] from the right
as well. The Lie algebra o1(F [[t]]) is an inverse limit of finite dimensional
nilpotent Lie algebras o1(F [[t]])/ok , where ok consists of α such that α ≡ 0
mod tk. We have the exponential map:
exp : o1(F [[t]])→ O1(F [[t]]), exp(α) =
∞∑
k=0
αk
k!
which is a bijection.
For x ∈ X with Imfx /∈ ImP , we have T ′(x) 6= 0 by Lemma 8.2. We
let W = Imf ′x. Then W is an F [[t]]-submodule of t−1V [t−1]. Consider
W + V [[t]] ⊂ V ((t)). It is an F [[t]]-submodule of V ((t)). Let
gW = {α ∈ o1(F [[t]]) | (W + V [[t]])α ⊂ V [[t]]}.
It is easy to see that gW is a Lie subalgebra of o1(F [[t]]). In V ((t)), we
define an F -valued bilinear form by
(u, v)F = Res(u, v),
where (u, v) is the F ((t))-valued bilinear form that extends the bilinear
form on V , and Res(u, v) is the the coefficient of t−1 in (u, v). We have, for
u, v ∈ V ((t)),
(tu, v) = (u, tv). (8.7)
It is easy to see that V [[t]] and t−1V [t−1] are maximal isotropic subspaces
of (V ((t)), (, )F ). Set
W⊥ = {u ∈ V [[t]] | (u,w)F = 0 for all w ∈W}.
Because of (8.7), W⊥ is an F [[t]]-submodule of V [[t]]. We let
W ′ = V [[t]]/W⊥.
We have a non-degenerate pairing (, )F : W ×W ′ → F induced from (, )F
on V ((t)), which satisfies (8.7). We call an F [[t]]-linear map φ : W → W ′
skew symmetric if
(w1, φ(w2))F = −(w2, φ(w1))F .
The space of skew-symmetric F [[t]]-linear maps is identified with the dual
space of ∧2t (W ), the subspace of all skew-symmetric tensors in W ⊗F [[t]]W .
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The identification is as follows: the paring of φ with
∑l
i=1 wi⊗ w¯i ∈ ∧2t (W )
is
(φ,
l∑
i=1
wi ⊗ w¯i) =
l∑
i=1
(wi, φ(w¯i))F .
For each α ∈ gW , we have
V [[t]]α ⊂W⊥. (8.8)
The proof is as follows. For v ∈ V [[t]], w ∈W ,
(w, vα)F = Res(w, vα) = Res(−(wα, v)) = 0.
The last equality follows from the fact wα ∈ V [[t]] and (wα, v) ∈ F [[t]].
Each g ∈ gW induces an F [[t]]-map
g¯ :W = (W + V [[t]])/V [[t]]→ V [[t]]/W⊥ =W ′.
We have a commutative diagram
W + V [[t]]
g−→ V [[t]]
↓ π ↓ π′
W
g¯−→ W ′
(8.9)
Where π : W + V [[t]] → W = W + V [[t]]/V [[t]] and π′ : V [[t]] → W ′ =
V [[t]]/W⊥ denote the natural projections. Since g is skew-symmetric, g¯ is
skew-symmetric. So we have a map
gW → (∧2t (W ))∗, g 7→ g¯. (8.10)
Lemma 8.4 The above map (8.10) is onto.
Before proving this lemma, we need
Lemma 8.5 (1) The rank of every finite dimensional F [[t]]-submodule W
of t−1V [t−1] is at most dimV . (2) If the rank of W is dimV , then t−1V [[t]] ⊂
W + V [[t]]. (3). If the rank of W is less than dimV , we can find an F [[t]]-
submodule W c in t−1V [t−1] such that W ∩W c = {0} and W +W c has rank
dimV .
Proof. Recall that the rank of W is equal to dimW/tW and also equal to
the number of elements in a quasi-basis of W . It is easy to see that W has
a quasi-basis w1, . . . , wr of the form
wi = vit
−ki + higher terms
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such that v1, . . . , vr ∈ V are linearly independent. Therefore r ≤ dimV .
This proves (1). For (2) and for the quasi-basis w1, . . . , wr as above, since r =
dimV , v1, . . . , vr is basis of V . ThenW contains t
k1−1w1 = t−1v1, . . . , tkr−1wr =
t−1vr. ThereforeW +V [[t]] ⊃ t−1V [[t]]. For (3), again we take a quasi-basis
w1, . . . , wr as above, since v1, . . . , vr is linearly independent, we can find
m = dimV − r vectors vc1, . . . , vcm so that v1, . . . , vr, vc1, . . . , vcm is a basis of
V . Then
W c = spanF [[t]]{t−1vc1, . . . , t−1vcm}
satisfies the requirements in (3). 
Proof of Lemma 8.4. We first prove the lemma under the condition that
the rank of W is equal to dimV . By Lemma 8.5 (2), t−1V [[t]] ⊂W + V [[t]].
If g ∈ EndF [[t]](V ((t)) satisfies (W + V [[t]])g ⊂ V [[t]], then (t−1V [[t]])g ⊂
V [[t]], which implies that V [[t]]g ⊂ tV [[t]]. For arbitrary skew-symmetric
g¯ : W → W ′, we can find an F [[t]]-linear map g˜ : W + V [[t]] → V [[t]] such
that the diagram (8.9) is commutative. Since W + V [[t]] and V [[t]] are free
F [[t]]-modules, g˜ extends to an F ((t))-map
V ((t)) = (W + V [[t]])⊗F [[t]] F ((t))
to
V ((t)) = V [[t]]⊗F [[t]] F ((t))
which we still denote by g˜. Let g˜∗ : V ((t)) → V ((t)) be the dual of g˜ :
V ((t))→ V ((t)), i.e., g˜∗ satisfies
(v1g˜
∗, v2) = (v1, v2g˜)
for all v1, v2 ∈ V ((t)). We claim g˜ − g˜∗ ∈ o1(F [[t]]). It is clear that g˜ − g˜∗
satisfies the 2nd condition of (8.6). To prove it also satisfies the 1st condition
of (8.6), we need to prove
(W + V [[t]])g˜∗ ⊂ V [[t]]. (8.11)
We take w ∈W + V [[t]], v ∈ V [[t]], then
(wg˜∗, v)F = Res(wg˜∗, v) = Res(w, vg˜). (8.12)
Since vg˜ ∈ W⊥, (8.12)= 0, and this is true for all v, so wg˜∗ ∈ V [[t]]. This
proves (8.11), therefore we have proved g˜ − g˜∗ ∈ o1(F [[t]]). It is clear that
the image of 12(g˜ − g˜∗) is g¯.
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For the case that the rank of W is smaller than dimV , we take W c as in
(3) of Lemma 8.5. Then
(W +W c)′ ∼=W ′ ⊕ (W c)′.
If we have g¯ :W →W ′ is in ∧2t (W ), we extend g¯ to g¯ : W+W c ∼= (W+W c)′
by setting (w + wc)g¯ = wg¯ , then there is g ∈ gW+W c such that g maps to
g¯. It is clear that gW+W c ⊂ gW . Then g ∈ gW maps to g¯. 
Proof of Lemma 7.4. It is enough to prove that if x ∈ t−1F [t−1]2n ⊗ V such
that W = Imfx /∈ ImP , then∫
G(F 〈t〉+)x\G(A〈t〉+)
f((1, x)h)dh = 0. (8.13)
The left hand side of (8.13) equals to∫
G(F 〈t〉+)x\G(A〈t〉+)
ψ(
1
2
〈xαh, xβh〉)f(xαh)dh. (8.14)
If h = h1h2 with h1 ∈ G(A〈t〉+)x, then
αh = αh1αh2 , βh = αh1βh2 + βh1δh2 .
Using xαh1 = x, we have
〈xαh, xβh〉 (8.15)
= 〈xαh1αh2 , x(αh1βh2 + βh1δh2)〉
= 〈xαh2 , xβh1δh2〉+ 〈xαh2 , xβh2〉.
Notice that
〈xαg, yδg〉 = 〈x, y〉
for arbitrary g ∈ S˜p2N (A〈t〉). We therefore have
〈xαh, xβh〉 = 〈x, xβh1〉+ 〈xαh2 , xβh2〉. (8.16)
Using (8.16), the integral (8.14) equals∫
G(F 〈t〉+)x\G(A〈t〉+)x
ψ(
1
2
〈x, xβh1〉)dh1 (8.17)
times ∫
G(A〈t〉+)x\G(A〈t〉+)
ψ(
1
2
〈xαh2 , xβh2〉)f(xαh2)dh2.
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It is sufficient to prove (8.17) is 0. Notice that the map
χ : G(A〈t〉+)x → S1, h 7→ ψ(1
2
〈x, xβh〉)
is a character of G(A〈t〉+)x which is trivial on G(F [[t]])x. Therefore to prove
(8.17)=0, we only need to prove χ is non-trivial on G(A〈t〉+)x. It is enough
to prove that for each place v, the character
χv : G(Fv [[t]])x → S1, h 7→ ψv(1
2
〈x, xβh〉)
is non-trivial. It is sufficient to prove the group homomorphism
φ : G(Fv [[t]])x → A(Fv) : h 7→ 〈x, xβh〉
is onto, where A denotes the one-dimensional additive group. The morphism
φ factors through a finite-dimensional quotient of G(Fv [[t]])x. It is sufficient
to prove the Lie algebra map dφ is not trivial. LetW = Imf ′x and gW (Fv) =
gW ⊗ Fv. By Lemma 8.4, we have a surjective map
gW (Fv)→ ∧2t (Wv). (8.18)
And by Lemma 8.2, we have T ′(x) 6= 0 because of our assumption that
Imfx /∈ ImP . We may take b ∈ gW (Fv) such that
(T ′(x), b¯)) 6= 0,
where b¯ : W → W ′ is the map induced from b : W + V [[t]] → V [[t]] as in
(8.9). For every ǫ ∈ Fv,
g(ǫ) =
∞∑
k=0
ǫkbk
k!
∈ G(Fv [[t]]).
Since
(W + V [[t]])vb ⊂ V [[t]]v,
xb ∈ V [[t]]v
so xαg(ǫ) = x, i.e., g(ǫ) ∈ G(Fv [[t]])x for all ǫ ∈ Fv , . It is easy to see that
〈x, xβg(ǫ)〉
is a polynomial of ǫ whose ǫ-term is
(T ′(x), b¯) 6= 0.
This proves that dφ is not 0 and therefore Lemma 7.4. .
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