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We investigate the electrical conductivity of spin-polarized graphene in the presence of short-
ranged magnetic scatterers within the relaxation time approximation and the semi-classical Boltz-
mann approach. Spin-flip scattering of the itinerant electrons from the majority spin sub-band into
the minority one results in a minimum in the electrical resistivity at a finite temperature. While
this behavior is reminiscent of the renowned Kondo effect, it has an entirely different origin and
differs from the Kondo effect in several aspects. In particular, unlike the Kondo effect, this is a
single particle phenomena, and it does not require antiferromagnetic coupling between the magnetic
moments of impurities and spins of the itinerant electrons.
PACS numbers: 72.80.Vp, 72.10.-d, 72.25.-b, 72.15.Lh
I. INTRODUCTION
A huge activity in fundamental and applied physics
and even chemistry of graphene has been triggered in
the last few years due to its peculiar electronic, mechan-
ical, optical and chemical properties1–6. In particular,
the excitations in graphene behave in a similar way as
massless Dirac fermions which leads to many intriguing
phenomena in its electronic properties. Some of these ef-
fects which have been experimentally confirmed are new
types of the quantum Hall effect, Klein tunneling, and
non-vanishing metallic conductivity at neutrality point.
Electronic transport in graphene in particular has been
a central subject of interest7–15. In early studies of
graphene’s conductivity, neutral short-ranged scatterers
were considered and the conductivity had been predicted
to be independent of the carrier density. On the other
hand linear dependance of the conductivity on the car-
rier density was observed in experiments. Inclusion of
long-ranged charged scatterers was essential for an ade-
quate description of these experimental observations (for
a throughout review of the subject, see, Ref. [7] and ref-
erences therein). The effect of magnetic scatterers on
charge transport has also been investigated, mainly in
the context of the Kondo effect16–18. Magnetic scatter-
ing centers usually originate from a magnetic ad-atom or
a lattice vacancy, but also from an edge effect. Graphene
with dilute magnetic doppings have been also explored
for magnetic ordering and for the so called RKKY cou-
pling of impurities19–24.
Recently the potential of graphene for spintronics ap-
plications has been revealed since it shows long spin re-
laxation lengths of few microns at room temperature25.
Subsequently, the interest in studying magnetic proper-
ties of graphene in one hand and transport properties of
magnetized graphene on the other hand has increased.
Magnetized graphene or more precisely graphene with
spin imbalance has been suggested to be realized in a va-
riety of ways. Some theoretical studies predict intrinsic
ferromagnetic correlations can exist in graphene sheets26
and nanoribbons27. Another possible way is to use an
insulating ferromagnetic substrate or alternatively add a
magnetic material or magnetic impurities on top of the
graphene sheet28–30. Thanks to the gapless excitation
spectrum of graphene, and fine tunability of its chem-
ical potential through external gates, the splitting en-
ergy between up and down spin carriers in spin-polarized
graphene could be made comparable, or even larger than
the chemical potential. In this regime majority and mi-
nority spin electrons can manifestly become of electron
and hole like nature, respectively. Several properties of
spin-polarized graphene in this spin-chiral regime have
been already explored by some of us31–36.
In this work we study the electrical conductivity of
spin-polarized graphene considering short-ranged mag-
netic impurities as the sole source of scattering and re-
sistance. We use semiclassical Boltzmann formalism and
the relaxation time approximation. As the density of
states (DOS) of graphene linearly depends on energy,
minority and majority spin electrons in spin-polarized
graphene will clearly have different DOS. In particular,
when the spin splitting is equal to the chemical poten-
tial, the DOS of minority spin carriers vanishes. This
will have remarkable effects on the rates of spin-flip scat-
terings from majority to minority (and vice versa) spin
sub-bands. As a result, a minimum at finite temperature
in the total resistivity will appear. While this feature
resembles the well known Kondo effect, the underlying
physics of these two phenomena are totally different.
This article is organized as follows. In Sec. II, we in-
troduce our model and explain the method we use to
calculate the resistivity in the presence of magnetic im-
purities within the Boltzmann method and the relaxation
time approximation. In Sec. III, we present and discuss
our numerical results for the resistivity of spin polarized
graphene. Finally, in Sec. IV, we conclude and summa-
rize our main findings.
II. MODEL AND FORMALISM
We consider a spin-polarized graphene sheet which can
be described by the following Hamiltonian at low energies
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2near Dirac points (K or K′),
H0 = vFsˆ0 ⊗ σˆ · p− hsˆz ⊗ σˆ0 , (1)
with Fermi velocity vF, momentum p = (px, py), ex-
change splitting h > 0, and σˆ = (σˆx, σˆy). The Pauli
matrices σˆi and sˆi with i = 0, .., 3 operate on pseudo-spin
space (characterized by two different trigonal sub-lattices
A and B of the hexagonal structure of graphene), and
spin, respectively. Moreover, σˆ0 and sˆ0 represent unit
matrices of corresponding spaces, and ⊗ refers to the di-
rect Kronecker product of two spaces. Diagonalizing the
Hamiltonian (1) we end up with the following eigenstates
ψ†kα↑ =
1√
2
(
αeiφk 1 0 0
)
,
ψ†kα↓ =
1√
2
(
0 0 αeiφk 1
)
,
(2)
corresponding to the eigenvalues
εkαs = αh¯vF|k| − sh (s =↑, ↓) , (3)
where α = ± refers to conduction (+) and valence (-)
band excitations, and φk = arctan (ky/kx) indicates the
propagation angle.
The effect of magnetic impurities can be taken into
account via a short range interaction between the spin of
itinerant electrons sˆe and the local moment of impurity
Sˆ(r = 0) given by37,
Hs−d = J
N
Sˆ · sˆe ⊗ σˆ0 . (4)
Here J is the exchange integral between itinerant elec-
trons and the electrons of the localized impurities and N
is the total number of atoms in the crystal. If the con-
centration of magnetic impurities is very low, we can use
the single impurity approximation where the interaction
between the impurities is neglected. Then, the interac-
tion between spin of the conduction electrons and spin
of the magnetic impurities can be modeled by the single
impurity s− d Hamiltonian,
V =
J
N
∑
kk′,αα′
[
S+c†k′α′↓ckα↑ + S
−c†k′α′↑ckα↓
+Sz(c†k′α′↑ckα↑ − c†k′α′↓ckα↓)
]
, (5)
where, ckαs (c
†
kαs) destroys (creates) an electron with
momentum k and spin s in the α-band of graphene, and
S± = Sx±iSy. The first two terms in Eq. (5) are respon-
sible for the spin-flip scatterings while the last term is re-
sponsible for the spin-conserving scatterings. We assume
that all the magnetic impurities have the same moment
M .
In order to calculate the resistivity in the presence
of magnetic impurities, we use the Boltzmann transport
theory in the relaxation time approximation scheme. The
relaxation time for each process which can be either spin-
conserving or spin-flipping, can be found from the rela-
tion
1
τsα,s′α′(k)
=
∫
dk′
(2pi)2
Wkαs,k′α′s′ (1− cosφkk′) , (6)
where φkk′ = φk′−φk is the angle between scattering and
incidence directions, and the scattering rates Wkαs,k′α′s′
in the first-order Born approximation are given by the
Fermi’s Golden rule
Wkαs,k′α′s′ =
2pi
h¯
nimp |Tkαs,k′α′s′ |2 δ (εkαs − εk′α′s′) ,
(7)
with nimp being the density of magnetic impurities. The
scattering probabilities follow from the s− d potential of
magnetic impurities,
Tkαs,k′α′s′ = 〈k′α′s′| ⊗ 〈M ′z|V |Mz〉 ⊗ |kαs〉 , (8)
in which we choose the basis as the multiplication of
conduction electron state |kαs〉 and impurity spin state
|Mz〉. We drop the indices Mz and M ′z in Tkαs,k′α′s′ since
for any Mz the final state of impurity spin M
′
z is deter-
mined with the incident and scattered electrons spin s
and s′. In fact, for spin-conserving processes M ′z = Mz,
and for spin-flip process M ′z = Mz ± 1 for s = −s′ =↑
and s = −s′ =↓, respectively.
Note that, in a spin-conserving scattering i.e., s′ =
s, energy conservation implies α′ = α, while in a spin-
flip scattering i.e., s′ = −s, depending on the energy
of scattered electron ε, either α′ = α (for |ε| > h) or
α′ = −α (for −h < ε < h) is permitted.
The amplitudes of elastic spin-conserving processes
are given by Tkα↑,k′α↑ = −Tkα↓,k′α↓ = (JΩMz)Fkα,k′α
with Ω indicating the area of the unit cell. Similarly,
the amplitudes of spin-flip processes are Tkα↑,k′α′↓ =
A+Fkα,k′α′ and Tkα↓,k′α′↑ = A−Fkα,k′α′ , in which A± =
JΩ [S(S + 1)−Mz(Mz ± 1)]1/2 and the form factor is
given by
Fkα,k′α′ =
1
2
[
1 + αα′ei(φk′−φk)
]
. (9)
Assuming randomly oriented spins for magnetic impu-
rities we can use the average square value 〈M2z 〉 =
S(S + 1)/3 instead of M2z and then the relaxation times
are obtained as,
1
τsα,sα
= pi
〈M2z 〉
8h¯
J2Ω2nimpνs(εkαs) , (10)
1
τsα,−sα′
=
〈M2z 〉
2h¯
J2Ω2nimpν−s(εkαs)Bαα′(φk) , (11)
where νs(ε) = |ε + sh|/pi(h¯vF )2 is the DOS of s-spin
electrons, and Bαα′(φk) = (2 cosφk−pi/2)(αα′−1)+pi/2
introduces a dependence on the incidence angle φk.
We can also define the relaxation time of spin-s elec-
trons as τ−1sα (k) = τ
−1
sα,sα(k)+ τ
−1
sα,−sα′(k), which is based
3on the fact that the total rate of scattering for spin-s elec-
trons is the sum of the corresponding spin-conserving and
spin-flipping scattering rates. Then the conductivity for
each spin channel follows from,
ρ−1s = σs = −
e2v2F
2
∑
α
∫
dk
(2pi)2
τsα(k)
∂f
∂εkαs
. (12)
Here f(ε) = 1/[1+e(ε−µ)/(kBT )] is the Fermi-Dirac distri-
bution function in which µ and T indicate the chemical
potential measured from the non-magnetic state neutral-
ity point and temperature, respectively, and kB is the
Boltzmann constant. Inserting the relations for relax-
ation times from Eqs. (10) and (11) into Eq. (12), and
changing the integration variables from k to energy ε and
incidence angle φk, we end up with the following form for
the conductivity of spin-s channel,
σs (kBT/h, µ/h) = σ0
∫
dε(−∂f
∂ε
)Γs(ε) , (13)
with
Γs(ε) =
∫
dφ
1
1 + (4/pi)B(φ)ν−s(ε)/νs(ε)
. (14)
Here 1/σ0 = ρ0 = (pi
2nimp/3h¯e
2v2F )S(S + 1)(JΩ)
2, and
B(φ) = (2 cosφ− pi/2)(sgn(|ε| − h)− 1) + pi/2. The rela-
tion for B(φ) follows directly from Bαα′(φk) introduced
above and the fact that the band indices α and α′ for
two spin species are the same for energies |ε| > h and
opposite to each other when −h < ε < h. Now the total
conductivity can be obtained from the sum of two spin
conductivities σ = σ↑ + σ↓, since the two spin channels
effectively conduct the electrons similar to the two resis-
tors in parallel.
III. RESULTS
As it is clear from Eq. (13) the resistivity of the sys-
tem is a function of temperature T and chemical poten-
tial µ scaled with the exchange field h. Figure 1 shows
the resistivity of each spin channel and the total resis-
tivity as functions of µ/h for different temperatures. We
first discuss the very low temperatures when the resis-
tivities ρs directly follow Γs(µ). The up spin resistivity
ρ↑ shows a minimum at µ ≈ h since at this point the
DOS for down spins vanishes and subsequently no spin-
flip scattering can happen. This leads to an increase in
the relaxation time τ↑ and subsequent decline in the re-
sistivity. On the other hand resistivity of down spins ρ↓
increases in the vicinity of µ = h. This can be understood
from the fact that the density of spin down carriers it-
self vanishes close to this point and as a result resistivity
of down spin channel diverges at µ = h, when the tem-
perature is close to zero. The total resistivity, however,
behaves somehow similar to the up spins’ contribution
and reveals a minimum close to µ/h = 1, where the DOS
FIG. 1. (Color online) Current resistivity in up-spin (top
panel) and down-spin (middle panel) channels, as well as the
total resistivity (bottom panel) as a function of dimensionless
chemical potential µ/h, for different temperatures.
of down spins vanishes. This means that the effect of
suppression of the spin-flip scattering and subsequent in-
crease in conductivity of up-spin channel dominates over
the decline in the conductivity of spin-down channel. In
order to give a more intuitive picture of this effect, we
illustrate in Fig. 2 the energy dependence of Γ↑(↓) which
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FIG. 2. (Color online) The dependance of current rates Γs on
energy. At ε = sh the rate Γs passes through a maxima and
vanishes at ε = −sh.
shows a maximum at ε = h (ε = −h) and vanishes at
ε = −h (ε = h). As a direct result, the conductivity rises
up for µ → h and the total resistivity decreases. Far
enough from the Dirac point for down spins (µ = h) the
resistivity reaches a constant value independent of the
chemical potential. The resistivity generally depends on
temperature but becomes independent of it for µ  h,
since in this limit graphene is practically unpolarized and
ν↑(ε) ≈ ν↓(ε), then spin-flip and spin-conserving scat-
terings from the magnetic impurities occur with almost
equal weights which are independent of energy
Γs(ε) =
∫
dφ
1 + (4/pi)B(φ)
=
2pi
3
(ε h) . (15)
Upon increasing the temperature not only the states
close to the Fermi level but also those activated by ther-
mal energy contribute to the conductivity. In general the
effect of temperature is to suppress the variation of re-
sistivity with µ/h and the amplitude of overall change in
resistivity decreases at higher temperatures. In particu-
lar when the temperature is comparable with exchange
splitting h the resistivity changes drastically. For high
temperatures kBT/h 1, since a wide range of energies
contribute in the transport, the effect of band structure
and strong energy dependence in the density of states
is washed out. Therefore the resistivity becomes almost
independent of chemical potential µ.
The main result of this paper can be seen in Fig. 3
where the temperature dependence of the resistivity is
shown for different chemical potentials. In general we
see that the resistivity passes through a minimum around
kBT/h = 1. This behavior, at first glance, is the remi-
niscent of famous Kondo effect, although the underlying
physics are completely different. In the case of the Kondo
effect, strong screening of the impurity spins at low tem-
peratures leads to a strongly correlated many-body sys-
tem, which results in a profound scattering from mag-
netic impurities. Then the resistivity starts to increase
FIG. 3. (Color online) The resistivity versus temperature for
different dopings (µ/h) of magnetized graphene. The depen-
dence exhibits a minimum at kBT ∼ h.
logarithmically by decreasing the temperature below the
so-called Kondo temperature TK. Here, on the other
hand, the minimum in the resistivity originates from the
fact that around kBT ∼ h the states with energies ε ∼ h
start to contribute effectively in transport. These states,
as discussed above are relatively better conducting than
other states since spin-flip scatterings are suppressed for
them. Therefore the conductivity increases by increas-
ing the temperature up to kBT ∼ h. Further increase in
the temperature leads to a wide range of energies partic-
ipating in transport and thus the contribution of states
with energies ε ∼ h becomes negligible. So the resistiv-
ity increases again for higher temperatures kBT  h. We
should keep in mind that here, in contrast to the Kondo
effect, the minimum resistivity as a function of temper-
ature appear as a pure single particle phenomenon and
no many-body effect is considered. Kondo physics differs
from the current phenomena in several other aspects too.
Namely, the Kondo temperature scales with the strength
of coupling between the spin of itinerant electrons and the
magnetic moment of impurities J , while here the mini-
mum resistivity occurs at T ∼ h/kB. Antiferromagnetic
coupling between itinerant electrons and impurities (i.e.,
J < 0) is an essential requirement for the Kondo effect,
while the sign of J is irrelevant in our system. Moreover,
the resistivity diverges at T → 0 in the Kondo effect but
it saturates to a constant value here.
IV. CONCLUSION
In conclusion, we have studied the effects of mag-
netic impurities on electronic transport in a magnetized
graphene using the semiclassical Boltzmann theory. Tak-
ing into account both spin reversing and spin conserving
scattering, we have obtained that the temperature depen-
5dence of the resistivity exhibits a minimum due to spin-
flip induced transitions of electrons between exchange
split spin sub-bands. This effect is the direct result of the
gapless Dirac spectrum of graphene in which the density
of states in the conduction and valance bands declines
linearly with varying the energy toward the Dirac point
with a vanishing DOS. The amplitude of the obtained
minimum resistivity is determined by the strength of the
coupling between spin of electrons and spin of magnetic
impurities, while its temperature does not depend on the
coupling strength, but rather is of order of the splitting
energy.
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