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Abstract
The viscosity of water induces a vorticity near the free surface bound-
ary. The resulting rotational component of the fluid velocity vector greatly
complicates the water wave system. Several approaches to close this system
have been proposed. Our analysis compares three common sets of model
equations. The first set has a rotational kinematic boundary condition at
the surface. In the second set, a gauge choice for the velocity vector is made
that cancels the rotational contribution in the kinematic boundary condi-
tion, at the cost of rotational velocity in the bulk and a rotational pressure.
The third set circumvents the problem by introducing two domains: the
irrotational bulk and the vortical boundary layer. This comparison puts for-
ward the link between rotational pressure on the surface and vorticity in
the boundary layer, addresses the existence of nonlinear vorticity terms, and
shows where approximations have been used in the models. Furthermore, we
examine the conservation of mass for the three systems, and how this can be
compared to the irrotational case.
Keywords: Vorticity, Viscosity, Gravity surface waves, Mass conservation
1. Introduction
For many hydrodynamic problems, the Navier-Stokes (NS) equation can
be simplified by considering the fluid as inviscid and incompressible. Within
these approximations, the inviscid water wave problem reduces to solving the
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Laplace equation within the bulk, together with the boundary conditions for
the free surface and the rigid bottom. This set of equations for the surface
elevation η and the velocity potential φ can be used as the starting point
to obtain Nonlinear Schro¨dinger (NLS) equation-like propagation models, or
can serve as a basis for higher order spectral methods [1, 2, 3].
While this approach is sufficient in many situations, in reality, water is
a viscous medium. The molecular viscosity accounts for wave damping but
also plays a more intricate role for instance in downshifting of the spectrum
[4], in stabilizing the Benjamin-Feir instability [5], or can serve as a model
for the eddy viscosity in the case of breaking waves [6, 7]. In domains such
as the dissipation of swells [8], visco-elastic waves propagating in ice [9], or
the motion of very viscous fluids such as oil spills, considering viscosity is
important.
The inclusion of viscosity in the water wave problem has been proposed in
several ways. One option, hereafter denoted as System A, used in Ruvinsky
et al. [10], Dias et al. [11] (hereafter RFF and DDZ, respectively), includes the
rotational part of the velocity vector into the kinematic boundary condition
(KBC) at the surface. As the vorticity is assumed to be confined to only a
thin boundary layer below the surface, the rotational velocity is zero in the
bulk.
The second option, denoted System B (Dommermuth [12]), makes a gauge
choice for the velocity vector such that the rotational contribution in the KBC
disappears. The cost is however, that the rotational part of the velocity is
nonzero in the bulk. Moreover, the pressure is split into rotational and
irrotational parts too, introducing an additional equation for the rotational
pressure that couples to the Navier-Stokes equation. This system is however
fully nonlinear and makes no boundary layer approximations.
The third option, denoted System C (Longuet-Higgins [13, 7]), circum-
vents the difficulty of the rotational kinematic boundary condition by ex-
plicitly splitting the problem into two domains: the irrotational bulk and
the vortical boundary layer. The former is shown to receive an additional
pressure due to the weight of the latter.
The goal of this paper is to contrast and compare these models, offering a
physical understanding of their mathematical differences. In this comparison
(Sections 2 and 3), we map out the relation between the rotational part
of the velocity vector and the pressure. In addition, we highlight where
linearization is applied in order to close the systems and we explore the
importance of nonlinear vortical terms. We point out in which situation a
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Figure 1: The water wave problem and its relevant length scales. The velocity potential
φ is indicated by the color-scale. The arrows indicate the velocity vector ~u, following the
gradient of φ. The surface elevation η(x, z) is indicated by the black line. The vortical
boundary layer δ is displayed for two different regimes, indicated by the superscript: (1)
δ < a, or aδ =

δk > 1 (dashed line) and (2) δ > a or
a
δ =

δk < 1 (dotted line).
given model is more appropriate than another. Furthermore, we examine the
conservation of mass conditions for each system and show how this should be
interpreted with respect to the irrotational system, further highlighting the
relation between vorticity and pressure (Section 4). Finally, we summarize
our findings (Section 5).
2. Boundary Conditions
The physics of the water wave problem is defined by the boundary condi-
tions. Figure 1 depicts the 2D water wave problem and its relevant quantities
and length scales. The surface elevation η(x, t) is denoted by the black line,
the arrows are the local velocity vectors and the color scale refers to the value
of the velocity potential φ(x, z, t), based on a linear wave [14].
2.1. Shear stress: viscosity and vorticity
For non-viscous waves the velocity vector ~u is irrotational and can be
written as the gradient of a potential field:
~u = ∇φ. (2.1)
However, in the presence of viscosity, the continuity of tangential stresses at
the free surface can only be fulfilled by rotational motion of the fluid [15, 16].
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The stress tensor in 2D tangential and normal components can be written
as:
σ =
[
2µ~uss − P µ(~uns + ~usn)
µ(~usn + ~uns ) 2µ~unn − P
]
, (2.2)
where µ is the dynamic viscosity, and P the pressure. We consider gravity
waves in our analysis and therefore ignore the effect of the surface tension,
as it is negligible. Note the different meanings of s and n as subscript or
superscript. Here and in the following, subscripts denote the partial deriva-
tives and superscripts denote the components of a vector, where s denotes
tangential and n normal. The tangential stress component is
σs = τ s = µ(~usn + ~uns ), (2.3)
where τ is the deviatoric stress tensor.
Since µ in air is much smaller than in water, the shear stress must vanish
at the surface, implying ~usn = −~uns . There is thus no relative distortion to
the fluid-particle, which due to the curvature of the interface, results in a
rotational flow [15]. See Fig. 2 for an illustration of a rotational and an
irrotational flow.
rotationalirrotational
Figure 2: In an irrotational flow there can be circular paths for the fluid, but each
individual fluid particle does not rotate.
For the free surface water wave problem, viscosity therefore directly im-
plies vorticity, i.e. a rotational flow. That is, it is unphysical to have a viscid,
irrotational flow [16].
For a rotational flow, the Helmholtz decomposition is used to split the
velocity field into an irrotational part ∇φ, and a rotational, solenoidal (∇ ·
~U = 0) part, ~U :
~u = ∇φ+ ~U = ∇φ+∇× ~A. (2.4)
Since ~u only contains components in the x, z plane, ~A only has a com-
ponent in the y direction, and can therefore be treated as a scalar, A. The
4
velocity vector ~u = (u,w) can explicitly be written as
u = φx + U = φx − Az, ~us = φs + ~U s (2.5)
w = φz +W = φz + Ax, ~un = φn + ~Un. (2.6)
Using the Helmholtz decomposition requires finding a harmonic function
φ that satisfies ∇2φ = 0 and a solenoidal field ~U that satisfies the NS equa-
tions [17]. Therefore, certain transfers of irrotational flow from the ∇φ term
to the ~U are allowed, keeping Eq. (2.4) valid. That is, while ∇φ is irrota-
tional (since the curl of a gradient is always 0), ~U can include an irrotational
part on top of its rotational part [12].
This implies that one cannot assume a-priori that ∇φ contains the full
irrotational velocity potential: its value differs for different gauge choices.
τs=0
τn
P
ΓI
ΓII
Γ Γ
τs=0
δ δ
KBC: ηt=o
n+Un
τn
Pi+Pr η’(x,t)
KBC: ηt=o
n
KBC: η*t=o
n
τn
P
Pδ
(a) (b) (c)
System A System B System C
Figure 3: (a) System A: The boundary conditions include the balance of normal stress,
the vanishing of the shear stress, and the rotational KBC. The grey shaded area indicates
that ~Un decays over a characteristic length δ. (b) System B: The boundary conditions
include the splitting of the pressure for the normal stress, the vanishing of the shear
stress, and an irrotational KBC. The grey shaded area indicates that while ~Un = 0 at the
surface, this is not the case within the bulk. (c) System C: The domain is split into two
sub domains separated by η∗: the bulk (Γ1) and the vortical boundary layer (Γ2). The
boundary conditions for the irrotational domain Γ1 on η∗ are the continuity of normal
stress, with an added pressure due to the weight of ΓII , and an irrotational KBC. The
shear stress does not need to vanish at η∗.
2.2. Kinematic boundary condition
The KBC ensures that fluid particles on the free surface always remain
there. As it is a key ingredient for the rest of our discussion, we shall derive
it explicitly. We can describe the surface elevation by z = η(x, t), and let the
level set f(x, y, t) = 0 define the interface between air and water
f(x, z, t) ≡ z − η(x, t). (2.7)
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Because f = 0 on the interface at all times t, its material derivative, D/Dt,
must be null
Df
Dt
≡ ∂f
∂t
+ ~u · ∇f = 0 on f = 0. (2.8)
To write the KBC in terms of η and the velocity vector ~u = (u,w), inserting
Eq. (2.7) into Eq. (2.8) yields
∂η
∂t
= −u∂η
∂x
+ w at z = η. (2.9)
in Cartesian coordinates. In normal and tangential coordinates Eq. (2.8)
reads:
∂η(x, t)
∂t
= ~u · nˆ|∇f | = ~un
√
1 + η2x, (2.10)
where the unit normal vector is defined as nˆ = ∇f/|∇f | = (−ηx, 1)/
√
η2x + 1,
and points outwards. Using η(s, t), the KBC can be written as:
∂η(s, t)
∂t
= ~un. (2.11)
The latter expression corresponds to the intuitive image that the deformation
of the surface, i.e. the change of η in time, is equal to the normal component
of the velocity vector ~un pushing the surface either inwards or outwards.
2.3. Dynamic boundary condition
In addition to the continuity of shear stress, the normal stress must also
be continuous over the boundary between water (w) and air (a) σn,w = σn,a,
yielding the dynamic boundary condition (DBC). We can write
σn = τn − pn = 2µ~unn − P at z = η, (2.12)
where P is the pressure.
2.3.1. Irrotational Flow
For an irrotational flow, the continuity of normal stress reduces to the
continuity of pressure: Pw = P a. For an irrotational, incompressible flow,
integrating the NS equation in space leads to the Bernoulli equation:
Pw = −ρ
(
φt +
1
2(∇φ)
2 + gη
)
+ c(t) = P a at z = η. (2.13)
Choosing the arbitrary Bernoulli function c(t) = P a gives the DBC:
φt +
1
2(∇φ)
2 + gη = 0 at z = η. (2.14)
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2.3.2. Rotational Flow
Due to the Helmholtz decomposition, the situation is more complicated
for a rotational fluid. Again we start from the continuity of normal stresses:
2µ~unn − Pw = −P a at z = η. (2.15)
Using the Helmholtz decomposition gives
2ν
(
φnn + ~Unn
)
− Pw = −P a, (2.16)
where ν = µ/ρ is the kinematic viscosity. The pressure Pw can be obtained
from the Navier-Stokes equation for an incompressible, Newtonian fluid :
~ut + ~u · ∇~u = −1
ρ
∇Pw + ~g + ν∇2~u. (2.17)
Using the relation ~u·∇~u = 12(∇~u)2+ω×~u in Eq. (2.17), and again integrating
in space, yields
φt +
1
2(∇φ)
2 + P
w
ρ
+ gη + c(t)︸ ︷︷ ︸
Bernoulli
=
−
∫ η
η−δ
(
~Ut − ν∇2~U − ω × ~U
)
dz − 12
~U2︸ ︷︷ ︸
Vortical layer
+φn~Un + φs~U s︸ ︷︷ ︸
Mixed NL terms
. (2.18)
Inserting Eq. (2.18) into the balance of normal stress (Eq. (2.16)) gives the
DBC. Here and in the following, we always choose the arbitrary integration
function c(t) such that it cancels P a. Therefore, we omit the w index for Pw
from now on. Compared to the inviscid water wave problem, the rotational
part of the velocity ~U is a third unknown in addition to φ and η. To close
the system different routes can be taken. We shall now review three of these.
3. Three complementary views
The three systems introduced in the Introduction, are summarized in
Figure 3 and Table 1.
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In System A (Figure 3A), the velocity has a rotational part (Eq. (2.4)),
and therefore a rotational KBC. The vortical component of the velocity,
indicated by the grey shaded area, is nonzero at the boundary and rapidly
decays to zero, over a typical length δ: the width of the vortical boundary
layer. There are different ways to close this system. One, described in RFF
[10], is to impose a separate boundary condition for the rotational part of the
velocity vector ~U , based on the vorticity equation. The second, introduced
in DDZ [11], is to write ~U in potential flow terms, using expressions obtained
from the linearized equations.
In System B (Figure 3B), as presented in Dommermuth [12], an additional
boundary condition ~Un = 0 is imposed. This is in effect a gauge choice in
the Helmholtz decomposition, and leads to an irrotational velocity at the
surface, Eq. (2.1). The price for the irrotational KBC is that the normal stress
continuity boundary condition now pertains to the sum of the irrotational
and the rotational parts of the pressure: P = Pi +Pr. Moreover, the vortical
component of the velocity (the grey shaded area) is nonzero in the bulk of
the fluid.
In System C (Figure 3C), derived by Longuet-Higgins [13, 7], the problem
is split into two domains: an irrotational bulk (ΓI), and a rotational boundary
layer (ΓII). The equations are solved for ΓI . Since there is no interface with
air for ΓI , the shear stress on the boundary does not have to vanish, and the
viscous fluid in this domain can therefore be irrotational. The weight of ΓII
induces a pressure Pδ on the top boundary of ΓI . An expression for Pδ is
derived in terms of the mass-flux of ΓII , caused by the rotational part of the
velocity (~U).
3.1. Shared equations
For all three systems, the continuity equation in the bulk ∇·~u = 0 yields
the Laplace equation for the velocity potential:
∇2 φ = 0. (3.1)
They also share the same bottom boundary condition in the deep water
limit: φz → 0 as z → −∞.
We shall now discuss each system in detail. We shall first provide the
remaining equations for each system, and then discuss each equation. All
results are also summarized in Table 1.
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3.2. System A
The boundary conditions at the free surface boundary, z = η can be
written as
ηt + ηxφx + ηxU︸︷︷︸
NLV1
= φz +W KBC (3.2a)
σn ≡ 2µφzz − P = −P a ⊥ −stress (3.2b)
P = −ρ
φt + 12(∇φ)2 + gη + φxU︸ ︷︷ ︸
NLV2
+ c(t) NS (3.2c)
→ φt + 12(∇φ)
2 + gη = −2νφzz − φxU︸ ︷︷ ︸
NLV2
DBC (3.2d)
where NS refers to the space-integrated Navier-Stokes equation evaluated at
the surface. The arrow indicates that inserting the latter into the balance of
normal stress Eq. (3.2b) yields the DBC. Recall that we use c(t) to cancel
P a.
• In the KBC, the fluid is considered rotational (see Fig. 3A). Therefore
the Helmholtz notation is used, Eq. (2.9), giving Eq. (3.2a)1. Like
Eq. (2.11), this can also be written as
η(s, t)t = φn + ~Un. (3.3)
• The normal stress boundary condition (Eq. (3.2b)) is Eq. (2.16), ne-
glecting the term ~Unn , because ~Un/φn ∼ kδ  1. In addition, the
approximation ∂/∂n ≈ ∂/∂z is used.
• To obtain the pressure, in Eq. (2.18), we retain terms of O(δk), that
is only the term φs~U s ≈ φxU , yielding:
−P
ρ
= φt +
1
2(∇φ)
2︸ ︷︷ ︸
Dynamic pressure
+gη︸ ︷︷ ︸
Static pressure
+ φxU︸ ︷︷ ︸
NL vort. term
. (3.4)
1 The vortical part decreases rapidly over a distance δ =
√
2ν
ω , as demonstrated in
Lamb [14] section 348, where the stream function Ψ corresponds to A in Eq. (2.5).
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• The DBC (Eq. (3.2d)) is obtained by inserting the pressure from the
NS equation (Eq. (3.2c)) into the balance of normal stress (Eq. (3.2b)).
We discuss three variations of System A:
3.2.1. Ruvinsky, Feldstein and Freidman, 1991
The first method to close the system is developed by RFF ([10]), who in-
sert the Helmholtz decomposition in Eq. (2.17) and rewrite the vector prod-
ucts using ∇φ · ∇(∇φ) = ∇12(∇φ)2, giving
∇φt + ~Ut +∇12(∇φ)
2 + ((∇φ+ ~U) · ∇)~U + (~U · ∇)∇φ =
− 1
ρ
∇P + ~g + ν∇2~U. (3.5)
Subsequently, they move the gradient terms to the LHS, and on the RHS
integrate along the vertical direction, in a small range near the surface (η −
δ, η). Taking the normal component, and assuming that ~U = 0 outside the
boundary layer, z ∈ (η − δ, η) they obtain
φt +
1
2(∇φ)
2 + gη + P
ρ
+ c(t) =
−
∫ η
η−δ
nˆ ·
(
~Ut + ((∇φ+ ~U) · ∇)~U + (~U · ∇)∇φ− ν∇2~U
)
dn︸ ︷︷ ︸
Vorticity terms in the boundary layer
. (3.6)
Performing the dimensional analysis they show that the integral terms on the
RHS are of higher order in steepness  = ak and δ
a
 1, and are therefore
neglected. Inserting into the balance of normal stress gives the DBC. Addi-
tionally, the vorticity equation (ωt + (~u · ∇)ω = ν∇2ω ) is evaluated at the
boundary, yielding a vortical boundary condition (VBC), see [10] for details.
Together with the KBC, this gives the following system:
ηt + ηxφx = φz +W KBC (3.7a)
φt +
1
2(∇φ)
2 + gη = −2νφzz DBC (3.7b)
Wt = 2νφzxx VBC (3.7c)
where we ignore the surface tension.
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Jarrad and Roberts [18] perform a linear stability analysis on the RFF
system [10], finding growing modes, while the only physical modes are de-
caying ones. However, when rewriting the VBC as in Tian et al. [6], only
the DBC and KBC remain, and it is equivalent to the DDZ system (see next
section). Performing a linear stability analysis on this system yields physical
eigenvalues, with a −2νk2 damping rate.
3.2.2. Dias, Dyachenko and Zakharov, 2008
The second method to close the system is described in DDZ ([11]). The
vortical velocity component W is expressed in terms of φ or η. These expres-
sions can be found using on the linear water wave problem. Subsequently, it
can be conjectured that these expressions also hold in the nonlinear system,
giving:
ηt + ηxφx = φz + νηxx KBC (3.8a)
φt +
1
2(∇φ)
2 + gη = −2νφzz DBC (3.8b)
3.2.3. Nonlinear vortical version System A
The most general version of System A includes the nonlinear vorticity
terms labeled VNL1 and VNL2 in Eqs. (3.2) that are neglected by RFF and
DDZ systems. The relevance of these terms will be discussed in detail in
Section 3.5.
3.3. System B
The boundary equations at z = η for System B (Dommermuth [12]) can
be written as :
ηt + ηxφx = φz KBC1 (3.9a)
~Un = 0 KBC2 (3.9b)
σn ≡ 2µ 1
η2x + 1
(φzz +Wz) + NL− (Prot + Pirr) = P a ⊥ -stress (3.9c)
Pirr = −ρ
(
φt +
1
2(∇φ)
2 + gη
)
+ c(t) NS, Pirr (3.9d)
→ φt + 12(∇φ)
2 + gη = −2ν 1
η2x + 1
(φzz +Wz)− Prot
ρ
DBC (3.9e)
Where NL indicates nonlinear terms, which can be found in [12].
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• For the KBC, the additional boundary condition ~Un = 0 is imposed at
the surface (Eq. (3.9b)), rendering the KBC (Eq. (3.9a)) irrotational.
This is achieved at the cost of ~U being non-zero in the bulk, as indicated
in Figure 3B.
• In order to obtain an additional equation to accommodate for the ex-
tra boundary condition, the pressure is also split in a rotational and
irrotational part in the balance of normal stresses (Eq 3.9c):
P = Pirr + Prot. (3.10)
• The irrotational Bernoulli equation defines Pirr, the remaining part is
denoted Prot.
• Like in System A, the DBC (Eq.( 3.9e)) is obtained by inserting the
equation for the pressure (Eq. (3.9d)) into the normal stress balance
(Eq.( 3.9c)). However, now, Prot remains unknown.
• To obtain an equation for Prot, the decomposition for the velocity
(Eq. (2.4)), and for the pressure (Eq. (3.10)) can be inserted into the
viscous and rotational Navier-Stokes equation in the bulk, resulting in
∇Prot = Ut − ((~U +∇φ) · ∇) ~U)
−(~U · ∇φ)∇φ+ ν∇2~U.
(3.11)
Taking the scalar product of the Navier-Stokes equation with the nor-
mal vector to the free surface, one can obtain a boundary condition for
∂Prot/∂n.
Dommermuth’s system retains all nonlinear terms without any approxima-
tions. This system was derived for studying the evolution of vortical cylinders
moving from the bottom towards the water surface, where the vorticity is in-
deed not just limited to the boundary. The Helmholtz decomposition allows
for a seamless transition between regimes with different Reynolds numbers.
3.4. System C
Longuet-Higgins [7, 13] formally splits the problem into two domains: the
irrotational bulk ΓI , and the vortical boundary layer ΓII , see Fig. 3C. The
equations for ΓI at its upper boundary z = η∗ are given by:
η∗t + η∗xφx = φz KBC (3.12a)
12
σn ≡ 2µφzz − P = − (Pδ + P a) ⊥ -stress (3.12b)
Pδ/ρ = gη′ = 2νφzz added Pδ (3.12c)
P = −ρ
(
φt +
1
2(∇φ)
2 + gη∗
)
+ c(t) NS (3.12d)
→ φt + 12(∇φ)
2 + gη∗ = −4νφzz DBC (3.12e)
• In this configuration, the shear stress for the top boundary of ΓI ,
η∗, does not have to vanish, as it does not have an interface with air.
Therefore, the viscous fluid, and the KBC (Eq. (3.12a)), can be treated
as irrotational. This is in contrast to models like Refs. [17, 19], which
have the unphysical situation of an irrotational fluid with the free sur-
face as top boundary: the vanishing of shear stresses at the free surface
cannot physically occur in an irrotational fluid.
• The normal stress balance (Eq. (3.12b)) receives an additional pressure
Pδ due to the weight of the boundary layer above.
• The Navier-Stokes equation (Eq. (3.12d)) is now evaluated at the top
of ΓI : η∗.
• Again, combining the normal stress balance and the Navier-Stokes gives
the DBC: Eq. (3.12e).
The domain of the boundary layer ΓII is considered not to have a constant
thickness δ, but a variable height η′(x, t). We can write for η:
η = η∗ + η′ (3.13)
Briefly, obtaining a function for η′ hinges on three critical observations:
1. The boundary layer is defined as a fluid region where there is a mass-
flux, i.e. fluid flowing through the boundary, due to vorticity. This
mass-flux can be written as
M =
∫ η
η∗
ρ~U sdn. (3.14)
2. The layer thickness is not constant in time, and a KBC can be written
as
∂η′
∂t
= ~Un =
∫
~Unndn = −
∫
~U ssdn, (3.15)
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where the last step is made using the fact that the divergence of ~U
is null. Note that this corresponds to the change of the thickness of
the boundary layer in time. This is different from the motion of the
upper boundary η, which would depend on the total normal velocity
~un = ~Un + φn.
Combining Eq. (3.14) and Eq. (3.15) gives
∂η′
∂t
= −1
ρ
∂M
∂s
' − 1
ρc
∂M
∂t
, (3.16)
where in the linear limit ∂/∂x ∼ (1/c)∂/∂t, with c = ω/k the phase
speed, ω the orbital frequency and k the wavenmber. This shows the
intuitive relation that the difference between the mass-flux from one
boundary at s and the other at s+ds, 1
ρ
∂M
∂s
, determines the fluid inflow
into a slice, and must be equal to the change in height of the boundary
layer, as displayed in Figure 4a. This point will be further discussed in
Section 4.
3. The total tangential stress τ s,tot on the boundaries of the layer is equal
to the mass transport
Mt = τ s,tot. (3.17)
Therefore, Eq. (3.16) can be written as
∂η′
∂t
= −τ
s,tot
ρc
. (3.18)
Assuming η′ ∝ ei(kx−ωt), gives
η′ = −iτ
s,tot
ρcω
, (3.19)
showing that η′ leads τ by 90◦. Since the shear stress at the surface must
vanish, it is only the shear stress induced at the bottom of the vortical layer
due to the viscous fluid motion of the irrotational bulk that contributes to
τ s,tot:
τ s,tot = τ s = µ(~usn + ~uns ) = 2µ~uns ≈ 2µηst ≈ 2µωkη, (3.20)
where the last two steps are made assuming that η is linear. Now we can
write
η′(x, t) = −2iµk
2
ρω
η(x, t) = 2ν k
ω2
φzz(x, t). (3.21)
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This layer produces an additional normal stress on its bottom boundary
(denoted η∗), simply due to its own weight: Pδ = ρgη′ = 2µφzz.
Finally, this method does not rely on the size of δ, or the relation between
δ and . Therefore, it is valid also for a
δ
= 
δk
 1, unlike for instance the
Stokes expansion [20]. However, the expression for the pressure is made in
the linear approximation, and consequently does imply  1
It is interesting to note that the KBC (Eq. (3.12a)) and DBC (Eq. (3.12e))
of System C are the same as those used by Wu et al. [21], namely:
z = η

ηt + ηxφx = φz KBC (3.22a)
φt +
1
2(∇φ)
2 + gη = −4νφzz DBC (3.22b)
This system is also suggested in the last sentence of the appendix in RFF as
a simpler alternative for their system, without further explanation. Longuet-
Higgins was able to give a physical underpinning for the irrotational KBC
and the added factor 2 to the viscosity term −2νφzz in the DBC. However,
while Eqs. (3.22) refer to the surface elevation η at the boundary between
air and water, Eqs. (3.12) refer to η∗, between the boundary layer and the
bulk, as shown in Fig. 3C. Nevertheless, since the absolute amplitude of the
boundary is irrelevant in a deep water limit, the boundary condition follows
the same motion as η, apart from the aforementioned phase-lag. Performing
a multiple scales analysis on Eqs. (3.22) gives the same viscous higher order
Nonlinear Schro¨dinger equation (the Dysthe equation) for the propagation
of the envelope as the DDZ system (Eq. (A.7)).
3.5. Nonlinear vortical terms
Comparing the nonlinear vortical version of System A (Eqs (3.2)) to the
viscous water wave models presented in RFF and DDZ, the latter two ignore
the nonlinear vortical terms: ηxU in the KBC, and the φxU in the DBC.
These terms are O(δk). RFF justifies neglecting these terms because both
the steepness, , and the thickness of the boundary layer, δk, are very small
quantities and thus their product leads to a negligible contribution.
However, a simple order analysis in Appendix A.3 shows that the non-
linear vortical terms ηxU in the KBC and φxU in the DBC are larger than
the linear viscosity terms W or 2νφzz when δk =
a
δ
> 1, which holds in
most physical cases (see Figure A.5), a fact that is also remarked in [22]. In
Figure 1, the case a
δ
> 1 is indicated by the dashed line, and the case a
δ
< 1
by the dotted line.
15
Sy
st
em
A
Sy
st
em
B
Sy
st
em
C
z
<
up
pe
r
bo
un
da
ry
∇2
φ
=
0
∇2
φ
=
0
∇2
φ
=
0
z
=
lo
we
r
bo
un
da
ry
φ
z
→
0
φ
z
→
0
φ
z
→
0
z
=
up
pe
r
bo
un
da
ry
                    
K
BC
η t
+
η x
φ
x
+
η x
U ︸ ︷︷︸ NLV1
=
φ
z
+
W
η t
+
η x
φ
x
=
φ
z
η
∗ t
+
η
∗ xφ
x
=
φ
z
K
BC
2
-
~ U
n
=
0
-
⊥-
st
re
ss
σ
n
≡
2µ
φ
z
z
−
P
=
−P
a
σ
n
≡
2µ
1
η
2 x
+
1(
φ
z
z
+
W
z
)+
N
L
−
(P
ro
t
+
P
ir
r)
=
−P
a
σ
n
≡
2µ
φ
z
z
−
P
=
−(
P
δ
+
P
a )
N
S
P
=
−ρ
  φ t
+
1 2(
∇φ
)2
+
g
η
+
φ
x
U ︸︷︷︸ NLV2
  +
c(
t)
P
ir
r
=
−ρ
( φ t
+
1 2(
∇φ
)2
+
g
η
) +
c(
t)
P
=
−ρ
( φ t
+
1 2(
∇φ
)2
+
g
η
∗) +
c(
t)
→
D
BC
φ
t
+
1 2(
∇φ
)2
+
g
η
=
−2
ν
φ
n
n
−
φ
x
U ︸︷︷︸ NLV2
φ
t
+
1 2(
∇φ
)2
+
g
η
=
−2
ν
1
η
2 x
+
1
(φ
z
z
+
W
z
)−
P
ro
t
ρ
φ
t
+
1 2(
∇φ
)2
+
g
η
∗
=
−4
ν
φ
z
z
z
<
up
pe
r
bo
un
da
ry
N
S
∇P
ro
t
=
U
t
−
((
~ U
+
∇φ
)·
∇)
~ U
)−
(~ U
·∇
φ
)∇
φ
+
ν
∇2
~ U
Ta
bl
e
1:
Su
m
m
ar
y
of
eq
ua
tio
ns
fo
r
sy
st
em
s
A
,B
an
d
C
.
16
Yet, when we construct a viscous Dysthe equation through the method
of multiple scales including the nonlinear vortical terms, they cancel out (see
Appendix A.1). Thus, up to O(4) in the MMS, the approximate models
of RFF and DDZ give the same result as the nonlinear vortical variant of
System A expressed in potential terms.
3.6. Comparison of the three systems
First, the domain of application is different for each model. Systems
A and C are written in potential flow terms, and are therefore suitable to
obtain a viscous propagation equation for the envelope, by means of for
instance the Method of Multiple Scales (MMS). Taking the MMS expansion
to O (4), both systems A and C reduce to the viscous Dysthe equation
[4]. In addition, the DDZ version of System A has been used to model the
effect of the eddy viscosity in breaking waves [6], integrating it using the
pseudo-spectral method [23], where the value of ν now represents the eddy
viscosity instead of the kinematic viscosity. However, in these potential flow
descriptions of System A and System C, the details of the boundary layer
are lost. When the boundary layer is of interest, System A in the RFF
description, or System B can be of use.
In contrast to Systems A and C, no approximation is made in System B
(Dommermuth). However, System B cannot provide an envelope equation.
Indeed, as its original purpose was the study of vortical bores, it is well
suited for a domain where the vortical part of the velocity vector plays an
important role in the whole domain or is the subject of interest. However, this
is obtained at the cost of a higher numerical complexity. It has to be solved
using a numerical finite difference scheme, combining Fourier techniques and
LU decomposition.
Secondly, our comparison also illustrates the link between the vortical
part of the velocity vector and the rotational pressure. To demonstrate the
equivalence between Systems A and C, Longuet-Higgins [7] rewrites the lin-
earized System A into the linearized System C, by using η = η∗ + η′. This
demonstrates that the vortical terms in the free surface boundary conditions
of System A can indeed be interpreted as an additional pressure Pδ. In Ap-
pendix B we derive that the nonlinear versions of Systems A and C are
equal if terms of order O(2) and O(δk) can be neglected.
Similarly, the terms labeled ’vorticity terms in the boundary layer’ in the
integral in Eq. (3.6) in System A, are equal to ∇Prot in Eq. (3.11) in System
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B. This equivalence indicates that these vorticity terms (which also contain
mixed terms with φ) in the boundary layer can be interpreted as the effect of
the rotational pressure. In System A, the integral is only over the boundary
layer. The net effect of the terms is very small, and, as discussed, these terms
can be neglected. The contribution of the rotational pressure is already taken
into account by the vortical term in the KBC (Eq. (3.2a)). In System B, this
contribution is significant, as the equation for the rotational pressure spans
the entire vertical domain z ∈ (−∞, η).
Comparing the DBC’s of Systems B and C illustrates that vorticity and
added pressure Pδ play the same role. However, instead of using the fully
nonlinear equation for the vorticity as in System B (Eq. (3.11)), System C [13,
7] relies on the physical argument of mass influx, using only linear equations
to obtain the additional pressure, as shown in Section 3.4.
4. Conservation of mass
∂ΓL ∂ΓR
η
Γ
unη
M(x) M(x+dx)
dx dx
(a) (b)
Figure 4: (a) The difference in mass-flux M (grey shaded area) will lead to a rise or fall
of the surface elevation over the interval dx. (b) Domain of mass conservation
Since the three systems deal differently with the distinction between the
irrotational bulk and the rotational boundary layer, we verify the mass con-
servation condition for the entire domain. As we consider the fluid to be
incompressible, this of course reduces to the conservation of volume. We
examine the continuity equation (∇·~u = 0) on the domain Γ in Fig. 4b, with
depth z ∈ (−∞, η) and width dx.
The difference between the flux through side boundaries ∂ΓL and ∂ΓR
denotes a total increase or decrease of fluid volume (area in 2D) in the domain
in Fig. 4a. In an incompressible fluid, this must be accommodated by an
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upward or downward movement of the free top boundary η. That is, the
mass-flux through the side boundaries is compensated by the movement of
the surface elevation η.
First, the continuity equation is integrated over the column z ∈ (−∞, η)
∫ η(x)
−∞
(ux + wz)dz = 0. (4.1)
Using the Leibniz rule gives
d
dx
(∫ η(x)
−∞
udz︸ ︷︷ ︸
net in/out flux
)
−u(η)∂η
∂x
+ w(η)︸ ︷︷ ︸
u˜n@η
= 0. (4.2)
Here,
∫ η(x)
−∞ udz denotes the flux through a vertical boundary at a given posi-
tion x, see Figure 4a. The sign of its derivative d/dx from one position to the
next shows volume coming into, or leaving the slice. The rate at which this
increase in volume occurs is equal to the velocity of the boundary moving up
or down to accommodate the change: ~un. Here u˜n refers to ~un in Cartesian
coordinates: u˜n =
√
η2x + 1~un (see Eq. 2.10). Using the KBC (Eq. (2.9)), we
can write
d
dx
(∫ η(x)
−∞
udz
)
︸ ︷︷ ︸
Total flux
+ ηt︸︷︷︸
Change of η in time
= 0. (4.3)
This notation in terms of the velocity vector is a level of description higher
than the one used in the three systems described above, i.e. before the
introduction of the potential framework or the gauge choice of ~U .
4.1. Comparison to the irrotational system
First, we would like to address the use of the irrotational fluid as a
benchmark for the conservation of mass of a viscous system. For the ir-
rotational water wave problem, the potential notation ~u = ∇φirr can be used
in Eq. (4.3), to obtain:
d
dx
(∫ η(x)
−∞
φirr,xdz
)
︸ ︷︷ ︸
Total flux
+ ηt︸︷︷︸
Change of η in time
= 0. (4.4)
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For the viscous water wave problem, when using the Helmholtz decom-
position for ~u in Eq. (4.3), this yields
d
dx
(∫ η(x)
−∞
(φx + U)dz
)
+ ηt = 0. (4.5)
Rewriting
∫
Udz using the Leibniz rule and the continuity equation (Ux =
−Wz), gives
d
dx
(∫ η(x)
−∞
(φx)dz
)
︸ ︷︷ ︸
Irrotational flux
− (−Uηx +W )︸ ︷︷ ︸
Un
|z=η + ηt︸︷︷︸
Change of η in time
= 0, (4.6)
where Un is the normal component of the vortical velocity. Using for ex-
plicit expressions for the vortical terms, for instance from the DDZ system
(Eq.(3.8a)), where −Uηx = 0 and W = 2νηxx, results in
d
dx
(∫ η(x)
−∞
(φDDZ,x)dz
)
−2νηxx︸ ︷︷ ︸
extra term
+
∫ x0+∆x
x0
ηtdx = 0.
(4.7)
In comparison to Eq. (4.4) the additional term 2νηxx seems to break the
conservation of mass. However, as pointed out in Sec. 2.1, it is unphysical
to have a viscous irrotational fluid with a curved free-surface boundary: a
viscous fluid cannot be irrotational at the boundary. Therefore, one must
remember that ηt is based on the rotational KBC (Eq.(3.8a)):
d
dx
(∫ η(x)
−∞
(φDDZ,x)dz
)
︸ ︷︷ ︸
Irrotational flux

−2νηxx︸ ︷︷ ︸
extra term
+
−ηxφx|z=η + φz|z=η︸ ︷︷ ︸
irrotational η˜t
+2νηxx
 = 0.
(4.8)
The irrotational mass flux due to φDDZ is equal to the irrotational η˜t.
This illustrates that the rotational and irrotational parts of the problem
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superpose linearly, as in the formulation of the Helmholtz equation. We
therefore confirm that the mass is conserved in the DDZ system2.
4.2. Mass conservation in the three systems
In the following we compare the expressions for conservation of mass for
systems A, B and C. We write the condition for mass conservation such that
∇φ is the sole contributor to the mass-flux on the side boundaries, and any
vorticity terms are expressed on the moving upper boundary.
4.2.1. System A
The Helmholtz decomposition is used for ~u in Eq. (4.3), and results in
Eq. (4.6), repeated below for clarity:
d
dx
(∫ η(x)
−∞
φA,x + UAdz
)
︸ ︷︷ ︸
Total flux
+ ηt︸︷︷︸
Change of η in time
= 0. (4.9)
4.2.2. System B
We repeat the same exercise for System B, however Eq. (3.9a) is irrota-
tional, indicated with the tilde. The mass conservation Eq. (4.5) becomes
d
dx
(∫ η(x)
−∞
φB,x + UBdz
)
︸ ︷︷ ︸
Irrotational flux
+ η˜t︸︷︷︸
irrotational
= 0. (4.10)
4.2.3. System C
Again, the same method is repeated for System C. The conservation of
mass, Eq. (4.3), is now written for both domains; the irrotational bulk z ∈
(−∞, η∗) (ΓI), and the rotational boundary layer z ∈ (η∗, η) (ΓII):
d
dx
(∫ η∗(x)
−∞
φC,xdz
)
+ η∗t︸ ︷︷ ︸
Domain ΓI
+ d
dx
(∫ η(x)
η∗(x)
UCdz
)
+ η′t︸ ︷︷ ︸
Domain ΓII
= 0. (4.11)
2Examining the integrability of the DDZ system, [24] points out that when the system
is assumed periodic, the ’extra term’ disappears. This is indeed valid for their system of
periodic functions and their following development. However, here, we want to consider
the conservation of mass on any domain, not just periodic ones.
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Recall from Section 3.4 that in ΓII , by definition, the velocity vector has only
the rotational component ~U . Therefore φC = 0 in ΓII . Similarly, UC = 0
in ΓI . Consequently, both can be taken together in one integral that spans
both domains, i.e. z ∈ (−∞, η). In addition, we rewrite η = η∗+η′ to obtain
d
dx
(∫ η(x)
−∞
φC,x + UCdz
)
︸ ︷︷ ︸
Total net-flux
+ ηt︸︷︷︸
rotational
= 0. (4.12)
4.3. Mass conservation comparison
We posed the conservation of mass condition for each system using the
Helmholtz notation. As such, the conservation of mass can be posed indi-
vidually for the rotational and irrotational part of the velocity vector. Using
the explicit definition of the vortical terms in the DDZ version of System A,
we show in Eq. (4.8) that this system conserves mass. By the same argu-
ment as in Section 4.1, the soundness of the nonlinear vortical version and
the RFF version of System A can be established. System C is by definition
(Eq. (4.11)) an explicit addition of the irrotational bulk and the rotational
boundary layer. For System B (Eq. (4.10)), like for the other two systems,
the mass conservation condition in will be fulfilled provided no numerical
errors are introduced in obtaining concrete values for the rotational velocity
vector ~U and velocity potential φ.
Furthermore, comparing the mass conservation conditions for Systems A
(Eq. (4.9)) and C (Eq. (4.12)), we can deduce that ∇φC = ∇φirr = ∇φA3.
Therefore, using a purely irrotational system for the viscous water wave prob-
lem neglects the vortical contribution to the mass-flux represented by the
term
∫ η(x)
η∗(x) Udz in Eq. (4.11), which is the definition of the vortical layer in
Eq. (3.15). This is the origin of the pressure term Pδ in System C (Section
3.4). When this additional pressure term is missing in the model equations,
it leads to an underestimation of the decay rate, as exemplified in Padrino
and Joseph [19].
Finally, for System B (Eq. (4.10)) both the rotational and irrotational
part of the horizontal velocity u are needed to account for the movement of
the irrotational η˜ (irrotational KBC). In contrast, System A (Eq. (4.9)) and
3Note that Eq. (4.12) corresponds to the fully nonlinear version of the model, i.e. before
any form of linearization is introduced, since the normal vector ~Un is not yet expressed in
terms the vortical pressure Pδ.
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System C (Eq. (4.12)), concern the movement of η based on the rotational
KBC. This exemplifies the gauge choice for System B where the vortical part
of the velocity ~U also takes part of the irrotational velocity in the bulk, as
indicated by the grey shaded area in Figure 3B.
5. Discussion and Conclusion
In summary, we contrast and compare three different ways of looking at
the viscous water wave problem, both in the model equations and in the
resulting conservation of mass.
Practical implementation is the guiding factor in opting for one or the
other. System B (Dommermuth [12]) is the only closed exact model that is
fully nonlinear without approximations, at a cost of having more complicated
equations in the bulk, where the fluid is assumed to be rotational, as well as an
additional equation for the rotational pressure. To close the systems A and C,
linearization has to be applied, and approximations have to be made. System
C and the DDZ version of System A do not provide details on the bound-
ary layer but are computationally simple, and can provide a basis for enve-
lope evolution equations like the Nonlinear Schro¨dinger or Dysthe equations.
We verify for all three systems that the mass conservation conditions are
in agreement with the Helmholtz superposition of the rotational and irrota-
tional flow. The comparison of the mass conservation conditions illustrates
that the gauge choice of System B requires the vortical velocity vector to
contain also an irrotational part.
It would be interesting to see how well the linear simplification of the
vortical pressure captures the dynamics for the total pressure, comparing
to results based on the fully nonlinear model by Dommermuth [12]. Vari-
ous other models hint at the existence and relevance of nonlinear viscosity
terms in the propagation equation [25, 26]. The order analysis in Cartesian
coordinates performed in Appendix A.3 and a leading order analysis in curvi-
linear coordinates performed by Phillips [27] show their relevance in different
regimes of viscosity and wave steepness. However, we show that, when the
system is closed in potential terms so that the multiple-scale method can be
applied, such viscosity terms cancel out each other and have no effect on the
viscous Dysthe equation.
Depending on the physical application, it is important to have a clear
understanding of the limitations and strength of each possible formulation of
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the viscous free-surface problem. We hope that this comparison contributes
to a clearer interpretation of this problem, and will be built upon in future
analyses.
Acknowledgements
We acknowledge the financial support from the Swiss National Science
Foundation (Projects Nos. 200021-155970 and 200020-175697). We would
like to thank John Carter, Peter Wittwer and Yves-Marie Ducimetie`re for
fruitful discussions.
References
[1] B. J. West, K. A. Brueckner, R. S. Janda, D. M. Milder, R. L. Mil-
ton, A new numerical method for surface hydrodynamics, Journal of
Geophysical Research 92 (1987) 11803.
[2] D. G. Dommermuth, D. K. P. Yue, A high-order spectral method for
the study of nonlinear gravity waves, Journal of Fluid Mechanics 184
(1987) 267.
[3] G. Ducrozet, F. Bonnefoy, D. Le Touze´, P. Ferrant, HOS-ocean: Open-
source solver for nonlinear waves in open ocean based on High-Order
Spectral method, Computer Physics Communications 203 (2016) 245–
254.
[4] J. J. D. Carter, A. Govan, Frequency downshift in a viscous fluid,
European Journal of Mechanics B Fluids 59 (2016) 177–185.
[5] H. Segur, D. Henderson, J. Carter, J. Hammack, C.-M. C.-M. Li,
D. Pheiff, K. Socha, Stabilizing the Benjamin-Feir instability, Jour-
nal of Fluid Mechanics 539 (2005) 229–271.
[6] Z. Tian, M. Perlin, W. Choi, Energy dissipation in two-dimensional
unsteady plunging breakers and an eddy viscosity model, Journal of
Fluid Mechanics 655 (2010) 217–257.
[7] M. S. Longuet-Higgins, Theory of weakly damped Stokes waves: a new
formulation and its physical interpretation, Journal of Fluid Mechanics
235 (1992) 319–324.
24
[8] A. V. Babanin, Swell Attenuation due to Wave-Induced Turbulence, in:
Volume 2: Structures, Safety and Reliability, volume 14, ASME, 2012,
p. 439.
[9] L. G. Bennetts, V. A. Squire, On the calculation of an attenuation
coefficient for transects of ice-covered ocean, Proceedings of the Royal
Society A: Mathematical, Physical and Engineering Sciences 468 (2012)
136–162.
[10] K. D. Ruvinsky, F. I. Feldstein, G. I. Freidman, Numerical simulations of
the quasi-stationary stage of ripple excitation by steep gravity-capillary
waves, Journal of Fluid Mechanics 230 (1991) 339–353.
[11] F. Dias, A. Dyachenko, V. Zakharov, Theory of weakly damped free-
surface flows: A new formulation based on potential flow solutions,
Physics Letters A 372 (2008) 1297–1302.
[12] D. G. Dommermuth, The laminar interactions of a pair of vortex tubes
with a free surface, Journal of Fluid Mechanics 246 (1993) 91.
[13] M. S. Longuet-Higgins, Action of a Variable Stress at the Surface of
Water Waves, Physics of Fluids 12 (1969) 737.
[14] H. Lamb, Hydrodynamics, Cambridge University Press, 6th edition,
1932.
[15] M. S. Longuet-Higgins, Capillary rollers and bores, Journal of Fluid
Mechanics 240 (1992) 659–679.
[16] T. Lundgren, P. Koumoutsakos, On the generation of vorticity at a free
surface, Journal of Fluid Mechanics 382 (1999) S0022112098003978.
[17] D. D. Joseph, Helmholtz decomposition coupling rotational to irrota-
tional flow of a viscous fluid., Proceedings of the National Academy of
Sciences of the United States of America 103 (2006) 14272–7.
[18] G. A. Jarrad, A. J. Roberts, A model of weakly vortical interfacial flow,
ANZIAM Journal 42 (2001) 69.
[19] J. C. Padrino, D. D. Joseph, Correction of Lamb’s dissipation calculation
for the effects of viscosity on capillary-gravity waves, Physics of Fluids
19 (2007).
25
[20] M. S. Longuet-Higgins, Mass Transport in Water Waves, Philosophical
Transactions of the Royal Society of London A: Mathematical, Physical
and Engineering Sciences 245 (1953).
[21] G. Wu, Y. Liu, D. Yue, A note on stabilizing the Benjamin-Feir insta-
bility, Journal of Fluid Mechanics 556 (2006) 45.
[22] M. S. Longuet-Higgins, Mass transport in the boundary layer at a free
oscillating surface, Journal of Fluid Mechanics 8 (1960) 293–306.
[23] W. Choi, Nonlinear evolution equations for two-dimensional surface
waves in a fluid of finite depth, Journal of Fluid Mechanics 295 (1995)
381–394.
[24] M. Ngom, D. P. Nicholls, Well-posedness and analyticity of solutions to
a water wave problem with viscosity, Journal of Differential Equations
265 (2018) 5031–5065.
[25] A. Armaroli, D. Eeltink, M. Brunetti, J. Kasparian, Viscous damping of
gravity-capillary waves: Dispersion relations and nonlinear corrections,
Physical Review Fluids 3 (2018) 1–14.
[26] A. Fabrikant, On nonlinear water waves under a light wind and Landau
type equations near the stability threshold, Wave Motion 2 (1980) 355–
360.
[27] O. Phillips, Dynamics of the upper ocean, Cambridge University Press,
1979.
[28] J. Wang, D. D. Joseph, Purely irrotational theories of the effect of the
viscosity on the decay of free gravity waves, Journal of Fluid Mechanics
559 (2006) 461.
[29] W. Zhang, J. Vin˜als, Pattern formation in weakly damped parametric
surface waves, Journal of Fluid Mechanics 336 (1997) 301–330.
[30] A. Toffoli, A. Babanin, M. Onorato, T. Waseda, Maximum steepness of
oceanic waves: field and laboratory experiments, Geophysical Research
Letters 37 (2010) L05603.
26
Appendix A. Nonlinear vortical terms
Appendix A.1. Closing system A
In order to close System A, the rotational part of the velocity, ~U , needs to
be expressed in terms of either φ or η. By solving for the linearized Navier-
Stokes (NS) equations, Dias et al. [11] (DDZ) show W = Ax = 2νηxx in
the linear viscous water wave problem, and conjectures that this also holds
for the nonlinear case. We can follow the same line of reasoning to find an
expression for U = Az. Following Lamb [14], Wang and Joseph [28] and
DDZ, using the linearized NS, the solution where both φ and A are periodic
in x and must have the form
φ(x, z, t) = φ0ei(kx−ωt)e|k|z
A(x, z, t) = A0ei(kx−ωt)emz
(A.1)
yielding the relation
m2 = k2 − iω
ν
. (A.2)
If the nonlinearity of the waves plays an important role, the expression ob-
tained for the potential vector A in the linear equations is not sufficient.
Instead, the nonlinear system should be used. To simplify the exponential
behavior in z, we can consider that from Eq. (A.2)
<(m) = + 1√
2
√√√√√
k4 + ω
2
ν2
+ k2
=(m) = − 1√
2
√√√√√
k4 + ω
2
ν2
− k2
(A.3)
and realizing that for typical values of k the relation ω
ν
= 2
δ2  k2 holds, so
that Eq. (A.3) reduces to
<(m) ≈ +1
δ
=(m) ≈ −1
δ
(A.4)
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To derive an expression for Az from Eq. (A.1), we consider only the real
part of m (Eq. (A.4)), since it is part of a real valued velocity vector [14],
and obtain
Az
∣∣∣∣
z=0
= 2
√
ν
2ωωηx = −2
√
ν
2ωφzz = −
2k√
2
√
ν
ω
φz (A.5)
Note that like DDZ, we conjecture that the linear versions of φ and A
are sufficiently precise to remain valid in the nonlinear KBC and DBC. The
closed form of System A, including the nonlinear vortical terms can be written
as:

φxx + φzz = 0 −∞ < z < η (A.6a)
∇φ→ 0 z → −∞ (A.6b)
ηt + φxηx − 2
√
ν
2ωφzzηx︸ ︷︷ ︸
NLV1
= (A.6c)
φz + 2νηxx KBC
φt +
1
2
(
φ2x + φ2z
)
+ gη = (A.6d)
−2νφzz + 2
√
ν
2ωφzzφx︸ ︷︷ ︸
NLV2
DBC
where the nonlinear vortical terms (NLV1, NLV2) correspond to those in
System A (Eqs. (3.2)).
Appendix A.2. Propagation equation
Using the method of multiple scales (MMS), as described in Carter and
Govan [4], gives the following propagation equation for the envelope B:
∂B
∂t
+ ω02k0
∂B
∂x
= 
[
+ i ω08k20
∂2B
∂x2
+ 12ik
2
0ω0B|B|2 − 2k20νB
]
+ 2
[
− 32k0ω0|B|
2∂B
∂x
− 14k0ω0B
2∂B
∗
∂x
+ ω016k30
∂3B
∂x3
+ ik0B
∂φ
∂x
− 4ik0ν ∂B
∂x
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−2k30ω0δB|B|2︸ ︷︷ ︸
NLV1
+ 2k30ω0δB|B|2︸ ︷︷ ︸
NLV2
]
(A.7)
The nonlinear vorticity terms cancel out. Hence, the solution reduces to
the one given by the same system proposed by DDZ. Zhang and Vin˜als [29]
indeed also remark that RFF only take into account the linearized vorticity
normal vector, and that the linear vorticity terms describe experiments in
reasonable agreement.
Appendix A.3. Order analysis
To check for the relevance of the nonlinear vortical terms in the KBC
and DBC the following order analysis is performed. Following Eq. (2.4), we
write U = −Az and W = Ax. Note that from the expression of A in A.1,
A ∝ eδ−1z, and thus decays from a finite value to a negligible value over a
vertical distance δ. However, ∇φ is not affected by viscosity and experiences
an exponential decay over a characteristic length k−1.
Also note that the analysis in Cartesian coordinates is only valid if  1.
The variables are scaled as follows
x = k−1x˜ φ = φ0φ˜
t = ω−1t˜ A = A0A˜
z = k−1z˜ for φ η = aη˜ (A.8)
z = δz˜ for A
where a,A0 and φ0 = aωk are the initial amplitudes of the corresponding
quantities. Note that, following [11], if the viscosity is small Θ = A0
φ0
≈
νk2
ω
 1. The KBC (Eq. (3.2a)) and DBC (Eq. (3.2d)) can be written as
η˜t˜ + φ˜x˜η˜x˜ − φ˜z˜ = (δk)2A˜x˜ + δkA˜z˜η˜x˜ KBC
φ˜t˜ + 
1
2(∇˜φ˜)
2 − η˜ = −2(δk)2φ˜z˜z˜ − δkφ˜x˜A˜z DBC
(A.9)
using U = −Az and W = Ax, it is clear that if
 > δk ⇒ ηxU > W, φxU > φzz (A.10)
Therefore, at fixed k, the nonlinear vorticity terms become more relevant
for steeper waves or weaker viscosity. Fig. A.5 shows the value of δk for
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Figure A.5: δk as a function of wave number k for the kinematic viscosity of water,
ν = 10−6 m2 s−1, (solid line) and for glycerine, ν = 6.21 × 10−4 m2 s−1, (dashed-dotted
line). The steepness values =0.1, 0.2, 0.3, 0.4 are indicated with horizontal dashed lines.
Above =0.44 waves are generally considered to break Toffoli et al. [30].
water (solid line) and glycerine (dashed line), as a function of wave number.
Comparing this to the wave steepness, indicated by the horizontal dashed
lines, shows that for practically all wave-numbers  > δk in water. The
relative magnitudes found in our dimensional analysis (Eq. (A.10)) are is
confirmed by the leading order expressions for the rotational and irrotational
velocity vector in curvilinear coordinates ([27], Chapter 3). Longuet-Higgins
[20] indeed also mentions that /δk = a/δ  1 is the common physical
situation.
For this reason, we retained the nonlinear vortical terms in Eqs. (3.2),
labeled VNL1 and VNL2. Surprisingly however, these terms compensate each
other in the evolution equation for the envelope, Eq. (A.7). In particular,
they give a null contribution at the 4th order level in steepness 4.
Appendix B. Conversion of System A to System C
Longuet-Higgins [7] demonstrates that the linearized system presented in
RFF
ηt = φz +W
φt + gη = −2νφzz
(B.1)
4Performing the order analysis on Eqs. (A.6), using the same scaling as in Eq. (A.8),
indeed gives the same adimensional equation as Eq. (A.9)
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can be written, using η = η∗ + η′, as
ηt + η∗xφx + η′xφx = φz
φt +
1
2(∇φ)
2 + gη∗ = −4νφzz
(B.2)
where the boundary layer induced-pressure method described in Longuet-
Higgins [13] is used. We perform the same exercise for the nonlinear System
A.
The kinematic boundary condition
Since η′t = −ηxU +W , Eq. (3.2a) can be rewritten as
η∗t + η∗xφx + η′xφx = φz (B.3)
In Longuet-Higgins [13], the nonlinear term η′xφx is ignored. Since η∗x ∝ a
and η′x ∝ δ, this is justified if a  δ (or   δk), which looking at Figure
A.5 is the case in most physical situations. It can also be solved by moving
to tangential coordinates, and recalling Eq. (2.11), and writing
η∗(s, t)t + η′(s, t)t = un(s, t)
η∗t = φn
(B.4)
resulting indeed in the irrotational KBC as in System C.
The dynamic boundary condition
Starting from Eq. (3.6), we insert the normal stress balance, and replace
η = η∗ + η′, to obtain
φt +
1
2(∇φ)
2 + 2ν (φnn + Unn )− gη∗ − gη′ =
−
∫ η
η−δ
(
~Ut − ν∇2~U − ω × ~U
)
dz − 12
~U2︸ ︷︷ ︸
Vortical layer
φnU
n + φsU s︸ ︷︷ ︸
Mixed NL terms
(B.5)
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Recall the definition of the vortical layer in system C:
η′ =
∫
Undt
= −
∫
ηxUdt+
∫
Wdt
= −
∫
ηxUdt− 2ν k
ω2
φzz
(B.6)
This expression agrees with the one obtained in Longuet-Higgins [7] in the
linear limit (see Eq. (3.11) in that paper). Inserting Eq. (B.6) into Eq. (B.5)
and denoting VL for the small terms in the vortical layer:
φt +
1
2(∇φ)
2 + 2ν (φnn + Unn )− gη∗ =
− g
∫
ηxUdt− 2νφzz + VL + φnUn + φsU s (B.7)
Taking z ≈ n for φ, which is justified for  1 gives
φt +
1
2(∇φ)
2 − gη∗ = −4νφzz
− 2ν ~Unn − g
∫
ηxUdt+ V L+ φnUn + φsU s (B.8)
Systems A and C are equal if terms of O(2) and O(δk), i.e. the second line
of the equation above, can be ignored.
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