The risk imposed by the stochastic nature of wind energy sources has always been a major barrier despite their proliferation in power systems. To further penetrate these sources, this paper draws upon dynamic prices, which realize demand response potentials along with decimating the risk involved. To do so, a model is first established to study the impacts of activating demand response, on the risk index in a system with a high penetration of wind resources. Then, the model is used to estimate the extra wind capacity that can be hosted by the system such that the risk remains within the acceptable range. The well-being indices are calculated via sequential Monte Carlo simulation approach and Fuzzy theory. The demand response with dynamic prices is modeled by self and cross elasticity coefficients of different load sectors. The performance and applicability of the proposed model are verified through simulations on the IEEE Reliability Test System. (IEEE-RTS).
Mainly due to economic and environmental benefits, wind energy has been envisioned to play an indispensable role in future energy systems. The stochastic nature of this energy source, however, has negative impacts on the safe operation of power systems [1] . This drawback is even more highlighted in power systems with higher wind penetrations. In the literature, several solutions have been proposed to mitigate concerns about the risk imposed by uncertain sustainable energy sources like wind. In [2] , energy storage units have been proposed to compensate deviations in the output power of wind sources. It has been demonstrated that the optimal location and capacity of distributed generation in a grid can be determined via quantifying the hosting capacity of different nodes of the grid. As found in that study, the marginal benefit of the battery decreases with increasing storage size. In [3] , hybrid renewable energy resources are applied to increase the availability of output power of these sources. These methods, however, are more beneficial in areas where at least two different renewable energy sources are profitable and applicable. In [4] [5] [6] [7] [8] , demand response has been proposed to be a compliment for uncertain energy sources like wind. In [4] , using a case study based on the ERCOT (Electric Reliability Council of Texas) power system, system operating cost has been compared when imperfect forecasts and perfect foresight of wind are available. They demonstrated that wind uncertainty can impose substantive costs to the system and that demand response can eliminate more than 75% of these costs if consumers respond to system conditions immediately. The research reported in [5] simulated and compared system operation with high wind penetration levels with and without applying real-time prices. It has been shown that activating demand response with real-time pricing (RTP) can increase the percentage of load that can be served by wind generation. In [6] , RTP and demand-side management (DSM) have been proposed to increase the penetration of wind energy. It has been shown that offering dynamic tariffs to customers can increase the benefit of sustainable energies on both supply and demand sides. It has been also demonstrated that wind penetration can be increased up to 40% when RTP and DSM are applied together [7] . According to that study, an increment in production of wind energy sources can be translated to reduction in energy price thereby motivating consumers to consume more. On the oth-er hand, higher energy prices due to low wind generation encourage consumers to consume less. This implies that availability of wind energy and demand are more correlated when demand response is activated via dynamic prices.
According to the study, the idea of using dynamic prices to more correlate wind energy and system demand has been proposed. However, it lacks a comprehensive study on risk indices. It is also needed to quantitatively assess the impacts of using demand response on the maximum allowed penetration of wind. To this end, this paper aims at establishing a model to quantify well-being indices in systems with high penetrations of wind energy when demand response is activated. The model is then used to estimate the extra wind capacity that can be hosted by the system if demand response potentials are realized through dynamic prices. This study is needed to quantify the contribution of demand response with respect to the increased penetration of wind in future power systems. The demand flexibility behavior in response to dynamic prices is captured via price elasticity coefficients [8] - [9] . The model looks at various sectors of load with varied elasticity levels and energy use profiles. The risk assessment is subjected to the system well-being where (sequential) Monte Carlo simulation and Fuzzy theory are practiced. The effectuality of the offered model is unveiled by employing it to the IEEE-RTS.
PRELIMINARY BASES
In this section, the significant on paper concepts that are used in the evolved model are briefly described. Here, quick descriptions over the investigated model for wind energy conversion system and well-being analysis are given.
Wind Energy Conversion System
An essential prerequisite in incorporating WECS in generation system well-being analysis is to counterfeit the hourly wind speed. There exist different approaches in the literature to model wind speed [10] . (ARMA), as a very popular approach, uses the correlation between wind speed at a specific hour and wind speed within immediate previous hours. The general definition of the ARMA (n,m) model is presented here [11] :
We achieved the simulated wind speed at time t i.e., t WK , as follows: [11] .
After the hourly wind speed is obtained, the next step is to determine the power output of wind turbine generator (WTG) as a function of the wind speed. This function is represented by the distinctive parameters of WTG. Here, (3) is used to retrieve hourly power product of a WTG from the simulated HWS [13] .
1.2 Well-Being Analysis Traditionally, power system operating states have been represented by a five-state model including normal, marginal, emergency, extreme emergency, and restorative states. These five operating states, however, do not appropriately reflect actual system risk level [14] . To address this issue, the five-state model is then transformed into the wellbeing analysis framework [15] . This framework evaluates system well-being in serving load via a set of probabilistic criteria as displayed in Fig. 1 . The system is supposed to be in the healthy state if system load is served and enough reserve is available to meet analytic norm like loss of the largest available unit. The system is in its marginal state if no problem arises in serving the load while the reserve is not adequate to withstand the analytical criteria. This means that in the marginal state, the available reserve is not sufficient to bear when the largest operating unit is lost. In atrisk state, system load overrides the available generation capacity so load shedding is inevitable. The three abovementioned states serve as system well-being indices.
Among the variety of simulation methods and analytical criteria used for calculation of the system well-being criteria, the sequential Monte Carlo simulation method is used in this paper. The available capacity of the generating system is obtained through random sampling from the down and up modes of the generating units [16]- [17] . The procedure for calculation of the system well-being criteria is displayed schematically in Fig. 2 [18]. In the figure, the red diagram represents the overall available generation capacity, the blue diagram is the available capacity minus the largest available unit at that hour, and the green diagram is load value. t(H) represents the times when generation minus the largest available unit is greater than load value, and the system is in healthy state. t(M) denotes the times when generation capacity minus the largest available unit is less than the load, but overall generation is greater than the load, and the system is in marginal state. Finally, at risk state is when generation is less than the load.
The probability of the system being in each of the states is finally calculated by summing up the associated duration times divided by the duration of the simulation period.
DEVELOPED METHODOLOGY
This section develops a step-by-step procedure to include demand response and wind penetration in generation system well-being assessment. The flowchart of the approach can be seen in Fig. 3 which is described as follows:
Step 1: All system data, including load of different sections, generator information, as well as information of wind turbines and wind speed specifications, are determined.
Step 2: 3. In this step, the availability and unavailability of the traditional units are determined by the Monte Carlo method. Wind speed is also calculated via applying sequential Monte Carlo simulation and time-series ARMA model. In reality, the availability of generating units and wind speeds of the hour is determined by which access capacity can be obtained per hour over time.
Step 3: The calculated wind speed is combined with the WTG model, given in (3), to estimate the power output of wind turbines. The output of this step is the hourly generation of wind turbines within the simulation period.
Step 4: In this step, the hourly available conventional generation capacity obtained in Step 2 and hourly production of wind turbines achieved in Step 3 are combined and hour-by-hour total generation capacity is calculated.
Step 5: The total consumption of loads in different sectors, including large user, governmental, etc., takes up consumption and the total hourly load of the system is calculated in this step.
Step 6: This step is to calculate hourly electricity prices based on cost functions associated with generating units at the associated hour and the respective system load. It is worth mentioning that the generation cost of wind turbines is regarded negligible. The electricity price at a specific hour is considered equal to the marginal production cost of the last collaborative unit at the same hour. The output of this step is the hourly electricity prices.
Step 7: In this step, hourly electricity prices calculated in Step 6 are offered to customers whose hourly energy use is calculated in Step 5. Load responsiveness is obtained based on the self-elasticity and cross-elasticity coefficients and the hourly variable price [17]. This is done using (4) as follows [17]:
Note that the coefficients in the above expression are assumed to be given. This is because the determination of these coefficients needs thorough social, cultural, and financial studies which are beyond the scope of this paper.
At the end of this step, revised load profile associated with diverse load sectors and total system load profile after applying demand response is achieved.
Step 8: In order to calculate system well-being criteria, the largest available unit per hour is determined during the simulation time interval.
Step 9: In this step, the calculation of system well-being criteria for the system, with the presence of wind energy, is based on the results of the previous steps as follows: 9-1: The hourly loads are compared to load response times based on the elasticity coefficients and the hourly price as well as the available capacity of the traditional generators and wind energy accumulated per hour during the simulation time interval. If the load exceeds the total available capacity at that hour, it will be in risk mode; otherwise, it will be compared to the fraction of the largest available unit by load. If the available capacity minus the largest unit is greater than the load, it is in a state of health and otherwise it is in a marginal state. 9-2: The procedure is followed in sequence in each state for all the time periods of simulation. 9-3: Termination criteria are examined in this step. Given the time-consuming nature of the calculations, and a large number of time periods of simulations, the calculation termination criterion is checked. If the calculation termination touchstone is met, the calculated indices are reported; otherwise, the process continues. 9-4: In this step, the next time period is selected for examination, and the process returns to Step 9-2.
Well-being calculations with the method mentioned in the above, i.e. with a particular criterion in the specification of the well-being states, such as the largest generating unit, suffer from a fundamental defect. In such conditions, load changes, even small ones, may make great changes, in the well-being state probabilities. This issue is particularly evident when, the largest unit is considerably larger than the others. To alleviate the issue, it can be cleared up using Fuzzy theory. As compared to the conventional method of well-being calculations, where the probability of each state is assigned to one of the well-being states, in the Fuzzy method, state probability is more appropriately applied to the well-being states. In this approach, state probability is modified with a correction coefficient and added to the probability of the well-being states. It is of great importance to select the right correction coefficients. There are two pa-rameters involved in the calculation of the correction coefficients [15] . One of the parameters concerns the scale of the number of usable units whose failure does not lead to load loss to all of the units. The second parameter is defined as the scale of the lost load in an event owing to the loss of largest unit to the capacity of the largest unit available in that event. In fact, the second parameter demonstrates the effect of the largest unit available in each event in load provision. The probability of healthy state increases as this parameter decreases. Interested readers are referred to
[15] for more detailed explanations over the Fuzzy approach for well-being index calculation.
NUMERICAL RESULTS
In order to demonstrate effectiveness of the proposed methodology, it is applied to the modified IEEE-RTS and impacts of activating demand response on well-being indices are studied through different scenarios. The original IEEE-RTS system has 32 generating units with total installed capacity of 3405 MW and peak load of 2850 MW [19].
In the simulations, the load composition data associated with residential, agricultural, official, industrial, governmental, and commercial load sectors given in [20] are used. Table 1 . provides the peak demand and load factor associated with the seven load sectors. As mentioned earlier, demand flexibility in response to time-varying prices is captured via elasticity coefficients. Table 2 . gives the elasticity coefficients associated with different load sectors [8]- [9] . It is worth mentioning that peak period is from 17 to 23, shoulder period is from 9 to 17 and 23 to 3, and off-peak period is from 3 to 9. In order to calculate time-varying prices which reflect wholesale market prices, priority order of generation units is needed. Table 3 . gives the priority order used in the simulations.
The stochastic nature of wind speed is modeled via time-series ARMA model. In this paper, the following ARMA model borrowed from [12] is taken into use as follows:
It should be mentioned that mean (µ) and standard deviation (σ) of wind speed are respectively 19.46 km/h and 9.7 km/h. The WTG units used in this paper are assumed to have rated power of 2 MW, cut-in, rated, and cut-out wind speeds of 14.4, 36, and 80 km/h, respectively.
Study Results
Here, a few scenarios are examined to study impacts of demand response and wind penetration on the system wellbeing.
Scenario 1: In this scenario, the method suggested in the previous section is applied to the IEEE-RTS and the relevant well-being indices are calculated. This scenario serves as a comparison benchmark for the next three scenarios.
The served energy value in each state and the unserved energy are also calculated and the results are appeared in Table 4 . It is also worthwhile to mention that the annual unserved energy of the system is 4949 MWh. Scenario 2: This scenario investigates impacts of realizing demand response from different load sectors on the system well-being indices. It is worth mentioning that hourly prices are determined based on the available units and their loading priorities as in Table 3 . In this scenario, wind power penetration is considered as zero. This scenario is simulated and the achieved well-being indices are presented in Table 5 . As can be seen from the table, the well-being indices experience significant improvements when demand response related to residential and commercial sectors is activated. Whereas, the indices face negative impacts when activating demand response from large user and agricultural sectors. It is worth mentioning that the best and worst situations occur when demand response from residential and large user sectors is enabled, respectively. These results are in contrary with the common thought that enabling demand response would always improve system characteristics. This strange observation is mainly due to the fact that the peak period associated with large user and agricultural sectors and the system peak period are not coincident. The profiles before and after activating demand response from large users associated with two typical days are depicted in Fig. 4 . As can be seen, the response from large user sector causes more severe peak demand since a portion of consumption from mid-peak period is transferred to the peak time. Also, demand response from the other load sectors has little effect since either or both their flexibility and share from the system demand are negligible. Fig. 5 also displays system load profiles during two typical days with and without demand response from residential user sector. As it is shown, demand response from residential sector leads to lower peak demands thereby enhancing system wellbeing indices. Scenario 3: In this scenario, impacts of wind power penetration on system well-being indices are examined. To do so, 150 WTGs with total capacity of 300 MW are assumed to be added to the system. Needless to say, demand response is not activated in this scenario. This scenario is simulated and the obtained results are provided in Table 6 .
As can be observed, system well-being is improved as compared to the first scenario where no wind power is integrated in the system. This is due to the fact that the additional WTGs, although their output is stochastic, increase total installed capacity of the system as well as its available reserve. The value of served energy in the healthy state is increased by 97479 MWh while the value of served energy in the risk state is decreased by 23242 MWh. In addition, the annual unserved energy of the system experiences about 25% improvement by reaching from 4949 MWh to the value of 3714 MWh. Scenario 4: In this scenario, simultaneous effect of enabling demand response and integrating wind power in the system is examined. Here, it is assumed that 150 WTGs with total installed capacity of 300 MW are added to the system. The scenario is simulated and the achieved well-being indices are provided in Table 7 . As it can be observed, residential customers are the most affecting load sector on improvement of system well-being indices. Enabling demand response from residential load sector, probability of being in the risk state is decreased by 37% as compared to the first scenario. Also, the index is improved by 17.7% as compared to the third scenario where wind power is integrated but demand response is not enabled. The probability of being in the marginal state also experiences about 32% and 14.7% enhancements as compared to the first and third scenarios, respectively. Finally, healthy state probability is reached from 0.979286 in the first scenario and 0.983733 in the third scenario to 0.986227, which can be translated to considerable improvements. Unlike residential sector, activating demand response from large users is accompanied by negative impacts on the well-being indices. This is mainly due to the fact that their peak time does not coincide with the system peak period. In case large users' demand response is enabled, probability of being at risk increases by 11.3% as compared to the third scenario where demand response is not activated. Finally, enabling demand response from the other load sectors leads to less significant changes in the indices since their share from total system demand is low and/or their elasticity coefficients are small. Table 8 . gives the served energy of the system during healthy, marginal, and risk states. According to the results, the energy served during the risk state experiences its best and worst situations when demand response from residential and large user sectors is enabled, respectively. Also, the maximum and minimum values of energy served during system healthy state occur when residential and large user sectors' response is activated, respectively. Finally, it is worth mentioning that the most significant decrease in the value of unserved energy is observed when residential sector response is enabled. In case demand response from residential load is realized, system unserved energy decreases by 38%, 26%, and 18% as compared to the first, second, and third scenarios, respectively.
Sensitivity Analysis
In order to examine impacts of wind power penetration on the performance of the demand response program, a few studies with 50, 100, 200, 300, 400, and 500 MW wind power installations are simulated. The achieved results including well-being indices and served energies during each system state are given in Tables 9. and 10. for wind power penetrations of 50 and 500 MW. In addition, Fig. 6 displays the changes in risk state probability versus wind power penetration and different load sectors responses. As can be seen, system well-being is more enhanced as more wind power is installed. Also, impacts of response from load sectors decrease by increasing the penetration of wind energy in the system. For instance, if 50 MW wind power is installed, system risk probability decreases by 1.7% as compared to that of the original system. Also, the risk probability experiences 16.77% more enhancement if response from residential sector is realized. This is while the index is improved by 34% if 500 MW wind power is integrated in the system and by 45.9% if response from residential sector is applied as well.
As compared to the first scenario with an annual unserved energy of 4949 MWh, residential sector has the most effective response by resulting in 19.8% decrease when installed wind capacity is 50 MW and 47.6% decrease when 500 MW wind capacity is installed. Also, large user sector has the least effective response with 11.5% increase in the unserved energy when 50 MW wind is integrated and 27% decrease when 500 MW wind capacity is installed.
As compared to the second scenario where the unserved energy is reduced by 35.4% when 500 MW wind is added, large user sector response results in 8.4% increment. Fig. 7 displays unserved energy changes in the presence of different load sector responses. As can be observed, residential and commercial loads are the most effective, industrial and official loads are almost ineffective, and large users, agricultural, and public loads have the worst effects on the system unserved energy. Actually, according to the results, demand response from large users, agricultural, and public loads results in increments in the system unserved energy. As also stated earlier, the main reason behind this strange observation is related to the negative correlation between these load sectors and the total system load. As another observation, it can be seen from the figure that the gradient values of the curves decrease as more wind power is integrated into the system. This can be translated to lower performances for demand response as more wind power is installed in the system. As Fig. 8 displays, the reduction in system unserved energy caused by realizing demand response from residential and commercial load sectors decreases by growing wind penetration level. Applying demand response from residential customers, system unserved energy decreases by 875.32 MWh when wind power penetration is 50 MW while the reduction reaches 603 MWh when 500 MW wind power is penetrated. In case of applying demand response form commercial load sector, the unserved energy reduces from 209.38 MWh to 159 MWh when wind power penetration is increased from 50 MW to 500 MW. These observations are due to the fact that system reliability and thus the unserved energy enhances as wind power penetration increases since it provides some additional generation capacity.
As another observation, with any penetration of wind power, demand response from residential load sector is much more effective than that from commercial load sector. This is because residential load sector has a larger share in system demand with larger elasticity coefficients. As stated, residential and commercial are the most effective load sectors on well-being indices. To examine the effectiveness of enabling demand response from the same amount of load, one can normalize the unserved energy reduction by dividing it to the peak demand of the load sector whose response is activated. The normalized effectiveness (called effectiveness factor) associated with residential and commercial load sectors for different penetration levels of wind power is calculated and displayed in Fig. 9 . As can be observed, enabling demand response from residential loads is relatively more effective. This can be due to the larger elasticity coefficients of residential load sector compared to those of commercial load sector.
CONCLUSIONS
This paper studied impacts of enabling demand response on well-being indices of systems with different wind power penetration levels. The demand behavior in response to dynamic prices was captured via self and cross elasticity coefficients. In the studies, seven different load sectors including residential, commercial, industrial, large user, agricultural, governmental, and official consumers were examined. As detected in the simulation outcomes, enabling demand response from different load sectors has different influences on system well-being. This is largely owing to different shares from system load, different elasticity coefficients, and different load profiles. It was demonstrated that demand response by residential and commercial load sectors has significant positive impacts on system wellbeing. It was also shown that activating demand response does not necessarily improve system well-being since demand response from large users degrades system well-being. This results from both the flexibility and load profile of that load sector. In dynamic pricing, prices are higher in peak load period than those during medium load and low load and the values of shift and reduction of load are determined based on load elasticity. Since residential and commercial loads are used within the early hours of the night, when electricity is more expensive, their responses are exaggerated, while industrial loads are less effective, as they are less flexible and often available during the day. It was also revealed that potential positive impacts of demand response decreases as more wind power is hosted by the system. This is because installing wind power provides the system with additional generation capacity which in turn enhances system well-being and it makes sense that enabling demand response in the system whose well-being is already improved is less effective.
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