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Use of Machine Learning Algorithms for Prediction of Fetal Risk using
Cardiotocographic Data
Abstract

Background: A major contributor to under‑five mortality is the death of children in the 1st month
of life. Intrapartum complications are one of the major causes of perinatal mortality. Fetal
cardiotocograph (CTGs) can be used as a monitoring tool to identify high‑risk women during labor.
Aim: The objective of this study was to study the precision of machine learning algorithm techniques
on CTG data in identifying high‑risk fetuses. Methods: CTG data of 2126 pregnant women were
obtained from the University of California Irvine Machine Learning Repository. Ten different
machine learning classification models were trained using CTG data. Sensitivity, precision, and F1
score for each class and overall accuracy of each model were obtained to predict normal, suspect,
and pathological fetal states. Model with best performance on specified metrics was then identified.
Results: Determined by obstetricians’ interpretation of CTGs as gold standard, 70% of them were
normal, 20% were suspect, and 10% had a pathological fetal state. On training data, the classification
models generated by XGBoost, decision tree, and random forest had high precision (>96%) to
predict the suspect and pathological state of the fetus based on the CTG tracings. However, on
testing data, XGBoost model had the highest precision to predict a pathological fetal state (>92%).
Conclusion: The classification model developed using XGBoost technique had the highest prediction
accuracy for an adverse fetal outcome. Lay health‑care workers in low‑ and middle‑income
countries can use this model to triage pregnant women in remote areas for early referral and further
management.

Zahra Hoodbhoy,
Mohammad
Noman1,
Ayesha Shafique1,
Ali Nasim1,
Devyani
Chowdhury2,
Babar Hasan
Department of Paediatrics and
Child Health, The Aga Khan
University, 1Department of
Artificial Intelligence, Ephlux
Pvt Ltd., Karachi, Pakistan,
2
Cardiology Care for Children,
Pennsylvania, USA

Keywords: Fetal cardiotocography, machine learning, perinatal risk

Introduction
The Millennium Development Goal
4, which aimed to reduce under‑five
mortality by two‑thirds globally, was not
able to meet its target.[1] In 2015, 45%
of all under‑five deaths occurred in the
neonatal period.[2] The leading causes
of deaths among this group are preterm
birth complications (35%), intrapartum
events (25%), and infections (e.g., sepsis
or meningitis in 15%).[3] According to the
UNICEF 2018 report, Pakistan has one
of the highest newborn mortality rates of
46/1000 live births.[3]
According to the International Federation
of Gynaecology and Obstetrics (FIGO)
guidelines, cardiotocograph (CTG) can be
classified as normal, suspect, or pathological
based on the fetal heart rate (FHR),
heart rate variability, accelerations, and
decelerations.[4] This interpretation can
be done by skilled health personnel
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(e.g., obstetricians) or computerized
software.[5] A recent Cochrane review by
Grivell et al. reported a significant reduction
in perinatal mortality with computerized
CTG (relative risk: 0.20, 95% confidence
interval [CI]: 0.04–0.88) as compared to
traditional CTG.[5] However, since the
studies were of moderate quality evidence,
further work to assess the impact of CTG on
perinatal outcomes needs to be conducted.[5]
Artificial
intelligence
(AI)
uses
mathematical algorithms and several data
points from the human body to generate a
diagnosis.[6] These models have been used to
improve the accuracy of predicting cancer
recurrence and mortality,[7] cardiovascular
risk prediction,[8] and the diagnostic
accuracy of radiological investigations
such as computerized tomography scan and
magnetic resonance imaging.[9] Medical
and engineering professionals have been
working to automate CTG interpretation,
hence
decreasing
inconsistencies
in
classification of outcomes.[10] The existing
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algorithms have high accuracy to predict the pathological
state of the fetus but did not perform well on predicting the
suspicious state.[11,12]
The objective of this study was to develop a machine
learning model that can identify high‑risk fetuses (suspicious
as well as pathological state) as accurately as highly trained
medical professionals.

Methods
The dataset was obtained from the University of California
Irvine Machine Learning Repository.[13] It comprised of
2126 pregnant women who were in the third trimester of
pregnancy. The dataset consisted of 21 attributes used in
the measurements of FHR and uterine contractions (UCs)
on CTG [Table 1]. According to the standards and concord
of the National Institute of Child Health and Human
Development, the core risk variable used to derive the state
of fetus includes qualitative and quantitative descriptions of
FHR (i.e., baseline heart rate; baseline variability; number
of accelerations per second; number of early, late, and
variable decelerations per second; number of prolonged
decelerations per second; and sinusoidal pattern) and
UCs (i.e., baseline uterine tone, contraction frequency,
duration, and strength).[14] The CTG of pregnant women
were classified by three experts who were specialized
in obstetrics, with their interpretation being considered
to be the gold standard. The fetal CTGs were generated
Table 1: Essential cardiotocogram attributes used in the
models

Variable
symbol
LB
AC
FM
UC
DL
DS
DP
ASTV
MSTV
ALTV
MLTV
Width
Min
Max
Nmax
Nzeros
Mode
Median
Variance
Tendency
NSP

Variable description

Fetal heart rate baseline (beats per minute)
Number of accelerations per second
Number of fetal movements per second
Number of uterine contractions per second
Number of light decelerations per second
Number of severe decelerations per second
Number of prolonged decelerations per second
Percentage of time with abnormal short‑term variability
Mean value of short‑term variability
Percentage of time with abnormal long‑term variability
Mean value of long‑term variability
Width of FHR histogram
Minimum of FHR histogram
Maximum of FHR histogram
Number of histogram peaks
Number of histogram zeroes
Histogram mode
Histogram median
Histogram variance
Histogram tendency
Fetal state class code (N=Normal, S=Suspected,
P=Pathological)
FHR: Fetal heart rate

from SisPorto 2.0 software (Speculum, Lisbon, Portugal),
a program for automated analysis of CTG. The machine
learning algorithms used in this study were multilayer
perceptron, support vector machine with linear and radial
basis function kernel, K‑nearest neighbors, XGBoost
classifier, AdaBoost classifier, random forest, logistic
regression, Gaussian Naïve Bayes, and decision tree.
The current dataset was split into training and testing
folds using K‑Fold Cross Validation technique to test
the performance of each machine learning model in the
training phase.[15] Classifiers were compared on the bases
of the highest average accuracy across all the folds and
sensitivity value of each class to obtain the classifier
with best generalization on given dataset. As the dataset
was imbalanced, Synthetic Minority Over‑sampling
Technique (SMOTE) balancing technique was used.[16]
SMOTE is used to avoid overfitting of the machine learning
model on skewed classes. This technique was only applied
on training folds and was then tested on real, intact, and
unseen data.
The key outcome of this study was to compare major
machine learning algorithms (listed above) with regard
to their precision accuracy and sensitivity to predict
normal, suspect, or pathologic fetal state based on CTG
attributes.
Various statistical techniques were used to compare the
performance of the algorithms. These included precision,
sensitivity or recall, F1 score, and overall accuracy
([true positive + true negative]/[true positive + true
negative + false positive + false negative]).

Results
The CTG data of 2126 pregnant women were classified
into the normal, suspect, or pathologic state by three
obstetricians. The CTG data comprised of 70% normal
fetal state, 20% suspect state, and 10% pathologic state as
determined by the obstetrician.
Similar to other models, the most prominent risk factors
depicted by our all ten machine learning models were
percentage of time with abnormal short‑term variability,
percentage of time with abnormal long‑term variability,
number of accelerations per second (AC), mean value of
short‑term variability, and UCs. These five factors were
seen to have the highest weight in predicting the fetal
state. The performance metrics of all the ten machine
learning models on training and testing data are shown in
Tables 2 and 3, respectively.
On the training dataset, it was seen that the machine
learning model generated by XGBoost technique,
decision tree, and random forest had high precision and
sensitivity (>96% and >99%, respectively) to predict the
suspect and pathological state of the fetus based on the
CTG tracings. However, when this algorithm was applied
on the testing dataset, the model developed using XGBoost
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ML model

Table 2: Comparison of machine learning models on training data

Precision
Recall
F1 score
N
S
P
N
S
P
N
S
P
MLP
0.88
0.87
0.94
0.87
0.84
0.96
0.87
0.85
0.95
XGBoost classifier
0.99
0.96
0.996
0.97
0.987
0.992
0.976
0.975
0.994
Decision tree
0.998
1
1
1
0.998
1
0.999
0.999
1
Random forest
0.992
0.989
0.997
0.989
0.992
0.996
0.99
0.991
0.997
Logistic regression
0.87
0.77
0.88
0.84
0.79
0.88
0.86
0.79
0.88
SVM linear kernel
0.9
0.8
0.89
0.85
0.83
0.91
0.87
0.81
0.9
SVM RBF kernel
0.98
0.92
0.99
0.92
0.97
0.99
0.95
0.94
0.984
KNN
0.995
0.95
0.99
0.95
0.993
0.995
0.97
0.97
0.993
Naïve Bayes
0.88
0.66
0.86
0.76
0.88
0.68
0.82
0.75
0.76
AdaBoost
0.86
0.88
0.988
0.89
0.88
0.95
0.87
0.88
0.97
N: Normal state; S: Suspect state; P: Pathological state; MLP: Multilayer perceptron; SVM: Support vector machine; RBF: Radial basis
function; KNN: K‑nearest neighbors; ML: Machine learning

ML model

Table 3: Comparison of machine learning models on testing data

Precision
Recall
F1‑Score
N
S
P
N
S
P
N
S
P
MLP
0.96
0.52
0.7
0.85
0.72
0.89
0.9
0.6
0.77
XGBoost classifier
0.98
0.73
0.92
0.94
0.88
0.92
0.96
0.8
0.92
Decision tree
0.96
0.74
0.87
0.95
0.74
0.92
0.95
0.74
0.89
Random forest
0.96
0.73
0.86
0.95
0.78
0.88
0.95
0.75
0.87
Logistic regression
0.96
0.48
0.64
0.84
0.75
0.84
0.9
0.58
0.72
SVM linear kernel
0.97
0.49
0.68
0.84
0.79
0.88
0.9
0.6
0.76
SVM RBF kernel
0.98
0.62
0.84
0.91
0.82
0.88
0.94
0.7
0.86
KNN
0.96
0.6
0.82
0.9
0.76
0.87
0.93
0.66
0.84
Naïve Bayes
0.97
0.42
0.46
0.76
0.85
0.67
0.85
0.56
0.54
AdaBoost
0.96
0.58
0.88
0.89
0.81
0.87
0.92
0.67
0.87
N: Normal state; S: Suspect state; P: Pathological state; MLP: Multilayer perceptron; SVM: Support vector machine; RBF: Radial basis
function; KNN: K‑nearest neighbors; ML: Machine learning

had high sensitivity (92%) to predict a pathological fetal
state as compared to the other models, but the sensitivity
for the suspect state dropped to 73%.
When the training and testing dataset was compared
for overall accuracy, the model developed by XGBoost
technique had the highest overall accuracy (93%) as
compared to other machine learning models [Figure 1].

Discussion
In this study, ten different machine learning models were
applied on the CTG recordings of 2126 pregnant women to
predict an adverse fetal outcome. XGBoost technique was
found to have the most accuracy for an adverse fetal outcome,
i.e., suspected and pathological states. CTG interpretation
relies heavily on obstetrician’s analysis of the tracing and
leads to subjectivity in the interpretation of the data.[17]
Interobserver agreement between trained obstetricians using
the FIGO guidelines was fair (kappa statistic – 0.48).[18] AI
systems may thus be the solution where different parameters
can be assessed by the machine with high reliability.[19]
Costa et al. reported a high intraclass correlation
coefficient 71% for accelerations (95% CI: 69%–73%)
228

Figure 1: Overall accuracy of the different models on the training and
testing data

and 68% for decelerations (95% CI: 66%–70%) between
the automated models and trained clinicians.[20] The
CTG Open Access Software used 552 raw CTG samples
to obtain a prediction accuracy of 87.9%.[21] The model
generated by Cömert et al. on the same dataset reported
an accuracy of classification of the artificial neural
network model and extreme learning machine as 91.8%
and 93.4%, respectively.[11] Although these models
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had a high accuracy for predicting a pathological fetal
state (97%), the accuracy dropped significantly (59%)
for prediction of suspect fetal states (59%).[12] The model
generated by this study using XGBoost technique had a
similar overall accuracy (96%) of predicting pathological
state, but the prediction accuracy for a suspect state was
higher (73%). Both suspect and pathological fetal states
may be a sign of fetal hypoxia due to conditions such
as excessive uterine activity, aortocaval compression, or
maternal hypotension.[4] It is hence important to use an
algorithm that has a high accuracy for both these fetal
states (suspect and pathological), thus determining the
optimal time and mode of delivery, avoiding prolonged
fetal hypoxia at the same time preventing unnecessary
obstetric interventions.[4]

in LMICs, the machine learning algorithm may report a
different accuracy. Further, this dataset did not include
any information on participants’ sociodemographic data or
other relevant clinical characteristics, such as primiparity,
maternal nutritional status, and anemia, gestational age,
fetal well‑being, etc. which may affect the intrapartum
course of events and could potentially contribute toward
further refinement of the AI model.

Several computerized algorithms have thus been
developed with varying accuracy to help in analyzing
CTG data; however, none of them have been universally
adopted.[12] One of the reasons for this could be that
automated programs such as SisPorto software may help
in clinical decision making but are compatible with only
certain brands of machines.[19] This restricts their universal
utility, especially in low‑resource countries where access to
technologically advanced machines may be limited. Vendor
independence using the machine learning model such as
the one developed in this study may be possible but would
require open interfacing of vendor‑specific raw data with
the machine learning algorithm.

Financial support and sponsorship

CTG may play a valuable role in identifying high‑risk fetal
states during the early stages of labor and if appropriately
managed may prevent birth asphyxia and fetal deaths.[22] As
CTG requires expert interpretation, it limits its applicability
in remote areas where skilled health professionals are
scarce. The role of eHealth technology in enhancing
health‑care utilization and improving the quality of
antenatal and postpartum care in low‑ and middle‑income
countries (LMICs) has been established.[23] Using
technological advancements, incorporation of an automated
machine learning CTG model with high accuracy (such
as the one developed in this study) to predict suspect as
well as pathological fetal state would enable task sharing
with lay health‑care providers to ensure timely referral and
management of women in labor, hence improving perinatal
outcomes.[24]
The strength of this study was that it used ten different
machine learning techniques on the CTG dataset and
proposed the one with the highest accuracy on both
suspect and pathological fetal states. It also used SMOTE
balancing technique to avoid the bias of the model toward
skewed data, hence improving prediction accuracy of the
machine learning algorithm. However, a major limitation
of this work is that this dataset was obtained from a
repository in the developed world. Due to the differences
in sociodemographic characteristics of pregnant women

Conclusion
Once validated, future implications for this model can
include use by lay health‑care workers to triage pregnant
women in remote areas who may be at high risk for adverse
perinatal outcomes based on CTG findings, for referral and
further management.
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