Facial soft tissue thicknesses (FSTTs) hold an important role in craniofacial identification, forming the underlying quantitative basis of craniofacial superimposition and facial approximation methods. It is, therefore, important that patterns in FSTTs be correctly described and interpreted. In prior FSTT literature, small statistically significant differences have almost universally been overemphasized and misinterpreted to reflect sex and ancestry effects when they instead encode nuisance statistical noise. Here we examine FSTT data and give an overview of why P-values do not mean everything. Scientific inference, not mechanical evaluation of P, should be awarded higher priority and should form the basis of FSTT analysis. This hinges upon tempered consideration of many factors in addition to P, e.g., study design, sampling, measurement errors, repeatability, reproducibility, and effect size. While there are multiple lessons to be had, the underlying message is foundational: know enough statistics to avoid misinterpreting background noise for real biological effects.
Introduction
The distances from the skull to the skin surface, otherwise known as facial soft tissue thicknesses or depths (Fig.1) are the single most frequently researched variables in craniofacial identification [1, 2] . A number of factors promote this popularity: i) facial soft tissue thicknesses (FSTT) can be relatively quickly and simply measured; ii) central tendency description via the calculation of arithmetic means is enticingly straightforward; and iii) extensive options exist for categorizing samples to facilitate publication. These qualities have driven a recent explosion of papers in the field [3] ; just in Forensic Science International alone there have, for example, been no less than 16 contributions between 2009 and mid-2015 [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
Despite prior calls to caution that small statistically significant differences should not be automatically interpreted as biological signal [1-3, 20, 21] , recent studies show a sustained hesitation to abandon past practice both in regards to sex and ancestry distinction (see e.g., [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [22] [23] [24] [25] ). It seems it is difficult to refrain from assigning practical significance to statistically significant test results, even when the mean differences are diminishingly small.
Some recent examples will help illustrate: statistically significant sex difference of 0.93 mm (p=0.009) reported at infra-orbital [6] ; statistically significant sex difference of 1.0 mm (p=0.000) reported at nasion [26] ; statistically significant difference between Taiwanese and Turkish adults of 0.79 mm (p=0.000) reported at supraglabella [19] ; statistically significant difference between Turkish and White Europeans of 0.94 mm (p=0.00) reported at lateral nasal [5] ; and statistically significant difference between South African Blacks and American Blacks of 0.33 mm (p=0.006) reported at midphiltrum [8] .
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A c c e p t e d M a n u s c r i p t This list is by no means exhaustive, and it of course represents isolated examples at specific landmarks; but the picture is no different when landmarks displaying larger differences are considered since these are relative to larger tissue depths overall (and larger noise). For example: occlusal line in normal body mass index individuals differs by 1.7 mm (p = 0.014) between the sexes or 9 % of the mean occlusal line value [6] ; mid-masseter differs by 3.0 mm (p = 0.008) between the sexes or 11 % of the mean mid-masseter value [6] ; lower lip margin differs by 4.16 mm (p = 0.014) between Taiwanese and Turkish adults aged 18-29 years or 35 % of the mean lower lip margin value [19] ; and gonion differs by 4.40 mm (p = 0.000) between South African and American Black adults or 28 % of the mean gonion depth [8] .
While a difference of up to 30 % in these last two examples might seem substantial for ancestry on first impression, its meaning diminishes in the face of measurement uncertainty that is equally as large (see below).
Inconsistencies in FSTT patterns at the same landmark indicate further that something is amiss in sex and ancestry distinction. For example, statistical significance by sex at gonion is reported for 18-20 and 31-40 year age groups, but not 21-30 or 41-50 or >50 yrs [27] . Such discrepancies are indicative of noise, not biological patterning as currently interpreted. Herein we review the basic principles of data uncertainty with regard to the millimeter and submillimeter differences observed in the FSTT data. If we have done our job correctly, dangers of over-interpreting any mean difference as biological, and/or small statistically significant differences as meaningful, should be striking.
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A c c e p t e d M a n u s c r i p t
The Frequentist Approach to FSTT
The basic approach taken in almost all FSTT research is the description of the distance from the skull to the skin surface (Fig. 1) . This is normally set about in a frequentist manner by collecting a sample of data to be analyzed, and herein sets the first challenge that may undermine reliable determination of FSTT signal: the selection of an appropriate data sample.
To be clear, we are not overly concerned at this point whether participants are living or deceased (we will get to that later), but instead are concerned with foundational principles underpinning the frequentist approach to data analysis, namely sampling strategy. One could just take whatever is available (this is common in FSTT research), but it risks biased data that at best complicates interpretation on the backend of the analysis, or at worst invalidates the data's worth on the front. A more thoughtful approach then, is to first consider from a statistical perspective the relevance of sample size and the sampling strategy prior to data collection and analysis.
Sample size
According to the Law of Large Numbers, data from larger samples are more likely to be representative of the whole than smaller ones [28] . That is, smaller samples will typically be noisier. This is easily witnessed by tallying the outcomes of coin flips. A ratio of precisely 0.5 is unlikely to be encountered early on in the sequence, where tallied ratios bounce about erratically with small sample size (Fig. 2) . The exact same principle is manifested in rolling means calculated from FSTTs (Fig. 2) . Here, noise is again encountered early on in the sequence at small sample size, and it is especially worth noting that most FSTT samples struggle to surpass 40 individuals [1] , making FSTT data very noisy. This noise is not just A c c e p t e d M a n u s c r i p t limited to small overarching samples in FSTT research -it also applies to much larger sampled FSTT studies (hundreds of individuals) because these are typically subcategorized into smaller groups by factors such as sex, age, BMI [1] often yielding the typical size of 40 or less individuals, see e.g., [29] . A larger sample then, holds some very important advantages missed by the majority of FSTT studies, but it is equally important to note that large samples are not ideal for all types of FSTT analyses.
Statistical Significance Tests
Classic statistical significance tests, such as the t-test first conceptualized by Gossett [83] and mathematically improved by RA Fisher [84] , were specifically designed for small samples (n<=30). The application of these statistical methods to larger samples is, subsequently, prone to producing misleading results if there is no tempered consideration of P. This is largely due to Ps dependence on sample size. Any difference, no matter how small, unimportant, or negligible, will register as statistically significant when large enough samples are used [85] . The use of t-tests on data ranging in size between 350 and 6,500 subjects [16] is a clear case in point. De Greef et al. [29] provides another example whereby inter-study comparisons are made with samples routinely in excess of 100 individuals. When used in this manner, almost any difference that is not nil will register as being statistically significant, eliminating any value of P over and above the mean. P is also not an indicator of the strength of a difference, so reporting it to many decimal places (see e.g., [5, 6, 8, 19, 26] ) is of little benefit. The P-value does not encode any practical meaning of the difference [86, 87] , it simply communicates that the difference is not nil [85] .
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A c c e p t e d M a n u s c r i p t That is, P-values indicate the probability of the data (and those more extreme) under the assumption that the null-hypothesis is true. P<0.01 is sufficient to communicate a low Pvalue [85] and this is where most of P's utility ends. Little is gained by adding additional decimal places to emphasize how far below 0.05 or 0.01 P is. If the size of the difference is what one wishes to convey, then it must be measured with another statistic such as the effect size (Cohen's d) or strength of association statistic (e.g., coefficient of determination, r 2 ,
and/or the eta-square,  2 ), not P [86] .
What counts most is not the isolated value of P, but P in the context of the experimental procedure, which requires scientific judgement (inference), not mechanical interpretation of the P-value result [85, 87, 88] . P's overemphasis in the FSTT literature partly arises from the overuse of univariate statistics for multivariate data [3, 89] , where P-value results in studies tend to be extensively listed / tabulated. This bypasses a more holistic analysis gained by multivariate analysis and strength of association measures, such as eta-square with MANOVA ( 2 = SS Effect / SS Total ; where SS = sum of squares). In regards to sex, this statistic paints an entirely different picture to that commonly drawn by P-value results that sex is important. For example, the amount of variance explained by sex is consistently very low:
eta-square or r-square range from 1-6 % [3, 20] . For context, the amount of variance explained by sex for other biological traits is much larger, e.g., sex explains: c. 25% of the variance for stature [3] ; c. 23% of the variance in body weight [90] ; and c. 17% of the variance for brain size [90] .
M a n u s c r i p t
Sampling Strategy & Error
If small samples are better suited to statistical significance testing, then the FSTT investigator who sets out to use statistical significance tests is left with a conundrum -small samples tend not to be as representative as larger ones, so how can statistical test results be trusted? Of course, this is why Fisher [84, 87, 88] emphasized random sampling and reproducibility [84] .
Random sampling is rarely, if ever, undertaken in FSTT research where samples are almost always non-randomly selected. Anatomy room cadavers are, for example, mostly represented by elderly persons and are derived from segments of the community open to body donation.
Cone-beam CT scans and lateral cephalograms are often derived from patients in dental surgeries -another biased sample. Non-invasive studies conducted at universities often draw on their student populations. Individuals may be excluded based on some measure of body size to target individuals thought to be of 'normal' weight. The list goes on. Rarely are people picked at random to have their FSTT measured and here we use the term "random" in its truest sense, i.e., not just randomly selected from a single street corner, but selected at random from a selection of randomly selected streets! Failure to obtain random sampling is important to acknowledge, because it holds ramifications for the accuracy and reliability of results, especially where single small-sampled investigations are concerned.
Inability to obtain a representative sample through sampling is called sampling error and it is just one component of the measurement error. Some studies will possess more sampling error than others, and it may be, but not always is, decreased by increasing sample size. Even when samples are selected in an unbiased fashion, i.e., they are truly random, chance fluctuations A c c e p t e d M a n u s c r i p t will result that will yield different mean values between trials (even though each sample is drawn from the exact same parent population). This is known as the sampling distribution of the mean ( Fig. 3 and 4 ), which will tend to a normal distribution under the Central Limit Theorem.
Sampling distributions are easy to model in contemporary statistical packages, such as R [91] , with previously published FSTT data ( Fig. 3 and 4) . Even with just a few random draws (e.g., 25) a large spread of different means are encountered, differences of which () subsume much of the magnitude awarded to sex or ancestry. For example: an  of up to 0.8 mm at nasion, determined by repeated sampling from the male distribution reported by Chung et al. [19] , accounts for 70% of the sex difference reported by the same authors; an  of up to 1.1 mm at midphiltrum, determined by repeated sampling of the female distribution reported by Sahni et al. [27] , accounts for 95% of the sex difference reported by these authors (Fig. 3) . In regards to race the picture is little different (Fig. 4 A c c e p t e d M a n u s c r i p t since there is no measure of reproducibility when comparing single studies, reliability of these results are highly suspect -the studies could come from anywhere within the sampling distribution including opposite tails.
Repeating studies with a different (ideally randomly selected) sample is a robust strategy for combating sampling error -there is indeed justification for the adage "An ounce of replication is worth a ton of inferential statistics" [92] p.176. Reproducibility was after all, advocated by RA Fisher [88] . This, however, is rarely (if ever) undertaken in FSTT research. Likewise, averaging data following repeated measurement in the same study (another method for combating noise) has not been undertaken frequently -for triplicate measurement and use of the largest value, see De Greef et al. [29] . Consequently, an understanding of FSTT reliability is not well-established and one must bear in mind here that intra-study repeatability does not count as much as inter-study reproducibility.
The best estimates of reproducibility come from repeat studies of European Caucasoids [30, 31, 93] and studies of contemporary Australians [3, 80] . These show large disparity in FSTT results, easily large enough to subsume, without the consideration of any other data uncertainty factors, the differences commonly attributed to ancestry or sex. For example, mean differences as large as 4.4 mm exist at pogonion for different groups of Australian cadavers measured with the same method -needle puncture (compare [80] to [62] as cited in [63] ). At zygion, differences are even larger, 5.7 mm: compare [56] to [94] . It is not surprising that with such unreliability mean values for one population group often perform very well as estimators for an entirely different sample of non-matched sex or ancestry subjects [21] . This highlights the mandatory need for testing FSTT point estimation models A c c e p t e d M a n u s c r i p t thought to be sample specific, either by cross-validation (e.g., k-fold) or more ideally by outof-sample tests, rather than trusting results obtained from a single small sample [21] .
Results from rolling means indicate that sample sizes in excess of 2,000 individuals are required before FSTTs begin producing stable values, and that even larger samples may be necessary for larger bilateral soft tissue depths (e.g., mid-ramus and gonion), which seem to display greater degrees of noise (see [2] and Fig. 2 ). This gives some context to reliability of single small sampled studies, and highlights a major advantage of the arithmetic mean: it combines well [28] , so weighted grand means can easily be calculated to boost sample sizes without access to the raw data [2] .
Measurement Error
Data reliability is complicated further by the measurement approach. In the real world, there are always restrictions that hamper the ability to perfectly measure a subject. It may be an inaccurate measuring instrument (e.g., not traceable to the International Bureau of Weight and Measures and/or not performance checked against these standards using, for example, ISO 17025); or that the face is a pliable structure whose thicknesses are difficult to measure without the same distortion on each measurement occasion; or that the lighting in the room at the time of measurement was poor making it difficult to read measuring instruments; or that the investigator is simply having a bad day. Whatever the case, measurements do not often A c c e p t e d M a n u s c r i p t may hide biological signal and indeed, if the measurement error is as large as or exceeds signal magnitude, it is entirely possible that the observed differences were produced by inaccuracy of measurement, not any underlying biological factor(s).
Measurement error can be broken into repeatability and reproducibility variance [95] .
Repeatability variance is often reserved for sources of variability occurring within a laboratory, e.g., operators and samples. Reproducibility variance is more global, often being reserved for all random contributions to measurement including, but not limited to: different conditions, instruments, operators, samples, days, and laboratory environments. Repeated measurements of the same subjects provide a convenient test of measurement error and it is usually associated in physical anthropology with the calculation of the technical error of measurement (TEM) for a given technique [96] . The TEM represents a standard error term, whose value is in the units of the original measurement [97] (or see for review: [96, [98] [99] [100] [101] [102] ): to other methods such as needle puncture, ultrasound, computed tomography or magnetic resonance imaging [1] . Upright versus supine position and measurement of living versus deceased individuals are also considerations for the measurement error. However, given that each FSTT measurement protocol possesses its own strengths and weaknesses, it is impossible to tell which one produces the closest estimates of the ground truth. MRI data, for example, enable radiation free and high resolution visualization of soft tissues in living persons, but typically it is used to scan people in the supine position, so their soft tissues are distorted differently compared to upright subjects. In contrast, needle puncture provides a direct method of observation, without a reliance on imaging, but it can only be feasibly employed on cadavers and soft tissues usually obscure skeletal landmarks. It is this data uncertainty that makes pooling of FSTTs by measurement method most advantageous since differently signed errors (whether random or systematic) will average out in the long run.
Consequently, even when initial tight measurements are not possible, triangulation on ground truths can be made ( [1, 2, 103] and Fig. 2d ).
Between-method variance is not the only problem that plagues FSTTs in terms of measurement error. Within-method repeatability is also a factor that has not been fully addressed. For example, repeated FSTT measurements have principally concerned once-off remeasuring of once-off acquired images [5, 6, 15, 26, 27] , excluding crucial components of the measurement process such as subject positioning, scanning and image acquisition [1, 104] . Consequently, inter-and intra-observer TEM estimates reported in the literature underestimate the underlying error margins. A c c e p t e d M a n u s c r i p t to 23 % of the original measurement [6] . Repeated measurement by different observers in the same cadavers using needle puncture methods range from less than 16 % [61] , to as much as 30 % of the original measurement [56] . Collectively, these results demonstrate that examinations of FSTT at the millimeter or submillimeter level are not justified.
Given the impossibility to avoid data uncertainty, it is always prudent to: a) comprehensively measure it; b) factor this into comparisons; and c) use the smallest possible difference between the groups (e.g., make comparisons after accounting for 95% standard errors of the mean or SEM). So far, use of the latter has been rare [8, 29] . Its importance is, however, illustrated by recent contrasts made by Parks et al. [16] to the T- Table. In this instance a 99% confidence interval of the mean is not unreasonable to temper these comparisons given the very large sample sizes employed (> 300 individuals). This yields differences between nonoverlapping ranges of 1.4, 0.9 and 0.6 mm for the three subsets of data quoted by Parks et al. [16] (n = 380, 80 and 40 respectively). These differences are 22 to 67 % less than the raw mean difference originally cited by Parks and colleagues [16] for the same datasets (1.8 mm), highlighting the exaggerated nature of the delta produced when raw means are used without concern for the overarching legitimacy of the point mean value.
Scientific Inference
The solution to all this then, is for FSTT researchers to exercise reason to weigh any mean difference or P-value result with the totality of data uncertainty associated with sampling and measurement [87, 88, 105] . The most striking finding between samples categorized by sex or ancestral groups in this context is not their differences, but instead their overarching A c c e p t e d M a n u s c r i p t similarities. These similarities are clearly demonstrated by plotting data, as recommended by Tukey [106] , rather than cryptically encoding data patterns by P-value lists. Take for example data by Parks et al. [16] . Assuming each landmark is normally distributed, so that means and standard deviations can be used to reconstructed data ranges, plots illustrate a close correspondence of these data to the T-Table at all but 5 of the 25 landmarks investigated (lili′; go-go′; im2-im2′; mr-mr′; zy-zy′) and with broad overlap (Fig. 5 ). This contrasts with the conclusions drawn by Parks et al. [16] that the two datasets are intrinsically different. To the contrary, the 1.4 mm or less mean difference overall is not very notable, because: i) the means represent central tendencies of widely ranging individual values whose ranges show considerable overlap; ii) the Parks data are collected by a limited number of examiners using a common overarching measurement protocol (CT) in contrast to the T-Table which is much broader in scope; and iii) three of the five larger differences occur at landmarks already known to be extremely noisy (mid-ramus, gonion and M2 [2] ) so these do not count for much.
Summary
Facial soft tissue depth data are noisy due to a complex interplay of sampling and measurement errors. Presently, this noise makes it difficult to undertake any detailed and/or reliable analysis of facial soft tissue thicknesses at the millimeter or submillimeter level.
Small, statistically significant differences between studies likely represents chance fluctuations caused by nuisance statistical noise. Investigators should be wary not to misinterpret this noise for signal, especially when relying on the P-value results from multiple univariate statistical significance tests in single investigations. Conclusions must be based on more comprehensive analysis including multivariate approaches, strength of association measurements, the smallest possible differences between SEM ranges, and the full breadth of Table. Again, considerable noise is present when sample sizes are small [2] . d) FSTT at gonion calculated using weighted grand means of 48 studies, most of them published [5-8, 11, 13-17, 19, 26, 27, 29-61] , [62] cited in [63] . Circles mark the addition of each study along the rolling grand mean line. Substantial noise is present, but also note the slow, selfcorrecting nature of the rolling mean after the input of unusually small values by Lebendinskya and Veselovskaya [48] . e) FSTT at pogonion calculated using weighted grand means of 66 studies, most published in the literature [4-8, 11-17, 19, 26, 27, 29-61, 64-81] A c c e p t e d M a n u s c r i p t [62] cited in [63] , Fischer and Moorman (year unknown, cited in [82] ). Circles mark the addition of each study along the rolling mean line. Parks et al. [16] and the v2012 T-Table [2] . Here the horizontal line represents the mean, the box represents one standard deviation about the mean, and the whiskers mark the 99% data range limits (2.575 standard deviations). Despite statistical significance at all landmarks except five (*) [16] , the two datasets are extremely similar. Landmarks displaying larger differences (see e.g., go, mr, zy in [2] ) have previously been demonstrated to be the most noisy [2] and so differences at these are less influential. M a n u s c r i p t A c c e p t e d M a n u s c r i p t A c c e p t e d M a n u s c r i p t A c c e p t e d M a n u s c r i p t
