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Atmospheric greenhouse gases play an important role in the energy balance of Earths’s
climate system. Methane (CH4) is the third most important radiatively active gas after
water vapor and carbon dioxide. Together with carbon dioxide (CO2) and nitrous oxide
(N2O) methane has seen a steep increase in the last 250 years due to human activity that
was unprecedented in the preceding 800,000 years. The anthropogenic contribution on the
increase of CH4 can only be assessed by comparing it with the natural variability in the
past. Air enclosed in polar ice and ﬁrn cores represent the only direct archive of the at-
mospheric past. During the last eight glacial cycles CH4 concentrations varied in a range
of ∼350 ppb during glacial periods, reaching concentrations of up to ∼800 ppb during
interglacial times. Looking at the short-term variability of CH4 in the last glacial, rapid
variations occur in intimate coupling to high-latitude Northern Hemisphere temperatures.
In concert with some of these Northern Hemisphere warmings, the CH4 concentration rose
by 100–200 ppb within a few decades. However, thus far the causes for this steep increases
are vastly unresolved. This thesis presents the ﬁrst high resolution δ13CH4 data covering
both long-term and millennial-scale climatic changes and respective CH4 variations during
the last glacial period. With the help of measurements on ice core material from Vos-
tok, Antarctica at the Pennsylvania State University (PSU), the database of atmospheric
δ13CH4 could be extended back as far as 160,000 years into the past. In combination
with previous methane stable isotope records, this allows a detailed study of methane
geochemistry at two late glacial maxima, the subsequent glacial-interglacial transitions
and the full sequence of the last glaciation, including rapid Dansgaard-Oeschger (DO)
climate ﬂuctuations. At the Marine Isotope Stage (MIS) boundary 5 to 4, characterized
by strong drops of sea-level and CO2 concentration evidencing a severe global cooling, the
δ13CH4 record is further complemented by novel EDML δD(CH4) data obtained at the
Climate and Environmental Physics division (KUP), University of Bern. The discussion
of results of these measurements are presented in chapter 5 in form of a peer-reviewed
publication. In-depth discussion of aspects that could not be covered by this article are
presented as ’Extended Supplementary Information’ in that same chapter. Moreover, this
thesis presents strategies to account for recently discovered instrumental contamination
by atmospheric krypton, aﬀecting many stable isotope laboratories involved in δ13CH4
analysis. The respective publication is provided in chapter 4.
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The δ13CH4 time series reveals a series of surprising observations of which the most im-
portant is the apparent and unexpected decoupling of δ13CH4 variability from variations
in CH4 concentrations. In fact, only one of the various steep CH4 increases of 100 ppb and
more over glacial terminations and DO warmings are found to induce a synchronous shift
in δ13CH4. In the framework of common paradigms of methane geochemistry, the missing
δ13CH4 response to the abrupt CH4 increases at DO events, preclude a predominant role
of high-northern latitude (boreal) sources in DO CH4 variability. Similar to the ﬁndings
for DO CH4 rises, both the CH4 concentration jumps of ∼200 ppb at the last two glacial-
interglacial transitions demonstrate a lack of coherence of CH4 and δ13CH4 variability.
Furthermore, while the CH4 concentrations quickly (i.e. in ∼16,000 years) return to early
glacial values of ∼450 ppb after the steep rise into the penultimate interglacial, δ13CH4
values remain at relatively low levels for an additional 40,000 years. By then, the δ13CH4
data shifts within a few millennia by several per mil towards higher values, notably a
period when CH4 variations are smaller than 50 ppb.
Over the full sequence of more than 160,000 years, δ13CH4 data exhibit an intimate co-
herence with other climate parameters such as Southern Ocean temperature and, more
notably, atmospheric CO2, which are both known to vary almost in lock-step. The com-
bined evidence of isotopic data presented in this thesis suggests that tropical wetlands are
the most important driver for glacial CH4 variability and are believed to wax and wane
proportionally along with other sources. The manuscript further presents the hypothesis
that CO2 and climate mediated changes occurring in tropical wetlands and seasonally
inundated ﬂoodplain throughout the glaciation, which had a direct eﬀect on vegetation
and the δ13C signature of its biomass, represent the key aspects towards the explanation
for long-term δ13CH4 variability over both glacial-interglacial and millennial time-scales,
with a potential minor contribution from geologic sources and individual sink processes.
Finally, this thesis demonstrates that there are still considerable gaps in the scientiﬁc
understanding of methane geochemistry of the past and provide the grounds to inspire
future research.
vZusammenfassung
Atmospha¨rische Treibhausgase spielen eine wichtige Rolle in der Energiebilanz des Kli-
masystems der Erde. Methan (CH4) ist das drittwichtigste strahlungsaktive Gas nach
Wasserdampf und Kohlenstoﬀdioxid. Gemeinsam mit Kohlendioxid (CO2) und Distick-
stoﬀoxid (N2O) ist Methan in den letzten 250 Jahren aufgrund von Aktivita¨ten des Men-
schen so steil angestiegen wie es in 800.000 Jahren Klimageschichte noch nicht vorgekom-
men ist. Der menschgemachte Anteil am Anstieg des Methans kann nur durch den Ver-
gleich mit der natu¨rlichen Variabilita¨t erfasst werden. Lufteinschlu¨sse in polaren Firn-
und Eiskernen stellen das einzige direkte Archiv der atmospha¨rischen Vergangenheit dar.
U¨ber die letzten acht Glazialzyklen variierte CH4 in einem Bereich von etwa 350 ppb
wa¨hrend der Kaltperioden bis zu etwa 800 ppb wa¨hrend der Warmzeiten. Im letzten
Glazial traten kurzzeitige Variabilita¨t des CH4 in enger Verknu¨pfung zum Temperaturver-
lauf in hohen Breiten der Nordha¨mispha¨re auf. Bei einigen dieser nordha¨mispha¨rischen
Erwa¨rmungsereignissen stieg CH4 innerhalb weniger Dekaden rapide um Werte von
100–200 ppb an. Allerdings sind die Gru¨nde fu¨r diese Anstieg noch immer unbekannt.
Diese Dissertation pra¨sentiert die ersten hoch-aufgelo¨sten δ13CH4-Daten die sowohl
langfristige als auch wenige Jahrtausende dauernde Klimavariationen und einhergehende
Vera¨nderungen in CH4 des letzten Glazials abdeckt. Mithilfe von Messungen an Eiskern-
material aus Vostok in der Antarktis der Pennsylvania State University (PSU) kon-
nte der gesamte Datensatz atmospha¨rischen δ13CH4 damit bis 160.000 Jahre in die
Vergangenheit verla¨ngert werden. Zusammen mit vorherigen Datensa¨tzen stabiler Iso-
tope des Methans erlaubt dies ein genaues Studium der CH4-Geochemie an zwei spa¨ten
glazialen Maxima, darauf folgenden Glazial-interglazial-U¨berga¨ngen sowie des gesamten
Ablaufs der letzten Vereisung, schnelle Dansgaard-Oeschger (DO) Klimaﬂuktuationen
mit eingeschlossen. Beim U¨bergang vom Marinen Isotopen-Stadium (MIS) 5 zu 4, wo
es zu starken Abfa¨llen des Meeresspiegels und der CO2-Konzentrationen kommt, die ein
starkes globales Abku¨hlen dokumentieren, wird der δ13CH4-Datensatz des weiteren durch
δD(CH4)-Daten von EDML erga¨nzt, die am Institut der Klima- und Umweltphysik der
Universita¨t Bern gemessen wurden. Die Diskussion der Ergebnisse all dieser Datensa¨tze
wird in Kapitel 5 in Form einer Vero¨ﬀentlichung pra¨sentiert. Weiter in die Tiefe gehende
Diskussionen bestimmter Aspekte, die in der Vero¨ﬀentlichung nicht abgehandelt werden
konnten, werden im selben Kapitel als ”Erweiterte zusa¨tzliche Informationen” angeha¨ngt.
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Des weiteren beinhaltet diese Arbeit Strategien zur Vermeidung und nachtra¨glichen Kor-
rektur von erst vor kurzem entdeckten Kontaminationen durch atmospha¨risches Krypton
bei Kohlenstoﬀ-Isotopenmessungen, welches viele Stabile Isotopen-Laboratorien weltweit
betriﬀt. Die entsprechende Publikation beﬁndet sich im Kapitel 4.
Die δ13CH4-Datenserie enthu¨llt eine ganze Reihe u¨berraschender Beobachtungen. Die
wichtigste davon ist die oﬀensichtliche und unerwartete Entkopplung der Vera¨nderungen
im δ13CH4 von den Variationen in CH4. Genauer gibt es nur einen einzigen der vielen
CH4-Anstiege von mehr als 100 ppb im Zusammenhang mit Dansgaard-Oeschger- und
Glazial-Interglazial-Erwa¨rmungen, der einen gleichzeitige Vera¨nderung in δ13CH4 her-
vorruft. Im Rahmen der u¨blichen Interpretation der Methan-Geochemie, schließt das
Fehlen von Vera¨nderungen im δ13CH4 im Zusammenhang mit DO CH4-Anstiegen eine
bedeutende Rolle von (borealen) Quellen aus hohen Breiten an DO CH4-Vera¨nderungen
weitestgehend aus. A¨hnlich verha¨lt es sich bei beiden CH4-Spru¨ngen von etwa 200 ppb bei
den zwei letzten U¨bergangen von Glazialen in Interglaziale. Wa¨hrend sich CH4 beim vor-
letzten U¨bergang nach diesem Anstieg des weiteren relativ schnell wieder glazialen Werten
von etwa 450 ppb anna¨hern verbleibt δ13CH4 noch fu¨r weitere 40.000 Jahre auf einem rel-
ativ niedrigem Niveau. Dann aber steigen die Werte innerhalb weniger Jahrtausende um
einige Promille an, bemerkenswerterweise zu einer Zeit in der sich CH4 um weniger als
50 ppb vera¨ndert.
U¨ber den gesamten Zeitraum von mehr als 160.000 Jahren zeigt δ13CH4 dagegen eine
intime Verknu¨pfung mit anderen Klimafaktoren wie der Temperatur des Su¨dozeans, und,
noch bemerkenswerter, den Konzentrationen von atmospha¨rischen CO2 welche sich bekan-
ntermaßen beide fast im Gleichschritt vera¨ndern. Die gesammelten Beweise aus den
Isotopendaten, die in dieser Dissertation pra¨sentiert werden, legen nahe, dass tropis-
che Feuchtgebiete die entscheidende Einﬂussgro¨ße fu¨r glaziale CH4-Variabilita¨t darstellt,
deren Emissionen zusammen mit geringeren Beitra¨gen anderer Quellen proportional zu-
und abnehmen. In diesem Manuskript wird daru¨ber hinaus die Hypothese pra¨sentiert,
dass wa¨hrend des letzten Glazials CO2- und klimagesteuerte Vera¨nderungen, die einen di-
rekten Einﬂuss auf Vegetation in tropischen Feucht- und U¨berschwemmungsgebieten und
die δ13C Signaturen seiner Biomasse ausu¨bten, die Schlu¨sselelemente bei der Erkla¨rung der
Langzeitvariabilita¨t des δ13CH4 sowohl auf Glazial-Interglazialen Zeitskalen als auch fu¨r
lediglich Jahrtausende andauernde Vera¨nderungen darstellen. Schlussendlich demonstri-
ert diese Arbeit auch, dass weiterhin erhebliche Lu¨cken im wissenschaftlichen Versta¨ndnis
der Methan-Geochemie vergangener Zeiten bestehen, und sollte die Grundlagen bieten
weitere Forschung auf diesem Gebiet anzuregen.
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The main driving force behind the climate on earth is the radiation that the planet re-
ceives from the sun. The distribution of land, ocean and cryosphere controls how much
of the short-wave solar radiation is reﬂected or absorbed by the surface. A part of the ab-
sorbed thermal energy is radiated back to space at longer wave-lengths. The greenhouse
gases in the atmosphere absorb and re-scatter parts of this long-wave radiation and thus
contribute signiﬁcantly to the energy balance of the climate system. After water vapor
and carbon dioxide (CO2), methane (CH4) is the third most important contributor to the
greenhouse eﬀect. The global concentrations of CH4 have increased by more than 150%
over the last 250 years since the onset of the industrialization from their pre-industrial
value of 715 ppb 1 (Etheridge et al., 1998) to a value of ∼1800 ppb in 2008 (Dlugokencky
et al., 2009). This increase is proportionately far greater than the parallel increase in
atmospheric CO2 and contributes signiﬁcantly (0.5Wm
-2) to the total direct radiative
forcing by long-lived greenhouse gases (Dlugokencky et al., 2011, 2.77,Wm-2). This radia-
tive forcing is an expression of the inﬂuence of a greenhouse gas on the radiative balance.
In addition to the direct absorption of long-wave radiation emitted from the ground, the
role of CH4 in atmospheric chemistry adds another ∼0.2Wm-2 as indirect forcing (Dlu-
gokencky et al., 2011). The indirect eﬀect is mainly due to the chemical reaction with its
major sink, the hydroxyl radical ·OH, which is involved in a series of other break-down
reactions of radiatively active gases (Lelieveld et al., 2008). Via the positive feedback of
CH4 on ·OH, higher methane levels reduce the ·OH concentration, leading to longer life-
times and concentrations of CH4 in the atmosphere. The atmospheric CH4 burden thus
1 The abundance of gases in the atmosphere is usually expressed as a dimensionless ratio of particles
of the respective gas species relative to the remaining constituents in a given volume of air, also often
referred to as mole fractions. Atmospheric carbon dioxide (CO2) levels are thus reported in parts per
million (ppm), which translate into micro-moles per mole of air. The less abundant methane (CH4)
and nitrous oxide (N2O), however, are reported in parts per billion (ppb), equivalent to nano-moles
per mole of air. Trace gas concentrations also often expressed as the volume fractions parts per
million by volume (ppmv) and ppbv, respectively. Note that these units are only equivalent to ppm
and ppb when the respective compound is considered an ideal gas which is not strictly true in the
case of CO2, for example.
2 1. Introduction
inﬂuences the oxidative capacity of the atmosphere and the removal of other trace gases
such as non-methane volatile organic compounds (NMVOCs) by ·OH (Keppler et al.,
2006). Methane oxidation in the stratosphere is further responsible for the formation of
approximately half of the stratospheric water that is essential for the formation of polar
stratospheric clouds in the Arctic and Antarctic winter. After the evaporation of these
clouds in spring, elementary chlorine is liberated and is responsible for the massive de-
struction of ozone that leads to the formation of large ozone holes over the Arctic and
Antarctica.
Figure 1.1.: A simpliﬁed scheme of factors involved in the present-day methane cyle.
  Encyclopædia Britannica, Inc., 2012
The strong increase of the three greenhouse gases CO2, N2O and CH4 since ∼1750 AD has
mainly been attributed to human activities such as exploitation and burning of fossil fu-
els or land use changes (e.g. deforestation in the tropics) (IPCC , 2007). Emissions from
rice cultivation, waste treatment, biomass burning and farming of domestic ruminants
considerably contribute to atmospheric methane budgets that were previously dominated
3by natural processes. The study of CH4 content in air bubbles of polar ice cores has
revealed that the range of natural variability of CH4 over the last 800,000 years has not
signiﬁcantly exceeded 300–700 ppb (Loulergue et al., 2008), proving that mankind exerts
a considerable inﬂuence on the contemporary CH4 cycle. However, not much is known
about the consequences and potential feedback mechanisms on natural CH4 sources that
are induced by the recent substantial changes taking place in Earth’s climate system
(IPCC , 2007). A better understanding of the natural variability of CH4 and the driving
forces behind it may help to assess the extent of the actual human impact and improve
predictions of future trends. Stable isotope reconstructions from air enclosed in polar ice
cores represent a powerful tool to study the natural processes involved in the methane
cycle of the past.
This thesis presents a carbon isotopic record of atmospheric methane (δ13CH4) that ex-
tends previous δ13CH4 time series to as much as 160,000 years into the past, now including
the penultimate deglaciation into the Eemian warm period (∼120,000 years before the
present) and the full sequence of the last glaciation. This record thus covers more than
a full glacial cycle (i.e. more than 140,000 years), allowing for the study of natural long-
term and millennial scale variations of CH4 observed throughout the last glacial period
and ultimate deglaciations with unprecedented coverage and precision.
The δ13CH4 data will be presented in chapter 5 of this manuscript. A comprehensive
description of the methods used to infer the data, apply corrections to account for post-
depositional processes in the ice and to grant comparability with other stable isotope
laboratories will be given in chapter 4. This chapter will also include a publication on
how to avoid and account for analytical contaminations with atmospheric krypton (a pos-
teriori treatment), which has recently been found to aﬀect many isotope ratio monitoring
mass spectrometry (IrmMS) systems. The following chapter is dedicated to an intro-
duction into the methane cycle, the theoretical background concerning stable isotopes in
methane geochemistry and a brief review of characteristics of the enclosure of air in the
climate archive ice cores.
2. Methane – an inventory of the
present and the past
The famous Italian scientist Alessandro Volta, inspired by a publication of Benjamin
Franklin on natural sources of ”ﬂammable air”, was the ﬁrst man in recorded history, to
systematically study CH4. At the shores of Lago Maggiore in Italy he sampled what he
called ”inﬂammable gas from the marshlands” from bubbles emerging to the surface from
the lake’s muddy underground and was able to isolate methane from it in 1778 (Wolfe,
1996; Hoﬀmann et al., 2004). Almost 200 years later, in 1948, the Belgian astrophysicist
Marcel Migeotte identiﬁed absorption bands of methane, the smallest compound from
the group of hydrocarbons, in the infrared range of the solar spectrum, proving that it
is a natural component of the Earth’s atmosphere (Migeotte, 1948a). From his infrared
absorption measurements, he estimated the atmospheric abundance of CH4 to be around
2000 ppb.
The pioneering study by Bates and Witherspoon (1952) of the geochemical cycles and the
photochemistry of CH4 and carbon monoxide (CO) in the atmosphere established many
of the basic features of the processes involving these gases (Wofsy , 1976). Bates and
Witherspoon (1952) concluded that CH4 must have a sizable natural source and proposed
anaerobic fermentation as a likely candidate for it. A conclusion that was in agreement
with an earlier ﬁnding by Glu¨ckauf (1951) based on an early stable isotope measurements,
suggesting that atmospheric CH4 was of biogenic rather than of geologic origin.
Early global emission inventories by Singer (1971) and Ehhalt (1974) later synthesized
studies of more than a decade to provide a much more elaborate and concrete description
of source and sink processes controlling atmospheric methane. This includes a series of
emissions unequivocally caused by human activities that were directly associated with
the increase of the atmospheric burden for the ﬁrst time (Ehhalt , 1974). However, this
hypothesis was ﬁrst met with serious skepticism (Rasmussen and Khalil , 1981).
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2.1. Recent methane budgets
The atmospheric CH4 budget represents the balance of CH4 source emissions and removal
processes. Precise estimates of individual contributions, however, are diﬃcult to achieve.
Three diﬀerent approaches are commonly used to derive trace gas emission scenarios: 1)
extrapolation from direct ﬂux measurements in the ﬁeld, 2) process based (bottom-up)
modeling and 3) inverse or top-down modeling. The ﬁrst two approaches provide good
measures of the multitude of processes involved, their individual contribution and tim-
ing, but tend to suﬀer from large uncertainties concerning spatial extent and temporal
variability of observed ﬂuxes (Cicerone and Oremland , 1988; Walter et al., 2001a,b; Ka-
plan, 2002; Valdes et al., 2005; Kaplan et al., 2006; Wania et al., 2009a,b; Berrittella
and van Huissteden, 2011). The last approach is based on high accuracy atmospheric
measurements direct from ﬂask samples or indirect via satellites (e.g. Scanning Imaging
Absorption Spectrometer for Atmospheric Chartography (SCIAMACHY)) (Dlugokencky
et al., 1995; Frankenberg et al., 2005, 2008; Bergamaschi et al., 2009). They allow a better
deconvolution of temporal and spatial CH4 variability, but rely on a series of assumptions
and constraining parameterization to distinguish between sources, take sink processes into
consideration, and ﬁnally infer global budget calculations (Hein et al., 1997; Houweling
et al., 1999; Mikaloﬀ Fletcher et al., 2004a,b; Chen and Prinn, 2006). In contrast, one
major advantage of inverse modeling, particularly if it is derived from satellite measure-
ments, is that these model calculations allow to complement and evaluate direct ﬂux
measurements and process based model results (Bergamaschi et al., 2009; Spahni et al.,
2011).
Estimates for recent CH4 emissions and sinks, derived from a series of models mainly fol-
lowing the top-down approach, are summarized in the Fourth Assessment Report (AR4)
of the Intergovernmental Panel on Climate Change (IPCC). According to these mod-
els, ∼503–610 Tg yr−1 (1Tg = 1×1012 g) are emitted to the atmosphere (IPCC , 2007,
Figure 2.2). A wide spectrum of sources contribute to this budget, a range of natural pro-
cesses and emissions that emerge from human activity (so-called anthropogenic sources).
Anthropogenic CH4 emissions make up 54–72% of the modern total global ﬂux, with
fossil fuel production, coal mining, livestock, anthropogenic biomass burning, landﬁlls or
other waste management, and rice agriculture being the largest CH4 contributors (IPCC ,
2007). The remaining 28–46% of atmospheric CH4 are emitted by natural sources. A pre-
dominant share of natural CH4 emissions stems from the anaerobic degradation of organic
material in wet, permanently and seasonally inundated ecosystems (wetlands), and poorly
6 2. Methane – an inventory of the present and the past
Figure 2.1.: Global map of atmospheric methane inferred from SCIAMACHY measurements
on board of ENVISAT.
A global map of atmospheric methane (years 2003–2005) is shown at the top left, seasonal variations
on the right, and a smoothed time series conﬁrming the stable CH4 level at the beginning of this
millennium and the start of an increase since 2007 (compare also section 2.2). Methane dry air
column-averaged mixing ratios (mole fractions) were retrieved from the near-infrared nadir spectra
of reﬂected and backscattered solar radiation measured by the SCIAMACHY instrument on board
the European environmental satellite ENVISAT using the retrieval algorithm WFM-DOAS (Buchwitz
et al., 2005). The ﬁgure was taken from http://www.iup.uni-bremen.de/sciamachy.
constrained contributions are caused by oceans, wildﬁres, geological sources, wild animals
and termites. Budget calculations usually only include net ﬂuxes. The gross production
of methane is signiﬁcantly larger, but substantial quantities of methane are consumed in
soils, oxic freshwater, and the ocean before reaching the atmosphere (Reeburgh, 2004, net
to gross ﬂux). Due to the respiration CH4 by methanotrophic bacteria, certain oxic soil
types are even net sinks of methane.
Recent discoveries proposed some additional, potentially inﬂuential, sources of methane,
which were not considered in the budgets presented in the AR4 of the IPCC. Highly
elevated CH4 concentrations over tropical rain forests were indicated by the ﬁrst global
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scale CH4 air column concentration data retrieved with the SCIAMACHY satellite instru-
ment (Frankenberg et al., 2005). Keppler et al. (2006) associated these emissions with in
situ CH4 production in plants under aerobic conditions when these plants were exposed
to high levels of ultraviolet (UV) radiation. The authors justiﬁed this assumption with
ﬁndings from experiments in growing chambers, and estimated the source strength of this
process, the ﬁrst aerobic production pathway of biogenic CH4 ever reported, to account for
emissions in the range of 62–236 Tg yr−1, corresponding to 10–45% of the global methane
source output.
This hypothesis, however, created a serious controversy in the scientiﬁc community. Some
criticism was focused on the formation mechanism itself, as the results of Keppler et al.
(2006) could not be validated in other studies (Dueck et al., 2007; Beerling et al., 2008).
Others focused on the plausibility of the extrapolations and resulting global emission es-
timates (Kirschbaum et al., 2006; Parsons et al., 2006). Later, experimental evidence
for the aerobic, UV-induced production of CH4 in plants was found (Vigano et al., 2008;
Kamakura et al., 2012, and others), but emission rates and the impact on global budgets
were scaled down by order of magnitudes (Bloom et al., 2010). Nisbet et al. (2009) argued
that although plants do not contain a known biochemical pathway to synthesize methane,
there may be spontaneous breakdown of plant material under high UV stress conditions.
But plants could contribute to the observed CH4 emissions by the transport of water
containing dissolved methane from the soils to the atmosphere (Nisbet et al., 2009; Rice
et al., 2010). Another hypothesis suggests that these emissions might stem from wetland-
like micro-environments in tank bromeliads that grow on dead, decomposing leaves on
the branches of tropical trees (Yavitt , 2010; Martinson et al., 2010). However, the SCIA-
MACHY results from Frankenberg et al. (2005) were revised in a later publication, and
the corresponding estimates of tropical rain forest CH4 emissions were signiﬁcantly re-
duced. The erroneously high values were caused by an instrumental retrieval error and
were related to inaccuracies in water vapor spectroscopic parameters that led to the over-
estimations of CH4 mixing ratios in the air column (Frankenberg et al., 2008).
In the recent years, two more CH4 sources with potential impact on global CH4 budgets
have attracted increased attention in scientiﬁc research. Shakhova et al. (2010) report
on methane out-gassing from the Arctic continental shelf oﬀ northeastern Siberia in the
Laptev and East Siberian Seas. The shallow seabed, residing 50 meters and less below
the surface, consists of old permafrost soils that formed a frozen arctic coastal plain
during glacial periods when sea levels were considerably lower than today. The permafrost
layer contains substantial amounts of organic carbon and was long thought to be an
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impermeable barrier to methane seeping up from underneath. In colder periods, the
methane forms relatively stable methane hydrates, but the recent warming of seawater
destabilizes the hydrates, and the permafrost has now found to be perforated and starting
to leak large amounts of methane, estimated to as much as 6.3–9.7 Tg yr−1, into the
atmosphere (Shakhova et al., 2010).
Another potentially important source of methane was recently reported for sub-glacial
environments, that are permanently covered by ice sheets (Wadham et al., 2008; Boyd
et al., 2010; Skidmore, 2011; Hamilton et al., 2013; Thor Marteinsson et al., 2013). The
new studies suggest that organic matter in old sedimentary basins located beneath the
ice, including the inland basal zones of the Arctic and Antarctic polar ice sheets (Christ-
ner et al., 2012; Stibal et al., 2012; Wadham et al., 2012), may in part be converted to
methane by active communities of micro-organisms living under low oxygen conditions.
Therefore this sources may have had important implications on the methane cycle on
glacial-interglacial timescales, and also in the future when ice sheets further retreat due
to the ongoing global warming (Stibal et al., 2012; Wadham et al., 2012).
Although the major CH4 ﬂuxes are now probably identiﬁed, and the source ensemble
thus almost complete, the quantiﬁcation of individual processes still remains largely un-
constrained. Particularly the lack of understanding of the geographical distribution and
inter-annual variability of emissions from the marine and terrestrial biosphere adds a
considerable degree of uncertainty to source estimates. Their contributions are known to
vary considerably in time and space (e.g. CH4 ﬂuxes from wetlands (Bousquet et al., 2006;
Nahlik and Mitsch, 2011), thermokarst lakes (Walter et al., 2007) or geological sources
(Judd et al., 2002). However, budget calculations suﬀer additionally from unknowns con-
cerning the removal processes of CH4 that determine the residence time of CH4 molecules
in the atmosphere.
The mean lifetime of atmospheric CH4 is estimated to be within the range of 8.5–9.7 yr
(Stevenson et al., 2006; Prather et al., 2012; Naik et al., 2013) and is chieﬂy a consequence
of the oxidation reaction with hydroxyl radicals (·OH) in the troposphere. The OH
radicals are formed in a photolytic reaction chain involving UV radiation, ozone (O3)
and water vapor (H2O) (Cicerone and Oremland , 1988; Thompson, 1992; Prinn, 2003),
and are thought to be responsible for the removal of ∼85–90% of tropospheric methane
(Dlugokencky et al., 1994; Wuebbles and Hayhoe, 2002; O’Connor et al., 2010):
CH4 + ·OH −→ ·CH3 +H2O (2.1)
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Figure 2.2.: Compilation of atmospheric budgets, sources and sinks of CH4.
Modeled budgets, sources and sinks of atmospheric CH4 according to several studies summarized in
the AR4 (IPCC , 2007).
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The subsequent radical chain reaction leads to formaldehyde (HCHO), which further ox-
idizes to CO2, water and ozone. ·OH concentrations are not constant in the atmosphere,
and vary diurnally, seasonally, and spatially. The OH abundance and, consequently, the
CH4 lifetime depend on concentrations of CH4 itself, nitrogen oxides (NOx), CO, and
NMVOCs (Lelieveld et al., 2002, 2004). Highest values are found in the tropical tro-
posphere, where the primary production of OH radicals from ozone photolysis is most
eﬃcient because of the combination of strong UV radiation intensity and high humidity
(see Figure 2.3). In the stratosphere, CH4 is destroyed by reactions with ·OH, Cl radicals
(·Cl), and oxygen O(1D) (Saueressig et al., 2001). Another removal process for atmo-
spheric CH4 is oxidation in aerated soils (Born et al., 1990; Ridgwell et al., 1999; Dutaur
and Verchot , 2007). Combined, these two processes account for ∼40Tg yr−1 methane
loss. Finally, one further CH4 sink has been proposed by Allan et al. (2001b) involving
the reaction of CH4 with Cl radicals in the marine boundary layer (MBL). It was deduced
from the observation of anomalously depleted δ13C values in methane in the South Paciﬁc
region, at Baring Head, New Zealand, and Scott Base, Antarctica (Allan et al., 2001b,a,
2005) and ellipsoidal seasonal variations in the southern hemisphere (Allan et al., 2010;
Lassey et al., 2011). Although the global importance of the MBL sink is not clear at
present due to the diﬃculty of in-situ direct measurement of ·Cl, it was estimated to
account for 19–25Tg yr−1 (Platt et al., 2004; Allan et al., 2007), i.e. 3.3–5% of the total
CH4 sink of ∼428–511 Tg yr−1 (IPCC , 2007).
The ±15% error range in the AR4 global budget (Figure 2.2) largely reﬂects the un-
certainties in sink estimates and the lifetime of CH4 used in the mass balance calcula-
tions. Based on the mean global ·OH concentration derived from the methyl chloroform
(CH3CCl3) budget, the ·OH sink strength is believed to be quantiﬁed with relatively good
accuracy (Prinn et al., 1995). Despite the inter-annual variability of OH abundance being
high, the downward trend in CH4 growth rates for the period 1984–2002 for example has
been attributed to a small positive global trend in OH concentrations (Prinn et al., 2005)
rather than to decreasing source emissions as a primary cause (Bousquet et al., 2006;
Chen and Prinn, 2006, and others (see also section 2.2)). However, the debate about the
importance of inter-annual variability in OH-loss in recent decades remains unresolved
(Monteil et al., 2011; Montzka et al., 2011).
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Figure 2.3.: Annual mean OH concentrations near the earth’s surface.
Values for ·OH in the boundary layer at low and middle latitudes are calculated with a chemistry-
transport model by Lelieveld et al. (2002) and given in 1×106 radicals cm−3. Figure taken from
Lelieveld et al. (2004).
2.2. The methane record I - early values and a strong rise
The initial values in the late 1950s from infrared absorption measurements for the atmo-
spheric abundance of CH4 byMigeotte (1948b) of∼2000 ppb were subsequently considered
an overestimation. Further sporadic measurements in the 60s and 70s using newly devel-
oped gas chromatography and ﬂame ionization detector (FID) techniques suggested values
rather around 1350 ppb in the early 60s, and an increasing trend towards 1850 ppb over
the following two decades (Khalil et al., 1989, and references within). Due to early stud-
ies on air enclosures in polar ice cores, which documented that atmospheric abundance of
CH4 had been at less than half the present levels not even 300 years ago (Robbins et al.,
1973), this steep trend was publicly perceived as seriously disturbing. Initially, Robbins
et al. (1973) assumed that partial oxidation of CH4 to CO occurred during air enclosure
in the ﬁrn, as they also found elevated CO levels in their ice core material from Greenland
and Antarctica (see chapter 3.1 for an extensive description of how air is conserved in ice
sheets). Consequently, they believed that the observed low CH4 levels in the ice were an
artifact rather than a realistic reconstruction of past CH4 atmospheric abundances. But
Rasmussen et al. (1982) proposed an alternative explanation for the elevated CO values,
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i.e. that the enrichment is entirely due to adsorption of CO on the surface of snow before
its accumulation in ﬁrn. Subsequent measurements from the Greenland Dye 3 core further
proved that the measurements by Robbins et al. (1973) indeed reﬂected the atmospheric
concentration of CH4 in ancient air at that time (Craig and Chou, 1982).
Figure 2.4.: Trends of atmospheric methane over the last three decades.
Subplot (a) shows the globally averaged CH4 mixing ratios over the last thirty years (dry air mole
fractions measured on weekly samples from the NOAA Global Cooperative Air Sampling Network).
The deseasonalized increasing trend (as a ﬁt to the global averages) is represented by the red dashed
line. The lower sub-ﬁgure (b) illustrates the growth rates over the same period calculated from
the ﬁtted trend in (a). Uncertainties of 1σ are shown as dashed lines and circles represent annual
increases calculated from the 1st of January of one year to the 1st of January of the next. Content
from Dlugokencky et al. (2011).
The continuing concentration increase of methane and other atmospheric trace gases, as
well as rapid improvements in the ﬁeld of instrumental analytics, led to the foundation
of a world-wide range of networks that emerged among universities and other institu-
tions of atmospheric sciences in the early 1980s that started to continuously monitor the
chemical composition of the atmosphere at various locations around the globe. Prob-
ably the most comprehensive of them is the Global Cooperative Air Sampling Network
initiated by the NOAA Earth System Research Laboratory (ESRL), contributing with fre-
quent measurements from more than 100 sites today. The networks’ continuous record of
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globally averaged atmospheric CH4 concentrations (Figure 2.4a) impressively documents
the continued global increase of CH4 mixing ratios until the end of the last millennium
(e.g. Dlugokencky et al. (1994, 1998)). The smoothed latitudinal distribution of atmo-
spheric CH4 shown in ﬁgure 2.5 further illustrates the existing North-South concentration
gradient of approximately 90 ppb for CH4 over the last decade (also known as the inter-
polar diﬀerence (IPD)), with an anti-phased seasonality of about 2% in the northern and
southern hemisphere, and maxima occurring in local winter (NOAA, 2011). The higher
concentration levels in the North are mainly attributed to preferential release of methane
due to the larger extent of landmasses (e.g. Dlugokencky et al. (1994)), potentially com-
bined with smaller CH4 lifetimes in the southern hemisphere caused by higher OH radical
concentrations, the predominant CH4 oxidation agent (Mayer et al., 1982, and references
within).
Figure 2.5.: Global distribution of atmospheric methane over the last decade.
Three-dimensional representation of the latitudinal distribution of atmospheric methane in the marine
boundary layer. Data from the Carbon Cycle cooperative air sampling network were used. The surface
represents data smoothed in time and latitude (NOAA, 2011).
In the early 1990s methane growth rates (the imbalance between sources and sinks) started
to decline, causing almost stable concentration values of around 1760 ppb for more than
a decade (Steele et al., 1992; Dlugokencky et al., 1998, Figure 2.4b). This stabilization
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inspired a vital, and occasionally controversial, discussion in the scientiﬁc community,
whether it is rather a temporary or a persistent phenomenon, what caused the decline
and what potential implications it would have (e.g. Dlugokencky et al. (2003); Hansen
et al. (1996); Bousquet et al. (2006)). The initial slow-down was tentatively attributed
to fundamental changes of common industrial practices in Eastern Europe and the for-
mer Soviet Union for the exploitation of fossil energy sources (Dlugokencky et al., 1994).
Hansen et al. (1996) in turn speculated that a wide-spread cooling in the Northern hemi-
sphere following the eruption of Mount Pinatubo might have been the cause, consistent
with model results suggesting reduced CH4 emissions in the high Northern latitudes (Dlu-
gokencky et al., 2003). This hypothesis was based on the assumption that the major CH4
sink processes were constant during that time (Dlugokencky et al., 1998). From an inver-
sion model of CH4 atmospheric transport and chemistry, Bousquet et al. (2006) deduced
that anthropogenic emissions might have declined throughout the 1990s and started to
increase again at the very end of the last millennium, in concert with a coinciding de-
crease of emissions from wetlands. Based on CH4 carbon isotopic data, Monteil et al.
(2011) proposed that a reduced tropospheric lifetime due to elevated OH levels might be
the potential explanation for the ceasing CH4 growth rates observed before 2000 AD, a
ﬁnding supported by methyl chloroform data and inversion model results (Prinn et al.,
2005). Yet another study suggested reductions in agricultural emissions or another mi-
crobial source in the Northern Hemisphere to be the primary cause (Kai et al., 2011).
However, the re-accelerating growth of CH4 mixing ratios since 2006 indicates that it
was a temporary rather than a permanent phenomenon (Rigby et al., 2008; Dlugokencky
et al., 2009, 2011). Whether this second increase is caused by elevated emissions from the
tropics due to stronger precipitation in this area (Dlugokencky et al., 2009), by increased
contributions from Boreal Eurasia (Bousquet et al., 2011), or rather by enhanced micro-
bial soil respiration due to rises in land temperature and CO2 levels (Spahni et al., 2011)
remains largely unresolved at present. Frankenberg et al. (2011) in turn even called in
question whether restarting growth is a valid interpretation or rather the actual anomaly.
As long as the key players of the global methane cycle remain broadly undetermined, a
solid assessment of the present state and, perhaps even more importantly, reliable future
projections seem elusive. The wealth of arguments and hypotheses presented in the last
paragraph markedly underline the complexity of the methane cycle and the large variety
of regulative parameters in the present-day world. The level of complexity was drastically
increased by human activities. From the exploitation of fossil energy sources, changes in
land use and agricultural practices (e.g. rice cultivation) to post-industrial value creation
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chains and the consequences of modern lifestyles (waste management, large scale domestic
animal farming etc.). Many of them have direct implications on the global methane
budget, others inﬂuence it via far-reaching indirect feedback mechanisms (e.g. emissions
of pollutants like NOx, CO, volatile halogenated hydrocarbons and others that change
the atmospheric chemistry of ·OH and ozone).
Moreover, direct atmospheric measurements are conﬁned to the last few decades, when
CH4 concentration levels were already drastically elevated and rising. In order to better
understand the modern global methane cycle particularly in terms of the footprint by
mankind, the study of the underlying, natural ”background” processes may provide in-
valuable information. A look into the atmospheric history has already helped to elucidate
the natural variability of these processes (the following chapter 2.3 gives an overview of
[CH4] reconstructions). The study of the isotopic composition of atmospheric CH4 may
further help to disentangle their individual contributions on CH4 budgets in the past, and
how rapid and long-term climatic changes have inﬂuenced them over time (see chapter
2.4 and 5.1).
2.3. The methane record II - trapped in ice
Enclosures of air in polar ice and ﬁrn cores are an unique archive of atmospheric compo-
sitions of the past. They helped to extend the record of atmospheric CH4 and other trace
gases far beyond anthropogenic inﬂuence, and have thus proven to be a genuine tool to
shed light on the history of atmospheric trace gases. As of now, the atmospheric CH4 and
CO2 records reach back as far as 800,000 years into the past and, hence, cover eight glacial
cycles (Petit et al., 1999; Spahni et al., 2003; Loulergue et al., 2008; Lu¨thi et al., 2008,
see Figure 2.6). These datasets inferred from the long Antarctic ice cores from EDC
(75 06′S 123 21′E, 3233 meter above sea level (masl.)) and from Vostok (78 27′51.92′′S
106 50′14.38′′E, 3.488 masl.) unequivocally demonstrated that the concentrations of these
greenhouse gases for this period almost never exceeded as much as half the levels observed
today.
The reliability and robustness of ice core reconstructions is evidenced by the consistency of
records from ice cores and ﬁrn air from a large number of diﬀerent locations in Greenland
and Antarctica, measured by various independent laboratories world-wide. Some of the
CH4 records nicely document the good agreement of ﬁrn air and ice core mixing ratios
with direct atmospheric measurements (Etheridge et al., 1998; MacFarling Meure et al.,
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Figure 2.6.: Carbon dioxide and methane records over eight glacial cycles.
From top: a) CH4 record from EPICA Dome C (EDC) (Loulergue et al., 2008, red), b) composite
CO2 data from Vostok, Taylor Dome and EDC (Lu¨thi et al., 2008, purple), c) calculated temperature
diﬀerence (δT) relative to the average of the last 1000 years, inferred from δD(H2O) (Jouzel et al.,
2007, blue). Please note that owing to the age given in thousand years before present (kyr BP), the
records read from left to the right further into the past.
2006; Mitchell et al., 2011, Figure 2.7 b)). The compilation of data from Law Dome,
Antarctica (66.733 S, 112.833 E, 1390 masl.), shown in Figure 2.7 further illustrates the
more than two-fold increase of CH4 concentrations since the beginning of the industrial
revolution at around 1750 AD (Etheridge et al., 1998, Figure 2.7 a)).
Before that increase, CH4 concentrations were relatively stable at about 650 ppb for a
few thousand years in the Holocene period (0–10 kyrBP), and were even more reduced
during the Last Glacial Maximum (LGM) (18–22 kyrBP) at roughly 350 ppb (Stauﬀer
et al., 1985, 1988). These pioneering values were conﬁrmed by early measurements on
an Antarctic ice core from Vostok, that extended the CH4 record back to 160,000 years
into the past, covering more than a full glacial cycle (Chappellaz et al., 1990). Glacial
periods were associated with low CH4 concentrations, whereas interglacials were corre-
lated with high values, respectively. The large-amplitude CH4 oscillation during the last
deglaciation, when CH4 values fell back from ∼650 ppb during the Bølling-Allerød (BA)
period (∼14–13 kyrBP) to below 500 ppb was further interpreted as a reaction of methane
sources to the cooling during the Younger Dryas (YD) climate event (Chappellaz et al.,
2.3 The methane record II - trapped in ice 17
Figure 2.7.: Overlapping Ice core, ﬁrn air and ambient air methane records.
Methane records from Law Dome ice cores DE08, DE08-2 and DSS; from ﬁrn air samples (DSSW20k)
and from ambient air of Cape Grim, Antarctica (MacFarling Meure et al., 2006, and references
within). The ﬁgure insert shows the anthropogenic CH4 increase in higher detail, and further illus-
trates the good data overlap of the three diﬀerent sample types.
1990, YD ∼12–11 kyrBP). Consequently, Chappellaz et al. (1990) concluded that apart
from the long term trends, methane could also respond to abrupt climate change, trig-
gered for example by rapid atmospheric warming in high northern latitudes that led to
thawing bogs and tundra peat-lands etc., or by increasing precipitation rates in low lat-
itudes that potentially increased wetland source areas and productivity. Kaplan (2002)
argued that neither varying emission strengths nor changes in the areal extent of wet-
lands could explain the observed glacial- interglacial of reduced CH4 emissions during the
LGM. Finally, based on results from a comprehensive Earth system model, Valdes et al.
(2005) concluded that reduced lifetimes of CH4 ampliﬁed the reduction in the atmospheric
loading owing to increased sink activity under glacial conditions. However, the eﬀect was
estimated to be too weak to be regarded a principal cause for low CH4 concentrations
during the LGM (Martinerie et al., 1995; Levine et al., 2011a).
Large CH4 concentration changes were not only observed on glacial-interglacial time
scales, but also contemporaneous to short-term climate ﬂuctuations over the glacial pe-
riod, usually referred to as Dansgaard-Oeschger (DO) events. The [CH4 ] changes roughly
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resemble patterns of northern hemisphere summer insolation, and were thus interpreted
to be caused primarily by changes in tropical sources (Chappellaz et al., 1990; Petit-Maire
et al., 1991; Chappellaz et al., 1993a,b). Crowley (1991) argued, however, that the in-
ﬂuence of temperature and precipitation patterns on high northern latitude source areas
caused the 21 kyr periodicity in the glacial CH4 record, rather than the impact of so-
lar insolation on the tropical monsoon systems. This view was supported by modeling
results that largely attributed the low CH4 concentration levels under glacial conditions
to reduced high northern latitude source emissions (Valdes et al., 2005). Initial stud-
ies comparing the CH4 concentration diﬀerences between ice cores from Greenland and
Antarctica inferred higher values in northern versus southern polar regions during warm
stages (Brook et al., 2000; Da¨llenbach et al., 2000; Chappellaz et al., 1997), a ﬁnding
which seemed to underline the importance of these boreal sources for DO CH4 variability.
The North-South concentration gradient, the IPD, is usually interpreted to be caused
by additional emissions from sources in the northern hemisphere during warm periods
(Brook et al., 2000; Da¨llenbach et al., 2000; Chappellaz et al., 1997; Baumgartner et al.,
2012; Ringeval et al., 2013). However, it was recently shown that stadial IPD values were
considerably underestimated by Da¨llenbach et al. (2000). This also reduced the inferred
stadial-interstadial diﬀerence of the IPD and the contribution of boreal sources to changes
of methane mixing ratios over DO events (Baumgartner et al., 2012). Additionally, it re-
mains uncertain whether and to which degree sink processes contribute to the IPD. The
principle CH4 oxidation agent, the hydroxyl (OH) radicals, are formed primarily in trop-
ical regions (Lelieveld et al., 2002, 2008). Due to the smaller extent of land masses in
the southern hemisphere, OH is only to a lesser degree consumed by competing substrate
molecules such as CO and biogenic volatile organic compounds (VOCs). It is similarly
unclear to what extent the tropical CH4 sources contribute to the respective hemispheres,
as the latitudinal position of the meteorological equator, the Inter-Tropical Convergence
Zone (ITCZ), is intimately linked to the DO climate variability throughout the glacial
period (Wang et al., 2004; Ivanochko et al., 2005; Peterson and Haug , 2006; Leduc et al.,
2007; Wang et al., 2008a; Kanner et al., 2012, and others).
How tightly CH4 concentrations were coupled to these climate variations even on mil-
lennial timescales was underlined by highly resolved CH4 records from Greenland and
Antarctica (Brook et al., 1996; Blunier et al., 1998; Baumgartner et al., 2013), which in-
dicated CH4 changes in near lock-step to northern hemisphere temperatures (see Figure
2.8). Large CH4 concentration jumps in the range of 100–200 ppb within a few decades
are observed in MIS 3, an interval from 57–29 kyrBP characterized by an exceptionally
2.3 The methane record II - trapped in ice 19
Figure 2.8.: Polar methane and temperature records for the last glacial cycle.
This ﬁgure shows the CH4 and δ18O records from the two polar ice caps in Antarctica (upper two) and
Greenland (lower two sub-ﬁgures). The δ18O proﬁles, a proxy for local temperature, were measured
on ice core material from EDML (Antarctica, blue, EPICA community members (2006)) and NGRIP
(Greenland, black, North GRIP members (2004)). The upper CH4 dataset is from EDML (green,
(Schilt et al., 2010)), the lower is a compilation of the Greenland ice cores GRIP, GISP II and NGRIP
(red, Blunier et al. (2007); Huber et al. (2006); Grachev et al. (2009); Capron et al. (2010)). Sample
ages for EDML are given on the EDML1 age scale (Ruth et al., 2007), NGRIP data on the extended
GICC05 age model described in Wolﬀ et al. (2010). Note that the diﬀerences in the timing of major
CH4 rises in the Arctic and Antarctic records, especially in older sections of the cores, are due to
increasing dating uncertainties with increasing ice depth. Characteristic climate epochs, used in the
discussion of the last glacial cycle, are denoted as Marine isotope stages (MISs, purple), and glacial
terminations (TI+TII, orange). Pronounced Dansgaard-Oeschger (DO) events are given in light blue,
the corresponding Antarctic isotope maxima (AIMs) in dark red. Data is given with respect to the
new AICC chronology (Veres et al., 2013)
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high frequency of rapid climate change in the last glacial period, and were attributed
to strongly ﬂuctuating CH4 emissions from boreal and tropical wetlands (Brook et al.,
1996; Flu¨ckiger et al., 2004). These sources have been assumed to be able to respond
quickly enough to changes in the hydrological cycle and the large temperature variability
during DO stadials and interstadials (Chappellaz et al., 1993b; Brook et al., 1996; van
Huissteden, 2004), an assumption that was called into question by another prominent
hypothesis. It was based on observations on foraminifera in e.g. Santa Barbara basin
sediments, whose shell carbonates showed large δ13C depletions during periods of rapid
climate change on millennial (e.g. DO events) and glacial-interglacial time-scales (Ken-
nett et al., 2000; de Garidel-Thoron et al., 2004, and others). The theory, also known
as ”The Clathrate Gun Hypothesis” (Kennett et al., 2003), proposed that rising inter-
mediate water temperatures, i.a. induced by sea-level fall during the glaciation or/and
reorganizations in the thermohaline circulation due to climatic changes, may have desta-
bilized large amounts of marine gas hydrates stored on the continental margins (Nisbet ,
1992; Kvenvolden, 1988; Kennett et al., 2000; de Garidel-Thoron et al., 2004; Millo et al.,
2005). The δ13C excursions were interpreted as indicators for catastrophic outbursts of
huge amounts of methane from these so-called clathrates, solid crystalline compounds
formed by water and natural gases (mostly methane) under high pressure and low tem-
perature conditions (e.g. Hester and Brewer (2009)), and gaseous CH4 trapped beneath
it (Maslin and Thomas , 2003, and refs. within). The destabilizations were assumed to
be large enough to release considerable amounts of CH4 to the atmosphere (e.g. Milkov
(2004)), enough to trigger rapid warming events on a wide range of time scales including
glacial-interglacial cycles and DO events in association with climate feedback mechanisms
(Kennett et al., 2003).
It was in fact unclear for some time, whether changing CH4 concentrations were a conse-
quence of or to a certain degree rather responsible for the temperature variability, despite
the fact that the greenhouse eﬀect of methane on the applicable order of magnitude is
considered to be rather low (Chappellaz et al., 1990). This ambiguity was a result of
uncertainties concerning the precise timing of warming events in ice cores relative to the
correlated changes of relevant trace gas species in the air enclosures. But the interpreta-
tion of an anomaly in the Greenland Ice Sheet Project (GISP) 2 ice core record of δ15N2
from Summit Station, Greenland (72 34′44.10′′N 38 27′34.56′′W, 3.261 masl.) at the end
of the YD, an abrupt return to near-glacial temperatures in the high-latitude North At-
lantic with an impact on climate beyond hemispheric extent, precluded a causal role for
methane in the warming into the Pre-boreal Holocene (PB), as the initial CH4 increase
2.4 Stable isotopes and signatures of sources and sinks of atmospheric methane 21
began 0–30 years after the warming at Summit (Severinghaus et al., 1998). For DO tem-
perature changes in MIS 3, Huber et al. (2006) and Baumgartner et al. (2013) inferred
analogous lags of 25–70 years for the CH4 rises relative to the DO temperature increases.
The characteristic diﬀerences of the ratio of the heavy to light carbon (δ13C) and hy-
drogen (δD) isotopes of these processes are excellent tools to better constrain individual
contributions of methane sources and sinks. This will be discussed in the next chapter.
2.4. Stable isotopes - and what they teach us about the
sources and sinks of atmospheric methane
After a brief introduction into the terminology and theoretical background of stable iso-
tope geochemistry of CH4 (deﬁnitions, δ-notation etc.), this chapter gives an overview of
which processes determine the isotopic composition of atmospheric methane. The values
for carbon (δ13CH4) and hydrogen (δD(CH4)) depend mostly on the isotopic compositions
of the inputs of methane to the atmosphere (sources) and the alterations to the averaged
source signature due to fractionation processes associated with methane removal (sinks).
The sources are discussed in terms of their principal formation pathways, and how these
pathways, the precursor material and post-formation processes inﬂuence their respective
isotopic signatures. While anthropogenic sources are not entirely omitted, this discussion
clearly focuses on the natural background processes from a paleo-atmospheric perspective.
Later in that chapter, known sink processes are introduced and discussed in terms of their
impact on atmospheric δ13CH4 and δD(CH4). Finally, previous studies of CH4 isotopes are
presented in form of a short summary, particularly focusing on what is currently known
about the methane geochemistry of the past.
Stable isotopes, the δ-notation, and reference materials
Isotopes are variations of atoms from a chemical element that diﬀer only by the number of
neutrons in its nucleus. Those variations are chemically indistinguishable, but physically
distinct due to their diﬀering nuclear masses. With a few exceptions, all elements on
earth are mixtures of two or more isotopes with characteristic natural abundances. Some
decay spontaneously in nuclear transformations and are termed unstable or radioactive,
but the majority of the naturally occurring atoms are so-called stable isotopes.
The group of possible combinations of isotopes in a molecule with identical chemical
composition and properties are called isotopologues. Methane can theoretically consist
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Table 2.1.: Globally averaged abundances of stable isotopes relevant to this work
Element Isotope & its natural abundance in %
Hydrogen 1H 99.985 2H/D 0.015
Carbon 12C 98.90 13C 1.10
Nitrogen 14N 99.63 15N 0.37
Oxygen 16O 99.762 18O 0.200 17O 0.038
of 10 diﬀerent combinations of the stable isotopes of carbon (12C/13C) and hydrogen
(1H/2H; 2H is usually referred to as deuterium or D), but only the three single substituted
isotopologues 12CH4, 13CH4 and 12CH3D are relevant in earth science owing to the very
low abundance of the others.
Isotopic compositions are usually expressed as the ratio R of the rare versus the more








Most applications of stable isotopes deal with natural variations. Those changes of isotopic
ratios are typically very small. For this reason, they are commonly reported in ”per mil”
( , parts per thousand) and quantiﬁed with the delta notation (δ) expressed as a relative





In order to compare results from diﬀerent laboratories worldwide, the International
Atomic Energy Agency (IAEA) has deﬁned standard materials for each isotope species
that deﬁne the zero point of the δ-scale. The isotopic ratio 12C/13C is reported with














The eponymous primary carbon reference material Pee Dee Belemnite, a Cretaceous ma-
rine fossil of Belemnitella americana found at the Pee Dee Formation in South Car-
olina (US.), has long been exhausted and was replaced in 1985 by a secondary standard,
the limestone NBS-19, a carbonate material whose composition is deﬁned to be δ13C =
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+1.95  and δ18O = −2.2  relative to the replacement scale VPDB (Coplen, 1995).
The Vienna Standard Mean Ocean Water (V-SMOW) was established in 1976 as a recal-
ibration of the original reference SMOW, that was created in 1960 as an average value of
ocean water sampled at multiple sites around the globe (Craig , 1961). It is the interna-












Present-day atmospheric values of δ13CH4 and δD(CH4)
Bromley et al. (2012) report recent atmospheric δ13CH4 values from a collaborative ship-
board project in the western Paciﬁc Ocean on eight voyages from 2004 to 2007 that suggest
values of ∼-47.2 , a small mean δ13C gradient of 0.21  between 30 S and 30 N in aus-
tral summer and almost no gradient (0.03) during austral winter. The values are in
good agreement with results from a recent project involving measurements on commercial
aircrafts and container ships in the same Western Paciﬁc region from 2005–2010, which
suggest a similar gradient of 0.2 for δ13CH4, and ∼10 for δD(CH4), both with more
depleted values in the North (Umezawa et al., 2012). For measurements from multiple
sites between 1988 and 1995, Quay et al. (1999) reported a slightly higher north-south δ13C
gradient of 0.5 between 71 N and 41 S and also observed a seasonal variability of 0.4
at 71 N but only 0.1 at 14 S, attributed to the CH4 sources that are predominantly
located in the northern hemisphere and an enrichment during the southward transport
(e.g. Dlugokencky et al. (1994) and Miller et al. (2002)). The mean δD(CH4) was inferred
to be -86±3 with a north-south gradient of 10, again with more enriched values in
the south.
2.4.1. Sources and sinks of CH4 and their eﬀect on δ13C/δD
The atmospheric methane budget is composed of various terrestrial and aquatic sources
balanced by a number of sink processes. Emissions of methane are either of biogenic,
thermogenic, or pyrogenic origin, with both natural and anthropogenic contributions.
Biogenic methane is formed through microbial activity during the re-mineralization of
organic matter under anaerobic conditions in aquatic environments. It is by far the
most important class of natural CH4 sources (in terms of emission strength) and will be
discussed in more detail below. Pyrogenic methane, however, has a large inﬂuence on
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the atmospheric carbon isotopic composition δ13CH4. It is formed as a by-product during
the combustion of organic materials in natural wildﬁres and anthropogenic biomass (or
biofuel) burning, along with the major product CO2. Very little fractionation is associated
with the partial combustion of biomass to CH4 (Yamada et al., 2006, +6.9 to -8.6 ).
Pyrogenic CH4 is thus highly enriched in
13C compared to the atmospheric mean and the
other source types. Snover et al. (2000) estimated the global average of δ13CH4 emitted
from biomass burning sources to be -24 ± 3 , in good agreement with earlier estimates
by Stevens and Engelkemeir (1988, -25 ± 3 ) and Stevens and Wahlen (2000, -24 ±
3 ). However, emission rates and isotopic composition of pyrogenic methane depend on
characteristics of the ﬁre (temperature, amount of smoldering etc.) and the biomass (i.a.
vegetation type, moisture content), which are diﬃcult to assess on a global scale even
at present times (Bowman et al., 2009). Chanton et al. (2000) suggested that δ13C of
CH4 varies according to δ13C of the fuel biomass, and that emissions from combusted C4
biomass would be enriched in δ13CH4 according to the characteristic δ13C diﬀerence of
C4 and C3 plant material (e.g. Ehleringer et al. (1997)). Their reported δ13CH4 values
were in the range of -26  to -30  for C3 forest ﬁres and -17  to -26  for C4 grass
ﬁres, respectively. Similar diﬀerences were found by Yamada et al. (2006) for biomass
burning emissions of maize (C4, 20 ) and rice (C3, 35 ) under the same burning
conditions. The authors also inferred considerable fractionation of δD(CH4) versus δD of
the fuel biomass during the combustion (-101  to -174 ), in line with results of Snover
et al. (2000, -130  to -180 ). The global estimate for δD(CH4) of pyrogenic emissions,
however, varies from -169  Yamada et al. (2006) to -210  (Snover et al., 2000) in both
studies. From aircraft observations over Alaska, Umezawa et al. (2011) derived δ13CH4
and δD(CH4) of methane emitted by wildﬁres to be -27.5 ± 2.0  and -285 ± 11 ,
showing that the isotopically depleted fuel biomass of (mostly) C3 vegetation and the
depleted δD of local precipitation in high northern latitudes is transferred into wildﬁre
δ13CH4 and δD(CH4) signatures.
Finally, organic matter in detritus-rich soil layers buried deep in the Earth’s crust is
slowly transformed into reservoirs of fossil fuels. At depths typically larger than 1 km
(Schoell , 1988; Whiticar , 1990), thermogenic methane is formed under the inﬂuence of
high pressures and elevated temperatures during the degradation of complex, long chain
organic molecules on geologic time scales. If the methane is not trapped on its way to
the surface in natural gas accumulations (e.g. in coal, or crude oil deposits) or by the
formation of gas hydrates, it migrates along cracks and tectonic dislocations towards the
surface (Judd et al., 2002). There it is either vented in volcanic and geothermal emissions,
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marine and terrestrial micro- and macro-seeps, or mud volcanoes (Etiope and Klusman,
2002; Etiope, 2004; Judd , 2004; Kvenvolden and Rogers , 2005; Etiope et al., 2009; Etiope
and Klusman, 2010, and references within). The emissions from this group of ’geologic
sources’ are considerably enriched in 13C because the thermogenic CH4 formation pathway
also discriminates less against the heavier isotope. As a consequence, isotopic signatures
of methane from geologic sources, which usually have varying amounts of methane of
thermogenic origin, are enriched with respect to (wrt.) δ13C relative to biogenic CH4
emissions (Schoell , 1980; Whiticar , 1990). Typical δ13CH4 ranges for geologic CH4 (-30 to
-50 , Reeburgh (2007)) are intermediate between the relatively δ13C enriched pyrogenic
methane emissions and depleted biogenic sources, but overlap with this two source classes
considerably.
Formation pathways of biogenic methane
Biogenic methane is almost exclusively produced by a group of micro-organisms clas-
siﬁed as Archaea (Stadtman, 1967; Wolfe, 1971). These single-celled microbes, which
are distinct from bacteria, produce approximately 70% of today’s total global methane
(Schimel , 2004). They play a major role in the anaerobic bio-degradation chain of organic
matter in a wide range of aquatic environments (Bartlett and Harriss , 1993; Aselmann and
Crutzen, 1989; Matthews and Fung , 1987, and references within). Such environments in-
clude anoxic freshwater sediments in ﬂoodplains, shallow lakes, bogs, fens, marshes, mires,
peat-lands and rice paddy ﬁelds, which are commonly subsumed as wetlands (Mitsch and
Gosselink , 2007). Together with marine sediments, which contain considerable amounts of
organic material, these settings develop zones of oxygen (O2) deﬁciency due to consump-
tive respiration of O2 and restricted diﬀusion from the atmosphere or an aerated water
column. Under these anoxic conditions, a complex community of micro-organisms (i.e.
hydrolytic and fermentic, hydrogen-reducing, or homoacetogenic bacteria) participate in
the successive breakdown of organic matter. Methanogens are secondary fermenters and,
thus, strongly dependent on these communities that provide the relatively few and sim-
ple substrate compounds, which are consumed by the methanogenic Archaea during CH4
formation, and include short-chained fatty acids, acetic and other carboxylated acids,
alcohols and CO2+hydrogen (H2) (Conrad , 1989; Drake et al., 2009). In saline environ-
ments, methylated amines and sulﬁdes are also precursor substrates for methanogenesis
(Oremland , 1988; Zinder , 1993).
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The end-product of methanogenesis is formed via several metabolic pathways, of which the
predominant are the so-called acetate fermentation and carbonate reduction. Carbonate
reduction can be represented by the general reaction:
CO2 + 8H
+ + 8e− −→ CH4 + 2H2O. (2.6)
The electrons needed for the reduction of CO2 to CH4 are provided either by oxidation of
H2, formate, and occasionally alcohols. The oxidative removal of excess H2 produced by
other members of the microbe consortia during the anoxic fermentation of organic matter
is important to maintain suitable conditions for the assembly (Schimel , 2001).
Other methanogens catabolize methyl groups of simple molecules like acetate, methanol
and to a minor degree also methylated amines and sulﬁdes. The net reaction for the
acetate fermentation, the predominant variant of this pathway, is:
∗CH3COOH −→ ∗CH4 + CO2 (2.7)
where the transferred methyl position into the CH4 molecule is indicated by the asterisk
(Whiticar , 1999). Approximately 70% of the CH4 is estimated to be produced via ace-
totrophic methanogenesis (Winfrey et al., 1977; Liu et al., 2013). The predominance of
acetate fermentation (eqn. 2.7) appears well-correlated with the presence of labile organic
substances in freshwater sediments, for example. In the upper layers they are enriched in
labile organic carbon (e.g. (Winfrey and Zeikus , 1979; Phelps and Zeikus , 1984; Lovley
and Klug , 1982)), but decreasing availability of these substances (i.e. increasing substrate
limitation) with increasing depth likely causes a shift towards more CO2 reduction (Whit-
ing and Chanton, 1993; Hornibrook et al., 1997, 2000).
Marine sediments on the other hand are usually depleted in labile organic carbon due
to elevated concentrations of sulfate and activation of sulfate microbial reducers, so
methanogens are seriously out-competed for available substrate (H2, acetate and for-
mate). Sulphate-reducing bacteria form hydrogen sulphide from the sulphate ions while
organic carbon is largely oxidized to CO2 (Hoehler et al., 1998). As a consequence, sul-
phate reduction is the predominant process in marine sediments until most of the sulphate
is consumed. Only then does the consumption of organic carbon become coupled to CH4
formation, so methanogens are largely restricted to depths below the sulphate reduction
zone. Due to the limitation of labile organic matter in these settings, the CH4 is believed
to be produced predominantly via carbonate reduction (Whiticar et al., 1986; Whiticar ,
1999, eqn. 2.6). The relatively high sulphate concentration in sea water also restricts
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substantial CH4 production in coastal environments like estuaries, salt marshes, coastal
mangroves and marine surface sediments.
Figure 2.9.: Map of major wetland areas in the world.
The map shows the modern distribution of global wetland areas (Mitsch and Gosselink , 2007). It
also highlights two (schematic) modes of the earth’s ”climatic equator” in January and July, the
ITCZ, which dominates the tropical and subtropical climate and monsoon intensities (e.g. Ivanochko
et al. (2005)). Figure from Mitsch et al. (2010).
Apart from wetlands and marine sediments, biogenic methane is produced in a series
of anaerobic micro-environments known to be inhabited by methanogenic Archaea (Ras-
mussen and Khalil , 1983; Khalil et al., 1990; Hackstein and Stumm, 1994). It is formed
from ingested organic matter in guts of termites and other terrestrial arthropods, by en-
teric fermentation in stomachs of wild and domesticated ruminants, and in plants referred
to as tank bromeliads, living on decomposing dead leaves on branches of tropical forests
(Sanderson, 1996; Brune, 2000; Johnson et al., 2000; Moss et al., 2000; Cottle et al., 2011;
Martinson et al., 2010).
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Factors inﬂuencing the isotopic signature of biogenic methane
At ﬁrst order, each of the two simpliﬁed CH4 formation pathways above generates a dis-
tinctive shift in the carbon isotopic composition of the CH4 molecules produced. Since
hydrogenotrophic methanogenesis (eqn. 2.6, η = 1.055 to 1.0090) expresses a larger ki-
netic isotope eﬀect (KIE or η, i.e. diﬀerences in the reaction rates of the light and
heavy isotopes) than acetotrophic methane formation (eqn. 2.7, η = 1.040 to 1.0055),
CH4 formed via the carbonate reduction pathway is estimated to be more depleted in
terms of δ13C (60–90 ) than via acetate fermentation (40–60 ) (Whiticar et al., 1986;
Whiticar , 1999; Conrad , 2005). However, the two pathways have an opposing eﬀect
on δD(CH4). Methane produced by the CO2 reduction pathway is signiﬁcantly less de-
pleted (170–250 ) than during methanogenesis of methylated substrates (250–400 ,
Whiticar (1999)). The correlation of wetland δD(CH4) and the surrounding soil pore
water δD(H2O) along a latitudinal gradient, however, suggests that emitted CH4 pre-
dominantly reﬂects the δD of environmental water (Waldron et al., 1999; Chanton et al.,
2006). Biochemical studies further suggest that at least three (if not all) of the hydrogen
atoms in the CO2 reduction stem from water and only one from H2 (Daniels et al., 1980;
Schleucher et al., 1994; Klein et al., 1995, see equation 2.6), and H2 potentially under-
went isotopic equilibration before the H atoms are added during CO2 reduction (Valentine
et al., 2004).
Similarly, δ13CH4 signatures are inﬂuenced by the δ13C of the decomposing organic mat-
ter and simpler precursor molecules that are provided by the microbial community and
utilized in methanogenesis, e.g. metabolites such as acetate, which is aﬀected by fraction-
ation processes during homoacetogenesis and syntrophic acetate oxidation (Conrad et al.,
2011; Heuer et al., 2010). δ13C is known to vary considerably (∼15 ) in the two primary
photosynthetic carbon sequestration pathways, i.e. the Calvin-Benson cycle (C3) and the
Hatch-Slack cycle (C4). About 80–90% of the present-day plant species follow the C3
route to incorporate CO2 during photosynthesis (Farquhar et al., 1982, 1989, and others),
although this is obviously not representative of the total amount of biomass, which may
also be respired in the form of CH4. However, while the C4 route may be of lesser impor-
tance during (warm) interglacial periods with elevated CO2 levels, it is thought to provide
a competitive advantage in some environmental settings during (colder and dryer) glacial
conditions with characteristically low CO2 concentrations (Ehleringer et al., 1997; Cowl-
ing and Sykes , 1999; Harrison and Prentice, 2003; Gerhart and Ward , 2010; Bragg et al.,
2012, and more). The C3/C4 abundance is considered a key aspect in the interpretation
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of the δ13CH4 data presented in this thesis.
In addition to the isotopic signatures of the precursor molecules, the isotopic fraction-
ation is further inﬂuenced by the H2 partial pressure and energetic conditions in hy-
drogenotrophic methanogenesis (Penning et al., 2005; Valentine et al., 2004), and by
(in-situ) temperatures (e.g. Games et al. (1978); Westermann (1993)). But these factors
are considered less important in terms of the overall methane δ13C and δD source signa-
tures compared to the factors controlling the composition of active consortia producing
methane in a certain environment (Bridgham et al., 2013).
Finally, an estimated 20% – 40% of the methane produced in wetlands is consumed by
methanotrophic bacteria during gas transport to the atmosphere (Coleman et al., 1981;
Walter and Heimann, 2000). The residual CH4 is enriched in
13C due to the preferential
elimination of 12CH4 (Whiticar et al., 1986; Chanton, 2005). The CH4 loss due to oxi-
dation in aerated soil layers and the water column is usually treated separately from the
sink processes that remove CH4 from the atmosphere (described in the following section
).
Figure 2.10.: Isotopic signatures of major methane sources - the CD diagram.
This ﬁgure shows the combination of typical δ13CH4 and δD(CH4) ranges of the major methane
source types (based on Whiticar (1999)), and respective ﬂux strengths of the primary tropospheric
methane sources at present day. Also indicated are the integrated isotopic compositions of the
sources (δ13CE/δDE in equation 2.8, red circle) and the oﬀset to the average tropospheric values
(δ13CH4 & δD(CH4), green circle) induced by the sink fractionation (εWT in eq. 2.8, red arrow).
Figure taken from (Whiticar and Schaefer , 2007).
In summary, the signiﬁcant natural diversity of wetlands and the individual dependence
on a series of environmental parameters aﬀecting methanogenesis leads to relatively large
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empirical ranges for CH4 isotopic compositions in ﬁeld observations (see e.g.Bre´as et al.
(2001) for a more comprehensive summary). However, the imprint of the predominant
CH4 formation pathways on δ13CH4 and δD(CH4) still allows a crude allocation of CH4
emitters to speciﬁc classes of sources (Figure 2.10).
Isotope mass balances and fractionation during methane removal
Following the nomenclature introduced by Schaefer and Whiticar (2008), the isotopic
composition of methane in the atmosphere can be expressed as the sum of the aver-
age isotopic signatures of CH4 sources (δ13CE) and the change of this value induced by
fractionation (εWT) processes associated with decay of CH4 (equations are equivalent for
δD(CH4)):
δ13CH4 = δ
13CE + WT . (2.8)
δ13CE can be broken down into the emission strength of individual sources, Ei, and its






The relatively short residence time of less than 10 years for CH4 molecules in the at-
mosphere are due to a series of oxidative removal processes, such as the reaction with
hydroxyl radicals (·OH) and O(1D) in the troposphere, oxidation by chlorine radicals
(·Cl) in the stratosphere and in the MBL, and CH4 uptake and degradation in soils. The
sink processes are associated with isotope eﬀects and cause distinct shifts in the isotope
ratios of atmospheric CH4. The average isotopic fractionation caused by the sum of CH4
decay processes thus determines the oﬀset (εWT) between the average isotopic composition
of all CH4 source emissions (δ13CE) and the carbon (δ13C) and deuterium (δD) isotopic
signature of methane in the atmosphere (see eqn. 2.8 and ﬁgure 2.10). The isotopic dis-
crimination is a result of diﬀering turnover rates in the reaction of the oxidant with the
light (12C or 1H) versus the heavy (13C or 2H/D) isotope species of CH4.
12C reacts faster
and is, thus, removed preferentially, leaving atmospheric methane enriched in 13C. The
kinetic isotope eﬀect (KIE) (or η) is deﬁned by the ratio of the reaction rate constants ki
of the ”light” versus the ”heavy” isotope (Rust and Stevens , 1980). However, to describe
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fractionation processes in atmospheric chemistry, the reciprocal fractionation factor αi is








Using the following equation, α can be converted to the fractionation ε (Craig et al., 1988),
which translates to the oﬀset that a given sink process causes to the atmospheric isotopic
signature in per mil:
 = (α− 1)× 1000. (2.11)
For the reaction of CH4 with the hydroxyl radical hydroxyl radical (·OH ), the primary
tropospheric oxidation reactant, αC was determined experimentally to 0.9946 ± 0.0009
for carbon (Cantrell et al., 1990). This would correspond to a fractionation εOH of -5.4 
(Quay et al., 1999).
The total sink fractionation ( εWT) is calculated using the proportions of methane removed
by each sink (FR), multiplied with its fractionation factor αR:
α = FRi × αRi + . . .+ FRn × αRn. (2.12)
Or, following equations 2.8 and 2.11:
WT =
∑
((αRi − 1)× 1000.)× FRi. (2.13)
The sink fractions FR are usually not well constrained. A widely accepted estimate was
0.87, 0.05, 0.07 for oxidation by tropospheric ·OH, for soil respiration, and for the strato-
spheric sink (Hein et al., 1997; Quay et al., 1999). Note that the removal of CH4 in
the MBL by chlorine radicals is not considered in these calculations. Depending on the
size of ε assumed for ·OH oxidation, the scenario of Quay et al. (1999) suggests that the
mean isotopic composition of all sources is 8.8±2  and 218±50  more depleted than
the atmospheric values for δ13CH4 and δD(CH4), respectively. The relatively large upper
bound of total fractionation εWT of up to 10.8  for δ13CH4 is derived from a theoretical
value by Gupta et al. (1997), who estimated the KIE for tropospheric removal by ·OH
to be 1.010 (εOH = -10 ). That estimate, however, would imply unrealistically high
fractionation between source and atmospheric reservoir. The latest experimental deter-
mination by Saueressig et al. (2001, εOH = -3.9  (αOH = 0.9961 ± 0.0004)), inferred with
a higher analytical precision than Cantrell et al. (1990), suggests that the fractionation
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eﬀect caused by ·OH radicals contributes less to the overall sink. Table 2.2 summarizes
the major sink processes of atmospheric CH4, and estimates of the respective fraction-
ation associated wit them in the literature. Assuming that 3-4% of CH4 is removed in
the MBL (Platt et al., 2004; Allan et al., 2007; Levine et al., 2011a), would increase the
estimates for εWT by ∼2  and ∼13  in δ13CH4 and δD(CH4), respectively, due to the
large KIE determined for the CH4 oxidation by chlorine radicals (Saueressig et al., 2001).
Table 2.2.: Sink fractionation factors for the main sink processes and both stable isotopes of
CH4. The following fractions were used for the estimate of the overall sink fractionation not
including chlorine radical oxidation in the marine boundary layer: 87% of CH4 lost via reaction
with tropospheric ·OH, 5% lost to soil uptake and 8% lost in the stratosphere (Hein et al., 1997).
For the scenario with 4% CH4 removal in the MBL (Allan et al., 2007; Levine et al., 2011a) the
remaining fractions were adjusted in equal proportions to yield 100%.
sink δ13CH4 δD(CH4)
process ε [ ] ε [ ]
tropospheric ·OH -3.9±0.4 – -5.4±0.9a -230±45 b
soil uptake -17 – -25 c -81±24 d
·Cl in stratosphere & MBL -60 – -66 e -474 – -522 f
stratospheric loss -12 – -17g -160±20h
overall (no MBL) -5.2 – -7.3 -217±42
overall (4% MBL)i -7.2 – -9.3 -230±42
a values from Saueressig et al. (2001) and Cantrell et al. (1990)
b Gierczak et al. (1997)
c King et al. (1989); Tyler et al. (1994); Snover and Quay (2000);
Reeburgh et al. (1997)
d Snover and Quay (2000)
e Saueressig et al. (1995); Lassey et al. (2007)
f Tyler et al. (2000), calculated for 20 C from Saueressig et al. (2001)
g Brenninkmeijer et al. (1995); Ro¨ckmann et al. (2011)
h Irion et al. (1996); Ro¨ckmann et al. (2011)
i fraction estimate from Allan et al. (2007)
Geographical distribution of sources and changes in the past
The global extent of wetlands is estimated to be 8.3–10.2 million square kilometers, or
about 5-8% of the land surface (Lehner and Do¨ll , 2004). The largest portion is situated
in boreal regions around 60  North (see ﬁgure 2.11 and 2.9). A second latitudinal belt
representing ∼30% of the total wetland area is found in the tropics. Wetlands are by
far the largest natural source of methane today. Owing to large diﬀerences in the pro-
ductivity and biomass turnover in boreal and tropical wetlands, low latitude wetlands
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emit larger quantities of methane despite smaller areal extent. Estimates for tropical CH4
emissions range from 60% (Bartlett and Harriss , 1993) to more recent determinations of
up to 76% of the total emissions from natural wetlands based on satellite remote sens-
ing (Bergamaschi et al., 2007). Generally, the isotopic signature of a methane source is
determined by typical physical and chemical parameters, such as local temperature and
substrate availability aﬀecting reaction rates, CH4 loss during the transport to the atmo-
sphere, or by biological characteristics of the ecosystem. Certain diﬀerences in the mean
carbon isotopic signature were reported for tropical and boreal methane sources (Quay
et al., 1988; Stevens and Engelkemeir , 1988, and others). These diﬀerences are likely
the result of combined eﬀects due to the occurrence of 13C-enriched organic matter in
C4 plants in tropical regions, temperature sensitivity of the isotopic fractionation (KIE)
during methanogenesis and methanotrophy (e.g. Botz et al. (1996); Fey et al. (2004)),
and factors such as substrate availability or microbial community structure (Schaefer and
Whiticar , 2008; Bridgham et al., 2013).
Figure 2.11.: Latitudinal wetland distribution.
Recent latitudinal distribution of wetlands based on data from Matthews and Fung (1987), the
global lakes and wetlands database (GLWD), and a gross wetland map (redrawn from Lehner and
Do¨ll (2004)). Figure taken from Mitsch et al. (2010).
Studies focused on the reconstruction of pre-anthropogenic methane budgets have to
consider that similar factors controlling latitudinal diﬀerences in wetland isotopic source
signatures today may have also been at play during past periods of diﬀerent climatic
conditions (Whiticar and Schaefer , 2007). Schaefer and Whiticar (2008) have provided
a reasonable set of assumptions of how and to what degree individual CH4 source and
sink processes were presumably aﬀected by the diﬀerent climatic conditions during the
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pre-industrial Holocene (PIH), the LGM, and the transitional stage of the last glacial
termination, the YD. The assessment of Schaefer and Whiticar (2008) suggests that
isotopic source signatures have changed over glacial cycles and relative to today. They
further postulate that diﬀerences of atmospheric CO2 induced changes in the isotopic
signatures of sources, which were aﬀected by shifts in the abundance of C3/C4 vegetation
in past times. The contribution of glacial-interglacial changes of CO2 and C3/C4 ratios,
however, was considered of minor importance regarding shifts in atmospheric δ13CH4
(Schaefer and Whiticar , 2008). The low estimates of ∼0.4 to ∼0.7  for changes of δ13CE
between the LGM and the PIH are mainly due to model calculations by Collatz et al.
(1998), who provided the estimates for the C3–C4 distribution for these time intervals
based on a crossover function of monthly temperature and precipitation. This study
suggested that PIH environments hosted 4% more C4 vegetation than during the LGM
and attributed the largest share of the C3 contribution increase of 17% to the transition
from the PIH into present times. Moreover, the calculations of Collatz et al. (1998) did
not consider potential changes of the areal extent of grasslands and other vegetation types
in the course of the glacial-interglacial transition. However, such shifts are derived by the
majority of subsequent and more comprehensive vegetation model studies (Harrison and
Prentice, 2003; Prentice and Harrison, 2009; Prentice et al., 2011; Woillez et al., 2011;
Bragg et al., 2012).
2.4.2. δ13CH4/δD(CH4) records for the past and what they have
taught us
The ﬁrst measurements of the stable carbon isotopes of methane from ice cores were pro-
vided by the pioneering study of Craig et al. (1988). Due to the technology available
at that time, however, the measurements required relatively large quantities of air to re-
solve variations in δ13CH4 in the range of 0.2 . Unfortunately, the large sample sizes
of ∼25 kg ice from 4 – 6m large sections of the Dye 3 ice core, Greenland, caused the
temporal resolution to be too low to record dynamic variations of δ13CH4 (Craig et al.,
1988). Moreover, such large sample sizes are prohibitive for the use of this technique
in modern multi-component ice core studies, where sample sizes are strongly limited by
the large demand of ice. But their results suggested that atmospheric δ13CH4 was more
depleted by approximately 2  not more than 100 years ago and the 2-3 centuries prior.
Craig et al. (1988) attributed the trend towards the enriched value of -47.7  in the
1980s, which accompanied the doubling of atmospheric CH4 mixing ratios, to an increase
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in isotopically heavy (i.e. rich in 13C) anthropogenic emissions. They postulated that a
considerable share of these emissions must have originated from anthropogenic biomass
burning, as the δ13CH4 signature of this source is the most 13C-enriched of all sources,
and far from the mean 1980s source signature of -55.4 (Craig et al., 1988).
It took some 20 more years of improvements in the ﬁeld of instrumental analytics for the
Figure 2.12.: Records of methane and its stable isotopes over the last two millenia.
bottom: Methane concentration data from Law Dome ice cores DE08, DE08-2 and DSS; from ﬁrn air
samples (DSSW20k) and from ambient air of Cape Grim, Antarctica (MacFarling Meure et al., 2006,
and references within). In between 1000 to 1800 AD, CH4 data from the WAIS ice core WDC05A
illustrates relatively stable CH4 concentrations over the LPIH (data from Mitchell et al. (2011)), and
the good overlap of the two Antarctic ice cores. center: Composite atmospheric δ13CH4 record from
ambient air (”BHD”, ”Archive”), ﬁrn air (DSSW20k), and ice core air bubble enclosures from Law
Dome (Ferretti et al., 2005, same sample description as in ’bottom:’). Furthermore, δ13CH4 data is
shown from the WAIS divide ice core WDC05A over the last millennium (Mischler et al., 2009), and
from the ice cores NEEM and EUROCORE (Sapart et al., 2012). The δ13CH4 excursions relevant for
the discussion are annotated as Exc. 1, Medieval Climate Anomaly (MCA) and Little Ice Age (LIA).
top: WAIS WDC05A ice core δD(CH4) data over the last millennium (Mischler et al., 2009).
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ﬁrst continuous record of ice core δ13CH4 to be published by Ferretti et al. (2005, see ﬁgure
2.12). The data covers the last 2000 years in high resolution, an era they called the late
pre-industrial Holocene (LPIH). The record is a composite of Southern Hemisphere am-
bient air, Antarctic ﬁrn air, and Antarctic ice core air samples from three cores drilled at
Law Dome, East Antarctica (see section 2.3). The δ13CH4 measurements were based on a
gas chromatography mass spectrometry method developed by (Miller et al., 2002), which
reduced the requirements for ice core material to only ∼700 g. Based on inverse source
partitioning using the LPIH CH4 atmospheric concentration data, assumptions of a con-
stant CH4 lifetime of 7.6 yr and a total sink fractionation of 7.4  (εWT, compare section
2.4.1) and constraints from δ13CH4, Ferretti et al. (2005) inferred surprisingly high contri-
butions from pyrogenic methane sources between 0 and 1000 AD. Over the next 700 years,
however, these contributions decreased by almost 40% leaving the atmospheric δ13CH4
depleted by ∼2  in 1700 AD, before the fossil fuel emissions of industrialization started
the exponential rise towards the modern, highly enriched δ13CH4 values. Ferretti et al.
(2005) attributed the depletion from 1000 to 1700 AD to both natural climate changes
and human activities, an interpretation that was questioned by Houweling et al. (2006),
who concluded that early anthropogenic CH4 emissions from isotopically depleted sources
such as rice-cultivation, domestic ruminants and waste treatment might have increasingly
inﬂuenced atmospheric δ13CH4. The features of the δ13CH4 record of Ferretti et al. (2005)
were later conﬁrmed by a dual CH4 isotope study covering the last millennium (Mischler
et al., 2009, ﬁgure 2.12). The additional constraint provided by δD(CH4) supported the
assumption of a human inﬂuence on atmospheric methane at that time, as δD(CH4) in-
dicated an increase of emissions from agricultural activities after 1000 AD, while biomass
burning began to decrease. Just recently, a new high-resolution δ13CH4 record, measured
on the two Greenland ice cores NEEM (North Greenland Eemian Ice Drilling program)
and EUROCORE, revealed three centennial-scale excursions between 100 BC and 1600
AD that have not been previously resolved (Sapart et al., 2012). With the help of a
two-box model, the authors attributed the ﬁrst δ13CH4 excursion between 100 BC and
200 AD (”Excursion 1” in ﬁgure 2.12) to early industrial activity (e.g. metal production)
in the Roman empire and the Han dynasty and the sudden population decline associated
with the downfall of both high cultures. The other two δ13CH4 maxima, however, were
attributed to climatic changes associated with the MCA at ∼1000 AD and the LIA at
around 1500 AD. For the MCA the model suggested a decrease in isotopically depleted bio-
genic emissions and increasing pyrogenic emissions, potentially due to extended droughts
in Northern Europe and accelerated deforestation as a result of population expansion in
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Europe and Asia, both accompanied by natural and anthropogenic ﬁre activity (Sapart
et al., 2012). The third maximum in the δ13CH4 data, just before the ∼2  depletion to-
wards 1700 AD, which is present in all three records (Ferretti et al., 2005; Mischler et al.,
2009; Sapart et al., 2012), coincides with the LIA which is associated with decreases in
Northern hemisphere temperatures and precipitation (Sapart et al., 2012, and references
within). The authors concluded, that this climatic change might have reduced biogenic
CH4 emissions at that time, and
13C-enriched emissions from natural wildﬁres and ongo-
ing human land clearance aﬀected δ13CH4, while keeping the overall CH4 budget nearly
unchanged. It is important to bear in mind, however, that the δ13CH4 datasets introduced
thus far, are likely all, at least to some degree, aﬀected by the analytical interference with
atmospheric krypton (Kr), that has been discovered recently (Schmitt et al., 2013, pre-
sented in chapter 4.5.1 of this thesis). The data by Sapart et al. (2012), for example, was
found to be 0.15 to 0.88  too high owing to this eﬀect, with the highest deviations for
samples covering the industrial period (Sperlich et al., 2013). Moreover, Sperlich et al.
(2013) found some considerable, and yet unresolved, disagreement between their and the
corresponding δ13CH4 data of Sapart et al. (2012) for the period of the second data ex-
cursion (MCA), that could not be explained by Kr contamination.
Further back in time, δ13CH4 values become progressively lighter throughout the Holocene,
the current warm period that has started approximately 11000 years ago (11 thousand
years before present (kyrBP), ﬁgure 2.13). Irrespective of the ”bowl shaped” CH4 record
between the early Pre-boreal Holocene (PB) and the LPIH, a ∼150 ppb excursion with
its minimum at ∼5 kyrBP, δ13CH4 values decrease by ∼3  from ∼-46.5  in the PB
to late pre-industrial levels (Sowers , 2010).
The renewed CH4 increase after 5 kyrBP gave rise to a prominent hypothesis by William
F. Ruddiman, who assumed that early human civilizations reversed the natural trend
towards lower CH4 concentration levels by excessive ﬂooding and rice agriculture (Rud-
diman, 2003, 2007), although the world population was extremely low at that time.
However, alternative hypotheses proposed that the CH4 increase was rather caused by
hydrological changes aﬀecting low latitude wetlands, the largest natural source of CH4
(Chappellaz et al., 1997), or were a result of changes in the sink term. Latest ﬁndings,
inferred from a model-based reconstruction of climate and vegetation suggest that the
Holocene increase results from natural changes in the Earth’s orbital conﬁguration caus-
ing increasing emissions in the Southern Hemisphere tropics, and that early agricultural
emissions are not required to account for the CH4 concentration increase in the 5000 years
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before the industrial era (Singarayer et al., 2011).
The complementary Holocene δD(CH4) data shows a slightly decreasing trend from the
early to the mid Holocene, and a ∼20  increase in a period between 4 and 1 kyrBP
(Sowers , 2010). The author attributes the decreasing early to mid Holocene trends in
both CH4 isotope datasets to growing emissions from Arctic lake ecosystems, which are
known for their highly depleted δ13CH4 and δD(CH4) source signatures (Walter et al.,
2006, 2007). As a result of increasing atmospheric CO2 levels throughout the Holocene,
δ13CH4 is assumed to be further aﬀected by an increase in the C3/C4 plant ratio induced
by growing C3 plant contributions (Sowers , 2010). This increase is partly due to the
higher eﬃciency of the C3 photosynthetic pathway under high CO2 conditions and the
predominance of C3 plant species in high northern latitude ecosystems, which successively
became ice-free and more active as a source of CH4 after the retreat of the Fennoscandian
and Laurentide ice sheets. The explanation for the ∼20  δD(CH4) increase between 4
and 1 kyrBP, however, during which δ13CH4 values remained basically constant, seems far
less straight-forward. Sowers (2010) speculates, that an increase in the ratio of tropical
to Arctic wetland sources might have the potential to explain the temporal δD(CH4) rise
after 4 kyrBP. It is remarkable, however, that these dramatic shifts in CH4 emissions from
higher latitudes to the tropics should not have a corresponding response in δ13CH4. Also
a gradual release of CH4 from marine clathrates during this period, usually with enriched
δD(CH4) values and nearly neutral wrt. δ13CH4, would be in line with the observations
in both CH4 isotope records (Sowers , 2010).
The transition from the last glacial period to the current warm phase, also called the
(glacial) termination 1, was accompanied by two major CH4 concentration increases, one
during the warming from the late glacial Oldest Dryas (OD) interval into the intermit-
tent warm stage Bølling-Allerød (BA) at ∼14.7 kyrBP, and the second associated with
the Younger Dryas (YD) – Pre-boreal Holocene (PB) transition at around 11.6 kyrBP.
Various hypotheses had been put forward to explain these steep increases, ”The Clathrate
Gun Hypothesis” being the one that possibly received the greatest attention due to its
potential implications for future climate projections (Kennett et al., 2003, see the last
paragraph of section 2.3 for further reference). δD(CH4) data inferred from GISP II ice
core suggested, however, that large releases of CH4 from marine clathrates, typically with
very enriched values with respect to δD(CH4), did not contribute substantially to the
OD–BA or the YD–PB methane rises (Sowers , 2006), and each transition led to slightly
lower δD(CH4) values in the PB and the BA, respectively (approx. 10 to 15 ). A δ13CH4
record measured on outcropping ice at P˚akitsoq (Western Greenland) by Schaefer et al.
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Figure 2.13.: Records of methane and its stable isotopes over the last 25000 years.
Bottom: Methane concentration data from EDML, Antarctica (Schilt et al., 2010). The various
climatic stages used for the discussion of the last glacial-interglacial transition (termination 1) and
the Holocene period are given as references. Center: Atmospheric δ13CH4 records from the GISP
II ice core over the Holocene (dark blue, Sowers (2010)) and from EDML over termination 1 (T1,
light blue, Fischer et al. (2008)), both as published (no correction for analytical interference with
krypton applied - please see section 4.5 for further details). Top: δD(CH4) data for the Holocene
(dark magenta, Sowers (2010)) and T1 (magenta, Sowers (2006), both GISP II). Note that the axes
for δ13CH4, δD(CH4) and the age scale are inverted by convention. EDML δ13CH4 and CH4 records
are plotted wrt. the ’uniﬁed’ ice core age scale by Lemieux-Dudon et al. (2010).
(2006) provided further evidence that neither gradual nor catastrophic release of CH4 from
marine clathrates was the essential driver for the CH4 concentration rise of ∼250 ppb dur-
ing the YD–PB transition. Surprisingly, Schaefer et al. (2006) observed no signiﬁcant
diﬀerence in δ13CH4 between the two climatic intervals, nor an isotopic shift during the
steep CH4 concentration increase. No less surprising was the observation that δ13CH4
values during the YD (∼-46 ) were more enriched than the levels inferred for the LPIH
(∼-49 ) and in the modern atmosphere (∼-47 , e.g. Ferretti et al. (2005); Mischler
et al. (2009)), although pre-anthropogenic δ13CH4 was expected to be more depleted in
13C due to the absence of fossil fuel combustion, land clearance by ﬁre, landﬁlls and other
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13C-enriched anthropogenic emissions. Schaefer et al. (2006) propose ﬁve possible scenar-
ios to explain the YD–PB δ13CH4 record. (1) Literature estimates for late glacial and YD
ﬁre emissions may be too low. (2) Geologic sources probably constituted a larger fraction
to the CH4 budget than today, as the overall emissions in the YD were lower, and emis-
sions of geologic CH4 were potentially enhanced due to lower sea-levels (Luyendyk et al.,
2005). (3) Tropical wetlands with their slightly more enriched δ13CH4 signatures could
have been more important during the YD than earlier anticipated (e.g. in Hein et al.
(1997)). (4) Aerobic methane production from plant material (enriched δ13C signature
of ∼-50 ) might have contributed substantially in earlier budgets and caused higher
δ13CH4 values. And (5), the large isotope eﬀect of the MBL ·Cl sink led to enriched
δ13CH4 due to a potentially higher fraction of methane removed by this sink.
Melton et al. (2012) later remeasured the same interval again on P˚akitsoq outcrop ice
with a reﬁned analytical setup and enhanced resolution (Melton et al., 2011). Based on
a ∼1  reversal of the general δ13CH4 depletion trend from the YD into the PB (see the
discussion of results from Fischer et al. (2008) below) corresponding to the ∼250 ppb CH4
increase, they concluded that 13C-enriched sources played an important role in the CH4
rise. With the help of triple isotope mass-balance calculations including δ13CH4, δD(CH4)
(Sowers , 2006, 2010), and radiocarbon data (14C of CH4, Petrenko et al. (2009)), they
attempted to quantify the various source and sink contributions during the YD–PB tran-
sition. The results suggest biomass burning (42–66%) and thermokarst lakes (27–59 %)
as the dominant contributing sources to the total methane ﬂux increase, and in contrast
to earlier interpretations of the YD–PB increase (Chappellaz et al., 1990; Brook et al.,
2000; Singarayer et al., 2011) attributed only a minor role to tropical wetlands. Marine
gas hydrates were also unlikely to have played a dominant role (Melton et al., 2012).
The δ13CH4 record from EDML, Antarctica, covering the entire glacial termination, shows
a near continuous trend towards depleted values from the start of the YD that persists
far into the PB without an inversion towards enriched δ13CH4 values (Fischer et al., 2008,
see ﬁgure 2.13). Melton et al. (2012) argue that this record does not resolve the fast, 150
year YD–PB transition in detail. On the other hand, P˚akitsoq ice was reported to be
subject to in-situ production of methane, prevalent especially in ice from warmer periods
(Petrenko et al., 2006; Schaefer et al., 2009). A systematic eﬀect of this excess CH4 on
δ13CH4 in P˚akitsoq ice, however, was considered unlikely (Schaefer et al., 2006; Melton
et al., 2012).
Still, the δ13CH4 data of Fischer et al. (2008) conﬁrmed the high values of the YD pe-
riod, and the depletion trend of ∼1.4  throughout the PB is in good agreement with
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the δ13CH4 dataset of Sowers (2010). Further back in time, the EDML δ13CH4 values
indicate a ∼1.1  excursion over the OD–BA–YD climate oscillation, following a ∼2.5 
depletion trend from ∼-42.5  at the end the coldest stage of the glacial period, the Last
Glacial Maximum (LGM), dated at around 25 to 20 kyrBP (Clark et al., 2009). In this
period, large amounts of water were bound in glaciers and ice sheets, while sea-level was
reduced by more than 100m (Bintanja et al., 2005; Lisiecki and Raymo, 2005). For the
interpretation of the EDML δ13CH4 record, Fischer et al. (2008) deﬁned four steady state
periods throughout the termination (LGM, BA, YD and PB, plus one recent state ”1990”
for model validation) and estimated the individual contributions of major source processes
to the respective transitions with a 4-box model (North and South hemispheric box, each
with a box for the troposphere and stratosphere) assuming the isotopic signatures of
individual sources to remain temporally constant. The inter-polar diﬀerence (IPD) in
atmospheric methane concentrations (Chappellaz et al., 1997; Da¨llenbach et al., 2000;
EPICA community members , 2006), GISP II δD(CH4) data (Sowers , 2006), reasonable
assumptions for CH4 atmospheric lifetime, and the new EDML δ13CH4 data were used
as boundary conditions in the model runs using a Monte Carlo approach. The model
suggests a predominant role of boreal wetland emissions driving the 3.5–4  depletion
during warm periods and the ∼1.1  BA–YD reversal, and a near shut-down of this CH4
source during the LGM. The latter is mainly controlled by the CH4 IPD observations
available at that time (Da¨llenbach et al., 2000), which had to be signiﬁcantly revised in the
meantime (Baumgartner et al., 2012). Moreover, emissions from biomass burning were
found to remain roughly constant over the glacial termination, that turned out to be a
direct consequence of the assumption of constant source signatures. The secondary trends
in the PB were attributed to expanding boreal sources, e.g. by activation of thermokarst
lakes, and the ∼1  enrichment during the LGM to a change of the δ13C signature of
wildﬁre emissions due to shifts from C3 to C4 dominated grasslands.
Again with the help of δD(CH4) data measured on North Greenland ice core project
(NGRIP) ice core material, Bock et al. (2010b, see ﬁgure 5.4) demonstrated that marine
clathrate emissions likely also have not dominated CH4 budgets during millennial scale
climate ﬂuctuations in MIS 3 (compare ﬁgure 2.8). The results from an adaptation of the
box model used in Fischer et al. (2008) suggest that the ∼15 to 20  δD(CH4) dynamics
during DO interstadials 7 and 8 is largely due to isotopically depleted boreal wetland
emissions. According to the model, high-latitude wetland emissions increased by a factor
of 6 from ∼5 to ∼32Tg yr−1 CH4 from stadial to interstadial conditions, while tropical
wetland emissions increased only moderately from ∼84 to ∼118Tg yr−1. Marine clathrate
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emissions were supposedly rather constant at stadial-interstadial transitions and biomass
burning emissions slightly elevated during the two DO interstadials (Bock et al., 2010b).
In agreement with the set of 7 MIS 3 δD(CH4) data points of Sowers (2006), Bock et al.
(2010b) observed a pronounced 16  drop in δD(CH4) that precedes the DO 8 CH4 rise
by ∼500 years, likely induced by the slow restart of the Atlantic Meridional Overturning
Circulation (AMOC) after the decline from a period of peak ice rafting debris counts
associated with the Heinrich event 4 (Hemming , 2004, H4 in ﬁgure 5.4). Transient runs
of the Monte Carlo Box model could reconcile the δD(CH4) changes with constraints from
the CH4 IPD, δ13CH4 and CH4 atmospheric lifetime only if not a single source but boreal
and tropical wetland sources together were forced to increase (300% and 10%). And
only if the typical δD(CH4) source signatures were reduced by 30  and 5 , respec-
tively (Bock et al., 2010b), in line with expected stadial/interstadial changes in the water
isotopic composition in both regions.
3. Ice cores - Spyglass into the
atmospheric history
Figure 3.1.: Sites of deep ice core drilling projects in Antarctica.
A map showing the positions of Antarctic deep ice core drilling sites. The boxes indicate the respective
name of the drilling, the year of its completion, the ﬁnal depth and the estimated maximum age of
the recovered climate and environmental records. Figure is from Masson-Delmotte et al. (2006).
For roughly 50 years now, beginning with the ﬁrst deep ice core retrieved at Camp Century
in north-west Greenland, polar ice cores have provided a wealth of information from
the environmental past. In favorable positions on the polar ice caps, an image of the
respective current climate state is ﬁled in almost perfect chronological order together
with the precipitation deposited at that sites. The continuous long-term prehistorical
records of physical and chemical parameters of climate history have had impacts on a wide
spectrum of scientiﬁc disciplines such as geophysics, oceanography, geology, meteorology
and climatology. The water isotope signatures in the ice (δ18O), for example, inherit
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information about the precipitation at the deposition site and the moisture source areas
(Dansgaard et al., 1969; Johnsen et al., 1972; Lorius et al., 1985, and many more) in
addition to the global ice volume and sea level (Bintanja et al., 2005). Particulate ice
inclusions of chemical compounds, dust and aerosols give insight into past volcanic events,
meteorological trajectories, reorganization of wind regimes and aridity of remote source
areas (Fischer et al., 2007; Kaufmann et al., 2008; Bigler et al., 2010).
But the most outstanding and unique feature of ice cores from the polar ice sheets are air
enclosures that provide the only direct historical record of the atmospheric composition.
Various ice cores from Greenland and Antarctica have helped to extend the time series of
modern direct and continuous measurements of the greenhouse gases CO2 and CH4 far
into the past (Berner et al., 1980; Barnola et al., 1987; Chappellaz et al., 1990; Etheridge
et al., 1998, and many others). A great achievement that proved that climate change and
greenhouse gas evolution are considerably linked, and that modern concentration levels
exceed the range of their respective natural variability during the past 800,000 years, i.e.
the last 8 glacial cycles, by far (Loulergue et al., 2008; Lu¨thi et al., 2008, see ﬁgure 2.6).
While the ice core results of atmospheric CH4 have been already discussed in chapter
2.3, the following sections introduce the speciﬁc glaciological features of the ice core gas
archive.
3.1. How atmosphere is conserved in the ice
On the areas of the two polar ice sheets in Antarctica and Greenland where the mean
annual temperatures are mostly below the freezing point throughout the year, snowfall is
accumulated layer by layer and compacted by subsequent precipitation. In the uppermost
50–150m below the surface, the compacting snow, referred to as ”ﬁrn” once it reaches
a certain density, is successively transformed into ice. This process usually takes several
decades to millennia, depending on local conditions such as snow accumulation rate, an-
nual mean temperature and surface wind speeds inducing snow drifts.
The ﬁrn column is schematically divided into three zones according to the diﬀerent modes
of air movement in the pore space (Sowers et al., 1992). In the ”convective zone” close to
the surface, air is freely mixed with the atmosphere by convection and by venting processes
like surface winds and seasonal temperature variations. Below that layer, free air exchange
is increasingly restricted. The open pore space of ﬁrn in that depth retains air in a quasi-
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Figure 3.2.: Scheme of the ﬁrn to ice transition and characteristics of air enclosure.
This ﬁgure provides an overview of typical ranges of depth, density and ages for ﬁrn columns of
polar ice sheets on the left, and the theoretical subdivision into zones characterized by the modes
of vertical gas movement according to (Sowers et al., 1992) on the right. The δ15N2 proﬁle is a
schematic representation of the sum of expected fractionation processes induced by gravitational
settling and thermal diﬀusion along a negative temperature gradient from the top to the bottom of
the diﬀusive zone of the ﬁrn column. Figure from Schwander (1996), with modiﬁcations by Bock
(2010).
static gas column in diﬀusive equilibrium (Schwander et al., 1988). The diﬀusive gas
transport in that column, which is still tied to conditions at the surface, causes a series
of speciﬁc alterations to the chemical and isotopic composition that are discussed later
in this section (compare also (cf.) subsection 3.2). At the bottom of this diﬀusive zone,
more and more of the pore space becomes isolated, and the eﬀective gas exchange in the
open pores ceases. Below, the fraction of closed pore space exponentially increases in this
so-called ”non-diﬀusive zone” until no open connections to the layers above exist. The air
is ﬁnally trapped within the ice matrix at the ”bubble close-oﬀ depth”, which is better
characterized as a transition zone rather than a concrete depth. As a consequence, the
air enclosed in a bubble has an age distribution rather than a distinct age (Schwander ,
1989; Spahni et al., 2003). Furthermore, the occluded air is always younger than the
surrounding ice. The diﬀerence between the gas age and the ice age is called Δage (Sowers
et al., 1992) and reﬂects the age of the ﬁrn at the bottom of the diﬀusive ﬁrn column minus
46 3. Ice cores - Spyglass into the atmospheric history
the age of the air at that depth. The Δage has proven diﬃcult to estimate with suﬃcient
accuracy so far and is connected to a considerable degree of uncertainty (Severinghaus
et al., 2010). For the Greenland Ice Core Project (GRIP) core from central Greenland,
values inferred from dynamic ﬁrn densiﬁcation model (Schwander et al., 1997) range from
approximately 200 years for modern snow accumulation and temperature to 400 and
1000 years for MIS 3 interstadial and stadial conditions, respectively. For the Antarctic
counterpart core EPICA Dronning Maud Land (EDML), however, Δages range from
approximately 800± 200 years for recent to around 1800± 400 years for glacial conditions
in MIS 2 (Siegenthaler et al., 2005; Blunier et al., 2007).
Even deeper in the ice sheet, typically at a depth of around 1000m, when the pressure
of the overlying ice column at low temperatures reaches critical values, the gas molecules
are forced into the ice matrix to form so-called gas hydrates or clathrates. Gradually,
more and more bubbles disappear and the ice becomes clear. The changes imposed on
the crystal structure of ice in this transitional zone are known to make it a very brittle
material when it is brought to the surface.
3.2. Changes to the gas composition induced by the
enclosure in the ice matrix
Atmospheric compositions of the past inferred from air enclosed in the ﬁrn and in an ice
core can only be reconstructed truthfully if the physical processes that alter the com-
position of air in the ﬁrn column before it is ﬁnally occluded in bubbles are properly
understood. The air in the uppermost layer of snow and ﬁrn, known as the ”convective
zone” (Sowers et al., 1992), is homogenized with the atmosphere by turbulent and con-
vective air movement that is largely induced by surface winds and atmospheric pressure
variations, but may also partly be driven by seasonal temperature gradients and thermal
buoyancy (Albert et al., 2004). The convective layer thickness is mainly inﬂuenced by ﬁrn
permeability, atmospheric pressure gradients, surface wind speeds and topography (Col-
beck , 1989, 1997). Below this zone of vigorous mixing, the air composition in the static
porous ﬁrn column are subject to alterations due to (i) gravitational settling (Schwander
et al., 1988; Craig et al., 1988) and molecular diﬀusion along (ii) concentration (Schwan-
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der , 1989; Trudinger et al., 1997) and (iii) thermal gradients (Severinghaus et al., 2001).



















C = concentration of a certain gas species in a mixture or the isotopic composition
of a pair of isotopes of a gas species, e.g. 12C/13C of methane,
t = time (s),
z = depth (m),
Deﬀ = eﬀective molecular diﬀusivity (m
2 s−1) in porous snow and ﬁrn,
T = temperature (K),
Δm = mass diﬀerence of the gas species relative to the mass of the mixture or the
mass diﬀerence of the two isotopic species (gmol−1),
g = gravitational acceleration (m s−2),
R = ideal gas constant (Jmol−1K−1) and
Ω = thermal diﬀusion sensitivity (K−1).
In the presence of thermal gradients, a gas mixture encounters thermal fractionation that
drives the heavier species toward the cold side and the lighter species to the warm (Grachev
and Severinghaus , 2003). Thermal gradients may for example be generated by seasonal
temperature variations or rapid warmings during the last glacial period or at glacial-
interglacial transitions. However, the occurrence and magnitude of thermal gradients in
the ﬁrn are highly dependent on how fast temperature changes are propagated into the
ice sheet. At sites with high snow accumulation, typically associated with higher annual
temperature variability, thermal gradients in ﬁrn and ice are far more prevalent and
signiﬁcantly steeper than those at low-accumulation sites, where temporary deviations
from thermal equilibrium are smoothed over long time periods.
In a porous static air column like the ”diﬀusive zone” in ﬁrn (Figure 3.2), the heavier
species or isotopologues of a gas mixture progressively accumulate at the bottom. This
phenomenon, also known as gravitational settling, separates gases according to the mass















48 3. Ice cores - Spyglass into the atmospheric history
with
δ = isotopic composition in per mil ( )
R = isotopic ratio at the speciﬁc depth z,
R0 = isotopic ratio of air at the surface,
Δm = mass diﬀerence of the two isotopic species (gmol−1),
g = gravitational acceleration (m s−2),
z = depth (m),
RG = ideal gas constant (Jmol
−1K−1) and
T = temperature (K).
Measurements of the slight deviations from the quasi-static ratios of 15N/14N (δ15N2)
of atmospheric nitrogen or 40Ar/36Ar (δ40Ar) of argon allow a quantiﬁcation of thermal
diﬀusion and gravitational settling of air components in the ﬁrn column (Sowers et al.,
1992; Severinghaus et al., 2003).
The ordinary diﬀusion according to Fick’s law creates a stream of matter from a site of
higher toward a site of lower molecular concentration. Diﬀusion acts as a compensatory
process against concentration diﬀerences and balances the previous two eﬀects to form an
equilibrium state. As mentioned earlier, the transition from the open pore system with
free gas exchange to a closed pore space does not occur at a deﬁned depth but rather
in a zone of several meters. That causes the age distribution of those gas molecules,
which are trapped in a certain layer of the ice, to be even wider. As a consequence, fast
variations of any of the atmospheric trace gases at the surface are recorded in the ice
as an dampened signal (Spahni et al., 2003). At sites with low temperatures and very
low accumulation rates, where the trapping of air is very slow and the gas may diﬀuse
for a long time, the attenuation eﬀect is strongest. As the whole sequence of air bubble
enclosure in an ice sheet usually takes several decades to millennia, but the ordinary gas
diﬀusion is signiﬁcantly faster, concentration changes at the surface are propagated down
to the close-oﬀ depth relatively quickly. However, if the concentration changes at the
surface are fast enough, the diﬀusive equilibrium is temporarily disturbed (Schwander
et al., 1988), and a measurable delay of the heavier isotope of a gas species is created on
its way down the diﬀusive ﬁrn column due to diﬀering diﬀusion speeds (Trudinger et al.,
1997). Accordingly, a shift in the isotopic ratio is recorded in the ice until the equilibrium
state is regained. An estimate of the size of this eﬀect for glacial conditions at the EDML
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core site based on a model to assess fractionation processes in ﬁrn (Schwander et al., 1997)
is presented in section 5.2.3.
4. Experimental
The methane carbon isotope (δ13CH4) data of air extracted from ice cores and of atmo-
spheric samples presented in this work have been measured on a gas chromatography
combustion isotope ratio monitoring mass spectrometry (GC/C/irmMS) system devel-
oped by Behrens et al. (2008). To brieﬂy summarize its mode of operation, air is extracted
from an ice core sample in a wet-extraction line, methane is separated from the main air
components on a pre-concentration unit and isolated on a gas chromatography (GC) col-
umn. Then it is combusted to CO2 in a high temperature micro-oxidation furnace, and
the carbon isotopic signature of these CO2 molecules is determined by the (isotope ratio
monitoring) mass spectrometer (MS). The setup of the AWI instrument is illustrated as a
ﬂow scheme in ﬁgure 4.1. It can virtually be divided into three parts: a high helium (He)
ﬂow extraction part (I), a low-ﬂow gas separation and combustion part (II) and the part
for the ﬁnal CO2 isotope measurement (III).
The following chapters outline the sequence of an exemplary ice sample measurement in-
cluding a detailed description of the instrument and the reference strategy. After a brief
summary of the corresponding reference standard measurements, it is discussed how these
time series are integrated into novel script-based data processing procedures and ﬁnally
what corrections are applied to secure internal calibration and the standardization to the
international VPDB scale.
Later work by Schmitt et al. (2013) showed that krypton (Kr) interferes with the CH4
mass spectrometric analysis. How this comes about and how the δ13CH4 data can be
corrected for this ”Kr eﬀect” is discussed in the publication by Schmitt et al. (2013) and
in the following paragraphs of section 4.5.
4.1. Tracing an exemplary ice sample through the system
Initially, the outer 2mm at the surface of an ice sample with the mass of 150 g to 200 g
are scraped oﬀ with a microtome knife to prevent surface contamination. The ice is then
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weighed and transferred to a pre-chilled ultra-high-vacuum stainless steel-to-glass sample
vessel with a DN 63 CF-ﬂange (SEG-250; Caburn-MDC Europe Ltd., UK) and an approx-
imate inner volume of 350ml. After sealing the vessel with a copper gasket, the manual
valves are closed (SS-DSVCR4, Swagelok, USA), the vessel transferred from the cold lab,
its inlet attached to the extraction line of the system and the outlet to a ultra-high vacuum
turbo molecular pump (Turbovac 50, Oerlikon Leybold GmbH, Germany). Ambient air
and potentially adsorbed gaseous compounds on the sample surface are then removed by
evacuation for 60 to 90 min at 2×10−6 to 4×10−6mbar. Meanwhile, vessel temperatures
are kept below -10  C in a metal dewar. The subsequent extraction is started only when
the pressure behind the water trap (KF16 corrugated tube, Pfeiﬀer, Switzerland) reaches
at least 4×10−6mbar to ensure that the vessel is leak-tight.
After the evacuation is ﬁnished, the vessel outlet is also attached to the extraction line
via 1/4 ” Ultra-Torr connectors (Swagelok, Solon, OH, USA), and the sample is melted in
a 30  C to 40  C warm water bath within 25 min. Beginning with the melting of the ice
sample, a custom programmed Visual Basic script, implemented in the MS software Mass-
lynx (Elementar Analysensysteme, Germany), controls all the subsequent measurement
operations. Except for the two manual valves attached to the sample vessel, all valves are
toggled by the scripts. During the melting procedure, the manual valves of the sample
vessel are purged with a 15 ml/min He stream. To equilibrate the water phase tempera-
ture in the vessel for extraction and to reduce the risk of overloading the Naﬁon dryer,
the warm water bath is then replaced with a crushed ice/water cold bath to lower water
vapor pressure and to adjust the temperature close to a constant 0  C. To prevent water
droplets from entering the extraction line, the vessel outlet is protected by a metal frit
(10μm, Thomachrom 83341, Reichelt, Germany). The vessel is then brought to operating
pressure for methane extraction in about two minutes by switching V2 and opening the
vessel inlet valve to let helium ﬁll the vessel. At around 2.1 bar overpressure, monitored
by a diaphragm pressure gauge (UHP ﬂow-through-gauge, WIKA Alexander Wiegand SE
& Co. KG, Germany), the manual inlet valve is closed again and V2 toggled in order to
cool the CO2 and CH4 traps under steady helium ﬂow. After 3min, V2 is switched again,
the two manual vessel valves are opened simultaneously and the sample air is stripped
out of the head-space and the melt water by He purged through a 1/16 ” stainless steel
inﬂow capillary that reaches down to the bottom of the vessel. The extraction procedure
continues for 90min, equivalent to the vessel head-space being ﬂushed about 15 times
at continuous 150 ml/min helium carrier gas stream. The bulk of water vapor is removed
from the He stream by a 60 cm Naﬁon membrane (0.07 ” inner diameter (i.d.); Perma Pure
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LLC, USA) chilled to -15  C. Residual water and the easily condensible gases N2O and
CO2 are trapped in a 1/8 ” stainless steel tubing cooled to -196  C (Liquid Nitrogen (LN2))
ﬁlled with Nickel (Ni) wires to increase its adsorption capacity.
Further downstream, methane from the sample air is pre-concentrated in a 50 cm 1/8 ”
stainless steel tube ﬁlled with a hydrocarbon retaining polymer (Hayesep D 80/100 mesh)
at -140  C. Temperature control of the CH4 trap is maintained by a PID-heat controller
(West 6400; West Instruments, UK) with a thermocouple attached to the center of the
tubing, and deviations are held below 1  C. The bulk of non-methane air constituents from
the sample are removed from the carrier gas stream through the vent at V3 during the ex-
traction and pre-concentration procedure. Once the 90min extraction period has ended,
V3 is switched, the CH4 pre-concentration trap detached from the high-ﬂow extraction
line and looped into the low-ﬂow part (1.1 ml/min) for further gas separation and CH4
combustion. The manual valves of the sample vessel are closed in order to check extrac-
tion eﬃciency in a following synthetic air measurement (cf. section 4.2 below). Residual
nitrogen (N2) and oxygen (O2) on the CH4 trap is allowed to leave for 5.5min when it is
lifted out of the LN2 and successively warmed by the ambient air before CH4 is trapped
and ”cryofocused” for 10min on a 1m 0.32mm i.d. CP-Porabond Q column (Varian,
Germany) in LN2.
Afterwards, the CH4 and remaining air components are separated chromatographically at
30  C on a subsequent 30m GC column (0.32mm i.d. CarbonPLOT GC column, Agilent,
Germany). The eluents are then combusted at 940  C in an aluminium oxide (Al2O3)
micro-oxidation tube ﬁlled with CuO, NiO and Pt wires (ThermoFinnigan). Water formed
in the oxidation reaction of CH4 (equation 4.1) is removed by a second Naﬁon membrane
downstream of the oven, while the CO2 is admitted into the mass spectrometer via a
movable open split. An exemplary chromatogram of the MS mass beam recordings for a
ice core sample is presented in ﬁgure 4.2.
CH4 + 4 O
940 C−−−−−−−→
CuO,NiO,Pt
CO2 + 2 H2O (4.1)




















































































































































































































































































































































































































































































































































































































































































4.2. Referencing strategies and their realization
Methane from ice or air samples may encounter a series of contamination, mass loss and
fractionation processes on its way through the diﬀerent parts of the instrument. This
includes potential sample loss during the extraction or the primary trapping of water and
CO2, incomplete absorption of CH4 on the Hayesep D polymer trap, partial CH4 losses
during the release of bulk air components from the trap and incomplete transfer of sample
CH4 on the pre-concentration cryofocus capillary. Isotopic fractionation may occur during
the chromatographic separation of residual air components in the GC column caused by
mass discriminations either due to the chromatographic isotope eﬀect or chromatographic
distortion, fractionation eﬀects imposed by the combustion in the micro-oxidation furnace
or the ﬂow conditions at the open-split. Therefore it is crucial to be able to independently
check the diﬀerent parts of the system for the aforementioned processes and potential
blank contributions in order to maintain long-term system stability and reproducibility.
These requirements were satisﬁed with a series of reference measurements based on the
strategies proposed by Behrens et al. (2008):
i) The correction for potential eﬀects occurring in the source of the mass spectrometer is
achieved with injections of a reference CO2 working standard (cf. Table 4.1) admitted via
the reference gas port in each individual acquisition.
ii) Potential fractionation processes occurring in the low-ﬂow part of the system (sector I in
ﬁgure 4.1) are monitored by injections of a CH4/He-mixture directly into the GC ﬂow
upstream of the cryofocus trap. CH4 standard peaks are generated both in separate daily
acquisition runs used to observe the state and long-term stability of the oxidation furnace
(three acquisitions with six consecutive CH4 peaks, hereafter called ’methane monitoring’
acquisitions) and during each ice sample and air standard acquisition, i.e. before and after
the sample peak, to check the stability during the acquisition runs. The diluted laboratory
standard CH4 reference gas (99.9995 vol-% purity; Air Liquide, Du¨sseldorf, Germany), a
mixture of approximately 1500 ppm CH4 in He, is injected into the GC carrier gas stream
via a pneumatic on/oﬀ valve to generate peaks similar in size and shape to one from
atmospheric CH4 extracted from an ice sample. ’Methane monitoring’ measurements are
further used to analyze and evaluate systematic long-term drifts of the instrument, caused
for instance by aging of the combustion oven (see also subsection ??).
iii) Acquisitions of air samples injected either directly through the loop at valve V1 (see
ﬁgure 4.1) or through the sample vessel (empty or ﬁlled with degassed melt-water) are
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performed on a regular basis, ensuring the highest possible degree of similarity to ice
sample measurements in agreement with the Identical Treatment principle (IT principle)
(Werner and Brand , 2001). Measurements of typically two consecutive 10mL injections
of our laboratory synthetic air standard (at standard temperature and pressure (STP)),
cf. Table 4.1), help to trace potential mass loss eﬀects and other long-term systematic
errors induced by the extraction and methane/air separation. Apart from that, those
acquisitions termed ’reference loops’ are used to check the system state directly before
every ice sample measurement and comprise an essential part of the internal calibration
routine (cf. subsection 4.3.2).
iv) Every individual ice sample measurement is further directly followed by the acquisition of
a 20mL sample of the same air standard, this time injected directly into the melt-water
of the previous ice sample. Those measurements, also referred to as ’loop after’, help
to evaluate extraction eﬃciency and provide indications whether sample fractions were
retarded somewhere else in the system.
v) The systems’ signal dependency of δ13CH4 versus CH4 load (i.a. controlling the peak sizes)
is tested regularly by consecutive measurements of 1 to 4 times 10mL (STP) injections
of the laboratory air standard.
vi) Finally, the overall accuracy of the system is determined by measurements of a conven-
tionally calibrated sample of modern air (’Neumayer loops’), following the same procedure
as for synthetic air acquisitions. The recent air sample was taken at the German Antarctic
station Neumayer and its δ13CH4 value wrt. VPDB (-46.97 , 1σ=0.04  (n=7)) was
determined by oﬀ-line sample preparation and dual-inlet IrmMS on a MAT 252 mass
spectrometer (Thermo Finnigan) at the Institut fu¨r Umweltphysik, Heidelberg (Poß ,
2003). Calibration of the Heidelberg δ13CH4 measurements was performed using pure
CO2 IAEA Standard Reference Materials (RM 8562: δ13CVPDB = -3.72 , RM 8564:
δ13CVPDB = -10.45 , RM 8563: δ13CVPDB = -41.59  (Coplen et al., 2006). The abso-
lute agreement of the Heidelberg δ13CH4 measurements on the VPDB scale is estimated
to be better than ± 0.1  (1σ). An inter-comparison with three air samples from the
southern hemisphere between Heidelberg and the National Institute of Water and Atmo-
spheric Research, Wellington (NIWA) yielded a δ13CH4 diﬀerence NIWA-Heidelberg of
0.04± 0.04  wrt. VPDB (Poß , 2003).
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Table 4.1.: Gases and gas mixtures used for the internal calibration of the AWI system. Isotopic
signatures are reported wrt. VPDB for δ13C and δ18O.
Synthetic Air Standards
Name Installed Components Fraction*, (ppb)a Notes
”Synth. Air”b 2005/09 CO2 250×103 ISOTOP-CO2
CH4 1000 99.995 vol.-% purity
N2O 250 99.999 vol.-% purity
”Crystal-Air”b 2010/01 CO2 249.9×103 ISOTOP-CO2
CH4 1081 ±22 99.995 vol.-% purity
N2O 259 ±26
Carbon dioxide working standards
δ13C, ( ) δ18O, ( )
Btl-NR.:9154E 2005/09 -49.35 -22.59 ISOTOP-CO2
b
Btl-NR.:56216 08/06/11 -24.4 -17.7 c
Btl-NR.:11952 09/03/17 -49.2 -19.4 ISOTOP-CO2
b
* error ranges are given where supplier speciﬁcations were available
a mixed in synthetic air
b Air Liquide, Germany
c Messer Group GmbH, Germany
4.3. Data processing
The software Masslynx 4.0 (GV Instruments, Manchester, UK) provided by the MS manu-
facturer was used for the instrument control and automated operational sequences during
acquisition. Typically, the results of individual measurements are processed automatically
and each presented on a single spreadsheet. However, the MS software lacks the desired
degree of transparency e.g. in terms of the determination of sample peak boundaries.
Moreover, its ﬂexibility is limited, as a cascade of subsequent manual spreadsheet opera-
tions is required to converge individual acquisition results to the corresponding time series
according to the referencing strategies as outlined in section 4.2. Nevertheless, this ap-
proach was successfully applied in Behrens et al. (2008) and for the less extensive EDML
δ13CH4 ice core record published by Fischer et al. (2008). In this work, two custom made
scripts written in Python are introduced (a platform independent open-source program-
ming language, http://www.python.org/), aimed to improve the handling and processing
of larger datasets and further adapt the method to our speciﬁc needs.
The ﬁrst script in the sequence performs the complete raw MS data processing of each
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Figure 4.2.: Exemplary chromatogram of an ice core sample This ﬁgure shows the mass beam
recordings of m/z 44 and 28 and the ratio of m/z 44 and 45 for a pre-industrial ice core sample as
acquired by the MS instrument. The general features of this chromatogram are representative for all
types of air sample acquisitions, including standard and reference air measurements. In the m/z 44
beam recording (solid black lines) of the complete acquisition run (a), there are four ’rectangular’
(on/oﬀ) peaks of reference CO2 directly injected into the MS, followed by the ﬁrst of two CH4
reference peaks, the CH4 sample peak, a separated small peak of residual sample CO2, and the
second of CH4 reference peaks passing only the low-ﬂow part of the system. In the m/z 28 recording
(gray lines) there is a huge excursion caused by the bulk of sample N2, interrupted by the cooling
of the cryofocus trap. The enlarged section shown in (b) illustrates that some of the N2 remained
on the cryofocus trap and eluated shortly before the N2O peak, but more than 30 s before the CH4
sample peak. The ﬁgure is adopted from Behrens et al. (2008).
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individual acquisition in a standardized, eﬃcient and transparent fashion and directly
allocates the results to the respective time series. This way, all potential errors introduced
by the manual spreadsheet operations are categorically omitted and complete control over
any aspect of raw acquisition data processing is secured. Furthermore, the quick and fully
automated computation of each individual acquisition oﬀers almost real-time access to
all relevant information needed to observe the overall system performance and helps to
evaluate the quality of the day’s sample measurement results. For a detailed description
of the scripts modus operandi, the reader is referred to subsection 4.3.1.
The second script is used to extract all required information from the respective datasets
and to perform the post-processing routines in accordance with our reference strategies.
This is extensively described in subsection 4.3.2. Later in this section, the results of
EDML ice samples generated by our script-based approach are compared with those from
the original publications (Fischer et al., 2008; Behrens et al., 2008, subsection 4.3.2).
4.3.1. Script based raw data processing
The required MS raw data are exported from the operation software Masslynx 4.0 to an
ASCII text ﬁle. The mass beam readings m/z 44, 45 and 46 of each measurement are
recorded in three columns with time steps of 0.1 s. The data processing script reads this
raw ﬁle and performs a ﬂoating window peak detection routine applying the Oﬀset Centre
of Gravity Retracker (OCOG) (Wingham et al., 1986). The three entities peak ’width’,


















with the beam reading y in [fA] and the time in the data series t in [ms]. Peaks are
localized by ’position’ and further classiﬁed with respect to their shape, deﬁned by their
’width’ and ’amplitude’, similar to the proceedings in Bock et al. (2010a).
The terms ”Gaussian” and ”Rectangular” peaks are used in the following for GC eluted
and the internal on/oﬀ CO2 working standard gas peaks introduced via open-split (cf.
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chapter 4.2, i)), respectively, even though peak shapes in continuous ﬂow measurements
are neither strictly Gaussian nor rectangular. Peaks of a width less than 16 s and with
an amplitude exceeding 1 nA are identiﬁed by the script as Gaussian, those wider than
16 s and with an amplitude greater than 1 nA as Rectangular reference peaks. Finally,
all detections exceeding the width of 16 s and amplitudes below 1 nA are classiﬁed as
”blank-like” peaks. Only then are the exact integration limits of each detected peak from
the ﬁrst two categories determined by individual routines basically following the steps
described in Ricci et al. (1994). Accordingly, the peak start and peak end are speciﬁed
using prescribed thresholds of changes in the slope of the ﬁrst derivative of m/z 44, thereby
marking the integration limits for Gaussian peaks. The small temporal discrepancies be-
tween the chromatographical elution of the three isotopes of interest (the ”time shift”)
is considered negligible for this analytical setup, as the diﬀerences are smaller than the
minimal instrumental acquisition step of 100ms. Comparison of the cubic spline covering
the sample peak maxima, which is used to determine the peak position (10 ms steps) in
the mass beam readings m/z 44, 45 and 46, yields maximum deviations of 60ms (median
30ms) between the two most distant peak maxima (m/z 45 and 46) in reference loop and
sample acquisitions.
The integration of rectangular peak areas is, in contrast, conﬁned to a 12 s window cen-
tered on the peak plateau. Signal background levels for all three masses are averaged over
a 5 s window preceding the detected peak start and accounted for in the numerical inte-
gration of peak areas with the composite Simpson’s rule method (Dragomir et al., 2000).
The Gaussian peak isotope ratios are referenced to the averaged ratio of the CO2 working
standard rectangular peaks. The m/z (45/44) ratios are corrected for 17O using the Craig
algorithm (Craig , 1957) and converted to the standard δ-notation. The δ-values, position
of the maxima, amplitude, area and isotope ratios of all detected peaks are stored in
the appropriate database ﬁle according to the acquisition type ’ice sample’, ’air sample’
and the reference measurements ’methane monitoring’, ’reference loops’ and ’loop after’
(detailed description in subsection 4.2).
4.3.2. Script-based data post-processing
The data post-processing routines are performed by another custom-made script, also
written in Python, and basically comprise the following functionality:
i) quickly gather and visualize comprehensive information about the actual system state,
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ii) calculate the internal calibration of the instrument based on the standard synthetic air
measurements (’reference loops’),
iii) standardize to the international VPDB scale by means of conventionally calibrated air
samples (e.g. ’Neumayer loops’),
iv) correct all ice and air samples in the database according to these calibrations,
v) apply corrections for gravitational settling in the ﬁrn column,
vi) export the calibrated and corrected ice core data-set to a comma separated values (csv)
text ﬁle.
Internal calibration
The measurements of our synthetic air standard (’reference loops’) are intended to have
the highest possible degree of similarity to the conditions during ice core sample ac-
quisitions. After ’methane monitoring’ measurements, which document the state of the
low-ﬂow part of the system, ’reference loops’ are the most frequent type of acquisitions
and the most reliable recorder of the overall system performance. Drifts observed in the
long-term sequence of this time series reﬂect the sum of all potential fractionation con-
tributions induced in the diﬀerent parts of the instrument, i.e. the extraction line, the
separation of CH4 from the remaining air constituents, the combustion of CH4 to CO2
and the ﬁnal measurement in the MS. Moreover, they document the actual system state
directly before each (non-standard) ice and ambient air sample acquisition and are thus
considered the best suited instrument to correct for systematic deviations from an hypo-
thetical ”ideal”, stable system status.
However, every individual reference value is further aﬀected by a stochastic measurement
error, introducing another degree of uncertainty to attempts to correct the systematic
error alone. In order to omit the stochastic error contribution, our internal calibration
procedure is based on a cubic spline smoothing through the standard air measurements.
The spline is calculated from the point in time when the ’reference loops’ methane sample
peak maximum is recorded versus the respective δ13CH4 value of the peak. The spline
thus represents a temporally smoothed measure of the actual system accuracy, which is
caused by the long-term machine drift. Each spline evaluation, or rather its numerical
diﬀerence to a deﬁned point of reference, represents the deviation of the system accuracy
at the speciﬁc point in time, for example when a CH4 sample peak (e.g. from an ice
sample) is recorded by the MS. Accordingly, each individual non-standard sample mea-
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surement is calibrated wrt. an interpolated value of the standard air at the CH4 sample
peak recording time evaluating the spline properties.
. Our laboratory air standard ”Synth. Air” was exhausted in early 2010. For convenience,
the time period is henceforth denoted as ”Ref. Period I”. It was replaced by another syn-
thetic air (”Crystal Air”) in ”Ref. Period II”. One spline ﬁt was applied to the data series
of each of the two reference air standards (cf. Table 4.1). Their smoothing parameter
were varied independently in order to obtain minimized deviation of the data vs. spline
evaluation values over the respective time series. As a result, non-standard acquisitions
during both periods are calibrated against two diﬀerent points of reference. Both of their
”true” δ13CH4 values are unknown, so the mean δ13CH4 value of all acquisitions of the
respective synthetic air was assigned. To align the two basically independent calibrations,
measurements acquired during the shorter ”Ref. Period II” are corrected for an oﬀset in-
ferred from cross-referencing the standard air cylinders from both periods. The ﬁnal link
to the international scale, the absolute standardization, is established with the external
calibration wrt. VPDB described in subsection 4.3.2.
Figure 4.3 illustrates the system drifts observed throughout the time of the EDML ice
sample acquisitions presented in chapter 5.1. Most of the changes seem to occur in the
low-ﬂow part of the instrument, as δ13CH4 trends in the time series of the separate daily
’methane monitoring’ measurements as well as the two methane standard peaks admitted
in any of the other acquisition types (both complying to item ii in section 4.2) almost per-
fectly reconcile the trends in δ13CH4 also observed for CH4 extracted from the laboratory
air standards, that additionally pass the high-ﬂow part of the instrument. The insert a of
ﬁgure 4.3 demonstrates the close resemblance of the machine drift depicted by the cubic
spline representation of the ’reference loops’ (magenta line) in a zoomed section of the
acquisitions with corresponding splines through the daily ’methane monitoring’ measure-
ments (purple line) and the two synthetic methane peaks of ’reference loops’ (light blue
line), ice sample and subsequent ’loop after’ acquisitions (white and gray circles). The
two most pronounced positive excursions in April and September 2008 directly coincide
with an exchange of the oxidation furnace tubes. The subsequent successive drift towards
more isotopically depleted δ13CH4 values are likely related to an aging process of the
tubes. Both observations provide evidence that much of the systems’ long-term δ13CH4
variability traces back to processes in the oxidation furnace. After major maintenance
measures of the instrument and a furnace exchange in late 2009, however, conditions in
the oven and the low-ﬂow part proved to be much more stable (see insert b of ﬁgure 4.3).
When the initial step of the internal calibration routine, the long-term trend correction
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Figure 4.3.: Time series of ’reference loops’ and calibration splines. The compilation of
standard air measurements used for the internal calibration procedure are shown in this ﬁgure. Results
for acquisitions of the synthetic air standard ”Synth. Air”, in use before 2010 (”Ref. Period I”), are
marked as blue circles. Results for ”Crystal Air”, also shown in the zoomed ﬁgure insert b, in cyan.
Data points in red indicate outliers that were disregarded in the calculation of the cubic spline ﬁts
(depicted as colored lines for the ”Synth. Air” (magenta) and ”Crystal Air” (green)). The gray shaded
areas represent the oﬀset from the point of reference (here the arithmetic mean of all acquisitions
of the respective synthetic air standard) at a given instance of time, which are later accounted for
in the long-term trend correction. The ﬁgure insert a shows one of the most pronounced δ13CH4
drifts in the record. The systematic trend, here represented by the cubic spline curve of our air
standard (magenta line), closely resembles the analogous cubic splines of the ’methane monitoring’
acquisitions (purple line) as well as the two methane standard peaks in ’reference loop’ measurements
(light blue line). Equivalent methane standard peak δ13CH4 values in ice sample (white circles) and
subsequent ”loop after” (gray circles) acquisitions drift at the same rate toward lower values. As
methane standard peaks only pass through the low-ﬂow part of the instrument, the variability is
obviously mainly caused by the low-ﬂow part of the instrument (sector II in ﬁgure 4.1).
based on the cubic spline smoothing of ’reference loops’, is applied to the synthetic air
standards themselves (illustrated in ﬁgure 4.4), the statistical variance of the acquisitions
(σ2) wrt. δ13CH4 is reduced from 0.146 to 0.010 (n=442) for ”Ref. Period I”, and from
0.016 to 0.011 (n=115) for ”Ref. Period II”, resulting in a good overall agreement with
the methodical uncertainty range of 0.10 (1σ) inferred for the laboratory air standard
by Behrens et al. (2008).
Cross-referencing ”Synth. Air” measurements of ”Ref. Period II” (δ13C -40.69 ,
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Figure 4.4.: Reference results after removal of the long-term trend. Intermediary results for
the standard air ’reference loops’ (again ”Synth. Air” in blue, ”Crystal Air” in cyan), the external
standard ”Neumayer” (purple) and another independent external synthetic air standard (”Boulder”,
green, see also Table 4.2) after the removal of the long-term instrument drift. The oﬀset between
”Synth. Air” measurements of Ref. Periods I & II is used to align all acquisitions performed in
”Ref. Period II”. Finally, the marginal oﬀset of the mean value of ”Neumayer loops” to its designated
value of -46.97 (Poß , 2003) is applied to all non-standard measurements to establish the link to
the VPDB scale.
1σ=0.04 (n=6)) to ”Ref. Period I” (δ13C -40.93 , 1σ=0.10 (n=442)) yielded an
oﬀset of 0.24 . This amount is applied to measurements performed during ”Ref. Period
II” to align their calibration relative to the point of reference of ”Ref. Period I”. The
correction also causes the ”Crystal Air” mean values of ”Ref. Period I” (δ13C -49.61 ,
1σ=0.14 (n=18)) to be in better agreement with the adjusted mean level of ”Ref. Period
II” (δ13C -49.67 , 1σ=0.11 (n=115)).
External calibration
The AWI system accuracy is determined by frequent measurements of a calibrated sample
of recent air from the German Antarctic station Neumayer (’Neumayer loops’, see section
4.2, vi for details). Those acquisitions are evaluated as non-standard samples and treated
according to the procedure outlined in subsection 4.3.2. The resulting δ13CH4 mean value
of -46.95 (1σ=0.13 (n=16), cf. ﬁgure 4.4) deviates from the reference value by an
amount of 0.02 (Poß , 2003, δ13CVPDB = -46.97 ). Consequently, reported δ13CH4
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Table 4.2.: Compilation of results for reference air standards and ice measurements performed
on the AWI system (ice samples not corrected for gravitational settling). Values are reported
with respect to the VPDB scale.
Synthetic, ambient and ﬁrn air measurements
Sample Name Reference values Internal results Sources
[CH4] 1σ δ13C 1σ δ13C ± n
ppb ppb        
”Boulder”(CA08463) 1512.49a 0.24 -47.32 0.03 -47.53 0.12 10 NOAAb
Alert (2002/11) 1831a 2 -47.44c 0.03 -47.59 0.05 2 Alert Stationd
CA01179e 372.17a 0.19 -46.16f — -46.48 0.08 3 IPYe; NOAAb
CC71560e 904.23a 0.17 -47.34f — -47.34 0.02 3 IPYe, NOAAb
CA03560e 1830.59a 0.20 -47.08f — -47.37 0.04 3 IPYe, NOAAb
Dome13g 1476h — -49.99h — -49.62 0.05 2 Firn Airg
Dome6g 1718h — -46.99h — -46.96 0.17 2 Firn Airg
Schauinslandi 1899.5j,a 2.60 -48.00k 0.03 -47.74 0.06 2 Black Foresti
Ice sample measurements
B34m, 197.2mbs. — — -46.46n 0.21 -46.52 0.05 3 ∼250 ADn
ShGISP2o, ∼142mbs. 703p 43p -49.37p 0.58p -48.63 0.03 2 ∼1720 ADp
WDC05q, 164.96mbs. 707r — -47.94s — — — — 1571 ADr
WDC05q, 166.78mbs. 714r — — — -47.68 0.03 2 1564 ADr
WDC05q, 169.8mbs. 714r — -47.53s — — — — 1551 ADr
a on NOAA04 scale (Dlugokencky et al., 2005)
b NOAA, Boulder, CO., US.
c Poß (2003)
d Canadian Forces Station Alert, Nunavut, Canada
e part of the IPY Inter-calibration exercise, compare subsection 4.3.2
f Todd Sowers, Pennsylvania State University (PSU), personal communication
g from EDC station
h Bra¨unlich et al. (2001)
i Schauinsland station in the Black Forest, Germany
j Levin et al. (1999)
k Brass and Ro¨ckmann (2010)
m shallow core drilled at Kohnen Station, Antarctica in 2003/04
n Sapart (2012)
o GISPII shallow core #139, Central Greenland
p Melton (2009)
q West Antarctic ice sheet divide ice core WDC05 A, West Antarctica
r values interpolated from data of Mitchell et al. (2011)
s Mischler et al. (2009)
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values in this work were further corrected for this oﬀset in order to link them to the
international VPDB scale. However, the results for a second deﬁnite δ13CH4 external
standard (”Boulder”/”CA08463”) obtained from NOAA (δ13CH4 -47.53 , 1σ=0.12 
(n=10)) have a slight discrepancy to the reference value determined at the Institute of
Arctic and Alpine Research, University of Colorado, Boulder (INSTAAR) (Vaughn et al.,
2004;Miller et al., 2002, δ13CVPDB = -47.32 , 1σ=0.03  (n=18)) potentially indicating
that the results acquired in 2010 might be slightly too low. Nevertheless, the calibration
versus VPDB is valid within the reported uncertainty levels.
A series of additional ambient air (”Alert”, ”Schauinsland”) and ﬁrn air samples
(”Dome6”, ”Dome13”) were measured in order to evaluate our system accuracy. The
results are summarized in Table 4.2. Furthermore, the AWI methane stable isotope labora-
tory participated in a worldwide inter-comparison eﬀort known as the ”2007 - International
Polar Year (IPY) International Ice Core Gas Inter-calibration Exercise” launched by Todd
Sowers (Penn State University) and Ed Brook (Oregon State University) with the aim
of addressing the calibration diﬀerences in the diﬀerent labs and establishing a uniﬁed
scale among them. The three recent ambient air samples were retrieved at Niwot Ridge
preserve, Colorado, US in 2007, and were diluted with ultra-pure air (free of CH4) in
order to simulate the full spectrum of atmospheric methane concentrations typical for
present day (sample “CA03560”), pre-industrial (“CC71560”) and glacial (“CA01179”)
atmospheric conditions. The corresponding AWI system results are also given in table
4.2. Furthermore, ice samples from the WAIS divide ice core WDC05 A drilled in West
Antarctica (79 27.70S 112 7.510W; 1,759 masl.) in 2005/2006 were measured by means of
the IPY inter-comparison exercise. The results were also used to test the alignment of the
systems in operation at AWI and the Pennsylvania State University (PSU) stable isotope
laboratory and were applied to the joint δ13CH4 dataset presented in chapter 5.1. All of
the test measurements agreed within the stated analytical uncertainties, demonstrating
both the high accuracy and precision of the AWI system.
Evaluation of the script-based data processing
As a ﬁnal test of the reliability of script-based raw data processing, we applied our proce-
dure to the raw data of the δ13CH4 measurements of the last glacial-interglacial transition
(EDML depth interval 654-1009 meter below the surface (mbs.)) published in Fischer
et al. (2008), which were treated according to the method described in (Behrens et al.,
2008).
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Figure 4.5.: Comparison of results for EDML ice covering the last deglaciation. a) Time series
as published in Fischer et al. (2008, purple line) and according to the novel processing approach in-
troduced here (light blue line). Both datasets have been internally and externally calibrated following
their respective routine and are dated according to the EPICA ”uniﬁed” age scale (Lemieux-Dudon
et al., 2010, cf. chapter 4.4 and B). Error bars indicate replicate measurements and their standard
deviation. b) A histogram depicting the deviations Δ between the individual data points of the two
time series. The mean of the values is slightly more enriched relative to the original routine but
indistinguishable within the given uncertainty range (Behrens et al., 2008).
Using our new approach, the mean deviation of the 34 measurements including 5 repli-
cates was 0.10 (1σ=0.17 , ﬁgure 4.5) compared to the results presented in the orig-
inal publication. This is well within the uncertainty limits of 0.30 reported for both
methods (Behrens et al., 2008, cf. chapter B)). Note that the correction for gravitational
settling in the ﬁrn that was based on EDML δ15N2 proxy data (Landais et al., 2006) had
been removed from the data in Fischer et al. (2008) before the comparison. It is further
important to keep in mind that the δ13CH4 ice core data in Fischer et al. (2008) were
internally corrected for long-term machine drifts on the basis of the ’methane monitoring’
acquisitions rather than ’reference loops’ (Behrens et al., 2008).
The slightly higher but almost identical values of the novel processing approach relative
to the original values give strong evidence that our new routine is robust and its results
are reliable. However, the diﬀerences of both time series, especially in the age range 17-20
kyrBP (see ﬁgure 4.5, a), suggest a somewhat diﬀering visual impression of the δ13CH4
trend before the steep rise into the BA warm period.
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4.4. Methane synchronization of ice core age scales
The creation of precise age scales for ice cores is a complex endeavor. Various techniques
are combined to construct an ice core chronology, including manual layer counting where
accumulation rates are suﬃcient, cross-correlations with characteristic time markers in
proxies of other ice cores and climate archives (for example δ18O and δD of precipitation,
concentrations of chemical compounds and dust particles), which have an existing chronol-
ogy, and ﬁnally, numerical modeling of horizontal ice ﬂow and vertical thinning rates with
glaciological models in deeper sections of the core. Poorly constrained changes of site tem-
perature and accumulation rates, for instance with changing climate boundary conditions
on glacial-interglacial and millennial time scales, and post-depositional processes aﬀecting
glaciological parameters may lead to large uncertainties in the dating of ice (e.g. Parrenin
et al. (2007)). Although speciﬁc time markers like ash layers, chemical tracers and tephra
layers from e.g. volcanic eruptions help to tune the chronologies, dating uncertainties in
the range of several centuries to millennia are not uncommon and usually increase with
depth. Accordingly, when proxy information from diﬀerent ice cores are compared, the
individual dating uncertainties may add up to large age discrepancies among the cores.
Due to the short lifetimes of CH4 molecules in the atmosphere, this parameter is used to
synchronize age models from diﬀerent ice core locations as it has been done for example
for NGRIP/GRIP in Greenland and the Byrd core, Antarctica (Blunier and Brook , 2001),
or for the same high-resolution Arctic cores and another Antarctic counterpart, EDML
(EPICA community members , 2006). While this method may simplify the comparison of
highly resolved trace gas records and the age models of ice cores from diﬀerent locations,
especially at times of rapid CH4 changes recorded in the core, diﬀerences in the speciﬁc
gas enclosure characteristics and unknowns in the determination of age diﬀerences of the
enclosed air parcels and the surrounding ice (the Δage, see also section 3.1) likewise in-
duce considerable uncertainties for the respective ice core records (Blunier et al., 2007).
In order to minimize the age discrepancies among the various Arctic and Antarctic deep
ice core age models, new studies have focused on the construction of uniﬁed chronologies,
which are based on multi-factor Bayesian inverse modeling (Lemieux-Dudon et al., 2010;
Veres et al., 2013; Bazin et al., 2013).
For the comparison of climate proxies in the study presented in this work (section 5.1),
ice core data has been reported with respect to the ”uniﬁed” age scale by Lemieux-
Dudon et al. (2010). However, for the cores (or sections of cores) that were not yet
covered by the uniﬁed chronology, some manual, ﬁrst-order age scale synchronizations
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were performed with the help of the respective CH4 datasets over the last glacial cycle.
For each synchronization, one CH4 record with a known depth-to-(uniﬁed) age relationship
(A) was plotted against a record with an unknown dating (B). A custom-made python
script was applied to manually pick pairs of tie-points at speciﬁc visual features of last
glacial CH4 variability, preferentially at strong CH4 concentration rises and decreases,
occurring in both records. The respective ice core depth of the tie-point from core B
was thus linked to a corresponding depth of core A, and could accordingly be directly
translated to a certain uniﬁed age. Based on this set of dated tie-points, the individual
depths of all samples of core B were then associated with respective uniﬁed ages by linear
interpolation. The results of two of these manual CH4 tie-point synchronizations are
presented in section 5.2.4.
4.5. Corrections for Kr interference
The chromatographic separation of CH4 and the noble gas krypton (Kr) imposes special
demands on a setup used to separate air components, owing to the very similar physico-
chemical properties of these compounds. Kr has previously not been accounted for in
δ13CH4 studies, as none of the multiple stable isotopes of Kr are close to the mass to
charge ratio (m/z) 44, 45 and 46 considered in CO2-based δ13CH4 measurements. In the
publication presented in the following section it is demonstrated that the doubly charged
isotope 86Kr2+ can in fact interfere with the δ13C measurement of CH4, if Kr enters the
ion source of the IrmMS.
During a thorough review of the raw data for the ice core δ13CH4 time series presented in
this work, irregularities in the raw chromatograms at the peak ﬂanks of the CH4-derived
CO2 were identiﬁed in the measurements performed with the AWI instrument. The Kr
peak causes anomalies in the ratio of m/z = 45 to m/z = 44 and the m/z = 46 to m/z = 44
ratio, which generate higher δ13CH4 values the more Kr contributes to the total peak areas
(hereafter referred to as Kr eﬀect). While the symptoms are distinct due to instrumental
diﬀerences of the two analytical setups used for the δ13CH4 datasets presented in section
5.1, we also found the Pennsylvania State University (PSU) system to be aﬀected by Kr
interference.
Because polar ice core samples are not easily replaced, it was not possible to repeat the
measurements of the EDML and Vostok δ13CH4 time series with enhanced instrumental
setups. Instead, the δ13CH4 values are corrected for the Kr interference as brieﬂy summa-
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rized in the subsection (4.5.2) below. This section also gives an overview as to how these
Kr-corrected results compare to the uncorrected values.
For a detailed description of the Kr interference phenomenon, appropriate strategies to
avoid it in future δ13CH4 measurements, and measures to account for its eﬀects after
the actual sample measurement (a posteriori treatment), the reader is referred to the
following publication (subsection 4.5.1).
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4.5.1. On the interference of Kr during carbon isotope analysis of
methane using continuous-ﬂow combustion–isotope ratio
mass spectrometry
J. Schmitt, B. Seth, M. Bock, C. van der Veen, L. Mo¨ller, C. J. Sapart, M. Prokopiou, T.
Sowers, T. Ro¨ckmann, and H. Fischer
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Abstract
Stable carbon isotope analysis of methane (δ13C of CH4) on atmospheric samples is one
key method to constrain the current and past atmospheric CH4 budget. A frequently
applied measurement technique is gas chromatography (GC) isotope ratio mass spec-
trometry (IRMS) coupled to a combustion-preconcentration unit. This report shows that
the atmospheric trace gas krypton (Kr) can severely interfere during the mass spectromet-
ric measurement, leading to signiﬁcant biases in δ13C of CH4, if krypton is not suﬃciently
separated during the analysis. According to our experiments, the krypton interference is
likely composed of two individual eﬀects, with the lateral tailing of the doubly charged
86Kr peak aﬀecting the neighboring m/z 44 and partially the m/z 45 Faraday cups. Addi-
tionally, a broad signal aﬀecting m/z 45 and especially m/z 46 is assumed to result from
scattered ions of singly charged krypton. The introduced bias in the measured isotope
ratios is dependent on the chromatographic separation, the krypton-to-CH4 mixing ratio
in the sample, the focusing of the mass spectrometer as well as the detector conﬁguration
and can amount to up to several per mil in δ13C. Apart from technical solutions to avoid
this interference, we present correction routines to a posteriori remove the bias.
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Abstract. Stable carbon isotope analysis of methane (δ13C
of CH4) on atmospheric samples is one key method to con-
strain the current and past atmospheric CH4 budget. A fre-
quently applied measurement technique is gas chromatogra-
phy (GC) isotope ratio mass spectrometry (IRMS) coupled to
a combustion-preconcentration unit. This report shows that
the atmospheric trace gas krypton (Kr) can severely interfere
during the mass spectrometric measurement, leading to sig-
nificant biases in δ13C of CH4, if krypton is not sufficiently
separated during the analysis. According to our experiments,
the krypton interference is likely composed of two individ-
ual effects, with the lateral tailing of the doubly charged
86Kr peak affecting the neighbouring m/z 44 and partially
the m/z 45 Faraday cups. Additionally, a broad signal affect-
ing m/z 45 and especially m/z 46 is assumed to result from
scattered ions of singly charged krypton. The introduced bias
in the measured isotope ratios is dependent on the chromato-
graphic separation, the krypton-to-CH4 mixing ratio in the
sample, the focusing of the mass spectrometer as well as
the detector configuration and can amount to up to several
per mil in δ13C. Apart from technical solutions to avoid this
interference, we present correction routines to a posteriori
remove the bias.
1 Introduction
Methane is the third most important greenhouse gas besides
water vapour and CO2. The isotopic composition of atmo-
spheric methane (CH4) provides important constraints on
globally integrated CH4 sources and sinks (Kai et al., 2011;
Levin et al., 2011). Both the concentration and the isotopic
composition of atmospheric CH4 in the past have been recon-
structed from trapped bubbles in ice cores as well as from the
interstitial air in snow pack (firn) on polar glaciers (Miller et
al., 2002; Schaefer et al., 2006; Fischer et al., 2008; Sowers,
2011; Sapart et al., 2012). Originally, the dual-inlet technique
coupled to an isotope ratio mass spectrometer (IRMS) was
used (Stevens and Rust, 1982; Lowe et al., 1991). With the
advent of the continuous-flow (CF) technique (Matthews and
Hayes, 1978), a growing number of groups have developed
systems that allow smaller quantities of CH4 to be analysed,
permitting routine analyses on ice core samples (Merritt et
al., 1995; Rice et al., 2001; Miller et al., 2002; Ferretti et
al., 2005; Sowers et al., 2005; Schaefer and Whiticar, 2007;
Behrens et al., 2008; Umezawa et al., 2009; Melton et al.,
2011; Sapart et al., 2011). An overview of these techniques
is provided in Table 1. The general procedure for δ13C-CH4
analysis on air samples using the CF-IRMS technique usu-
ally involves several steps to separate a large number of ma-
jor and trace atmospheric components (see general scheme
in Fig. 1). For ice core samples, an additional extraction step
Published by Copernicus Publications on behalf of the European Geosciences Union.
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Fig. 1. Simplified flow scheme used for δ13C analysis of CH4 on air samples applying the continuous-flow IRMS technique. The scheme
provides an overview of basic components and specific add-ons of the systems used in this study. The analysis comprises three main steps
(from left to right: extraction, purification and combustion of CH4 to CO2, and finally the detection in the isotope ratio mass spectrometer).
The grey boxes represent the basic components used by all laboratories and date back to the milestone publications in this field (Merritt et al.,
1995; Rice et al., 2001). An exception is the IMAU system described by Sapart et al. (2011), where no pre-combustion GC is used and the
separation of the gases is achieved solely by a preconcentration step. Coloured symbols denote additional devices, which are specific for the
certain laboratory. Blue and green colours denote features of the Bern system, while the yellow box is specific for the updated IMAU system.
The injection loop (blue box) allows injecting pure CH4 and Kr into the GC flow to monitor the system and allow special experiments. The
pre-combustion trap and the post-combustion trap were included later on into the updated Bern system to remove the Kr interference. The
yellow box represents the post-combustion GC, which was included in the updated IMAU system to remove the Kr interference.
either by dry or melt extraction has to be performed first.
The purified CH4 is then admitted to a combustion interface
where CH4 is converted to CO2, which is subsequently mea-
sured in the IRMS. Here, the most abundant isotopologues of
CO2 are measured using Faraday cups for the mass-to-charge
ratios (m/z) 44, 45 and 46. From these ion beam intensities,
the δ13C of CH4 is then calculated applying a correction for
the isobaric contribution at m/z 45 due to the presence of
12C17O16O (Craig, 1957).
The separation of CH4 from the bulk air components (N2,
O2 and Ar) and also from minor components like CO is a del-
icate task. Usually, gas chromatography (GC) is used to sep-
arate CH4 from CO, N2, and CO2, which would otherwise
interfere with the mass spectrometric detection. In this re-
spect, an interference with the atmospheric trace gas krypton
(Kr) has not yet been considered during the method develop-
ment. The noble gas krypton has a natural atmospheric abun-
dance of 1099 ± 9 ppb (Aoki and Makide, 2005) and con-
sists of many stable isotopes, with the most abundant being
84Kr with 57 % and 86Kr with 17 %. Although Kr is a trace
gas, for several types of samples Kr levels are comparable
or even higher than the corresponding CH4, e.g. for strato-
spheric samples (Rice et al., 2003; Ro¨ckmann et al., 2011)
and air extracted from deep ice cores.
Since none of the Kr isotopes produces an ion that has ex-
actly the same mass as the target ions with m/z 44, m/z 45
and m/z 46, Kr has not been regarded as an issue during δ13C
analysis of CH4 until now. The physico-chemical properties
of CH4 and Kr are very similar, making them hard to sep-
arate from one another. Similar boiling points (Kr = 119 K
and CH4 = 111 K) make cryo-separation impossible, and gas
chromatographic separation has proven to be very difficult.
To ensure a sufficient separation of CH4 from Kr, the GC
has to be operated at sub-ambient temperatures (Schu¨pbach
et al., 2009) or at high flow rates (50 mL STP min−1) with a
packed column at 25 ◦C (Burford and Bremner, 1972).
Here we show that Kr actually does interfere with the mea-
surement of δ13C of CH4 if Kr reaches the ion source to-
gether with the CO2 peak derived from CH4 combustion. The
magnitude of the Kr interference depends on the preconcen-
tration and GC separation of the Kr/CH4 mixture, the mass
spectrometer and its source settings. We will show that the
bias introduced by this interference can be as large as 2 ‰
when dealing with atmospheric samples with low CH4 con-
centrations (< 400 ppb). More generally, for other types of
samples, like water samples, these CH4 concentrations cor-
respond to CH4 / Kr ratios of < 0.5. For atmospheric sam-
ples, the Kr interference scales with the atmospheric CH4
mixing ratio since Kr is a well-mixed, inert constituent with
an atmospheric mixing ratio that is assumed to vary by only
< 1 % between glacial and interglacial climate (Headly and
Severinghaus, 2007; Ritz et al., 2011).
We demonstrate how this interference comes about and
how this issue can be resolved. Initially, we discuss ways to
identify Kr anomalies in chromatograms from δ13CH4 anal-
yses. In the second part of the manuscript we highlight tech-
niques to correct for the Kr interference and compare these
techniques. This paper focuses only on the aspect of Kr inter-
ference during δ13C analysis of CH4. However, based on the
underlying mechanism of this interference we note that other
IRMS applications might also be affected. This effect occurs
in situations where a target species and a second species pro-
ducing singly, doubly or triply charged ions with m/z close to
the target masses are simultaneously present in the ion source
due to co-elution or measurement of gas mixtures in dual in-
let. For example Xe, which elutes in the vicinity of volatile
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Table 1. Collection of publications dealing with δ13C-CH4 measurements in view of possible Kr interferences. The collection is not exhaus-
tive and lists only some of the publications in the field of ice core and atmospheric measurements. To allow a faster orientation of which data
set is produced by which method, we used the following scheme: technical paper (data paper).
Publication Pre-combustion GC Technical details and remarks
dual-inlet techniques:
Stevens and Rust (1982) (Quay et al.,
1999), Lowe et al. (1991) (Francey et al.,
1999), Tyler et al. (1999) (Tyler et al.,
2007) Bergamaschi et al. (2000)
No GC, only CO is removed prior to com-
bustion. Therefore, all other organic com-
pounds are combusted as well. However,
ethane and other NMHC have low conc.
compared to CH4, so the effect is small.
Prior to the conversion of CH4 to CO2,
atmospheric CO2 is removed from the
air stream. After the combustion unit, the
produced CO2 is trapped at LN2, thus
separating it from Kr.
continuous-flow techniques:
Merritt et al. (1995)
PoraPLOT Q, 25 m, 0.32 mm i.d.,
20–25 ◦C, 1 mL min−1
no special measures to separate Kr from
CH4
Rice et al. (2001) (Rice et al., 2003) PoraPLOT Q, 25 m, 0.32 mm i.d.,
GC temperature ramped from −50 ◦C to
30 ◦C, 2.6 mL min−1
GC with cryogenic unit to allow separa-
tion of CH4 from an “unknown contam-
inant peak that otherwise interferes with
masses 45 and 46”
Bra¨unlich et al. (2001) MPI: Bergamaschi et al. (2000); LGGE:
GS-Q, 30 m, 0.32 mm i.d.
The MPI data set is measured with dual
inlet. For LGGE, Kr might co-elute with
CH4.
Behrens et al. (2008) (Fischer et al., 2008) CarbonPLOT, 30 m, 0.32 mm i.d., 30 ◦C,
1.1 mL min−1
no special measures to separate Kr from
CH4
Miller et al. (2002) (Ferretti et al., 2005;
Bousquet et al., 2006)
Molecular Sieve 5A,
80 ◦C, 2.0 mL min−1
Separation of CH4 and Kr on this column
is unknown
Sowers et al. (2005) (Mischler et al.,
2009)
PoraPLOT Q, 30 m, 0.32 mm i.d. no special measures to separate Kr from
CH4
Schaefer and Whiticar (2007) (Schaefer et
al., 2006)
GSQ PLOT, 30 m, 0.53 mm i.d.,
0 ◦C, 1 mL min−1
Kr is separated from CO2 by the post-
combustion GC
Umezawa et al. (2009) PoraPLOT Q, 25 m, 0.32 mm i.d.,
−30 ◦C, 3.0 mL min−1
GC with cryogenic unit to separate CH4
from an unknown contaminant peak
Melton et al. (2011) (Melton et al., 2012) GSQ PLOT, 30 m, 0.53 mm i.d., 25 ◦C,
1 mL min−1
post-combustion trap followed by an
additional GC (GSQ PoraPLOT, 30 m,
0.53 mm i.d., 25 ◦C) separates Kr from
CH4-derived CO2
Brass and Ro¨ckmann (2010); Sapart et
al. (2011) (Keppler et al., 2006; Vigano et
al., 2009; Ro¨ckmann et al., 2011; Sapart
et al., 2012)
No pre-combustion GC Purification relies on preconcentration
and cryofocus, as a replacement of the
omitted pre-combustion GC
organic compounds, produces several triply charged ions in
the m/z 44 to m/z 45 range, thus potentially interfering dur-
ing carbon isotope analysis of trace gases that are measured
as CO2.
Section 2 provides a brief overview on the setup of the four
analytical systems where we identified the Kr interference. In
Sect. 3, δ13CH4 chromatograms from the four analytical sys-
tems illustrate the common features and differences of the
Kr interference. In Sect. 4, we describe tests that can be per-
formed to determine if and to what degree Kr interferes in the
chromatogram. Experiments were performed to assess the
Kr impact on δ13CH4 analyses involving direct Kr injections
into the CF-IRMS and dual-inlet systems. It will be shown
that the Kr interference affect all three Faraday cups. We then
discuss the experimental results to illustrate just how the Kr
interference works. Finally, Sect. 5 presents a suite of possi-
ble solutions to either separate Kr from CH4 or CH4-derived
CO2, or correct for this effect in existing data sets. While
the paper is structured in these consecutive steps, the reader
might profit from a first quick look at Figs. 3 and 7. Note
that for practical reasons we use the term CH4 peak, which
corresponds to the CO2 peak from the original CH4 peak.
Additionally, δ13C denotes δ13C of a CH4 sample without
specifying it.
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2 Experimental setup and air samples
For the measurements and experiments described in this
paper, we used four different analytical systems; they are
named after the institutes or cities in which they were devel-
oped: AWI (Alfred Wegener Institute for Polar and Marine
Research), Bern (University of Bern), IMAU (Institute for
Marine and Atmospheric research Utrecht), and PSU (Penn
State University).
2.1 AWI system
The AWI system is described in detail by Behrens et
al. (2008) and was used to generate a δ13CH4 data set cover-
ing the last deglaciation (Fischer et al., 2008) as well as a new
data set covering the last glacial period (Mo¨ller et al., 2013).
In short, the pre-purified CH4 sample (together with Kr) is in-
jected onto a 30 m CarbonPLOT column at 30 ◦C with a flow
rate of ca. 1.1 mL min−1. The detector is an Isoprime IRMS
equipped with five Faraday cups: a universal triple collec-
tor for m/z 44, 45 and 46 to calculate δ13C of CH4 and two
additional cups for m/z 28 and m/z 32 for monitoring the
efficiency of the O2 and N2 separation of the trapping sys-
tem. The five Faraday cups are connected to the following
feedback resistors: 5 × 108  (“N2 cup”, m/z 28), 1 × 109 
(“O2 cup”, m/z 32), 5 × 108  (major m/z 44), 5 × 1010 
(minor1, m/z 45), and 1 × 1011  (minor2, m/z 46).
2.2 Bern system
The Bern system is an updated and more versatile follow-
up device compared to the AWI system, and its description
is currently in preparation. While the AWI system is con-
structed to measure only δ13C of CH4, the Bern system can
analyse a larger suite of trace gases (CH4, N2O and its sta-
ble isotopologues, xenon, ethane, propane, methyl chloride,
CF4). For that reason the Bern system is equipped with addi-
tional technical features allowing special experiments to be
performed, e.g. a bypass valve for the combustion oven, and
additional valves to inject CH4 and Kr mixtures in helium
(He) onto the GC system (Fig. 1). Like the AWI system, the
Bern system uses a 30 m CarbonPLOT column, at 30 ◦C with
a flow rate of ca. 1.0 mL min−1. The Bern system uses an
identical Isoprime IRMS to AWI, equipped with five Faraday
cups: the raw data from the mass spectrometer measurements
was processed using our in-house isotope software (Bock et
al., 2010; Schmitt et al., 2011). After the identification of the
Kr interference, two additional traps (pre-combustion trap
and post-combustion trap) were installed to get rid of the Kr
interference (Sect. 5.3). This new system is referred to as the
updated Bern system.
2.3 IMAU system
A detailed description of the IMAU system is provided else-
where (Brass and Ro¨ckmann, 2010; Sapart et al., 2011).
A special feature of this system is that it lacks the pre-
combustion GC common in other systems (Fig. 1). The
IMAU system uses a Thermo Finnigan Delta plus XL as
detector. After the Kr interference was identified, the sys-
tem was modified to remove the interference (Sect. 5.2). As
shown in Fig. 1, a GC was added after the conversion of CH4
to CO2 (post-combustion GC), and this modified system is
referred to as updated IMAU system.
2.4 PSU system
The measurements done at PSU use the system described ear-
lier in Sowers et al. (2005). The mass spectrometer is a Finni-
gan MAT 252. Modifications to remove the Kr interference
are in process.
2.5 Air samples
All four labs measured a set of three cylinders, which were
part of an international round-robin study. These cylinders
were filled at Niwot Ridge, Colorado, in 2007 to varying
CH4 concentrations with a balance of ultra-high-purity air
(no CH4) to mimic the pre-industrial period (PI, ∼ 900 ppb),
the last glacial period (GLA, ∼ 380 ppb) and the present day
(PD, 1870 ppb). The cylinders were then measured at NOAA
to confirm the CH4 values (GLA, cylinder no. CA01179 =
372 ppb; PI, cylinder no. CC71560 = 904 ppb; and PD, cylin-
der no. CA03560 = 1831 ppb). While the CH4 concentration
is different, the Kr concentrations of all cylinders should be
at natural abundance (1099 ppb), as the GLA and PI cylin-
ders were produced by diluting atmospheric air with CH4-
free air. The three cylinders have the following CH4 / Kr mix-
ing ratios: 0.33 (GLA), 0.82 (PI) and 1.69 (PD), thus yield-
ing CH4 / Kr mixing ratios that vary by a factor of 5. Ad-
ditionally, cylinder CA08289 (NOAA, Boulder) is used at
Bern as a working standard containing 1508.2 ppb CH4, and
IMAU used a natural whole-air working standard of Gronin-
gen (“GRO”) air with 1981.2 ppb CH4 for the experiments
where pure Kr is added.
3 First hints and visual inspection of chromatograms
The possible existence of an interfering compound during the
IRMS analysis of δ13C of CH4 on air samples was first de-
scribed in 2001 when Rice et al. (2001) described “an un-
known contaminant peak”. As the contaminant could not be
identified, it remained unclear if this was only a problem of
their specific setup or if it is a general feature of air sam-
ples. We believe that this unknown contaminant peak was
Kr. In hindsight, it is unfortunate that this interference was
not resolved as subsequent groups that developed new sys-
tems for δ13C analysis on CH4 for air and ice core samples
did not account for the Kr interference. This led to the cur-
rent situation where many systems do not properly separate
this “contaminant peak” from CH4, while others managed
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Fig. 2. Comparison of the ion current ratios of the four systems (from top to bottom: Bern, AWI, IMAU, PSU). The left column shows the
minor1 / major ratio (“45 / 44 ratio”); the middle column shows minor2 / major (“46 / 44 ratio”), the right column minor2 / minor1 (“46 / 45
ratio”). Natural-air samples and air samples with added Kr are plotted as black lines, and injections of pure CH4 are shown as red lines,
illustrating the anomalies seen in the Kr containing samples. Blue vertical lines mark the left and right integration limits. Green vertical lines
mark the maximum position of the Kr peak where we could determine its precise position. The Kr interference in the AWI system is visually
more pronounced compared to the Bern system due to the differences in peak separation and focusing of the IRMS.
to separate this interfering substance (Schaefer and Whiticar,
2007; Umezawa et al., 2009; Melton et al., 2011).
The search for an interfering substance during δ13C anal-
ysis of air samples was started during the interlaboratory cal-
ibration exercise involving both air cylinders and glacial ice
samples (see results in Table 2). The observed δ13C differ-
ences scaled with CH4 mixing ratios and were as large as 2 ‰
for low CH4 samples (e.g. CH4 < 400 ppb). While the co-
elution of CH4 and Kr and the generation of a m/z 43 peak
due to 86Kr2+ was recognised during the development phase
of the Bern system, it was the addition of Kr to a natural-air
sample (GRO) at IMAU that confirmed the Kr interference
on δ13C. The effects on the measured δ13C and δ18O val-
ues were significant and scaled linearly with the Kr amount
added. For each 1 ppm Kr addition, the δ13C values and δ18O
values of the spiked air sample shifted by 0.79 ‰ and by
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Table 2. Collection of δ13C-CH4 results from the interlaboratory calibration round robin. As described in Sect. 2.5 these three cylinders with
contrasting CH4 mixing ratios are referred as GLA, PI, and PD. For some results Kr correction was applied using the following methods:
a using the approach described in Sect. 5.4, and b according to Sect. 5.6. Besides the NIWA (National Institute of Water & Atmospheric
Research) lab, which measured the cylinders with dual-inlet IRMS measurement and CF-IRMS, all results were obtained using CF-IRMS.
The NIWA dual-inlet data were measured according to Lowe et al. (1999), and Kr would have been pumped away once CO2 (from CH4) was
recovered from the combustion step. These values should be regarded as close to the true values. The NIWA CF-IRMS data were obtained
using the method described in Miller et al. (2002) but used a CP-PoraBOND Q column (50 × 0.32 mm × 5μm at 40 ◦C) instead of the
Molecular Sieve 5A column at 80 ◦C used in the original publication. Ideally, the NIWA dual-inlet results and the values after Kr correction
should be the same within their common error. Deviations among the results are the sum of differences due to referencing standards, amount
effects, and imperfect Kr correction.
Cylinder name [CH4] GLA 372 ppb PI 904 ppb PD 1831 ppb
δ13C-CH4 (‰ VPDB) mean 1σ mean 1σ mean 1σ
PSU as measured −46.86 0.06 −47.15 0.10 −47.08 0.16
PSU Kr-corrected a −47.52 0.06 −47.41 0.10 −47.20 0.16
Bern as measured −47.31 0.11 −47.37 0.07 −47.41 0.09
AWI as measured −46.25 0.11 −47.07 0.09 −47.14 0.05
AWI Kr-corrected a −47.06 0.13 −47.40 0.12 −47.32 0.06
NIWA dual inlet −47.43 0.02 −47.44 0.02 −47.23 0.02
NIWA CF as measured −46.52 0.08 −47.78 0.20 −47.02 0.15
IMAU old method −44.82 0.33 −46.64 0.13 −47.22 0.11
IMAU Kr-corrected b −47.18 0.24 −47.43 0.11 −47.26 0.05
IMAU updated method −47.20 0.20 −47.52 0.11 −47.27 0.07
7.2 ‰ towards heavier values, respectively. This experiment
clearly showed that Kr did interfere and could explain a large
part of the discrepancies between the labs. However, it was
unclear whether the observed effect was specific for this sys-
tem or if other systems were affected as well. Additionally,
the nature of this interference had to be elucidated in order to
come up with technical solutions and correction routines for
older data sets.
Since the ion current intensities of this interference are
difficult to visualise in the chromatograms themselves, we
chose to use the ratio of ion currents to identify the posi-
tion of the Kr peak relative to the CH4 peak. Commercial
IRMS software packages usually provide graphs of the ion
current ratios only for the measured total ion current ratios,
i.e. the combined intensities for the sample peak and the
background. When the interference in one of the ion cur-
rent ratios is very pronounced, it is possible to identify it in
the total ion current ratios (Rice et al., 2001; Schaefer and
Whiticar, 2007). This is the case when the CH4 and the inter-
ference peak are chromatographically well separated. How-
ever, when the two peaks strongly overlap, the influence is
less visible. A more sensitive way to identify such interfer-
ences in chromatograms is to inspect ion current ratio plots
where the background signal has been subtracted from the
measured signal to yield the signal of the sample peak only.
The plots of this paper show ion current ratios which were
corrected for the background signal. Figure 2 shows the three
ion current ratios for the time interval around the CH4 peak.
The retention time of the CH4 peak maximum is defined as
0 s. Throughout the paper we label the three ion current ra-
tios according to the involved Faraday cups and the m/z of
the ions which are commonly detected in this cup at CO2 fo-
cusing: minor1 / major (“45 / 44”), minor2 / major (“46 / 44”),
and minor2 / minor1 (“46 / 45”). Note the m/z pairs are put
in parenthesis (e.g. “45 / 44”) to indicate that only the tar-
get ions produced by CO2 strictly adhere to this rule. It will
be shown in this paper that a small fraction of the m/z 43
beam (86Kr2+) tails all the way into all three cups (major,
minor1 and minor2). For the Bern, AWI and IMAU systems,
air samples containing Kr (Fig. 2 black lines) are compared
with pure-CH4 samples (Fig. 2 red lines). For the systems
where it was explicitly determined (see below and Figs. 3
and 4), the position of the Kr peak relative to the CH4 peak
is marked for orientation. As can be seen for all four sys-
tems, most ion current ratios of samples containing Kr devi-
ate from the ratios of pure CH4. While these anomalies are
well pronounced in all three ratios for the AWI system and
resemble a Gaussian shape, the Bern system exhibits no vis-
ible anomaly for the “45 / 44 ratio”, which will be discussed
later. In the IMAU case, where Kr was added to natural air
in increasing amounts, one sees that the anomalies become
larger with more Kr added. Note that the large anomalies
are only the result of large amounts of Kr to an air sam-
ple (3 times or 17 times the Kr amount of a natural sam-
ple (GRO)). The anomalies of the natural-air sample (GRO)
are small and hard to detect without prior knowledge. In the
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case of the PSU system, an anomaly is only barely visible for
the “45 / 44 ratio” and obscured by the internal fractionation
within the peak (time shift due to mismatch of the resistor–
capacitor pair). In conclusion, the visual inspection of the ion
current ratios of all four systems points to an interfering sub-
stance present in natural-air samples. The appearance of this
anomaly is specific for each of the four systems and depends
on chromatographic separation and properties of the IRMS
itself. These anomalies in the ion current ratios can be hidden
especially when the background is not subtracted. It requires
a careful comparison of the ratios from the natural-air sample
with those from pure CH4 to recognise this matrix effect.
4 Experiments and results
4.1 Simple experiment to identify Kr in the
chromatogram
The visual inspection of the chromatograms described above
revealed that an interfering compound that we believe is Kr
produces anomalies in the ion current ratios. Here we go one
step further and provide a test to identify whether the reten-
tion time of Kr overlaps with the CH4 peak. As mentioned
above, the behaviour of Kr and CH4 on GC columns is sim-
ilar and can result in overlapping peaks with Kr eluting only
a few seconds after CH4. The following experiment uses the
fact that, for the electron energies used in the ion source of
the IRMS (e.g. 80 eV for the Bern system), ions with two
(and sometimes three) electrons removed are also produced
(Denifl et al., 2002; King and Price, 2008). Since the optical
system of the IRMS separates ions according to their mass-
to-charge ratio (m/z), heavy isotopes like 86Kr can be readily
transformed into m/z 43 86Kr2+ ions that strike the imaging
plane close to the major ion Faraday cups. Therefore, 86Kr2+
ions can be easily monitored by shifting the accelerating volt-
age (AV) to higher values, e.g. 4030 V instead of 3975 V for
the CO2 focusing for the Bern Isoprime, so that the m/z 43
86Kr2+ ions are detected in the m/z 44 cup. The m/z 43 beam
(86Kr2+) falls into the major cup, while the m/z 45 beam
(mostly 13C16O16O) falls into minor2, monitoring the posi-
tion of the CH4 peak. This focusing test has the advantage
that it can be run on any system with any natural-air sam-
ple without modifications to the CH4 separation system. The
results of these focusing experiments are shown in Fig. 3.
As can be seen in Fig. 3a, the chromatographic separation of
CH4 from Kr is about 6 s for the Bern system. Since the peak
width (FWHM) for both CH4 and Kr is also 5–6 s, both peaks
do overlap considerably (Fig. 3a), but the overlap is system
dependent. From this experiment we can derive the following
conclusions. First, a considerable amount of doubly charged
Kr ions are produced within the source of the IRMS. Second,
86Kr2+ ions allow identifying the retention time of Kr and il-
lustrate that the GC conditions of the Bern and PSU systems
are insufficient to separate Kr from CH4. Third, the position
Fig. 3. Chromatogram of an atmospheric air sample showing the
separation of CH4 from Kr for the Bern system (a) and the PSU
system (b). The ion source of the IRMS was focused such that the
m/z 43 beam of 86Kr2+ falls into the major cup (black line, right
axis). The isotopologues of CO2 with m/z 45 fall into the minor2
cup and mark the position of the CH4 peak (blue line, left axis).
of the Kr peak and the observed anomalies seen in the ion
current ratios (Fig. 2) are similar and suggest that Kr causes
these anomalies.
4.2 Injections of pure Kr into GC flow
The visual peak inspection and the overlap of CH4 and Kr
from the focusing exercise point to Kr as the source of the
interference. However, at this stage it remains unclear how
Kr might interfere with the δ13C measurement since a direct
isobaric effect seems unlikely as none of the Kr isotopes are
expected to fall into the given Faraday cups at their nominal
m/z as singly or doubly charged ions. Several studies report
on non-isobaric interferences during stable isotope analysis
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of gas mixtures without a clear hint of the mechanisms be-
hind them (Mariotti, 1984; Sarma et al., 2003). One possible
mechanism generating our anomalies could be that the pres-
ence of Kr in the ion source changes the relative ionisation
efficiency of the CO2 isotopologues in the sense of “ionisa-
tion quench” coined by Meier-Augenstein et al. (2009). In
dual-inlet applications such matrix interactions of gases in
the ion source are commonly termed “chemical slope” (Sev-
eringhaus et al., 2003) and refer to differences in the compo-
sition of sample and standard gas mixture. While correcting
for this effect is common practice, the underlying processes
in the ion source are poorly understood.
Alternatively, Kr itself without any interaction with CO2
produces the observed signals. A simple test to distinguish
between these two possibilities is the injection of pure Kr. If
the pure Kr does not produce a positive signal by itself, then
the interference relies on the interaction of CO2 and Kr in the
ion source. In contrast, if Kr alone generates these signals,
then some of the Kr ions are deflected from their expected
flight path to fall into Faraday cups with m/z values up to 3
units higher.
To perform this experiment a mixture of pure Kr in He
was injected via the injection loop into the GC flow of the
Bern system (see Fig. 1). The amount of injected Kr roughly
equals the amount of Kr of ca. 10 mL STP natural air; thus, a
similar amount as is used in our routine ice core measure-
ments. The injected Kr is cryofocused first and then sent
to the pre-combustion GC (Fig. 1). After the Kr peak left
the GC, the flow passes a dryer before admitting it to the
ion source of the IRMS (operated at CO2 configuration).
Note that the combustion oven is bypassed in this experi-
ment to prevent the generation of a small CO2 peak from
trace amounts of residual CH4 present in the He flow. The
results of this experiment are shown in Fig. 4, together with
the measurement of a natural-air sample. Kr itself produces
signals in all Faraday cups at a retention time of ca. 6 s after
the usual CH4 peak maximum (Fig. 4c). This result supports
the idea that Kr alone produces the signals detected in the
three cups. A comparison with the signal intensities of the
air sample (Fig. 4a) shows that the Kr intensities are clearly
too small to be directly seen in the air sample itself; e.g. for
the minor2 cup, the Kr signal is 4 mV at its maximum while
for the air sample, the minor2 signal at the same time is ten
times higher. Besides these two basic features, the experi-
ment with pure Kr affords us the opportunity to investigate
the general features observed in the ion current ratios of the
air sample. A combusted CH4 sample produces signal inten-
sities (mV) in the three Faraday cups reflecting the natural
abundance of the CO2 isotopologues. For example, the sig-
nal of the major cup is a bit higher than the minor2 signal
(Fig. 4a). In contrast, Kr produces a 4-times-higher minor2
signal compared to the signal on the major cup (Fig. 4c). In
other words, the signals produced by Kr have a very differ-
ent isotopic fingerprint compared to the CO2 signals. In this
example dealing with minor2 vs. major cup (“46 / 44 ratio”),
Fig. 4. Comparison of a CH4 peak of an air sample with the signals
gained from an injection of pure Kr measured with the Bern system
at CO2 focusing. (a) Beam intensities in mV for the CH4 sample
peak (369 ppb CH4 with natural abundance of Kr) with the retention
time centred to the CH4 peak maximum. (b) Background-corrected
ion current ratios (“46 / 44 ratio” in blue, “46 / 45 ratio” in green
and “45 / 44 ratio” in black) of the atmospheric air sample (solid
line) and pure CH4 (dotted line), illustrating the anomalies seen in
“46 / 44” and “46 / 45” but with no visible effect on “45 / 44”. Panel
(c) shows the beam intensities for a measurement where Kr was
injected into the GC flow. Due to the chromatographic effect of the
GC column, the retention time of the Kr peak is ca. 6 s longer than
the CH4 peak, yet there is a considerable overlap. Note the signal
measured at m/z 28 (“N2 cup”) can be directly related to 84Kr3+,
which has the exact value of m/z = 28.
the Kr signals translate into a very heavy apparent δ18O sig-
nature since the δ18O is mainly determined by the “46 / 44
ratio”. When such an anomaly is added to the signals from
combusted CH4, the observed “46 / 44 ratio” will increase as
it is the case for the air sample (Fig. 4b, “46 / 44 ratio”). In
contrast, the minor1 / major ratio of both the air sample and
Kr are comparable, with the signal on minor1 being slightly
higher than on major (Fig. 4a and b). Consequently, the sig-
nals created by Kr do not produce a visible anomaly in the
minor1 / major ratio as the “45 / 44 ratio” of the air sample
closely follows the ratio of pure CH4 (Fig. 4b “45 / 44 ra-
tio”). Note that this close match of the “45 / 44” signature
of Kr and CO2 is just a coincidence and only observed for
the Bern system. The other three systems show anomalies
in the “45 / 44 ratio” (Fig. 2), which translate into too-heavy
δ13C values for natural-air samples as well. In addition to
the more direct influence of the “45 / 44” anomaly on δ13C,
the “46 / 44” anomaly also alters δ13C of CH4 samples. This
is due to the fact that the 17O correction algorithm (Craig,
1957; Santrock et al., 1985) relies on assumptions regarding
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the natural proportions of the stable oxygen isotopes, i.e. the
relative contribution of 17O (12C17O16O with m/z 45) and
18O (12C18O16O with m/z 46), which are violated by the Kr
signals.
4.3 Injection of pure Kr at varied accelerating voltage
The previous experiments clearly showed that Kr is respon-
sible for the observed effects; yet, the underlying mechanism
cannot be unambiguously derived from these experiments.
Because the m/z 43 beam produced by 86Kr2+ is only a few
m/z units away from the target signals at m/z 44, m/z 45
and m/z 46, we propose two hypotheses. The first hypoth-
esis assumes that the observed signals detected in the three
Faraday cups are caused by ions with a mass-per-charge ratio
corresponding to the nominal m/z of the cups, i.e. m/z 44,
m/z 45 and m/z 46. Since ions with m/z 43 are available
in the source, one might assume that light gases or their
ions (e.g. He, H2 or H) might react with 86Kr2+ ions to
form molecules or adducts (Leckrone and Hayes, 1998; Ses-
sions et al., 2001), which then could provide the necessary
m/z 44, m/z 45 and m/z 46 signals. The other hypothesis as-
sumes scattering processes lead to broader m/z distributions,
e.g. that the lateral tail of the m/z 43 beam (86Kr2+) extends
all the way to m/z 46, thus covering 3 m/z units. The fact that
the major ion beam contributes some intensity to the neigh-
bouring minor was already observed during the early days
of dual-inlet IRMS and termed “pressure effect” or “pres-
sure broadening” and has been treated with abundance sensi-
tivity corrections (Deines, 1970; Mook and Grootes, 1973;
Fallick and Baxter, 1977). Peak-tailing effects are also of
concern during clumped-isotope analysis of CO2 where far
reaching tails of the major beam on the distant minor beams
have been investigated (He et al., 2012). A peak-tailing effect
was also observed during stable-sulphur analysis using SF6,
giving rise to an abundance sensitivity correction to prevent
scale compression and accuracy problems (Ono et al., 2006).
However, in these cases it is the regular major beam which
contributes intensity to the minor beam and not a contami-
nant species like Kr as assumed in our case. Figuring out the
actual process leading to this interference is not only helpful
in understanding the different phenomena seen in the four
investigated systems, but also in making assumptions about
the stability of this interference over time and its sensitivity
to changes in focusing parameters, etc. These characteristics
are important for developing robust correction routines on
existing data sets.
To explore the nature of the interference in more detail
we conducted two different experiments where the ion cur-
rent intensities are monitored as a function of the AV. In the
first experiment, Kr was repeatedly injected into the GC flow,
while the AV was slightly changed after each injection. In a
second experiment, Kr was continuously admitted to the ion
source through a capillary, while the AV was changed over a
wide range.
Fig. 5. Influence of slight changes in the accelerating voltage on the
peak heights and apparent isotopic signatures of Kr peaks. Results
of Kr injection into GC flow carried out with the Bern system with
the source focused to CO2. (a) The upper panel shows the measured
peak heights for the three Faraday cups (major, minor1, minor2) of
the Kr peak as a function of the accelerating voltage; dots represent
measurements and lines a linear fit for minor1 and minor2, and a
cubic fit for the major cup. (b) The lower panel shows the apparent
isotopic composition (δ13C in red and δ18O in blue) of the Kr inter-
ference calculated from the peak area of the Kr peaks; dots represent
measurements and lines the linear fits.
4.3.1 Kr injections onto GC flow at varied accelerating
voltage
In the following experiment pure Kr was repeatedly (10
times) injected into the GC flow of the Bern system and cry-
ofocused prior to GC separation. The amount of injected Kr
roughly matches the Kr amount of a 10 mL air sample to pro-
vide realistic measurement conditions. Measurements were
conducted using the CO2 configuration, but after each Kr
peak the AV of the ion source was slightly changed to cover
a range from −5 V to +2 V relative to the peak centre (PC)
value of the CO2 focusing. Each Kr peak is preceded by a
rectangular CO2 peak from the reference port (“standard on–
off type”) and measured at the same AV to monitor the effect
on the δ13C and δ18O values of CO2. Since the applied AV
variations cover less than 0.1 m/z unit, the ion beams still
fall into their respective Faraday cups. As a consequence,
the δ13C and δ18O values of the rectangular CO2 peaks are
only slightly affected by these AV shifts (ca. 2 ‰ for both
δ13C and δ18O, data not shown). In contrast, the maxima of
the Kr peaks in the major cup (m/z 44 at PC) increase from
ca. 0.5 mV to almost 6 mV, i.e. a factor of 12 as the AV is in-
creased from −5 V to +2 V (Fig. 5a). Since the peak heights
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and areas for minor1 (m/z 45 at PC) and minor2 (m/z 46 at
PC) remain fairly constant, the apparent isotopic ratios δ13C
and δ18O of the Kr peaks show huge changes, reflecting these
drastic changes in the beam ratios (Fig. 5b). We calculated
these apparent δ13C and δ18O values by integrating the peak
areas of the tiny Kr peaks for the three cups and applied the
same algorithm as if they were CO2 peaks. Our interpreta-
tion is that by increasing AV, the amount of 86Kr2+ falling
into the major cup quickly increases since the steep tail of
this m/z 43 beam is moved closer to the edge of the major
cup. The observation of this strong intensity increase on the
major cup thus rules out the notion of an ion with m/z 44
producing this interference. However, for the rather constant
intensities measured on minor1 and minor2 this experiment
cannot rule out the existence of an ion at m/z 45 or m/z 46
since the AV changes were too small to move the centred
beam out of the Faraday cup, as can be inferred from the
rather constant δ13C and δ18O values of the CO2 rectangular
peaks (data not shown) and illustrated in Figs. 6 and 7.
Apart from identifying the nature of this interference, this
experiment provides valuable information regarding the ef-
fects of the Kr interference during sample measurements.
From Fig. 5 it is obvious that the apparent δ13C or δ18O sig-
natures of the Kr interference are not constant but depend on
the peak centre setting. Consequently, the influence of Kr on
the calculated δ13C values of CH4 samples is not a constant
property for any instrument, but both the sign and the mag-
nitude of this effect are sensitive to the setting and stability
of the source. As an example, at an AV offset of −1.5 V with
respect to the peak centre, the apparent δ13C value of the Kr
interference intersects with the range of δ13C values typical
for natural CH4 samples (around −40 to −70 ‰, red hori-
zontal line in Fig. 5b). If samples are measured at this AV
setting, then the Kr effect on δ13C of CH4 will be relatively
small and hard to detect. However, for AV offsets <−1.5 V
the measured δ13C values will be heavier, and for AV offsets
>−1.5 V δ13C will become progressively lighter. For δ18O,
the Kr bias will always push towards higher values. Note that
these values are specific for a certain focusing of a specific
instrument. How subtle differences can produce very differ-
ent effects can be seen in the results of the AWI and Bern
instruments, which have identical IRMS. The AWI system
shows a pronounced effect in “45 / 44” (i.e. δ13C), while the
effect on “45 / 44” for the Bern instrument is small (compare
Fig. 2a and d). Usually, the AV at peak centre is determined
automatically during the peak centre procedure; thus the bias
could be relatively constant for a certain focusing. However,
after performing a peak centre its actual position can move
by up to 1 V over the course of hours, thus generating a time-
dependent bias on the δ13C values during a measurement,
which will add noise to the data set. On the other hand, the
close relationship between apparent δ13C and δ18O values
provides a means to correct biased δ13C measurements if the
expected δ18O value of a sample can be predicted or assumed
with good precision. This situation often holds for δ13C since
the δ18O value of the CH4-derived CO2 is not dependent on
the CH4 sample but set by the O2 used during the combus-
tion process. Therefore, the tight δ18O–δ13C correlation seen
in Fig. 5b can be used to correct samples which are affected
by the Kr interference (see Sect. 5.6).
4.3.2 Admission of Kr into the ion source at varied
accelerating voltage
The aim of the following experiments is to better characterise
the Kr interference using a wider m/z range.
To better understand an AV scan with pure Kr, we first
present an AV scan for CO2 (Fig. 6a). For practical rea-
sons, the cups of the triple collector unit (universal collec-
tor) of most manufacturers have different widths (resolving
slit width) to accommodate multipurpose usage, e.g. δ15N of
N2, δ18O of O2. For the Bern IRMS, an AV change of 85 V
is roughly equivalent to 1 m/z difference in this mass range.
Figure 6b shows the ion current intensities for the three cups
in fA for the same AV scan, but with Kr being admitted to the
ion source. The 86Kr2+ ion beam with nominally m/z 43.0
starts to fall into the major cup at around +5 V and reaches
plateau intensity at +20 V (“transition zone”) with around
600 000 fA (Fig. 6b bottom panel). Zooming into the major
signal reveals that after the initial steep drop to the left of
the transition zone (towards higher m/z), the intensity only
gradually decays when moving to −90 V, i.e. corresponding
to ions with a nominal m/z of already 45 (see Fig. 6a with
85 V corresponding to about 1 m/z unit). The continuation
to even-higher m/z is visible in the signal of minor1, where
the intensity decreases from ca. 80 fA at +60 V (correspond-
ing to ca. m/z 44.7) to ca. 30 fA at −90 V(corresponding to
ca. m/z 46.0). Similarly, the continuation is visible in mi-
nor2, where the Kr signal becomes almost flat at around 80
fA, covering a range of m/z 45.7 to m/z 47.0. The fact that
Kr produces higher intensities for minor2 compared to mi-
nor1 reflects the contrasting widths of the two cups: the wider
minor2 cup collects Kr ions from a larger m/z range than the
smaller minor1 cup (see also scheme of Fig. 7). Again, it is
obvious that very small changes in the choice of the peak
centre position can have a large effect on the apparent δ13C
and δ18O signature of the Kr interference as already seen in
Fig. 5b. Further, the flatness of the Kr signal in the region of
m/z 45 and m/z 46 explains the strong linear correlation of
δ13C and δ18O seen in the other experiments and measured
air samples and is the basis for one of the correction methods
explained below which rely on a linear relation of the m/z 45
and m/z 46 biases.
4.4 Summary of experiments and concept of Kr
interference
Figure 7 shows a schematic drawing which illustrates the in-
volved Faraday cups and the positions of the respective ion
beams for CO2 and 86Kr2+ as well as the two effects which
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Fig. 6. Accelerating voltage (AV) scans around the peak centre position of CO2 measured with the Bern system. The plots show beam
intensities as a function of AV, i.e. the differences to the AV at peak centre position at 3975 V. (a) AV scan with CO2 from the reference
port with normalised beam intensities for the three Faraday cups. The different peak widths reflect the geometric widths of the cups from
small (minor1) to intermediate (minor2) to wide (major). (b) AV scan with Kr admitted by an additional valve at the Isoprime ref gas box
showing the evolution of the Kr interference over a wide m/z range covering all three Faraday cups. The intensities are plotted in fA, thus,
proportional to the number of ions collected in the cup. For the major cup, the full range is shown in the bottom panel covering the plateau
(600 000 fA at AV > 20 V). The zoomed version of the major cup allows a better inspection of this signal decay to values < 1000 fA. The
intensity of the Kr signal decays further in the m/z 45 region, as monitored by the minor1 cup and becomes almost flat at around m/z 46
(minor2 cup). Note the intensities measured with the minor2 cup are ca. factor 2 higher than for minor1 mirroring the different widths of the
two cups.
might contribute individually to the observed Kr signals. For
the construction of the Kr signals shown in the lower pan-
els (Fig. 7b and c) we used the measured data of Figs. 5 and
6 and the interpretation we derive from these experiments.
It is clear from Fig. 6b that most ions are well focused into
a sharp beam with steep flanks as intensity rapidly drops to
< 1 / 1000 of the plateau level for a 15 V shift in the accel-
erating voltage, corresponding to about 0.2 m/z units. Only
the close-by major cup is strongly affected by this broadening
effect. This rapidly dropping signal close to the beam centre
can be attributed to the abundance sensitivity effect (Deines,
1970). We refer this contribution of the total Kr signal as the
86Kr2+tail since it corresponds to the lateral tail of the proper
86Kr2+ beam (light green curve Fig. 7b). However, the re-
markable feature of the measured Kr signal is that this drop
does not continue its rapid drop but decays only very slowly
and finally becomes flat when its intensity reaches about
1 / 10,000 of the plateau signal at the 20 V distance from the
plateau edge (Fig. 6b). This observation is not predicted by
abundance sensitivity because in that case the signal far out
of the beam centre (the region of minor1 and especially mi-
nor2 cup) should drop more rapidly. One option to produce
such an elevated background for higher masses far from the
beam centre is that ions must have experienced a higher ac-
celerating energy in the ion source. The other option would
be interaction or scattering of 86Kr2+ ions with He, thus en-
ergy loss, after the ions passed the magnetic field. It is also
conceivable that this flat contribution might be unrelated to
the 86Kr2+ beam, but originate rather from unspecific, broad
scattering of the more abundant singly charged Kr ions. For
example, filament or ion source processes could produce a
broad distribution of low-energy Kr+ ions which then lead to
a broad field of ions with apparent m/z in the range the CO2
target masses. Likewise, Kr+ ions could hit the flight tube
and produce a field of secondary ions which reach the Fara-
day cups indirectly. We name this flat contribution Krscatter
(brown line in Fig. 7b).
Figure 7c shows the sum of both contributions (86Kr2+tail and
Krscatter) resembling the general features of our experiments
and illustrates the Kr interference. While the ion density of
the total Kr signal gradually declines further away from the
peak maximum at m/z 43, the transformation from the ion
current (apparent fA unit) to the voltage unit (apparent mV
unit) overcompensates this drop (Fig. 7c). As a consequence,
the signals (on an apparent mV unit) gained from minor1 and
minor2 are higher compared to the major signal. The signal
intensities are spatially integrated according to the width of
the Faraday cups: the wider the cup, the more ions from the
tail are collected. Accordingly, the integrated signal from mi-
nor2 is higher than the integrated minor1 signal. In summary,
the Kr interference signal of a certain Faraday cup is not only
a function of the ion flux at this position along the optical
plane, but also depends on the width of the Faraday cup.
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Fig. 7. Schematic showing the Faraday cups and the involved ion
beams of CO2 and the contribution from Kr to help visualise the
observed Kr interference during δ13C analysis as observed with
the Bern IRMS. (a) Estimated positioning and width of the Fara-
day cups and the position of the respective ion beams (m/z) of the
CO2 isotopologues and 86Kr2+. (b) Individual contributions from
Kr. To illustrate the tailing of the m/z 43 86Kr2+ beam (86Kr2+tail,
light green) into the major cup, an artificial density distribution is
used to provide a reasonable lateral distribution. The broad, unspe-
cific part of the Kr interference, Krscatter, is illustrated by a brown
horizontal line. (c) The sum of the two Kr contributions is plotted
in dark green, but ion densities were converted to a mV unit using
the respective values of the feedback resistors of the Bern Isoprime
machine; the thick line represents that part of the continuous beam
which becomes finally collected in the respective Faraday cups (ver-
tical dashed lines mark the geometric limits of the Faraday cups as
a visualisation of the spatial integration of the Faraday cup).
Using this concept of two individual contributions to the
total Kr signal, one can explain the following observations:
– pure Kr produces signals at nominal m/z 44 and higher
– the magnitude of the Kr interference depends on the
mass spectrometer
– the focusing parameters of the ion source can alter the
interferences
– at stable focusing conditions, the effects on δ13C and
δ18O are closely correlated
We want to point out that these observations refer to IRMS
measurements in continuous-flow mode where He is admit-
ted continuously to the ion source, leading to a typical pres-
sure of 2 × 10−6 mbar. In dual-inlet mode the source pressure
is about a factor of 10 lower. We have indications from ad-
ditional tests with dual-inlet IRMS measurements (IMAU),
where we admitted Kr without He background, that here the
Kr interference is less pronounced. Based on these results we
speculate that the m/z 43 ion beam is better focused at dual-
inlet conditions, but in continuous-flow mode it is broad-
ened by collisions with He ions in the source or He atoms
in the flight tube. A peak broadening during continuous-flow
IRMS compared to dual inlet was also observed during stable
sulphur isotope analysis using SF6 (Ono et al., 2006).
5 Solutions for the Kr interference
The observations and experiments discussed above show that
Kr can severely interfere with δ13C measurements of CH4
samples if the Kr peak is within the integration boundaries of
the CH4 peak. Given the fact that the Kr interference can pro-
duce systematic offsets exceeding the analytical precision,
we propose the following strategies to account for or elimi-
nate this effect.
1. GC separation of Kr from CH4 prior to conversion to
CO2
2. GC separation of Kr from CO2 after the CH4-to-CO2
conversion
3. Cryogenic separation of Kr from CO2 after the CH4-to-
CO2 conversion
4. Raw beam time series correction using anomalies in the
ion current ratios
5. Early peak cut-off at the right integration boundary
6. Correction using relations between δ45 and δ46
It is beyond the scope of this paper to discuss all strategies
in great detail. Separate technical papers will deal with the
individual solutions applied to a particular system. Instead,
we want to provide an overview of possible solutions to let
the reader make a first selection on the preferred strategy.
The six strategies fall into two classes. Strategies 1 to 3 are
technical solutions, which prevent the peak overlap in the ion
source and thus avoid the Kr interference for new measure-
ments. Strategies 4 to 6 allow correcting existing data sets.
These correction strategies were specifically developed for
the existing data sets of our respective systems. As the four
systems show different characteristics of the Kr interference,
these correction strategies cannot be applied interchangeably.
Consequently, we could not compare the performance of the
three correction approaches, but discuss their strengths and
limitations individually.
5.1 GC separation of Kr from CH4
Of all the proposed solutions in this section, the chromato-
graphic separation of CH4 from Kr seems to be the most
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elegant and straightforward way since no additional device
is needed besides the basic setup described by Merritt et
al. (1995). The only requirement is that the chromatographic
separation is good enough to allow a sufficient separation of
CH4 and Kr. Without knowing that Kr was the “unknown
contaminant peak”, Rice et al. (2001) were the first to master
this problem with a cryo-GC at −50 ◦C. To maintain nar-
row peak width, they used high flow rates of 2.6 mL min−1,
thus a factor 2.5 higher than typically used for ice core analy-
ses. This approach is also applied by others (Umezawa et al.,
2009). Schaefer and Whiticar (2007) followed the same route
and used a sub-ambient GC at 0°C to separate what they call
N2O. However, they concluded that separation at 0 ◦C was
insufficient, and a second GC column was introduced after
the combustion oven.
With the Bern system, we tested the option to better sepa-
rate CH4 from Kr using lower GC temperatures. For the ex-
periments we used a 30 m PoraPLOT column at a flow rate
of ca. 1 mL min−1 and measured the chromatographic sep-
aration between CH4 and Kr for three temperatures: 5, 18,
and 30 ◦C. A Kr–He mixture was injected onto the GC flow
and cryofocused (Fig. 1). Measurements were made under
CO2 focusing conditions. We did not inject CH4 but used
the small amount of CH4 cryofocused as blank contribution.
This small CH4 amount turned out to be ideal for these exper-
iments as an amount of CH4 comparable to samples would
otherwise overwhelm the Kr peak. The results are shown in
Fig. 8. For 30 ◦C (Fig. 8a) the separation is only 8 s – thus,
insufficient – and results in comparable retention time dif-
ferences to the CarbonPLOT column (ca. 6 s). A reduction
to 5 ◦C (Fig. 8c) shows that the separation of CH4 from Kr
is much better and amounts to 16 s, allowing Kr-free δ13C
analysis of CH4. However, this low GC temperate had the
disadvantage that N2O eluted very late and showed a very
broad peak shape, which is not suitable for isotope analysis
on N2O. Since in our ice core analysis we measure δ13CH4
and N2O isotopes in the same run, we did not choose this
route but decided to follow the route described in Sect. 5.3.
5.2 Chromatographic separation after the CH4-CO2
conversion
The following section describes the separation of Kr from the
combusted CH4 peak using a post-combustion GC column.
As shown above and from other studies (Rice et al., 2001), a
sufficient separation of CH4 from Kr requires low GC tem-
peratures due to similar physico-chemical properties of CH4
and Kr on the GC column. However, after the combustion
oven the resulting CO2 is relatively easy to separate from Kr
since already at ambient temperatures (e.g. 30 ◦C) Kr elutes
much earlier than CO2 on regular GC columns.
The usage of a post-combustion GC column for δ13C of
CH4 was first described in Schaefer and Whiticar (2007),
who included this device to separate what they interpreted
as N2O. In the following, we show results from the updated
Fig. 8. Chromatograms showing the separation between CH4 (left
peak) and Kr (right peak) on a PoraPLOT column for 30 ◦C, 18 ◦C
and 5 ◦C measured with the Bern system. The Kr interference is
visible in all Faraday cups, either as a direct signal of 84Kr3+ in the
m/z 28 cup (thin green line) or from the broad Kr interference for
the minor1 and minor2 (thick red and blue, respectively).
IMAU δ13C system, where also a post-conversion GC col-
umn is used to avoid the Kr interference (Fig. 1). The ad-
ditional component consists of a 12.5 m piece of PoraPlotQ
column in a GC which is operated at 24 ◦C. This GC col-
umn was inserted between the Nafion dryer and the open
split (see Fig. 1 in Sapart et al., 2011) and provides a separa-
tion of Kr from CO2 (CH4) of about 30 s (Fig. 9b). The fig-
ure also nicely shows the response of the IMAU mass spec-
trometer to pure Kr resulting in a very pronounced peak on
the minor2 cup collecting the nominal m/z 46 ions. A much
smaller peak can be seen on minor1 cup (nominal m/z 45).
This observation fits with the experiments where pure Kr was
added to an air sample and a strong enrichment for δ18O was
observed while the enrichment for δ13C was smaller (7.2 ‰
for δ18O, and 0.79 ‰ for δ13C per 1 ppm Kr added). In con-
trast to the Bern system, here the Kr signal on the major cup
< 0.1 mV is too small to be visible; thus, the intensities on
minor1 and minor2 become fully expressed as anomalies,
leading to the strong biases in δ13C and δ18O observed for
the original IMAU system (compare with the Bern system,
Figs. 4, 5 and 10).
To assess the overall performance of the updated IMAU
system, the three intercomparison cylinders which were mea-
sured with the original IMAU system were remeasured with
the updated system as well. A comparison between the origi-
nal and updated IMAU systems shows that the Kr interfer-
ence at IMAU amounted to ca. 2.38 ‰ for the GL cylin-
der, ca. 0.88 ‰ for the PI cylinder and ca. 0.05 ‰ for
the PD cylinder (Table 2). The results from the updated
IMAU method are also comparable with the measurements
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Fig. 9. Chromatogram showing the separation of Kr from CH4-
derived CO2 achieved with the improved IMAU system, which in-
cludes a GC column after the combustion oven. Due to the addi-
tional GC, Kr elutes before instead of after the CH4-derived CO2
peak as shown in the chromatograms of Fig. 3.
obtained at NIWA using dual inlet IRMS, which is free of
Kr interference, and with the Kr-corrected results obtained
from other labs.
5.3 Cryogenic separation of Kr from CO2 after the
CH4-CO2 conversion
In this section we describe an alternative procedure to sep-
arate CO2 and Kr after the combustion oven, based on the
fact that CO2 can be trapped on a capillary at liquid nitro-
gen (LN2) temperature (−196 ◦C) while Kr passes this trap.
In the updated Bern system, such a trap is inserted after the
combustion oven (post-combustion trap, Fig. 1). Such a trap
not only separates CO2 from Kr but also acts as a cryofocus
yielding narrow, high-intensity CO2 peaks after the capillary
is lifted out of the LN2 (Melton et al., 2011). A second mov-
able trap is inserted before the combustion oven to trap any
residual CO2 from the GC flow (pre-combustion trap, Fig. 1).
With the addition of these two traps, Kr now elutes suffi-
ciently earlier (we found 25 s to be a good value) before the
sharp CH4-derived CO2 peak, thus providing baseline sepa-
ration between the two species (Fig. 10). The timing of the
post-combustion trap is a critical parameter of this strategy to
avoid trapping traces of combusted sample CO. While most
of the CO is removed during the first purification step, a small
fraction of CO remains and elutes before the CH4 peak and
becomes combusted to CO2 as well (Fig. 10b). As can be
seen in the example chromatogram, the post-combustion trap
(trap down arrow in Fig. 10b) is lowered only after the CO-
derived CO2 peak has passed the trap. After a trapping time
of 50 s, the capillary is lifted and produces the sharp CO2
peak. Because Kr is not collected on this capillary, its reten-
tion time is basically the same as without the trap. Note that
the length of the trapping time should not be unnecessary
Fig. 10. Sample chromatogram showing the separation of Kr from
CH4-derived CO2 for the improved Bern system. (a) Full-range plot
of the narrow, cryofocused, CH4-derived CO2 peak and the broader
N2O peak without the cryofocusing step. (b) Zoomed plot to see
the separation of Kr from CH4-derived CO2. The arrow “trap down”
marks the time when the capillary is lowered into LN2 to trap the
CO2 from the combustion oven. While CO2 becomes trapped at
LN2 temperature, Kr passes the capillary without delay and shows
the typical Kr interference signal.
long since CO2 bleeding from the combustion oven adds up
to blank contribution, which has to be minimised. After the
CO2 peak is measured by the IRMS, a valve is switched to
allow the N2O peak to bypass the combustion oven (Fig. 1,
green circles). Note the different peak shape characteristics
of the CH4-derived CO2 peak and the N2O peak due to the
cryofocusing step.
5.4 Subtracting the Kr interference peak from raw data
The above hardware solutions all eliminate the Kr interfer-
ence. However, extant data sets require an algorithm for cor-
recting for the Kr interference. One method for making the
correction relies on the anomalies seen in the ion current ra-
tios, which are particularly pronounced in the data set mea-
sured with the AWI system (Fig. 11a). This approach requires
the time series of the IRMS acquisition file (raw beam data
file) and software to read and process this data (Bock et al.,
2010; Schmitt et al., 2011). With a set of equations the signal
intensity of the Kr peak is calculated which produced these
anomalies in the first place. The time series of these recon-
structed Kr interferences are then subtracted from the mea-
sured time series to yield the corrected time series. The latter
one is then used to calculate the δ13C values.
In detail, the correction is based on the following equa-
tions, with i representing the time series of an ion current
and R the ratio of a pair of ion currents. In the case of the
AWI measurements, the time series covers the interval be-
ginning at the CH4 peak start and extends to 10 s after the
maximum of the CH4 peak (see Fig. 11b). Note that the fol-
lowing equations and explanation only show the correction
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Fig. 11. Compilation showing the principle of the Kr correction for an air sample measured with the AWI system. (a) Ion current ratios in
bold lines are the uncorrected ratios; the rectangle indicates the time interval that is used to determine the background to calculate the Kr
interference shown in the panel below. The thin line and the hatched area show the ratio after the Kr correction, i.e. after the subtraction of
the fitted Kr peak from the measured ion current. The red dotted line is the ratio of pure CH4 without Kr interference. The “46 / 45 ratio”
serves as an independent visual check of whether the correction was successful since the anomaly of this ratio is not used for the correction
method. (b) Intensities for the three Faraday cups of the CH4 sample (left axis). The interference calculated from the anomalies plotted in
the ratios above (right axis) with the dots representing the calculated raw anomaly for m/z 45 and m/z 46, the lines are a fit to the respective
data used for correction.
of the Kr interference on i45 and R45/44; the correction for
i46 is analogous to the i45 example. We start by assuming
that the CO2 peak is pure CO2 in the ion source, i.e. without
Kr interference, and the major cup exclusively collects ions,
with m/z 44 generating the time series of i44, minor1 only
m/z (i45), and minor2 only m/z 46 (i46). In this case, the
ion current ratio R45/44measured is the ratio of the two measured
ion currents originating exclusively from CO2 since i45measured




CO2 , given by
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However, for a real sample with Kr interference, Eq. (1) is not
valid for the entire peak. Instead, the entire CO2 peak region
must be divided into two parts. The left part is dominated by
the CO2 signal and covers the region from ca. 4 s before the
CH4 peak maximum to ca. 2 s after the CH4 peak maximum
(Fig. 11). Equation (1) is only valid for this part. In contrast,
the right part is contaminated by Kr. Here, the ion current
i45measured is the sum of i
45
CO2 and the Kr interference. To gen-
erate an anomaly in the ion current ratio of the CO2 sample,
the ion current ratio of the Kr peak must be different from
the ion current ratio of the sample. If the ion current ratios
of the interfering signals exactly match those of the sample
peak, the δ13C and δ18O values will be unchanged. For that
reason, only the R45/44 anomaly to pure CO2 is calculated in
the following equations, with the part of the total i45Kr signal
causing this anomaly called i45Kr−excess. The sign of i45Kr−excess
is positive when the minor1 / major ratio of the Kr peak is
greater than the minor1 / major ratio of the pure-CO2 inter-
val. This case is comparable to the situation of Fig. 5b, left
side, with AV <−2 V. Conversely, i45Kr−excess can be negative
for cases resembling the situation in Fig. 5b, right side, with
AV >−1 V. Therefore, for the right side of the peak, Eq. (1)








measured = R45/44(CO2+Kr) = (i45CO2 + i45Kr−excess)/i44measured. (2)
The next step relies on the observation gleaned from the AWI
data that all three ion current ratios of pure-CH4-derived CO2
peaks are essentially flat. In contrast, the ratios of the affected
sample peaks show large Kr bumps after the flat plateaus due
to Kr signals (Figs. 11a and 2d–f). To calculate a quantitative
measure of the Kr interference on the ion current ratio, the
absolute anomaly of these Kr bumps, R45/44, is defined as
follows:
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In practice, R45/44 is calculated by subtracting the “back-
ground ratio” defined as i45CO2 / i
44
measured, from the ratio of
the affected right peak side with the contaminated ratio,
R
45/44
(CO2+Kr). The peak section from which the “background
ratio” is calculated is indicated by boxes in Fig. 11a. At this
step we make the assumption that without any Kr interfer-
ence the ratio in the background box would continue all the
way to the right side, to the right integration boundary (8
to 10 s after CH4 peak maximum). This assumption is rea-
sonable at this step for defining the “background ratio” since
pure-CH4 peaks show an almost flat ratio over the whole CH4
peak (see Figs. 2d–f and 11a).
Equation (3) can be transformed into Eq. (4), into Eq. (5)
and finally into Eq. (6) where the ion current of the excess
Kr, i45Kr−excess, is isolated.
R45/44 = (i45CO2 + i45Kr−excess)/i44measured − i45CO2/i44measured (4)
R45/44 = i45Kr−excess/i44measured (5)
i45Kr−excess = R45/44i44measured. (6)
The i45Kr−excess time series resembles a Gaussian peak shape
with its maximum at the retention time of the Kr peak
(Fig. 11b, blue dots), which indicates that the method allows
extracting the Kr interference. Before continuing the calcula-
tion, we want to point out the counterintuitive temporal offset
between the maximum of the Kr peak and the anomaly max-
imum of ion current ratio visible in Figs. 2, 4 and 11. Typi-
cally, the maximum of the Kr peak occurs a few seconds ear-
lier than the maximum in the ion current ratio. Theoretically,
if both the CH4-derived CO2 peak and the Kr peak were ide-
ally Gaussian, the background-corrected ion current ratio on
the right side of the Kr peak should asymptotically approach
the respective ion current ratio of the Kr peak itself. How-
ever, the ion current ratio usually shows a local maximum a
few seconds after the maximum of the Kr peak and then de-
clines towards the value of the CO2. Our interpretation is that
both peaks are non-Gaussian and CO2 has a longer residence
time in the ion source and in the capillaries due to adsorption
effects compared to the noble gas krypton. For that reason
the measured ion current ratio in the region of the declining
flank of the Kr peak becomes progressively dominated by
CO2. The i45Kr−excess is not directly used for the correction but
a fit to this time series. This fit is called i45Kr−excess fitted. The fit
is more accurate and more robust to the selected “background
ratio” used in Eq. (3) than the raw i45Kr−excess time series, and
the entire Kr peak can be subtracted (see Fig. 11b). The fit
is obtained by scaling the CH4-derived CO2 peak with the
height of the i45Kr−excess peak using the observation that a Kr
peak and a CH4-derived CO2 peak are of almost congruent
peak shape. Accordingly, the fitting step aims to extract only
the part of the R45/44 anomaly that can be related to a Kr
peak (Fig. 11b); for details see the corrected minor1 / major
ratio (thin line, Fig. 11a) which is not a flat line as would be
Fig. 12. Comparison of two methods to account for the Kr interfer-
ence based on measurements with the AWI system using the three
intercomparison cylinders with contrasting CH4 / Kr mixing ratios.
Plotted are the δ13C numbers, i.e. the differences between the
original results and the results obtained after removing the Kr ef-
fect. Both methods reveal that with decreasing CH4 concentrations
(hence, CH4 / Kr mixing ratios) δ13C becomes larger. (a) Results
for the method of Sect. 5.4, where the Kr interference is subtracted
from the raw data time series. Coloured diamonds with error bars
mark the cylinder measurements; grey circles show a data set of 152
ice core measurements. (b) Results for the relatively simple method,
where the right integration boundary is shifted from 10 to 3 s after
the CH4 peak maximum to cut off a large fraction of the Kr peak.
This method is more vulnerable to peak shape variations leading to
more noise in the results.
the case if the full R45/44 (raw anomaly) had been removed
(Fig. 11a). Using i45Kr−excess fitted the measured time series can
be corrected as follows:
i45corrected = i45measured − i45Kr−excess fitted. (7)
These equations provide a quantitative way to correct for the
Kr interference measured on the minor1 cup. To correct the
interference on the minor2 cup, equivalent equations for i46
have to be solved. The corrected time series are then fed into
our peak integration software to determine the peak areas
within the integration limits of the CH4-derived CO2 peak
and finally the δ13C value. We have applied this correction
to results from the intercalibration cylinders with contrasting
CH4 mixing ratios (CH4 / Kr ratios) to demonstrate how the
interference scales with CH4 mixing ratio and to estimate the
precision of this correction (Fig. 12a). We see a close linear
relationship between the absolute correction, δ13C, and the
inverse CH4 mixing ratio (1/CH4) with δ13C values of only
0.18 ‰ for the “present day” cylinder, 0.33 ‰ for the “pre-
industrial” cylinder and 0.81 ‰ for the “glacial” cylinder of
the round-robin exercise. The standard deviation of the abso-
lute correction, δ13C values, averaged over the three cylin-
ders is 0.02 ‰; thus, the correction algorithm adds only little
noise to the measurement noise of the results.
In principle, this close linear relationship seen in Fig. 12a
can be exploited to correct samples with known CH4 mixing
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ratio in the sense of applying a calibration curve to samples.
This approach could be valuable, if samples cannot be cor-
rected individually with the above-described algorithm. To
evaluate this route, Fig. 12a additionally shows the results
from a large data set of ice core samples which were mea-
sured with the AWI system. Here we see that the individ-
ually corrected samples show a similar CH4 dependency to
the results from the cylinder measurements, yet the correla-
tion is much weaker. The weaker correlation and the scatter
around the regression line of the cylinder results do not re-
flect the correction method itself; the scatter is rather due to
the temporal variability of the Kr effect. While the cylinder
measurements were obtained within a few weeks, the ice core
data set was measured over a period of two years with some
changes in the source focusing parameters. From this we can
conclude that if the relation of δ13C vs. 1 / CH4 is used for
correcting affected samples, this can be done very precisely
when the calibration measurements are done in close proxim-
ity to the sample measurements. On the contrary, additional
noise is added to the data when measurement and calibration
are not performed at the same instrument conditions, as the
relation of δ13C vs. 1 / CH4 is subject to changes over time.
5.5 Early peak cut-off
Another method for correcting extant data for Kr may be em-
ployed when there is sufficient separation between the Kr and
CH4 peaks. The relative position of the Kr and CH4 peaks
must first be determined as discussed in Sect. 4.1. Once the
position of the Kr peak has been established, one can deter-
mine when to cut off the CH4 peak in order to minimise the
Kr interference. There is a trade-off involved in removing
larger portions of the Kr interference as that requires larger
portions of the sample peak to be removed as well. If we as-
sume that the total Kr effect on δ13C for a sample amounts
to 0.8 ‰, a 90 % cut-off of the Kr peak brings the remain-
ing interference to 0.08 ‰, i.e. already below the usual mea-
surement precision of ca. 0.1 to 0.2 ‰. With this approach
most of the Kr peak is removed, while only about 10 % of
the CH4 peak is lost. In the case of the AWI measurements
this translates to a right integration boundary position of 3 s
after CH4 peak maximum. Clearly, this approach violates the
rule that the entire peak must be used for isotope analysis, but
this can be accommodated by the identical treatment princi-
ple (Werner and Brand, 2001). The consequences can be seen
in Fig. 12b. The price for this cut is a higher noise level of
ca. 0.35 ‰ and a systematic bias of ca. 0.2 ‰ which results
from systematic differences of the isotopic ratio along the
peak. The results of this simple cutting approach could be
improved when a certain peak fraction, i.e. 10 %, is cut off
instead of a fixed time as used here to accommodate for peak
shape changes in different chromatograms.
The simplicity of this approach allows for a first check
of whether and to what extent the δ13C data might be in-
fluenced by the Kr interference. It also provides confidence
Fig. 13. Results of artificially adding pure Kr to a CH4 sample.
(a) Both isotope ratios show a linear relation of the δ values with
the amount of Kr added. (b) The isotope ratios are closely corre-
lated (r2 = 1.00) and this relation can be used to correct for the Kr
interference without knowing the exact CH4-Kr mixing ratio of a
sample. Note that here the δ46/δ45 slope is shown, i.e. the inverse
value used in Eq. (9).
in the more sophisticated correction algorithm presented in
Sect. 5.4 as it yields a correction of similar magnitude.
We applied both the cut-off technique and the subtraction
technique on the large ice core data set measured at AWI
and conclude that both correction techniques provide similar
δ13C-corrected values (data not shown).
5.6 Correction using relations between δ45 and δ46
The following section describes a correction routine applied
by IMAU. The basis for this correction approach is the fact
that the Kr interference affects both the minor1 and the mi-
nor2 cup, thus δ45 (δ45/44) and δ46 (δ46/44) as shown in
Fig. 13. This leads to biases for both δ13C and δ18O, which
show a tight linear relation (e.g. Fig. 5).
A necessary prerequisite to using the δ45 / δ46 relation for
correction is the fact that the δ18O of the combustion product
CO2 is very similar for sample and reference air peaks. This
is usually the case because all oxygen atoms of CO2 are de-
rived from O2 during the combustion process. Consequently,
the δ18O deviation of a Kr-affected sample from a pure-CH4
sample can be ascribed to the influence of the Kr interference
on δ13C. Note that this assumption is only valid if sample and
the pure CH4 are measured closely together, at least on the
same day; otherwise the δ18O values are subject to long-term
drift caused by the redox state of the combustion furnace. To
apply this correction, the relation of δ45 / δ46 for the Kr inter-
ference has to be acquired. For this, we used the results from
the experiments where increasing amounts of Kr were added
to a CH4 sample (Sect. 3). For the correction, the following
equation is used:
δ13Ccorrected = δ13Cmeasured − (δ18Osample − δ18Oreference)
·slopeδ45/δ46, (8)
where δ13Ccorrected is the δ13C value after correction,
δ13Cmeasured is the raw measured value, δ18Osample and
δ18Oreference are the δ18O values of the sample and a bracket-
ing reference measurement of pure CH4, and slopeδ45/δ46 is
the slope of the experiments from Sect. 3 (see Fig. 13).
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The value used for the slope is δ45 / δ46 =
0.1388 ± 0.0008 ‰, or approximately 0.14 ‰ in δ13C
for 1 ‰ in δ18O. Note that for samples the introduced error
stemming from the uncertainty of the slope is small and
scales with the CH4 / Kr mixing ratio. As an example, for
a sample which is corrected by 1.39 ‰, a typical value for
glacial ice samples, the error due to the slope amounts to
only 0.008 ‰ and, thus, is small compared to the analytical
uncertainty of ca. 0.1 to 0.2 ‰. A second type of error
results from the measurement uncertainty of δ18O for both
the sample and the reference. Ideally, the measured δ18O
values for samples and references should only deviate due
to the Kr interference and should be equal for Kr-free CH4
samples. However, the δ18O values might vary over time
since the conditions of the combustion furnace can change
with time. Depending on how and in which intervals the
furnace is reoxidised with O2, the variability of δ18O is
dependent on the system used and should be checked before
this correction technique is used to correct a measured
data set of δ13C. Moreover, changes in the IRMS source
focusing may change the slope over time. The advantage
of this method is that it does not involve special software
to do the raw data correction as described in Sect. 5.4. To
calibrate this correction, it would suffice to have two gases
with known and different CH4 / Kr ratio.
Again, the results from the three intercomparison cylinders
provide the means to assess the Kr correction. The compar-
ison of Kr-corrected δ13C values measured with the original
IMAU method and measurements with the updated IMAU
system shows that the Kr-corrected values are very close to
the results from the updated IMAU system and the dual-inlet
measurement of NIWA (Table 2).
6 Summary and conclusions
This paper identified for the first time that Kr can severely
interfere with the measurement of δ13C of CH4 during CF-
IRMS analysis. The interference for δ13C can be as large as
2 ‰ if samples are measured which have high Kr-to-CH4 ra-
tios, e.g. air extracted from ice core samples or stratospheric
samples, relative to modern atmospheric air as reference gas.
In the ion source of the mass spectrometer the krypton iso-
tope 86Kr produces doubly charged ions with a m/z of 43.
We demonstrate that the lateral tail of this beam extends into
the major and partly also into the minor1 cup, compromis-
ing the measured m/z 44 and m/z 45 signal. We speculate
that the rather flat Kr interference observed in the minor2
cup (m/z 46) either results from a further extension of this
86Kr2+ tail or is due to reflections of the more abundant
singly charged Kr ions. As a result, all three Faraday cups
used for δ13C analysis are affected by the Kr interference.
The sign and magnitude of this bias is specific for the used
instrument and is dependent on the focusing; thus, the bias
can change over time. In this sense, the Kr interference can
lead to incorrect values, concentration effects (scale effects),
and drifts over time and can simply increase the measure-
ment noise. At constant instrument conditions, the δ13C bias
of atmospheric CH4 samples inversely scales with the CH4
mixing ratio since the Kr mixing ratio can be regarded as
constant. For example, air samples with lower CH4 mixing
ratios will yield higher (heavier) apparent δ13C values com-
pared to samples with higher CH4 mixing ratios. In the sec-
ond part of the paper we presented several strategies to tackle
the Kr problem. Existing methods can be adapted to separate
Kr from CH4 either before the combustion process or after
conversion to CO2. For existing data sets we propose several
correction methods to account for the Kr interference.
Regarding the implications of this effect, we identified the
following fields of research using δ13C of CH4 where the Kr
interference could be relevant if it is not taken into account.
The Kr interference is relevant if high accuracy in δ13C is
needed and/or samples with low CH4 / Kr ratio mixing ratios
are analysed. Note that round-robin intercomparison studies
aimed to identify offsets between laboratories cannot solve
this issue if pure-CH4 standards, synthetic-air mixtures (N2,
O2) or real samples with only one CH4 / Kr ratio are dis-
tributed. Examples for such studies are as follows:
– Palaeo-atmospheric studies on air with low CH4 / Kr
mixing ratios (atmospheric CH4 mixing ratios as low
as 360 ppb), e.g. during the glacial period.
– Current atmospheric studies in settings where the atmo-
spheric CH4 / Kr mixing ratio is considerably lowered
due to a loss process (e.g. high-stratospheric air sam-
ples, microbial oxidation in aerobic soil layers).
– High-precision and -accuracy studies of recent atmo-
spheric δ13CH4. Note that since the late 1990s when
many δ13CH4 long-term measurements started, by coin-
cidence the atmospheric CH4 mixing ratio has remained
unusually stable.
– Studies analysing the interhemispheric gradient of δ13C
which rely on measurements from different measure-
ment systems.
– Fresh or sea water samples which had atmospheric con-
tact having low CH4 / Kr mixing ratios due to higher sol-
ubility of Kr compared to CH4.
The compilation shows that the Kr interference is most rel-
evant for the atmospheric community since the demand on
accuracy is often high. However, δ13C analyses on CH4 in
other sample matrices could be biased by this effect as well.
In the case of natural-water samples which equilibrated with
the atmosphere, the higher solubility of Kr relative to CH4
(about a factor of 1.8) leads to a lower CH4 / Kr ratio for the
dissolved gases in the water phase. In settings where CH4
is consumed by methane oxidising bacteria (e.g. deep-water
samples), CH4 / Kr mixing ratios can approach values as low
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as 0.1 (nmol nmol−1) (Heeschen et al., 2004). Like for other
types of studies where the fractionation factor of a sink pro-
cess is analysed (e.g. stratospheric samples), any covariation
between the CH4 concentration and an erroneously measured
δ13C finally translates into an erroneous assessment of the
fractionation factor α.
The described effect in this paper could also be relevant for
other precise measurements using IRMS, where the gas ma-
trix of sample and standard are different and a variable com-
ponent produces a large beam with a m/z close to a target
mass of the analysed species.
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4.5.2. A posteriori correction of EDML and Vostok δ13CH4 data
The following strategies were applied to correct the PSU and AWI δ13CH4 measurements
for the Kr eﬀect and account for relative laboratory oﬀsets with respect to the VPDB
scale. The results are presented in table 5.1 of section 5.2.2.
EDML samples measured at AWI
AWI EDML measurements are corrected for Kr individually by a method applied to the
respective raw data chromatograms. The method uses the visible anomalies seen in the
m/z ratios 45/44 and m/z 46/44 and subtracts the modeled Kr peak area contributions (Kr
interference) from the raw data time series as described in 4.5.1. Afterwards, the respective
chromatograms are reprocessed with the modiﬁed raw data time series, and the isotopic
composition of the CH4 sample peak is calculated according to the standard procedure
described in section 4.3. Henceforth, these values are referred to as the ’Kr-corrected’
δ13CH4 values. In contrast, δ13CH4 values obtained without the subtraction algorithm
are referred to as ’original’ δ13CH4 values. The diﬀerence between original and corrected
values are termed ’Kr correction values’ or ’Δδ13CKr’. For the EDML time series, Δδ13CKr
range between 0.4  for interstadial (medium CH4 mixing ratios) to 0.8  during glacial
(MIS 2) and stadial conditions (lower CH4 levels, compare also ﬁgure 4.6). The results
are further calibrated internally and are tied to the VPDB scale as outlined in section
4.3.2 and 4.3.2.
Vostok samples measured at the PSU
Unfortunately, an analogous direct approach could not be applied to the Vostok ice core
δ13CH4 acquisitions performed at the PSU, as the raw chromatograms were not stored
after processing the δ13C data. Instead, it was necessary to ﬁnd an indirect way to correct
for the Kr eﬀect in the Vostok δ13CH4 time series. For the purpose of this correction, the
atmospheric krypton mixing ratio can safely be considered constant over time (Schmitt
et al., 2013; Headly and Severinghaus , 2007). If instrumental conditions are uniform, the
Kr eﬀect scales only with the atmospheric concentration of methane and is thus directly
proportional to the Kr/CH4 ratio (Schmitt et al., 2013). We inferred the linear relationship
between the Kr eﬀect and 1/CH4 from the laboratory inter-calibration samples of ”IPY” air
samples ( a detailed description is given in section 4.3.2) with diﬀering methane mixing
ratios but similar Kr levels (Note that the dilution of the ”IPY” samples with CH4 free
air did not aﬀect the noble gas concentration in the respective cylinders).
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Figure 4.6.: Magnitude of the Kr eﬀect Δδ13CKr derived from two distinct methods for the
AWI and PSU instrument.
a) The new δ13CH4 time series of Vostok (light blue) and EDML (red), the Holocene GISP II record
(Sowers (2010), dark blue, on its original time scale), and the published EDML record over termi-
nation I (Fischer et al., 2008) that was re-processed according to the procedures in this publication
(purple). The ’Kr-corrected’ time series are illustrated with thicker lines and large circles. The ’orig-
inal’ records before the correction are shown as thin lines with open circles.
b) The range of Δδ13CKr values applied as individual correction to the respective datasets to ac-
count for the Kr-bias on δ13CH4. The color coding is the same as in a). Note that Δδ13CKr of
both Vostok and GISP II data measured at the PSU were inferred indirectly from CH4 mixing ratios,
while the correction for the two EDML records is based on the Kr-induced anomaly derived from the
ion-current ratios (see section 4.5.1 for a detailed description of both approaches).
The raw data chromatograms of “IPY” air samples performed with the PSU instrument
were treated in the same way as the EDML ice core samples, with the routine adapted
to the speciﬁc characteristics of the PSU setup. Based on these PSU measurements, Kr
correction values of 0.12 , 0.26 and 0.66 for cylinders “CA03560”, ”CC71560”
and “CA01179” were obtained, respectively. To a ﬁrst approximation, Δδ13CKr scales
with the inverse of the CH4 mixing ratios of 1852 ppb, 906 ppb and 365 ppb (illustrated in
ﬁgure 4.7), yielding a dependence of Δδ13CKr to CH4 for the PSU measurements. Table
5.1 in section 5.2.2 provides a detailed compilation of results for the “IPY” air samples
for both the PSU and the AWI instruments.
When the linear Δδ13CKr - 1/CH4 relationship was applied to the CH4 mixing ratios of the
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Figure 4.7.: Linear scaling of the size of interference on carbon isotope measurements
caused by Kr (Δδ13CKr) relative to variations in CH4 mixing ratios for the PSU instrument
Atmospheric krypton mixing ratios are considered constant over time (Headly and Severinghaus,
2007). The size of the interference (Kr eﬀect or Δδ13CKr) thus scales inversely with CH4 concentra-
tions. Measurements of three ambient air samples were used to infer a linear relationship between
Δδ13CKr and the inverted CH4 mixing ratio for the PSU instrument, which was used to account for
the Kr eﬀect of ice core (Vostok, WDC05) and laboratory inter-calibration measurements (see section
4.3.2 for further details). Results for the IPY cylinder with a mixing ratio representative of glacial
conditions (“glacial”, 365 ppb) is shown as a light blue diamond, the one with “preindustrial” values
(906 ppb) in purple, and the one representative for modern concentrations (“present-day”, 1852 ppb)
in red, all illustrated with their corresponding 1σ error range. The linear relationship indicated as red
line allowed a ﬁrst-order estimate of Δδ13CKr for ice core samples measured at the PSU laboratory
based on interpolated CH4 mixing ratios of the respective samples inferred from data by Petit et al.
(1997).
Vostok ice core (Petit et al., 1997), the procedure yielded Δδ13CKr values in the range of
0.4 for interglacial conditions (e.g. MIS 5.e) to 0.7 and 0.8 for the glacial stages
MIS 2 and MIS 6, respectively (see ﬁgure 4.6). Note that while these corrections on the
PSU and AWI data of several tenths of a permille are signiﬁcant, they are still small
compared to the atmospheric changes of several permille observed in the ice core data on
glacial/interglacial time scales and do not inﬂuence the interpretations.
5. Results and Discussion
The following sections present novel datasets of atmospheric δ13CH4 and δD(CH4) from
EDML and from Vostok and their respective interpretation. An extended discussion of
a series of aspects that could not be covered in the publication (section 5.1) are pro-
vided in the subsequent section 5.2 in form of ”Extended Supplementary Information”
to indicate that a part of its contents were already included in the oﬃcial ”Supplemen-
tary Information” manuscript that accompanied the publication. For details about the
instrumental setups of the cooperating laboratories at the PSU and the Climate and En-
vironmental Physics division (KUP, University of Bern), the reader is therefore referred
to appendix D.2 where the oﬃcial supplemental materials are attached. Note however,
that the remaining content was merged into the respective chapters of this manuscript.
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5.1. Independent control of CH4 emissions and isotopic
composition over the last 160,000 years.
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Abstract
During the last glacial cycle, greenhouse gas concentrations ﬂuctuated on decadal and
longer timescales. Concentrations of methane, as measured in polar ice cores, show a close
connection with Northern Hemisphere temperature variability, but the contribution of the
various methane sources and sinks to changes in concentration is still a matter of debate.
Here we assess changes in methane cycling over the past 160,000 years by measurements
of the carbon isotopic composition δ13C of methane in Antarctic ice cores from Dronning
Maud Land and Vostok. We ﬁnd that variations in the δ13C of methane are not generally
correlated with changes in atmospheric methane concentration, but instead more closely
correlated to atmospheric CO2 concentrations. We interpret this to reﬂect a climatic
and CO2-related control on the isotopic signature of methane source material, such as
ecosystem shifts in the seasonally inundated tropical wetlands that produce methane. In
contrast, relatively stable δ13C values occurred during intervals of large changes in the
atmospheric loading of methane. We suggest that most methane sources—most notably
tropical wetlands—must have responded simultaneously to climate changes across these
periods.
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5.2. Extended supplementary information and discussion
5.2.1. The glacial EDML δ13CH4 record
The EDML δ13CH4 time series includes 129 data points and 32 replicates from diﬀerent
depth intervals with a mean reproducibility of the replicates of± 0.18 . A total of 19 out-
liers, either caused by machine instabilities or other experimental problems, were excluded
from the dataset and remeasured. Processing of the chromatogram for each measurement
was performed using a self developed, fully automated peak detection, integration and
referencing script written in the Python programming language (see section 4.3). This
script allows uniform and comprehensible background and peak detection, genuine au-
tomation for post-processing (e.g. long term trend corrections) and data archiving. Using
this script it was possible to reproduce published δ13CH4 data for termination I (Fischer
et al., 2008), which were obtained with the software provided with the MS (Isoprime,
Elementar, Germany) with an oﬀset of 0.10  (1σ: 0.17 , n=34) without and 0.17 
(1σ: 0.15 ) with correction for Kr interference (see chapter 4.5). Note that both oﬀsets
are smaller than the measurement uncertainty of this data set (Fischer et al., 2008, 0.3 ,
1σ). This re-evaluated record for termination I was used in Figures 1 and 2 in the main
text (cf. section 5.1) and is further shown in ﬁgure 4.6 for comparison with the unmodiﬁed,
uncorrected data of Fischer et al. (2008). The data are presented in Appendix C.
5.2.2. Laboratory inter-calibration between PSU and AWI
In order to minimize oﬀsets between the absolute standardization of both laboratory
setups at the AWI and the PSU, inter-calibration measurements were performed on three
IPY air samples (cf. chapter 4.3.2) and on ice core samples from the WAIS Divide ice core
WDC05 A (79 27.70S 112 7.510W; 1.759 masl.). Therefore, the dependence of Δδ13CKr
from CH4 was used to account for the Kr eﬀect encountered in the ice core and air sample
measurements using the PSU instrument. The results were compared with those for the
IPY air and WDC05A measurements performed with the AWI setup that were corrected
according to procedure described for the EDML ice samples in section 4.5.2. The results
for both systems yield an AWI-PSU laboratory oﬀset of 0.14 with respect to δ13CH4
and are presented in tables 5.1 and 5.2. As a ﬁnal adjustment, the Vostok δ13CH4 time
series was thus shifted by 0.14 towards lower values to account for the diﬀerences in
the absolute standardizations of both laboratories. Note that this inter-laboratory oﬀset
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is signiﬁcantly smaller than the measurement uncertainty of 0.3 , showing that the AWI
and PSU data sets are fully compatible after correction of the Kr eﬀect.
Table 5.1.: Comparison of δ13CH4 results for the measurements of air samples per-
formed at the AWI and PSU that were part of the ”2007 - IPY International Ice
Core Gas Inter-calibration Exercise”.
Ambient air was diluted with CH4 free air to resemble atmospheric methane mixing ratios typi-
cal for present day (1852 ppb), pre-industrial (906 ppb) and glacial (365 ppb) conditions. δ13CH4
values are reported with respect to VPDB. The ﬁrst two columns report original measurements,
the following two columns the respective values after the correction for Kr interference. Devia-
tions in the carbon isotopic signature caused by the ionized Kr (Δδ13CKr) and its dependency
on CH4 levels are summarized in the ﬁnal column. The results are further used to infer the
absolute standardization oﬀset between both laboratories.
Sample ID epoch δ13CH4 1σ δ13CH4 1σ Δδ13CKr
( ) ( ) ( ) ( ) ( )
Original Corrected for Kr
AWI analyses (5/2010)
CA03560 present day -47.14 0.05 -47.33 0.06 0.19
CC71560 preindustrial -47.07 0.09 -47.40 0.12 0.33
CA01179 glacial -46.25 0.11 -46.97 0.13 0.72
PSU analyses (7/2007)
CA03560 present day -47.08 0.16 -47.20 0.16 0.12
CC71560 preindustrial -47.15 0.10 -47.41 0.10 0.26
CA01179 glacial -46.86 0.06 -47.52 0.06 0.66
Diﬀerence (AWI - PSU)
CA03560 present day -0.06 -0.13
CC71560 preindustrial 0.08 0.01
CA01179 glacial 0.61 0.55
Average laboratory oﬀset 0.21 0.14
Standard deviation (1σ) 0.35 0.36
5.2.3. Model results for gravitational settling and diﬀusional
fractionation in the EDML ice core
During the enclosure of air bubbles in the polar ice sheets, the methane molecules like
other air components are subject to diﬀusion processes in the open pore space of the
ﬁrn column, which also aﬀect their isotopic composition archived after bubble close-oﬀ
(Schwander et al., 1988). In the diﬀusive ﬁrn zone methane is subject to gravitational
settling, which enriches the heavier isotope at the bottom of the ﬁrn column (e.g. Sowers
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Table 5.2.: δ13CH4 values of WDC05 A ice core material.
Samples were measured with the AWI and PSU instruments to further test the alignment of both
systems. No adjustments have been applied to correct for gravitational settling. Values denoted
as “original” are inferred according to the standard routines in the respective laboratories, before
the correction for Krypton interference. Acquisitions with the AWI instrument were treated
similarly with respect to EDML ice and IPY air samples in the Kr interference corrections
based on raw data, PSU measurements using the CH4 dependent Δδ13CKr to account for Kr.
WDC05A CH4 values and approximate age of the samples (hash sign) were interpolated from
data of Mitchell et al. (2011). Note, that the two PSU measurements (marked by asterisks) are
not from the same depth as the AWI sample, but δ13CH4 variability (1σ) is less than 0.3  over
the depth interval 161.5m (1593 AD) to 173.4m (1540 AD) and thus on the the order of the
analytical uncertainty (Mischler et al., 2009).
Sample ID Lab Depth Age# δ13CH4 1σ δ13CH4 1σ Δδ13CKr n
(m) AD ( ) ( ) ( ) ( ) ( )
Original Corrected for Kr
WDC05A* PSU 164.96 1571 -47.94 - -48.28 - 0.34 -
WDC05A AWI 166.78 1564 -47.53 0.03 -47.85 0.04 0.32 2
WDC05A* PSU 169.80 1551 -47.53 - -47.87 - 0.34 -
# interpolated values derived from WDC05A CH4 data by Mitchell et al. (2011)
* PSU values from Mischler et al. (2009)
et al. (1992)). In addition, strong concentration gradients caused by rapid atmospheric
methane concentration changes induce diﬀusive ﬂuxes that lead to isotopic fractionation
(Trudinger et al., 1997). Finally, thermal diﬀusion corrections are required when large
temperature gradients exist in the ﬁrn layer (Severinghaus et al., 2001). Temperature
variations at Vostok and at the EDML core site (Kohnen Station) were relatively small
and slow during the last glacial cycle. Hence, the ﬁrn column down to the close-oﬀ depth
was essentially in thermal equilibrium, and thermal diﬀusion eﬀects are thus negligible
for the datasets presented here.
In order to quantify the impact of gravitational settling and diﬀusion processes (DF) on
the carbon isotopic composition of CH4 for the EDML ice core, a modeling experiment
with a sudden and rapid increase of CH4 was carried out with the diﬀusion and enclosure
model by Schwander et al. (1993) adapted to glacial conditions at the EDML core site.
A methane pulse of 200 ppb with an initial increase rate of 4 ppb per year and the re-
spective decline of 0.25 ppb/yr (black line in ﬁgure 5.1, upper sub-ﬁgure) was prescribed
to the model as a peak value representation of the most vigorous natural methane rises
occurring during the last glacial cycle (e.g. at the strongest of the DO events (Johnsen
5.2 Extended supplementary information and discussion 117
et al., 1992) or the last two deglaciations). The colored model output curves in the
same sub-ﬁgure illustrate the respective methane concentration changes in isolated air
parcels at the modeled ”bubble” lock-in depth for three diﬀering glacial temperature and
snow accumulation scenarios at the core site. This three parameter sets include a ”min-
imal” (-52.14 C, 2.978 cm water equivalent per year (w.e./yr)), a ”maximal” (-46.64 C,
5.075 cmw.e./yr), and a ”best guess” scenario (-49.52 C, 3.859 cmw.e./yr), and are de-
rived from estimates by Siegenthaler et al. (2005) for a realistic representation of glacial
conditions at the EDML core location.
Figure 5.1.: Model results of fractionation processes in ﬁrn of EDML altering the isotopic
composition of CH4 for three prescribed local site temperature scenarios under glacial conditions
(Siegenthaler et al., 2005). In black the model input of CH4 mixing ratios (upper sub-ﬁgure) at
the model ”surface” with a base level typical for glacial conditions and a strong 200 ppm pulse
resembling the largest of CH4 increases observed at DO warmings and glacial-interglacial transitions.
The excursions in δ13CH4 values induced by the ”surface” CH4 concentration changes come about
due to by the separation of the two stable isotopologues of CH4 caused by diﬀusion processes.
Corresponding changes in δ13CH4 values of the air parcels are depicted in the lower sub-
ﬁgure. The initial drift of δ13CH4 towards values around -44.6 represent the (speciﬁc)
model approximation to equilibrium conditions. Still, the oﬀset to the value prescribed
for surface δ13CH4 is in good agreement with proxy results for gravitational separation
inferred from δ15N2 data for EDML (Landais et al., 2006). Surface δ13CH4 values are
held constant at -45 for an isolated consideration of processes occurring in the mod-
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eled ﬁrn pore space. Modeled peak deviations in δ13CH4 in response to the CH4 rise are
in the range of roughly -0.7  for the minimum (red line in Figure 5.1) to -1.0  for
the maximum site temperature scenario (purple line), respectively. However, this eﬀect
is relatively short-lived and decreases to levels below the experimental uncertainty limit
of 0.3  in less than 150 years after the initial methane increase, indicating that only
the δ13CH4 samples that closely follow strong atmospheric CH4 increases are considerably
aﬀected by the DF eﬀect in the EDML ice core. In the best guess scenario (blue line),
for example, values exceed half of the maximal excursion of -0.85  for only about 80
model years, and exceed the instrumental uncertainty for less than 120 years. After about
500 years the δ13CH4 value is essentially back at its value from before the CH4 increase.
During the slower decline of methane concentration back to the base level of 350 ppb,
the highest observed diﬀusional fractionation of 0.24  does not even exceed the mea-
surement uncertainty. In conclusion, only those data points of the EDML δ13CH4 record
may be aﬀected that fall within the relatively short time window during major methane
concentration increases. Seven samples have been identiﬁed to fulﬁll this criterion (see
the ”Method Summary” in section 5.1). In view of the small amount of aﬀected samples,
and the fact that the EDML CH4 record does not have the necessary resolution to infer
reliable estimates about the size of the DF eﬀect and the exact timing of the individual
onsets of the large glacial CH4 increases, no general correction for diﬀusion eﬀects were
applied to the datasets. However, one has to keep in mind that individual samples that
coincide with the rapid CH4 changes may be biased by a few tenth of a per mil towards
lower (more negative) δ13CH4 values.
Accordingly, all δ13CH4 data are solely corrected for gravitational fractionation. Vostok
samples have been corrected with interpolated δ15N2 data according to published proce-
dures (Sowers et al., 1992). For the EDML ice core no δ15N2 record is available to date
that covers the whole time interval of the presented δ13CH4 data. However, δ15N2 data
over the last glacial-interglacial transition vary only between 0.4 to 0.45 . Thus, EDML
values were shifted by a constant oﬀset of 0.41  to higher values. This 0.41  shift
reﬂects expected values for glacial conditions very well (Landais et al., 2006, 2010) and is
also in line with model results for EDML (EPICA community members , 2006). The error
introduced by this constant correction is at most 0.05  and thus negligible compared to
the overall analytical uncertainty of 0.3 .
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5.2.4. Age scales and ice core CH4 synchronization
If not stated otherwise, all records shown in the publication in section 5.1 are reported with
respect to the chronology by Lemieux-Dudon et al. (2010), hereafter denoted as “uniﬁed”
age scale. The chronology was developed by inverse modeling of multiple glaciological
and gas/ice stratigraphic constraints of EPICA and various other ice cores, in order to
implement a consistent chronology (see section 4.4 for more detail). Where applicable, a
direct age calculation was performed by linear interpolation of the depth-age relationship
provided by Lemieux-Dudon et al. (2010). Other records required additional conversion
steps according to the procedures described below.
Manual CH4 synchronization for Vostok δ13CH4 and CO2 records
The published Vostok depth to EDC3 gas age relationship for the Vostok CO2 record
provided by Lu¨thi et al. (2008) was adopted to infer corresponding interpolated EDC3
ages for the Vostok δ13CH4 data. However, an evident misalignment of the fast methane
concentration rises at Dansgaard-Oeschger (DO) event 24 compared to EDC CH4 data
was found (Loulergue et al., 2008). Because relative timings of δ13CH4 and CH4 rises is a
special focus of this thesis, this oﬀset was accounted for by manual methane synchroniza-
tion, described in more detail in section 4.4. In this case, ﬁve tie-points between DO event
21 and Termination 2 were selected at peak ﬂanks of the respective CH4 rises (table 5.3)
and the included data points were linearly interpolated to the EDC3 age scale (Parrenin
et al., 2007). The EDC3 ages including the adjusted section between 83.6 kyrBP and
128.9 kyrBP were then converted to the target “uniﬁed” age model. The adjustments
were applied to the Vostok CO2 record (Lu¨thi et al., 2008) and Vostok δ13CH4 presented
in section 5.1.
Manual CH4 synchronization for the Byrd atmospheric CO2 record
No oﬃcial age conversion to the “uniﬁed” age scale exists for the Byrd ice core. Hence,
another methane synchronization between the Byrd (Blunier and Brook , 2001) and EDML
CH4 records (Schilt et al., 2010) was performed in order to obtain corresponding EDML
depths, which were then converted to “uniﬁed” ages. The limitations of the methane
synchronization approach is acknowledged, especially if the resolution diﬀerences of the
compared CH4 datasets are large, or at times where CH4 variations are low and, thus,
tie-points are scarce (Blunier et al., 2007). However, the very good temporal agreement
of the Byrd (Ahn and Brook , 2008) and the EDML CO2 data (Bereiter et al., 2012)
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Table 5.3.: Manual CH4 tie-points used for the correction of the Vostok dating.
The synchronization of the misaligned Vostok section between 129-84 kyr BP (Lu¨thi et al., 2008)
was performed with EDC (Loulergue et al., 2008) and Vostok atmospheric methane records
(Chappellaz et al., 1990). The EDC3 ages of the ﬁve listed Vostok sample depths were adjusted
according to the corresponding EDC tie points. All Vostok records presented in this study are
dated according to this adjustments.
tie-point EDC depth EDC3 age EDC CH4 Vostok depth Vostok CH4
(m) years BP (ppb) (m) (ppb)
1 1241.67 83627 500.7 1266.83 500.1
2 1367.89 95866 470.2 1440.34 470.0
3 1473.40 106781 510.1 1536.00 510.8
4 1543.59 115081 480.2 1635.97 480.4
5 1723.46 128871 559.9 1881.99 560.1
show that the relative CH4 synchronization error is likely small and does not aﬀect the
conclusions in the publication. The list of manual tie-points applied in the Byrd–EDML
CH4 synchronization are presented in table 5.4.
No direct age conversion to the ”uniﬁed” target chronology could be applied to the
relative sea-level (rsl.) data, used for example in ﬁgure 1 of section 5.1, without invoking
an ad-hoc phase relationship between the sea level and the ice core records. Therefore,
the sea level record of Rohling et al. (2009) was given without any modiﬁcations, i.e. with
respect to the speleothem synchronized age-scale provided by Grant et al. (2012).
5.2.5. Extended discussion of rapid methane variability during the
last glacial
Dansgaard-Oeschger cycles
One of the main phenomena observed in the glacial δ13CH4 data is the lack of a direct
imprint of the rapid atmospheric methane concentration changes in conjunction with
millennial-scale climate variability on the carbon isotopic signature of methane. Figure 5.2
illustrates this missing coherence on the basis of six of the strongest Dansgaard/Oeschger
(DO) warmings of the last glacial period, but the observation similarly applies to the
remaining DO events (cf. e.g. ﬁgure 5.3). Also shown are the two major methane increases
of terminations I and II in the right pair of panels of the ﬁgure for completeness, indicating
a similar lack of δ13CH4 response to the corresponding CH4 rises. Corresponding segments
of CH4 (subplot 5.2 a) and δ13CH4 data (subplot 5.2 b), centered around the respective
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Table 5.4.: Methane synchronization tie-points used for dating the Byrd ice core.
The age conversion to the “uniﬁed” age scale (Lemieux-Dudon et al., 2010) is based on EDML
(Schilt et al., 2010) and Byrd (Blunier and Brook , 2001) atmospheric methane records.
tie-point EDML depth “uniﬁed” age EDML CH4 Byrd depth Byrd CH4
(m) years BP (ppb) (m) (ppb)
1 717.02 11599 609.35 1071.76 574.28
2 829.64 14543 529.66 1195.84 543.30
3 1070.95 23231 383.60 1446.29 361.95
4 1154.20 27748 392.50 1498.37 392.42
5 1173.61 28810 419.31 1526.10 417.05
6 1233.17 32339 435.59 1595.76 443.86
7 1260.48 33728 456.60 1617.35 417.67
8 1286.47 35417 467.63 1654.37 449.47
9 1337.80 38258 488.11 1716.45 490.03
10 1365.07 39433 423.15 1744.35 415.49
11 1403.97 41378 443.35 1780.49 422.27
12 1436.97 43074 452.35 1806.94 441.63
13 1489.88 46719 469.20 1863.57 461.97
14 1601.65 53264 491.10 1960.44 488.11
15 1627.36 54732 493.91 1973.59 491.04
16 1666.48 57333 532.10 2000.30 523.93
17 1680.64 58176 538.28 2011.48 533.62
18 1688.09 58586 497.84 2017.44 463.90
19 1760.37 63448 468.08 2062.90 476.49
20 1860.22 71706 470.32 2082.65 460.38
21 1914.24 75872 460.21 2100.52 455.18
22 1949.26 78706 480.43 2111.69 494.55
23 2023.03 85207 550.63 2133.58 546.72
24 2065.88 89241 493.35 2139.75 489.08
methane rise, have been aligned in order to illustrate the phasing and individual timings of
the concentration changes and the corresponding changes in δ13CH4. Note that the data
points in δ13CH4 closest to the most vigorous methane increases are possibly biased by
diﬀusional fractionation (DF) in the ﬁrn column. The DF may lead to biased δ13CH4 data
close to major CH4 changes by up to -1  (see the discussion in ?? for further details).
The two negative δ13CH4 excursions at DO8 and termination I, for example, are located
so close to the corresponding methane increase that they are presumably aﬀected by the
DF eﬀect. It is crucial to know the exact onset of concentration changes at the surface in
order to constrain which samples are deﬁnitively aﬀected, and the EDML data by Schilt
et al. (2010) does not provide such highly resolved CH4 reconstructions. Nevertheless, a
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150 yr box was introduced in ﬁgure 5.2 (gray bar) to visually mark the range where δ13CH4
values are potentially biased by DF. The choice of 150 yrs is derived from the ﬁrniﬁcation
model exercise presented in section 5.2.3 and corresponds to the period where the modeled
eﬀect of diﬀusional fractionation exceeded the experimental uncertainty range of 0.3
in the maximum surface temperature/accumulation rate scenario. Note, however, that
the 150 yr box likely represents an overestimation, as it is aligned with the visual center















Figure 5.2.: δ13CH4 response to DO climate variability. The panels show a selection of major
DO methane increases during the last glacial period and the respective imprint on the CH4 carbon
isotope signature. a Six strong methane rises (color coding in the ﬁgure legends) coeval to major DO
events (left and middle ﬁgure column) and the two ultimate terminations (right column) in a 6,000
year time window aligned and centered around the major methane rise (illustrated by the vertical
gray line). CH4 data from the EDML ice core (Schilt et al., 2010). b Time windows of the respective
δ13CH4 data sections from Vostok and EDML (this study, color coding and alignment according to
a). The shaded bar represents the 150 year time window, in which data points might potentially be
biased by diﬀusional fractionation beyond the measurement uncertainty.
The predominant sink for atmospheric CH4 is the oxidative removal by ·OH radicals
within the troposphere. Atmospheric chemistry models suggest that changes in the sink
account only for a small proportion of the atmospheric CH4 concentration variability
5.2 Extended supplementary information and discussion 123
over the last glacial-interglacial transition and Quaternary changes of the ·OH induced
tropospheric oxidation varied by less than 17% (Crutzen and Bru¨hl , 1993; Thompson
et al., 1993; Martinerie et al., 1995; Levine et al., 2011b). As a consequence, the main
reason for DO CH4 variability should be found in variations of the sources. Some possible
explanations for the observation of a systematically missing response in the δ13CH4 record
to DO methane variability are discussed in the publication in section 5.1. In the following
paragraphs, the focus will lie on some aspects of source changes that would have exceeded
the scope of the discussion in the publication. A more detailed review of sink changes
and how they may have aﬀected the carbon isotopic signature of methane will also be
included later in this chapter.
Source changes | The lack of net eﬀects on the δ13CH4 record at all rapid concentra-
tion changes during the last glacial period and during the last and penultimate glacial
termination illustrated in ﬁgure 5.2 implies that climate-related changes of the source mix
composition do not exert primary control on short-term δ13CH4 variability. A considerable
role of isotopically depleted high-northern latitude sources to DO CH4 increases (Brook
et al., 1996; Da¨llenbach et al., 2000), for example, is similarly precluded by the δ13CH4
data as a possible systematic increase of highly 13C enriched emissions from wildﬁres or
from geologic sources. The inﬂuence of geologic sources is presumably more important
for long-term climatic changes with implications for sea-level and global ice volume. Re-
duced sea-levels are assumed to have consequences for hydrostatic pressures and water
column heights over marine CH4 seeps or the exposure of subaereal sea-ﬂoor seeps on con-
tinental margins, and terrestrial gas seeps may respond to crustal deformations induced
by glacial advances and retreats (Judd et al., 2002; Luyendyk et al., 2005; Etiope et al.,
2008b). Methane emitted by sub-glacial environments (Wadham et al., 2008; Boyd et al.,
2010; Wadham et al., 2012) and from Arctic continental shelves are similarly bound to
the advance and retreat of the large Laurentide and Fennoscandian ice sheets and may
thus contribute to long-term CH4 variations but are not expected to be of importance
on millennial time-scales. Therefore, these groups of sources will be discussed in section
5.2.6, which covers long-term changes of δ13CH4.
The frequency and severity of wildﬁres is assumed to be elevated during DO interstadials
compared to stadials (Power et al., 2008; Daniau et al., 2010). Based on reconstructions
of charcoal records from various sites world-wide, the authors attribute the enhanced ﬁre
activity during interstadials to elevated net primary productivity (NPP), expansion of
woody and shrub-like vegetation and, thus, above-ground biomass and fuel availability.
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Moreover, due to diﬀerences in ﬂame temperatures and smoldering, increasing propor-
tions of woody vegetation associated with DO interstadials (Harrison and Sanchez Gon˜i ,
2010) are believed to emit higher amounts of reduced trace gases in comparison to stadial
conditions with more open vegetation and a presumably higher abundance of grassy and
herbaceous plant types (Randerson et al., 2005). Savanna grass pastures and dry open
canopy ecosystems more prevalent in stadials are expected to burn with higher temper-
atures and oxygen supply and, thus, were not likely to produce considerable amounts
of methane (Bowman et al., 2009). However, the wildﬁre frequency can not be used as
an unambiguous measure for the size of CH4 emissions associated with it. The rapidly
decreasing amount of charcoal sample sites with increasing ages in Daniau et al. (2010)
further raise the question as to if and to what degree the inferred z-scores are representa-
tive for a global assessment of wildﬁre activity in earlier phases of the last glacial period.
Nevertheless, the δ13CH4 data do not provide any indication for considerable, systematic
increases of wildﬁre CH4 emissions during DO interstadials.
It is further not very plausible to assume that large proportions of the rapid DO CH4 in-
creases were induced by combinations of emissions from two sources, whose net eﬀect on
δ13CH4 have mutually canceled each other out. Not considering the unknowns associated
with the question of how quickly boreal sources such as thermokarst lakes are likely to re-
spond to DO interstadial warming, it is similarly unclear whether potential compensatory
emissions from wildﬁres could contribute substantially to initial phases of the respective
CH4 increases, because the changes in NPP and vegetation shifts are assumed to cause
a delay in the range of centuries (Harrison and Sanchez Gon˜i , 2010). Therefore, this is
highly unlikely to have been an inﬂuential factor in early phases of DO CH4 rises. And
in light of presumably diﬀering climate boundary conditions at each of the DO events,
the requirement of a quasi-synchronous activation of both source contributions without
any net eﬀect on δ13CH4 casts doubt on the inﬂuence of this mechanism on DO CH4
variability in general.
Unfortunately, δ13CH4 data cannot resolve whether and to what degree aerobic CH4 pro-
duction by terrestrial plants may have played a role in DO CH4 variability. Median δ13C
values for CH4 emissions from recent plant material range from -58.2  to -67.0  for C3
and from -49.5  to -52.3  for C4 plant biomass in estimates from Keppler et al. (2006)
and Vigano et al. (2009), respectively. Assuming that the signatures were tendentially
more enriched during glacial climate conditions, e.g. due to the eﬀects imposed by lowered
CO2 concentrations on C3–C4 plant abundance and C3 biomass carbon isotope signatures
(see the respective paragraphs in section 5.2.6 for more details), the range would still
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considerably overlap with biogenic sources such as tropical wetlands. Accordingly, the
δ13C signatures of CH4 emissions induced by aerobic production in plants were presum-
ably too close to the expected mean CH4 source signature to even qualitatively discuss
potential stadial-interstadial changes with respect to this source and its consequence for
the δ13CH4 record. However, larger emissions of plants could be expected for periods of
increased global ecosystem NPP, especially in combination with elevated levels of solar
insolation during summer. The mean insolation of the summer months June, July and
August are usually considered the important period for CH4 production (e.g. Christensen
et al. (2003), here especially in northern latitudes). Regardless of the latitudinal band
the emphasis is exactly placed on in the consideration (except maybe for latitudes beyond
60  North), MIS 3 is associated with elevated mean summer insolation maxima (Berger
and Loutre, 1991), and DO interstadials are periods of increased NPP (Harrison and
Sanchez Gon˜i , 2010; Severinghaus , 2009). Therefore, aerobic plant emissions presumably
contributed greater amounts of CH4 during interstadials than during stadials, and likely
also more in MIS 3 than in MIS 4 and 2.
The ”Clathrate Gun Hypothesis” by Kennett et al. (2003) invokes signiﬁcant and sudden
emissions from gas hydrates in shallow sediments on the ocean ﬂoor that were decomposed
in response to oscillations of intermediate water temperatures. The methane released from
these gas hydrate deposits would have contributed to temperature rises, which would in
turn further destabilize clathrate deposits in a kind of positive feedback mechanism. Given
the long durations of some of the DO events (e.g. 10-12, 14, 20 and 21), the global gas hy-
drate inventory may simply not be large enough to have supplied the amount of methane
needed to initiate and maintain the increases in atmospheric concentrations (Etiope et al.,
2008b), especially in view of the relatively quick succession of events observed during the
last glacial period. Moreover, highly resolved CH4 concentration records, notably those
from Greenland, should be able to detect short-lived (and thus catastrophic) releases of
clathrate derived methane during periods of DO CH4 variability, these records do not pro-
vide any indication for such events (Brook et al., 2000; Flu¨ckiger et al., 2004; Huber et al.,
2006; Grachev et al., 2009; Bock et al., 2012; Baumgartner et al., 2013). The contributions
of marine clathrate emissions cannot be unambiguously resolved by δ13CH4 data, as the
empirical range of source signatures covers almost the full spectrum of natural δ13C vari-
ability from isotopically enriched thermogenic CH4 of geologic origin (∼-40 ) to strongly
depleted signatures for biogenic methane produced in ocean sediments (Milkov , 2005, ∼-
75 ). However, Milkov (2005) argue that the total mass of hydrate bound methane of
geologic origin is signiﬁcantly smaller globally than that of microbial origin. As a result,
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the global average δ13C signature of methane in marine gas hydrates is estimated to val-
ues below -60 . Taking this estimate at face value, large episodic releases of clathrate
bound methane would be detectable in δ13CH4 records, especially during MIS 4 and 2
when δ13CH4 base levels were relatively enriched, but also during the globally slightly
warmer MIS 3. None of the DO CH4 increases between MIS 4 and 2 provide indication of
corresponding excursions in δ13CH4. In view of the relatively depleted typical δ13C signa-
tures of CH4 from clathrates postulated in Milkov (2005), large contributions to DO CH4
increases are considered unlikely. Finally, marine hydrate emissions represent the source
with the most enriched signature wrt. δD(CH4), with an estimated 100 to 150  diﬀer-
ence to the mean signature of all sources. Accordingly, signiﬁcant CH4 emissions from
marine hydrates would induce signiﬁcant excursions towards enriched values in δD(CH4),
which are observed neither for the last glacial-interglacial termination (Sowers , 2006) nor
for two pronounced DO events 7 and 8 (Bock et al., 2010b), also in line with 14C data for
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Figure 5.3.: Variability in two atmospheric trace gases over more than a full glacial cycle.
From top: δ18O of precipitation (EPICA community members, 2006, EDML), composite record of
δ13C of CH4 (open blue circles from EDML, closed light blue circles from Vostok, this study, closed
dark blue circles from EDML (Fischer et al., 2008)), composite record of CO2 (closed red circles from
EDC (Monnin et al., 2001), closed blue circles from Byrd (Ahn and Brook , 2008), closed unicolored
circles from Talos Dome/EDML (Bereiter et al., 2012) and open circles from Vostok (Petit et al.,
1999), more details in section 5.2.6), atmospheric methane concentration (Schilt et al., 2010, green
line, EDML). The estimated onsets of Heinrich events (H) are indicated by dark red arrows, DO
interstadials as black, corresponding AIMs as red numbers. The records are given wrt. the ’uniﬁed’
chronology (Lemieux-Dudon et al., 2010).
Sink changes | Considering sink processes, signiﬁcant changes to δ13CH4 would require
either considerable changes to the typical fractionation α associated with one or more of
the inﬂuential individual sinks, or large relative shifts in the contribution of individual
sinks to the overall sink term. Proportional scaling of the general oxidative capacity of at-
mospheric and terrestrial sinks would aﬀect the atmospheric residence time of CH4 (τCH4)
but would remain entirely neutral wrt. the isotopic signature of methane under steady
state conditions (Tans , 1997). As indicated earlier in this chapter, the tropospheric oxi-
dation by ·OH radicals is believed to vary in the range of up to 17% on glacial-interglacial
time-scales (Crutzen and Bru¨hl , 1993; Thompson et al., 1993). Subsequent model studies
suggest that the variation may be even larger (25% and 22%), due to substantial changes
in the concentration of NMVOCs over the course of the glacial termination that were not
included in the previous studies (Valdes et al., 2005; Kaplan et al., 2006). NMVOCs are
short-lived compounds such as isoprene, terpenes, acetone, methanol and various others
emitted mainly by terrestrial vegetation and are known to compete with CH4 for their
common primary sink, the tropospheric ·OH radicals. The changes in ·OH concentration
between the LGM and the PIH were calculated to induce a lifetime increase of 17–29%
during termination I (Valdes et al., 2005; Kaplan et al., 2006). However, Levine et al.
(2011b) inferred from a chemistry-transport model that the increase in τCH4 caused by
NMVOCs would largely be compensated by increasing air temperatures over the same pe-
riod that would have induced elevated humidity and thus increased both ·OH formation
and reactivity towards CH4 due to altered kinetics, reducing the expected overall changes
of τCH4 to only 2–3%. In a follow-up study, Levine et al. (2012) demonstrated that the
two physical eﬀects of changes in air temperature similarly negate elevated NMVOC con-
centrations (by ∼10%) during idealized DO interstadials in comparison to the respective
stadials (Hopcroft et al., 2011). Accordingly, one direct implication of this ﬁndings for
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DO CH4 variability would be that the CH4 concentration changes are almost entirely
source-driven. Another is, that a relative reduction of the ·OH fraction with a relatively
low fractionation factor α in favor of sink processes that induce higher fractionations could
be considered rather unlikely, implying that no major changes to the overall sink frac-
tionation occurred during DO stadial-interstadial transitions. Whether the changes of
the kinetics of the removal reaction of CH4 through ·OH due to air temperature changes
during DO climate variability would have a consequence for αOH has not been determined
yet. However, αOH was postulated to be independent of temperature variability between
0  and 80 C (Cantrell et al., 1990; Saueressig et al., 2001). Moreover, despite the rela-
tively large temperature diﬀerences of several degrees inferred for high-northern latitudes
over DO stadial-interstadial transitions (e.g. Huber et al. (2006)), temperature variability
in tropical regions was presumably much lower and in the range of 0.4–1.0 C (Hopcroft
et al., 2011). Given that only an estimated 25% of the CH4 is oxidized outside of the
tropics (Levine et al., 2011b, and references within), the fractionation induced by the KIE
of ·OH should not be aﬀected signiﬁcantly.
Glacial-interglacial changes of the stratospheric sink, a combination of CH4 removal by
·OH, O1D and Cl·, was estimated to be negligible due to the minimal total eﬀect on
δ13CH4 induced by this source (Schaefer and Whiticar , 2008, and references within), in
line with results by Martinerie et al. (1995). Similar assumptions can be made for DO
climate variability. Another sink, however, is considered variable on glacial-interglacial
time-scales. CH4 oxidation in soils is controlled by diﬀusion, soil moisture and micro-
bial oxidation rates (Schaefer and Whiticar , 2008, and references within). Schaefer and
Whiticar (2008) suggest that the soil sink would almost be absent during the LGM.
That would be due to lowered glacial temperatures, the generally drier glacial conditions,
changes in the ice-free surface area available for CH4 uptake, and ﬁnally, lowered atmo-
spheric CH4 concentrations, which is expected to cause most soil microbial communities
to starve. These assumptions were in line with a process-based model which proposed a
near shut-down of the soil sink during the LGM (Kaplan, 2002, ∼0.6Tg yr−1). Due to the
temperature dependency of the microbial soil oxidation reaction, the fractionation αSoil
induced by this sink was presumably increased during the glacial period. The combined
eﬀects of reduced contributions of the soil sink and changes to αSoil inferred for the LGM
led to a glacial-interglacial diﬀerence of the total sink fractionation εWT of ∼2.3  wrt.
δ13CH4 in the ﬁrst-order approximation by Schaefer and Whiticar (2008). This value is
based on two assumptions that presumably make the total eﬀect of the soil sink an upper-
limit estimate for the glacial period. First, the LGM-PIH global temperature diﬀerence of
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7 C that was chosen for consistency with the study by Collatz et al. (1998) is signiﬁcantly
higher than estimates from other, more comprehensive climate models (Joos et al., 2004;
Braconnot et al., 2007; Claussen, 2009; Woillez et al., 2011), which center around values
of 4 C for the respective change. Second, the main cause for the postulated near shut-
down of the soil sink during the LGM was the proximity of the glacial CH4 concentration
minimum to the linearity threshold for microbial kinetics, presumably causing most of
the methanotrophs to starve under those conditions (Schaefer and Whiticar , 2008). How-
ever, stadial CH4 base levels were elevated by ∼100 ppm over much of the glacial period in
comparison to the LGM. The microbial starvation should thus be less pronounced during
MIS 5–3 stadials and less inﬂuential during DO climate variability. Moreover, elevated
summer solar insolation in mid-northern latitudes during MIS 3 should have maintained
suitable conditions for methanotrophic soil respiration also in the extra-tropical, not per-
manently ice-covered Northern hemisphere. Finally, (except for peak glacial conditions in
the LGM) there is no apparent reason to assume that the soil sink was drastically reduced
in tropical regions, especially in view of the shift of ice-free land area from higher lati-
tudes to tropical regions due to lowered sea-levels and the exposure of continental shelves
(Kaplan, 2002; Prentice et al., 2011). Performing a ﬁrst-order approximation for an ideal
stadial-interstadial change of 100 ppb with the assumptions of an unchanged stratospheric
sink, a stadial-interstadial diﬀerence of global annual mean temperature of 2 –3 C , and
an upper-bound estimate of a doubling of the soil sink fraction of 3% (∼5Tg yr−1 of a
170Tg yr−1 total sink ﬂux) during stadials to 6% for interstadials (∼12Tg yr−1 out of
207Tg yr−1) would in both cases lead to a change of the total sink fractionation ΔεWT
of ∼+0.55 , i.e. almost twice the analytical uncertainty of the δ13CH4 measurements.
Note that the sink fraction increase of 3% in this example was prescribed to be entirely
at the cost of the ·OH sink (with very low αOH) in order to maintain a total sink of 100%.
Including the stratospheric sink in a proportional reduction in favor of the soil sink only
slightly reduces Δε to values around 0.5 , which should still be detectable in δ13CH4
as enriched values during interstadials. Except for stadial-interstadial shifts in ice-free
surface area, the response to increased temperatures and diﬀusive CH4 ﬂux should have
a rather instantaneous eﬀect on the soil sink. However, there is no apparent systematic
increase in DO interstadial δ13CH4 in the data, suggesting that the assumptions about
the soil sink activation during DO warmings or the stadial base activity likely represent
an upper limit.
The ﬁrst-order estimates mentioned thus far disregarded an inﬂuence by the chlorine rad-
ical sink in the MBL, which was postulated based on the observations of anomalously
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depleted values of atmospheric δ13CH4 and an exceptionally high seasonal variability in
the southern Paciﬁc (Allan et al., 2001a,b; Platt et al., 2004; Allan et al., 2005, 2007,
2010; Lassey et al., 2011). Similar to the soil sink, the MBL Cl sink (ClMBL) is considered
very inﬂuential wrt. δ13CH4 owing to the relatively high fractionation associated with the
CH4 removal via Cl radicals (Saueressig et al., 1995, αCl>1.06). Accordingly, an assumed
3-4% contribution of ClMBL would cause a 2.6  higher total sink fractionation εWT than
estimates disregarding this sink. Levine et al. (2011a) have used a variety of general
circulation models to calculate ClMBL concentration changes as a function of tempera-
ture and ocean surface wind speeds for the last glacial-interglacial termination and found
ClMBL variations that would induce changes to δ13CH4 in the range of 10% of the 3.5 
diﬀerence between the LGM and the early Holocene (Fischer et al., 2008). Respective
changes of ClMBL for DO variability are not easy to quantify, as these rapid, short-term
changes of global climate parameters are profoundly diﬀerent to those of a deglaciation.
Changes in the sea-salt aerosol (SSA) concentration over DO cycles recorded in polar ice
cores (e.g. Fischer et al. (2007)), which is assumed to be associated with the formation
of ClMBL (Levine et al., 2011a, and references within), suggest that there is the potential
for DO variations in ClMBL formation. However, the model simulations by Levine et al.
(2011a) inferred a reduction of ClMBL abundance for the LGM, which is interpreted as the
primary cause for the associated modeled depletion in δ13CH4, although ice core records
indicate an LGM increase in sea salt by a factor of 15 and 3 for the Arctic and Antarctic,
respectively (Fischer et al., 2007; Levine et al., 2011a). Accordingly, the correlation of
global ClMBL abundance and SSA concentrations does not seem to be a reliable indica-
tor for potential DO changes in δ13CH4 induced by the ClMBL sink. Simple scaling of
the estimated ClMBL sink eﬀect to DO temperature variability (i.e. ∼50% of 0.35 ),
supposedly justiﬁed by its inﬂuence on the kinetic reaction rates of ClMBL with CH4,
would yield a DO interstadial enrichment below the analytical uncertainty threshold of
the δ13CH4 acquisitions. However, in combination with the estimates for changes in the
soil sink, stadial-interstadial changes in εWT should lead to δ13CH4 variability in the range
of 0.35  to 0.65 .
Heinrich events
While δ13CH4 variability appears to be fundamentally decoupled from DO CH4 changes,
there are indications of an inﬂuence of the climatic perturbations caused by the strongest
Heinrich events (H) on the methane isotopic signature. Heinrich events are periods of
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500± 250 years characterized by massive discharges of icebergs calving from the Lauren-
tide and (to a lesser degree) Fenno-Scandian ice sheets evidenced by layers of ice-rafted
debris (IRD) recorded in marine mid-latitude sediment cores in the North-Atlantic re-
gion (Heinrich, 1988; Bond et al., 1993; Hemming , 2004). These events are associated
with pronounced northern-hemispheric cooling and a strong global precipitation feedback
(Wang et al., 2001, 2004, 2008b; Fleitmann et al., 2009; Kanner et al., 2012). The cooling
is thought to be due to a strong reduction in or even stagnation of North Atlantic Deep
Water formation induced by the massive freshwater input and corresponding reduction
of sea surface salinity (Bond et al., 1993; Shackleton et al., 2000; McManus et al., 2004)
that is essential for the latitudinal heat transport from the tropics to the North Atlantic
via the AMOC. Consequently, the cooling in North-Atlantic regions is accompanied by
signiﬁcant warming in the southern hemisphere that is documented i.a. by a sea-level rise
in the order of 10-30m (Siddall et al., 2003; Arz et al., 2007; Rohling et al., 2009; Grant
et al., 2012) and by increasing temperature over Antarctica (Blunier and Brook , 2001;
EPICA community members , 2006; Jouzel et al., 2007).
The δ13CH4 data indicate a short term enrichment of more than 1  in response to the
arguably strongest glacial H event 4 at ∼40 kyrBP, as well as pronounced maxima in
the δ13CH4 record at H5, H6, H8 and even H11 (see ﬁgure 5.3), which interrupts termi-
nation II (de Abreu et al., 2003). The same H event 4 similarly caused a dip in δD of
methane measured on NGRIP ice by Bock et al. (2010b), both the δ13C and δD response
in CH4 roughly coinciding with the H4 induced Southern Ocean warming, indicated by
the corresponding Antarctic temperature increase (EPICA community members , 2006,
see ﬁgure 5.4). While the ∼500 year enrichment trend in δ13CH4 is suddenly inversed
within < 150 years at around 39.4 kyrBP following the Southern Ocean temperature and
CO2 increase (discussed in the following sub-section), δD(CH4) data show a plateau for
additional ∼700 years at around -82  before the steep δD(CH4) drop of 16  occurred a
few centuries before the major CH4 increase at DO event 8. The strong drop in δD(CH4)
could only be explained by strongly δD depleted northern high-latitude CH4 emissions
due to a strongly depleted water source. Assuming a signiﬁcant diﬀerence in δ13C sig-
natures of boreal vs. tropical sources this seems not to agree with our new observations
of δ13CH4, which are stable in that time. δD(CH4) is assumed to predominantly reﬂect
the δD signature of environmental water (Waldron et al., 1999; Chanton et al., 2006;
Sowers , 2006; Bock et al., 2010b). Thus, the 16  shift in δD(CH4) would suggest an
increasing contribution of boreal CH4 sources due to relatively depleted precipitation in
high northern latitudes. CH4 data from NGRIP suggest only minor CH4 concentration
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increases (< 30 ppb) (Baumgartner et al., 2013) coeval to the δD(CH4) shift, while EDML
merely indicates a plateau ( the diﬀerence may arise from the diﬀerent gas enclosure char-
acteristics at both sites). Contemporary δ13CH4 levels do not show a clear trend. From
the perspective of assumed considerable diﬀerences for the δ13CH4 signatures of boreal
and tropical wetlands, the new δ13CH4 observations cannot support the assumption that
the 16  drift in δD(CH4) is due to elevated boreal wetland CH4 emissions. Note that
the diﬀerence of the source isotopic signature of boreal and tropical wetlands is hardly
constrained and that a smaller diﬀerence of the latter would bring both interpretations
to closer agreement: CH4 concentration and δ13CH4 are mainly determined by tropical
processes while δD(CH4) indicates boreal imprints superimposed.
Classically, the δ13C trend during H event 4 towards higher values would call for emissions
of CH4 from an enriched source like biomass burning or thermogenic CH4 from geologic
sources, or alternatively, a corresponding sink eﬀect. Geologic emissions are not expected
to change on such short time-scales (Judd et al., 2002). In fact, they are not assumed
to change considerably even over glacial-interglacial time scales (Luyendyk et al., 2005;
Etiope et al., 2008b, discussed in more details in section 5.2.6 below). Findings from
stadial-interstadial paleo-ﬁre reconstructions (Daniau et al., 2010) suggest lower wildﬁre
activity during stadials rather than higher, in line with the contemporary negative excur-
sion in δD(CH4). Relative shifts in the sink mix, e.g. an increasing importance of the
ClMBL sink during Heinrich events due to major changes of ocean surface wind velocities
as a consequence of increasing latitudinal temperature gradients, or variations of the soil
sink due to the changes in global precipitation patterns and soil temperatures, would both
induce changes in the same direction wrt. δD and δ13C of methane and can thus be ruled
out as valid explanations. Similar to what is observed for the MIS 5–4 transition, the
δ13CH4 and δD(CH4) evolution over H4 and the subsequent DO events 7 and 8 appear
entirely independent of each other.
The lack of covariation of δ13CH4 and δD(CH4) during these periods supports the idea
that both CH4 isotopic species are dominated by entirely independent parameters, i.e. the
carbon isotopic signature of decomposing plant biomass on the one hand and hydrological
variations reﬂected in δD(CH4) on the other. A relatively precise picture of the global
extent (Voelker , 2002) and the local implications of reduced AMOC and Heinrich stadial
climate can be drawn from the increasing wealth of terrestrial and marine proxy evidence
(see e.g. Clark et al. (2007) for a comprehensive review). The hydrological implications
of Heinrich events on low-latitudes and tropical wetlands, however, are neither uniform
nor unequivocal. For example, while the hydrological cycle during Heinrich events was
134 5. Results and Discussion
Figure 5.4.: δ13CH4 & δD(CH4) response to Heinrich event 4. This ﬁgure illustrates the
variations of (from the bottom) atmospheric methane concentration (Schilt et al., 2010, EDML),
both δD (Bock et al., 2010b, NGRIP) and δ13C of CH4 (EDML, this study), and δ18O of precipitation
(EPICA community members, 2006, EDML) over a period of ﬁve DO events (black numbers) and
Heinrich event 4 (H4, the potential onset indicated by a dark red arrow) during MIS 3 as recorded
in ice cores. The records are given wrt. the ’uniﬁed’ chronology (Lemieux-Dudon et al., 2010).
enhanced over northeastern Brazil (Wang et al., 2004) and in the Peruvian Altiplano
(Baker , 2001) and Andes (Kanner et al., 2012), northeastern Africa and large parts of
Asia were presumably drier (Ivanochko et al., 2005), which led to a suppression of Arabian
and East Asian monsoons (Wang et al., 2001; Cai et al., 2006; Lewis et al., 2010). These
changes are associated with a latitudinal displacement of the mean position of the ITCZ
that is associated with major changes in the distribution patterns of global precipitation
(Lea et al., 2003; Burns et al., 2003; Wang et al., 2004; Cruz et al., 2005; Peterson and
Haug , 2006; Leduc et al., 2007; Wang et al., 2008b). However, the local consequences on
the hydrology, areal extent, the productivity and seasonality of tropical wetlands are not
known, and so are the global implications for δ13CH4 and δD(CH4) of tropical wetland
emissions. Vegetation shifts during Heinrich events occur on a global scale (reviewed for
example in Hessler et al. (2010)), such as shifts from open to closed canopy vegetation
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with potential implications for C3/C4 plant ratios presumably aﬀecting δ13CH4, but a co-
herent picture of the consequences of vegetation and hydrological changes especially wrt.
wetland vegetation remains elusive. Accordingly, one can only speculate that the Heinrich
δ13CH4 changes were a consequence of a net increase of contributions from C4 vegetation
decomposed in tropical wetlands, that may have been induced by corresponding reduc-
tions of atmospheric CO2, mean annual air temperatures and global (wetland) net eﬀects
of reduced precipitation intensity. Reduced river run-oﬀ in northern South America at
Heinrich events could be interpreted as such (Peterson et al., 2000). Weakened East
Asian monsoon strengths indicate similarly reduced Asian Summer Monsoons for India
and South-East Asia (Wang et al., 2001; Cai et al., 2006). The δ18O reconstructions from
calcite of speleothems at that sites indicate shifts in the range of 1-2  for the stronger
Heinrich stadials H4 and H5. This would translate into corresponding shifts ∼8–16  in
δD of precipitation according to the slope of the meteoric line in the relationship of δD
and δ18O of precipitation1. Consequently, large proportions of the relatively low glacial
variability of δD(CH4) in the range of 10–15  may go back on the δD variations of me-
teoric water in mid- to low-latitudes, but these could only be assessed properly if shifts in
the locations and individual emission rates of wetland source regions could be constrained
better. Unfortunately, this is not possible right now. Signiﬁcant changes to low latitude
monsoon rainfall, however, have been documented in various cave speleothem records
(Wang et al., 2001, 2004; Cruz et al., 2005; Wang et al., 2008b; Fleitmann et al., 2009;
Kanner et al., 2012), and in δ18O of O2 for the stadial-interstadial cycles (Severinghaus ,
2009). Further indications for the proposed mid- to low-latitudes shifts of δD of precipi-
tation may arise from further research concerning δD of leaf waxes from ocean and lake
sediments that have been shown to vary considerably (Tierney et al., 2008, 2010; Collins
et al., 2013). However, their interpretative value may similarly be limited due to their
regional character and the fact that these locations are potentially not representative of
major tropical methane sources.
Role of water table changes
The hydrological changes discussed in the last paragraphs also have direct implications
on water table heights in wetlands. The soil oxidative layer thickness directly aﬀects the
net/gross primary productivity and thus CH4 emission strength of a given wetland system.
But an increased/decreased oxidative layer thickness would also induce an enrichment/de-
1 δD = 8 × δ18O + 10
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pletion in the mean δ13CH4 signature of emitted methane, as a higher/lower proportion
of methane is oxidized on its way to the surface. This parameter is highly dependent on
the local hydrology, topography and soil characteristics and poorly constrained spatially
and temporally. The new δ13CH4 record suggests that it is of minor importance for the
millennial scale variability of methane over DO cycles or is compensated on a global scale
as there is no remarkable imprint of DO climate variability on δ13CH4. A general con-
tribution to the glacial-interglacial diﬀerence in δ13CH4 due to enhanced global aridity in
the course of the glaciation, however, cannot be ruled out.
Final thoughts about the interpretation of rapid CH4 variability
The systematic lack of response of δ13CH4 to rapid DO variability is probably the most
surprising and controversial ﬁnding of the whole 160 kyr δ13CH4 sequence. However, much
of the interpretation of DO δ13CH4 data is centered around a series of assumptions in-
ferred from contemporary observations, which self-evidently deﬁne the boundaries of the
understanding and horizon of expectations of the processes in the past. That is plainly
a natural consequence of the lack of direct observations and experience. One of these
contemporary observations is the systematic diﬀerence of δ13CH4 source signatures from
wetlands in low and high latitudes. The paradigm of ’highly depleted’ signatures for
boreal wetlands is the main reason, why their contribution to DO CH4 rises is more or
less precluded categorically. The evidence from recent observations of boreal sources is
unequivocal. Thermokarst lakes for example emit CH4 with very depleted signatures to-
day (Walter et al., 2007). However, thus far it is impossible to proof, how much these
lakes have contributed to the ’boreal’ source during the glacial period or the DO cli-
mate ﬂuctuations. It is possibly even hard to proof, though a likely assumption, that
the δ13CH4 signatures of thermokarst lakes at that time were similarly depleted. Model
studies (Kaplan, 2002) and δD(CH4) data over DO 7 and 8 (Bock et al., 2010b) suggest
a contribution from northern latitude wetlands. Reconstructions of the IPD similarly
indicate elevated CH4 emissions into the northern hemisphere (Baumgartner et al., 2012),
even though the interpretation of the IPD is not unambiguous wrt. to the allocation of
these emissions to the high North. However, δ13CH4 precludes a contribution that would
signiﬁcantly change the source mix. Considering the observations of δ13CH4 over longer
time-scales, that are presented in the publication in 5.1 and in the following section, it
is maybe also possible, that there is something fundamentally wrong in the present-day
understanding of the under-laying processes, that there is a piece missing in the puzzle
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of past CH4 variability. The contemporary distribution of wetland area (e.g. Lehner and
Do¨ll (2004)) with two maxima in the low and high northern latitudes suggests a classi-
ﬁcation as ’boreal’ and ’tropical’ wetlands. Climate reconstructions suggest increasingly
steep low to high latitude temperature gradients and latitudinal compressions of the major
meteorologic features distributing atmospheric energy and moisture due to the growing
ice masses on the poles (e.g. Prentice et al. (2011)). This contraction is estimated to
force former high-latitude sources to migrate pole-wards (Kaplan, 2002). However, no
reliable estimate exists what consequences this migration had on the latitudinal distribu-
tion of wetland area, and further, if the most northern (from a modern perspective still
mid-latitude) wetlands would still bear a similarly distinctive δ13CH4 signature. Assum-
ing that the glacial global wetland distribution would form a continuous latitudinal band
with a more or less uniform source signature rather than two distinctive maxima with
diﬀering δ13CH4 signatures, the observations in δ13CH4 and previous inferences could be
brought to much higher agreement.
5.2.6. Extended discussion of long-term variability of δ13CH4
The discussion in the previous section focused mainly on the very low coherence of δ13CH4
and CH4 concentration, which is documented in numbers by the very low correlation co-
eﬃcient of only 0.29 (r2, see ﬁgure 5.5). The following section will reﬂect on the general,
long-term climatic evolution over the last glacial period and two glacial terminations,
and how the globally integrated δ13CH4 signal recorded in the Antarctic ice cores EDML
and Vostok was inﬂuenced by this variability. In the publication in section 5.1 the main
observations and concepts for their explanation were already introduced. The following
chapters, however, will provide a more detailed discussion of these concepts, and will
introduce some additional aspects that may help to shed some more light on the obser-
vations in δ13CH4 and processes that inﬂuence its long-term variability.
Figure 5.3 illustrates the remarkable resemblance of δ13CH4 variations to atmospheric
CO2 and southern hemisphere temperature that is documented by the high coherence
of δ13CH4 to CO2 (r2=0.74) and to the temperature proxy δ18O (r2=0.63). A smaller
coherence is inferred to sea level variations and hence to continental ice volume (r2=0.47,
see the notes in ﬁgure 5.5).
The southern hemisphere temperatures recorded in Antarctic ice cores reﬂect the south-
ern mode of the energy balance between both hemispheres and the latitudinal heat transfer
from the great Southern Ocean reservoir and warm tropical regions into northern Atlantic
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Figure 5.5.: Coherence of δ13CH4 with other parameters of global climate.
The correlation of δ13CH4 with atmospheric CH4 (Schilt et al., 2010, EDML), with atmospheric car-
bon dioxide and δ18O data of precipitation at EDML (EPICA community members, 2006) have been
calculated using a combined dataset for δ13CH4 (this study, Vostok: 80–160 kyr BP 1190–2250m and
EDML: 21-79 kyr BP, 1018–1950m) and a composite dataset for CO2 (Byrd: 19–39, Ahn and Brook
(2008); Talos Dome and EDML: 39–115 kyr BP, Bereiter et al. (2012); Vostok: 116–160 kyr BP, Pe-
tit et al. (1999)). Ages are given wrt. to the ’uniﬁed’ chronology (Lemieux-Dudon et al., 2010).
Note that the original EDC3 dating of relative sea-level data by Rohling et al. (2009, 3-pt moving
average, not shown) was based on visual links to EDC δD of precipitation (Jouzel et al., 2007). The
correlation coeﬃcient given in the text should thus be interpreted with care.
and Paciﬁc regions via large oceanic ”conveyor belts” (EPICA community members , 2006;
Jouzel et al., 2007). The consequences of this large-scale energy transfer controls much
of the global sea-surface temperature (SST) patterns, which in turn have direct conse-
quences on regional air temperatures and precipitation (e.g. Braconnot et al. (2007);
MARGO members (2009); Braconnot et al. (2012)). Accordingly, it is not surprising that
Antarctic δ18O variability, a proxy for Southern Ocean temperatures, will also to some
degree feedback on CH4 source regions. However, why δ18O should only have an impact on
δ13CH4 variability, while atmospheric methane concentrations are apparently intimately
coupled to processes that have similarly high expressions in the northern-most regions of
the Atlantic, for example in Greenland stadial-interstadial climate variability (Johnsen
et al., 1992; North GRIP members , 2004), is an open question. There is no existing mech-
anism that directly links southern hemisphere temperature to the isotopic signature of
methane without similarly aﬀecting the emissivity of the respective CH4 source.
Atmospheric CO2 - a potential driver for δ13CH4 variability?
However, there is a robust link between Antarctic temperatures and atmospheric CO2
concentrations (see for example Schmittner and Galbraith (2008) and many more). And
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the remarkable coherence of δ13CH4 and CO2 is not only apparent on glacial-interglacial
time-scales but with a few exceptions also with respect to millennial scale variations of CO2
in conjunction with Antarctic isotope maximum (AIM) (EPICA community members ,
2006). Changes in CO2 presumably aﬀect δ13CH4 in multiple ways, on the one hand via
direct eﬀects such as δ13C of CO2 that is reﬂected in the δ13C signature of the global
biomass, and the potential δ13C changes of C3 plant biomass induced by reduced CO2
concentrations, and on the other hand via indirect processes such as a shift of the global
abundance of δ13C enriched C4 vegetation versus more depleted C3 plant species. These
concepts have been discussed in the Nature Geoscience publication (see section 5.1). In
the following two paragraphs, however, both hypotheses will be set on a more profound
basis with respect to supportive evidence found in recent literature.
Proxy evidence for C4 plant expansion | Methane production under natural condi-
tions involves the decomposition of organic precursor material that has previously been
accumulated by plants through photosynthetic sequestration of CO2. Owing to funda-
mental physiological diﬀerences of the two major photosynthetic pathways, which char-
acteristically discriminate the heavy isotope 13C during carbon assimilation, the typical
ranges of isotopic signatures imposed on the plant material diﬀer considerably (O’Leary ,
1981; Farquhar et al., 1989). 85–90% of terrestrial plant species today, covering the whole
spectrum of vegetation from grasses and herbs to shrubs and trees, follow the C3 pho-
tosynthetic pathway (Gerhart and Ward , 2010). C3 plant biomass is characterized by a
depleted δ13C signature (∼-32  to ∼-22 ), caused by the lower reactivity of 13CO2
with the primary carboxylating enzyme RUBISCO (Farquhar et al., 1982). C4 vege-
tation on the other hand, mostly grasses and sedges, are able to pre-concentrate CO2
internally at the cost of reduced quantum yield (Ehleringer , 1978). As a consequence,
C4 plant carbon ﬁxation fractionates less against
13C (∼-16  to ∼-9 ). The isotopic
composition of the terrestrial biosphere, i.e. the pre-cursor biomass for methanogenesis,
is controlled by the primary productivity of an assemblage of plants under local growth
conditions, the individual adaptation of its members to this conditions, as well as its tol-
erance against limitation factors. Plants of both photosynthetic pathways are unequally
tolerant to limitations in CO2, light intensity, local temperature, and to moisture and
nutrient availability (Farquhar et al., 1989; Cowling and Sykes , 1999; Ehleringer , 2005).
Seasonality of precipitation has an equally signiﬁcant impact on the local balance between
C3 and C4 vegetation (Ehleringer , 2005). However, the relative importance of any of the
limitations, especially in terms of a competitive advantage of plant families against others
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in the struggle for habitats, remains a vastly unresolved and vitally discussed question
(Sankaran et al., 2005; Gerhart and Ward , 2010; Edwards et al., 2010; Prentice et al.,
2011; Bragg et al., 2012; Claussen et al., 2012). Accordingly, it is neither physiologically
well constrained how strong a C3 to C4 plant shift might have been in tropical regions
under generally colder, drier conditions with low CO2 levels that were characteristic for
the glacial period, nor is it extensively documented by the scarce terrestrial proxy evi-
dence from these areas. Such a shift, however, is one of the relevant processes for the
given hypothesis to explain the observed, very pronounced δ13CH4 changes. Some of the
available ecosystem evidence with relevance for this hypothesis will be discussed in the
following paragraphs.
In temperate regions in Northern- and Meso-America (Huang et al., 2001) and the Chi-
nese loess plateau (Zhang et al., 2003; Vidic and Montan˜ez , April, 2004; Wang et al.,
2008a), growing season temperature and the local climatic constellation seems to out-
compete the physiological eﬀect of low CO2 level as predominant control upon the C3/C4
ratio. With warm growing seasons in the tropics, however, water insuﬃciency and low
CO2 possess an increased inﬂuence as plant-growth limitation factors and pose high adap-
tive pressure on prevalent ecosystems (Ehleringer et al., 1997; Street-Perrott et al., 1997;
Sage et al., 1999; Sage, 2004). A study by Collatz et al. (1998) quantiﬁed the glacial-
interglacial reduction of C4 abundance in grasslands to be in the order of only 4% between
the LGM (74%) and the PIH (70%). Based on this assumption, budget calculations to
estimate the eﬀect of C3/C4 plant ratios on δ13C of methane yield a depletion of 1.5 
integrated over all sources (and 2.1  in wetlands only) for this particular shift (Schaefer
and Whiticar , 2008). However, this assessment just focused on the competition of C3/C4
grasses in an otherwise unmodiﬁed ecosystem of a prescribed size. Therefore, variability
of spatial extension/contraction of C3 or C4 dominated ecosystems have not been taken
into account. Recent vegetation model experiments indicate high vegetation sensitivity to
low atmospheric CO2 levels during glacial periods (Harrison and Prentice, 2003; Prentice
and Harrison, 2009; Bragg et al., 2012; Claussen et al., 2012). Globally, simulations for
glacial climate conditions and typical CO2 concentrations lead to signiﬁcant retractions of
closed canopy forest habitats in favor of open vegetation types (Jolly and Haxeltine, 1997;
Prentice et al., 2011; Woillez et al., 2011). Tropical rainforests seem especially aﬀected
by the combined eﬀects of increased aridity and low CO2, and large arboreal areas were
encroached on or replaced by open savanna- and shrub-like vegetation.
Analogue ﬁndings are well documented by terrestrial proxy data from tropical regions in
Africa (Elenga et al., 2000; Wooller et al., 2003; Rommerskirchen et al., 2006; Castan˜eda
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et al., 2009; Hessler et al., 2010), Meso- and South America (Behling , 2002; Hughen et al.,
2004; Punyasena et al., 2008; Hessler et al., 2010; Lane et al., 2011). These studies also
report large proportions of C4 vegetation contributing to the widespread grasslands in
equatorial Africa and South America in the LGM. Glacial-Interglacial diﬀerences in δ13C
of vascular plant waxes from sediment cores oﬀ the East Atlantic coast close to the river
mouths of the Congo and Angola basin, indicate 3-4  shifts towards higher δ13C values
and thus, relative increases of C4 abundance in the range of 20-40% (Rommerskirchen
et al., 2006). Increased C4 contribution has also been inferred from another marine core
retrieved at the Guinea Plateau margin recording Sahara/Sahel vegetation (Castan˜eda
et al., 2009). It also indicates raised aridity, falling temperatures and exceptionally high
C4 predominance for the period between 71 and 65 kyr BP, i.e. the MIS 5/4 transition,
which is also characterized by a strong increase (+4 ) in the EDML δ13CH4 record
(ﬁgure 5.3). A comparable study from the Cariaco Basin in the tropical west Atlantic,
reported a 4-5  δ13C decrease in leaf waxes from the LGM to the Preboreal Holocene
(Hughen et al., 2004). This probably documents a reoccupation of forest vegetation in
the peripheral Amazonian lowlands, that potentially retracted under glacial conditions
(Mayle et al., 2000; Turcq et al., 2002; Mayle et al., 2004; Mayle and Beerling , 2004; An-
huf et al., 2006). Moreover, huge land masses the size of Europe from Southern Thailand
to Sumatra, Borneo and Java became exposed in South-East Asia, when sea-level fell in
glacial periods. This territory, known as Sundaland, was also vastly covered by savanna
type vegetation with considerable C4 contribution (Bird et al., 2005;Wurster et al., 2010).
A global shift of C3 to C4 plants may not be representative for the conditions encountered
in permanent (tropical) wetlands. Intuitionally, one may expect that the missing water
limitation in such a wetland would reduce the adaptive pressure on plants in that ecosys-
tem and hence level competitive advantages of one species against another. C3 plants, for
example, are not forced into the natural trade-oﬀ between necessary stomatal opening for
carbon sequestration and excessive water loss. In this light it is yet not fully understood,
why large modern wetland ecosystems in tropical East Africa (Jones and Muthuri , 1997),
South Africa (Kotze and O’Connor , 2000; Saunders et al., 2007), or areas of the Amazon
ﬂoodplain (Piedade et al., 1991) exhibit clear C4 plant predominance (mostly papyrus),
a phenomenon that is not uncommon in permanent and seasonally waterlogged environ-
ments where tree maintenance and establishment is presumably not possible (Piedade
et al., 1994; Mantlana et al., 2008). Moreover, there is evidence that C4 dominance in
east-equatorial Africa (at least near lake Challa) persisted during both wet and dry phases
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under glacial conditions (Sinninghe Damste´ et al., 2011). The cumulated observations of
δ13CH4 changes in the record strongly suggest that seasonally inundated wetlands must
have played an increasing role for CH4 emissions during cold climate conditions. These
tropical non-permanent wetlands are assumed to foster the shift to open grasslands with
high C4 contribution, as the higher water use eﬃciency and productivity of the C4 plants
under low CO2 levels in glacial periods should proof advantageous in this environment of
seasonally contrasting, very dry to very wet conditions.
Impact of location and habitat on the isotopic signature of C3 plants | Environ-
mental factors as humidity, light availability, CO2 concentration and use of recycled CO2
diﬀer largely between C3 plant habitats like rain forest and savanna (Vogts et al., 2009).
Dense closed canopy rain forest habitats provide a higher degree of natural protection
from wind movement and hence reduced water loss and air mass exchange, but on the
other hand increase the competition for light intensity. The low photon ﬂux caused by the
light deﬁcit for example diminishes carbon ﬁxation rates, especially in the undergrowth
vegetation. Due to decreased wind penetration into lower vegetation layers of thick, closed
canopy habitats and the hampered exchange of air masses, a larger proportion of CO2
molecules in these air masses are likely to have their origin in CO2 recycling processes
and soil respiration. Consequently, this CO2 fraction already underwent previous dis-
crimination processes and will be isotopically lighter relative to atmospheric CO2 when
it is assimilated to plant biomass (Medina and Minchin, 1980; Buchmann et al., 1997).
Furthermore, rainforest habitats have much higher water supply and air moisture levels
compared to open vegetation types. Reduced evapo-transpirative water loss in closed
canopies allows longer periods of opened leaf stomata and, thus, increased CO2 levels
in the leafs. Light deﬁcit and high intracellular CO2 levels enhance the discrimination
of the heavier 13C isotope during photosynthesis (Ehleringer et al., 1986). In contrast,
open shrub, herb and grassy C3 vegetation is, especially in low latitudes, exposed to high
levels of direct sunlight and high leaf temperatures. To avoid extensive water loss, the
stomatal conductance of these plants is usually highly restricted (Farquhar et al., 1982),
and carbon dioxide limitation in the leaf cells reduces the relative discrimination of the
heavier isotope by the enzymes involved in photosynthesis. As a consequence of these
eﬀects, C3 rain forest plant material is found to be 3-4  more depleted than C3 plant
material from open savanna (Vogts et al., 2009). Although large reductions in forest cover
are also reported for subtropical, temperate or even boreal regions (Allen, 1999; Elenga
et al., 2000; Williams , 2003; Mu¨ller et al., 2009; Prentice et al., 2011; Woillez et al., 2011)
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the proposed glacial enrichment of C3 plant biomass was supposedly most pronounced in
the tropics, where the gradients in soil and air moisture, light intensity and leaf temper-
atures between open and closed canopy habitats are expected to be higher compared to
the extra-tropics.
Did sea-level contribute to δ13CH4 variations?
The sea-level varied considerably on glacial-interglacial as well as on sub-millennial times-
scales. The combined eﬀects of water accumulation in global ice masses and thermal
contraction have led to glacial sea-levels that were approximately 120m lower compared
to today (Siddall et al., 2003; Lisiecki and Raymo, 2005; Bintanja et al., 2005; Arz et al.,
2007). Sea-level may have aﬀected CH4 sources in many ways. Coastal and ﬂuvial wet-
lands, for example, likely encountered increased drainage due to elevated land–ocean
height gradients with consequences on local hydrology and water table heights, an eﬀect
that is presumably compensated by wetland dislocations towards the coasts and into re-
gions with more favorable topography. The model simulations by Kaplan (2002) predict a
15% glacial increase of global wetland area, largely owing to the low relief of increasingly
exposed continental shelves that promoted wetland formation, e.g. on the Atlantic coast
of North and South America, New Guinea and Sundaland. This mid- to low-latitude wet-
land expansion, thus, over-compensated the loss of wetland area in higher latitudes due to
the advances of ice-sheets that buried vast regions in Siberia, the Hudson Bay and Europe
(Kaplan, 2002). As a consequence of this north-south displacement of wetland area, re-
duced CH4 emissions are expected from the high-latitude boreal regions and, assuming a
systematic diﬀerence in the mean carbon isotopic signature of boreal and tropical sources,
should be reﬂected in an enriched atmospheric δ13CH4 in glacial periods.
Contributions from geologic sources Lowered sea-levels are expected to cause exposure
of hydrocarbon seeps in shallow continental shelve regions in hydrocarbon basins such as
the Persian Gulf, Sundaland and the Gulf of Mexico (Luyendyk et al., 2005; Judd et al.,
2002). Under high sea-level conditions, much of the CH4 emitted by these seeps is oxidized
on its way to the surface (Luyendyk et al., 2005). Hydrocarbon seeps belong to the group
of geologic sources that are still one of the greatest unknowns in CH4 budget calculations.
While the evidence for the existence of marine gas seeps, mud volcanoes, micro-seepage
and other geothermal sources is large and well documented, the total atmospheric ﬂux is
still vastly unresolved (Hovland and Judd , 1992; Lacroix , 1993; Judd et al., 1997; Etiope
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and Klusman, 2002; MacDonald et al., 2002; Etiope, 2004; Kvenvolden and Rogers , 2005;
Leifer et al., 2006; Etiope et al., 2008a, 2009) Methane emissions from oﬀ-shore sources
are believed to be dissolved and oxidized on its way through the water column to the
surface. Model studies and empirical observations suggest that continuous marine CH4
emissions reach the surface only at very shallow locations with water table heights below
∼100m and that just a very small fraction of CH4 would escape to the atmosphere (Leifer
and Patro, 2002; Schmale et al., 2005; McGinnis et al., 2006). Nevertheless, the median
of bottom-up estimates for shallow seabed gas seep emissions suggests a global contribu-
tion of ∼20Tg yr−1, but the range of estimates is extremely large (0.4–48Tg yr−1) due to
varying assumptions concerning extrapolation (Judd , 2004). Etiope et al. (2008b) argues,
that the amount of methane emitted from contemporary onshore geologic sources is likely
even greater than that released from oﬀshore sources, and that these emissions could po-
tentially explain the relatively high δ13CH4 values in the PB, that were ∼1  higher than
modern values and unexpected for budgets without considerable 13C-rich anthropogenic
emissions (Schaefer et al., 2006). The cumulated estimates for the total modern con-
tributions of geologic sources including marine seeps, mud volcanoes, micro-seepage and
geothermal sources span the wide range of 14.5-94Tg yr−1 (Etiope et al., 2008b). While
onshore seepage were presumably more widespread due to the exposure of continental
shelves in the glacial that may have doubled the amount of CH4 from shallow hydrocar-
bon seeps reaching the atmosphere (Luyendyk et al., 2005), these contributors are mainly
unaﬀected by earths climate and should thus not vary considerably on glacial-interglacial,
or even less under stadial-interstadial time scales.
Assuming that the global wetland productivity was decreased during the LGM owing to
reduced global annual mean temperatures, the glaciation in higher northern latitudes and
decreased global NPP of ecosystems due to CO2 limitation and generally drier conditions
(Prentice et al., 2000; Kaplan, 2002; Severinghaus , 2009; Prentice et al., 2011; Bragg et al.,
2012) leading to the low CH4 concentration levels during the LGM, the sum of geologic
emissions should exert a considerable control on the glacial CH4 budget. The following
ﬁrst order estimate calculations may help to constrain a reasonable range for these con-
tributions.
If the glacial CH4 lifetime τCH4 is assumed similar to the interglacial value of 8.6 years
(Stevenson et al., 2006; Levine et al., 2011b), the LGM CH4 concentration corresponds to
steady state source emissions of ∼132Tg yr−1 (calculated from equations (eqn.) provided
in Etheridge et al. (1998); Lassey et al. (2007)). If the total sink fractionation εWT is then
calculated to -4.5  (2% soil sink, αSoil adjusted to 4  C lower global annual temperature
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during the LGM, a stratospheric sink of 5.5% (Schaefer and Whiticar , 2008), no ClMBL
sink, the rest is removed by ·OH) with equation 2.13, the LGM atmospheric δ13CH4 value
(∼-43 ) would yield a total source signature δ13CE of ∼-47,5  (∼-47,85  including
ClMBL (Levine et al., 2011a), eqn. 2.8). With the help of equation 2.9 the mean source
signature δ13CR of all non-geologic sources can be calculated at ﬁrst order for the range
of estimates of emissions from geologic sources provided in table 1 (Etiope et al., 2008b,
∼14.5–94Tg yr−1 without hydrates). This is achieved by taking the mean of the typical
δ13CEi signature values for each sources provided in the same table (i.e. -40  for marine
seeps, -48  for mud volcanoes, -35  for micro-seeps, -18  for geothermal source) and
assuming that the sum of geologic (EG) and non-geologic emissions (ER) match the total
source strength of ∼132Tg yr−1. The maximum estimate (94Tg yr−1 EG) would imply
an extremely depleted δ13CR of ∼-73  that is an unlikely scenario considering that ER
will likely also include highly enriched wildﬁre emissions (∼-25 ) and a great proportion
of CH4 from tropical wetland sources (∼-55±5 ). The minimal estimate (14.4Tg yr−1)
yields a δ13CR of ∼-49  that would call for an almost complete shut-down of contribu-
tions from highly depleted CH4 sources such as boreal wetlands (>-65 ) and a relatively
high contribution from wildﬁre emissions (∼21% of ER, if boreal emissions are entirely
absent). Proposing a ﬁnal (best guess) estimate of 30Tg yr−1 for the total of geologic
emissions during the LGM (14Tg yr−1 marine seeps, 6Tg yr−1 mud volcanoes, 7Tg yr−1
by micro-seepage and 3Tg yr−1 geothermal CH4), the calculations would yield δ13CR of
∼-50 . This scenario demonstrates, that under the given assumptions δ13CR is relatively
insensitive to a glacial increase of continental shelve seeps according to the hypothesis by
Luyendyk et al. (2005). Further interpretation of the best guess δ13CR would attribute a
minimum of 16% of ER to wildﬁre CH4 emissions, if boreal wetland emissions are assumed
to be shut oﬀ. If an amount of boreal wetland emissions would be allowed, it would re-
quire an additional isotopically heavy source to close the δ13CH4 budget (approximately
twice the amount of wildﬁre CH4 for example). Charcoal reconstructions suggest rather
moderate wildﬁre emissions for the LGM (Power et al., 2008; Marlon et al., 2009). Ac-
cordingly, the best guess estimate likely still represents a lower limit of δ13CR under all
these assumptions as it suggests a virtual shut-down of boreal sources at ∼16% wildﬁre
emissions, even when the typical δ13C signature of CH4 emitted by tropical wetlands was
already prescribed in the calculations to be enriched by 5  (e.g. by the CO2 mediated
processes described earlier) compared to contemporary values (e.g. Quay et al. (1999)).
These calculations did not consider other CH4 sources, for example emissions by termites,
ruminants, aerobic plant production and methane hydrates, because their contributions
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are either considered negligible on a global scale or their typical δ13CH4 signature too
close to δ13CR. Accordingly, these scenarios cannot serve as a realistic assessment of the
contribution of geologic emissions to the glacial CH4 budget. But they illustrate the large
handle (up to 24 ) that variations of geologic sources posses on atmospheric δ13CH4.
Moreover, if wildﬁre CH4 emissions were reduced during the LGM, these ﬁrst-order cal-
culations suggest a considerable role of geologic sources for the LGM methane budget
in order to explain the observed high δ13CH4 levels at that time. And that would be
the case, even if wetland source signatures would already be shifted by 3–6  towards
enriched values following the earlier considerations of CO2 feedbacks on δ13C of respired
biomass.
Conclusions
The competition of C3/C4 vegetation for the dominance in tropical ecosystems is well-
documented phenomenon, which is not unlikely to feedback on glacial-interglacial changes
in δ13CH4. The eﬀect of low CO2 levels and changes to overall air moisture during glacial
conditions supported the expansion of grassy, open canopy vegetation in tropical Africa,
South America and Asia, with increasing contribution from plants of the C4 type. While
this expansion of C4 plants may not be fully reﬂected in permanently inundated wetlands,
methane emissions from seasonally waterlogged regions should capture the full extent of
the δ13C enrichment of plant biomass that is presumably associated with increased C4
abundance. However, taking the regional estimates of an overall C3/C4 shift in the range
of 20% to maximally 50% at face value (Hughen et al., 2004; Rommerskirchen et al., 2006;
Wurster et al., 2010) , a 15  diﬀerence of C3/C4 plant biomass δ13C would translate
into only 2.25–4.5  δ13CH4 signature changes of tropical wetland emissions. Accord-
ingly, the C3/C4 eﬀect alone may explain ∼25% to ∼50% of the observed ∼8  δ13CH4
enrichment from peak negative values in MIS 5.e to the maximum glacial δ13CH4 in MIS 2,
but only under the assumption that boreal CH4 emissions were negligible at peak glacial
conditions. Similar to C3/C4 vegetation shifts, it remains vastly unresolved whether the
eﬀect of globally more enriched C3 plant biomass (wrt. δ13C) under glacial CO2 conditions
would apply to the full extent for the speciﬁc conditions found in wetland ecosystems. The
trade-oﬀ of plant individuals between stomatal conductance and water use eﬃciency as a
driver for the C3 δ13C shift, for example, does not appear plausible for permanent wetland
conditions. The observed 3-4  diﬀerence further only applies for the largest contrast of
very thick rainforest vegetation to vastly open savanna ecosystems (Vogts et al., 2009).
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Assuming an increased proportion of seasonally inundated wetlands during glacial con-
ditions (Kaplan, 2002), the inﬂuence of enriched glacial C3 vegetation on δ13CH4 may
account for 1–2  of the MIS 5–MIS 2 δ13CH4 diﬀerence, again omitting considerable bo-
real contributions. However, a recent study by Diefendorf et al. (2010) suggests relatively
large systematic diﬀerences of δ13C values of C3 plant biomass between members of dif-
fering plant types and biomes. Accordingly, the atmospheric δ13CH4 signature may also
reﬂect globally integrated δ13C precursor biomass changes of wetland vegetation due to
climate-driven changes of biomes and predominant plant types that are independent of
C3/C4 abundance or geographical constraints. In summary, the combined eﬀects of both
concepts potentially account for 3–6  of the δ13CH4 changes observed from the last
interglacial to the LGM. The correlation of δ13CH4 to CO2 is considerably weaker at ele-
vated CO2 concentrations during both interglacial periods, presumably due to decreased
CO2 sensitivity of vegetation above a certain threshold (Ehleringer , 1978; Edwards et al.,
2010). Increased interglacial contributions from extra-tropical CH4 sources to the global
budget are further expected to replace CO2 mediated eﬀects wrt. to the control of δ13CH4
variations (MacDonald et al., 2006; Sowers , 2010).
Large uncertainties exist concerning the role of geologic emissions in methane budgets of
the last glacial period. The comparably high δ13C signatures of thermogenic CH4 predom-
inant in these geologic sources may represent an important ingredient to explain elevated
δ13CH4 values during MIS 2. Accordingly, they represent potential candidates to take the
load from wildﬁre CH4 emissions that are usually invoked to explain this observation.
The majority of geologic CH4 emitters are independent from climate and not likely to
change to great extents over glacial-interglacial time-scales. However, their relative im-
portance for global CH4 budgets is expected to be increasing with decreasing biogenic CH4
production due to reduced ecosystem NPP and lower temperatures and may thus have
contributed to the 8  enrichment in δ13CH4 observed between MIS 5 to MIS 2. With
increasing global ice-volumes and the exposure of continental shelves, geologic emissions
may have also slightly increased in total size. However, recent atmospheric modeling
studies suggest that glacial sink ﬂuxes of CH4 and consequently the mean residence time
of CH4 molecules in the atmosphere may have been less variable then anticipated earlier
(Levine et al., 2011b, 2012). Therefore, almost the whole extent of glacial-interglacial
and millennial-scale CH4 concentration changes is necessarily on behalf of processes in
the sources. It has been disputed for years whether wetlands may react quick enough to
account for the rapid concentration increases. Assuming that a considerable ’background’
contribution comes from steady geologic emitters, the remaining sources were required to
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exhibit even higher changes of emission rates to explain the glacial changes in atmospheric
methane.
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A. Acronyms
Al2O3 aluminium oxide (α-alumina)
AIM Antarctic isotope maximum
AMOC Atlantic Meridional Overturning Circulation
AR4 Fourth Assessment Report of the IPCC, 2007





csv comma separated values
Cu copper
DO Dansgaard-Oeschger climate event
EDC EPICA Dome C
EDML EPICA Dronning Maud Land
EPICA European Project for Ice-Coring in Antarctica
ESRL Earth System Research Laboratory (NOAA), Boulder, Colorado, (US.)




GC/C/irmMS gas chromatography combustion isotope ratio monitoring mass
spectrometry
GISP Greenland Ice Sheet Project
GRIP Greenland Ice Core Project
He helium
H2 hydrogen
H2O dihydrogen monoxide (water)
IAEA International Atomic Energy Agency
i.e. id est (that is)
INSTAAR Institute of Arctic and Alpine Research, University of Colorado,
Boulder, Colorado, (US.)
IPD inter-polar (CH4 concentration) diﬀerence
IPCC Intergovernmental Panel on Climate Change
IPY International Polar Year collaborative
IrmMS isotope ratio monitoring mass spectrometry
IT principle Identical Treatment principle
ITCZ Inter-Tropical Convergence Zone
KIE kinetic isotope eﬀect
Kr krypton
kyr BP thousand years before present (’present’ deﬁned as 1950)
LGM Last Glacial Maximum (∼25–20 kyrBP.)
LIA Little Ice Age (∼1500 AD)
LN2 Liquid Nitrogen
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LPIH late pre-industrial Holocene
masl. meter above sea level
MBL marine boundary layer
mbs. meter below the surface
MCA Medieval Climate Anomaly (∼1000 AD)




NEEM North Greenland Eemian Ice Drilling programme
NGRIP North Greenland ice core project
NIWA National Institute of Water and Atmospheric Research, Wellington
(New Zealand)
NMVOC non-methane volatile organic compound
N2 nitrogen
N2O nitrous oxide
NOx mono-nitrogen oxides (e.g. nitric oxide and nitrogen dioxide)
NOAA National Oceanic and Atmospheric Administration, Boulder, Colorado,
(US.)
OD Oldest Dryas climate interval (∼18–15 kyr BP.)
PB Pre-boreal Holocene (∼10 kyrBP.)





ppm parts per million mole fraction, micro-moles per mole
ppb parts per billion mole fraction, nano-moles per mole
PSU Pennsylvania State University
Pt platinum
SCIAMACHY Scanning Imaging Absorption Spectrometer for Atmospheric
Chartography
SST sea-surface temperature
STP standard temperature and pressure; 273.15K (0 C), 101325Pa (1 atm)
UV ultravioletradiation (part of the electromagnetic spectrum)
VOC volatile organic compound
VPDB Vienna Pee Dee Belemnite standard
V-SMOW Vienna Standard Mean Ocean Water standard
WAIS West Antarctic ice sheet
wrt. with respect to
YD Younger Dryas climate event (∼12-11 kyrBP.)
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C. Carbon isotope data
EDML δ13CH4 record for termination I
Note, this data was originally published by Fischer et al. (2008) and is only placed here for
providing the krypton correction values (Δδ13CKr).
Columns:
1: EDML depth (m)
2: Gas Age, ’Uniﬁed’ chronology, years before 1950 AD, see Lemieux-Dudon et al. (2010)
3: δ13CH4 ( ) values corrected for machine speciﬁc drifts and referenced to VPDB
4: Δδ13CKr ( ) shift caused by the MS interference with atmospheric krypton (see section 4.5)
5: δ13CH4 ( ) values corrected for Kr interference
6: δ13CH4 ( ) values (column 5) corrected for a constant glacial oﬀset of 0.41  due to gravi-
tational settling in the ﬁrn layer
7: replicate standard deviation (1σ,  )
Depth (m) Age (yr) δ13Cmc( ) ΔKr( ) δ13CKr( ) δ13Cgc( ) 1σ ( )
647.00 9937 -46.13 0.06 -46.07 -46.48
660.00 10284 -46.50 0.16 -46.34 -46.75
672.00 10592 -46.11 0.15 -45.96 -46.37
684.00 10875 -46.02 0.15 -45.87 -46.28 0.03
684.13 10878 -45.93 0.12 -45.81 -46.22 0.03
696.00 11158 -45.65 0.12 -45.53 -45.94
709.00 11448 -45.00 0.18 -44.82 -45.23
720.13 11645 -45.57 0.27 -45.30 -45.71
731.00 11803 -44.86 0.13 -44.73 -45.14
743.00 12029 -44.78 0.14 -44.64 -45.05 0.10
743.13 12032 -44.53 0.09 -44.44 -44.85 0.10
757.00 12393 -44.67 0.18 -44.49 -44.90
continuation on next page
222 C. Carbon isotope data
Depth (m) Age (yr) δ13Cmc( ) ΔKr( ) δ13CKr( ) δ13Cgc( ) 1σ ( )
768.00 12705 -45.74 0.18 -45.56 -45.97
781.00 13093 -46.16 0.15 -46.01 -46.42
792.00 13410 -45.92 0.15 -45.77 -46.18 0.06
792.13 13413 -45.83 0.18 -45.65 -46.06 0.06
804.00 13759 -46.07 0.25 -45.82 -46.23
816.00 14139 -46.16 0.22 -45.94 -46.35
828.13 14497 -46.21 0.29 -45.92 -46.33
839.00 14786 -44.76 0.11 -44.65 -45.06
852.13 15121 -45.49 0.35 -45.14 -45.55
864.00 15430 -44.09 0.09 -44.00 -44.41
877.00 15784 -44.24 0.27 -43.97 -44.38
888.13 16093 -44.08 0.29 -43.79 -44.20
913.13 16826 -43.92 0.32 -43.60 -44.01
924.13 17228 -42.85 0.31 -42.54 -42.95
934.00 17633 -43.31 0.62 -42.69 -43.10 0.05
934.13 17638 -43.10 0.31 -42.79 -43.20 0.05
961.00 18770 -42.58 0.24 -42.34 -42.75
973.00 19372 -42.88 0.26 -42.62 -43.03 0.03
973.13 19378 -42.90 0.21 -42.69 -43.10 0.03
984.00 19900 -42.68 0.12 -42.56 -42.97
996.00 20454 -43.34 0.28 -43.06 -43.47
1009.00 21010 -43.45 0.25 -43.20 -43.61
EDML δ13CH4 record for the glacial
Columns:
1: EDML depth (m)
2: Gas Age, ’Uniﬁed’ chronology, years before 1950 AD, see Lemieux-Dudon et al. (2010)
3: δ13CH4 ( ) values corrected for machine speciﬁc drifts and referenced to VPDB
4: Δδ13CKr ( ) shift caused by the MS interference with atmospheric krypton (see section 4.5)
5: δ13CH4 ( ) values corrected for Kr interference
6: δ13CH4 ( ) values (column 5) corrected for a constant glacial oﬀset of 0.41  due to gravi-
tational settling in the ﬁrn layer
7: replicate standard deviation (1σ,  )
223
Depth (m) Age (yr) δ13Cmc( ) ΔKr( ) δ13CKr( ) δ13Cgc( ) 1σ ( )
1019.00 21419 -43.20 0.54 -42.66 -43.07
1044.00 22393 -43.47 0.67 -42.80 -43.21
1068.00 23131 -43.75 0.66 -43.09 -43.50
1080.00 23772 -43.96 0.81 -43.15 -43.56
1092.00 24433 -43.52 0.7 -42.82 -43.23
1104.00 25119 -43.61 0.72 -42.89 -43.30
1116.00 25766 -43.77 0.69 -43.08 -43.49
1140.00 26991 -43.72 0.69 -43.03 -43.44
1163.00 28264 -43.83 0.61 -43.22 -43.63
1188.00 29595 -44.12 0.72 -43.40 -43.81
1200.00 30265 -43.84 0.59 -43.25 -43.66
1213.00 31147 -44.06 0.57 -43.49 -43.90
1224.00 31897 -43.80 0.36 -43.44 -43.85
1236.00 32545 -45.05 0.55 -44.50 -44.91 0.03
1236.13 32554 -45.03 0.59 -44.44 -44.85 0.03
1248.00 33330 -44.33 0.59 -43.74 -44.15
1260.00 33718 -44.45 0.53 -43.92 -44.33
1268.13 34268 -45.12 0.82 -44.30 -44.71
1272.00 34540 -44.93 0.68 -44.25 -44.66 0.34
1272.13 34548 -45.58 0.66 -44.92 -45.33 0.34
1277.13 34851 -44.71 0.56 -44.15 -44.56
1280.13 35035 -44.82 0.63 -44.19 -44.60
1284.00 35279 -44.47 0.55 -43.92 -44.33 0.14
1284.13 35286 -44.76 0.56 -44.20 -44.61 0.14
1289.13 35569 -45.65 0.72 -44.93 -45.34
1292.13 35712 -45.08 0.71 -44.37 -44.78
1296.00 35895 -45.37 0.7 -44.67 -45.08 0.10
1296.13 35901 -44.99 0.51 -44.48 -44.89 0.10
1299.13 36045 -45.42 0.82 -44.60 -45.01
1304.13 36304 -44.84 0.63 -44.21 -44.62
1308.00 36501 -45.09 0.56 -44.53 -44.94 0.06
1308.13 36508 -45.27 0.62 -44.65 -45.06 0.06
1311.13 36674 -45.58 0.71 -44.87 -45.28
continuation on next page
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Depth (m) Age (yr) δ13Cmc( ) ΔKr( ) δ13CKr( ) δ13Cgc( ) 1σ ( )
1316.13 36982 -45.02 0.53 -44.49 -44.90
1320.00 37262 -44.86 0.45 -44.41 -44.82 0.22
1320.13 37271 -45.44 0.58 -44.86 -45.27 0.22
1325.13 37573 -45.87 0.43 -45.44 -45.85
1328.00 37747 -45.40 0.39 -45.01 -45.42 0.06
1328.13 37754 -45.51 0.62 -44.89 -45.30 0.06
1332.00 37969 -45.16 0.52 -44.64 -45.05 0.26
1332.13 37976 -45.70 0.54 -45.16 -45.57 0.26
1340.00 38351 -45.90 0.54 -45.36 -45.77 0.19
1340.13 38357 -46.37 0.62 -45.75 -46.16 0.19
1344.00 38516 -45.25 0.57 -44.68 -45.09 0.13
1344.13 38521 -45.50 0.56 -44.94 -45.35 0.13
1349.13 38718 -45.77 0.83 -44.94 -45.35
1352.00 38834 -45.66 0.58 -45.08 -45.49 0.17
1352.13 38839 -45.39 0.66 -44.73 -45.14 0.17
1356.00 38998 -45.17 0.61 -44.56 -44.97 0.16
1356.13 39003 -45.51 0.63 -44.88 -45.29 0.16
1361.13 39220 -45.94 0.72 -45.22 -45.63
1364.00 39370 -44.23 0.68 -43.55 -43.96 0.20
1364.13 39378 -43.80 0.66 -43.14 -43.55 0.20
1368.00 39600 -44.30 0.67 -43.63 -44.04 0.35
1368.13 39608 -45.01 0.69 -44.32 -44.73 0.35
1373.00 39910 -45.47 0.82 -44.65 -45.06
1376.00 40063 -45.39 0.73 -44.66 -45.07 0.30
1376.13 40068 -44.78 0.73 -44.05 -44.46 0.30
1380.00 40226 -44.78 0.66 -44.12 -44.53 0.52
1380.13 40231 -45.85 0.7 -45.15 -45.56 0.52
1385.13 40452 -45.37 0.79 -44.58 -44.99
1392.00 40721 -45.00 0.64 -44.36 -44.77
1395.41 40882 -45.74 0.61 -45.13 -45.54 0.33
1395.54 40888 -45.12 0.66 -44.46 -44.87 0.33
1403.00 41318 -44.79 0.41 -44.38 -44.79
1407.30 41558 -45.83 0.78 -45.05 -45.46 0.13
1407.43 41564 -45.35 0.55 -44.80 -45.21 0.13
1416.00 42018 -45.12 0.55 -44.57 -44.98
continuation on next page
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Depth (m) Age (yr) δ13Cmc( ) ΔKr( ) δ13CKr( ) δ13Cgc( ) 1σ ( )
1418.99 42165 -45.73 0.7 -45.03 -45.44 0.02
1419.12 42172 -45.66 0.6 -45.06 -45.47 0.02
1427.00 42552 -45.40 0.5 -44.90 -45.31
1431.30 42765 -45.70 0.56 -45.14 -45.55 0.21
1431.43 42772 -46.19 0.63 -45.56 -45.97 0.21
1440.00 43239 -45.63 0.65 -44.98 -45.39 0.11
1440.13 43246 -45.22 0.46 -44.76 -45.17 0.11
1444.30 43548 -45.72 0.52 -45.20 -45.61 0.15
1444.43 43560 -46.06 0.56 -45.50 -45.91 0.15
1451.00 44202 -45.81 0.59 -45.22 -45.63
1455.30 44555 -46.59 0.52 -46.07 -46.48 0.17
1455.43 44564 -47.05 0.65 -46.40 -46.81 0.17
1465.00 45246 -46.61 0.57 -46.04 -46.45 0.08
1465.13 45254 -46.69 0.49 -46.20 -46.61 0.08
1466.00 45309 -47.14 0.62 -46.52 -46.93 0.10
1466.13 45316 -46.64 0.32 -46.32 -46.73 0.10
1475.00 45850 -47.29 0.49 -46.80 -47.21
1480.43 46169 -47.02 0.4 -46.62 -47.03
1487.00 46554 -46.67 0.42 -46.25 -46.66
1492.00 46834 -46.66 0.46 -46.20 -46.61
1499.00 47190 -47.03 0.57 -46.46 -46.87 0.28
1499.13 47196 -46.41 0.52 -45.89 -46.30 0.28
1504.00 47462 -46.36 0.59 -45.77 -46.18
1511.00 47885 -45.91 0.53 -45.38 -45.79
1516.00 48187 -46.26 0.52 -45.74 -46.15
1524.13 48664 -46.23 0.57 -45.66 -46.07
1528.00 48913 -46.03 0.52 -45.51 -45.92
1536.00 49422 -45.97 0.37 -45.60 -46.01
1540.00 49671 -46.99 0.49 -46.50 -46.91
1548.00 50169 -47.00 0.5 -46.50 -46.91
1552.00 50405 -47.07 0.45 -46.62 -47.03
1560.00 50879 -47.09 0.48 -46.61 -47.02
1578.00 51921 -47.53 0.48 -47.05 -47.46
1589.00 52558 -47.30 0.47 -46.83 -47.24
1602.00 53283 -46.76 0.46 -46.30 -46.71
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Depth (m) Age (yr) δ13Cmc( ) ΔKr( ) δ13CKr( ) δ13Cgc( ) 1σ ( )
1615.00 54011 -46.47 0.52 -45.95 -46.36 0.05
1615.13 54018 -46.45 0.6 -45.85 -46.26 0.05
1627.00 54711 -46.21 0.44 -45.77 -46.18
1639.00 55482 -46.32 0.5 -45.82 -46.23 0.01
1639.13 55490 -46.30 0.5 -45.80 -46.21 0.01
1651.00 56325 -46.35 0.45 -45.90 -46.31
1662.00 57051 -46.38 0.41 -45.97 -46.38
1674.00 57795 -45.98 0.41 -45.57 -45.98
1680.00 58139 -46.20 0.5 -45.70 -46.11
1687.00 58526 -45.35 0.41 -44.94 -45.35
1692.00 58804 -45.72 0.48 -45.24 -45.65
1698.00 59135 -46.54 0.57 -45.97 -46.38
1704.00 59487 -46.69 0.67 -46.02 -46.43
1709.00 59800 -45.33 0.53 -44.80 -45.21 0.21
1709.13 59807 -45.79 0.56 -45.23 -45.64 0.21
1716.00 60239 -46.15 0.57 -45.58 -45.99
1722.00 60632 -45.33 0.5 -44.83 -45.24
1727.00 60964 -45.39 0.58 -44.81 -45.22
1734.00 61443 -45.09 0.52 -44.57 -44.98
1740.00 61867 -45.08 0.61 -44.47 -44.88
1747.00 62395 -45.34 0.54 -44.80 -45.21
1751.00 62700 -45.12 0.51 -44.61 -45.02
1758.00 63253 -44.48 0.5 -43.98 -44.39 0.15
1758.13 63263 -44.76 0.49 -44.27 -44.68 0.15
1765.00 63812 -45.74 0.63 -45.11 -45.52
1770.00 64212 -45.55 0.56 -44.99 -45.40
1775.00 64619 -45.48 0.57 -44.91 -45.32
1782.00 65202 -44.96 0.54 -44.42 -44.83
1788.00 65728 -45.58 0.56 -45.02 -45.43
1800.00 66715 -46.15 0.59 -45.56 -45.97
1806.00 67216 -46.08 0.54 -45.54 -45.95
1812.00 67745 -46.38 0.48 -45.90 -46.31
1819.00 68344 -46.38 0.53 -45.85 -46.26
1824.00 68761 -46.73 0.25 -46.48 -46.89
1830.00 69245 -47.24 0.58 -46.66 -47.07
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Depth (m) Age (yr) δ13Cmc( ) ΔKr( ) δ13CKr( ) δ13Cgc( ) 1σ ( )
1837.00 69853 -47.41 0.56 -46.85 -47.26
1842.00 70286 -47.87 0.48 -47.39 -47.80
1854.00 71259 -49.25 0.55 -48.70 -49.11
1860.00 71690 -49.07 0.61 -48.46 -48.87 0.05
1860.13 71699 -49.00 0.63 -48.37 -48.78 0.05
1866.00 72110 -47.54 0.47 -47.07 -47.48 0.45
1866.13 72118 -48.61 0.63 -47.98 -48.39 0.45
1872.00 72519 -48.63 0.49 -48.14 -48.55
1878.00 72973 -48.68 0.56 -48.12 -48.53
1890.00 73989 -49.27 0.59 -48.68 -49.09
1902.00 74968 -49.69 0.54 -49.15 -49.56
1926.13 76769 -48.72 0.44 -48.28 -48.69
1950.00 78770 -48.95 0.48 -48.47 -48.88
Vostok δ13CH4 record
Note, this dataset was measured at the Pennsylvania State University (PSU).
Columns:
1: Vostok depth (m)
2: Gas Age, ’Uniﬁed’ gas age, years before 1950 AD, corrected for inconsistency in EDC3 dating
(see section 5.2.4)
3: Δδ13CKr ( ) deviations due to mass spectrometer interference with atmospheric krypton;
see section 4.5), interpolated from Vostok CH4 data (Chappellaz et al., 1990)
4: δ13CH4 ( ) values corrected for gravitational settling in the ﬁrn column
5: δ13CH4 ( ) values (column 4) corrected for interpolated Kr deviation (column 3)
6: δ13CH4 ( ) values (column 5) corrected for an inter-laboratory oﬀset AWI-PSU of 0.14 
Depth (m) Age (yr) ΔKr( ) δ13Cgr( ) δ13CKr( ) δ13Cac( )
800.0 48876.2 0.50 -45.35 -45.85 -45.99
825.0 50718.6 0.50 -46.88 -47.38 -47.52
851.0 52686.1 0.49 -45.68 -46.17 -46.31
continuation on next page
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Depth (m) Age (yr) ΔKr( ) δ13Cgr( ) δ13CKr( ) δ13Cac( )
877.0 54414.0 0.47 -45.46 -45.93 -46.07
901.0 56118.2 0.51 -45.67 -46.18 -46.32
923.0 57565.9 0.57 -45.07 -45.64 -45.78
944.0 58928.6 0.59 -44.29 -44.88 -45.02
965.0 60319.5 0.59 -44.67 -45.26 -45.40
988.0 61801.5 0.59 -44.11 -44.70 -44.84
1009.0 63629.8 0.57 -45.28 -45.85 -45.99
1033.0 65728.2 0.57 -44.19 -44.76 -44.90
1057.0 67978.6 0.54 -47.17 -47.71 -47.85
1081.0 70483.8 0.56 -47.67 -48.23 -48.37
1105.0 72721.6 0.54 -47.99 -48.53 -48.67
1160.0 77618.5 0.56 -47.84 -48.40 -48.54
1190.0 80323.9 0.48 -48.24 -48.72 -48.86
1219.0 82588.3 0.43 -46.87 -47.30 -47.44
1246.0 84440.1 0.43 -47.56 -47.99 -48.13
1271.0 85293.8 0.50 -47.10 -47.60 -47.74
1297.0 86949.3 0.58 -46.54 -47.12 -47.26
1324.0 88850.3 0.56 -46.19 -46.75 -46.89
1350.0 90882.3 0.54 -48.15 -48.69 -48.83
1377.0 92886.8 0.58 -48.35 -48.93 -49.07
1404.0 94931.9 0.60 -48.44 -49.04 -49.18
1433.0 96925.5 0.54 -48.36 -48.90 -49.04
1462.0 99697.0 0.47 -48.52 -48.99 -49.13
1512.0 104908.4 0.43 -48.03 -48.46 -48.60
1535.0 107432.9 0.46 -47.88 -48.34 -48.48
1558.0 109107.0 0.54 -48.55 -49.09 -49.23
1581.0 111132.7 0.52 -48.99 -49.51 -49.65
1606.0 113387.9 0.54 -50.31 -50.85 -50.99
1634.0 115996.2 0.52 -49.97 -50.49 -50.63
1663.2 117841.0 0.48 -49.57 -50.05 -50.19
1693.0 119541.8 0.45 -50.18 -50.63 -50.77
1725.0 121223.5 0.44 -50.17 -50.61 -50.75
1757.0 122852.4 0.42 -50.12 -50.54 -50.68
1767.4 123391.4 0.42 -50.03 -50.45 -50.59
1791.0 124527.3 0.42 -48.75 -49.17 -49.31
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Depth (m) Age (yr) ΔKr( ) δ13Cgr( ) δ13CKr( ) δ13Cac( )
1826.5 126264.8 0.40 -48.59 -48.99 -49.13
1843.2 127191.4 0.38 -48.43 -48.81 -48.95
1849.1 127520.2 0.38 -48.13 -48.51 -48.65
1879.4 129139.8 0.40 -48.16 -48.56 -48.70
1895.2 129719.4 0.46 -46.96 -47.42 -47.56
1909.2 130375.5 0.48 -46.08 -46.56 -46.70
1912.2 130541.4 0.48 -47.14 -47.62 -47.76
1930.2 131508.2 0.53 -46.51 -47.04 -47.18
1945.2 132417.4 0.56 -45.41 -45.97 -46.11
1954.9 132986.1 0.57 -44.82 -45.39 -45.53
1978.2 134188.5 0.68 -43.95 -44.63 -44.77
1993.9 135193.9 0.66 -43.62 -44.28 -44.42
1996.2 135374.8 0.65 -44.35 -45.00 -45.14
2002.7 135894.3 0.68 -44.95 -45.63 -45.77
2017.8 137247.8 0.77 -45.05 -45.82 -45.96
2018.8 137343.9 0.77 -44.34 -45.11 -45.25
2033.8 138760.9 0.75 -44.81 -45.56 -45.70
2051.0 140714.7 0.70 -44.46 -45.16 -45.30
2084.0 144665.9 0.69 -45.90 -46.59 -46.73
2099.3 146428.5 0.63 -44.43 -45.06 -45.20
2113.3 147945.0 0.61 -44.72 -45.33 -45.47
2114.9 148100.2 0.62 -43.81 -44.43 -44.57
2129.2 149554.3 0.62 -43.27 -43.89 -44.03
2145.0 151202.8 0.63 -42.25 -42.88 -43.02
2162.3 153188.7 0.63 -43.07 -43.70 -43.84
2177.0 154896.4 0.61 -44.02 -44.63 -44.77
2191.0 156522.7 0.64 -43.57 -44.21 -44.35
2206.0 158193.4 0.63 -44.26 -44.89 -45.03
2220.0 159361.9 0.61 -44.44 -45.05 -45.19
2235.0 160769.6 0.58 -43.21 -43.79 -43.93
2250.0 162120.5 0.55 -44.67 -45.22 -45.36
D. Python Code
D.1. Raw data processing
1 #!/ usr /bin /python
# − − coding : utf−8 − −
# Last modi f ied on Jul 20 20 : 28 : 21 2012
”””
6 Program to c a l c u l a t e the i so topy in CH 4 concern ing 13C and 18O.
The f i n a l va lues f o r the i s o t o p i e s in 13C and 18O are given in pe rm i l l e
o f the VPDBCO2 s c a l e .
The cond i t i on between R17 and R18 (R17 = K R18 a ) , as we l l as the Craig constants
values , can be modi f ied in the paragraph ’ Global constants ’ .
11 The p r op e r t i e s o f the working machine gas are l i s t e d there as we l l as the
Farraday cup r e s i s t o r s .
The f o l l ow ing programs/ d e f i n i t i o n s are c a l l e d from the program :
− peak
− r e c tangu l a r
16 − gauss ian
− background
− c a l c i s o t o p
− Craig
− Santrock
21 − p l o t t i n g
− de r i va t
− s p l i n e f i t
− read data
− wr i t e l i b r a r y
26 − e tc .
I t can be choosen between the Craig−c o r r e c t i o n algor i thm and the one developed
by Santrock et a l .
The f i l e s that w i l l be analyzed , are read in from the ’ data ’− f o l d e r and s to red
31 to d i f f e n t a r ch i v e s accord ing to the type o f the analyzed f i l e (Methan−Ref , Refloop , A i r a f t e r
or Sample ) .
Five l i b r a r i e s are generated :
− ’ CH4 re f L ibrary . csv ’
36 − ’ Re f l oop L ibrary . csv ’
− ’ Loop a f t e r samp le L ib ra ry . csv ’
− ’ Sample Library . csv ’
− ’ Re fAi r L ibrary . csv ’
41 Author in format ion :
Lars Moel ler




Lars . Moeller@awi . de
and
Robert Schne ider
Un ive r s i ty o f Bern
51 Climate and Environmental Phys ics
schne ider@cl imate . unibe . ch
”””
###############################################################################
56 # −−−−−−−−−−−−−−−−−−−−−−−−−−Used packages−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− #
###############################################################################
import matp lo t l ib
#matp lo t l ib . rc (” text ” , usetex=True )
61
from numpy import arange , l i n space , sqrt , ones , max , argmax , argmin , nonzero
from numpy import concatenate , zeros , f l o o r , exp , mean , std , array , sort , a r g s o r t
from numpy import append , de l e t e , a r r a y s t r , where , expand dims , l oadtxt
from sc ipy import s t a t s
66 from time import l oca l t ime , s l eep , strpt ime , s t r f t ime , mktime , asctime , ctime
#import s c ipy . i o
from matp lo t l ib import rcParams
import s c ipy . i n t e r p o l a t e
import s c ipy . i n t e g r a t e
71 import s c ipy . opt imize
import pylab
import os
#import os . path
D.1 Raw data processing 231
import s h u t i l
76 import sys
import csv
import l o c a l e
from De f i n i t i o n s g e n e r a l import r aw p lo t t e r
81 v e r s i o n = 1 .3
# l a s t mod i f i c a t i on s ( l a s t modi f ied : 20 . 06 . 2008 )
# − bug in the p l o t t i n g procedure accord ing to days back removed
# − changed the background procedure accord ing to ’ s h i f t ’
86 # − moved the s t a r t ( only 12 po in t s l e f t from the found ) and end po in t s ( accord ing to another
end s lope )
# f o r gauss peaks
# − switch in the header to avoid the p l o t t i n g o f the chromatogram
# − c l o s e . f i l e f o r the Header− f i l e added by Melanie
# − check in the re f−l i b r a r y s to rage i f the cur rent r e f type on the cur rent date a l ready e x i s t s
91 # − switch f o r the ’ try ’ / except ’ cond i t i on to move f o l d e r s to ’ not working ’
v e r s i o n = 1 .4
# mod i f i c a t i on s ( l a s t modi f i ed : s ee above )
96 # − added extended path and Data fo lder s t r u c tu r e support
# − int roduced max amount o f da ta s e t s in one s c r i p t run to prevent c ra she s
# − no fu r th e r need f o r pre l im inary l i b f i l e s with fake data rows (2&3)
# − complete new data type determinat ion a lgor i thm with Ice−sample and A i r a f t e r support
# − added appropr ia te supplementary in format ion r e t r i e v a l f o r I c e Samples and A i r a f t e r types
101 # − t h i s i n c l ude s data colums s t o r i n g the corresponding depth , i c e o r i g in , sample cut , sample weight ,
normal i sed sample weight , sample conta iner , loop a f t e r number
# − Library F i l e s ( Ref loops , Ice−sample and A i r a f t e r ) r e s t ru c tu r ed and a l l changed to csv format
# − Sc r i p t shows a warning , i f Archive f o l d e r a l r eady e x i s t s so doubled l i b e n t r i e s might be present
# − Data i s proces sed with i t s appropr ia te CO2 Reference gas
# − r eo rgan i z ed a b i t f o r b e t t e r u s a b i l i t y and p r e con f i gu r a t i on
106 # − co r r e c t ed minor e r r o r s
# − Added much more feedback
# − Implemented ”See no p lo t at a l l ” f e a tu r e to simply proce s s e x i s t i n g data
# − and much more d e t a i l s i f o r go t to mention . . .
111 v e r s i o n = 1 .5
# mod i f i c a t i on s ( l a s t modi f i ed : s ee above )
# added 1.+2. r e c tangu l a r peak i s o t o p i e s and i s o t . , Ampl . , Area , Max Pos . and R WMG 45/46 i n f o f o r a l l
6 Reference Gauss peaks to the Ch4Ref Measurement l i b r a r y
# added support f o r Misc . RefAir Samples l i k e Neumayer , Alert , Schauins land etc . and bu i l t up i t s own
l i b r a r y
116 # added support f o r B37 I c e samples
# added l a s t modi f ied and s c r i p t ve r s i on used i n f o to a l l l i b s
# f i x ed bugs in the suppl . i n f o r e t r i e v a l
# f i x ed bug o f not f i nd i ng the peak l im i t s a f t e r c a l l i n g de f gauss ian through s u c s e s s i v e reduct ion o f
the the de r i va t i on de t e c t i on l im i t s
# complete ly new , more robust and s oph i s t i c a t e d Ch4Ref Nr the day rout ine
121 # rev i s ed Symlink and be t t e r max data per run rout ine
# a l l da ta s e t s have t h e i r c r e a t i on time in utc s e c s added to the l i b r a r y ( l a s t column )
# Check f o r e x i s t i n g datase t with the same u t c s e c time be fo r e wr i t i ng the new
# removed the cut−o f f−bug o f some l a r g e numbers a f t e r u n s u f f i c i e n t d i g i t s ( e . g . Area )
# added l i b r a r y r e s o r t i n g a lgor i thm a f t e r every s c r i p t run ( s o r t a f t e r utc c r e a t i on time )
126 # p l o t t i n g a raw data , a peak c h a r a c t e r i s t i c and a mean i so topy chromatogram has been rev ived −>
va r i ab l e p lo t gauss bounds = ’on ’
# i f demanded those p l o t s can automat i ca l l y be saved to d i sk −> va r i ab l e save chrom
# debugged the Gauss Peak f i nd i ng algor i thm
# Removed ”See no p lo t at a l l ” f e a tu r e again
# Sc r i p t may be s t a r t ed with arguments ( run ” scr iptname −−help ” f o r f u r th e r d e t a i l s )
131 # Chromatogram Plot Procedure ed i t ed f o r be t t e r data overview
# Added r e f e r e n c e a i r sample and Intercompar i son I c e r e c ogn i t i on pattern
# Added peak de t e c t i on ambiguity problem so l u t i on
v e r s i o n = 1 .6
136
# account f o r p o s s i b l e Krypton contamination o f the CH4 sample peak by peak cut o f f x s e c s a f t e r peak
maximum
# implemented Cut o f f Peak ends −> s e t p c u t o f f v a r i ab l e
# log p roc e s s i ng o f i nd i v i dua l measurements −> l o g d i r
# p lo t every i nd i v i dua l measurement that i s proces sed and save i t −> p l o t d i r
141
###############################################################################
# −−−−−−−−−−−−−−−−−−−−−−−−−−Path and f i l e parameter−−−−−−−−−−−−−−−−−−−−−−−−−− #
###############################################################################
146
############# Path parameters #############
roo t d i r = ’/home/ lmoe l l e r /Promotion/Messdaten/Processed data / ’ # Data base f o l d e r
l o g d i r = r o o t d i r +’Proces s ing Logs / Ind i v i dua l / ’
151 p l o t d i r = r o o t d i r +’Proces s ing Logs / I nd i v i d u a l p l o t s / ’ #’/home/ lmoe l l e r /Dokumente/Abbildungen/PyPlots /
P ro c e s s ed by s c r i p t v . ’+ s t r ( v e r s i o n ) + ’/ ’
abs path = ’/home/ lmoe l l e r /Promotion/Messdaten/Raw data/13C Raw Extracted/Pending / ’
############# l i b r a r y and arch ive parameters #############
156 l i b pa th = r o o t d i r +’ L ib ra r i e s ’
l i b b ck = r o o t d i r +’Library Backups ’ # Backup f o l d e r f o r Libs
arch path = abs path . r s p l i t (”/” ,2) [0 ]+ ’/ Archive ’
161 # va r i ab l e to choose i f data s e t s s h a l l be moved to the a r ch i v e s and appended to the l i b r a r i e s
move fo lde r s = ’ o f f ’ # ’ on ’ or ’ o f f ’
232 D. Python Code
app end l i b r a r i e s = ’ o f f ’ # ’ on ’ or ’ o f f ’
###############################################################################
166 # −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−Customization−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− #
###############################################################################
############# Data F i l e Categor i e s #############
171 r e f l = ’ Ref loops ’
mref = ’CH4 Refs ’
i c e s = ’ Ice Samples ’
a i r a = ’ Loops after Sample ’
r e f a = ’ RefAir ’
176
# Add search c a t e g o r i e s to i d e n t i f y Reference Air Samples
Re f Ai r s = [ ’ Neumayer ’ , ’ Gasmaus ’ , ’ bar ’ , ’ Alert ’ , ’ Crysta lAir ’ , ’CAO’ ]
Inte rcomp ice = [ ’WDC05’ , ’B34 ’ , ’B37 ’ , ’ ShGISP2 ’ ]
###### Def ine which csv Data f o l d e r to proce s s #######
181
# Choose one or more o f the F i l e Categor i e s above , or s e l e c t ” a l l ” to proce s s them a l l at once (Note
that t h i s w i l l prevent you from p l o t t i n g the chromatograms )
d i r c h o i c e = [ i c e s ] #mref r e f l i c e s , a i ra , r e f a or ’ a l l ’ −> in [ ] b racket s !
# Determine the max amount o f Measurements to be proces sed at once (number or ” a l l ”)
186 max data = 2 #”a l l ”
# choose i f the program s h a l l a l low e r r o r s or move e r r o r producing f i l e s to ’/ not working ’
no stop = ’ o f f ’ # ’ on ’
191 ##
Debug = False# True#
peak log = False# True#
############# pr in t and p lo t parameters #############
196 # Determine General p l o t s i z e
f wh = 12 # f i g u r e width
f h t = 8 # f i g u r e he igth
rcParams [ ’ y t i ck . l a b e l s i z e ’ ]=”8”
rcParams [ ’ x t i ck . l a b e l s i z e ’ ]=”8”
201
# va r i ab l e to re turn the c a l cu l a t ed i s o t o p i e s o f each peak a f t e r each run
p r i n t p e a k i s o t o p i e s = ’ on ’
# va r i a b l e s to choose i f chromatograms s h a l l be generated / saved
206 p lot gauss bounds = ’on ’ # ’on ’ or ’ o f f ’
p lot raw chrom = ’on ’ # ’on ’ or ’ o f f
chrom deriv = ’on ’ # ’on ’ or ’ o f f ’ => Extra p lo t f o r the de r i v a t i on
chrom peak char = ’on’# ’on ’ or ’ o f f ’
save chrom = ’ o f f ’ # ’ on ’ or ’ o f f ’ => i f t h i s i s act ivated , the chromatograms won ’ t be shown but
saved to p l o t d i r
211
################# General Peak Prope r t i e s ###############################
# var i ab l e to choose between two d i f f e r e n t cho i c e s to get the peak end
# change between ’ s lope ’ , ’ background ’ and ’ cu t s l ope ’
216 method end = ’ s lope ’
i f method end == ’ cut s l ope ’ :
p c u t o f f = 30 # time in 1/10 sec un t i l the peak i s cut o f f a f t e r the determined maximum
e l s e :
p c u t o f f = 0
221
# va r i ab l e to choose the 17O co r r e c t i o n algor i thm ( switch between ’ Craig ’ and ’ Santrock ’ )
cor rect ion method = ’ Craig ’# ’ Santrock ’
# va r i ab l e to p r in t opt imized 18R va lues f o r each peak i f co r r . method i s t Santrock ( not Tested s i n c e
v1 . 3 )
226 p r i n t o p t im i z e d r e s u l t s = ’ o f f ’ #’on ’
# va r i ab l e to apply a time s h i f t
t im e s h i f t a p p l i c a t i o n = ’ o f f ’
231 ## Backgound determinat ion
b g s h i f t = 30 # 30 Amount in x/10 Seconds that the Background det . precedes the Peak s t a r t
bg average = 50 #50 Amount in x/10 Seconds that the constant Background i s averaged over be f o r e
b g s h i f t
############# peak s t a r t and peak end de t e c t i on parameters #############
236
# de f i n e d e r i v a t i on method ( ’ sum ’ or ’ f i t ’ ) ; ’ f i t ’ i s a l o t more time consuming
der ivat method = ’sum ’
# i f ’ f i t ’ i s appl ied , the grad i ent can be p lo t t ed in a raw−data p lo t
p l o t d e r i v a t i o n = ’on ’
241
# s l op e va l u e s to de f i n e peak s t a r t and peak end f o r gauss ian and re c tangu l a r peaks
s t a r t s l o p e g a u s s = 3500
end s l ope gaus s = −100 #−100 −82426.8
s t a r t s l o p e r e c = 1e6
246 end s l op e r e c = −1.7 e4
# va r i ab l e to choose i f the whole r e c t angu l a r peak i s i n t eg ra t ed or only a ’ t ime in t e rva l ’
i n t e g r a t e r e c sma l l = ’ on ’
t ime i n t e r v a l = 12
251
l i b e x i s t = ’ yes ’ # Do the paths and l i b f i l e s f o r a l l data c a t e g o r i e s e x i s t ? ( Better make sure they
do ! )
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# I /O l i b r a r y f i l enames
l i b r a r y r e f s = l i b pa th+’/%s %s s %s CH4 re f L ib ra ry . csv ’%( correct ion method , p c u t o f f /10 .0 , method end
)
256 l i b r a r y r e f l o o p s = l i b pa th+’/%s %s s %s Re f l oop L ib ra ry . csv ’%( correct ion method , p c u t o f f /10 .0 ,
method end )
l i b r a r y a i r a f t e r = l i b pa th+’/%s %s s %s Loop a f t e r s amp l e L ib ra ry . csv ’%( correct ion method , p c u t o f f
/10 .0 , method end )
l i b r a r y s amp l e s = l i b pa th+’/%s %s s %s Sample Library . csv ’%( correct ion method , p c u t o f f /10 .0 ,
method end )
l i b r a r y r e f a i r = l i b pa th+’/%s %s s %s Re fA i r L ib ra ry . csv ’%( correct ion method , p c u t o f f /10 .0 ,
method end )
l i b f i l e s = [ l i b r a r y r e f s , l i b r a r y r e f l o o p s , l i b r a r y a i r a f t e r , l i b ra ry samp l e s , l i b r a r y r e f a i r ]
261 ############# peak s e l e c t i o n s #############
# de f i n e the r e f e r e n c e peak numbers f o r r e f− f i l e s and non−r e f− f i l e s
r e f p e a k s r e f = [ 1 , 2 ] # peak number , a l l other peaks are r e f e r r e d to in re f− f i l e s
r e f p e a k s n on r e f = [ 1 , 2 , 3 , 4 ] # peak number , a l l other peaks are r e f e r r e d to in non−r e f− f i l e s
266
rcParams [ ’ t ext . usetex ’ ]= False
###############################################################################
# −−−−−−−−−−−−−−−−−−−−−−−−−−Global Constants−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− #
###############################################################################
271
t imestep = 0.1 # time i n t e r v a l in seconds between two measurements
enlargement = 100/ t imestep # enlargement o f the po in t s f o r the s p l i n e f i t s
window = in t (30 .0/ t imestep ) # time−i n t e r v a l o f the f l o a t i n g window ( peak de t e c to r )
f a c = 1e−12 # s c a l i n g f a c t o r f o r the p lo t
276
# Faraday cup c h a r a c t e r i s t i c s
r e s i s t 4 4 = 5e8 # r e s i s t a n c e o f Faraday cup mass 44
r e s i s t 4 5 = 5e10 # r e s i s t a n c e o f Faraday cup mass 45
r e s i s t 4 6 = 1e11 # r e s i s t a n c e o f Faraday cup mass 46
281
# g loba l parameters to s c a l e the r e s u l t s to VPDBCO2 and to get the de l t a va lues
a = 0.528 # cond i t i on between R17 and R18 : R17 = K R18ˆa
R 13 VPDBCO2 = 0.0111241 # VPDBCO2 standard o f 13C
R 17 VPDBCO2 = 0.00039108 # VPDBCO2 standard o f 17O
286 R 18 VPDBCO2 = 0.00208837 # VPDBCO2 standard o f 18O
K = R 17 VPDBCO2/R 18 VPDBCO2  a # ca l cu l a t ed value f o r K
# CO2 − Working standard
291 # d13C i so topy o f CO2 r e f gas to VPDB−CO2 r e f e r e n c e mate r i a l NBS−19
# d18O i so topy o f CO2 r e f gas to VPDB−CO2 r e f e r e n c e mate r i a l NBS−19
Work std=\
[{ ’Name ’ : ’ Std1 ’ , ’ date ’ : ’ unknown ’ , ’ d13C ’ : −49 .35 , ’d18O ’ : −22.59} ,\
296 { ’Name ’ : ’ Messer Btl−NR. : 5 6 216 ’ , ’ i n t r o da t e ’ : ’ 0 8 0611 ’ , ’d13C ’ : −25 .3 , ’d18O ’ : −17.7} ,\
{ ’Name ’ : ’ Ai rL iqu ide Btl−NR. : 1 1 952 ’ , ’ i n t r o da t e ’ : ’ 0 9 0317 ’ , ’d13C ’ : −49 .2 , ’d18O ’ : −19 .4} ]
# constants needed f o r Craig 17O co r r e c t i o n algor i thm
C1 = 1.0676




306 ## Library Header Informat ion ##
###############################################################################
h l i n e s = 2 # Def ine how many heade r l i n e s are pre sent in the l i b f i l e s
r e f h ead = ’Date Ref number dC 13 mean Stdev dC 13 1 st Rec dC 13 2nd Rec dC 13 1 s t Re f Ampl 1
s t Re f Area 1 s t Re f pos max 1st Ref R WMG 45 1 s t Re f R WMG 46 1 s t Re f dC 13 2nd Ref Ampl 2
nd Ref Area 2nd Ref pos max 2nd Ref R WMG 45 2nd Ref R WMG 46 2nd Ref dC 13 3 rd Ref Ampl 3
rd Ref Area 3 rd Ref pos max 3rd Ref R WMG 45 3 rd Ref R WMG 46 3 rd Ref dC 13 4 th Ref Ampl 4
th Ref Area 4 th Ref pos max 4th Ref R WMG 45 4 th Ref R WMG 46 4 th Ref dC 13 5 th Ref Ampl 5
th Ref Area 5 th Ref pos max 5th Ref R WMG 45 5 th Ref R WMG 46 5 th Ref dC 13 6 th Ref Ampl 6
th Ref Area 6 th Ref pos max 6th Ref R WMG 45 6 th Ref R WMG 46 6 th Ref Nr the day utc sec ’
r e f l o op head = ’Date re f loop number dC 13 1 s t Re f dC 13 pre peak dC 13 CH4 Peak dC 13 CO2 peak
dC 13 2nd Ref Ampl 1 s t Re f Ampl pre peak Ampl CH4 Peak Ampl CO2 peak Ampl 2nd Ref Area 1
s t Re f Area pre peak Area44 CH4 Peak Area45 CH4 Peak Area46 CH4 Peak Area CO2 peak Area 2
nd Ref pos max 1st Ref pos max pre peak pos max CH4 Peak pos max CO2 peak pos max 2nd Ref
R WMG 45 1 s t Re f R WMG 45 pre preak R WMG 45 CH4 Peak R WMG 45 CO2 Peak R WMG 45 2nd Ref
R WMG 46 1 s t Re f R WMG 46 pre preak R WMG 46 CH4 Peak R WMG 46 CO2 Peak R WMG 46 2nd Ref
LoopVol [ ml ] (STP) utc sec ’
311 r e f a head = ’Date A i r o r i g i n dC 13 1 s t Re f dC 13 pre peak dC 13 CH4 Peak dC 13 CO2 peak dC 13 2
nd Ref Ampl 1 s t Re f Ampl pre peak Ampl CH4 Peak Ampl CO2 peak Ampl 2nd Ref Area 1 s t Re f
Area pre peak Area44 CH4 Peak Area CO2 peak Area 2nd Ref pos max 1st Ref pos max pre peak
pos max CH4 Peak pos max CO2 peak pos max 2nd Ref R WMG 45 1 s t Re f R WMG 45 pre preak
R WMG 45 CH4 Peak R WMG 45 CO2 Peak R WMG 45 2nd Ref R WMG 46 1 s t Re f R WMG 46 pre preak
R WMG 46 CH4 Peak R WMG 46 CO2 Peak R WMG 46 2nd Ref Ref number LoopVol [ ml ] (STP) utc sec ’
a i ra head = ’Date I c e o r i g i n Depth Cut dC 13 1 s t Re f dC 13 pre peak dC 13 CH4 Peak dC 13
CO2 peak dC 13 2nd Ref Ampl 1 s t Re f Ampl pre peak Ampl CH4 Peak Ampl CO2 peak Ampl 2nd Ref
Area 1 s t Re f Area pre peak Area44 CH4 Peak Area45 CH4 Peak Area46 CH4 Peak Area CO2 peak
Area 2nd Ref pos max 1st Ref pos max pre peak pos max CH4 Peak pos max CO2 peak
pos max 2nd Ref R WMG 45 1 s t Re f R WMG 45 pre preak R WMG 45 CH4 Peak R WMG 45 CO2 Peak
R WMG 45 2nd Ref R WMG 46 1 s t Re f R WMG 46 pre preak R WMG 46 CH4 Peak R WMG 46 CO2 Peak
R WMG 46 2nd Ref Loop−Nr Pot utc sec ’
sam head = ’Date I c e o r i g i n Depth Cut dC 13 1 s t Re f dC 13 pre peak dC 13 CH4 Peak dC 13 CO2 peak
dC 13 2nd Ref Ampl 1 s t Re f Ampl pre peak Ampl CH4 Peak Ampl CO2 peak Ampl 2nd Ref Area 1
s t Re f Area pre peak Area44 CH4 Peak Area45 CH4 Peak Area46 CH4 Peak Area CO2 peak Area 2
nd Ref pos max 1st Ref pos max pre peak pos max CH4 Peak pos max CO2 peak pos max 2nd Ref
R WMG 45 1 s t Re f R WMG 45 pre preak R WMG 45 CH4 Peak R WMG 45 CO2 Peak R WMG 45 2nd Ref
R WMG 46 1 s t Re f R WMG 46 pre preak R WMG 46 CH4 Peak R WMG 46 CO2 Peak R WMG 46 2nd Ref
Weight Area Norm Pot utc sec ’
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’ ’ ’
316 ###############################################################################
# −−−−−−−−−−−−−−−−−−−−−−−−−−De f i n i t i on s−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− #
###############################################################################
’ ’ ’
c l a s s Logger ( ob j e c t ) :
321 de f i n i t ( s e l f , fname=”log . dat ”) :
s e l f . t e rmina l = sys . s tdout
s e l f . l og = open ( fname , ”a ”)
de f wr i t e ( s e l f , message ) :
s e l f . t e rmina l . wr i t e ( message )
326 s e l f . l og . wr i t e ( message )
de f f l u s h ( ) :
s e l f . t e rmina l . f l u s h ( )
s e l f . l og . f l u s h ( )
de f d e l ( s e l f ) :
331 sys . stdout = s e l f . t e rmina l
s e l f . l og . c l o s e ( )
###############################################################################
# wri te and read d e f i n i t i o n s
336 ###############################################################################
def read data ( d a t a f i l e ) :
”””
Read the measurement d a t a f i l e .
341 ”””
pr in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
p r i n t ’ Reading raw data f i l e . This might take a whi le . ’
data = loadtxt ( d a t a f i l e , d e l im i t e r = ’ , ’ , u s e c o l s =(0 ,1 ,2) , sk iprows=1)
346 pr in t ’ Reading data f i n i s h e d . Proces s ing . . . ’
r e turn data
###############################################################################
351 def Non r e f l i b r a r y ( l i b r a r y f i l e , new l ine , headl ine , t y p e f i l e , d a t a f i l e , supplementary informat ion ,
Maxima position44 , Amplitude44 , Area44 array , dC 13 gauss , R WMG 45, R WMG 46) :
”””
Write the r e s u l t s o f Nonref−Data to t h e i r cor respond ing l i b r a r i e s
”””
356
# read l i b r a r y data
p r in t ’                                                 ’
p r i n t ’ Adding new data to %s Library . . . ’ %( t y p e f i l e )#, l i b r a r y f i l e
#pr in t os . path . e x i s t s ( l i b r a r y f i l e )
361 l i b r e ad = csv . reader ( open ( l i b r a r y f i l e , ” rb ”) )
c sv c = 1
u s e l e s s l i n e = 0
f o r row in l i b r e ad :
#pr in t ’ Proces s ing row : ’ , row
366 i f c sv c == 2 :
lib dummy = ze ro s ( ( 1 , l en ( row ) ) )
i f c sv c == h l i n e s +1:
p r in t l en ( row ) , row , csv c , h l i n e s+1
i f l en ( row ) <= 1:
371 pr in t ’Empty l i n e in %s ’ %( l i b r a r y f i l e )
l i b r a r y da t a=ze ro s ( ( 1 , l en ( head l ine ) ) )
u s e l e s s l i n e = u s e l e s s l i n e + 1
e l i f row [ 0 ] == ’ 0 . 0 ’ :
p r i n t ’ Detected dummy l i n e in %s ’ %( l i b r a r y f i l e )
376 l i b r a r y da t a = array ( row , ndmin=2)
u s e l e s s l i n e = u s e l e s s l i n e + 1
e l s e :
l i b r a r y da t a = array ( row , ndmin=2)
e l i f c sv c > h l i n e s +1:
381 csv row = array ( row , ndmin=2)
#pr in t shape ( row ) , l en ( head l ine ) , shape ( l i b r a r y da t a )
l i b r a r y da t a = append ( l i b r a ry da ta , csv row , ax i s=0)
c sv c = csv c+1
386 ## Check i f the ac tua l datase t a l r eady e x i s t s in the l i b r a r y
p r in t ’ Wil l t ry to append the f o l l ow ing data l i n e to array : \n ’ , new l ine [ 0 , : ]
i f l en ( where ( l i b r a r y da t a [ : , −1 ] . astype ( f l o a t )==new l ine [ 0 ] [ − 1 ] . astype ( f l o a t ) ) [ 0 ] ) == 1 :
p r in t
p r in t ’ ! ! ! The new datase t a l r eady e x i s t s in the l i b r a r y and w i l l t h e r e f o r e be skipped ! ! ! ’
391 #break
e l s e :
#pr in t shape ( l i b r a r y da t a ) , shape ( new l ine )
l i b r a r y da t a = append ( l i b r a ry da ta , new l ine , ax i s =0)
p r in t ”\nDone ! ”
396 ## Remove dummy f i r s t l i n e from l i b r a r y array i f p re sent
i f u s e l e s s l i n e >= 1 and l i b r a r y da t a [ 0 , 0 ] == ’ 0 . 0 ’ :
l i b r a r y da t a= de l e t e ( l i b r a ry da ta , 0 ,0)
p r i n t ’ Deleted dummy l i n e in ”%s ” ’ %( l i b r a r y f i l e )
p r i n t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
401
## Sort the whole array f o r o l d e s t e n t r i e s f i r s t ( determined by utc time ) be f o r e wr i t i ng to d i sk
l i b r a r y da t a= l i b r a r y da t a . take ( a r g s o r t ( l i b r a r y da t a [ : , −1 ] . astype ( f l o a t ) ) , ax i s=−2)
## Write array to d i sk
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406 c s v l i b = csv . wr i t e r ( open ( l i b r a r y f i l e , ”w”) ) #, d i a l e c t =’ exce l ’
c s v l i b . writerow ( ( ’ Last modi f ied : ’+ s t r f t ime (”%a %b %d %Y %H:%M:%S” , l o c a l t ime ( ) )+ ’ with
s c r i p t ve r s i on ’+ s t r ( v e r s i o n ) ) . s p l i t ( ’ ’ ) )
c s v l i b . writerow ( head l ine )
#c s v l i b . writerow ( ’ ’ ) # removed f o r be t t e r r e ca r ray handl ing
f o r w r i t e l i n e in range ( l en ( l i b r a r y da t a [ : , 0 ] ) ) :
411 c s v l i b . writerow ( l i b r a r y da t a [ w r i t e l i n e , : ] )
###############################################################################
def peak ambiguity ( dC 13 , Area44 ) :
g l oba l peak amb
416 peak amb = True
pr in t ” %s Attent ion ! ! ! %s ”%( ’   ’ 5 , ’   ’ 5)
p r in t ” There i s ambiguity in the peak s e l e c t i o n procedure − \n p l ea s e s e l e c t the 5 c o r r e c t
peaks manually ! ”
p r in t ’\ nThese are the detected peaks and t h e i r i s o t o p i e s :\ npeak nr ’ , ’ dC 13 ’ , ’ Area M44’
f o r i in arange ( l en ( dC 13 ) ) :
421 pr in t ’%(a0 ) 4 .0 f %(a1 ) 10 .2 f %(a2 ) 12 .0 f ’ % { ’ a0 ’ : i +1, ’ a1 ’ : dC 13 [ i ] , ’ a2 ’ : Area44 [ i +4]}
man choice =[ ]
f o r e , typ in enumerate ( [ ” 1 s t CH4 Ref ” ,” Pre ” ,”CH4 Sample ” ,”CO2” ,”2nd CH4 Ref ” ] ) :
p r i n t ”\n%s . Please s p e c i f y the c o r r e c t number f o r the %s peak :”%( e+1, typ )
s a t i s f i e d o p t = ’ nope ’
426 whi le s a t i s f i e d o p t != ’ yep ’ :
s e l o p t = raw input ( )
i f s e l o p t . i s d i g i t ( )==False :
p r i n t ’ S e l e c t i o n i s not even an in tege r , p l e a s e t ry again . . . ’
e l i f i n t ( s e l o p t ) not in range (15) :
431 p r in t ’ S e l e c t i o n seems not co r r ec t , p l e a s e t ry again . . . ’
e l s e :
p r i n t
p r in t ’ Thank you very much − Your cho i c e was number ”%s” . . . ’ %( s e l o p t )
s a t i s f i e d o p t = ’ yep ’
436 man choice . extend ( s e l o p t )
re turn [ i n t (n)−1 f o r n in man choice ]
###############################################################################
def w r i t e l i b r a r y ( r e su l t , sigma , t y p e f i l e , d a t a f i l e , supplementary informat ion , Maxima position44 ,
Amplitude44 , Area44 , Area45 , Area46 , dC 13 gauss , dC 13 rec , R WMG 45, R WMG 46) :
441 ”””
Determine the data type and wr i t e the r e s u l t s to t h e i r cor responding l i b r a r i e s ( or c a l l ” de f
Non r e f l i b r a r y ”)
”””
### append r e s u l t to l i b r a r y
446 # f o r the re f−l i b r a r y
i f t y p e f i l e == ’Ref ’ :
p r i n t ’ Adding new data to Methane Reference Library . . . ’
l i b r e ad = csv . reader ( open ( l i b r a r y r e f s , ” rb ”) )
c sv c = 1
451 u s e l e s s l i n e = 0
f o r row in l i b r e ad :
#pr in t ’ Proces s ing row : ’ , row
i f c sv c == 1 :
lib dummy = zero s ( ( 1 , l en ( row ) ) )
456 e l i f c sv c == h l i n e s +1:
i f l en ( row ) <= 1:
l i b r a r y r e f s d a t a=lib dummy
u s e l e s s l i n e = u s e l e s s l i n e + 1
e l i f row [ 0 ] == ’ 0 . 0 ’ :
461 p r in t ’ Detected zero f i l l e d dummy l i n e in %s ’ %( l i b r a r y r e f s )
l i b r a r y r e f s d a t a = array ( row , ndmin=2)
u s e l e s s l i n e = u s e l e s s l i n e + 1
# l i b r a r y r e f s d a t a= de l e t e ( l i b r a r y r e f s d a t a , 0 ,0)
e l s e :
466 l i b r a r y r e f s d a t a = array ( row , ndmin=2)
e l i f c sv c > h l i n e s +1:
csv row = array ( row , ndmin=2)
l i b r a r y r e f s d a t a = append ( l i b r a r y r e f s d a t a , csv row , ax i s=0)
c sv c = csv c+1
471 #pr in t ’ L ibrary Array conta in s the f o l l ow ing l i n e s : \n ’ , l i b r a r y r e f s d a t a
## Check which measurement number the ac tua l datase t r ep r e s en t s at the same day and a c t u a l i z e
a l l e n t r i e s with the same date
i f l en ( where ( l i b r a r y r e f s d a t a [ : ,0 ]== supplementary in format ion [ 0 ] ) [ 0 ] ) >= 1 and not l en ( where (
l i b r a r y r e f s d a t a [ : , −1 ] . astype ( f l o a t )==supplementary in format ion [ 2 ] ) [ 0 ] ) >= 1: # f ind the
same date occurences ( and check i f the dataset a l r eady e x i s t s )
o c c i n d i c e s = where ( l i b r a r y r e f s d a t a [ : ,0 ]== supplementary in format ion [ 0 ] ) [ 0 ] # remember i t s
i n d i c e s
476 u t c l i s t =[ ]
f o r occ in o c c i n d i c e s : # add utc time o f a l l same day occurences
u t c l i s t . append ( l i b r a r y r e f s d a t a [ occ , −1 ] . astype ( f l o a t ) )
u t c l i s t . append ( supplementary in format ion [ 2 ] )# add utc time o f new datase t
u t c a r=array ( u t c l i s t ) . take ( a r g s o r t ( u t c l i s t ) ) # convert l i s t to array and so r t i t f o r
o l d e s t utc f i r s t
481 nr day = where ( u t c a r==supplementary in format ion [ 2 ] ) [ 0 ] [ 0 ] +1 # get the po s i t i o n o f the new
datase t in the so r t ed sequence
f o r occ in o c c i n d i c e s :
#pr in t where ( u t c a r==l i b r a r y r e f s d a t a [ occ , −1 ] . astype ( f l o a t ) ) [ 0 ] [ 0 ]
#pr in t l i b r a r y r e f s d a t a [ occ ,(2 ,−2) ]
l i b r a r y r e f s d a t a [ occ ,−2] = where ( u t c a r==l i b r a r y r e f s d a t a [ occ , −1 ] . astype ( f l o a t ) )
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[ 0 ] [ 0 ] +1 # overwr i t e the e x i s t i n g e n t r i e s in the l i b with the new po s i t i o n s in
the so r t ed sequence
486 #pr in t l i b r a r y r e f s d a t a [ occ ,(2 ,−2) ]
#pr in t supplementary in format ion [ 0 : 1 ] , nr day
e l s e :
nr day = 1
# Create new array l i n e (dummy entry nece s sa ry because o f the not understood cut−o f f o f e n t r i e s
in newl ine ) without utc in format ion f i r s t 1 . r ec peak i so topy 2 . r ec peak i so topy
1 . gauss Peak i so topy amplitude area max . pos
Ratio 45 Ratio46 2 . gauss Peak
i so topy Amplitude Area Maxima posit ion44
R WMG 45 R WMG 46 3 . gauss Peak i so topy Amplitude44
Area44 Maxima posit ion44 R WMG 45
R WMG 46 4 . gauss Peak i so topy Amplitude44 Area44
Maxima posit ion44 R WMG 45 R WMG 46
5 . gauss Peak i so topy Amplitude44 Area44
Maxima posit ion44 R WMG 45 R WMG 46 6 . gauss
Peak i so topy Amplitude44 Area44 Maxima posit ion44
R WMG 45 R WMG 46 abs num utc t ime
491 new l ine = array ( [ ’ longdummyentryforremoval ’ , supplementary in format ion [ 0 ] ,
supplementary in format ion [ 1 ] , round ( r e su l t , 2) , round ( sigma , 2) , round ( dC 13 rec [ 0 ] , 4) ,
round ( dC 13 rec [ 1 ] , 4) , round ( dC 13 gauss [ 0 ] , 4) , round ( Amplitude44 [ 2 ] , 4) , round (Area44 [ 2 ] ,
4) , round ( Maxima posit ion44 [ 2 ] , 4) , round (R WMG 45[ 2 ]   1 e3 , 3) , round (R WMG 46[ 2 ]   1 e3 , 3) ,
round ( dC 13 gauss [ 1 ] , 4) , round ( Amplitude44 [ 3 ] , 4) , round (Area44 [ 3 ] , 4) , round (
Maxima posit ion44 [ 3 ] , 4) , round (R WMG 45[ 3 ]   1 e3 , 3) , round (R WMG 46[ 3 ]   1 e3 , 3) , round (
dC 13 gauss [ 2 ] , 4) , round ( Amplitude44 [ 4 ] , 4) , round (Area44 [ 4 ] , 4) , round ( Maxima posit ion44
[ 4 ] , 4) , round (R WMG 45[ 4 ]   1 e3 , 3) , round (R WMG 46[ 4 ]   1 e3 , 3) , round ( dC 13 gauss [ 3 ] , 4) , round
( Amplitude44 [ 5 ] , 4) , round (Area44 [ 5 ] , 4) , round ( Maxima posit ion44 [ 5 ] , 4) , round (R WMG 45[ 5 ]   1
e3 , 3) , round (R WMG 46[ 5 ]   1 e3 , 3) , round ( dC 13 gauss [ 4 ] , 4) , round ( Amplitude44 [ 6 ] , 4) , round (
Area44 [ 6 ] , 4) , round ( Maxima posit ion44 [ 6 ] , 4) , round (R WMG 45[ 6 ]   1 e3 , 3) , round (R WMG 46[ 6 ]   1
e3 , 3) , round ( dC 13 gauss [ 5 ] , 4) , round ( Amplitude44 [ 7 ] , 4) , round (Area44 [ 7 ] , 4) , round (
Maxima posit ion44 [ 7 ] , 4) , round (R WMG 45[ 7 ]   1 e3 , 3) , round (R WMG 46[ 7 ]   1 e3 , 3) , nr day ,
supplementary in format ion [ 2 ] ] , ndmin=2)
new l ine = expand dims ( d e l e t e ( new l ine , 0 ) , ax i s =0) # removes the dummy entry from array and
a f te rwards expands the dimension f o r appending procedure
## Check i f the ac tua l datase t a l r eady e x i s t s in the l i b r a r y
496 #pr in t where ( l i b r a r y r e f s d a t a [ : , −1 ] . astype ( f l o a t )==new l ine [ 0 ] [ − 1 ] . astype ( f l o a t ) ) [ 0 ] , l en (
where ( l i b r a r y r e f s d a t a [ : , −1 ] . astype ( f l o a t )==new l ine [ 0 ] [ − 1 ] . astype ( f l o a t ) ) [ 0 ] )
p r i n t ’Try to append the f o l l ow ing data l i n e to array : \n ’ , new l ine [ 0 , : ]
i f l en ( where ( l i b r a r y r e f s d a t a [ : , −1 ] . astype ( f l o a t )==new l ine [ 0 ] [ − 1 ] . astype ( f l o a t ) ) [ 0 ] ) == 1 :
p r in t
p r in t ’ ! ! ! The new datase t a l r eady e x i s t s in the l i b r a r y and w i l l t h e r e f o r e be skipped ! ! ! ’
501 #break
e l s e :
l i b r a r y r e f s d a t a = append ( l i b r a r y r e f s d a t a , new l ine , ax i s =0)
p r in t ’\nDone ! ’
506
#pr in t u s e l e s s l i n e , l i b r a r y r e f s d a t a [ 0 , 0 ]
# Remove zero f i l l e d f i r s t l i n e from l i b r a r y array
i f u s e l e s s l i n e >= 1 and l i b r a r y r e f s d a t a [ 0 , 0 ] == ’ 0 . 0 ’ :
l i b r a r y r e f s d a t a= de l e t e ( l i b r a r y r e f s d a t a , 0 ,0)
511 p r in t ’ Deleted dummy l i n e with z e ro e s in %s ’ %( l i b r a r y r e f s )
## Sort the whole array f o r o l d e s t e n t r i e s f i r s t ( determined by utc time ) be f o r e wr i t i ng to
d i sk
l i b r a r y r e f s d a t a= l i b r a r y r e f s d a t a . take ( a r g s o r t ( l i b r a r y r e f s d a t a [ : , −1 ] . astype ( f l o a t ) ) , ax i s
=−2)
516 # Write array to d i sk
c s v l i b = csv . wr i t e r ( open ( l i b r a r y r e f s , ”w”) ) #, d i a l e c t =’ exce l ’
c s v l i b . writerow ( ( ’ Last modi f i ed : ’+ s t r f t ime (”%a %b %d %Y %H:%M:%S” , l o c a l t ime ( ) )+ ’ with
s c r i p t ve r s i on ’+ s t r ( v e r s i o n ) ) . s p l i t ( ’ ’ ) )
c s v l i b . writerow ( r e f h ead . s p l i t ( ’ ’ ) )
#c s v l i b . writerow ( ’ ’ ) # removed f o r be t t e r r e ca r ray handl ing
521 f o r w r i t e l i n e in range ( l en ( l i b r a r y r e f s d a t a [ : , 0 ] ) ) :
c s v l i b . writerow ( l i b r a r y r e f s d a t a [ w r i t e l i n e , : ] )
# f o r the non−r e f− l i b r a r i e s
526 i f t y p e f i l e != ’Ref ’ :
# read l i b r a r y data
i f t y p e f i l e == ’ Refloop ’ :
l i b r a r y f i l e = l i b r a r y r e f l o o p s
heade r l i n e = re f l o op head . s p l i t ( ’ ’ )
531 # Create new array l i n e (dummy entry nece s sa ry because o f the not understood cut−o f f o f
e n t r i e s in newl ine )
i f l en ( dC 13 gauss ) > 5 :
man choice = peak ambiguity ( dC 13 gauss , Area44 array )
## Debugging
f o r e , pos in enumerate ( [ ’ longdummyentryforremoval ’ , supplementary in format ion [ 0 ] ,
supplementary in format ion [ 1 ] , round ( dC 13 gauss [ man choice [ 0 ] ] , 4) , round (
dC 13 gauss [ man choice [ 1 ] ] , 4) , round ( dC 13 gauss [ man choice [ 2 ] ] , 4) , round (
dC 13 gauss [ man choice [ 3 ] ] , 4) , round ( dC 13 gauss [ man choice [ 4 ] ] , 4) , round (
Amplitude44 [4+man choice [ 0 ] ] , 4) , round ( Amplitude44 [4+man choice [ 1 ] ] , 4) , round (
Amplitude44 [4+man choice [ 2 ] ] , 4) , round ( Amplitude44 [4+man choice [ 3 ] ] , 4) , round (
Amplitude44 [4+man choice [ 4 ] ] , 4) , round (Area44 [4+man choice [ 0 ] ] , 4) , round (Area44 [4+
man choice [ 1 ] ] , 4) , round (Area44 [4+man choice [ 2 ] ] , 4) , round (Area44 [4+man choice
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[ 3 ] ] , 4) , round (Area44 [4+man choice [ 4 ] ] , 4) , round ( Maxima posit ion44 [4+man choice
[ 0 ] ] , 4) , round ( Maxima posit ion44 [4+man choice [ 1 ] ] , 4) , round ( Maxima posit ion44 [4+
man choice [ 2 ] ] , 4) , round ( Maxima posit ion44 [4+man choice [ 3 ] ] , 4) , round (
Maxima posit ion44 [4+man choice [ 4 ] ] , 4) , round (R WMG 45[4+man choice [ 0 ] ]   1 e3 , 3) ,
round (R WMG 45[4+man choice [ 1 ] ]   1 e3 , 3) , round (R WMG 45[4+man choice [ 2 ] ]   1 e3 , 3) ,
round (R WMG 45[4+man choice [ 3 ] ]   1 e3 , 3) , round (R WMG 45[4+man choice [ 4 ] ]   1 e3 , 3) ,
round (R WMG 46[4+man choice [ 0 ] ]   1 e3 , 3) , round (R WMG 46[4+man choice [ 1 ] ]   1 e3 , 3) ,
round (R WMG 46[4+man choice [ 2 ] ]   1 e3 , 3) , round (R WMG 46[4+man choice [ 3 ] ]   1 e3 , 3) ,
round (R WMG 46[4+man choice [ 4 ] ]   1 e3 , 3) , supplementary in format ion [ 2 ] ,
supplementary in format ion [ 3 ] ] ) :
536 p r in t e , pos
new l ine = array ( [ ’ longdummyentryforremoval ’ , supplementary in format ion [ 0 ] ,
supplementary in format ion [ 1 ] , round ( dC 13 gauss [ man choice [ 0 ] ] , 4) , round (
dC 13 gauss [ man choice [ 1 ] ] , 4) , round ( dC 13 gauss [ man choice [ 2 ] ] , 4) , round (
dC 13 gauss [ man choice [ 3 ] ] , 4) , round ( dC 13 gauss [ man choice [ 4 ] ] , 4) , round (
Amplitude44 [4+man choice [ 0 ] ] , 4) , round ( Amplitude44 [4+man choice [ 1 ] ] , 4) , round (
Amplitude44 [4+man choice [ 2 ] ] , 4) , round ( Amplitude44 [4+man choice [ 3 ] ] , 4) , round (
Amplitude44 [4+man choice [ 4 ] ] , 4) , round (Area44 [4+man choice [ 0 ] ] , 4) , round (Area44 [4+
man choice [ 1 ] ] , 4) , round (Area44 [4+man choice [ 2 ] ] , 4) , round (Area44 [4+man choice
[ 3 ] ] , 4) , round (Area44 [4+man choice [ 4 ] ] , 4) , round ( Maxima posit ion44 [4+man choice
[ 0 ] ] , 4) , round ( Maxima posit ion44 [4+man choice [ 1 ] ] , 4) , round ( Maxima posit ion44 [4+
man choice [ 2 ] ] , 4) , round ( Maxima posit ion44 [4+man choice [ 3 ] ] , 4) , round (
Maxima posit ion44 [4+man choice [ 4 ] ] , 4) , round (R WMG 45[4+man choice [ 0 ] ]   1 e3 , 3) ,
round (R WMG 45[4+man choice [ 1 ] ]   1 e3 , 3) , round (R WMG 45[4+man choice [ 2 ] ]   1 e3 , 3) ,
round (R WMG 45[4+man choice [ 3 ] ]   1 e3 , 3) , round (R WMG 45[4+man choice [ 4 ] ]   1 e3 , 3) ,
round (R WMG 46[4+man choice [ 0 ] ]   1 e3 , 3) , round (R WMG 46[4+man choice [ 1 ] ]   1 e3 , 3) ,
round (R WMG 46[4+man choice [ 2 ] ]   1 e3 , 3) , round (R WMG 46[4+man choice [ 3 ] ]   1 e3 , 3) ,
round (R WMG 46[4+man choice [ 4 ] ]   1 e3 , 3) , supplementary in format ion [ 2 ] ,
supplementary in format ion [ 3 ] ] )
e l s e :
new l ine = array ( [ ’ longdummyentryforremoval ’ , supplementary in format ion [ 0 ] ,
supplementary in format ion [ 1 ] , round ( dC 13 gauss [ 0 ] , 4) , round ( dC 13 gauss [ 1 ] , 4) ,
round ( dC 13 gauss [ 2 ] , 4) , round ( dC 13 gauss [ 3 ] , 4) , round ( dC 13 gauss [ 4 ] , 4) , round (
Amplitude44 [ 4 ] , 4) , round ( Amplitude44 [ 5 ] , 4) , round ( Amplitude44 [ 6 ] , 4) , round (
Amplitude44 [ 7 ] , 4) , round ( Amplitude44 [ 8 ] , 4) , round (Area44 [ 4 ] , 4) , round (Area44 [ 5 ] ,
4) , round (Area44 [ 6 ] , 4) , round (Area44 [ 7 ] , 4) , round (Area44 [ 8 ] , 4) , round (
Maxima posit ion44 [ 4 ] , 4) , round ( Maxima posit ion44 [ 5 ] , 4) , round ( Maxima posit ion44
[ 6 ] , 4) , round ( Maxima posit ion44 [ 7 ] , 4) , round ( Maxima posit ion44 [ 8 ] , 4) , round (
R WMG 45[ 4 ]   1 e3 , 3) , round (R WMG 45[ 5 ]   1 e3 , 3) , round (R WMG 45[ 6 ]   1 e3 , 3) , round (
R WMG 45[ 7 ]   1 e3 , 3) , round (R WMG 45[ 8 ]   1 e3 , 3) , round (R WMG 46[ 4 ]   1 e3 , 3) , round (
R WMG 46[ 5 ]   1 e3 , 3) , round (R WMG 46[ 6 ]   1 e3 , 3) , round (R WMG 46[ 7 ]   1 e3 , 3) , round (
R WMG 46[ 8 ]   1 e3 , 3) , supplementary in format ion [ 2 ] , supplementary in format ion [ 3 ] ] )
new l ine = expand dims ( d e l e t e ( new l ine , 0 ) , ax i s =0) # removes the dummy entry from array and
aferwards expands the dimension f o r appending procedure
541
e l i f t y p e f i l e == ’ Ai ra f t e r ’ :
l i b r a r y f i l e = l i b r a r y a i r a f t e r
h eade r l i n e = a i ra head . s p l i t ( ’ ’ )
# Create new array l i n e (dummy entry nece s sa ry because o f the not understood cut−o f f o f
e n t r i e s in newl ine )
546 i f l en ( dC 13 gauss ) > 5 :
man choice = peak ambiguity ( dC 13 gauss , Area44 array )
new l ine = array ( [ ’ longdummyentryforremoval ’ , supplementary in format ion [ 0 ] ,
supplementary in format ion [ 1 ] , supplementary in format ion [ 2 ] ,
supplementary in format ion [ 3 ] , round ( dC 13 gauss [ man choice [ 0 ] ] , 4) , round (
dC 13 gauss [ man choice [ 1 ] ] , 4) , round ( dC 13 gauss [ man choice [ 2 ] ] , 4) , round (
dC 13 gauss [ man choice [ 3 ] ] , 4) , round ( dC 13 gauss [ man choice [ 4 ] ] , 4) , round (
Amplitude44 [4+man choice [ 0 ] ] , 4) , round ( Amplitude44 [4+man choice [ 1 ] ] , 4) , round (
Amplitude44 [4+man choice [ 2 ] ] , 4) , round ( Amplitude44 [4+man choice [ 3 ] ] , 4) , round (
Amplitude44 [4+man choice [ 4 ] ] , 4) , round (Area44 [4+man choice [ 0 ] ] , 4) , round (Area44 [4+
man choice [ 1 ] ] , 4) , round (Area44 [4+man choice [ 2 ] ] , 4) , round (Area45 [4+man choice
[ 2 ] ] , 4) , round (Area46 [4+man choice [ 2 ] ] , 4) , round (Area44 [4+man choice [ 3 ] ] , 4) , round
(Area44 [4+man choice [ 4 ] ] , 4) , round ( Maxima posit ion44 [4+man choice [ 0 ] ] , 4) , round (
Maxima posit ion44 [4+man choice [ 1 ] ] , 4) , round ( Maxima posit ion44 [4+man choice [ 2 ] ] ,
4) , round ( Maxima posit ion44 [4+man choice [ 3 ] ] , 4) , round ( Maxima posit ion44 [4+
man choice [ 4 ] ] , 4) , round (R WMG 45[4+man choice [ 0 ] ]   1 e3 , 3) , round (R WMG 45[4+
man choice [ 1 ] ]   1 e3 , 3) , round (R WMG 45[4+man choice [ 2 ] ]   1 e3 , 3) , round (R WMG 45[4+
man choice [ 3 ] ]   1 e3 , 3) , round (R WMG 45[4+man choice [ 4 ] ]   1 e3 , 3) , round (R WMG 46[4+
man choice [ 0 ] ]   1 e3 , 3) , round (R WMG 46[4+man choice [ 1 ] ]   1 e3 , 3) , round (R WMG 46[4+
man choice [ 2 ] ]   1 e3 , 3) , round (R WMG 46[4+man choice [ 3 ] ]   1 e3 , 3) , round (R WMG 46[4+
man choice [ 4 ] ]   1 e3 , 3) , supplementary in format ion [ 4 ] , supplementary in format ion [ 5 ] ,
supplementary in format ion [ 6 ] ] )
e l s e :
new l ine = array ( [ ’ longdummyentryforremoval ’ , supplementary in format ion [ 0 ] ,
supplementary in format ion [ 1 ] , supplementary in format ion [ 2 ] ,
supplementary in format ion [ 3 ] , round ( dC 13 gauss [ 0 ] , 4) , round ( dC 13 gauss [ 1 ] , 4) ,
round ( dC 13 gauss [ 2 ] , 4) , round ( dC 13 gauss [ 3 ] , 4) , round ( dC 13 gauss [ 4 ] , 4) , round (
Amplitude44 [ 4 ] , 4) , round ( Amplitude44 [ 5 ] , 4) , round ( Amplitude44 [ 6 ] , 4) , round (
Amplitude44 [ 7 ] , 4) , round ( Amplitude44 [ 8 ] , 4) , round (Area44 [ 4 ] , 4) , round (Area44 [ 5 ] ,
4) , round (Area44 [ 6 ] , 4) , round (Area45 [ 6 ] , 4) , round (Area46 [ 6 ] , 4) , round (Area44 [ 7 ] , 4)
, round (Area44 [ 8 ] , 4) , round ( Maxima posit ion44 [ 4 ] , 4) , round ( Maxima posit ion44 [ 5 ] , 4)
, round ( Maxima posit ion44 [ 6 ] , 4) , round ( Maxima posit ion44 [ 7 ] , 4) , round (
Maxima posit ion44 [ 8 ] , 4) , round (R WMG 45[ 4 ]   1 e3 , 3) , round (R WMG 45[ 5 ]   1 e3 , 3) , round
(R WMG 45[ 6 ]   1 e3 , 3) , round (R WMG 45[ 7 ]   1 e3 , 3) , round (R WMG 45[ 8 ]   1 e3 , 3) , round (
R WMG 46[ 4 ]   1 e3 , 3) , round (R WMG 46[ 5 ]   1 e3 , 3) , round (R WMG 46[ 6 ]   1 e3 , 3) , round (
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R WMG 46[ 7 ]   1 e3 , 3) , round (R WMG 46[ 8 ]   1 e3 , 3) , supplementary in format ion [ 4 ] ,
supplementary in format ion [ 5 ] , supplementary in format ion [ 6 ] ] )
551 new l ine = expand dims ( d e l e t e ( new l ine , 0 ) , ax i s =0) # removes the dummy entry from array and
aferwards expands the dimension f o r appending procedure
e l i f t y p e f i l e == ’ Sample ’ :
l i b r a r y f i l e = l i b r a r y s amp l e s
heade r l i n e = sam head . s p l i t ( ’ ’ )
556 # Create new array l i n e (dummy entry nece s sa ry because o f the not understood cut−o f f o f
e n t r i e s in newl ine )
i f l en ( dC 13 gauss ) > 5 :
man choice = peak ambiguity ( dC 13 gauss , Area44 array )
new l ine = array ( [ ’ longdummyentryforremoval ’ , supplementary in format ion [ 0 ] ,
supplementary in format ion [ 1 ] , supplementary in format ion [ 2 ] ,
supplementary in format ion [ 3 ] , round ( dC 13 gauss [ man choice [ 0 ] ] , 4) , round (
dC 13 gauss [ man choice [ 1 ] ] , 4) , round ( dC 13 gauss [ man choice [ 2 ] ] , 4) , round (
dC 13 gauss [ man choice [ 3 ] ] , 4) , round ( dC 13 gauss [ man choice [ 4 ] ] , 4) , round (
Amplitude44 [4+man choice [ 0 ] ] , 4) , round ( Amplitude44 [4+man choice [ 1 ] ] , 4) , round (
Amplitude44 [4+man choice [ 2 ] ] , 4) , round ( Amplitude44 [4+man choice [ 3 ] ] , 4) , round (
Amplitude44 [4+man choice [ 4 ] ] , 4) , round (Area44 [4+man choice [ 0 ] ] , 4) , round (Area44 [4+
man choice [ 1 ] ] , 4) , round (Area44 [4+man choice [ 2 ] ] , 4) , round (Area45 [4+man choice
[ 2 ] ] , 4) , round (Area46 [4+man choice [ 2 ] ] , 4) , round (Area44 [4+man choice [ 3 ] ] , 4) , round
(Area44 [4+man choice [ 4 ] ] , 4) , round ( Maxima posit ion44 [4+man choice [ 0 ] ] , 4) , round (
Maxima posit ion44 [4+man choice [ 1 ] ] , 4) , round ( Maxima posit ion44 [4+man choice [ 2 ] ] ,
4) , round ( Maxima posit ion44 [4+man choice [ 3 ] ] , 4) , round ( Maxima posit ion44 [4+
man choice [ 4 ] ] , 4) , round (R WMG 45[4+man choice [ 0 ] ]   1 e3 , 3) , round (R WMG 45[4+
man choice [ 1 ] ]   1 e3 , 3) , round (R WMG 45[4+man choice [ 2 ] ]   1 e3 , 3) , round (R WMG 45[4+
man choice [ 3 ] ]   1 e3 , 3) , round (R WMG 45[4+man choice [ 4 ] ]   1 e3 , 3) , round (R WMG 46[4+
man choice [ 0 ] ]   1 e3 , 3) , round (R WMG 46[4+man choice [ 1 ] ]   1 e3 , 3) , round (R WMG 46[4+
man choice [ 2 ] ]   1 e3 , 3) , round (R WMG 46[4+man choice [ 3 ] ]   1 e3 , 3) , round (R WMG 46[4+
man choice [ 4 ] ]   1 e3 , 3) , supplementary in format ion [ 4 ] , round ( ( Area44 [ 6 ]   ( 2 0 0 . 0 / f l o a t (
supplementary in format ion [ 4 ] ) ) ) , 4) , supplementary in format ion [ 5 ] ,
supplementary in format ion [ 6 ] ] )
e l s e :
561 new l ine = array ( [ ’ longdummyentryforremoval ’ , supplementary in format ion [ 0 ] ,
supplementary in format ion [ 1 ] , supplementary in format ion [ 2 ] ,
supplementary in format ion [ 3 ] , round ( dC 13 gauss [ 0 ] , 4) , round ( dC 13 gauss [ 1 ] , 4) ,
round ( dC 13 gauss [ 2 ] , 4) , round ( dC 13 gauss [ 3 ] , 4) , round ( dC 13 gauss [ 4 ] , 4) , round (
Amplitude44 [ 4 ] , 4) , round ( Amplitude44 [ 5 ] , 4) , round ( Amplitude44 [ 6 ] , 4) , round (
Amplitude44 [ 7 ] , 4) , round ( Amplitude44 [ 8 ] , 4) , round (Area44 [ 4 ] , 4) , round (Area44 [ 5 ] ,
4) , round (Area44 [ 6 ] , 4) , round (Area45 [ 6 ] , 4) , round (Area46 [ 6 ] , 4) , round (Area44 [ 7 ] , 4)
, round (Area44 [ 8 ] , 4) , round ( Maxima posit ion44 [ 4 ] , 4) , round ( Maxima posit ion44 [ 5 ] , 4)
, round ( Maxima posit ion44 [ 6 ] , 4) , round ( Maxima posit ion44 [ 7 ] , 4) , round (
Maxima posit ion44 [ 8 ] , 4) , round (R WMG 45[ 4 ]   1 e3 , 3) , round (R WMG 45[ 5 ]   1 e3 , 3) , round
(R WMG 45[ 6 ]   1 e3 , 3) , round (R WMG 45[ 7 ]   1 e3 , 3) , round (R WMG 45[ 8 ]   1 e3 , 3) , round (
R WMG 46[ 4 ]   1 e3 , 3) , round (R WMG 46[ 5 ]   1 e3 , 3) , round (R WMG 46[ 6 ]   1 e3 , 3) , round (
R WMG 46[ 7 ]   1 e3 , 3) , round (R WMG 46[ 8 ]   1 e3 , 3) , supplementary in format ion [ 4 ] , round ( (
Area44 [ 6 ]   ( 2 0 0 . 0 / f l o a t ( supplementary in format ion [ 4 ] ) ) ) , 4) ,
supplementary in format ion [ 5 ] , supplementary in format ion [ 6 ] ] )
new l ine = expand dims ( d e l e t e ( new l ine , 0 ) , ax i s =0) # removes the dummy entry from array and
aferwards expands the dimension f o r appending procedure
e l i f t y p e f i l e == ’ RefAir ’ :
l i b r a r y f i l e = l i b r a r y r e f a i r
566 heade r l i n e = re fa head . s p l i t ( ’ ’ )
# Create new array l i n e (dummy entry nece s sa ry because o f the not understood cut−o f f o f
e n t r i e s in newl ine )
i f l en ( dC 13 gauss ) > 5 :
man choice = peak ambiguity ( dC 13 gauss , Area44 array )
new l ine = array ( [ ’ longdummyentryforremoval ’ , supplementary in format ion [ 0 ] ,
supplementary in format ion [ 1 ] , round ( dC 13 gauss [ man choice [ 0 ] ] , 4) , round (
dC 13 gauss [ man choice [ 1 ] ] , 4) , round ( dC 13 gauss [ man choice [ 2 ] ] , 4) , round (
dC 13 gauss [ man choice [ 3 ] ] , 4) , round ( dC 13 gauss [ man choice [ 4 ] ] , 4) , round (
Amplitude44 [4+man choice [ 0 ] ] , 4) , round ( Amplitude44 [4+man choice [ 1 ] ] , 4) , round (
Amplitude44 [4+man choice [ 2 ] ] , 4) , round ( Amplitude44 [4+man choice [ 3 ] ] , 4) , round (
Amplitude44 [4+man choice [ 4 ] ] , 4) , round (Area44 [4+man choice [ 0 ] ] , 4) , round (Area44 [4+
man choice [ 1 ] ] , 4) , round (Area44 [4+man choice [ 2 ] ] , 4) , round (Area44 [4+man choice
[ 3 ] ] , 4) , round (Area44 [4+man choice [ 4 ] ] , 4) , round ( Maxima posit ion44 [4+man choice
[ 0 ] ] , 4) , round ( Maxima posit ion44 [4+man choice [ 1 ] ] , 4) , round ( Maxima posit ion44 [4+
man choice [ 2 ] ] , 4) , round ( Maxima posit ion44 [4+man choice [ 3 ] ] , 4) , round (
Maxima posit ion44 [4+man choice [ 4 ] ] , 4) , round (R WMG 45[4+man choice [ 0 ] ]   1 e3 , 3) ,
round (R WMG 45[4+man choice [ 1 ] ]   1 e3 , 3) , round (R WMG 45[4+man choice [ 2 ] ]   1 e3 , 3) ,
round (R WMG 45[4+man choice [ 3 ] ]   1 e3 , 3) , round (R WMG 45[4+man choice [ 4 ] ]   1 e3 , 3) ,
round (R WMG 46[4+man choice [ 0 ] ]   1 e3 , 3) , round (R WMG 46[4+man choice [ 1 ] ]   1 e3 , 3) ,
round (R WMG 46[4+man choice [ 2 ] ]   1 e3 , 3) , round (R WMG 46[4+man choice [ 3 ] ]   1 e3 , 3) ,
round (R WMG 46[4+man choice [ 4 ] ]   1 e3 , 3) , supplementary in format ion [ 2 ] ,
supplementary in format ion [ 3 ] , supplementary in format ion [ 4 ] ] )
571 e l s e :
new l ine = array ( [ ’ longdummyentryforremoval ’ , supplementary in format ion [ 0 ] ,
supplementary in format ion [ 1 ] , round ( dC 13 gauss [ 0 ] , 4) , round ( dC 13 gauss [ 1 ] , 4) ,
round ( dC 13 gauss [ 2 ] , 4) , round ( dC 13 gauss [ 3 ] , 4) , round ( dC 13 gauss [ 4 ] , 4) , round (
Amplitude44 [ 4 ] , 4) , round ( Amplitude44 [ 5 ] , 4) , round ( Amplitude44 [ 6 ] , 4) , round (
Amplitude44 [ 7 ] , 4) , round ( Amplitude44 [ 8 ] , 4) , round (Area44 [ 4 ] , 4) , round (Area44 [ 5 ] ,
4) , round (Area44 [ 6 ] , 4) , round (Area44 [ 7 ] , 4) , round (Area44 [ 8 ] , 4) , round (
Maxima posit ion44 [ 4 ] , 4) , round ( Maxima posit ion44 [ 5 ] , 4) , round ( Maxima posit ion44
[ 6 ] , 4) , round ( Maxima posit ion44 [ 7 ] , 4) , round ( Maxima posit ion44 [ 8 ] , 4) , round (
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R WMG 45[ 4 ]   1 e3 , 3) , round (R WMG 45[ 5 ]   1 e3 , 3) , round (R WMG 45[ 6 ]   1 e3 , 3) , round (
R WMG 45[ 7 ]   1 e3 , 3) , round (R WMG 45[ 8 ]   1 e3 , 3) , round (R WMG 46[ 4 ]   1 e3 , 3) , round (
R WMG 46[ 5 ]   1 e3 , 3) , round (R WMG 46[ 6 ]   1 e3 , 3) , round (R WMG 46[ 7 ]   1 e3 , 3) , round (
R WMG 46[ 8 ]   1 e3 , 3) , supplementary in format ion [ 2 ] , supplementary in format ion [ 3 ] ,
supplementary in format ion [ 4 ] ] )
new l ine = expand dims ( d e l e t e ( new l ine , 0 ) , ax i s =0) # removes the dummy entry from array and
aferwards expands the dimension f o r appending procedure
#pr in t l en ( new l ine )
576
e l s e :
p r i n t ’                                                 ’
p r i n t ’Oh, oh − Data in ”%s” has no corresponding Library f i l e ! ! ! ’ %( d a t a f i l e )
p r i n t ’                                                 ’
581
## Cal l de f Non r e f l i b r a r y to execute the wr i t i ng
#pr in t ’ Test : ’ , run , f i l e t y p e [ run ] , supplementary informat ion , supplementary in format ion [ run−1]
Non r e f l i b r a r y ( l i b r a r y f i l e , new l ine , header l ine , f i l e t y p e [ runs ] , d a t a f i l e ,
supplementary informat ion , Maxima position44 , Amplitude44 , Area44 , dC 13 gauss , R WMG 45,
R WMG 46)
586 ###############################################################################
def not working ( d a t a f i l e , f i l e t y p e , f o l d e r ) :
archive name = f i l e t y p e +’ archive ’
i f os . path . e x i s t s ( abs path+’not working/’+archive name+’/’+ f o l d e r ) == True :
p r i n t
’                                                                                            ’
591 p r in t ’ Archive f o l d e r %s in ”not working /” a l ready e x i s t s ! ! ! \ n\n Skipping i t . . . ’ %( f o l d e r )
p r in t
’                                                                                            ’
e l s e :
s h u t i l . copytree ( tmp dir+fo ld e r , abs path+’not working/’+archive name+’/’+ f o l d e r )
o r g d i r = os . r e ad l i nk ( tmp dir+f o l d e r )
596 s h u t i l . rmtree ( o r g d i r )
os . un l ink ( tmp dir+f o l d e r )
p r in t
p r in t ’ Errors occured whi le p ro c e s s i ng datase t %s ! ! ’ %( d a t a f i l e . s p l i t ( ’ / ’ , 1 0 ) [ −1 ] . r s p l i t ( ’ / ’ , 1 ) [ 0 ] )
p r i n t ’−> Data f o l d e r moved to ”not working ” ! ’
601 p r in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
###############################################################################
# ana l y s i s d e f i n i t i o n s
###############################################################################
606
de f Peak ( time , mass44 , mass45 , mass46 , runs ) :
”””
Subprogram to f i nd the peaks , the peak type , t h e i r maxima , the Areas and the
backgound value .
611 The Peak−Maxima ( value and po s i t i o n ) , peak s ta r t , peak end , the peak type and
peak number as we l l as i t s po s i t i on , the background value and the average over
10 po in t s o f the s imple d e r i v a t i on between two neigboured po in t s are returned
f o r a l l th ree masses .
”””
616
# de f i n e g l oba l r e s u l t a r rays
mass prime44 = [ ] # de f i n e s the de r i v a t i on o f the raw data
mass prime45 = [ ] # de f i n e s the de r i v a t i on o f the raw data
mass prime46 = [ ] # de f i n e s the de r i v a t i on o f the raw data
621 Maxima time44 = [ ] # de f i n e s the po s i t i o n o f the maxima
Maxima value44 = [ ] # de f i n e s the value o f the maxima
Maxima time45 = [ ] # de f i n e s the po s i t i o n o f the maxima
Maxima value45 = [ ] # de f i n e s the value o f the maxima
Maxima time46 = [ ] # de f i n e s the po s i t i o n o f the maxima
626 Maxima value46 = [ ] # de f i n e s the value o f the maxima
Area a l l 44 = [ ] # de f i n e s the value o f the complete peak area
Area a l l 45 = [ ] # de f i n e s the value o f the complete peak area
Area a l l 46 = [ ] # de f i n e s the value o f the complete peak area
peak s t a r t = [ ] # de f i n e s array f o r the peak s t a r t
631 peak end = [ ] # de f i n e s array f o r the peak end
peak number = [ ] # counts the peaks
background const44 = [ ] # de f i n e s the constant background l e v e l
background const45 = [ ] # de f i n e s the constant background l e v e l
background const46 = [ ] # de f i n e s the constant background l e v e l
636 peak type = [ ] # de f i n e s the peak type
bg t imes = [ ]
# s t a r t i n g cond i t i on s nece s sa ry to de tec t the peaks
i t e r = 0
peak nr = 0
641 po s i t i on0 = 0
# scan the time ax i s to f i nd the peaks
f o r n in range (1 , l en ( time )−window) :
646 # get the de r i v a t i on o f mass over time
i f der ivat method == ’sum ’ :
mass prime44 . append ( de r i va t (n , time , mass44 , 20 . 0 ) )
mass prime45 . append ( de r i va t (n , time , mass45 , 20 . 0 ) )
mass prime46 . append ( de r i va t (n , time , mass46 , 20 . 0 ) )
651
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# ca l c u l a t e the cente r o f g rav i ty o f a f l o a t i n g window to de tec t peaks
square sum = sum(mass44 [ n : n+window+1]  2)
fourth sum = sum(mass44 [ n : n+window+1]  4)
po s i t i o n = sum( l i n s pa c e (n , n+window , window+1) mass44 [ n : n+window+1]  2) / square sum
656 amplitude = sq r t ( fourth sum/square sum )
# detec t peak i f c e r t a i n cond i t i on s f o r p o s i t i o n and amplitude
# are va l id , de t ec t peak only once ( va r i ab l e : i t e r )
i f i t e r == 0 and abs ( pos i t i on−n−window /2 . 0 ) < 3 . 0 :
661 width = ( square sum )   2/ fourth sum # width o f peak
i t e r = 1 # cond i t i on to de tec t peak only once
# ## bug search
# i f width < 300 and amplitude < 1e6 and time [ p o s i t i o n ]− po s i t i on0 > 30 :
# pr in t max( time )−time [ p o s i t i o n ]>100 , ’ because time %f minus %f i s %f ’%(max( time ) , time [
p o s i t i o n ] ,max( time )−time [ p o s i t i o n ] )
666 # cond i t i on f o r blank l i k e peaks ( width , ampl , d i s t ance to peak be fo r e and l a s t to
chromatogram end )
i f width < 300 and amplitude < 1e6 and time [ p o s i t i o n ]− po s i t i on0 > 30 and max( time )−time [
p o s i t i o n ]>100:
# get peak number
peak nr = peak nr + 1
671 # ca l c u l a t e Area ( s ) , Maximum, I n t e g r a t i o n l im i t s and backgrounds by c a l l i n g de f gauss ian
Area b lank l i ke , Max t , Max m, s ta r t , end , back const , bg time , t ime sh i f t = gauss ian (
pos i t i on , width , time , mass44 , mass45 , mass46 , peak nr , runs )
# pr in t type o f found peak be fo r e opt imizat i on s t a r t s
p r in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
p r i n t ’ Blank−l i k e peak found at %(a1 ) 1 .2 f ; peak number %(a2 ) 1 .0 f ’ % { ’ a1 ’ : Max t [ 0 ] , ’
a2 ’ : peak nr}
676 # save the peak po s i t i o n to de tec t peak only once
po s i t i on0 = Max t [ 0 ]
# append r e s u l t s to r e su l t−ar rays
Maxima time44 . append (Max t [ 0 ] ) # time o f Maximum 44
681 Maxima time45 . append (Max t [ 1 ] ) # time o f Maximum 45
Maxima time46 . append (Max t [ 2 ] ) # time o f Maximum 46
Maxima value44 . append (Max m [ 0 ] ) # Maximum 44 in value
Maxima value45 . append (Max m [ 1 ] ) # Maximum 45 in value
Maxima value46 . append (Max m [ 2 ] ) # Maximum 46 in value
686 Area a l l 44 . append ( Area b l ank l i k e [ 0 ] ) # complete Area 44
Area a l l 45 . append ( Area b l ank l i k e [ 1 ] ) # complete Area 45
Area a l l 46 . append ( Area b l ank l i k e [ 2 ] ) # complete Area 46
peak s t a r t . append ( s t a r t ) # peak s t a r t
peak end . append ( end ) # peak end
691 peak number . append ( peak nr ) # peak number
background const44 . append ( back const [ 0 ] ) # constant background 44
background const45 . append ( back const [ 1 ] ) # constant background 45
background const46 . append ( back const [ 2 ] ) # constant background 46
peak type . append ( ’ Gauss ’ ) # type o f the peak
696
# pr in t r e s u l t s
i f t ime sh i f t [ 1 ] != 0 or t ime sh i f t [ 2 ] != 0 :
p r i n t ’%(a0 ) s %(a1 ) 13 .4 f %(a2 ) 7 .4 f %(a3 ) 7 .4 f %(a4 ) s %(a5 ) 9 .2 f %(a6 ) s %(a7 ) 5 .2 f ’ %
{ ’ a0 ’ : ’ Blank−l i k e Areas (nAs) : ’ , ’ a1 ’ : A r ea b l ank l i k e [ 0 ]   1 e−6, ’ a2 ’ :
A r ea b l ank l i k e [ 1 ]   1 e−6, ’ a3 ’ : A r ea b l ank l i k e [ 2 ]   1 e−6, ’ a4 ’ : ’ peak s t a r t ( s )
: ’ , ’ a5 ’ : time [ s t a r t ] , ’ a6 ’ : ’ t ime sh i f t 4 5 : ’ , ’ a7 ’ : t ime sh i f t [ 2 ] }
pr in t ’%(a0 ) s %(a1 ) 10 .4 f %(a2 ) 7 .4 f %(a3 ) 7 .4 f %(a4 ) s %(a5 ) 11 .2 f %(a6 ) s %(a7 ) 5 .2 f ’ %
{ ’ a0 ’ : ’ constant backgrounds (nA) : ’ , ’ a1 ’ : back const [ 0 ]   1 e−6, ’ a2 ’ :
back const [ 1 ]   1 e−6, ’ a3 ’ : back const [ 2 ]   1 e−6, ’ a4 ’ : ’ peak end ( s ) : ’ , ’ a5 ’ :
time [ end ] , ’ a6 ’ : ’ t ime s h i f t 4 6 : ’ , ’ a7 ’ : t ime s h i f t [ 2 ]}
701 e l s e :
p r i n t ’%(a0 ) s %(a1 ) 13 .4 f %(a2 ) 7 .4 f %(a3 ) 7 .4 f %(a4 ) s %(a5 ) 9 .2 f ’ % { ’ a0 ’ : ’ Blank−
l i k e Areas (nAs) : ’ , ’ a1 ’ : A r ea b l ank l i k e [ 0 ]   1 e−6, ’ a2 ’ : A r ea b l ank l i k e [ 1 ]   1 e
−6, ’ a3 ’ : A r ea b l ank l i k e [ 2 ]   1 e−6, ’ a4 ’ : ’ peak s t a r t ( s ) : ’ , ’ a5 ’ : time [ s t a r t ]}
pr in t ’%(a0 ) s %(a1 ) 10 .4 f %(a2 ) 7 .4 f %(a3 ) 7 .4 f %(a4 ) s %(a5 ) 11 .2 f ’ % { ’ a0 ’ : ’ constant
backgrounds (nA) : ’ , ’ a1 ’ : back const [ 0 ]   1 e−6, ’ a2 ’ : back const [ 1 ]   1 e−6, ’ a3 ’ :
back const [ 2 ]   1 e−6, ’ a4 ’ : ’ peak end ( s ) : ’ , ’ a5 ’ : time [ end ]}
# cond i t i on f o r r e c tangu la r peak ( in gene ra l widthes o f around 200)
706 i f width > 160 and amplitude > 1e6 :
# get peak number
peak nr = peak nr + 1
711 # ca l c u l a t e Area , I n t e g r a t i o n l im i t s and backgrounds by c a l l i n g de f r e c tangu l a r
Area rec , s ta r t , end , back const = rec tangu l a r ( pos i t i on , width , time , mass44 , mass45 ,
mass46 , runs )
# save the peak po s i t i o n to de tec t peak only once
po s i t i on0 = time [ p o s i t i o n ]
716
# append r e s u l t s to r e su l t−ar rays
Area a l l 44 . append ( Area rec [ 0 ] ) # complete Area 44
Area a l l 45 . append ( Area rec [ 1 ] ) # complete Area 45
Area a l l 46 . append ( Area rec [ 2 ] ) # complete Area 46
721 Maxima time44 . append (0) # no Maximum 44 s e l e c t e d
Maxima time45 . append (0) # no Maximum 45 s e l e c t e d
Maxima time46 . append (0) # no Maximum 46 s e l e c t e d
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Maxima value44 . append (0) # no Maximum 44 s e l e c t e d
Maxima value45 . append (0) # no Maximum 45 s e l e c t e d
726 Maxima value46 . append (0) # no Maximum 46 s e l e c t e d
peak s t a r t . append ( s t a r t ) # peak s t a r t
peak end . append ( end ) # peak end
peak number . append ( peak nr ) # peak number
background const44 . append ( back const [ 0 ] ) # constant background 44
731 background const45 . append ( back const [ 1 ] ) # constant background 45
background const46 . append ( back const [ 2 ] ) # constant background 46
peak type . append ( ’ Rec ’ ) # type o f the peak
# pr in t r e s u l t s
736 p r in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
p r i n t ’ Rectangular peak found at %(a1 ) 1 .2 f ; peak number %(a2 ) 1 .0 f ’ % { ’ a1 ’ : time [
p o s i t i o n ] , ’ a2 ’ : peak nr}
pr in t ’%(a0 ) s %(a1 ) 20 .4 f %(a2 ) 7 .4 f %(a3 ) 7 .4 f %(a4 ) s %(a5 ) 8 .2 f ’ % { ’ a0 ’ : ’Rec Areas (
nAs) : ’ , ’ a1 ’ : Area rec [ 0 ]   1 e−6, ’ a2 ’ : Area rec [ 1 ]   1 e−6, ’ a3 ’ : Area rec [ 2 ]   1 e−6, ’
a4 ’ : ’ peak s t a r t ( s ) : ’ , ’ a5 ’ : time [ s t a r t ]}
pr in t ’%(a0 ) s %(a1 ) 10 .4 f %(a2 ) 7 .4 f %(a3 ) 7 .4 f %(a4 ) s %(a5 ) 10 .2 f ’ % { ’ a0 ’ : ’ constant
backgrounds (nA) : ’ , ’ a1 ’ : back const [ 0 ]   1 e−6, ’ a2 ’ : back const [ 1 ]   1 e−6, ’ a3 ’ :
back const [ 2 ]   1 e−6, ’ a4 ’ : ’ peak end ( s ) : ’ , ’ a5 ’ : time [ end ]}
741 # cond i t i on f o r gauss ian peak
i f width <=160 and amplitude > 1e6 :
# get peak number
peak nr = peak nr + 1
746
# ca l c u l a t e Area ( s ) , Maximum, I n t e g r a t i o n l im i t s and backgrounds
Area gauss , Max t , Max m, s ta r t , end , back const , bg time , t ime sh i f t = gauss ian ( pos i t i on
, width , time , mass44 , mass45 , mass46 , peak nr , runs )
# pr in t type o f found peak be fo r e opt imizat i on s t a r t s
p r in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
751 p r in t ’ Gaussian peak found at %(a1 ) 1 .2 f ; peak number %(a2 ) 1 .0 f ’ % { ’ a1 ’ : Max t [ 0 ] , ’ a2
’ : peak nr}
# save the peak po s i t i o n to de tec t peak only once
po s i t i on0 = Max t [ 0 ]
756 # append r e s u l t s to r e su l t−ar rays
Maxima time44 . append (Max t [ 0 ] ) # time o f Maximum 44
Maxima time45 . append (Max t [ 1 ] ) # time o f Maximum 45
Maxima time46 . append (Max t [ 2 ] ) # time o f Maximum 46
Maxima value44 . append (Max m [ 0 ] ) # Maximum 44 in value
761 Maxima value45 . append (Max m [ 1 ] ) # Maximum 45 in value
Maxima value46 . append (Max m [ 2 ] ) # Maximum 46 in value
Area a l l 44 . append ( Area gauss [ 0 ] ) # complete Area 44
Area a l l 45 . append ( Area gauss [ 1 ] ) # complete Area 45
Area a l l 46 . append ( Area gauss [ 2 ] ) # complete Area 46
766 peak s t a r t . append ( s t a r t ) # peak s t a r t
peak end . append ( end ) # peak end
peak number . append ( peak nr ) # peak number
background const44 . append ( back const [ 0 ] ) # constant background 44
background const45 . append ( back const [ 1 ] ) # constant background 45
771 background const46 . append ( back const [ 2 ] ) # constant background 46
peak type . append ( ’ Gauss ’ ) # type o f the peak
bg t imes . append ( bg time )
# pr in t r e s u l t s
i f t ime sh i f t [ 1 ] != 0 or t ime sh i f t [ 2 ] != 0 :
776 pr in t ’%(a0 ) s %(a1 ) 18 .4 f %(a2 ) 7 .4 f %(a3 ) 7 .4 f %(a4 ) s %(a5 ) 8 .2 f %(a6 ) s %(a7 ) 4 .2 f ’ %
{ ’ a0 ’ : ’ Gauss Areas (nAs) : ’ , ’ a1 ’ : Area gauss [ 0 ]   1 e−6, ’ a2 ’ : Area gauss [ 1 ]   1 e
−6, ’ a3 ’ : Area gauss [ 2 ]   1 e−6, ’ a4 ’ : ’ peak s t a r t ( s ) : ’ , ’ a5 ’ : time [ s t a r t ] , ’ a6
’ : ’ t ime s h i f t 4 5 : ’ , ’ a7 ’ : t ime s h i f t [ 1 ] }
pr in t ’%(a0 ) s %(a1 ) 10 .4 f %(a2 ) 7 .4 f %(a3 ) 7 .4 f %(a4 ) s %(a5 ) 10 .2 f %(a6 ) s %(a7 ) 4 .2 f ’
% { ’ a0 ’ : ’ constant backgrounds (nA) : ’ , ’ a1 ’ : back const [ 0 ]   1 e−6, ’ a2 ’ :
back const [ 1 ]   1 e−6, ’ a3 ’ : back const [ 2 ]   1 e−6, ’ a4 ’ : ’ peak end ( s ) : ’ , ’ a5 ’ :
time [ end ] , ’ a6 ’ : ’ t ime s h i f t 4 6 : ’ , ’ a7 ’ : t ime s h i f t [ 2 ]}
e l s e :
p r i n t ’%(a0 ) s %(a1 ) 18 .4 f %(a2 ) 7 .4 f %(a3 ) 7 .4 f %(a4 ) s %(a5 ) 8 .2 f ’ % { ’ a0 ’ : ’ Gauss
Areas (nAs) : ’ , ’ a1 ’ : Area gauss [ 0 ]   1 e−6, ’ a2 ’ : Area gauss [ 1 ]   1 e−6, ’ a3 ’ :
Area gauss [ 2 ]   1 e−6, ’ a4 ’ : ’ peak s t a r t ( s ) : ’ , ’ a5 ’ : time [ s t a r t ]}
pr in t ’%(a0 ) s %(a1 ) 10 .4 f %(a2 ) 7 .4 f %(a3 ) 7 .4 f %(a4 ) s %(a5 ) 10 .2 f ’ % { ’ a0 ’ : ’ constant
backgrounds (nA) : ’ , ’ a1 ’ : back const [ 0 ]   1 e−6, ’ a2 ’ : back const [ 1 ]   1 e−6, ’ a3 ’ :
back const [ 2 ]   1 e−6, ’ a4 ’ : ’ peak end ( s ) : ’ , ’ a5 ’ : time [ end ]}
781
# cond i t i on to de tec t each peak only once
i f i t e r != 0 and abs ( pos i t i on−n−window /2 . 0 ) > 4 . 0 :
i t e r = 0
786 # pr in t the number o f found peaks in the data
p r in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
p r i n t ’Number o f peaks found : ’ , peak number [−1]
p r i n t
#pr in t bg t imes
791 #f i g u r e s [ runs ] . g e t axe s ( ) [ 0 ] . s e t y l im (100 ,150)#(min ( background const45 )−(min ( background const45 )
/10) ) , (max( background const46 )+(max( background const46 ) /10) )
#f i g u r e s [ runs ] . g e t axe s ( ) [ 0 ] . s e t x l im ( bg t imes [1]−30 , bg t imes [1 ]+10)
#f i g u r e s [ runs ] . g e t axe s ( ) [ 0 ] . s e t x l im ( bg t imes [2]−30 , bg t imes [2 ]+10)
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#f i g u r e s [ runs ] . g e t axe s ( ) [ 0 ] . s e t v i ew i n t e r v a l (mean( bg t imes [ 2 ] ) −30,mean( bg t imes [ 2 ] ) +10, i gnore=
False )
re turn mass prime44 , Maxima time44 , Maxima value44 , Area a l l44 , background const44 , mass prime45 ,
Maxima time45 , Maxima value45 , Area a l l45 , background const45 , mass prime46 , Maxima time46 ,
Maxima value46 , Area a l l46 , background const46 , peak s tar t , peak end , peak type
796
###############################################################################
def r e c tangu l a r ( pos i t i on , width , time , mass44 , mass45 , mass46 , runs ) :
”””
801 Subprogram to f i nd the area o f a r e c tangu l a r peak as i d e n t i f i e d be f o r e .
A constant background i s removed from the data .
The Area , peak s ta r t , peak end and the constant background value i s returned
f o r a l l th ree masses .
”””
806 # de f i n e s t a r t parameters
i t e r = 0
Area = [ ]
p eak s t a r t = 0
peak end = 0
811 rec bgrd = [ ]
r e s i s t a n c e s = [ r e s i s t 4 4 , r e s i s t 4 5 , r e s i s t 4 6 ]
# # Debug
# pr in t ’Debug ’
816 # pr in t pos i t i on , width , time , mass44 , mass45 , mass46
# s t a r t scanning the peak f o r the l im i t s
f o r n in range ( i n t ( p o s i t i o n )−i n t ( width ) , i n t ( p o s i t i o n )+in t ( width ) ) :
i f n > l en ( time )−11:
821 p r in t ’Measurement stopped too ea r l y ! ’
p r i n t
s l e ep (60)
Area = ones (3 )
bgrd const = ones (3)
826
# get r e s u l t s o f the complete detected peaks
e l s e :
# get the de r i v a t i on o f the peak
Der ivat ion = de r i va t (n , time , mass44 , 10 . 0 )
831
# detec t l e f t peak l im i t us ing Der ivat ion
i f i t e r == 0 and Der ivat ion > s t a r t s l o p e r e c :
# get peak s t a r t
i t e r = 1
836 peak s t a r t = n
i f i t e r != 0 and i t e r < 2 and Der ivat ion <= −6e4 :
i t e r = 2
# get peak end
841 whi le Der ivat ion < end s l op e r e c :
n = n + 1
Der ivat ion = de r i va t (n , time , mass44 , 10 . 0 )
peak end = n
846 # in t e g r a t e only in smal l range i f intended accord ing to t ime i n t e r v a l
i f i n t e g r a t e r e c sma l l == ’on ’ :
peak star t new= in t ( ( peak end−peak s t a r t ) /2 . )+peak s tar t−i n t ( 0 . 5  t ime i n t e r v a l /
t imestep )
peak end new = in t ( ( peak end−peak s t a r t ) /2 . )+peak s t a r t+in t (0 . 5  t ime i n t e r v a l /
t imestep )
e l s e :
851 peak star t new = peak s t a r t
peak end new = peak end
# get area under peak
CG = 0
856 f o r mass in [ mass44 , mass45 , mass46 ] :
# get the constant peak background
rec bg , bg time = background ( time , mass , peak s tar t , r e s i s t a n c e s [CG] , runs )
r ec bgrd . append ( rec bg )
861 # ca l c u l a t e area
r e c i n t e g r a t e = mass [ peak star t new : peak end new]− r ec bg  ones ( l en (mass [
peak star t new : peak end new ] ) )
Area . append ( sc ipy . i n t e g r a t e . simps ( r e c i n t e g r a t e , time [ peak star t new : peak end new ] )
)
CG = CG + 1
866 return Area , peak start new , peak end new , rec bgrd
###############################################################################
def gauss ian ( pos i t i on , width , time , mass44 , mass45 , mass46 , peak nr , runs ) :
871 ’ ’ ’
Subprogram to get the area under a gauss ian peak as i d e n t i f i e d be f o r e .
A constant background i n f r on t o f the peak i s .
The Area , peak s ta r t , peak end , the Maxima in po s i t i o n and
value as we l l as the background s i g n a l are returned f o r a l l th ree masses .
876 ’ ’ ’
# de f i n e s t a r t parameters
i t e r = 0
Area = [ ]
p eak s t a r t = 0
881 peak end = 0
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Maxima time = [ ]
Maxima value = [ ]
bgrd const = [ ]
bgrd t imes = [ ]
886 t ime s h i f t a r r a y = [ ]
r e s i s t = [ r e s i s t 4 4 , r e s i s t 4 5 , r e s i s t 4 6 ]
s l o p e d e t e c t s t a r t = s t a r t s l o p e g a u s s
mass pcuts =[ ]
Uncut Area =[ ]
891 # Just i f the peak l im i t s are r ecogn i zed s u c c e s f u l l y i t e r ge t s 3 , so reduce the Der ivat ion
de t e c t i on l im i t s u c s e s s i v e l y un t i l i t f i n d s the peak s t a r t
whi le i t e r < 3 and s l o p e d e t e c t s t a r t > 50 :
# s t a r t scanning the detected 44 peak f o r the l im i t s us ing the given window pos i t i on−width <−−>
po s i t i o n+width
f o r n in range ( i n t ( p o s i t i o n )−i n t ( width ) , i n t ( p o s i t i o n )+in t ( width ) ) :
# de f i n e abort cond i t i on i f measurement stopped during peak
896 i f n > l en ( time )−11:
p r i n t ’Measurement stopped too ea r l y ! ’
p r i n t
s l e ep (60)
Area = ones (3 )
901 bgrd const = ones (3)
Maxima time = ones (3)
Maxima value = ones (3 )
# get the de r i v a t i on o f the peak
906 Der ivat ion = de r i va t (n , time , mass44 , 10 . 0 )
Der ivat ion0 = der i va t (n−1, time , mass44 , 10 . 0 )
# detec t l e f t peak l im i t us ing Der ivat ion
i f i t e r == 0 and Der ivat ion > s l o p e d e t e c t s t a r t :
911 # get peak s t a r t
i t e r = 1
peak s t a r t = n−12
i f peak nr > 4 and Debug :
p r in t ’\ nPstart : %1.2 f , Pstar t time : %1.2 f , Der ivat ion : %1.2 f , s l o p e d e t e c t s t a r t :
%1.2 f \n ’ %(peak s tar t , time [ p eak s t a r t ] , Der ivat ion , s l o p e d e t e c t s t a r t )
916 # get two d i f f e r e n t background s i g n a l s f o r a l l th ree masses
CG = 0
f o r mass in [ mass44 , mass45 , mass46 ] :
bg const , bg time = background ( time , mass , peak s tar t , r e s i s t [CG] , runs )
bgrd const . append ( bg const )
921 bgrd t imes . append ( bg time )
CG = CG + 1
# get peak end
i f i t e r != 0 and i t e r < 3 and Der ivat ion <= −9e3 :
926 # cont inue peak scan
i f ’ s lope ’ in method end :
#pr in t ”Ding”
#end s l ope gaus s=−100 # tbr => j u s t f o r a de f ined peak end cut
whi le Der ivat ion < end s l ope gaus s :
931 n = n+1
Der ivat ion = de r i va t (n , time , mass44 , 10 . 0 )
# ## Star t DEBUG entry f o r a de f ined peak end cut
# i f n in range (21500 ,22500) : #tbr => j u s t f o r a de f ined peak end cut
# end s l ope gaus s =−82426.8
936 # e l s e :
# end s l ope gaus s=−100
# peak end = n
# ## End DEBUG Entr i e s
peak end = n+20 # de f au l t
941 # ## Star t DEBUG en t r i e s f o r a de f ined peak end cut
# i f peak end in range (22000 ,23000) : #
# peak end = 22170
# pr in t de r i va t ( peak end , time , mass44 , 10 . 0 )
# i f peak end > l en ( time ) :
946 # pr in t ’ Peak End exceeds boundar ies ! ’
i f Debug :
p r i n t ’\nPend time : %1.2 f , Der ivat ion : %1.2 f , end s l ope gaus s : %1.2 f ’ %(time [
peak end ] , Der ivat ion , end s l ope gaus s )
## End DEBUG Entr i e s
e l s e :
951 summe = 1000.0
whi le abs (summe/10.0− bgrd const [ 0 ] )>bgrd const [0 ]+2 e6 :
n = n + 1
summe = sum(mass44 [ n : n+10])
peak end = n−10
956
## Star t DEBUG entry
# i f peak nr == 7 :
# peak end = peak end −270
961 # r f i g=pylab . f i g u r e (42 , f i g s i z e = (6 , 5) )
# f i g u r e s [ runs ] . g e t axe s ( ) [2 ]= r f i g . add subplot (111 , au to s ca l e on=True )
# #pylab . ax i s ([−2 , 22 , −0.2 , 0 . 2 ] )
# f i g u r e s [ runs ] . g e t axe s ( ) [ 2 ] . p l o t ( time [ peak s tar t −( b g s h i f t+bg average ) : peak end ] , (
mass45 [ peak s tar t −( b g s h i f t+bg average ) : peak end ]−bgrd const [ 1 ] ) /(mass44 [ peak s tar t −( b g s h i f t+
bg average ) : peak end ]−bgrd const [ 0 ] ) , ’ bo− ’)
# f i g u r e s [ runs ] . g e t axe s ( ) [ 2 ] . p l o t ( time [ peak s tar t −( b g s h i f t+bg average ) : peak end ] , (
mass46 [ peak s tar t −( b g s h i f t+bg average ) : peak end ]−bgrd const [ 2 ] ) /(mass44 [ peak s tar t −( b g s h i f t+
bg average ) : peak end ]−bgrd const [ 0 ] ) , ’ go− ’)
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966
# d e f i n i t i o n o f chromatogram number
CG = 0
# get r e s u l t s f o r a l l th ree masses
971 f o r n , mass in enumerate ( [ mass44 , mass45 , mass46 ] ) :
# get peak maximum in time and po s i t i o n
pos i t i on new = peak s t a r t+argmax (mass [ p eak s t a r t : peak end ] )
# make a s p l i n e f i t around the cente r o f g rav i ty po s i t i o n
# of the peak to f i nd the r e a l maxima => de f s p l i n e f i t
976 r a s t e r = 7
l e f t l i m = in t ( pos i t i on new )−r a s t e r
r i g h t l im = in t ( pos i t i on new )+r a s t e r
peak t ime en larged , peak va lue en la rged = s p l i n e f i t ( time [ l e f t l i m : r i g h t l im ] , mass [
l e f t l i m : r i g h t l im ] , enlargement )
# save the s p l i n e f i t Maxima and t h e i r p o s i t i o n
981 Maxima time . append ( peak t ime en la rged [ argmax ( peak va lue en la rged ) ] )
Maxima value . append (max( peak va lue en la rged ) )
# de f i n e the peak ar rays in time and mass
i f ” cut ” in method end :
986 #pr in t ”Pre−Cut i nd i c e s P. Star t /Max/End : %s/%s/%s”%(peak s tar t , pos i t ion new ,
peak end )
peak cut=pos i t i on new+p cu t o f f
i f Debug:# n == 0 and
pr in t ”\nMass %s Pre−/Post−Cut Ind i c e s P. Star t /End : %s/%s − %s/%s\n
”%( [44 ,45 , 46 ] [ n ] , peak s tar t , peak end , peak s tar t , peak cut )
p r in t ” D i f f e r en c e in I nd i c e s / Time : %s / %s”%(peak end−peak cut , time [
peak end ]− time [ peak cut ] )
991 p r in t ”Background Time : %s”%(bgrd t imes [CG] )
peak time = time [ p eak s t a r t : peak cut ]
peak value = mass [ p eak s t a r t : peak cut ]
e l s e :
peak time = time [ p eak s t a r t : peak end ]
996 peak value = mass [ p eak s t a r t : peak end ]
# get complete peak area ( i n c l ud ing second peak , background a l ready removed )
a r e a a l l i n t = peak value−bgrd const [CG]  ones ( l en ( peak value ) )
1001
# apply t ime sh i f t i f intended
i f t im e s h i f t a p p l i c a t i o n == ’on ’ :
t ime sh i f t = Maxima time [CG]−Maxima time [ 0 ]
1006 # plo t the t ime sh i f t
t s f i g=pylab . f i g u r e (8 , f i g s i z e = (6 , 5) )
t s s b p l t=t s f i g . add subplot (111 , au to s ca l e on=False )
#pylab . ax i s ([−2 , 22 , −0.2 , 0 . 2 ] )
t s s b p l t . s e t t i t l e ( ’ Timesh i f t to mass44 o f each peak ’ )
1011 t s s b p l t . s e t x l im (−2 , 22)
t s s b p l t . s e t y l im ( −0.2 , 0 . 2 )
t s s b p l t . s e t x t i c k s (10  arange (3) , ( ’ Mass44 ’ , ’Mass45 ’ , ’Mass46 ’ ) )
t s s b p l t . s e t y l a b e l ( ’ t ime s h i f t to mass44 ( s ) ’ )
t s s b p l t . p l o t ( [ 10 CG] , [ t ime s h i f t ] , ’ bo ’ )
1016
# get the t ime sh i f t c o r r e c t i o n
t im e s h i f t c o r r e c t i o n = ( peak value [−1]−peak value [ 0 ] )   t ime sh i f t
t ime s h i f t a r r a y . append ( t ime sh i f t )
1021 e l s e :
t im e s h i f t c o r r e c t i o n = 0
t ime s h i f t a r r a y . append (0)
# append Area to array
1026 Area . append ( sc ipy . i n t e g r a t e . simps ( a r e a a l l i n t , peak time )+t im e s h i f t c o r r e c t i o n )
# p lo t the f i t curve and peak s e c t i o n s to the raw−data i f intended
i f p lo t gauss bounds == ’on ’ :
1031 ch rom s f 1 p l o t s . append ( ( ’ Uncut Peak as l i n e ’ , time [ p eak s t a r t : peak end ] , mass [
p eak s t a r t : peak end ]  r e s i s t [CG]  fac , ’ g− ’) )
ch rom s f 1 p l o t s . append ( ( ’ Peak Max. Sp l ines ’ , peak t ime en larged ,
peak va lue en la rged   r e s i s t [CG]  fac , ’ r− ’) )
#f i g u r e s [ runs ] . g e t axe s ( ) [ 0 ] . p l o t ( peak time , peak value   r e s i s t [CG]  fac , ’ g− ’)
#f i g u r e s [ runs ] . g e t axe s ( ) [ 0 ] . p l o t ( peak t ime en larged , peak va lue en la rged  
r e s i s t [CG]  fac , ’ r− ’ , lw=2)
i f ” cut ” in method end :
1036 mass pcuts . append (mass [ peak cut ]  r e s i s t [CG]  f a c ) # r e t r i e v e the s ca l ed y−value
f o r determinat ion o f p l o t y−l im i t s
Uncut Area . append ( sc ipy . i n t e g r a t e . simps (mass [ p eak s t a r t : peak end ]−bgrd const [CG] 
ones ( l en (mass [ p eak s t a r t : peak end ] ) ) , time [ p eak s t a r t : peak end ] )+
t im e s h i f t c o r r e c t i o n ) #ca l c u l a t e the Area with normal s l ope end
# prepare f o r next chromatogram
CG = CG + 1
i t e r = 3
1041 i f ” cut ” in method end :
peak cuts . append ( mass pcuts )
Peak Area cut . append (Area )
Peak Area Uncut . append ( Uncut Area )
i f p lo t gauss bounds == ’on ’ :
1046 i f i t e r != 0 :
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chrom r45 p lot s . append ( ( time [ peak s tar t −( b g s h i f t+bg average ) : peak end ] , (mass45 [
peak s tar t −( b g s h i f t+bg average ) : peak end ]−bgrd const [ 1 ] ) /(mass44 [ peak s tar t −(
b g s h i f t+bg average ) : peak end ]−bgrd const [ 0 ] ) , ’b .− ’) )
chrom r46 p lot s . append ( ( time [ peak s tar t −( b g s h i f t+bg average ) : peak end ] , (mass46 [
peak s tar t −( b g s h i f t+bg average ) : peak end ]−bgrd const [ 2 ] ) /(mass44 [ peak s tar t −(
b g s h i f t+bg average ) : peak end ]−bgrd const [ 0 ] ) , ’m.− ’) )
chrom r45 p lot s . append ( ( [ time [ p eak s t a r t ] ] , [ ( mass45 [ p eak s t a r t ]−bgrd const [ 1 ] ) /(mass44
[ p eak s t a r t ]−bgrd const [ 0 ] ) ] , ’ r | ’ ) )
chrom r46 p lot s . append ( ( [ time [ p eak s t a r t ] ] , [ ( mass46 [ p eak s t a r t ]−bgrd const [ 2 ] ) /(mass44
[ p eak s t a r t ]−bgrd const [ 0 ] ) ] , ’ r | ’ ) )
1051 chrom r45 p lot s . append ( ( [ time [ peak end ] ] , [ ( mass45 [ peak end ]−bgrd const [ 1 ] ) /(mass44 [
peak end ]−bgrd const [ 0 ] ) ] , ’ r | ’ ) )
chrom r46 p lot s . append ( ( [ time [ peak end ] ] , [ ( mass46 [ peak end ]−bgrd const [ 2 ] ) /(mass44 [
peak end ]−bgrd const [ 0 ] ) ] , ’ r | ’ ) )
chrom r45 p lot s . append ( ( Maxima time [ 1 ] , [ ( mass45 [ argmax (mass44 [ l e f t l i m : r i g h t l im ] ) ]−
bgrd const [ 1 ] ) /(mass44 [ argmax (mass44 [ l e f t l i m : r i g h t l im ] ) ]−bgrd const [ 0 ] ) ] , ’ rv ’ ) )
chrom r46 p lot s . append ( ( Maxima time [ 2 ] , [ ( mass46 [ argmax (mass44 [ l e f t l i m : r i g h t l im ] ) ]−
bgrd const [ 2 ] ) /(mass44 [ argmax (mass44 [ l e f t l i m : r i g h t l im ] ) ]−bgrd const [ 0 ] ) ] , ’ rv ’ ) )
# [ time [ argmax (mass44 [ l e f t l i m : r i g h t l im ] ) ] ]
s l o p e d e t e c t s t a r t = s l o p e d e t e c t s t a r t −5
1056 i f s l o p e d e t e c t s t a r t < s t a r t s l o p e g au s s −5:
p r i n t ” ! ! ! Attent ion ! ! ! \ nThe peak s t a r t s l ope thre sho ld had to be reduced\nfrom %s
( header value ) to %s in order \nto f i nd the peak s t a r t .”%( s t a r t s l o p e g au s s ,
s l o p e d e t e c t s t a r t )
## I f no Peak i s d e t e c t ab l e at a l l , f i l l everyth ing with dummy va lues
i f i t e r== 0 and peak s t a r t== 0 and peak end == 0 :
p r in t ’ Could not ch a r a c t e r i z e the detected peak , so i f i l l i t with dummy values ’
1061 Area = ones (3)
bgrd const = ones (3)
Maxima time = ones (3)
Maxima value = ones (3 )
peak s t a r t = in t ( p o s i t i o n )−i n t ( width )
1066 peak end = in t ( po s i t i o n )+in t ( width )
return Area , Maxima time , Maxima value , peak s tar t , peak end , bgrd const , bg time , t ime s h i f t a r r a y
###############################################################################
1071 # f i n a l c a l c u l a t i o n d e f i n i t i o n s
###############################################################################
def c a l c i s o t o p ( Area44 array , Area45 array , Area46 array ) :
”””
1076 Subprogram to c a l c u l a t e the i s o t o p i c r a t i o s d13C and d18O from the
obtained peak areas .
F i r s t o f a l l , the s c a l e i s changed to VPDBCO2 us ing g l oba l constants .
Afterwards , a system of equat ion i s so lved f o r each peaks l ead ing to
the Rat ios f o r 13R, 17R and 18R in VPDBCO2. This i s used to get the
1081 i so topy o f oxygen and carbon in per m i l l .
”””
# de f i n e arrays , the d i f f e r e n t WMG ra t i o s w i l l get s to r ed to
R samp WMG 45 array = [ ]
R samp WMG 46 array = [ ]
1086
# change the s c a l e from working−measurement−gas (WMG) to VPDBCO2
f o r i in arange ( l en ( Area44 array ) ) :
## get the r a t i o s 46 and 45 in WMG sc a l e
Area44 = Area44 array [ i ]
1091 Area45 = Area45 array [ i ]
Area46 = Area46 array [ i ]
R samp WMG 45 = (Area45 ) /( Area44 )
R samp WMG 46 = (Area46 ) /( Area44 )
1096
R samp WMG 45 array . append (R samp WMG 45)
R samp WMG 46 array . append (R samp WMG 46)
## de f i n e the c h a r a s t e r i s t i c r a t i o s f o r the WMG by ca l c u l a t i n g a mean over a l l r e c tangu l a r peaks
1101 R WMG 45 running = 0
R WMG 46 running = 0
f o r r e f p e ak n r in r e f p e ak s : # sum up a l l peak WMG ra t i o s
R WMG 45 running = R WMG 45 running + R samp WMG 45 array [ r e f peak nr −1]
R WMG 46 running = R WMG 46 running + R samp WMG 46 array [ r e f peak nr −1]
1106 R WMG 45 = R WMG 45 running/ l en ( r e f p e ak s ) # ca l c u l a t e the mean f o r Mass45
R WMG 46 = R WMG 46 running/ l en ( r e f p e ak s )# ca l c u l a t e the mean f o r Mass46
# ca l c u l a t e the de l t a va lues us ing Craig c o r r e c t i o n
i f cor rect ion method == ’ Craig ’ :
1111 d 18 samp VPDBCO2 array , d 13 samp VPDBCO2 array = Craig (R samp WMG 45 array ,
R samp WMG 46 array , R WMG 45, R WMG 46)
R samp 45 array = R samp WMG 45 array # l e f t unchanged
R samp 46 array = R samp WMG 46 array
# ca l c u l a t e the de l t a va lues us ing Santrock c o r r e c t i o n
1116 i f cor rect ion method == ’ Santrock ’ :
R samp 46 array , R samp 45 array , d 18 samp VPDBCO2 array , d 13 samp VPDBCO2 array = Santrock (
R samp WMG 45 array , R samp WMG 46 array , R WMG 45, R WMG 46)
return R samp 46 array , R samp 45 array , d 18 samp VPDBCO2 array , d 13 samp VPDBCO2 array ,
R samp WMG 45 array , R samp WMG 46 array
1121 ###############################################################################
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###############################################################################
def Santrock (R samp WMG 45 array , R samp WMG 46 array , R WMG 45, R WMG 46) :
”””
1126 c a l c u l a t e the de l t a va lues us ing Santrock c o r r e c t i o n
”””
d 18 samp VPDBCO2 array = [ ]
d 13 samp VPDBCO2 array = [ ]
R samp VPDBCO2 45 array = [ ]
1131 R samp VPDBCO2 46 array = [ ]
# get the c h a r a c t e r i s t i c r a t i o s f o r the r e f e r e n c e mate r i a l (RM) (NBS−19−CO2)
R RM 45 = R 13 VPDBCO2 (dC 13 RM VPDBCO2+1.0)+2 R 17 VPDBCO2 (dO 18 RM VPDBCO2+1.0)   a
R RM 46 = 2 R 17 VPDBCO2 (dO 18 RM VPDBCO2+1.0)   a R 13 VPDBCO2 (dC 13 RM VPDBCO2+1.0) + (
R 17 VPDBCO2 (dO 18 RM VPDBCO2+1.0)   a )   2 + 2 R 18 VPDBCO2 (dO 18 RM VPDBCO2+1.0)
1136
# s t a r t the c a l c u l a t i o n o f the d e l t a s d13C , d18O f o r each peak
f o r i in arange ( l en (R samp WMG 45 array ) ) :
# get peak number
peak number = i + 1
1141
# get i so topy o f r e s u l t
d 45 samp WMG = R samp WMG 45 array [ i ] /R WMG 45 − 1 .0
d 46 samp WMG = R samp WMG 46 array [ i ] /R WMG 46 − 1 .0
1146 # change the 45R and 46R r a t i o s to VPDBCO2 s c a l e
R samp VPDBCO2 45 = R RM 45 (d 45 samp WMG+1.0)
R samp VPDBCO2 46 = R RM 46 (d 46 samp WMG+1.0)
R samp VPDBCO2 45 array . append (R samp VPDBCO2 45)
R samp VPDBCO2 46 array . append (R samp VPDBCO2 46)
1151
# s t a r t va lues f o r the i t e r a t i o n to get 18R
R samp VPDBCO2 18 = R samp VPDBCO2 46/2 .0
R samp VPDBCO2 18 new = R samp VPDBCO2 46/3 .0
1156 # s t a r t whi le loop to s o l v e equat ion
whi le abs (R samp VPDBCO2 18 new−R samp VPDBCO2 18)>10  (−12) :
R samp VPDBCO2 18 = R samp VPDBCO2 18 new
A = 2 K R samp VPDBCO2 45 R samp VPDBCO2 18  ( a−2)
B = 2−3 K  2 R samp VPDBCO2 18   (2 .0  a−1.0)
1161 C = −R samp VPDBCO2 46
R samp VPDBCO2 18 new = (−B+(B  2−4 A C)    ( 0 . 5 ) ) / (2 . 0 A)
R samp VPDBCO2 18 = R samp VPDBCO2 18 new
# pr in t opt imized r e s u l t s
1166 i f p r i n t o p t im i z e d r e s u l t s == ’on ’ :
p r i n t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
p r i n t ’%(a0 ) s %(a1 ) 13 .0 f ’ % { ’ a0 ’ : ’ peak number : ’ , ’ a1 ’ : peak number}
pr in t ’%(a0 ) s %(a1 ) 13 .2 f ’ % { ’ a0 ’ : ’d45 samp WMG: ’ , ’ a1 ’ : d 45 samp WMG 1000.0}
pr in t ’%(a0 ) s %(a1 ) 13 .2 f ’ % { ’ a0 ’ : ’d46 samp WMG: ’ , ’ a1 ’ : d 46 samp WMG 1000.0}
1171 pr in t ’%(a0 ) s %(a1 ) 13 .2 g ’ % { ’ a0 ’ : ’ Optimized value : ’ , ’ a1 ’ : −R samp VPDBCO2 46 + 2 
R samp VPDBCO2 18+2 R samp VPDBCO2 18  a K R samp VPDBCO2 45−3 R samp VPDBCO2 18  (2  a
)  K  2}
pr in t
# ca l c u l a t e the r a t i o s 17R ( oxygen ) and 13R ( carbon )
R samp VPDBCO2 17 = R samp VPDBCO2 18  a K
1176 R samp VPDBCO2 13 = R samp VPDBCO2 45 − 2 R samp VPDBCO2 17
# ca l c u l a t e the i s o t o p i e s d18O and d13C in VPDBCO2 ( in per m i l l )
d 18 samp VPDBCO2 array . append ( (R samp VPDBCO2 18/R 18 VPDBCO2−1.0)  1000 .0)
d 13 samp VPDBCO2 array . append ( (R samp VPDBCO2 13/R 13 VPDBCO2−1.0)  1000 .0)
1181
return R samp VPDBCO2 46 array , R samp VPDBCO2 45 array , d 18 samp VPDBCO2 array ,
d 13 samp VPDBCO2 array
###############################################################################
1186
de f Craig (R samp WMG 45 array , R samp WMG 46 array , R WMG 45, R WMG 46) :
”””
c a l c u l a t e the de l t a va lues us ing Craig c o r r e c t i o n
”””
1191 d 18 samp VPDBCO2 array = [ ]
d 13 samp VPDBCO2 array = [ ]
f o r i in arange ( l en (R samp WMG 45 array ) ) :
# get peak number
1196 peak number = i + 1
# get i so topy o f r e s u l t r e f e r r e d to r e f e r e n c e peak
d 45 samp WMG = R samp WMG 45 array [ i ] /R WMG 45 − 1 .0
d 46 samp WMG = R samp WMG 46 array [ i ] /R WMG 46 − 1 .0
1201
# get i s o t o p i e s d13C , d18O r e f e r r e d to r e f e r e n c e peak
d 13 samp WMG = (C1 d 45 samp WMG−C2 C3 d 46 samp WMG) /(1.0−C2 C4)
d 18 samp WMG = (C3 d 46 samp WMG−C1 C4 d 45 samp WMG) /(1.0−C2 C4)
1206 # change to VPDB standard s c a l e
d 13 samp VPDBCO2 = 1000 .0  (d 13 samp WMG + dC 13 RM VPDBCO2 + (dC 13 RM VPDBCO2 d 13 samp WMG)
)
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d 18 samp VPDBCO2 = 1000 .0  (d 18 samp WMG + dO 18 RM VPDBCO2 + (dO 18 RM VPDBCO2 d 18 samp WMG)
)
# ca l c u l a t e the i s o t o p i e s d18O and d13C in VPDBCO2 ( in per m i l l )
1211 d 13 samp VPDBCO2 array . append (d 13 samp VPDBCO2)
d 18 samp VPDBCO2 array . append (d 18 samp VPDBCO2)
return d 18 samp VPDBCO2 array , d 13 samp VPDBCO2 array
1216 ###############################################################################
# too l s used in other d e f i n i t i o n s
###############################################################################
i f der ivat method == ’sum ’ :
1221 de f de r i va t ( i , x data , y data , l ength ) :
”””
Ca l cu l a t e s the grad i ent between two neigboured data−po in t s and averages
the g rad i en t s over ’ length ’ c a l cu l a t ed g rad i en t s .
”””
1226 d average = 0
f o r k in arange ( i n t ( l ength ) ) :
d average = d average + ( y data [ i+k+1]−y data [ i+k ] ) /( x data [ i+k+1]−x data [ i+k ] )
re turn d average / l ength
1231 e l s e :
de f d e r i va t ( i , x data , y data , l ength ) :
”””
Ca l cu l a t e s the l i n e a r r e g r e s s i o n o f ’ length ’ data−po int s .
”””
1236 # de f i n e subprogram
def d e r i v a t i o n f i t ( x0 , x d a t a t o f i t , y d a t a t o f i t ) :
”””
Subprogram , that f i n d s the l i n e a r f i t to the data .
”””
1241 f i t f u n c = x d a t a t o f i t  x0 [0 ]+ x0 [ 1 ]
# e r r i s the dev i a t i on which i s to be opt imized
e r r = sum( ( f i t f u n c−y d a t a t o f i t )   2)
1246 return e r r
# get l i n e a r f i t o f the data
x0 = x f i t a r r a y [−1]
x f i t = sc ipy . opt imize . fmin ( d e r i v a t i o n f i t , x0 , args=(x data [ i : i+length +1] , y data [ i : i+length
+1]) , d i sp=0)
1251
# append r e s u l t s to array f o r p l o t t i n g and l im i t de t e c t i on
x f i t a r r a y . append ( x f i t )
x f i t p o s i t i o n . append ( x data [ i+in t ( l ength /2 . 0 ) ] )
1256 # p lo t the l i n e a r graph i f intended
i f p l o t d e r i v a t i o n == ’on ’ :
pylab . f i g u r e (30)
pylab . p l o t ( x data [ i : i+length +1] , x data [ i : i+length +1]  x f i t [0 ]+ x f i t [ 1 ] , ’ k− ’)
1261 return x f i t [ 0 ]
###############################################################################
def s p l i n e f i t ( input x , input y , enlargement ) :
1266 ”””
Subprogram to f i nd the s p l i n e f i t o f 3 rd order o f the 1D array input y
in the range input x and extend the data to output x . output y i s returned .
Args : input data f o r x and y and the fac to r , the x−ax i s s h a l l be en larged /
deepend .
1271 ”””
s p l i n e f i t = sc ipy . i n t e r p o l a t e . sp l r ep ( input x , input y , s=0)
output x = arange (min ( input x ) , max( input x )+1.0/ enlargement , 1 .0/ enlargement )
output y = sc ipy . i n t e r p o l a t e . sp l ev ( output x , s p l i n e f i t )
re turn output x , output y
1276
###############################################################################
def background ( data x , data y , end point , r e s i s t , runs ) :
”””
1281 Get the background data , that has to be subtracted from the raw data .
”””
# se t the p lo t l ength
p l o t l e n g th = 0 .0
1286 # get the x− and y−data the s p l i n e w i l l be made to
bg time = data x [ end point−p lo t l eng th−bg sh i f t−bg average : end point+1−b g s h i f t ]
bg va lue = data y [ end point−p lo t l eng th−bg sh i f t−bg average : end point+1−b g s h i f t ]
background const = sum( data y [ end point−bg average−1−b g s h i f t : end point−1−b g s h i f t ] ) / bg average
1291
# plo t the background va lues to the raw−data i f intended
i f p lo t gauss bounds == ’on ’ :
ch rom s f 1 p l o t s . append ( ( ’ Bckgr . ’ , bg time , background const  ones ( l en ( bg va lue ) )   r e s i s t   fac , ’m
− ’) )
#f i g u r e s [ runs ] . g e t axe s ( ) [ 0 ] . p l o t ( bg time , background const  ones ( l en ( bg va lue ) )   r e s i s t   fac , ’m
− ’ , lw=3)
1296
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re turn background const , mean( bg time )
###############################################################################
1301 de f c r e a t i on t ime a r r ay ( a c t d i r ) :
’ ’ ’
Sort data f o l d e r names in the given d i r e c t o r y accord ing to i t s c r e a t i on time and return so r t ed
f o l d e r and utc i n f o
’ ’ ’
c r e a t i on t ime u t c = [ ]
1306 # l i s t the f o l d e r s p laced in s p e c i f i e d data f o l d e r d i r e c t o r y
f o l d e r s = os . l i s t d i r ( a c t d i r )
# get the c r e a t i on time o f each da ta f o l d e r
#l o c a l e . s e t l o c a l e ( l o c a l e . LC ALL , ’ en US .UTF−8 ’) # se t the l o c a l e i n f o to eng l i s h to understand the
date format
f o r name in f o l d e r s :
1311 # Read header in format ion f o r time & date o f the measurement converted to utc seconds
f i l e=open ( a c t d i r +’/’+name+’/ HEADER.TXT’ )
f o r i in range (4) :
l i n e = f i l e . r e ad l i n e ( )
i f i == 2 : # Read in the Masslynx generated ”Acquired Date : ” in format ion in the format
e . g . ”31−Oct−2008”
1316 date = l i n e [18 : −2] # the ’ r ead l in e ’ command a l s o reads l i n e−t e rminat ions ( in unix
case \ r\n => l a s t 2 chars )
i f i == 3 : # Read in the Masslynx generated ”Acquired Time : ” in format ion in the format
e . g . ”11 :07 :18”
date t ime = l i n e [18 : −2] # the ’ r ead l in e ’ command a l s o reads l i n e−t e rminat ions ( in
unix case \ r\n => l a s t 2 chars )
# Calcu la te the exact measurement time
#pr in t date+date t ime
1321 utc t ime = mktime ( s t rpt ime ( date+date t ime , ”%d−%b−%Y%H:%M:%S”) ) # t r an s l a t e the
date and date t ime i n f o to utc
c r e a t i on t ime u t c . append ( utc t ime )
# c l o s e f i l e
f i l e . c l o s e ( )
1326 # so r t the data f o l d e r s f o r the o l d e s t f i r s t
s o r t e d i n d i c e s = arg so r t ( c r e a t i on t ime u t c )
# pr in t l en ( s o r t e d i n d i c e s ) , s o r t e d i nd i c e s , l en ( f o l d e r s ) , f o l d e r s , l en ( array ( f o l d e r s ) ) , array ( f o l d e r s )
, l en ( c r e a t i on t ime u t c ) , c r e a t i on t ime u t c
f o l d e r s s o r t = array ( f o l d e r s ) . take ( s o r t e d i n d i c e s )
c r e a t i on t ime u t c= array ( c r e a t i on t ime u t c ) . take ( s o r t e d i nd i c e s , ax i s=−1)
1331 return f o l d e r s s o r t , c r e a t i on t ime u t c
###############################################################################
# p l o t t i n g procedures
1336 ###############################################################################
def p l o t t i n g ( d a t a f i l e , mass , time , Maxima position , Amplitude , s ta r t , end , mass prime , Area , r e s i s t an c e
, dC 13 rec , dC 13 gauss , a l r eady peaks r e c , a l r eady peaks gaus s , t y p e f i l e , runs ) :
”””
Subprogram , that p l o t s the raw−data and the r e s u l t s f o r an immediate ana l y s i s o f the cur rent data−
s e t .
1341 ”””
## de f i n e the p l o t t ed l a b e l s and text
#l a b e l s = [ ’ mass 44 ’ , ’mass 45 ’ , ’mass 46 ’ ]
Ampl i tude sca led = [ ]
i f t y p e f i l e == ’Ref ’ :
1346 l a b e l = d a t a f i l e . r s p l i t ( ’ / ’ , 2 ) [ 1 ] [ 7 : − 4 ]
e l i f t y p e f i l e == ’ Refloop ’ :
#l a b e l = d a t a f i l e . r s p l i t ( ’ / ’ , 2 ) [ 1 ] [ 7 : 1 4 ]+ d a t a f i l e . r s p l i t ( ’ / ’ , 2 ) [1 ] [−8:−4]
l a b e l = d a t a f i l e . r s p l i t ( ’ / ’ , 2 ) [ 1 ] [ 7 : − 4 ]
1351
e l i f f i l e t y p e [ runs ] == ’ RefAir ’ :
l a b e l = d a t a f i l e s [ runs ] . r s p l i t ( ’ / ’ , 2 ) [ 1 ] [ 7 : − 4 ]
e l s e :
l a b e l = d a t a f i l e . r s p l i t ( ’ / ’ , 2 ) [ 1 ] [ d a t a f i l e . r s p l i t ( ’ / ’ , 2 ) [ 1 ] . f i nd ( ’ED’ ) : d a t a f i l e . r s p l i t ( ’ / ’ , 2 )
[ 1 ] . f i nd ( ’G0 ’ ) +3]+’ ’+ t y p e f i l e
1356
## plo t the raw−data and the maxima o f the peaks
ch rom s f 1 p l o t s . append ( ( ’ raw data ’ , time , mass  r e s i s t a n c e   fac , ’ . ’ ) )
#f i g u r e s [ runs ] . g e t axe s ( ) [ 0 ] . p l o t ( time , mass  r e s i s t a n c e   fac , ’ . ’ )
f o r i in Amplitude :
1361 Ampl i tude sca led . append ( i   r e s i s t a n c e   f a c )
ch rom s f 1 p l o t s . append ( ( ’ Pos . Maxima Marker ’ , Maxima position , Amplitude scaled , ’ cv ’ ) )
#f i g u r e s [ runs ] . g e t axe s ( ) [ 0 ] . p l o t ( Maxima position , Amplitude scaled , ’ cv ’ , ms=5)
# p lo t the i n t e g r a t i o n l im i t s to the raw−data
f o r begin in s t a r t :
1366 ch rom s f 1 p l o t s . append ( ( ’ Peak Star t Marker ’ , [ time [ begin ] ] , [ mass [ begin ]  r e s i s t a n c e   f a c ] , ’ r | ’ ) )
#f i g u r e s [ runs ] . g e t axe s ( ) [ 0 ] . p l o t ( [ time [ begin ] ] , [ mass [ begin ]  r e s i s t a n c e   f a c ] , ’ r | ’ , ms=10)
f o r f i n i s h in end :
ch rom s f 1 p l o t s . append ( ( ’ Peak End Marker ’ , [ time [ f i n i s h −1 ] ] , [ mass [ f i n i s h −1]  r e s i s t a n c e   f a c ] , ’ r
| ’ ) )
#f i g u r e s [ runs ] . g e t axe s ( ) [ 0 ] . p l o t ( [ time [ f i n i s h −1 ] ] , [ mass [ f i n i s h −1]  r e s i s t a n c e   f a c ] , ’ r | ’ , ms
=10)
1371 #f i g u r e s [ runs ] . g e t axe s ( ) [ 0 ] . au to s ca l e v i ew ( t i gh t=True , s c a l e x=True , s c a l e y=True )
# p lo t the de r i v a t i on o f the raw−data in a subplot
i f chrom deriv i s ’ on ’ :
i f der ivat method == ’ f i t ’ :
i f r e s i s t a n c e == r e s i s t 4 4 :
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1376 x f i t p l o t = [ ]
f o r x f i t in x f i t a r r a y :
x f i t p l o t . append ( x f i t [ 0 ] )
d rv sbp l t1 . p l o t ( x f i t p o s i t i o n , x f i t p l o t [ 1 : ] , ’ r . ’ )
e l s e :
1381 drv sbp l t1 . p l o t ( time [1:−window]+10  t imestep  ones ( l en ( time [1:−window ] ) ) , mass prime , ’ r− ’)
# i f r e s i s t a n c e == r e s i s t 4 4 :
## add a l a b e l to the ac tua l chromatogram
# f i g u r e s [ runs ] . g e t axe s ( ) [ 0 ] . t ext ( (min ( time )+max( time ) )/2− l en ( l a b e l )  25 ,2000 , l abe l , f o n t s i z e
=6) #, bbox=d i c t ( f a c e c o l o r =’grey ’ , alpha =0.1) Enter text in subplot ob j e c t
i f chrom peak char i s ’ on ’ :
1386 ## plo t the d 13C i s o t o p i e s o f a l l r e f peaks f o r in te rmed ia te con t r o l o f the system
f un c t i o n a l i t y
chr sub3 . p l o t ( arange ( a l r e ady peak s r e c+1 , a l r e ady peak s r e c+1+len ( dC 13 rec ) ) , dC 13 rec , ’ bo
− ’)
#rcParams [ ’ t ext . usetex ’ ]= False
i f t y p e f i l e == ’Ref ’ or t y p e f i l e == ’ Refloop ’ and in t ( l a b e l . s p l i t ( ’ ’ ) [ 2 ] ) %2 == 0 :
chr sub3 . annotate ( l abe l , xy=( a l r e ady peak s r e c+( l en ( dC 13 rec ) /2) +0.5 ,mean( dC 13 rec ) ) ,
xytext=(( a l r e ady peak s r e c+2 −0.6) , (min ( dC 13 rec )+(mean( dC 13 rec )  0 .0002) ) ) ,
xycoords=’data ’ , t ex t coo rds=’data ’ , arrowprops=d i c t ( edgeco l o r=’red ’ , f a c e c o l o r =’red ’ ,
width= 1 , headwidth=4, shr ink =0.05) , f o n t s i z e =8)
1391 e l s e :
chr sub3 . annotate ( l abe l , xy=( a l r e ady peak s r e c+( l en ( dC 13 rec ) /2) +0.5 ,mean( dC 13 rec ) ) ,
xytext=(( a l r e ady peak s r e c+2 −0.6) , (max( dC 13 rec )−(mean( dC 13 rec )  0 .0002) ) ) ,
xycoords=’data ’ , t ex t coo rds=’data ’ , arrowprops=d i c t ( edgeco l o r=’red ’ , f a c e c o l o r =’red ’ ,
width= 1 , headwidth=4, shr ink =0.05) , f o n t s i z e =8)
#rcParams [ ’ t ext . usetex ’ ]=True
## plo t the d 13C i s o t o p i e s o f a l l gauss peaks f o r in te rmed ia te con t r o l o f the system
f un c t i o n a l i t y
chr sub4 . p l o t ( arange ( a l r eady peaks gaus s+1 , a l r eady peaks gaus s+1+len ( dC 13 gauss ) ) ,
dC 13 gauss , ’ ko− ’)
1396 i f not l en ( dC 13 gauss ) == 0 :
i f t y p e f i l e == ’Ref ’ or t y p e f i l e == ’ Refloop ’ and in t ( l a b e l . s p l i t ( ’ ’ ) [ 2 ] ) %2 == 0 :
chr sub4 . annotate ( l abe l , xy=(a l r eady peaks gaus s+len ( dC 13 gauss ) /2 +0.5 ,mean(
dC 13 gauss ) ) , xytext=(a l r eady peaks gaus s+len ( dC 13 gauss ) /2 , (min ( dC 13 gauss )+(
mean( dC 13 gauss )  0 .001) ) ) , xycoords=’data ’ , t ex tcoords=’data ’ , arrowprops=d i c t (
edgeco l o r=’cyan ’ , f a c e c o l o r =’cyan ’ , width= 1 , headwidth=4, shr ink =0.05) , f o n t s i z e =8)
e l s e :
chr sub4 . annotate ( l abe l , xy=(a l r eady peaks gaus s+len ( dC 13 gauss ) /2 +0.5 ,mean(
dC 13 gauss ) ) , xytext=(a l r eady peaks gaus s+len ( dC 13 gauss ) /2 , (max( dC 13 gauss )−(
mean( dC 13 gauss )  0 .001) ) ) , xycoords=’data ’ , t ex tcoords=’data ’ , arrowprops=d i c t (
edgeco l o r=’cyan ’ , f a c e c o l o r =’cyan ’ , width= 1 , headwidth=4, shr ink =0.05) , f o n t s i z e =8)
1401 #chr sub4 . t ext ( chr sub4 . ge t x l im ( ) [1]− l en ( dC 13 gauss ) /2 ,sum( dC 13 gauss ) / l en ( dC 13 gauss )
+0.15 , l abe l , f o n t s i z e =10) # Enter text in subplot ob j e c t chr sub4 . ge t x l im ( ) [1]− l en (
dC 13 gauss ) /2
#pr in t l en ( [ a l r eady peaks gaus s +3]) , l en ( dC 13 gauss )
i f t y p e f i l e != ’Ref ’ and l en ( dC 13 gauss )>=3:
# h i gh l i g h t the sample peaks in green c o l o r ( s imu la t i on s and samples )
1406 chr sub4 . p l o t ( [ a l r eady peaks gaus s +3] , [ dC 13 gauss [ 2 ] ] , ’ go ’ )
1411 ###############################################################################
# −−−−−−−−−−−−−−−−−−−−−−−−−−Main Ca l cu la t i on Routine−−−−−−−−−−−−−−−−−−−−−−−−−−#
###############################################################################
# de f i n e main program to get the i s o t o p i c r e s u l t s f o r the cur rent d a t a f i l e
1416 de f main ( d a t a f i l e , t ime s ta r t , a l r eady peaks r e c , a l r eady peaks gaus s , t y p e f i l e , runs ) :
# read raw−data
data = read data ( d a t a f i l e )
1421 # s t o r e raw−data in columns
time = arange ( l en ( data [ : , 0 ] ) )   t imestep+timestep  ones ( l en ( data [ : , 0 ] ) )+t ime s t a r t  ones ( l en ( data [ : ,
0 ] ) )
mass44 = data [ : , 0 ]
mass45 = data [ : , 1 ]
mass46 = data [ : , 2 ]
1426
# plo t the de r i v a t i on o f the raw data
i f p l o t d e r i v a t i o n == ’on ’ and der ivat method != ’sum ’ :
pylab . f i g u r e (30)
pylab . t i t l e ( ’Raw data and the grad i ent o f the data points ’ )
1431 pylab . y l ab e l ( ’ I n t e n s i t y /fA ’ )
pylab . x l ab e l ( ’ time/s ’ )
pylab . p l o t ( time , mass44 , ’ bo ’ )
#################################################################################
1436 ## Cal l de f Peak ( ) to de tec t a l l peaks and c a l c u l a t e i t s de r ivat i on , Maxima ( po s i t i o n and value ) ,
complete area under the curve ,
## the background va lues and the i n t e g r a t i o n l im i t s as we l l as the peak type ( r e c tangu l a r or
gauss ian )
mass prime44 , Maxima position44 , Amplitude44 , Area44 , background const44 , mass prime45 ,
Maxima position45 , Amplitude45 , Area45 , background const45 , mass prime46 , Maxima position46 ,
Amplitude46 , Area46 , background const46 , s ta r t , end , peaks = Peak ( time , mass44 , mass45 , mass46
, runs )
#################################################################################
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1441 ## For a l l detected Peaks get the i s o t o p i c r a t i o s by c a l l i n g de f c a l c i s o t o p ( )
## using the ca l cu l a t ed peak areas and pr in t r e s u l t s ( i f intended )
R 46 , R 45 , dO 18 , dC 13 , R WMG 45, R WMG 46 = c a l c i s o t o p (Area44 , Area45 , Area46 )
i f p r i n t p e a k i s o t o p i e s == ’on ’ :
1446 pr in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
p r i n t ’ peak nr ’ , ’ dC 13 ’ , ’ dO 18 ’
f o r i in arange ( l en ( dC 13 ) ) :
p r i n t ’%(a0 ) 4 .0 f %(a1 ) 10 .2 f %(a2 ) 7 .2 f ’ % { ’ a0 ’ : i +1, ’ a1 ’ : dC 13 [ i ] , ’ a2 ’ : dO 18 [ i ]}
pr in t
1451
## sepe ra t e the de l t a va lues o f the r e c tangu l a r peaks from the one o f the gauss peaks
dC 13 rec = [ ]
dC 13 gauss = [ ]
peaks r e c = [ ]
1456 peaks gauss = [ ]
f o r i in arange ( l en ( peaks ) ) :
i f peaks [ i ] == ’Rec ’ :
peaks r e c . append ( i )
1461 dC 13 rec . append ( dC 13 [ i ] )
i f peaks [ i ] == ’Gauss ’ :
peaks gauss . append ( i )
dC 13 gauss . append ( dC 13 [ i ] )
1466 ## get mean value and standard dev i a t i on o f a l l peaks detected in the chromatogram
# fo r r e c tangu l a r peaks
Mean rec = mean( dC 13 rec )
s igma rec = std ( dC 13 rec , ddof=1) # s t a t s . std ( dC 13 rec )
#pr in t ’\n ! ! ! Debug l i n e 1367:\n s t a t s std : %s − numpy std %s o f va lues in dC 13 rec : %s ’%(
s igma rec , std ( dC 13 rec , ddof=1) , dC 13 rec )
1471
# f o r gauss ian peaks
i f t y p e f i l e == ’Ref ’ :
Mean gauss = mean( dC 13 gauss ) # mean over a l l methane gauss peaks
s igma gauss = std ( dC 13 gauss , ddof=1)#s t a t s . std ( dC 13 gauss )
1476 e l s e :
Mean gauss = mean( array ( [ dC 13 gauss [ 0 ] , dC 13 gauss [ −1 ] ] ) ) # mean over the two enframing
r e f e r e n c e methane gauss peaks
s igma gauss = std ( array ( [ dC 13 gauss [ 0 ] , dC 13 gauss [ −1 ] ] ) , ddof=1)#s t a t s . std ( array ( [ dC 13 gauss
[ 0 ] , dC 13 gauss [ −1 ] ] ) )
# p lo t the r e s u l t s and the raw−data i f intended
1481 i f p lo t gauss bounds == ’on ’ :
p l o t t i n g ( d a t a f i l e , mass45 , time , Maxima position45 , Amplitude45 , s ta r t , end , mass prime45 ,
Area45 , r e s i s t 4 5 , dC 13 rec , dC 13 gauss , a l r eady peaks r e c , a l r eady peaks gaus s ,
t y p e f i l e , runs )
p l o t t i n g ( d a t a f i l e , mass46 , time , Maxima position46 , Amplitude46 , s ta r t , end , mass prime46 ,
Area46 , r e s i s t 4 6 , dC 13 rec , dC 13 gauss , a l r eady peaks r e c , a l r eady peaks gaus s ,
t y p e f i l e , runs )
p l o t t i n g ( d a t a f i l e , mass44 , time , Maxima position44 , Amplitude44 , s ta r t , end , mass prime44 ,
Area44 , r e s i s t 4 4 , dC 13 rec , dC 13 gauss , a l r eady peaks r e c , a l r eady peaks gaus s ,
t y p e f i l e , runs )
1486
# # plo t the i n t e g r a t i o n l im i t s to the r a t i o subp lo t s
# f o r begin in s t a r t :
# ch rom s f 2 p l o t s . append ( ( [ time [ begin ] ] , [ mass45 [ begin ]  r e s i s t 4 5 /(mass44 [ begin ]  r e s i s t 4 4 ) ] , ’ r
| ’ ) )
# ch rom s f 2 p l o t s . append ( ( [ time [ begin ] ] , [ mass46 [ begin ]  r e s i s t 4 6 /(mass44 [ begin ]  r e s i s t 4 4 ) ] , ’ r
| ’ ) )
1491 # f o r f i n i s h in end :
# chrom s f 2 p l o t s . append ( ( [ time [ f i n i s h −1 ] ] , [ mass45 [ f i n i s h −1]  r e s i s t 4 5 /(mass44 [ f i n i s h −1] 
r e s i s t 4 4 ) ] , ’ r | ’ ) )
# ch rom s f 2 p l o t s . append ( ( [ time [ f i n i s h −1 ] ] , [ mass46 [ f i n i s h −1]  r e s i s t 4 6 /(mass44 [ f i n i s h −1] 
r e s i s t 4 4 ) ] , ’ r | ’ ) )
# ch rom s f 2 p l o t s . append ( ( time , ( mass45  r e s i s t 4 5 /(mass44  r e s i s t 4 4 ) ) , ’− ’) )
# ch rom s f 2 p l o t s . append ( ( time , ( mass46  r e s i s t 4 6 /(mass44  r e s i s t 4 4 ) ) , ’− ’) )
1496 # get value f o r a l r eady ca l cu l a t ed peaks in former s c r i p t runs to get a da i l y r e s u l t s p l o t
a l r e ady peak s r e c = a l r e ady peak s r e c + len ( peaks r e c )
a l r eady peaks gaus s = a l r eady peaks gaus s + len ( peaks gauss )
# r ed e f i n e the Maxima pos i t ion va lues because one Chromatogram i s p l o t t ed a f t e r the other
1501 Maxima pos i t ion44 true = Maxima posit ion44 − t ime s t a r t  ones ( l en ( Maxima posit ion44 ) )
re turn Mean rec , s igma rec , Mean gauss , s igma gauss , time [−1] , a l r eady peaks r e c ,
a l r eady peaks gaus s , Maxima pos it ion44 true , Amplitude44 , Area44 , Area45 , Area46 , dC 13 gauss ,




# −−−−−−−−−−−−−−−−−−−−−−−−−−Main Program−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− #
###############################################################################
’ ’ ’
## Set the l o c a l e to US eng l i s h
1511 l o c a l e . s e t l o c a l e ( l o c a l e . LC ALL , ’ en US .UTF−8 ’) # se t the l o c a l e i n f o to eng l i s h to understand the date
formats e tc .
###############################################################################
### Overr id ing opt ions by s t a r t arguments
t yp e d i c t ={ ’ r e f l ’ : r e f l , ’ mref ’ : mref , ’ a i ra ’ : a i ra , ’ i c e s ’ : i c e s , ’ r e fa ’ : r e f a }
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1516 i f ’ a l l ’ in d i r c h o i c e :
d i r c h o i c e = [ mref , r e f l , i c e s , a i ra , r e f a ]
## Check i f the s c r i p t has been s t a r t ed with arguments
i f l en ( sys . argv ) > 1 :
i f sys . argv [ 1 ] . s t a r t sw i th ( ’−− ’) :
1521 opt = sys . argv [ 1 ] [ 2 : ] # hole sys . argv [ 1 ] , aber ohne d i e e r s t en beiden Zeichen
i f opt == ’? ’ or opt == ’ h i l f e ’ or opt== ’ help ’ :
p r i n t ’ ’ ’\
Dieses Programm p r o z e s s i e r t Masslynx Roh Daten F i l e s im csv Format .
Werden ke ine Optionen u¨bergeben , s t a r t e t das Skr ip t mit den Standard−Eins t e l l ungen .
1526 Als Optionen koennen angegeben werden :
−−h i l f e ,−−?,−−help : Gibt d i e s e H i l f e aus
Synops is : %s [− opt ion [ Anzahl ] ]
1531 −type P r o z e s s i e r e F i l e s des angegebenen Typs aus [ mref , r e f l , a i ra , i c e s , r e f a ]
[ Anzahl ] h in t e r e inande r abzuarbeitenden Rohdaten ( des s e lben Typs ! )
’ ’ ’%( sys . argv [ 0 ] )
sys . e x i t ( )
1536 e l i f sys . argv [ 1 ] . s t a r t sw i th ( ’− ’) :
#pr in t sys . argv [ 1 ] [ 1 : ] , t yp e d i c t [ sys . argv [ 1 ] [ 1 : ] ] , [ mref , r e f l , i c e s , a i ra , r e f a ]
i f sys . argv [ 1 ] [ 1 : ] . s t r i p ( ) in t ype d i c t . keys ( ) :
d i r c h o i c e = [ t yp e d i c t [ sys . argv [ 1 ] [ 1 : ] ] ]
e l s e :
1541 p r in t ’”%s” i s t e ine f a l s c h e Eingabe − Abbruch ! ’%( sys . argv [ 1 : ] )
sys . e x i t ( )
i f l en ( sys . argv ) > 2 and sys . argv [ 2 ] . s t r i p ( ) . i s d i g i t ( ) i s True :
max data = in t ( sys . argv [ 2 ] . s t r i p ( ) )
e l s e :
1546 p r in t ’”%s” i s t e ine f a l s c h e Eingabe − Abbruch ! ’%( sys . argv [ 1 : ] )
sys . e x i t ( )
e l s e :
p r i n t ’ Unbekannte Option − Nichts zu tun ! ’
sys . e x i t ( )
1551
###############################################################################
### Check f o r the ex i s t e n c e o f nece s sa ry paths
p r in t ’                                                 ’
p r i n t
1556 pr in t ’ Checking path in format ion . . . ’
f o r pex in [ r o o t d i r , l o g d i r , abs path ] :
i f os . path . e x i s t s ( pex ) != False :
p r i n t ’ Path ”%s” => confirmed ’ %(pex )
e l s e :
1561 pr in t ’ Path ”%s” could not be found . Aborting . . . ’% ( l i b f )
sys . e x i t ( )
i f os . path . e x i s t s ( l i b pa th ) != True :
p r i n t ’ L ibrary d i r e c t o r y could not be found ! ! ! ’
p r i n t ’ P lease check whether the s p e c i f i e d path in format ion ”%s” i s c o r r e c t ! Aborting the s c r i p t now
! ! ! ’ %( l i b pa th )
1566 sys . e x i t ( )
e l s e :
p r i n t ’ L ibrary d i r e c t o r y ”%s” found . ’ %( l i b pa th )
i f save chrom == ’on ’ and l en ( d i r c h o i c e ) == 1 :
i f os . path . e x i s t s ( p l o t d i r+d i r c h o i c e [ 0 ]+ ’/ ’ ) != True :
1571 os . makedirs ( p l o t d i r+d i r c h o i c e [ 0 ]+ ’/ ’ )
p r i n t ’ Plot f o l d e r ”%s” created ’ %( p l o t d i r+d i r c h o i c e [ 0 ]+ ’/ ’ )
e l s e :
p r i n t ’ Plot d i r e c t o r y ”%s” found . ’ %( p l o t d i r+d i r c h o i c e [ 0 ]+ ’/ ’ )
1576
###########################################################################
### Find the raw data f o l d e r s , symlink them to a temp f o l d e r and so r t them
## de f i n e s t a r t ar rays
1581 #cr ea t i on t ime = [ ]
f i l e t y p e = [ ]
d a t a f i l e s = [ ]
supplementary in format ion = [ ]
dates = [ ]
1586
pr in t ’                                                 ’
tmp dir=abs path+’temp/ ’
1591 ## crea t e temporary data f o l d e r and ente r i t
i f os . path . e x i s t s ( tmp dir ) == True :
p r i n t ’ Cleaning remainders o f p r i o r s c r i p t runs . . . ’
s h u t i l . rmtree ( tmp dir )
s t a r t d i r=os . getcwd ( ) # remember where the s c r i p t was s t a r t ed
1596 os . makedirs ( tmp dir )
os . chd i r ( tmp dir )
## Determine the t o t a l amount o f f i l e s to be proces sed f o l l ow ing the opt ion d i r c h o i c e in the header
t o tda t c = 0
1601 f o r c a t s e l in d i r c h o i c e :
i f os . path . e x i s t s ( abs path+c a t s e l ) == False :
p r i n t ’ S e l e c t ed datatype f o l d e r ”%s” does not e x i s t and w i l l be skipped ’ %( c a t s e l )
cont inue
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t o tda t c = to tda t c + len ( os . l i s t d i r ( abs path+c a t s e l ) )
1606 pr in t ’Found the t o t a l amount o f %i raw data f o l d e r s . ’ %( to tda t c )
i f t o tda t c == 0 :
p r in t ’ Nothing to do then − i w i l l stop the s c r i p t now ! ’
sys . e x i t ( )
i f max data == ’ a l l ’ :
1611 max data = to tda t c
p r in t ’No max . amount o f raw data f o l d e r s s p e c i f i e d − ALL w i l l be analyzed ! ’
e l i f max data > t o tda t c :
p r i n t ’The s p e c i f i e d ”max . amount” o f %i exceeds the a v a i l a b l e da t a f o l d e r s in the d i r e c t o r y tree ,\n
so i w i l l j u s t use the %i av a i l a b l e ones . ’ %(max data , t o tda t c )
max data = to tda t c
1616
pr in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
## cr ea t e Symlinks in j o i n t data f o l d e r f o r each l e a f f o l d e r (   . raw )
f o r c a t s e l in d i r c h o i c e :
## Star t o f the Symlink c r e a t i on cy c l e s
1621 pr in t ’ Proces s ing %s f i l e s . . . ’ %( c a t s e l )
i f os . path . e x i s t s ( abs path+c a t s e l ) == False :
p r i n t ’ S e l e c t ed datatype f o l d e r ”%s” does not e x i s t and w i l l be skipped ’ %( c a t s e l )
cont inue
work dir=abs path+c a t s e l
1626 ## Determine the amount o f runs as s p e c i f i e d in the header ( opt ion max data )
dat c = len ( os . l i s t d i r ( work di r ) )
i f max data >= dat c :
p r i n t ’ Al l ”%i ” f o l d e r s w i l l be used ! ’ %(dat c )
p r in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
1631 e l s e :
p r i n t ’Found %i da t a f o l d e r s − due to the s p e c i f i e d r e s t r i c t i o n i w i l l j u s t analyze %i o f them . ’
%(dat c , max data )
p r in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
## Fol lowing Procedure i s f o r l a r g e amounts o f da ta s e t s that exceed the s p e c i f i e d amount in the
header (max data )
1636 ## To assure that the o l d e s t datase t in the t r e e i s always wr i t t en f i r s t i n to the l i b r a r y
i f dat c > max data :
p r i n t ’ Fo lders get so r t ed f o r o l d e s t f i r s t . . . ’
# Sort ac tua l f o l d e r by c r e a t i on time
f o l d e r s s o r t , c r e a t i on t ime u t c = c r e a t i on t ime a r r ay ( work dir )
1641 # Create Symlinks f o r the s p e c i f i e d amount o f measurements
f o r max c in f o l d e r s s o r t [ 0 : max data ] :
i f os . path . e x i s t s ( tmp dir+max c ) == False :
os . symlink ( work dir+’/’+max c , max c )
p r in t ’ Created Symbolic Link o f %s in temporary working d i r e c t o r y ! ’ % (max c )
1646 e l s e :
p r i n t ’ Symbolic Link o f %s a l ready e x i s t s in the d i r e c t o r y ! Proceeding . . . ’ % (max c )
p r in t ’                                                                            ’
p r i n t ’The s c r i p t reached the s p e c i f i e d max . amount o f d a t a f o l d e r s to be analyzed ! ’
p r i n t ’No fu r th e r symlinks w i l l be c reated . . . ’
1651 pr in t ’                                                                            ’
break
e l s e :
f o r f u l l p a th , dir w , f i l e w in os . walk ( work dir ) :
d a t d i r = f u l l p a t h . r s p l i t ( ’ / ’ , 1 ) [ 1 ]
1656 i f ( f u l l p a t h [ −3 : ] != ’ raw ’ ) :
cont inue
e l i f os . path . e x i s t s ( tmp dir+da t d i r ) == True :
p r i n t ’ Symbolic Link o f %s a l ready e x i s t s in the d i r e c t o r y ! Proceeding . . . ’ % ( da t d i r )
e l s e :
1661
p r in t ’ Created Symbolic Link o f %s temporary working d i r e c t o r y ! ’ % ( da t d i r )
i f os . path . e x i s t s ( tmp dir+da t d i r ) == False :
os . symlink ( f u l l p a th , da t d i r )
p r i n t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
1666 max data = max data−dat c
## l e t the symlinks in the temp . d i r get analyzed f o r c r e a t i on time ( in utc ) and sor t ed acco rd ing ly
f o l d e r s s o r t , c r e a t i on t ime u t c = c r e a t i on t ime a r r ay ( tmp dir [ : −1 ] )
## determine i t s conta in ing data type by f o l d e r name ana l y s i s
## −> prov ides data type r e l evan t supplementary in format ion and s t o r e s i t in i t s array
1671 f o r c d i r in range ( l en ( f o l d e r s s o r t ) ) :
c u r r e n t f o l d e r = f o l d e r s s o r t [ c d i r ]
d a t e s t r = s t r f t ime (”%y%m%d” , l o c a l t ime ( c r e a t i on t ime u t c [ c d i r ] ) )
i f ’CH4Ref ’ in c u r r e n t f o l d e r :
f i l e t y p e . append ( ’ Ref ’ )
1676 dates . append ( d a t e s t r )
abs num = cu r r e n t f o l d e r [ : −4 ] . r s p l i t ( ’ ’ , 1 ) [ 1 ]
supplementary in format ion . append ( [ da t e s t r , abs num , c r e a t i on t ime u t c [ c d i r ] ] )
de l ( abs num )
e l i f ’ RefLoop ’ in c u r r e n t f o l d e r :
1681 f i l e t y p e . append ( ’ Refloop ’ )
dates . append ( d a t e s t r )
abs num = cu r r e n t f o l d e r [ : −4 ] . r s p l i t ( ’ ’ , 1 ) [ 1 ]
i n j l o o p s = in t ( c u r r e n t f o l d e r . s p l i t ( ’mal ’ ) [ 1 ] . s t r i p ( ) [ : 2 ] )   i n t ( c u r r e n t f o l d e r . s p l i t ( ’mal ’ ) [ 0 ] .
s t r i p ( ) [ −1 : ] ) # d e l i v e r s loop vo l and how o f t en i t was i n j e c t e d in f l o a t type
supplementary in format ion . append ( [ da t e s t r , abs num , i n j l o op s , c r e a t i on t ime u t c [ c d i r ] ] )
1686 de l ( abs num , i n j l o o p s ) # c l e a r up vars
e l i f ’ S ch l e i f e ’ in c u r r e n t f o l d e r and c u r r e n t f o l d e r . f i nd ( ’ bar ’ ) <= 0:
f i l e t y p e . append ( ’ A i ra f t e r ’ )
dates . append ( d a t e s t r )
a i r a s p l i t = cu r r e n t f o l d e r [ : −4 ] . s p l i t ( ’ ’ )
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1691 loop num =a i r a s p l i t [ l en ( a i r a s p l i t ) −1]. s t r i p ( )
cut = a i r a s p l i t [ l en ( a i r a s p l i t ) −3]. s t r i p ( ) # prov ides cut type
i f ’B37 ’ in c u r r e n t f o l d e r :
i f l en ( a i r a s p l i t ) == 7 : # pot i n f o pre sent
tag = 3
1696 pot = a i r a s p l i t [ 2 ]
i f l en ( a i r a s p l i t ) == 5 : # pot i n f o absent
tag = 1
pot = ’ unspec . ’
o r i g i n = a i r a s p l i t [ tag ] . s p l i t ( ’− ’) [ 0 ]
1701 depth = s t r ( f l o a t ( a i r a s p l i t [ tag ] . s p l i t ( ’− ’) [ 1 ] ) −1+(( i n t ( a i r a s p l i t [ tag ] . s p l i t ( ’− ’) [ 2 ] ) −1)
 0 .11 ) ) . r ep l a c e (” ,” , ” . ” ) # as sample numbering c o n s i s t s o f the x−th meter and cuts o f
y−1   11cm
e l s e :
depth = a i r a s p l i t [ l en ( a i r a s p l i t ) −4]. s t r i p ( ) . r ep l a c e (” ,” , ” . ” )
o r i g i n = a i r a s p l i t [ l en ( a i r a s p l i t ) −5]. s t r i p ( ) # prov ides sample o r i g i n
i f a i r a s p l i t [ l en ( a i r a s p l i t ) −6]. s t r i p ( ) != da t e s t r :
1706 pot = a i r a s p l i t [ l en ( a i r a s p l i t ) −6]. s t r i p ( )
e l s e :
pot = ’ unspec . ’ # No in format ion about sample conta ine r a v a i l a b l e
tag = ’ unused ’
supplementary in format ion . append ( [ da t e s t r , o r i g in , depth , cut , loop num , pot , c r e a t i on t ime u t c
[ c d i r ] ] )
1711 de l ( o r i g in , a i r a s p l i t , depth , cut , loop num , pot , tag )
e l i f ( ’EDML’ in c u r r e n t f o l d e r ) or ( c u r r e n t f o l d e r [−5:−4] == ’g ’ ) :
f i l e t y p e . append ( ’ Sample ’ )
dates . append ( d a t e s t r )
s am sp l i t = cu r r e n t f o l d e r [ : −4 ] . s p l i t ( ’ ’ )
1716 weight = sam sp l i t [ l en ( s am sp l i t ) −1] [ : −1] . s t r i p ( ) . r ep l a c e ( ’ , ’ , ’ . ’ ) # get the proper sample
weight
cut = sam sp l i t [ l en ( s am sp l i t ) −2]. s t r i p ( ) # prov ides cut type
i f ’B37 ’ in c u r r e n t f o l d e r :
i f l en ( s am sp l i t ) == 6 : # pot i n f o pre sent
tag = 3
1721 pot = sam sp l i t [ 2 ]
i f l en ( s am sp l i t ) == 4 : # pot i n f o absent
tag = 1
pot = ’ unspec . ’
o r i g i n = sam sp l i t [ tag ] . s p l i t ( ’− ’) [ 0 ]
1726 depth = s t r ( f l o a t ( s am sp l i t [ tag ] . s p l i t ( ’− ’) [ 1 ] ) −1+(( i n t ( s am sp l i t [ tag ] . s p l i t ( ’− ’) [ 2 ] ) −1)
 0 .11 ) ) . r ep l a c e (” ,” , ” . ” ) # as sample numbering c o n s i s t s o f the x−th meter and cuts o f
y−1   11cm
e l s e :
depth = sam sp l i t [ l en ( s am sp l i t ) −3]. s t r i p ( ) . r ep l a c e (” ,” , ” . ” )
o r i g i n = sam sp l i t [ l en ( s am sp l i t ) −4]. s t r i p ( ) # prov ides sample o r i g i n
i f s am sp l i t [ l en ( s am sp l i t ) −5]. s t r i p ( ) != da t e s t r :
1731 pot = sam sp l i t [ l en ( s am sp l i t ) −5]. s t r i p ( )
e l s e :
pot = ’ unspec . ’ # No in format ion about sample conta ine r a v a i l a b l e
tag = ’ unused ’
supplementary in format ion . append ( [ da t e s t r , o r i g in , depth , cut , weight , pot , c r e a t i on t ime u t c [
c d i r ] ] )
1736 de l ( o r i g in , sam sp l i t , depth , cut , weight , pot , tag ) # c l e a r up vars
#e l i f ( ’ Neumayer ’ in c u r r e n t f o l d e r ) or ( ’Gasmaus ’ in c u r r e n t f o l d e r ) or ( ’ bar ’ in c u r r e n t f o l d e r )
or ( ’ Alert ’ in c u r r e n t f o l d e r ) :
e l i f True in [ a i r in c u r r e n t f o l d e r f o r a i r in Re f Ai r s ] :
f i l e t y p e . append ( ’ RefAir ’ )
dates . append ( d a t e s t r )
1741 r e f a s p l i t = cu r r e n t f o l d e r [ : −4 ] . s p l i t ( ’ ’ )
o r i g i n=r e f a s p l i t [ 1 ] . s t r i p ( )
abs num =r e f a s p l i t [ −1 ] . s t r i p ( )
i f ’mal ’ in c u r r e n t f o l d e r :
f o r n in r e f a s p l i t :
1746 i f ’mal ’ in n :
STP = in t (n . s p l i t ( ’mal ’ ) [ 1 ] . s t r i p ( ) [ : 2 ] )   i n t (n . s p l i t ( ’mal ’ ) [ 0 ] . s t r i p ( ) [ −1 : ] )
e l i f ’ bar ’ in c u r r e n t f o l d e r :
f o r n in r e f a s p l i t :
i f ’ml ’ in n :
1751 V = in t (n [ : −2 ] )
i f ’ bar ’ in n :
p = f l o a t (n [ : −3 ] . r ep l a c e ( ’ , ’ , ’ . ’ ) )
STP = p V
de l (V, p)
1756 supplementary in format ion . append ( [ da t e s t r , o r i g in , abs num , STP, c r e a t i on t ime u t c [ c d i r ] ] )
de l ( abs num , o r i g in ,STP, r e f a s p l i t ) # c l e a r up vars
e l s e :
p r i n t
p r in t ’WARNING! ! ! Data f o l d e r ”%s” could not get r ecogn i zed ! ! ! ’ %( c u r r e n t f o l d e r )
1761 pr in t
p r in t ’ I w i l l stop the operat ion now to prevent erroneous database e n t r i e s ! ’
sys . e x i t ( )
f o r d a t a f i l e in os . l i s t d i r ( tmp dir+cu r r e n t f o l d e r ) :
i f d a t a f i l e [ −4 : ] == ’ . csv ’ and d a t a f i l e != ’AWI Test . csv ’ :
1766 d a t a f i l e s . append ( tmp dir+cu r r e n t f o l d e r +’/’+ d a t a f i l e )
# pr in t ’ Test supplementary in format ion array : ’
# f o r i in range ( l en ( supplementary in format ion ) ) :
# pr in t supplementary in format ion [ i ]
1771 de l ( totdat c , dat c , da t e s t r , max data ) # c l e a r up vars , c a t s e l
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###########################################################################
### Create l i b f i l e s with header i n f o and with dummy ze ro s as f i r s t data l i n e i f they do not e x i s t
p r i n t ’                                                 ’
1776 p r in t
p r in t ’ Checking l i b r a r y path in format ion . . . ’
i f l i b e x i s t != ’ yes ’ :
i f os . path . e x i s t s ( l i b b ck ) == False :
1781 os . makedirs ( l i b b ck )
p r in t ’ L ibrary Backup f o l d e r ”%s” created ’ %( l i b b ck )
i f ( os . path . e x i s t s ( l i b pa th ) == False ) :
os . makedirs ( l i b pa th )
p r in t ’ L ibrary f o l d e r ”%s” created ’ %( l i b pa th )
1786 e l s e :
p r i n t ’ L ibrary Folders found . . . ’
f o r l i b f in l i b f i l e s :
i f os . path . e x i s t s ( l i b f ) == False :
1791 l i b m i s s = l i b f
l i b z=array ( ’ ’ , ndmin=2)
i f l i b m i s s == l i b r a r y r e f s :
c s v l i b = csv . wr i t e r ( open ( l i b m i s s , ”w”) ) #, d i a l e c t =’ exce l ’
c s v l i b . writerow ( [ ’ Created : ’+ctime ( ) ] )
1796 c s v l i b . writerow ( r e f h ead . s p l i t ( ’ ’ ) )
c s v l i b . writerow ( ’ ’ )
l i b z=ze ro s ( ( 1 , l en ( r e f h ead . s p l i t ( ’ ’ ) ) ) )
c s v l i b . writerow ( l i b z [ 0 , : ] )
p r i n t ’ L ibrary f i l e %s created ’ %( l i b m i s s )
1801 e l i f l i b m i s s == l i b r a r y r e f l o o p s :
c s v l i b = csv . wr i t e r ( open ( l i b m i s s , ”w”) ) #, d i a l e c t =’ exce l ’
c s v l i b . writerow ( [ ’ Created : ’+ctime ( ) ] )
c s v l i b . writerow ( r e f l o op head . s p l i t ( ’ ’ ) )
c s v l i b . writerow ( ’ ’ )
1806 l i b z=ze ro s ( ( 1 , l en ( r e f l o op head . s p l i t ( ’ ’ ) ) ) )
c s v l i b . writerow ( l i b z [ 0 , : ] )
p r i n t ’ L ibrary f i l e %s created ’ %( l i b m i s s )
e l i f l i b m i s s == l i b r a r y a i r a f t e r :
c s v l i b = csv . wr i t e r ( open ( l i b m i s s , ”w”) ) #, d i a l e c t =’ exce l ’
1811 c s v l i b . writerow ( [ ’ Created : ’+ctime ( ) ] )
c s v l i b . writerow ( a i ra head . s p l i t ( ’ ’ ) )
c s v l i b . writerow ( ’ ’ )
l i b z=ze ro s ( ( 1 , l en ( a i ra head . s p l i t ( ’ ’ ) ) ) )
c s v l i b . writerow ( l i b z [ 0 , : ] )
1816 p r in t ’ L ibrary f i l e %s created ’ %( l i b m i s s )
e l i f l i b m i s s == l i b r a r y s amp l e s :
c s v l i b = csv . wr i t e r ( open ( l i b m i s s , ”w”) ) #, d i a l e c t =’ exce l ’
c s v l i b . writerow ( [ ’ Created : ’+ctime ( ) ] )
c s v l i b . writerow ( sam head . s p l i t ( ’ ’ ) )
1821 c s v l i b . writerow ( ’ ’ )
l i b z=ze ro s ( ( 1 , l en ( sam head . s p l i t ( ’ ’ ) ) ) )
c s v l i b . writerow ( l i b z [ 0 , : ] )
p r i n t ’ L ibrary f i l e %s created ’ %( l i b m i s s )
e l i f l i b m i s s == l i b r a r y r e f a i r :
1826 c s v l i b = csv . wr i t e r ( open ( l i b m i s s , ”w”) ) #, d i a l e c t =’ exce l ’
c s v l i b . writerow ( [ ’ Created : ’+ctime ( ) ] )
c s v l i b . writerow ( r e f a head . s p l i t ( ’ ’ ) )
c s v l i b . writerow ( ’ ’ )
l i b z=ze ro s ( ( 1 , l en ( r e f a head . s p l i t ( ’ ’ ) ) ) )
1831 c s v l i b . writerow ( l i b z [ 0 , : ] )
p r i n t ’ L ibrary f i l e %s created ’ %( l i b m i s s )
e l s e :
p r i n t ’Was not ab le to a s s i gn %s to a l i b r a r y f i l e ’ %( l i b m i s s )
p r i n t ’ P lease r e s t a r t the s c r i p t now . . . ’
1836 sys . e x i t ( )
e l s e :
p r i n t
p r in t ’ Al l %i l i b r a r y f i l e s were s e t to be e x i s t i n g . . . ’ %( l en ( l i b f i l e s ) )
p r i n t
1841 f o r l i b f in l i b f i l e s :
i f os . path . e x i s t s ( l i b f ) != False or app end l i b r a r i e s == ’ o f f ’ :
p r i n t ’ F i l e ”%s” => confirmed ’ %( l i b f . r s p l i t ( ’ / ’ ) [−1])
e l s e :
p r i n t ’ F i l e ”%s” does not e x i s t ! ’%( l i b f )
1846 sys . e x i t ( )
p r i n t ’                                                 ’
## make s a f e t y copy o f a l l l i b r a r i e s
i f a pp end l i b r a r i e s == ’on ’ :
1851 f o r types , l i b r a r y in z ip ( [ mref , r e f l , a i ra , i c e s , r e f a ] , l i b f i l e s ) :
i f types in d i r c h o i c e :
s h u t i l . copy ( l i b r a ry , l i b b ck + ’/ ’+ ’Backup ’+ s t r f t ime (”%y%m%d−%H.%M ” , l o c a l t ime ( ) )+l i b r a r y .
r s p l i t ( ’ / ’ , 1 ) [ 1 ] )
’ ’ ’
##########################################
1856 ### Star t the Ca l cu la t i on Main Routine ###
##########################################
’ ’ ’
# de f i n e s t a r t ar rays
Mean rec array = [ ]
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1861 s i gma rec a r ray = [ ]
Mean gauss array = [ ]
s i gma gauss ar ray = [ ]
R WMG 45 array = [ ]
R WMG 46 array = [ ]
1866 dC 13 gauss array = [ ]
Maxima pos i t ion44 array = [ ]
Amplitude44 array = [ ]
Area44 array = [ ]
p l o t i ndex = [ ]
1871 l a b e l s =[ ]
f i g u r e s =[ ]
peak amb = False # Set the Peak ambiguity f l a g to Fal se − i f the re i s one , i t w i l l be switched i f i t s
de f i s c a l l e d
i f der ivat method != ’sum ’ :
1876 x f i t a r r a y = [ [ 1 . 0 , 1 . 0 ] ]
x f i t p o s i t i o n = [ ]
# de f i n e s t a r t parameters
t ime end = 0
1881 a l r e ady peak s r e c = 0
a l r eady peaks gaus s = 0
’ ’ ’
1886 ########################################
# try the main program f o r the d a t a f i l e
’ ’ ’
# count index
1891 index worked = 0
f o r runs in arange ( l en ( d a t a f i l e s ) ) :
ch rom s f 1 p l o t s =[ ]
peak cuts =[ ]
chrom r45 p lo t s =[ ]
1896 chrom r46 p lo t s =[ ]
Peak Area Uncut = [ ]
Peak Area cut = [ ]
## Determine the measurement l a b e l to use in Figures e tc .
i f f i l e t y p e [ runs ] == ’Ref ’ :
1901 l a b e l = d a t a f i l e s [ runs ] . r s p l i t ( ’ / ’ , 2 ) [ 1 ] [ 7 : − 4 ]
e l i f f i l e t y p e [ runs ] == ’ Refloop ’ :
l a b e l = d a t a f i l e s [ runs ] . r s p l i t ( ’ / ’ , 2 ) [ 1 ] [ 7 : − 4 ]
e l i f f i l e t y p e [ runs ] == ’ RefAir ’ :
l a b e l = d a t a f i l e s [ runs ] . r s p l i t ( ’ / ’ , 2 ) [ 1 ] [ 7 : − 4 ]
1906 e l s e :
i f ’EDML’ in d a t a f i l e s [ runs ] :
l a b e l = d a t a f i l e s [ runs ] . r s p l i t ( ’ / ’ , 2 ) [ 1 ] [ d a t a f i l e s [ runs ] . r s p l i t ( ’ / ’ , 2 ) [ 1 ] . f i nd ( ’ED’ ) :
d a t a f i l e s [ runs ] . r s p l i t ( ’ / ’ , 2 ) [ 1 ] . f i nd ( ’G0 ’ ) +3]
e l i f ’B37 ’ in d a t a f i l e s [ runs ] :
l a b e l = d a t a f i l e s [ runs ] . r s p l i t ( ’ / ’ , 2 ) [ 1 ] [ d a t a f i l e s [ runs ] . r s p l i t ( ’ / ’ , 2 ) [ 1 ] . f i nd ( ’B37 ’ ) :
d a t a f i l e s [ runs ] . r s p l i t ( ’ / ’ , 2 ) [ 1 ] . f i nd ( ’ g ’ ) −7]
1911 e l s e :
l a b e l = d a t a f i l e s [ runs ] . r s p l i t ( ’ / ’ , 2 ) [ 1 ] . r s p l i t (” ” ,1) [ 0 ] . s p l i t (” ” ,3) [−1] #’
Unknown Sample name ’
l a b e l s . append ( l a b e l )
## se t the stdout to be logged in a f i l e as we l l as the conso l e
l o g f n=method end+”%s s %s %s . l og ”%( p c u t o f f /10 .0 , correct ion method , l a b e l )
1916 l o g f=l o g d i r+f i l e t y p e [ runs ]+”/”+ l o g f n
i f os . path . e x i s t s ( l o g f ) :
os . remove ( l o g f ) # de l e t e o ld log f i l e i f e x i s t i n g s
sys . s tdout = Logger ( l o g f )
## Message f o r the log f i l e
1921 pr in t ”\ nProcess ing performed at %s :\n\nPeak end cut o f f : %s s e c s \n”%(asct ime ( ) , p c u t o f f /10 . )
## Build f i g u r e i n s t anc e s f o r l a t e r use in de f main , rec tangu lar , gauss ian and background
i f p lo t gauss bounds == ’on ’ :
chrom plot=pylab . f i g u r e ( runs , f i g s i z e =[ f wh , f h t ] )
1926 pylab . f i g t e x t ( 0 . 8 , 0 . 02 , ’ c r eated : ’+asct ime ( ) , s i z e =9)
chrom plot . s u p t i t l e ( l a b e l )
##### Column with 1 . r e f Peak p l o t s
## Subplot 1 o f raw data ge t axe s ( ) [ runs ]
cp sp1=chrom plot . add subplot (331)
1931 cp sp1 . s e t t i t l e ( ’ 1 . CH4 Ref Peak ’ , f o n t s i z e =10)
cp sp1 . s e t y l a b e l ( ’ I n t e n s i t y /GV’ , f o n t s i z e =10)
pylab . setp ( pylab . getp ( pylab . gca ( ) , ’ y t i c k l a b e l s ’ ) , f o n t s i z e =8)
## Subplot 2 − Ratio 45 and 46
1936 cp sp2=chrom plot . add subplot (334 , sharex=cp sp1 )
cp sp2 . s e t y l a b e l ( ’ 45/44 ’ , f o n t s i z e =10)
pylab . setp ( pylab . getp ( pylab . gca ( ) , ’ y t i c k l a b e l s ’ ) , f o n t s i z e =8)
## Subplot 3 − Ratio 45 and 46 without BG
1941 cp sp3=chrom plot . add subplot (337 , sharex=cp sp1 )
cp sp3 . s e t y l im ( −0.01 ,0 .03)
cp sp3 . s e t y l a b e l ( ’ 46/44 ’ , f o n t s i z e =10)
cp sp3 . s e t x l a b e l ( ’ time/s ’ )
pylab . setp ( pylab . getp ( pylab . gca ( ) , ’ y t i c k l a b e l s ’ ) , f o n t s i z e =8)
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1946
##### Column with Sample Peak p l o t s
cp sp4=chrom plot . add subplot (332)
cp sp4 . s e t t i t l e ( ’ Sample Peak ’ , f o n t s i z e =10)
cp sp5=chrom plot . add subplot (335 , sharex=cp sp4 )
1951 cp sp6=chrom plot . add subplot (338 , sharex=cp sp4 )
cp sp6 . s e t x l a b e l ( ’ time/s ’ )
##### Column with 2nd Ref . Peak p l o t s
cp sp7=chrom plot . add subplot (333)
cp sp7 . s e t t i t l e ( ’ 2 . CH4 Ref Peak ’ , f o n t s i z e =10)
1956 cp sp7 . yax i s . s e t l a b e l p o s i t i o n (” r i gh t ”)
cp sp8=chrom plot . add subplot (336 , sharex=cp sp7 )
cp sp8 . yax i s . s e t l a b e l p o s i t i o n (” r i gh t ”)
cp sp9=chrom plot . add subplot (339 , sharex=cp sp7 )
cp sp9 . yax i s . s e t l a b e l p o s i t i o n (” r i gh t ”)
1961 cp sp9 . s e t x l a b e l ( ’ time/s ’ )
f o r ax in [ 0 , 1 , 3 , 4 , 6 , 7 ] :
pylab . setp ( chrom plot . g e t axe s ( ) [ ax ] . g e t x t i c k l a b e l s ( ) , v i s i b l e=False )
f o r ax in [ 3 , 4 , 5 ] :
pylab . setp ( chrom plot . g e t axe s ( ) [ ax ] . g e t y t i c k l a b e l s ( ) , v i s i b l e=False )
1966 f o r ax in [ 6 , 7 , 8 ] :
chrom plot . g e t axe s ( ) [ ax ] . yax i s . s e t t i c k s p o s i t i o n (” r i gh t ”)
i f chrom peak char i s ’ on ’ :
## Subplot 3/4 o f peak c h a r a c t e r i s t i c s
#p l o t l i s t [1 ]= pylab . f i g u r e (1 , f i g s i z e =[ f wh , f h t ] )
1971 peak char=pylab . f i g u r e (200 , f i g s i z e =[ f wh , f h t ] )
chr sub3 = peak char . add subplot (221)
chr sub3 . s e t x l a b e l ( ’ peak number in a l l r e c peaks ’ , f o n t s i z e =8)
chr sub3 . s e t t i t l e ( ’ Todays c h a r a c t e r i s t i c s o f methane r e f e r e n c e peak i s o t op i e s ’ , f o n t s i z e
=10)
chr sub3 . s e t y l a b e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )   rec ’ , f o n t s i z e =8)
1976 pylab . setp ( pylab . getp ( chr sub3 , ’ y t i c k l a b e l s ’ ) , f o n t s i z e =6)
chr sub4 = peak char . add subplot (223)
chr sub4 . s e t x l a b e l ( ’ peak number in a l l gauss peaks ’ , f o n t s i z e =8)
chr sub4 . s e t y l a b e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )   gauss ’ , f o n t s i z e =8)
pylab . setp ( pylab . getp ( chr sub4 , ’ y t i c k l a b e l s ’ ) , f o n t s i z e =6)
1981
i f chrom deriv i s ’ on ’ :
p l o t d e r i v=pylab . f i g u r e (300 , f i g s i z e =[ f wh , f h t ] )
d rv sbp l t 1=p l o t d e r i v . add subplot (111)
d rv sbp l t 1 . s e t y l a b e l ( ’ Der ivat ion o f the I n t en s i t y /( fA/ s ) ’ , f o n t s i z e =12)
1986
## Check i f
i f pylab . strpdate2num(”%y%m%d”) ( supplementary in format ion [ runs ] [ 0 ] ) >= pylab . strpdate2num(”%y%m%d”)
(Work std [ 1 ] [ ’ i n t r o da t e ’ ] ) \
and pylab . strpdate2num(”%y%m%d”) ( supplementary in format ion [ runs ] [ 0 ] ) <= pylab . strpdate2num(”%y%m%d
”) (Work std [ 2 ] [ ’ i n t r o da t e ’ ] ) :
p r i n t
’
1991 pr in t ’ This measurement was conducted in the per iod o f CO2 working standard gas bo t t l e ”%s ” ’%(
Work std [ 1 ] [ ’ Name ’ ] )
p r i n t ’ I w i l l ad jus t the i s o t o p i e s f o r the c a l c u l a t i o n accord ing to the header in format ion . . . ’
dC 13 RM VPDBCO2 = Work std [ 1 ] [ ’ d13C ’ ] / 1 0 0 0 . 0
dO 18 RM VPDBCO2 = Work std [ 1 ] [ ’ d18O ’ ] / 1 0 0 0 . 0
e l i f pylab . strpdate2num(”%y%m%d”) ( supplementary in format ion [ runs ] [ 0 ] ) >= pylab . strpdate2num(”%y%m%d
”) (Work std [ 2 ] [ ’ i n t r o da t e ’ ] ) :
1996 pr in t
’
pr in t ’ This measurement was conducted in the per iod o f CO2 working standard gas bo t t l e ”%s ” ’%(
Work std [ 2 ] [ ’ Name ’ ] )
p r i n t ’ I w i l l ad jus t the i s o t o p i e s f o r the c a l c u l a t i o n accord ing to the header in format ion . . . ’
dC 13 RM VPDBCO2 = Work std [ 2 ] [ ’ d13C ’ ] / 1 0 0 0 . 0
dO 18 RM VPDBCO2 = Work std [ 2 ] [ ’ d18O ’ ] / 1 0 0 0 . 0
2001 e l s e :
p r i n t
’ ’
p r i n t ’The f o l l ow ing measurement was conducted in the per iod BEFORE the new CO2 Reference gas
bo t t l e s ’
p r i n t ’ I w i l l ad jus t the i s o t o p i e s f o r the c a l c u l a t i o n accord ing to the header in format ion . . . ’
dC 13 RM VPDBCO2 = Work std [ 0 ] [ ’ d13C ’ ] / 1 0 0 0 . 0
2006 dO 18 RM VPDBCO2 = Work std [ 0 ] [ ’ d18O ’ ] / 1 0 0 0 . 0
p r in t ’ and use ”%s” f o r delta13C and ”%s” f o r delta18O ( both in pe rm i l l e ) . ’%(dC 13 RM VPDBCO21000 ,
dO 18 RM VPDBCO21000)
p r in t
’ ’
i f no stop == ’on ’ :
# do the program and do not a l low e r r o r s (move e r r o r producing f i l e s to ’ not working ’ )
2011 try :
# de f i n e the r e f e r e n c e peak f o r the chosen d a t a f i l e to chart
i f f i l e t y p e [ runs ] == ’Ref ’ :
r e f p e ak s = r e f p e a k s r e f
i f f i l e t y p e [ runs ] != ’Ref ’ :
2016 r e f p e ak s = r e f p e a k s n on r e f
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# get the r e s u l t s in 13 C f o r the gauss and re c tangu l a r peaks , that are not sample peaks
f o r the da i l y ana l y s i s and f o r new l i b r a r y e n t r i e s
p r i n t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
p r i n t ’ Current datase t : ’ , f o l d e r s s o r t [ runs ] , ’ S c r i p t run : ’ , runs+1
2021 pr in t ’Measured : ’ , ct ime ( supplementary in format ion [ runs ] [ −1 ] )
## Cal l de f ’main ’
Mean rec , s igma rec , Mean gauss , s igma gauss , time end , a l r eady peaks r e c ,
a l r eady peaks gauss , Maxima position44 , Amplitude44 , Area44 , Area45 , Area46 ,
dC 13 gauss , dC 13 rec , R WMG 45, R WMG 46 = main ( d a t a f i l e s [ runs ] , time end ,
a l r eady peaks r e c , a l r eady peaks gaus s , f i l e t y p e [ runs ] )
### wr i te r e s u l t s to l i b r a r i e s
2026 i f a pp end l i b r a r i e s == ’on ’ :
## Cal l de f ’ w r i t e l i b r a r y ’
w r i t e l i b r a r y (Mean gauss , s igma gauss , f i l e t y p e [ runs ] , d a t a f i l e ,
supplementary in format ion [ runs ] , Maxima position44 , Amplitude44 , Area44 , Area45 ,
Area46 , dC 13 gauss , dC 13 rec , R WMG 45, R WMG 46)
# append r e s u l t s to ar rays
2031 Mean rec array . append (Mean rec )
s i gma rec a r ray . append ( s igma rec )
Mean gauss array . append (Mean gauss )
s i gma gauss ar ray . append ( s igma gauss )
dC 13 gauss array . append ( dC 13 gauss )
2036 Maxima pos i t ion44 array . append ( Maxima posit ion44 )
Amplitude44 array . append ( Amplitude44 )
Area44 array . append (Area44 )
R WMG 45 array . append (R WMG 45)
R WMG 46 array . append (R WMG 46)
2041
### move current da ta f o l d e r to a rch ive
# get a rch ive name
archive name = f i l e t y p e [ runs ]+ ’ archive ’
i f f i l e t y p e [ runs ] == ’ Refloop ’ :
2046 archive name = f i l e t y p e [ runs ]+ ’ archive ’+ ’/ ’+ s t r ( supplementary in format ion [ runs ] [ 2 ] )
[−1:]+ ’mal ’+ s t r ( supplementary in format ion [ runs ] [ 2 ] ) [ :−2]+ ’ml ’
e l i f ( f i l e t y p e [ runs ] == ’ Sample ’ ) or ( f i l e t y p e [ runs ] == ’ A i ra f t e r ’ ) :
i f ’AWI’ in f o l d e r s s o r t [ runs ] :
archive name = f i l e t y p e [ runs ]+ ’ archive ’+ ’/ ’+ ’EDML−AWI’
e l i f ’ Bern ’ in f o l d e r s s o r t [ runs ] or ’BERN’ in f o l d e r s s o r t [ runs ] :
2051 archive name = f i l e t y p e [ runs ]+ ’ archive ’+ ’/ ’+ ’EDML−Bern ’
e l i f ’Gr ’ in f o l d e r s s o r t [ runs ] :
archive name = f i l e t y p e [ runs ]+ ’ archive ’+ ’/ ’+ ’EDML−Grble ’
e l i f True in [ i c e in d a t f o l d e r f o r i c e in Inte rcomp ice ] :
i f ’B37 ’ in f o l d e r s s o r t [ runs ] :
2056 i f l en ( f o l d e r s s o r t [ runs ] . s p l i t ( ’ ’ ) ) == 6 or l en ( f o l d e r s s o r t [ runs ] . s p l i t ( ’ ’ )
) == 7 :
archive name = f i l e t y p e [ runs ]+ ’ a rch ive /B37/’+ f o l d e r s s o r t [ runs ] . s p l i t ( ’
’ ) [ 3 ] . r s p l i t ( ’− ’ ,1) [ 0 ]
i f l en ( f o l d e r s s o r t [ runs ] . s p l i t ( ’ ’ ) ) == 4 or l en ( f o l d e r s s o r t [ runs ] . s p l i t ( ’ ’ )
) == 7 :
archive name = f i l e t y p e [ runs ]+ ’ a rch ive /B37/’+ f o l d e r s s o r t [ runs ] . s p l i t ( ’
’ ) [ 1 ] . r s p l i t ( ’− ’ ,1) [ 0 ]
e l s e :
2061 archive name = f i l e t y p e [ runs ]+ ’ archive ’+ ’/ ’+ ’ Intercomparison ’
i f move fo lde r s == ’on ’ :
a r ch d i r=arch path+’/’+archive name+’/’+ f o l d e r s s o r t [ runs ]
i f os . path . e x i s t s ( a r ch d i r ) == True :
p r i n t
’                                                                                            ’
2066 pr in t ’ Archive f o l d e r %s a l ready e x i s t s ! ! ! \ n\n ! ! ! Better check f o r double e n t r i e s
in i t s l i b r a r y f i l e ! ! ! ’ %( f o l d e r s s o r t [ runs ] )
p r i n t
’                                                                                            ’
e l s e :
s h u t i l . copytree ( tmp dir+f o l d e r s s o r t [ runs ] , a r ch d i r )
o r g d i r = os . r e ad l i nk ( tmp dir+f o l d e r s s o r t [ runs ] )
2071 s h u t i l . rmtree ( o r g d i r )
os . un l ink ( tmp dir+f o l d e r s s o r t [ runs ] )
# get new index
index worked = index worked + 1
p l o t i ndex . append ( runs+1)
2076 pr in t
p r in t ’Data f o l d e r moved to Archive ! ’
p r i n t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
# do except ion i f e r r o r occured
except :
2081 not working ( d a t a f i l e s [ runs ] , f i l e t y p e [ runs ] , f o l d e r s s o r t [ runs ] )
####################################
### do the program and al low e r r o r s
e l s e :
2086 ## de f i n e the r e f e r e n c e peak f o r the choosen d a t a f i l e to chart
#pr in t f i l e t y p e [ runs ]
i f f i l e t y p e [ runs ] == ’Ref ’ :
r e f p e ak s = r e f p e a k s r e f
i f f i l e t y p e [ runs ] != ’Ref ’ :
2091 r e f p e ak s = r e f p e a k s n on r e f
258 D. Python Code
## get the r e s u l t s in 13 C f o r the gauss and re c tangu l a r peaks , that are not sample peaks
## fo r the da i l y ana l y s i s and f o r new l i b r a r y e n t r i e s
p r i n t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
2096 pr in t ’ Current datase t : ’ , f o l d e r s s o r t [ runs ] , ’ S c r i p t run : ’ , runs+1
pr in t ’Measured : ’ , ct ime ( supplementary in format ion [ runs ] [ −1 ] )
## Cal l de f ’main ’
Mean rec , s igma rec , Mean gauss , s igma gauss , time end , a l r eady peaks r e c , a l r eady peaks gauss ,
Maxima position44 , Amplitude44 , Area44 , Area45 , Area46 , dC 13 gauss , dC 13 rec , R WMG 45,
R WMG 46 = main ( d a t a f i l e s [ runs ] , time end , a l r eady peaks r e c , a l r eady peaks gaus s ,
f i l e t y p e [ runs ] , runs )
2101
## Abort i f chromatogram seems abnormal −> copy datase t to ’ not working ’ and unl ink i t ( de f
not working )
i f f i l e t y p e [ runs ] == ’Ref ’ :
i f l en ( dC 13 gauss ) != 6 or l en ( dC 13 rec ) != 2 :
p r in t
’                                                                                            ’
2106 p r in t ’ ! ! ! Unusual peak pattern f o r %s measurement detected ! ! ! \nFound %i r e c tangu l a r
and %i gauss−l i k e ones . ’ %( f i l e t y p e [ runs ] , l en ( dC 13 rec ) , l en ( dC 13 gauss ) )
p r in t
p r in t ’ Wil l sk ip t h i s datase t and not wr i t e i t to the l i b r a r y ! ’
not working ( d a t a f i l e s [ runs ] , f i l e t y p e [ runs ] , f o l d e r s s o r t [ runs ] )
cont inue
2111 e l i f f i l e t y p e [ runs ] != ’Ref ’ :
i f l en ( dC 13 gauss ) < 3 or l en ( dC 13 rec ) != 4 :
p r in t
’                                                                                            ’
p r i n t ’ ! ! ! Unusual peak pattern f o r %s measurement detected ! ! ! \nFound %i r e c tangu l a r
and %i gauss−l i k e ones . ’ %( f i l e t y p e [ runs ] , l en ( dC 13 rec ) , l en ( dC 13 gauss ) )
p r in t
2116 pr in t ’ Wil l sk ip t h i s datase t and not wr i t e i t to the l i b r a r y ! ’
not working ( d a t a f i l e s [ runs ] , f i l e t y p e [ runs ] , f o l d e r s s o r t [ runs ] )
cont inue
### wri te r e s u l t s to l i b r a r i e s
i f a pp end l i b r a r i e s == ’on ’ :
2121 # Cal l de f ’ w r i t e l i b r a r y ’
w r i t e l i b r a r y (Mean gauss , s igma gauss , f i l e t y p e [ runs ] , d a t a f i l e , supplementary in format ion
[ runs ] , Maxima position44 , Amplitude44 , Area44 , Area45 , Area46 , dC 13 gauss , dC 13 rec
, R WMG 45, R WMG 46)
# pr in t
# pr in t ’Data wr i t t en to l i b r a r y ! ’
# pr in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
2126
# append r e s u l t s to ar rays
Mean rec array . append (Mean rec )
s i gma rec a r ray . append ( s igma rec )
Mean gauss array . append (Mean gauss )
2131 s igma gauss ar ray . append ( s igma gauss )
dC 13 gauss array . append ( dC 13 gauss )
Maxima pos i t ion44 array . append ( Maxima posit ion44 )
Amplitude44 array . append ( Amplitude44 )
Area44 array . append (Area44 )
2136 R WMG 45 array . append (R WMG 45)
R WMG 46 array . append (R WMG 46)
### move current da ta f o l d e r to a rch ive
# get a rch ive name
2141 archive name = f i l e t y p e [ runs ]+ ’ archive ’
i f f i l e t y p e [ runs ] == ’ Refloop ’ :
archive name = f i l e t y p e [ runs ]+ ’ archive ’+ ’/ ’+ s t r ( supplementary in format ion [ runs ] [ 2 ] / 1 0 ) +’
mal ’+ ’10ml ’
e l i f ( f i l e t y p e [ runs ] == ’ Sample ’ ) or ( f i l e t y p e [ runs ] == ’ A i ra f t e r ’ ) :
i f ’AWI’ in f o l d e r s s o r t [ runs ] :
2146 archive name = f i l e t y p e [ runs ]+ ’ archive ’+ ’/ ’+ ’EDML−AWI’
e l i f ’ Bern ’ in f o l d e r s s o r t [ runs ] or ’BERN’ in f o l d e r s s o r t [ runs ] :
archive name = f i l e t y p e [ runs ]+ ’ archive ’+ ’/ ’+ ’EDML−Bern ’
e l i f ’Gr ’ in f o l d e r s s o r t [ runs ] :
archive name = f i l e t y p e [ runs ]+ ’ archive ’+ ’/ ’+ ’EDML−Grble ’
2151 e l i f True in [ i c e in f o l d e r s s o r t [ runs ] f o r i c e in Inte rcomp ice ] :
i f ’B37 ’ in f o l d e r s s o r t [ runs ] :
i f l en ( f o l d e r s s o r t [ runs ] . s p l i t ( ’ ’ ) ) == 6 or l en ( f o l d e r s s o r t [ runs ] . s p l i t ( ’ ’ ) ) ==
7 :
archive name = f i l e t y p e [ runs ]+ ’ a rch ive /B37/’+ f o l d e r s s o r t [ runs ] . s p l i t ( ’ ’ )
[ 3 ] . r s p l i t ( ’− ’ ,1) [ 0 ]
i f l en ( f o l d e r s s o r t [ runs ] . s p l i t ( ’ ’ ) ) == 4 or l en ( f o l d e r s s o r t [ runs ] . s p l i t ( ’ ’ ) ) ==
5 :
2156 archive name = f i l e t y p e [ runs ]+ ’ a rch ive /B37/’+ f o l d e r s s o r t [ runs ] . s p l i t ( ’ ’ )
[ 1 ] . r s p l i t ( ’− ’ ,1) [ 0 ]
e l s e :
archive name = f i l e t y p e [ runs ]+ ’ archive ’+ ’/ ’+ ’ Intercomparison ’
i f move fo lde r s == ’on ’ :
a r ch d i r=arch path+’/’+archive name+’/’+ f o l d e r s s o r t [ runs ]
2161 i f os . path . e x i s t s ( a r ch d i r ) == True :
p r i n t
’                                                                                            ’
D.1 Raw data processing 259
pr in t ’ Archive f o l d e r %s a l ready e x i s t s ! ! ! \ n\n Better check f o r double e n t r i e s in i t s
l i b r a r y f i l e ! ’ %( f o l d e r s s o r t [ runs ] )
p r i n t
’                                                                                            ’
e l s e :
2166 s h u t i l . copytree ( tmp dir+f o l d e r s s o r t [ runs ] , a r ch d i r )
o r g d i r = os . r e ad l i nk ( tmp dir+f o l d e r s s o r t [ runs ] )
s h u t i l . rmtree ( o r g d i r )
os . un l ink ( tmp dir+f o l d e r s s o r t [ runs ] )
p r i n t
2171 pr in t ’Data f o l d e r moved to Archive ! ’
p r i n t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
# get new index
index worked = index worked + 1
p l o t i ndex . append ( runs+1)
2176 ##########################
## Plot r e s u l t s
i f p lo t gauss bounds == ’on ’ :
f o r a r t in ch rom s f 1 p l o t s :
#pr in t tup l e ( a r t )
2181 i f ”Marker” in ar t [ 0 ] :
cp sp1 . p l o t ( a r t [ 1 ] , a r t [ 2 ] , a r t [ 3 ] ,mew=3, ms=20)
cp sp4 . p l o t ( a r t [ 1 ] , a r t [ 2 ] , a r t [ 3 ] ,mew=3, ms=20)
cp sp7 . p l o t ( a r t [ 1 ] , a r t [ 2 ] , a r t [ 3 ] ,mew=3, ms=20)
e l s e :
2186 cp sp1 . p l o t ( a r t [ 1 ] , a r t [ 2 ] , a r t [ 3 ] )
cp sp4 . p l o t ( a r t [ 1 ] , a r t [ 2 ] , a r t [ 3 ] )
cp sp7 . p l o t ( a r t [ 1 ] , a r t [ 2 ] , a r t [ 3 ] )
[ ( cp sp1 . g e t l i n e s ( ) [ l ] . set markeredgewidth (3) , cp sp4 . g e t l i n e s ( ) [ l ] . set markeredgewidth (3) ,
cp sp7 . g e t l i n e s ( ) [ l ] . set markeredgewidth (3) ) f o r l in [ e f o r e , a r t in enumerate (
ch rom s f 1 p l o t s ) i f ” r ” in ar t [ 3 ] ] ] ## adjus t the markers i ze o f a l l Markers
## Ratios 45/44
2191 f o r ar t in chrom r45 p lo t s :
cp sp2 . p l o t ( a r t [ 0 ] , a r t [ 1 ] , a r t [ 2 ] )
cp sp5 . p l o t ( a r t [ 0 ] , a r t [ 1 ] , a r t [ 2 ] )
cp sp8 . p l o t ( a r t [ 0 ] , a r t [ 1 ] , a r t [ 2 ] )
[ ( cp sp2 . g e t l i n e s ( ) [ l ] . set markeredgewidth (3) , cp sp5 . g e t l i n e s ( ) [ l ] . set markeredgewidth (3) ,
cp sp8 . g e t l i n e s ( ) [ l ] . set markeredgewidth (3) ) f o r l in [ e f o r e , a r t in enumerate (
chrom r45 p lo t s ) i f ” r ” in ar t [ 2 ] ] ] ## adjus t the markers i ze o f a l l Markers
2196 ## Ratios 46/44
f o r a r t in chrom r46 p lo t s :
cp sp3 . p l o t ( a r t [ 0 ] , a r t [ 1 ] , a r t [ 2 ] )
cp sp6 . p l o t ( a r t [ 0 ] , a r t [ 1 ] , a r t [ 2 ] )
cp sp9 . p l o t ( a r t [ 0 ] , a r t [ 1 ] , a r t [ 2 ] )
2201 [ ( cp sp3 . g e t l i n e s ( ) [ l ] . set markeredgewidth (3) , cp sp6 . g e t l i n e s ( ) [ l ] . set markeredgewidth (3) ,
cp sp9 . g e t l i n e s ( ) [ l ] . set markeredgewidth (3) ) f o r l in [ e f o r e , a r t in enumerate (
chrom r46 p lo t s ) i f ” r ” in ar t [ 2 ] ] ] ## adjus t the markers i ze o f a l l Markers
i f not peak amb : # i f t h i s i s a non−standard chromatogram ( too many peaks ) , the f o l l ow ing
doesnt make sense
##############################################
## Plot Peak Maximum Lines in
2206 ## raw data sub f i gu r e s
cp sp1 . axv l in e (x=chrom s f 1 p l o t s [ 9 8 ] [ 1 ] [ 4 ] , l i n ew id th=1, c o l o r =’r ’ ) # v l i n e at Mass 44 (
Index 98) peak x po s i t i o n ( Index 1)
cp sp4 . axv l in e (x=chrom s f 1 p l o t s [ 9 8 ] [ 1 ] [ 6 ] , l i n ew id th=1, c o l o r =’r ’ )
cp sp7 . axv l in e (x=chrom s f 1 p l o t s [ 9 8 ] [ 1 ] [ 8 ] , l i n ew id th=1, c o l o r =’r ’ )
##Ratio s ub f i gu r e s
2211 cp sp2 . axv l in e (x=chrom r45 p lo t s [ 3 ] [ 0 ] , l i n ew id th=1, c o l o r =’r ’ )
cp sp5 . axv l in e (x=chrom r45 p lo t s [ 1 1 ] [ 0 ] , l i n ew id th=1, c o l o r =’r ’ )
cp sp8 . axv l in e (x=chrom r45 p lo t s [ 1 9 ] [ 0 ] , l i n ew id th=1, c o l o r =’r ’ )
cp sp3 . axv l in e (x=chrom r46 p lo t s [ 3 ] [ 0 ] , l i n ew id th=1, c o l o r =’r ’ )
cp sp6 . axv l in e (x=chrom r46 p lo t s [ 1 1 ] [ 0 ] , l i n ew id th=1, c o l o r =’r ’ )
2216 cp sp9 . axv l in e (x=chrom r46 p lo t s [ 1 9 ] [ 0 ] , l i n ew id th=1, c o l o r =’r ’ )
##############################################
## Plot Peak Cut o f f L ines in
i f ” cut ” in method end :
## raw data sub f i gu r e s
2221 cp sp1 . axv l i n e (x=chrom s f 1 p l o t s [ 9 8 ] [ 1 ] [ 4 ] + p c u t o f f /10 .0 , l i n ew idth=1, c o l o r =’k ’ ) #
v l i n e at Mass 44 ( Index 98) peak x po s i t i o n ( Index 1)
cp sp4 . axv l i n e (x=chrom s f 1 p l o t s [ 9 8 ] [ 1 ] [ 6 ] + p c u t o f f /10 .0 , l i n ew idth=1, c o l o r =’k ’ )
cp sp7 . axv l i n e (x=chrom s f 1 p l o t s [ 9 8 ] [ 1 ] [ 8 ] + p c u t o f f /10 .0 , l i n ew idth=1, c o l o r =’k ’ )
## ra t i o s ub f i gu r e s
cp sp2 . axv l i n e (x=chrom r45 p lo t s [ 3 ] [ 0 ]+ p c u t o f f /10 .0 , l i n ew idth=1, c o l o r =’k ’ )
2226 cp sp5 . axv l i n e (x=chrom r45 p lo t s [ 1 1 ] [ 0 ]+ p c u t o f f /10 .0 , l i n ew idth=1, c o l o r =’k ’ )
cp sp8 . axv l i n e (x=chrom r45 p lo t s [ 1 9 ] [ 0 ]+ p c u t o f f /10 .0 , l i n ew idth=1, c o l o r =’k ’ )
cp sp3 . axv l i n e (x=chrom r45 p lo t s [ 3 ] [ 0 ]+ p c u t o f f /10 .0 , l i n ew idth=1, c o l o r =’k ’ )
cp sp6 . axv l i n e (x=chrom r45 p lo t s [ 1 1 ] [ 0 ]+ p c u t o f f /10 .0 , l i n ew idth=1, c o l o r =’k ’ )
cp sp9 . axv l i n e (x=chrom r45 p lo t s [ 1 9 ] [ 0 ]+ p c u t o f f /10 .0 , l i n ew idth=1, c o l o r =’k ’ )
2231 ##############################################
## Adjust y−l im i t s f o r . . .
## 1 s t row of p l o t s
sp1 end m=max( peak cuts [ 0 ] ) +10.
sp4 end m=max( peak cuts [ 2 ] ) +10.
2236 sp7 end m=max( peak cuts [ 4 ] ) +10.
e l s e :
sp1 end m=chrom s f 1 p l o t s [ 9 2 ] [ 2 ] [ 0 ] + 3 .
sp4 end m=chrom s f 1 p l o t s [ 9 4 ] [ 2 ] [ 0 ] + 3 .
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sp7 end m=chrom s f 1 p l o t s [ 9 6 ] [ 2 ] [ 0 ] + 3 .
2241 cp sp1 . s e t y l im ( ch rom s f 1 p l o t s [ 6 3 ] [ 2 ] [ 0 ] − 1 . , sp1 end m ) # Set yl ims f o r 1 . Ref Fig Column −
lower : Mass 46 Peak Star t Marker , upper : Mass 44 Peak End Marker ; both plusminus
o f f s e t
cp sp4 . s e t y l im ( ch rom s f 1 p l o t s [ 6 5 ] [ 2 ] [ 0 ] − 1 . , sp4 end m )
cp sp7 . s e t y l im ( ch rom s f 1 p l o t s [ 6 7 ] [ 2 ] [ 0 ] − 1 . , sp7 end m )
## x−l im i t s
cp sp1 . s e t x l im ( ch rom s f 1 p l o t s [ 6 3 ] [ 1 ] [ 0 ] − 0 . 5 , ch rom s f 1 p l o t s [ 7 2 ] [ 1 ] [ 0 ] + 5 . ) #−30. Set xl ims
f o r 1 . Ref Figure Column
2246 cp sp4 . s e t x l im ( ch rom s f 1 p l o t s [ 6 5 ] [ 1 ] [ 0 ] − 0 . 5 , ch rom s f 1 p l o t s [ 7 4 ] [ 1 ] [ 0 ] + 5 . ) #−20. Set xl ims
f o r Sample Figure Column
cp sp7 . s e t x l im ( ch rom s f 1 p l o t s [ 6 7 ] [ 1 ] [ 0 ] − 0 . 5 , ch rom s f 1 p l o t s [ 7 6 ] [ 1 ] [ 0 ] + 5 . ) #−30. Set xl ims
f o r 2 . Ref Figure Column
## y−l im i t s 2nd row of p l o t s
sp2 max y=pylab . i n t e rp ( chrom r45 p lo t s [ 3 ] [ 0 ] , chrom r45 p lo t s [ 0 ] [ 0 ] , chrom r45 p lot s [ 0 ] [ 1 ] ) #
determine the y−po s i t i o n at i t s x−pos . o f the peak maximum on the i n t e rpo l a t ed r a t i o
sp5 max y=pylab . i n t e rp ( chrom r45 p lo t s [ 1 1 ] [ 0 ] , chrom r45 p lo t s [ 8 ] [ 0 ] , chrom r45 p lo t s [ 8 ] [ 1 ] )
2251 sp8 max y=pylab . i n t e rp ( chrom r45 p lo t s [ 1 9 ] [ 0 ] , chrom r45 p lo t s [ 1 6 ] [ 0 ] , chrom r45 p lo t s
[ 1 6 ] [ 1 ] )
cp sp2 . s e t y l im ( sp2 max y −0.0005 , sp2 max y+0.0005)
cp sp5 . s e t y l im ( sp5 max y −0.0005 , sp5 max y+0.0005)
cp sp8 . s e t y l im ( sp8 max y −0.0005 , sp8 max y+0.0005)
2256 ## y−l im i t s 3 rd row of p l o t s
sp3 max y=pylab . i n t e rp ( chrom r46 p lo t s [ 3 ] [ 0 ] , chrom r46 p lo t s [ 0 ] [ 0 ] , chrom r46 p lot s [ 0 ] [ 1 ] ) #
determine the y−po s i t i o n at i t s x−pos . o f the peak maximum on the i n t e rpo l a t ed r a t i o
sp6 max y=pylab . i n t e rp ( chrom r46 p lo t s [ 1 1 ] [ 0 ] , chrom r46 p lo t s [ 8 ] [ 0 ] , chrom r46 p lo t s [ 8 ] [ 1 ] )
sp9 max y=pylab . i n t e rp ( chrom r46 p lo t s [ 1 9 ] [ 0 ] , chrom r46 p lo t s [ 1 6 ] [ 0 ] , chrom r46 p lo t s
[ 1 6 ] [ 1 ] )
2261 cp sp3 . s e t y l im ( sp3 max y −0.0005 , sp3 max y+0.0005)
cp sp6 . s e t y l im ( sp6 max y −0.0005 , sp6 max y+0.0005)
cp sp9 . s e t y l im ( sp9 max y −0.0005 , sp9 max y+0.0005)
e l s e :
cp sp1 . s e t x l im (740 , 780)
2266 cp sp4 . s e t x l im (2060 , 2140)
cp sp7 . s e t x l im (2400 , 2500)
## Fina l p l o t adjustmensts
chrom plot . s ubp l o t s ad ju s t ( l e f t =0.06 , bottom=0.07 , r i gh t =0.94 , top=0.92 , hspace =0.1 , wspace=0.1)
#, wspace=0.5
f i g u r e s . append ( chrom plot )
2271 i f ” cut ” in method end :
r e l a r e a =[[100.−( Peak Area cut [ p ] [m]/ Peak Area Uncut [ p ] [m]   1 0 0 . ) f o r m in range (3) ] f o r p in
[ 0 , 2 , 4 ] ]
p r i n t ”\n++++++++++++++++++++++++++++++++++++++++\nMethane peak area l o s s :\n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\nPeak Mass44 Mass45 Mass46\n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
f o r e , n in enumerate ( r e l a r e a ) :
p r i n t ”%s%8.2 f , %8.2 f , %8.2 f ”%([”1. Ref ” , ”Sample ” , ”2 . Ref ” ] [ e ] , n [ 0 ] , n [ 1 ] , n [ 2 ] )
2276
## show/ save the f i g u r e s
i f p lo t gauss bounds == ’on ’ and save chrom != ’on ’ :
i f rcParams [ ’ backend ’]== ’Qt4Agg ’ :
pylab . show ( ) #chrom plot . show ( )
2281 e l i f p lo t gauss bounds == ’on ’ and save chrom == ’on ’ :
# i f d i r c h o i c e [ 0 ] == ’CH4 Refs ’ or d i r c h o i c e [ 0 ] == ’ Ref loops ’ :
# #plot names=[ p l o t d i r+d i r c h o i c e [0]+ ’/ ’+ d i r c h o i c e [0 ]+ s t r (min ( array (
supplementary informat ion , ndmin=2) [ : , 1 ] . astype ( i n t ) ) )+’to ’+ s t r (max( array ( supplementary informat ion
, ndmin=2) [ : , 1 ] . astype ( i n t ) ) )+’ ’+n+ ’.png ’ f o r n in p l o t l i s t ]
# ##fo r combined p lo t
# plot name=d i r c h o i c e [0]+ ’/ ’+ d i r c h o i c e [0 ]+ s t r (min ( array ( supplementary informat ion ,
ndmin=2) [ : , 1 ] . astype ( i n t ) ) )+’to ’+ s t r (max( array ( supplementary informat ion , ndmin=2) [ : , 1 ] . astype ( i n t )
) ) + ’.png ’
2286 # e l s e :
plot name=d i r c h o i c e [0]+ ’/ ’+ l a b e l +’ %s %ss . png ’%(method end , p c u t o f f /10 .0 ) #s t r f t ime (” %y%
m%d %H.%M” , l o c a l t ime ( ) )
chrom plot . s e t s i z e i n c h e s ( ( f wh , f h t ) )
chrom plot . s a v e f i g ( p l o t d i r+plot name , format=’png ’ ) #,papertype=’a4 ’
#pr in t os . path . e x i s t s ( a r ch d i r +’/’+plot name . r s p l i t (”/” ,1) [ 1 ] ) , a r ch d i r +’/’+plot name .
r s p l i t (”/” ,1) [ 1 ]
2291 i f move fo lde r s i s ”on” and os . path . e x i s t s ( a r ch d i r +’/’+plot name . r s p l i t (”/” ,1) [ 1 ] )==False :
#
s h u t i l . move( p l o t d i r+plot name , a r ch d i r + ’/ ’)
p r i n t ’ Peak boundary f i g u r e ”%s” got saved ! ’ %(plot name . r s p l i t ( ’ / ’ , 1 ) [ 1 ] )
e l s e :
p r i n t ’ Peak boundary f i g u r e ”%s” got saved to d i r e c t o r y ”%s ” ! ’ %(plot name . r s p l i t
( ’ / ’ , 1 ) [ 1 ] , p l o t d i r . s p l i t ( ’ / ’ , 7 ) [−1]+ d i r c h o i c e [ 0 ] )
2296 pylab . c l o s e ( chrom plot )
#pr in t
i f not peak amb and f i l e t y p e [ runs ] !=” Ref”:# and ” cut ” in method end :
##########################
## Calc . Peak Width f o r a l l 3 Masses at 10% Height
2301 idc =[97 ,57 ,77 ] # Base i n d i c e s f o r M44/45/46 a r t i s t s in ch rom s f 1 p l o t s l i s t − check [ ( a r t [ 0 ] , n )
f o r n , a r t in enumerate ( ch rom s f 1 p l o t s ) ] f o r d e t a i l s
p he i gh t s =[( ch rom s f 1 p l o t s [ n+1] [2 ] [ 6 ] − ch rom s f 1 p l o t s [ n + 8 ] [ 2 ] [ 0 ] ) f o r n in idc ]
p he ight s 10p=[n/10 . f o r n in p he i gh t s ]
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2306 ## get i n t e r po l a t ed x−va lues o f a l l 3 Masses at 10% Peak Height l e f t / r i gh t o f the peak maxima
l e f t x s =[pylab . i n t e rp ( ch rom s f 1 p l o t s [ idc [ e ]+8 ] [ 2 ] [ 0 ]+ p he ight s 10p [ e ] , ch rom s f 1 p l o t s [ n ] [ 2 ] [ 0 :
argmax ( ch rom s f 1 p l o t s [ n ] [ 2 ] ) ] , ch rom s f 1 p l o t s [ n ] [ 1 ] [ 0 : argmax ( ch rom s f 1 p l o t s [ n ] [ 2 ] ) ] )
f o r e , n in enumerate ( [ 3 3 , 3 5 , 3 7 ] ) ] #[33 ,35 ,37 ] i n d i c e s o f M44/45/46 Peak data in
ch rom s f 1 p l o t s
r i g h t x s =[pylab . i n t e rp ( ch rom s f 1 p l o t s [ idc [ e ]+8 ] [ 2 ] [ 0 ]+ p he ight s 10p [ e ] , ch rom s f 1 p l o t s [ n ] [ 2 ] [
argmax ( ch rom s f 1 p l o t s [ n ] [ 2 ] ) : ] [ : : − 1 ] , ch rom s f 1 p l o t s [ n ] [ 1 ] [ argmax ( ch rom s f 1 p l o t s [ n ] [ 2 ] )
: ] [ : : − 1 ] ) f o r e , n in enumerate ( [ 3 3 , 3 5 , 3 7 ] ) ]
## and the corresponding y−value
y he i gh t s 10p=[ ch rom s f 1 p l o t s [ n+8 ] [ 2 ] [ 0 ]+ p he ight s 10p [ e ] f o r e , n in enumerate ( idc ) ]
2311 ## Calc the widths at 10% he ight
p widths 10p=[ r i g h t x s [ e ]− l e f t x s [ e ] f o r e , n in enumerate ( idc ) ]
l w id th s 10p=[ ch rom s f 1 p l o t s [ n+1] [1 ] [ 6 ] − l e f t x s [ e ] f o r e , n in enumerate ( idc ) ]
r w idths 10p=[ r i g h t x s [ e ]− ch rom s f 1 p l o t s [ n + 1 ] [ 1 ] [ 6 ] f o r e , n in enumerate ( idc ) ]
w asym 10p=[ r widths 10p [ e ] / l w id th s 10p [ e ] f o r e , n in enumerate ( idc ) ]
2316 ## Calc the width to he ight r a t i o
p chars=[ p he i gh t s [ e ] / p widths 10p [ e ] f o r e , n in enumerate ( idc ) ]
p r i n t ’\nUncut Peak Cha r a c t e r i s t i c s \n( widths in [ s ] at 10% P. he ight ) :\n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\nChar . Mass44 Mass45 Mass46\n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’#%(t1 ) s %(a0 ) 4 .2 f %(a1 ) 8 .2 f %(a2 ) 8 .2 f \n%(t2 ) s %(a3 )
4 .2 f %(a4 ) 8 .2 f %(a5 ) 8 .2 f ’ % { ’ t1 ’ : u”Width@10\u2052hgt ” , ’ a0 ’ : p widths 10p [ 0 ] , ’ a1 ’ :
p widths 10p [ 1 ] , ’ a2 ’ : p widths 10p [ 2 ] , ’ t2 ’ : ”Height /Width ” , ’ a3 ’ : p chars [ 0 ] , ’ a4 ’ :
p chars [ 1 ] , ’ a5 ’ : p chars [ 2 ] }
i f f i l e t y p e [ runs ] in [ ’ Sample ’ , ” A i r a f t e r ” ] :
l=supplementary in format ion [ runs ] [ : 4 ]
2321 e l s e :
l=supplementary in format ion [ runs ] [ : 2 ]
f o r e , n in enumerate ( [ [ ch rom s f 1 p l o t s [ i + 1 ] [ 1 ] [ 6 ] f o r i in idc ] , Peak Area Uncut [ 2 ] , p he ights ,
p widths 10p , l w idths 10p , r widths 10p , w asym 10p , p chars ] ) :
p r i n t [ ” Peak Max. ” , ”Peak area ” , ”Peak he ight ” , ”Peak width ” , ”width l e f t ” , ”
width r i gh t ” , ”Assymetry ” , ”Height /Width ” ] [ e ]+”%12.2 f ,%10.2 f ,%10.2 f”%tup le (n)
2326 l . extend (n)
p r in t ”\n++++++++++++++++++++++++++++++++++++++++\n”
i f peak log :
p l og=open ( l o g d i r+f i l e t y p e [ runs ]+”/Methane Peak Character i s t i c s . txt ” , ”a ”)
#p log . wr i t e (” L o g f i l e i n i t i a l l y c reated on %s\nThis f i l e conta in s Methane Sample Peak
Cha r a c t e r i s t i c s o f a l l Masses 44/45/56”%( asct ime ( ) ) )
2331 #p log . wr i t e (”measurement , p max pos44 , p max pos45 , p max pos46 , p hgt 44 , p hgt 45 , p hgt 46 ,
p wdt 44 , p wdt 45 , p wdt 46 , p hgttowdt44 , p hgttowdt45 , p hgttowdt46 ”)
i f f i l e t y p e [ runs ] in [ ’ Sample ’ , ” A i r a f t e r ” ] :
p l og . wr i t e ( ’%s ,%s ,%s ,%s ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f
,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f \n’% tup le ( l ) )
e l s e :
p l og . wr i t e ( ’%s ,%s ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2
f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f ,%.2 f \n’% tup le ( l ) )
2336 p log . c l o s e ( )
################################
### Plot raw chromatorgram
i f plot raw chrom == ’on ’ :
i f move fo lde r s == ’on ’ :
2341 raw plot , raw plot ax=raw p lo t t e r ( a r ch d i r )
e l s e :
raw plot , raw plot ax=raw p lo t t e r ( tmp dir+f o l d e r s s o r t [ runs ] )
#pr in t rcParams [ ’ backend ’ ]
i f Debug :
2346 ##########################
## plot Peak Markers and Peak Char l i n e s
## Markers
[ raw plot ax . p l o t ( a r t [ 1 ] , a r t [ 2 ] , a r t [ 3 ] ,mew=3, ms=6) f o r a r t in ch rom s f 1 p l o t s i f ”Marker”
in ar t [ 0 ] ]
## Vert . l i n e s
2351 v l i n e s =[ raw plot ax . add l i n e ( pylab . Line2D ( [ ch rom s f 1 p l o t s [ n + 1 ] [ 1 ] [ 6 ] , ch rom s f 1 p l o t s [ n
+ 1 ] [ 1 ] [ 6 ] ] , [ c h r om s f 1 p l o t s [ n + 8 ] [ 2 ] [ 0 ] , ch rom s f 1 p l o t s [ n + 1 ] [ 2 ] [ 6 ] ] , l i n ew id th =1.5 ,
l i n e s t y l e =’− ’ , c o l o r =[”b” ,” g ” ,” r ” ] [ e ] ) ) f o r e , n in enumerate ( idc ) ]
## Hor . l i n e s
h l i n e s =[ raw plot ax . add l i n e ( pylab . Line2D ( [ l e f t x s [ e ] , r i g h t x s [ e ] ] , [ y he i gh t s 10p [ e ] ,
y he i gh t s 10p [ e ] ] , l i n ew id th =1.5 , l i n e s t y l e =’− ’ , c o l o r =[”b” ,” g ” ,” r ” ] [ e ] ) ) f o r e , n in
enumerate ( idc ) ]
i f save chrom == ’on ’ :
plot name=d i r c h o i c e [0]+ ’/ ’+ f o l d e r s s o r t [ runs ] [ : 6 ] + ’ chromatogram . png ’
2356 raw plot . s a v e f i g ( p l o t d i r+plot name , format=’png ’ )
i f move fo lde r s i s ”on” and os . path . e x i s t s ( a r ch d i r +’/’+plot name . r s p l i t (”/” ,1) [ 1 ] )==False :
#
s h u t i l . move( p l o t d i r+plot name , a r ch d i r + ’/ ’)
p r i n t ’\nChromatogram ”%s” got saved ! ’ %(plot name . r s p l i t ( ’ / ’ , 1 ) [ 1 ] )
e l s e :
2361 p r in t ’\nChromatogram ”%s” got saved to d i r e c t o r y ”%s ” ! ’ %(plot name . r s p l i t ( ’ / ’ , 1 ) [ 1 ] ,
p l o t d i r . s p l i t ( ’ / ’ , 7 ) [−1]+ d i r c h o i c e [ 0 ] )
pylab . c l o s e ( raw plot )
e l s e :
pylab . show ( )
#chrom plot . c l f ( )
2366 ## Reset the stdout output
sys . s tdout . d e l ( )
# Move l o g f i l e to i t s raw data f o l d e r
i f os . path . e x i s t s ( a r ch d i r +’/’+ l o g f n ) :
os . remove ( a r ch d i r +’/’+ l o g f n ) # de l e t e o ld log f i l e i f e x i s t i n g s
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2371 s h u t i l . move( l o g f , a r ch d i r + ’/ ’)
## r e s e t v a r i a b l e s
t ime end=0
#de l ( ch rom s f 1 p l o t s )
2376 ### plo t and pr in t today mean−value r e s u l t s i f intended
i f ( p lo t gauss bounds == ’on ’ ) and len ( Mean rec array ) > 0 :
i f chrom peak char i s ’ on ’ :
# p lo t the r e c tangu la r peaks
chr sub5 = peak char . add subplot (222)
2381 #pylab . ax i s ( [ 0 , index worked+1, min ( Mean rec array )−max( s i gma rec a r ray ) −0.05 , max(
Mean rec array )+max( s i gma rec a r ray ) +0.05 ] )
chr sub5 . s e t t i t l e ( ’ Todays r e s u l t s o f Methane peak i s o t op i e s ’ , f o n t s i z e =10)
chr sub5 . s e t y l a b e l ( r ’Mean  \ de l t a \ ;ˆ{13} C  (\% 0 )   o f r e c tangu l a r peaks ’ , f o n t s i z e =8)
chr sub5 . s e t x l im (0 , index worked+1)
chr sub5 . s e t y l im (min ( Mean rec array )−max( s i gma rec a r ray ) −0.05 , max( Mean rec array )+max(
s i gma rec a r ray ) +0.05)
2386 pylab . setp ( pylab . getp ( chr sub5 , ’ y t i c k l a b e l s ’ ) , f o n t s i z e =6)
#pylab . x t i c k s ( arange (1 , index worked+1) , p l o t i ndex )
chr sub5 . s e t x t i c k s ( arange (1 , index worked+1) , p l o t i ndex )
chr sub5 . e r r o rba r ( arange (1 , index worked+1) , Mean rec array , s i gma rec ar ray , fmt=’bo− ’ , e c o l o r
=’k ’ , c ap s i z e=3)
2391 # p lo t the gauss peaks
chr sub6 = peak char . add subplot (224)
#pylab . ax i s ( [ 0 , index worked+1, min ( Mean gauss array )−max( s igma gauss ar ray ) −0.05 , max(
Mean gauss array )+max( s igma gauss ar ray ) +0.05 ] )
chr sub6 . s e t y l a b e l ( r ’Mean  \ de l t a \ ;ˆ{13} C  (\% 0 )   o f gauss ian peaks ’ , f o n t s i z e =10)
chr sub6 . s e t x l a b e l ( ’ Measurement run ’ , f o n t s i z e =8)
2396 chr sub6 . s e t x l im (0 , index worked+1)
chr sub6 . s e t y l im (min ( Mean gauss array )−max( s igma gauss ar ray ) −0.05 , max( Mean gauss array )+max(
s igma gauss ar ray ) +0.05)
pylab . setp ( pylab . getp ( chr sub6 , ’ y t i c k l a b e l s ’ ) , f o n t s i z e =6)
chr sub6 . s e t x t i c k s ( arange (1 , index worked+1) , p l o t i ndex )
#pylab . x t i c k s ( arange (1 , index worked+1) , p l o t i ndex )
2401 chr sub6 . e r r o rba r ( arange (1 , index worked+1) , Mean gauss array , s igma gauss array , fmt=’go− ’ ,
e c o l o r =’k ’ , c ap s i z e=3)
## Last Changes to Figure plot chrom
2406 #cp sp2 . au to s ca l e v i ew ( t i gh t=True , s c a l e x=False , s c a l e y=True )
## Last Changes to de r i v a t i on p lo t Figure
i f chrom deriv i s ’ on ’ :
d rv sbp l t 1 . au to s ca l e v i ew ( t i gh t=True , s c a l e x=True , s c a l e y=True )
2411
# pr in t today mean−value r e s u l t s
p r i n t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
p r i n t ’Summary o f r e f e r e n c e peaks −’
2416 p r in t ’Mean i s o t o p i e and standard dev i a t i on : ’
p r i n t
p r in t ’%(a0 ) s %(a1 ) s %(a2 ) s %(a3 ) s ’ % { ’ a0 ’ : ’Measurement ’ , ’ a1 ’ : ’Meas . type ’ , ’ a2 ’ : ’
gauss ian peaks ’ , ’ a3 ’ : ’ r e c tangu l a r peaks ’}
f o r cmpl in arange ( index worked ) :
p r i n t ’%(a0 ) 11 s %(a1 ) 8 s %(a2 ) 13 .2 f (%(a3 ) 1 .2 f ) %(a4 ) 9 .2 f (%(a5 ) 1 .2 f ) ’ % { ’ a0 ’ : l a b e l s [ cmpl ] , ’
a1 ’ : f i l e t y p e [ cmpl ] , ’ a2 ’ : Mean gauss array [ cmpl ] , ’ a3 ’ : s i gma gauss ar ray [ cmpl ] , ’ a4 ’ :
Mean rec array [ cmpl ] , ’ a5 ’ : s i gma rec a r ray [ cmpl ]}
2421 #pr in t ’%(a0 ) 9 .0 f %(a1 ) 22 s %(a2 ) 14 .2 f (%(a3 ) 1 .2 f ) %(a4 ) 9 .2 f (%(a5 ) 1 .2 f ) ’ % { ’ a0 ’ : cmpl+1, ’ a1 ’ :
f i l e t y p e [ cmpl ] , ’ a2 ’ : Mean gauss array [ cmpl ] , ’ a3 ’ : s i gma gauss ar ray [ cmpl ] , ’ a4 ’ :
Mean rec array [ cmpl ] , ’ a5 ’ : s i gma rec a r ray [ cmpl ]}
pr in t
l o c a l e . s e t l o c a l e ( l o c a l e . LC ALL , ’ ’ ) # r e s e t the l o c a l e i n f o to d e f au l t system l o c a l e
2426
#pylab . show ( )
2431 ## Clean up
os . chd i r ( r o o t d i r )
p r i n t ’ ’
p r i n t ’ Clean Up Procedure  ’
p r i n t ’  ’
2436 i f ( os . path . e x i s t s ( tmp dir ) == True ) and ( l en ( os . l i s t d i r ( tmp dir ) )==0) :
os . rmdir ( tmp dir )
p r i n t ’ No remainders found in temp fo ld e r , so i t s being removed !  ’
e l s e :
p r i n t ’ The temporary f o l d e r i s not empty − sk ipp ing removal  ’
2441 p r in t ’ ’
os . chd i r ( s t a r t d i r )
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# − − coding : utf−8 − −
2 ”””
Created on Tue Nov 9 18 : 21 : 46 2010





 Apply S p l i n e f i t Correc t ion  
                            
12
Last mod i f i c a t i on s : Mon 09 Dec 2012 19 : 01 : 11 PM CET
’ ’ ’
v e r s i o n = 1 .0
17
# Checks i f the path i n f o i s c o r r e c t
# Reads a l l l i b r a r i e s in to ar rays
# Removes o u t l i e r s in CH4 r e f und Ref loop data accord ing to the in format ion s p e c i f i e d in the header
and unusable i so topy data e n t r i e s
# Correct s numbering e r r o r s ( dup l i c a t e s ) in CH4 r e f data
22 # Ca l cu l a t e s S p l i n e f i t s in CH4 r e f ranges s p e c i f i e d in the header and p l o t s them
# Cal cu l a t e s the D i f f e r e n c e s o f the i nd i v i dua l data po in t s in the CH4 r e f data and i t s corresponding
f i t t e d value and c r e a t e s dayly mean d i f f e r e n c e s
# Correct s the i nd i v i dua l Ref loop i s o t o p i e s with the corresponding dayly mean d i f f e r e n c e
v e r s i o n = 1 .1
27
# Introduced Neymayer Of f s e t Ca l cu la t i on and Correct ion
# Exports s p l i n e co r r e c t ed datase t to f i l e f o r be t t e r a c c e s s a b i l i t y
v e r s i o n = 1 .2
32
# g r a v i t a t i o n a l c o r r e c t i o n inc luded
# f a s t e r ex t e rna l datase t read ing v ia l oadtxt inc luded
# inc luded d i f f e r e n t r e f l o op volumina support
37 v e r s i o n = 1 .3
# New Reference Loop Bott l e ( former Crysta lAi r ) incorporated
v e r s i o n = 1 .4
42
# Added new age s c a l e cho i c e opt ions
# Heinr i ch event bars inc luded
v e r s i o n = 1 .5
47
# Data va l i d a t i on opt ion in form of mi l e s tone export s and p l o t s inc luded
v e r s i o n = 1 .6 # Fri Jan 21 17 : 15 : 54 2011
52 # Correct ion f o r depth e r r o r caused by changes in the procedure o f the 30cm sampling ( bio ) o f gas cuts
be f o r e 2004 ( bags below 1572) samples taken from bottom , a f t e r 2004 from top
’ ’ ’
###############################################################################
57 # −−−−−−−−−−−−−−−−−−−−−−−−−−−Module s e l e c t i o n−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− #
###############################################################################
’ ’ ’
from time import l oca l t ime , s t r f t ime , strpt ime , mktime , asct ime
from datetime import datet ime
62 from matp lo t l ib . mlab import f i nd
import matp lo t l ib
import pylab
#matp lo t l ib . rc (” text ” , usetex=True )
from numpy import array , take , argsor t , s o r t , append , de l e t e , arange , unique , where , d i f f , a r r a y s p l i t ,
mean , std ,\
67 var , shape , c l i p , sqrt , unique , loadtxt , savetxt , copy , concatenate , ones
import s c ipy . i n t e r p o l a t e
import csv
from matp lo t l ib . mlab import csv2rec , r e c a pp end f i e l d s
from os . path import e x i s t s
72 from os import makedirs , l i s t d i r , remove
import sys
import l o c a l e
import numpy . core . r e co rd s as rec





82 ############# General path parameters #############
roo t d i r = ’/home/ lmoe l l e r /Promotion/Messdaten/Processed data / ’
l o g d i r = r o o t d i r +’Proces s ing Logs / ’
e x t d i r = ’/home/ lmoe l l e r /Promotion/Messdaten/ Ext e rna l da ta s e t s / ’
87 e v a l d i r =’/home/ lmoe l l e r /Dokumente/Abbildungen/PyPlots /Evaluat ion / ’
dbg stage=1
############# External data f i l e parameters #############
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#e x t l i s t = [ e x t d i r+n f o r n in [ ’ EDML Dep Age Mix d15N . csv ’ , ’EDML d18O. tab ’ , ’
CO2 AhnBrook and Blunier 2008 . csv ’ , ’ Lu e th i uno f f i c i a l dm l c o2 260608 . csv ’ ] ] #’EDML Age d18O . csv ’
ext data=[\
92 { ’ name ’ : ’CH4 EDML’ , ’ f i l e ’ : ’ EDML Dep Age Mix d15N . csv ’ , ’ header ’ : 2 , ’ d e l im i t e r ’ : ’ , ’ , ’ columns ’ : None , ’ s ca l e
’ : ’ Gicc05 ’ , ’ l abe l ’ : ’  \mathrm{ [CH 4 ]}   ( ppbv ) ’ , ’ co lo r ’ : ’ g ’ , ’ dth−idx ’ : 0 , ’ age−idx ’ : 1 , ’ dat−idx ’ : 2 , ’
comment ’ : ’ taken from Epica 2006 ’} , \
{ ’ name ’ : ’CH4 DML EDML1’ , ’ f i l e ’ : ’ edml ch4 0−140KYrBP EPSL . csv ’ , ’ header ’ : 1 0 , ’ d e l im i t e r ’ : ’ , ’ , ’ columns ’ :
None , ’ s ca l e ’ : ’EDML1’ , ’ l abe l ’ : ’  \mathrm{ [CH 4 ]}   ( ppbv ) ’ , ’ co lo r ’ : ’ g ’ , ’ dth−idx ’ : 0 , ’ age−idx ’ : 1 , ’ dat−
idx ’ : 2 , ’ comment ’ : ’ extended datase t 0−140kyBP excerpt from EPSL . Sch i l t , Capron 2010 ’} , \
{ ’ name ’ : ’CO2 EDML’ , ’ f i l e ’ : ’ Lu e th i uno f f i c i a l dm l c o2 260608 . csv ’ , ’ header ’ : 3 , ’ d e l im i t e r ’ : ’ , ’ , ’ columns ’ :
None , ’ s ca l e ’ : ’EDML1’ , ’ l abe l ’ : ’  \mathrm{ [CO 2 ]}   (ppmv) ’ , ’ co lo r ’ : ’#4169E1 ’ , ’ dth−idx ’ : 1 , ’ age−idx
’ : 2 , ’ dat−idx ’ : 3 , ’ comment ’ : ’ ’ } , \
{ ’ name ’ : ’ CH4 EDC’ , ’ f i l e ’ : ’ edc−ch4−2008. tab ’ , ’ header ’ : 1 5 5 , ’ d e l im i t e r ’ : ’ \ t ’ , ’ columns ’ : ( 0 , 1 , 2 ) , ’ s ca l e ’ : ’
EDC3’ , ’ l abe l ’ : ’  \mathrm{ [CH 4 ]}   ( ppbv ) ’ , ’ co lo r ’ : ’ dodgerblue ’ , ’ dth−idx ’ : 1 , ’ age−idx ’ : 2 , ’ dat−idx ’ : 3 ,
’ comment ’ : ’ ’} ,\
{ ’ name ’ : ’ CO2 EDC’ , ’ f i l e ’ : ’ edc−co2−2008 compos i te . txt ’ , ’ header ’ : 7 , ’ d e l im i t e r ’ : ’ ’ , ’ columns ’ : None , ’ s ca l e
’ : ’ EDC3’ , ’ l abe l ’ : ’  \mathrm{ [CO 2 ]}   (ppmv) ’ , ’ co lo r ’ : ’ purple ’ , ’ dth−idx ’ : 0 , ’ age−idx ’ : 1 , ’ dat−idx ’ : 3 ,
’ comment ’ : ’ composite datase t from Monnin , Pet i t , S i e g en tha l e r , Luethi ’} ,\
97 { ’ name ’ : ’ CO2 Byrd ’ , ’ f i l e ’ : ’ CO2 AhnBrook and Blunier 2008 . csv ’ , ’ header ’ : 4 , ’ d e l im i t e r ’ : ’ , ’ , ’ columns ’ :
None , ’ s ca l e ’ : ’ GISP2 ’ , ’ l abe l ’ : r ” \mathrm{ [CO 2 ]}   ( ppbv ) ” , ’ co lo r ’ : ’#2F4F4F ’ , ’ dth−idx ’ : 1 , ’ age−idx
’ : 3 , ’ dat−idx ’ : 3 , ’ comment ’ : ’ ’ } , \
]
############# l i b r a r y parameters #############
102 l i b pa th = r o o t d i r +’ L i b r a r i e s / ’
# l i b r a r y f i l enames
l i b r a r y r e f s = l i b pa th+’Cra i g s l ope CH4 re f L ib ra ry . csv ’
l i b r a r y r e f l o o p s = l i b pa th+’ Cra i g s l op e Re f l o op L ib r a ry . csv ’
107 l i b r a r y a i r a f t e r = l i b pa th+’ Cra i g s l op e Loop a f t e r s amp l e L ib r a ry . csv ’
l i b r a r y s amp l e s = l i b pa th+’Cra ig s l ope Sample L ibra ry . csv ’
l i b r a r y r e f a i r = l i b pa th+’ Cra i g s l ope Re fA i r L ib ra ry . csv ’
l i b l i s t = [ l i b r a r y r e f s , l i b r a r y r e f l o o p s , l i b ra ry samp l e s , l i b r a r y a i r a f t e r , l i b r a r y r e f a i r ]
112 ## Load co r r e c t ed data − removed peak con t r i bu t i on from Krypton
#Kryp cor=csv2rec (”/home/ lmoe l l e r /Dropbox/Fre igabe /Methan Paper Lars /TeufelimHeuhaufen/ Sc r i p t Jochen/
Kr correction EDML samples . csv ” , converterd ={0: s t r }) # raw va lues from an o lde r ve r s i on o f Jochens
Kr c o r r e c t i o n procedure
#Kryp cor=csv2rec (”/home/ lmoe l l e r /Dropbox/Fre igabe /Methan Paper Lars /TeufelimHeuhaufen/ Sc r i p t Jochen/
Kr correct ion EDML samples extd . csv ” , converterd ={0: s t r }) # va lues from an o lde r ve r s i on o f Jochens
Kr c o r r e c t i o n procedure , extended by add . i n f o
Kryp cor=csv2rec ( r o o t d i r+”Krypton corrected /Sept2012/Kr correction EDML samples extd upd070912 . csv ” ,
converterd ={0: s t r })
IPY cor=csv2rec ( r o o t d i r+”Krypton corrected /Okt2012/IPY cyl Krcorr AWI LM . csv ” , converterd ={0: s t r })
117 IPY names=[ ’CAO3560 ’ , ’ CC71560 ’ , ’ CAO1179 ’ ] ; IPY era=[ ’ pre sent day ’ , ’ p r e i ndu s t r i a l ’ , ’ g l a c i a l ’ ]
NM Kr=csv2rec ( r o o t d i r+”Krypton corrected /Dez2012/Neumayer Kr corrected Dec2012 . csv ” , converterd ={1: s t r
})
#l i b l i s t = [ l i b pa th+n f o r n in [ ’ CH4 re f L ibrary . csv ’ , ’ Re f l oop L ibrary . csv ’ , ’
Loop a f t e r samp le L ib ra ry . csv ’ , ’ Sample Library . csv ’ , ’ Re fAi r L ibrary . csv ’ ] ]
data cat = [ ’CH4−Ref ’ , ’ Refloop ’ , ’ Sample ’ , ’ A i ra f t e r ’ , ’ RefAir ’ ]
122 ############## s p l i n e f i t t i n g procedure #############
enlargement = 10 ,100 ,1000 # enlargement o f the po in t s f o r the s p l i n e f i t (num p l o t s 1000 , date
p l o t s 10)
## mrefs
s p l o rd = 3 # de f i n e s p l i n e f i t order
127 spl smth = 4 # de f i n e s p l i n e f i t smoothness
## r e f l o o p s
r s p l o r d = 3 # Sp l ine order an smth that s u i t s r e f l o o p s better , best known value : 3
r sp l smth a = 4 .0 # 4 has been f i n a l l y chosen to be the best f i t t i n g candidate
132 r sp l smth b = 1.3 # 1.3 has been f i n a l l y chosen to be the best f i t t i n g candidate
# va r i a b l e s to s e t the s t a r t & end point f o r the s p l i n e f i t ranges by abso lu te measurement number
s p l s t a r t l i s t = 699 ,802 , 967 , 1061 , 1314 , 1514 , 1637 , 1761 , 2063 # ohne Korrektur 699 , 1060 , 1511 ,
1631 , 1755 ,2064
s p l e n d l i s t = 801 , 908 ,1060 , 1313 , 1513 , 1636 , 1760 , 2033 ,”max” # ohne Korrektur 1059 , 1510 , 1630 ,
1754 , 1766 ,2063
137 ############# pr in t and p lo t parameters #############
## Main opt ions
## Plot Sample data ?
142 smpl p lot = ’ on ’ #’on ’ / ’ o f f ’
# . . . in a p r e s en ta t i on p lo t ?
p r e s p l o t = ’ o f f ’ # ’ on ’ or e l s e
## Sha l l the EDML i c e o r i g i n be p l o t t ed ?
p l o t o r i g i n = ’on ’ # ’on ’ or e l s e
147 ## Plot A i r a f t e r data?#
a i r a p l o t = ’ o f f ’
## Plot Reference Air data ?
a i r p l o t = ’ o f f ’ # ’ on ’ or e l s e
# which one ?
152 a i r l i s t = [ ’CAO8463 ’ , ’ SynthAir ’ , ’CAO1179 ’ , ’CAO3560 ’ , ’CAO1760 ’ , ’ CC71560 ’ , ’ Alert ’ , ’ Crysta lAir ’ , ’
Dome13 ’ , ’Dome6 ’ , ’Neumayer ’ , ’ Schauinsland ’ , ’CAO8289 ’ ] # [ ]
# determine i f the methane r e f s and the r e f l o o p s s h a l l be p l o t t ed
mre f p l t = ’ o f f ’ # ’ on ’ ’ o f f ’
r e f l p l t = ’ o f f ’ # ’ on ’ ’ o f f ’
157 # Plot Ref loop data with Sample Measurement dates ?
D.2 Post processing 265
plot sampl t rend = ’ o f f ’ #’on ’ / ’ o f f ’
mday start = ’080422 ’ # which date should be the s t a r t f o r t h i s p l o t ?
# Plot a Sp l ine Comparison o f Mref , Re f l and A i r a f t e r
162 spl compare = ’ o f f ’# ’ on ’ ’ o f f ’
export = ’ o f f ’ # State ’ on ’ to have the co r r e c t ed d13C record being exported to f i l e r o o t d i r+expor t fn
( see export s e c t i o n below )
## Addit iona l opt ions
167 eva l run =”o f f ” #”on” # i f ”on”/” o f f ” remember to s e t header va lues f o r NM offset und Niveau Correct ion
f a c t o r to Ni l / i t s va lues ! !
d ebug r e f l = ’ o f f ’ # c r ea t e a LoopSpl inep lot
debug ref l num = ’ o f f ’ #p lo t r e f l numbers in the LoopSpl inep lot
debug Corr = ’ o f f ’ # remember to s e t header va lues f o r NM offset und Niveau Correct ion f a c t o r to 0 i f
s e t to on ! ! Create a prev ious and a f t e r Correc t ion s c ena r i o p lo t .
dbg r e f a p l o t = ’ o f f ’ # show a l l r e fA i r measurements as v e r t i c a l bars in the LoopSpl inep lot or as
s c a t t e r in the Correct ion p lo t
172 dbg i c e p l o t = ” o f f ” # show a l l I c e measurements measurements as v e r t i c a l bars in the LoopSpl inep lot
d b g i c e r e p l i c a t e s = ” o f f ” # show a l l Rep l i c a t e s as v e r t i c a l bars in the LoopSpl inep lot
db g f i r s tMr e f p l o t = ” o f f ”
# determine i f the s p l i n e f i t data o f the methane r e f s s h a l l be p l o t t ed toge the r with the Ref loops
177 p l o t mr e f s p l = ’ o f f ’ # ’ o f f ’ ’ on ’
# determine i f s p l i n e f i t data o f Ref loops s h a l l be p l o t t ed
p l o t l s p l = ’ on ’ # ’on ’ ’ o f f ’
182 # determine i f only data o f r e gu l a r 20ml Ref loops s h a l l be p l o t t ed
r eg l oop on ly = ’ yes ’ # ’ yes ’ or e l s e
# Determine General p l o t s i z e
f wh = 16 # f i g u r e width
187 f h t = 10 # f i g u r e he igth
## Column assignment
i s o c o l = 2 ,4 ,6 ,6 ,4 ,6 # Isotopy column po s i t i o n o f data category ( see data cat f o r the order )
o rd co l = [44 , 34 , 38 , 37 , 35 , 38 ] # Column number where the o rd ina l date in format ion i s s to r ed f o r
p l o t t i n g ( same sequence as data cat l i s t )
192
############# sample o u t l i e r removal opt ions #############
# What kind o f I c e and A i r a f t e r samples s h a l l be p l o t t ed and which data s e t s s h a l l be excluded ?
i c e o r i g i n = ’EDML’ #, ’EDML’ or ’ a l l ’
197 Inte rcomp ice = [ ’WDC05’ , ’B34 ’ , ’ ShGISP2 ’ , ’B37 ’ ]
EDML Startdate= ’080301 ’ # dates be f o r e t h i s w i l l be ignored complete ly ! !
#remove dates = [ ’080624 ’ , ’ 080606 ’ , ’ 080804 ’ , ’ 080731 ’ ] # 1 . obvious o u t l i e r ( Peakareas ma l i c i ou s ) ,
2.−4. d i f f e r e n c e pre−After loop >= 0.30 [ ’ 080729 ’ EDML−Grbl 1328 => 0 . 2 1 ; ’080604 ’ ’EDML−Grbl ’ ,
’1340’=> 0 . 2 5 ; ’080625 ’ , ’EDML−Bern ’ , ’1349 ’ => 0 . 2 4 ; ’080605 ’ , ’EDML−Grbl ’ , ’1352 ’ => 0 . 2 3 ] ;
Grnbl1328 800603 k l . Topf f lansch undicht
remove dates = [ ’ 080624 ’ , ’ 090407 ’ , ’100323 ’ , ’ 100713 ’ ] # # remove s p e c i f i c da ta s e t s in the l i s t
i d e n t i f i e d by the date s t r i n g in EDML l i b r a r y
remove dates . extend ( [”070112” ,”070329” ,”070426” ,”070411” ] ) # measurements obv ious ly out ly ing in pre−Phd
per iod
202 remove dates . extend ( [”070321” , ”070410” , ”070328” , ”070424” ] ) # measurements no inc luded in Fi scher08 (
depth 899 ,827 ,912 ,887 a l l G01)
B37 Startdate = ’080301 ’ # dates be f o r e t h i s w i l l be ignored complete ly
B37 ol =[”080520” ,”090115”] # Messung abgebrochen >0.3 Sample to A i r a f t e r d i f f ; M e t a l l f r i t t e vergessen−>
Wasser in der Leitung ? !
# Se l e c t the i c e range to be used
dml range = ”both” # ” g l a c i a l ” , ”T1” , ”both”
207 # Se l e c t the age s c a l e to be used
age cho i c e = ’EDML1’ # ’ Gicc05 ’ ’EDML1’
## Should sample data meeting the ”max d i f f ” c on s t r a i n t be removed from the sample datase t ?
rem max = ’ yes ’ #’yes ’ ’ nope ’
## Inc lude He inr i ch events in p l o t s ?
212 p l o t h e i n = ’no ’ # ’ yes ’ / ’ no ’
h e i n r i c h da t e s = [12 , 16 . 8 , 24 , 31 , 38 , 45 , 60 ] # Hemming(2004) Gisp2 Age s c a l e
############# re f e r e n c e data o u t l i e r removal opt ions #############
#### GENERAL
217 ## s ta t e ” yes ” to remove obvious o u t l i e r s from the r e f e r e n c e data l i b s ( ’CH4−Ref ’ , ’ Refloop ’ )
rem ol = ’ yes ’ #’yes ’ ’ nope ’
## s ta t e ” yes ” i f a l l o u t l i e r removal feedback s h a l l be wr i t t en to a f i l e ( s ee de f read data f o r
f i l ename etc . )
o l l o g = ’ yes ’ #’yes ’
## how much feedback do you want to get
222 v e r b l v l = ’ dontcare ’ # ’ tonsof ’ or c l o s e to nothing
# I g n o r e l i s t en t r i e s , o v e r r i d e s the f o l l ow i ng th r e sho ld s complete ly ! !
t h r e s i g n = [ ’ 080624 ’ , ’080711 ’ , ’ 080819 ’ ]
ol manual =[”033” ,”071” , ”09” ]
ol manual . extend ( [ s t r (num) f o r num in
[20 ,21 ,24 ,25 ,26 ,27 ,32 ,43 ,53 ,54 ,73 ,75 ,88 ,112 ,131 ,159 ,161 ,188 ,207 ,221 ,222 ,223 ,244 ,268 ,269 ,320 ,323 ,325 ,359 ,382 ,411 ,426
# ,426(090513 w i r k l i c h Out l i e r ?)
227
#### REFERENCE LOOPS AND METHANE
## How many days should have max . passed between the compared measurements (means x days be f o r e and
a f t e r the ind iv . measurement )
d past = 1 .5
## thre sho ld to i d e n t i f y and remove i so topy o u t l i e r s ( dev i a t i on from preced ing and f o l l ow ing va lues in
pe rm i l l e )
232 i s o t h r = 0 .2 # pe rm i l l e f o r methane r e f s
i s o t h r r e f l = 0 .3 # pe rm i l l e f o r r e f l o o p s
266 D. Python Code
## thre sho ld to i d e n t i f y and remove peak c h a r a c t e r i s t i c s ( Height or Area ) o u t l i e r s ( dev i a t i on from
preced ing and f o l l ow ing va lues in percent )
peak thr = 20.0 # percent
## max . a l lowed Stdev to t r i g g e r removal o f the datase t from CH4 Reference data array
237 s tdv th r = 0.20 # pe rm i l l e
#### DIFFERENCE LOOP BEFORE AND AFTER ICE MEASUREMENT
## max . a l lowed D i f f e r en c e between an A i r a f t e r measurement i so topy and i t s preced ing Ref loop
max d i f f = 0 .3 # pe rm i l l e
242
#### REFERENCE AIR CONSTRAINTS
## Neumayer measurements (measurement number ) that should be ignored f o r c a l c u l a t i o n s
nm ol = [”02” , ”15” ] #, ”12” added sample ”01” in Dec 2012 , because no Kr c o r r e c t i o n was performed on
i t
## Neumayer I sotopy (measured at He ide lberg on an dual i n l e t irmMS MAT252 with 1sigma=0.04 ,n=7)
247 NM iso = −46.97 #, ( p e rm i l l e ) , most r e cent Reference Value by Ingeborg Levin , updated 2008 from old
value −47.07 ( used in Behrens2008 d r a f t s )
NM offset = −0.02 #0.12 f u¨ r f i n a l e n ord . 3 smth .4&1.3 Sp l ine (Dez 2010) , 0 .02 (March2011 ) , −0.02 a f t e r
Kr Correct ion Dec12
Bt l n i v eau co r = 0.2166 # vor Out l i e r Review 0 .4087 , danach 0.3566 f u¨ r f i n a l ord . 3 smth .4&1.3 Sp l ine (
Dez 2010) , 0 .2566 (March2011 ) ; 0 .2040 f u¨ r Corr . u¨ber C ry s t a l a i r (Mai2011 ) , 0 .2166 a f t e r Kr
Correct ion Dec12
## Grav i t a t i ona l c o r r e c t i o n
252 #grav s l ope = 0.0108219340094 # d15N/d18O Gradient / s l ope on EDML
#grav incp t = 0.949463023128 # d15N/d18O in t e r c ep t on EDML
grav co r f a c = 0.41 #on EDML
’ ’ ’
257 ###############################################################################
# −−−−−−−−−−−−−−−−−−−−−−−−−−De f i n i t i on s−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− #
###############################################################################
’ ’ ’
l o c a l e . s e t l o c a l e ( l o c a l e . LC ALL , ’ en US .UTF−8 ’)
262 ###############################################################################
## data read and manipulat ion d e f i n i t i o n s
###############################################################################
’ ’ ’
267 ## Find o u t l i e r s and remove them accord ing to the given thre sho ld in the s c r i p t header
’ ’ ’
de f o u t l i e r s ( l i b r a r y f i l e , l i b r a r y da t a ) :
#pr in t l i b r a r y da t a . shape
i f l i b r a r y f i l e == l i b r a r y r e f l o o p s :
272 r em l i s t = l i s t ( where ( l i b r a r y da t a [ : , 4]==’nan ’ ) [ 0 ] )
e l i f l i b r a r y f i l e == l i b r a r y r e f s :
r em l i s t = l i s t ( where ( l i b r a r y da t a [ : , 2]==’nan ’ ) [ 0 ] )
de l nan = len ( r em l i s t ) # determines the amount o f nan e n t r i e s in the l i s t f o r l a t e r use
277 pr in t ’ Screen ing Array f o r Out l i e r s accord ing to the s p e c i f i e d th r e sho ld s in the s c r i p t header . . . ’
p r i n t
i f o l l o g == ’ yes ’ :
l o g f i l e = s t r f t ime (”%y%m%d %H.%M ” , l o c a l t ime ( ) )+l i b r a r y f i l e . r s p l i t ( ’ / ’ , 1 ) [ 1 ] [ : −4 ]+ ’ o u t l i e r s .
log ’
f i l e = open ( l o g d i r +’ Cor r Out l i e r s /’+ l o g f i l e , ’w’ )
282 f i l e . w r i t e l i n e s (’### Last s c r i p t run : ’+asct ime ( l o c a l t ime ( ) )+’
###’+’\n ’ )
f i l e . w r i t e l i n e s (’### This f i l e conta in s the da ta s e t s in the ’+ l i b r a r y f i l e . r s p l i t ( ’ / ’ , 1 )
[ 1 ] [ : −4 ]+ ’ that met the\n### fo l l ow i ng s p e c i f i e d th r e sho ld s and con s t r a i n t s :\n ’ )
f i l e . w r i t e l i n e s ( ’\n ’ )
i f l i b r a r y f i l e == l i b r a r y r e f s :
i f o l l o g == ’ yes ’ :
287 f i l e . w r i t e l i n e s ( ’ I sotopy dev i a t i on : ’+ s t r ( i s o t h r )+’ p e rm i l l e in
delta13C from the preced ing and f o l l ow ing measurement . \n ’ )
f i l e . w r i t e l i n e s ( ’ Standard dev i a t i on con s t r a i n t : ’+ s t r ( s tdv th r )+’ p e rm i l l e
dev i a t i on from the mean\n ’ )
f i l e . w r i t e l i n e s ( ’\n ’ )
f i l e . w r i t e l i n e s
( ’                                                                                       ’+ ’\
n ’ )
f o r nan in r em l i s t :
292 i f o l l o g == ’ yes ’ :
f i l e . w r i t e l i n e s ( ’ array l i n e ’+ s t r ( nan )+’ (number : ’+ l i b r a r y da t a [ nan ,1 ]+ ’ , date : ’+
l i b r a r y da t a [ nan ,0 ]+ ’ ) ’+ ’ has no i so topy value ( nan ! ) ’+ ’\n ’ )
e l s e :
i f v e r b l v l == ’ tonsof ’ :
p r i n t ’Removing array l i n e %s (number : %s , date : %s ) because i so topy value i s not a
number ! . . . ’ % ( nan , l i b r a r y da t a [ nan , 1 ] , l i b r a r y da t a [ nan , 0 ] )
297 #pr in t l en ( l i b r a r y da t a )
l i b r a r y da t a= de l e t e ( l i b r a ry da ta , r em l i s t , 0 )
#pr in t l en ( l i b r a r y da t a )
f o r th r e s in range (1 , l en ( l i b r a r y da t a [ : , 2 ] ) −2) :
# f i nd o u t l i e r s accord ing to s p e c i f i e d i so topy dev i a t i on
302 i f abs ( l i b r a r y da t a [ thres , 2 ] . astype (None )− l i b r a r y da t a [ thres −1 ,2 ] . astype (None ) ) > i s o t h r
and abs ( l i b r a r y da t a [ thres , 2 ] . astype (None )− l i b r a r y da t a [ th r e s +1 ,2 ] . astype (None ) ) >
i s o t h r :
t ext=’ I sotopy dev . => [ ’+ l i b r a r y da t a [ thres −1 ,2]+ ’]< ’+ l i b r a r y da t a [ thres ,2 ]+ ’ >[’+
l i b r a r y da t a [ th r e s +1 ,2]+ ’] in l i n e : ’+ s t r ( th r e s ) + ’ , date : ’+ l i b r a r y da t a [ thres
, 0 ]+ ’ , number : ’+ l i b r a r y da t a [ thres , 1 ]
r em l i s t . append ( th r e s )
i f o l l o g == ’ yes ’ :
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f i l e . w r i t e l i n e s ( t ext+’\n ’ )
307 e l s e :
i f v e r b l v l == ’ tonsof ’ :
p r i n t text
# f ind o u t l i e r s accord ing to s p e c i f i e d max . a l lowed Stdev value
e l i f l i b r a r y da t a [ thres , 3 ] . astype (None ) > s tdv th r :
312 text=’Stdev th r e s . => ”’+ l i b r a r y da t a [ thres ,3 ]+ ’” standard dev iat ion , l i n e ’+ s t r ( th r e s
)+’ (number : ’+ l i b r a r y da t a [ thres , 1 ]+ ’ , date : ’+ l i b r a r y da t a [ thres , 0 ]+ ’ ) ’
r em l i s t . append ( th r e s )
i f o l l o g == ’ yes ’ :
f i l e . w r i t e l i n e s ( t ext+’\n ’ )
e l s e :
317 i f v e r b l v l == ’ tonsof ’ :
p r i n t text
rem data = ”dummy”
i f l i b r a r y f i l e == l i b r a r y r e f l o o p s :
## Add a l l i r r e g u l a r ( != ’20 ’ ml Volume) Ref loops da ta s e t s to the i gnore l i s t
322 t h r e s i g n . extend ( unique ( l i b r a r y da t a [ f i nd ( l i b r a r y da t a [ : , −2]!= ’20 ’) , 0 ] ) )
i f o l l o g == ’ yes ’ :
f i l e . w r i t e l i n e s ( ’ Peak Height /Area l eap s : ’+ s t r ( i n t ( peak thr ) )+’ percent
dev i a t i on from preced ing and f o l l ow ing va lues \n ’ )
f i l e . w r i t e l i n e s ( ’ I sotopy dev i a t i on : ’+ s t r ( i s o t h r r e f l )+’ p e rm i l l e
in delta13C from the preced ing and f o l l ow ing measurement . \n ’ )
327 f i l e . w r i t e l i n e s ( ’ ! ! ! Ignored data s e t s : ’+ s t r ( t h r e s i g n )+’ ! ! ! \ n ’ )
f i l e . w r i t e l i n e s ( ’\n ’ )
f i l e . w r i t e l i n e s
( ’                                                                                       ’+ ’\
n ’ )
f o r nan in r em l i s t :
i f o l l o g == ’ yes ’ :
332 f i l e . w r i t e l i n e s ( ’ array l i n e ’+ s t r ( nan )+’ (number : ’+ l i b r a r y da t a [ nan ,1 ]+ ’ , date : ’+
l i b r a r y da t a [ nan ,0 ]+ ’ ) ’+ ’ has no i so topy value ( nan ! ) ’+ ’\n ’ )
e l s e :
i f v e r b l v l == ’ tonsof ’ :
p r i n t ’Removing array l i n e %s (number : %s , date : %s ) because i so topy value i s not a
number ! . . . ’ % ( nan , l i b r a r y da t a [ nan , 1 ] , l i b r a r y da t a [ nan , 0 ] )
l i b r a r y da t a= de l e t e ( l i b r a ry da ta , r em l i s t , 0 )
337 f o r th r e s in range (1 , l en ( l i b r a r y da t a [ : , 0 ] ) −2) :
# Skip datase t d i r e c t l y i f date i s in the Ignore l i s t
i f l i b r a r y da t a [ thres , 0 ] in t h r e s i g n :
cont inue
dayd i f f m in s= abs ( pylab . date2num( datet ime (  l o c a l t ime ( f l o a t ( l i b r a r y da t a [ thres ,−1]) ) [ : 6 ] ) )−
pylab . date2num( datet ime (  l o c a l t ime ( f l o a t ( l i b r a r y da t a [ thres −1 ,−1]) ) [ : 6 ] ) ) )
342 d ayd i f f p l u s= abs ( pylab . date2num( datet ime (  l o c a l t ime ( f l o a t ( l i b r a r y da t a [ th r e s +1 ,−1]) ) [ : 6 ] ) )
−pylab . date2num( datet ime (  l o c a l t ime ( f l o a t ( l i b r a r y da t a [ thres ,−1]) ) [ : 6 ] ) ) )
day text= ’\n ! ! ! More than the s p e c i f i e d %s days have passed between t h i s \n and i t s
preced ing (No . ”%s” on ”%s” −> −%.1 f days )\n or f o l l ow ing (No . ”%s” on ”%s”−> +%.1
f days ) measurement ! ! ! ’% ( d past , l i b r a r y da t a [ thres −1 ,1] , l i b r a r y da t a [ thres −1 ,0] ,
dayd i f f mins , l i b r a r y da t a [ th r e s +1 ,1] , l i b r a r y d a t a [ th r e s +1 ,0] , d a yd i f f p l u s )
# f ind o u t l i e r s accord ing to s p e c i f i e d i so topy dev i a t i on
i f abs ( l i b r a r y da t a [ thres , 4 ] . astype (None )− l i b r a r y da t a [ thres −1 ,4 ] . astype (None ) ) >
i s o t h r r e f l and abs ( l i b r a r y da t a [ thres , 4 ] . astype (None )− l i b r a r y da t a [ th r e s +1 ,4 ] . astype
(None ) ) > i s o t h r r e f l :
# # In order to ru l e out f a l s e p o s i t i v e s check i f too much time has passed between the
measurements and that the dev i a t i on i s not exceeded too f a r
347 # i f ( dayd i f f m in s + dayd i f f p l u s ) /2 < d past  3 and ( abs ( l i b r a r y da t a [ thres , 4 ] . astype (
None )− l i b r a r y da t a [ thres −1 ,4 ] . astype (None ) )+abs ( l i b r a r y da t a [ thres , 4 ] . astype (None )− l i b r a r y da t a [
th r e s +1 ,4 ] . astype (None ) ) ) /2 >= ( i s o t h r r e f l +0.1) :
r em l i s t . append ( th r e s )
# e l s e :
# # the combination o f passed time and dev i a t i on va lues po in t s to a f a l s e p o s i t i v e
# day text= day text + ”\n ! ! ! There i s i n d i c a t i o n that t h i s was a f a l s e po s i t i v e
, so i t has NOT been removed ! ! ! \ n mean days d i f f e r e n c e : %s (%s ) mean dev i a t i on : %s (%s−%s )
”%((( dayd i f f m in s + dayd i f f p l u s ) /2) , d past  3 , ( abs ( l i b r a r y da t a [ thres , 4 ] . astype (None )− l i b r a r y da t a
[ thres −1 ,4 ] . astype (None ) )+abs ( l i b r a r y da t a [ thres , 4 ] . astype (None )− l i b r a r y da t a [ th r e s +1 ,4 ] . astype (
None ) ) ) /2 , i s o t h r r e f l +0.1 ,( abs ( l i b r a r y da t a [ thres , 4 ] . astype (None )− l i b r a r y da t a [ thres −1 ,4 ] . astype (
None ) )+abs ( l i b r a r y da t a [ thres , 4 ] . astype (None )− l i b r a r y da t a [ th r e s +1 ,4 ] . astype (None ) ) ) /2 >= (
i s o t h r r e f l +0.1) )
352 text=’ I sotopy dev => [ ’+ l i b r a r y da t a [ thres −1 ,4]+ ’]< ’+ l i b r a r y da t a [ thres ,4 ]+ ’ >[’+
l i b r a r y da t a [ th r e s +1 ,4]+ ’] in l i n e : ’+ s t r ( th r e s ) + ’ , date : ’+ l i b r a r y da t a [ thres
, 0 ]+ ’ , number : ’+ l i b r a r y da t a [ thres , 1 ]
l i n e = text i f dayd i f f m in s < d past and dayd i f f p l u s < d past e l s e t ext+day text
i f o l l o g == ’ yes ’ :
f i l e . w r i t e l i n e s ( l i n e +’\n ’ )
e l s e :
357 i f v e r b l v l == ’ tonsof ’ :
p r i n t l i n e
# f ind o u t l i e r s accord ing to s p e c i f i e d Peak c h a r a c t e r i s t i c s th r e sho ld . . . in Peak Area
Column
e l i f abs ( l i b r a r y da t a [ thres , 1 4 ] . astype (None )− l i b r a r y da t a [ thres −1 ,14 ] . astype (None ) ) >
l i b r a r y da t a [ thres , 1 4 ] . astype (None )  ( peak thr /100) and abs ( l i b r a r y da t a [ thres , 1 4 ] .
astype (None )− l i b r a r y da t a [ th r e s +1 ,14 ] . astype (None ) ) > l i b r a r y da t a [ thres , 1 4 ] . astype (
None )  ( peak thr /100) :
r em l i s t . append ( th r e s )
362 text=’Peak Area => [ ’+ s t r (”%.6 e” % ( l i b r a r y da t a [ thres −1 ,14 ] . astype (None ) /1 e+15) )
+’]< ’+ s t r (”%.6 e” % ( l i b r a r y da t a [ thres , 1 4 ] . astype (None ) /1 e+15) )+’ >[’+ s t r (”%.6 e
” % ( l i b r a r y da t a [ th r e s +1 ,14 ] . astype (None ) /1 e+15) ) + ’] As , l i n e ’+ s t r ( th r e s )+’ (
number : ’+ l i b r a r y da t a [ thres , 1 ]+ ’ , date : ’+ l i b r a r y da t a [ thres , 0 ]+ ’ ) ’
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l i n e = text i f dayd i f f m in s < d past and dayd i f f p l u s < d past e l s e t ext+day text
i f o l l o g == ’ yes ’ :
f i l e . w r i t e l i n e s ( l i n e +’\n ’ )
e l s e :
367 i f v e r b l v l == ’ tonsof ’ :
p r i n t l i n e
# . . . in Peak Height Column
e l i f abs ( l i b r a r y da t a [ thres , 9 ] . astype (None )− l i b r a r y da t a [ thres −1 ,9 ] . astype (None ) ) >
l i b r a r y da t a [ thres , 9 ] . astype (None )  ( peak thr /100) and abs ( l i b r a r y da t a [ thres , 9 ] . astype
(None )− l i b r a r y da t a [ th r e s +1 ,9 ] . astype (None ) ) > l i b r a r y da t a [ thres , 9 ] . astype (None )  (
peak thr /100) :
r em l i s t . append ( th r e s )
372 text=’Peak Height => [ ’+ s t r (”%.6 f ” % ( l i b r a r y da t a [ thres −1 ,9 ] . astype (None ) /1 e+06) )
+’]< ’+ s t r (”%.6 f ” % ( l i b r a r y da t a [ thres , 9 ] . astype (None ) /1 e+06) )+’ >[’+ s t r (”%.6 f ”
% ( l i b r a r y da t a [ th r e s +1 ,9 ] . astype (None ) /1 e+06) ) + ’] nA, l i n e ’+ s t r ( th r e s )+’ (
number : ’+ l i b r a r y da t a [ thres , 1 ]+ ’ , date : ’+ l i b r a r y da t a [ thres , 0 ]+ ’ ) ’
l i n e = text i f dayd i f f m in s < d past and dayd i f f p l u s < d past e l s e t ext+day text
i f o l l o g == ’ yes ’ :
f i l e . w r i t e l i n e s ( l i n e +’\n ’ )
#f i l e . w r i t e l i n e s ( ’ array l i n e ’+ s t r ( th r e s )+’ (number : ’+ l i b r a r y da t a [ thres , 1 ]+ ’ ,
date : ’+ l i b r a r y da t a [ thres , 0 ]+ ’ ) ’+ ’ met the Peak c h a r a c t e r i s t i c s d i r e c t i v e (
Height ) ’+ ’\n ’ )
377 e l s e :
i f v e r b l v l == ’ tonsof ’ :
p r i n t l i n e
#pr in t l en ( r em l i s t ) , r em l i s t [ de l nan : ] , l i b r a r y da t a [ r em l i s t , 1 ] , l en ( l i b r a r y da t a )
rem data = l i b r a r y da t a [ array ( r em l i s t [ de l nan : ] ) , : ]
382 l i b r a r y da t a= de l e t e ( l i b r a ry da ta , r em l i s t [ de l nan : ] , 0 )
#pr in t l en ( l i b r a r y da t a )
i f o l l o g == ’ yes ’ :
f i l e . w r i t e l i n e s ( ’\n ’ )
f i l e . w r i t e l i n e s(’################### Summary ###################’+’\n ’ )
387 f i l e . w r i t e l i n e s ( ’\n ’ )
f i l e . w r i t e l i n e s ( ’A t o t a l o f ’+ s t r ( l en ( r em l i s t ) )+’ da ta s e t s have been i d e n t i f i e d as o u t l i e r s
under the given c on s t r a i n t s ! ’+ ’\n ’ )
f i l e . c l o s e ( )
p r i n t ’%s array data s e t s have been i d e n t i f i e d as o u t l i e r s and were t h e r e f o r e being removed
from i t !\n See the l o g f i l e ”%s” f o r f u r t h e r d e t a i l s ! ’ %( l en ( r em l i s t ) , l o g f i l e ) #s t r (
r em l i s t ) . s t r i p ( ’ [ ’ ) . s t r i p ( ’ ] ’ )
p r i n t
392 e l s e :
i f o l l o g != ’ yes ’ :
p r i n t ’################### Summary ###################’+’\n ’
p r in t ’A t o t a l o f ’+ s t r ( l en ( r em l i s t ) )+’ da ta s e t s have been i d e n t i f i e d as o u t l i e r s under
the given c on s t r a i n t s \nand have been removed from the array ! ’+ ’\n ’
397
pr in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n ’
## so r t a l l f i l e s in l o g d i r by date and de l e t e a l l except the newest 8
f o r o l d e s t in take ( l i s t d i r ( l o g d i r +’ Cor r Out l i e r s / ’ ) , a r g so r t ( [ mktime ( s t rpt ime (name [ : 12 ] , ”%y%m%d %H
.%M”) ) f o r name in l i s t d i r ( l o g d i r +’ Cor r Out l i e r s / ’ ) i f l en (name . s p l i t ( ’ . ’ ) ) == 3 ] ) ) [ : −8 ] :
p r i n t ’Removing old Log− f i l e s ”%s ” ’%( o l d e s t )
402 remove ( l o g d i r +’ Cor r Out l i e r s /’+ o l d e s t )
re turn l i b r a ry da ta , r em l i s t , rem data
’ ’ ’
###############################################################################
### Check f o r dup l i c a t e s in abs . measurement number column and f i x those e r r o r s
407 ’ ’ ’
de f rem dupl num ( l i b a r r a y ) :
num col=l i b a r r a y [ : , 1 ] . astype ( i n t )
d oub l e s i nd i c e s = [ ]
f o r num in num col : # f i nd those dup l i c a t e e n t r i e s in the whole number column
412 i f l en ( where ( num col==num) [ 0 ] ) > 1 and where ( num col==num) [ 0 ] [ 1 : ] not in doub l e s i nd i c e s : #
po s i t i v e f i nd i ng c r i t e r i a met and number not a l ready in the l i s t
d oub l e s i nd i c e s= append ( doub l e s i nd i c e s , where ( num col==num) [ 0 ] [ 1 : ] )
p r i n t #’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
p r i n t ’ ! ! ! ATTENTION ! ! ! \ n ’
p r in t ’ ! ! ! Found %s dup l i c a t e e n t r i e s in the abs . measurement number column ! ! ! ’ %( l en (
doub l e s i nd i c e s ) )
417 p r in t ’ This w i l l cause problems during the s p l i n e f i t c a l c u l a t i o n !\n ’
p r in t ’ I ‘ l l renumber the whole column accord ing to these f o l l ow ing dup l i c a t e s :\n ’
pr int ’ I nd i c e s %s were found to be double e n t r i e s . . . \ n ’ %( s t r ( l i s t ( d oub l e s i nd i c e s . astype ( i n t ) ) )
)
pr int ’ ! ! P lease note that the x−ax i s number range has t h e r e f o r e changed as f o l l ow s : ! ! \ n ’
### Correct the abs . numbering column of the l i bda ta
422 l eap s = append ( doub l e s i nd i c e s [ where ( d i f f ( d oub l e s i nd i c e s ) >1) ] , max( doub l e s i nd i c e s ) ) . astype ( i n t )
# indexes o f f o l l ow ing l eap s ( d i f f > 1) in doub l e s i nd i c e s
dupl groups = a r r a y s p l i t ( doub l e s i nd i c e s , tup l e ( [ where ( d i f f ( d oub l e s i nd i c e s ) >1) [ 0 ] ] [ 0 ] + 1 ) ) #
s p l i t t e d dup l i c a t e groups found by l eap s ( d i f f > 1) in doub l e s i nd i c e s
# r a i s e the nums in org data f o l l ow ing a dup l i c a t e entry group accord ing to i t s amount o f
members
new ncol = num col [ : d oub l e s i nd i c e s [ 0 ] ] # copy column s e c t i on o f the org . data t i l l the f i r s t
dup l i c a t e occurence to new col
r a i s e r = 0 # amount that the s e c t i o n s f o l l ow ing dup l i c a t e s need to be r a i s e d
427 f o r i in range ( l en ( dupl groups ) ) :
r a i s e r = r a i s e r+len ( dupl groups [ i ] )
i f i == len ( l eap s )−1:
add sec t i on = num col [ l e ap s [ i ]+1: l en ( num col ) ]+ r a i s e r # f i n a l s e c t i o n
e l s e :
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432 add sec t i on = num col [ l e ap s [ i ]+1: l e ap s [ i+1]+1− l en ( dupl groups [ i +1]) ]+ r a i s e r # inte rmed ia te
s e c t i o n s
# give the dup l i c a t e s an appropr ia te number and add i t a l s o to the new num col
add cor dup = num col [ min ( dupl groups [ i ] ) :max( dupl groups [ i ] ) +1]+ r a i s e r
new ncol = append ( new ncol , add cor dup )
new ncol = append ( new ncol , add sec t i on )
437 pr int ’ Range s e c t i on %i to %i was adjusted by +%i ’ %(min ( add sec t i on ) ,max( add sec t i on ) ,
r a i s e r )
p r i n t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n ’
# so r t new ncol and the data array
s o r t e d i n d i c e s=arg so r t ( new ncol )
l i b a r r a y= l i b a r r a y . take ( s o r t e d i nd i c e s , ax i s=−2) # so r t the data array
442 new ncol= new ncol . take ( s o r t e d i nd i c e s , ax i s=−1)# so r t new ncol
l i b a r r a y [ : , 1 ] = new ncol # i n s e r t the so r t ed number column
return l i b a r r a y
447 ’ ’ ’
###############################################################################
### Read the l i b r a r y data # and c a l l o u t l i e r r ou t ine i f demanded
’ ’ ’
452 de f read data ( l i b r a r y f i l e ) :
”””
Read the s p e c i f i e d l i b r a r y and return i t s array ‘ ed datase t .
”””
p r in t ’                                                         ’
457 p r in t ’ Reading l i b r a r y f i l e ”%s ” . \nThis might take a whi le . . . ’ %( l i b r a r y f i l e . r s p l i t ( ’ / ’ , 1 ) [ 1 ] )
# Read in Str ing−array
l i b r e ad = csv . reader ( open ( l i b r a r y f i l e , ” rb ”) )
462 row c = 1
f o r row in l i b r e ad :
i f row c == 3 :
l i b r a r y da t a = array ( row , ndmin=2)
#pr in t l i b r a r y da t a
467 e l i f row c > 3 :
l i b r a r y da t a = append ( l i b r a ry da ta , array ( row , ndmin=2) , ax i s=0)
row c = row c+1
472 pr in t ’ Reading o f %s l i n e s f i n i s h e d . Data array returned . . . ’ %( l en ( l i b r a r y da t a ) )
p r in t ’                                                        \n ’
## Remove a l l i r r e g u l a r Ref loop data s e t s (Volume != 20 ml ) i f chosen in header
i f r e g l oop on ly == ’ yes ’ and l i b r a r y f i l e == l i b r a r y r e f l o o p s :
l i b r a r y da t a=l i b r a r y da t a [ f i nd ( l i b r a r y da t a [ : , −2]==’20 ’) , : ]
477 ## Cal l de f o u t l i e r s i f intended
i f rem ol == ’ yes ’ and l i b r a r y f i l e == l i b r a r y r e f s :
l i b r a ry da ta , r em l i s t , rem data= o u t l i e r s ( l i b r a r y f i l e , l i b r a r y da t a )
e l i f rem ol == ’ yes ’ and l i b r a r y f i l e == l i b r a r y r e f l o o p s :
r em l i s t = f i nd ( [ ol man in ol manual f o r ol man in l i b r a r y da t a [ : , 1 ] ] )
482 rem data = l i b r a r y da t a [ r em l i s t , : ]
l i b r a r y da t a=de l e t e ( l i b r a ry da ta , r em l i s t , 0 )
e l s e :
r em l i s t , rem data = [ ’dummy’ ]   2




### Read the ex t e rna l da ta s e t s
’ ’ ’
492
de f read extdata ( d a t a f i l e , h eade r l i n e s , d e l im i t e r , c o l=None) :
”””
Read ex t e rna l d a t a f i l e −Not s u i t a b l e f o r s t r i n g type !
”””
497 pr in t ’                                                         ’
p r i n t ’ Reading ex t e rna l datase t ”%s ” . \nThis might take a whi le . . . ’ %( d a t a f i l e . r s p l i t ( ’ / ’ , 1 ) [ 1 ] )
#pr in t d a t a f i l e , heade r l i n e s , d e l im i t e r , c o l
#data = read ar ray ( d a t a f i l e , s epa ra to r=de l im i t e r , l i n e s =(heade r l i n e s , −1) )
data = loadtxt ( d a t a f i l e , d e l im i t e r=de l im i t e r , sk iprows=heade r l i n e s , u s e c o l s=co l )
502 p r in t ’ Reading o f %s l i n e s f i n i s h e d . Data array returned . . . ’ %( l en ( data ) )
p r in t ’                                                        \n ’
re turn data
507 ’ ’ ’
Find those A i r r e f da ta s e t s that meet the con s t r a i n t to have a d i f f e r e n c e to i t s cor responding r e f l o o op
b igge r than 0 .3 p e rm i l l e ( var . . max d i f f )
’ ’ ’
de f l o o p d i f f ( r e f l , a i r a , i s o r e f l , i s o a i r a ) :
512 p r in t
’                                                                                                ’
p r i n t ’ Comparing ”%s” and ”%s” l i b r a r i e s f o r i so topy d i f f e r e n c e s . . . \ n ’ %(data cat [ a i r a ] , data cat [
r e f l ] )
f i n d r e f l = l i s t ( ) ; n ega t i v e s = l i s t ( ) ; f i n d a i r a = l i s t ( ) ; counter = 0 ; d i f f l i s t = l i s t ( )
f o r search in range ( l en ( l i b a r r a y n l s t [ a i r a ] [ : , 0 ] ) ) :
#pr in t l en ( where ( l i b a r r a y n l s t [ a i r a ] [ : , 0]== l i b a r r a y n l s t [ a i r a ] [ search , 0 ] ) [ 0 ] )
517 ## search f o r occur . o f ind iv . A i r a f t e r date in the Ref loop date column
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i f l en ( where ( l i b a r r a y n l s t [ r e f l ] [ : , 0]== l i b a r r a y n l s t [ a i r a ] [ search , 0 ] ) [ 0 ] ) == 1 : #A i r a f t e r
date does e x i s t in Ref loop array ?
w = where ( l i b a r r a y n l s t [ r e f l ] [ : , 0]== l i b a r r a y n l s t [ a i r a ] [ search , 0 ] ) [ 0 ] [ 0 ]
d i f f = ( l i b a r r a y n l s t [ a i r a ] [ search , i s o a i r a ] . astype (None )− l i b a r r a y n l s t [ r e f l ] [ w, i s o r e f l
] . astype (None ) ) . round (3)
aira nam = l i b a r r a y n l s t [ a i r a ] [ search , 0]+ ’ ’+ l i b a r r a y n l s t [ a i r a ] [ search , 1]+ ’ ’+
l i b a r r a y n l s t [ a i r a ] [ search , 2]+ ’ ’+ l i b a r r a y n l s t [ a i r a ] [ search , 3 ]
522 re f l nam = data cat [ r e f l ]+ ’ ’+ l i b a r r a y n l s t [ r e f l ] [ w, 0]+ ’ ’+ l i b a r r a y n l s t [ r e f l ] [ w, 1 ]
d i f f l i s t . append ( [ aira nam , ref l nam , d i f f ] )
i f abs ( d i f f ) >= max di f f :
i f v e r b l v l == ’ tonsof ’ :
527 i f counter i s 0 :
p r i n t ’ ’ ’\
Ai r a f t e r datase t <== Max.%s pe rm i l l e a l lowed ==> Refloop datase t
i so topy Abs . d i f f i s o topy
”%s” %.3 f <== %.3 f ==> %.3 f ”%s” ’ ’ ’%( max di f f , aira nam . r ep l a c e ( ’ Grenoble ’ , ’ Grbl ’ ) ,
l i b a r r a y n l s t [ a i r a ] [ search , i s o a i r a ] . astype ( f l o a t ) , d i f f , l i b a r r a y n l s t [ r e f l ] [ w, i s o r e f l ] . astype (
f l o a t ) , r e f l nam )
532 e l s e :
p r i n t ’”%s” %.3 f <== %.3 f ==> %.3 f ”%s ” ’%( aira nam . r ep l a c e ( ’ Grenoble
’ , ’ Grbl ’ ) , l i b a r r a y n l s t [ a i r a ] [ search , i s o a i r a ] . astype ( f l o a t ) , d i f f ,
l i b a r r a y n l s t [ r e f l ] [ w, i s o r e f l ] . astype ( f l o a t ) , r e f l nam )
f i n d r e f l . append (w)
f i n d a i r a . append ( search )
counter = counter+1
537 e l i f l en ( where ( l i b a r r a y n l s t [ r e f l ] [ : , 0]== l i b a r r a y n l s t [ a i r a ] [ search , 0 ] ) [ 0 ] ) > 1 :
p r i n t ’The datase t index %i has more r e f l o op counte rpar t s than expected (% i ) ’ % ( search ,
l en ( where ( l i b a r r a y n l s t [ r e f l ] [ : , 0]== l i b a r r a y n l s t [ a i r a ] [ search , 0 ] ) [ 0 ] ) )
e l s e :
n ega t i v e s . append ( l i b a r r a y n l s t [ a i r a ] [ search , 0 ] )
# i f v e r b l v l == ’ tonsof ’ :
542
p r in t
p r in t ’Found %i A i r a f t e r da ta s e t s exceed ing the given con s t r a i n t o f max . %s pe rm i l l e in the
max d i f f va r i ab l e ’ %( l en ( f i n d r e f l ) , max d i f f )
p r i n t
p r in t ’The f o l l ow i ng %i A i r a f t e r date ( s ) couldn ‘ t be found in the Ref loop database : ’ %( l en ( unique (
nega t i v e s ) ) )
547 pr in t unique ( nega t i v e s )
p r in t
p r in t
’                                                                                                ’




### Convert a time in format ion sequence from ’ Secs s i n c e utc s ta r t ’ to a day o rd ina l ( days s i n c e utc
s t a r t )
’ ’ ’
557 de f s e c t o o r d ( seq ) :
#pr in t ’ Converting time in format ion from f l o a t sec s i n c e utc s t a r t to date o rd i na l . . . \ n ’
o c o l = [ ]
f o r u t c s e c in seq . astype (None ) :
o c o l . append ( pylab . date2num( datet ime (  l o c a l t ime ( u t c s e c ) [ : 6 ] ) ) )# convert each f l o a t sec to
s t r u c t t ime tup l e ( l o c a l t ime ( ) ) , t r a n s l a t e to datet ime ob j e c t ( datet ime ( ) ) , trans form to
day o rd ina l f o r p l o t t i n g ( pylab . date2num () )
562 return o c o l
# Al t e rna t i v e conver s ion
#dateconv = strpdate2num(”%y%m%d%H%M%S”) # convert from s t r to o rd ina l func t i on by given fmt
#dateconv ( s t r f t ime (”%y%m%d%H%M%S” , l o c a l t ime ( u t c s e c ) ) ) # convert the newly generated (by s t r f t ime
out o f l o ca l t ime−tup l e ) s t r i n g to
567 # or shor t :
# pylab . strpdate2num(”%y%m%d%H%M%S”) ( s t r f t ime (”%y%m%d%H%M%S” , l o c a l t ime ( u t c s e c ) ) )
# f o r a whole sequence
# map( lambda utc : pylab . strpdate2num(”%y%m%d%H%M%S”) ( s t r f t ime (”%y%m%d%H%M%S” , l o c a l t ime ( utc ) ) ) ,
l i b a r r a y n l s t [ 2 ] [ : , − 4 ] . astype ( f l o a t ) )
’ ’ ’
572 ###############################################################################
### Find and return the Ind i c e s in External da ta s e t s
### that correspond to given data ranges ( depth or age in the range val min to val max )
### Make sure that val min , val max are as s i gned with the same val round value when c a l l i n g t h i s de f !
’ ’ ’
577 #def e x t i d c ( va l c o l , val min , val max , va l round ) :
## pr in t val min , val max , va l round
# whi le l en ( where ( v a l c o l . astype ( f l o a t ) . round ( dec imals=val round )==val min ) [ 0 ] ) < 1 and val min >
min( v a l c o l . astype ( f l o a t ) ) :
# val min = val min−1
# e l s e :
582 # min idx=where ( v a l c o l . astype ( f l o a t ) . round ( dec imals=val round )==val min ) [ 0 ] [ 0 ]
# i f min idx < 5 :
# min idx = 5
# whi le l en ( where ( v a l c o l . astype ( f l o a t ) . round ( dec imals=val round )==val max ) [ 0 ] ) < 1 and val max <
max( v a l c o l . astype ( f l o a t ) ) :
# val max = val max+1
587 # e l s e :
## pr in t f i nd ( v a l c o l . astype ( f l o a t ) . round ( dec imals=val round+1)==val max . round ( dec imals=
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val round+1) ) , v a l c o l [ f i nd ( v a l c o l . astype ( f l o a t ) . round ( dec imals=val round+1)==val max . round (
dec imals=val round+1) ) ] . round ( dec imals=val round+1)
## pr in t val max , where ( v a l c o l . astype ( f l o a t ) . round ( dec imals=val round )==val max ) [ 0 ] , f i nd (
v a l c o l . astype ( f l o a t ) . round ( dec imals=val round )==val max . round ( dec imals=val round ) ) , v a l c o l [ where (
v a l c o l . astype ( f l o a t ) . round ( dec imals=val round )==val max ) [ 0 ] ] , max( v a l c o l . astype ( f l o a t ) ) , val max
. round ( dec imals=val round+1)
## max idx=where ( v a l c o l . astype ( f l o a t ) . round ( dec imals=val round )==val max ) [ 0 ] [ 0 ]
# whi le l en ( f i nd ( v a l c o l . astype ( f l o a t ) . round ( dec imals=val round+1)==val max . round ( dec imals=
val round+1) ) ) == 0 :
592 # val round= val round−1
# e l s e :
# max idx = max( f i nd ( v a l c o l . astype ( f l o a t ) . round ( dec imals=val round+1)==val max . round (
dec imals=val round+1) ) )
## pr in t min idx , max idx
# return min idx , max idx
597 de f e x t i d c ( va l c o l , val min , val max , va l round ) :
#pr in t val min , min ( v a l c o l . astype ( f l o a t ) ) ,
t ry :
whi le l en ( where ( v a l c o l . astype ( f l o a t ) . round ( dec imals=val round )==val min ) [ 0 ] ) < 1 and val min >
min( v a l c o l . astype ( f l o a t ) ) :
val min = val min−1
602 e l s e :
min idx=where ( v a l c o l . astype ( f l o a t ) . round ( dec imals=val round )==val min ) [ 0 ] [ 0 ]
i f min idx < 5 :
min idx = 5
except :
607 # pr in t ’ ’ ’\nThe data s e t s minimal age (%s kyBP) exceeds the s p e c i f i e d lower age range l im i t (%s
kyBP) !\ nI w i l l use %s as lower l im i t now . . . ’ ’ ’% (min ( v a l c o l . astype ( f l o a t ) ) , x l im i t s [ 0 ] , min ( v a l c o l
. astype ( f l o a t ) ) )
min idx= 0
try :
whi le l en ( where ( v a l c o l . astype ( f l o a t ) . round ( dec imals=val round )==val max ) [ 0 ] ) < 1 and val max <
max( v a l c o l . astype ( f l o a t ) ) :
val max = val max+1
612 e l s e :
max idx=where ( v a l c o l . astype ( f l o a t ) . round ( dec imals=val round )==val max ) [ 0 ] [ 0 ]
except :
# pr in t ’ ’ ’\nThe data s e t s maximal age (%s kyBP) i s i n f e r i o r to the s p e c i f i e d upper age range
l im i t (%s kyBP) !\
# I w i l l use %s as upper l im i t now . . . ’ ’ ’% (max( v a l c o l . astype ( f l o a t ) ) , x l im i t s [ 1 ] ,max( v a l c o l .
astype ( f l o a t ) ) )
617 max idx= −1
return min idx , max idx
’ ’ ’
###############################################################
622 ## Calcu la te the mean Neumayer RefAir Mean and Stdev f o r Neumayer Correct ion
’ ’ ’
de f Neumayer correct ion ( data array , i s o c o l , idc= None ) :
remove idc=[where ( data ar ray [ : , −5 ] . astype ( i n t ) ==n) [ 0 ] [ 0 ] f o r n in nm ol ]
i f idc != None :
627 remove idc . extend ( idc )
remove idc = l i s t ( unique ( remove idc ) )
c ropped data array=de l e t e ( data array , remove idc , ax i s=0)
return mean( cropped data array [ : , i s o c o l ] . astype ( f l o a t ) ) , std ( cropped data array [ : , i s o c o l ] . astype (
f l o a t ) ) , var ( c ropped data array [ : , i s o c o l ] . astype ( f l o a t ) ) , l en ( c ropped data array ) , remove idc
632 ’ ’ ’
###############################################################
# Find r e p l i c a t e s in sample data , c a l c u l a t e a mean and std dev o f them ,
# append colums with i t s data to array and de l the 2nd r ep l
# This i s needed to make use o f e r r o rba r p l o t s e tc .
637 ’ ’ ’
de f s amp l e r e p l i c a t e s ( smpl dsrt , i c o l , o c o l ) :
c o r r i d c = tup le ( where ( smpl dsr t [ : , o c o l +1] . astype (None ) !=0 .0) [ 0 ] ) # Return those ind i c e s , where
age in format ion i s pre sent and make a tup l e o f i t
s l i b d p s r t r e d = smpl dsr t . take ( array ( c o r r i d c ) , ax i s=−2) # get the l i b r a r y e n t r i e s o f those
i n d i c e s
# f ind dup l i c a t e e n t r i e s in the whole depth column
642 G02 ind ices = [ ] ; s t d c o l = [ ] ; mn col = [ ] ; mn uncor col = [ ] ; s t d un co r c o l = [ ]
f o r dupl in range ( l en ( s l i b d p s r t r e d [ : , 2 ] ) ) :
#pr in t [ where ( s l i b d p s r t r e d [ : ,2 ]== s l i b d p s r t r e d [ dupl , 2 ] ) [ 0 ] [ dp ] f o r dp in range (2 , l en ( where (
s l i b d p s r t r e d [ : ,2 ]== s l i b d p s r t r e d [ dupl , 2 ] ) [ 0 ] ) ) ]
#pr in t s l i b d p s r t r e d [ dupl , 2 ] . astype ( f l o a t ) . round ( dec imals=1)//1
idc = where ( s l i b d p s r t r e d [ : , 2 ] . astype ( f l o a t ) . round ( dec imals=1)//1==s l i b d p s r t r e d [ dupl , 2 ] .
astype ( f l o a t ) . round ( dec imals=1)//1) [ 0 ]
647 i f l en ( idc ) > 1 and ( [ idc [ dp ] f o r dp in range (1 , l en ( idc ) ) ] [ 0 ] not in G02 ind ices ) : #
po s i t i v e f i nd i ng c r i t e r i a met and number not a l ready in the l i s t
#pr in t [ where ( s l i b d p s r t r e d [ : ,2 ]== s l i b d p s r t r e d [ dupl , 2 ] ) [ 0 ] [ dp ] f o r dp in range (1 , l en (
where ( s l i b d p s r t r e d [ : ,2 ]== s l i b d p s r t r e d [ dupl , 2 ] ) [ 0 ] ) ) ] [ 0 ]
w = tup le ( idc )
mn uncor col . append (mean( s l i b d p s r t r e d [w, i c o l ] . astype (None ) ) . round ( dec imals=3) )
s t d un co r c o l . append ( std ( s l i b d p s r t r e d [w, i c o l ] . astype (None ) ) . round ( dec imals=3) )
652 mn col . append (mean( s l i b d p s r t r e d [w, o c o l +1] . astype (None ) ) . round ( dec imals=3) )
s t d c o l . append ( std ( s l i b d p s r t r e d [w, o c o l +1] . astype (None ) ) . round ( dec imals=3) )
G02 ind ice s= append ( G02 indices , i n t ( idc [ 1 : ] ) )
#notdpth so r t i d c = append ( notdpthsor t idc , f i nd ( [ date in smpl dsr t [ idc , 0 ] f o r date in
l i b a r r a y n l s t [ 2 ] [ : , 0 ] ] ) )
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657 s l i b d p s r t r e d [w[ 0 ] , 3 ]= s l i b d p s r t r e d [w[0] ,3 ]+ ’+ ’+ s l i b d p s r t r e d [w[ 1 ] , 3 ] # co r r e c t the cut
name to a merged ve r s i on
#pr in t w, smpl dsr t [ idc , 0 ] , l i b a r r a y n l s t [ 2 ] [ idc ,0]# notdpth so r t i d c #len ( mn col ) , l en (
s t d c o l )
e l s e :
#pr in t dupl , tup l e ( idc ) ,mean( s l i b d p s r t r e d [ dupl , i c o l ] . astype (None ) ) . round ( dec imals=3) ,
mean( s l i b d p s r t r e d [ tup l e ( idc ) , i c o l ] . astype (None ) ) . round ( dec imals=3)
mn uncor col . append (mean( s l i b d p s r t r e d [ tup l e ( idc ) , i c o l ] . astype (None ) ) . round ( dec imals=3) )
662 s t d unco r c o l . append ( std ( s l i b d p s r t r e d [ tup l e ( idc ) , i c o l ] . astype (None ) ) . round ( dec imals=3) )
mn col . append (mean( s l i b d p s r t r e d [ tup l e ( idc ) , o c o l +1] . astype (None ) ) . round ( dec imals=3) )
s t d c o l . append ( std ( s l i b d p s r t r e d [ tup l e ( idc ) , o c o l +1] . astype (None ) ) . round ( dec imals=3) )
#pr in t G02 ind ices . astype ( i n t ) , mn col , s t d co l ,
#array (mn col , ndmin=2) . t ranspose ( )
667 #pr in t s l i b d p s r t r e d . shape , smpl dsr t . shape , mn uncor col
## Append the mean and std . o f the co r r e c t ed i so topy va lues from both cuts to the ar rays
s l i b d p s r t r e d = append ( s l i b dp s r t r e d , array (mn col , ndmin=2) . t ranspose ( ) , ax i s =1)
s l i b d p s r t r e d = append ( s l i b dp s r t r e d , array ( s td co l , ndmin=2) . t ranspose ( ) , ax i s=1)
672
smpl dsr t= append ( smpl dsrt , array ( mn uncor col , ndmin=2) . t ranspose ( ) , ax i s =1)
smpl dsr t= append ( smpl dsrt , array ( s td unco r co l , ndmin=2) . t ranspose ( ) , ax i s=1)
smpl dsr t= append ( smpl dsrt , array (mn col , ndmin=2) . t ranspose ( ) , ax i s =1)
smpl dsr t= append ( smpl dsrt , array ( s td co l , ndmin=2) . t ranspose ( ) , ax i s =1)
677 #pr in t s l i b d p s r t r e d . shape , smpl dsr t . shape
## Delete r e p l i c a t e depth e n t r i e s
s l i b d p s r t r e d = de l e t e ( s l i b dp s r t r e d , G02 indices , ax i s =0) # de l e t e double depth e n t r i e s recorded
in G02 ind ices l i s t
682 run c = 0
## . . . a l s o from the uncorrected mean and std . l i s t
f o r l in G02 ind ices . astype ( i n t ) :
#pr in t mn uncor col [ l−run c ]
de l mn uncor col [ l−run c ]
687 de l s t d un co r c o l [ l−run c ]
run c = run c + 1
return s l i b dp s r t r e d , smpl dsrt , mn uncor col , s td unco r co l , G02 ind ices . astype ( i n t )
692 de f r e f p l o t ( l i b , data array , typus , o co l , i c o l ) :
f i g = pylab . f i g u r e ( f i g s i z e =[ f wh , f h t ] )




f i g . s u p t i t l e ( ’ L ibrary e n t r i e s and Corrected va lues o f ’+typus+’ data ’ , f o n t s i z e =16)
o l d b o t t l e = f i nd ( data ar ray [ : , o c o l ] . astype (None ) <733773.0) # s e l e c t a l l da ta s e t s be f o r e
01 .01 .2010
new bott l e = f i nd ( data ar ray [ : , o c o l ] . astype (None ) >733773.0) # s e l e c t a l l da ta s e t s a f t e r
01 .01 .2010
#tmcorr idc = tup le ( where ( data ar ray [ : , −1 ] . astype (None ) !=0 .0) [ 0 ] ) # s e l e c t the i n d i c e s o f the tm
cor r . c o l where data =! 0
702
s l a b e l = ’ S p l i n e f i t ord . ’+ s t r ( s p l o rd )+ ’ smth . ’+ s t r ( sp l smth )
r l a b e l = ’ S p l i n e f i t ord . %s smth . %s/%s ’%( r sp l o rd , r sp l smth a , r sp l smth b )
i f l i b == 1 and ’20ml ’ in typus :
707 sp1a = f i g . add subplot (321)
sp1b = f i g . add subplot (322)
sp1a . s e t t i t l e (”Old Reference bo t t l e range ” , f o n t s i z e =12)
sp1b . s e t t i t l e (”New Reference bo t t l e range ” , f o n t s i z e =12)
o r g l a b e l=typus+’ l i b r a r y data ( uncorrected ) ’
712 tmcor l abe l=typus+’ ( s p l i n e co r r e c t ed ) ’
sp1a . s e t y l a b e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’ )
sp1a . p l o t da t e ( data ar ray [ o l d bo t t l e , o c o l ] . astype (None ) , data ar ray [ o l d bo t t l e , i c o l ] . astype (
None ) , fmt= ’bo− ’ , t z=None , xdate=True , ydate=False , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+
o r g l a b e l )
sp1b . p l o t da t e ( data ar ray [ new bott le , o c o l ] . astype (None ) , data ar ray [ new bott le , i c o l ] . astype (
None ) , fmt= ’bo− ’ , t z=None , xdate=True , ydate=False , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+
o r g l a b e l )
i f p l o t mr e f s p l == ’on ’ :
717 ### Add the methan r e f data
## Calcu la te the s p l i n e f i t o f Methane Ref data (x=date o rd ina l y= raw i so topy )
i f shape ( l i b a r r a y n l s t [ 0 ] ) [ 1 ] i s not 45 :
l i b a r r a y n l s t [ 0 ] = append ( l i b a r r a y n l s t [ 0 ] , array (map( lambda utc : pylab . strpdate2num(”%y
%m%d%H%M%S”) ( s t r f t ime (”%y%m%d%H%M%S” , l o c a l t ime ( utc ) ) ) , l i b a r r a y n l s t [ 0 ] [ : , −1].
astype (None ) ) , ndmin=2) . t ranspose ( ) , ax i s =1)
sp l mre f = sc ipy . i n t e r p o l a t e . sp l r ep ( l i b a r r a y n l s t [ 0 ] [ : , −1]. astype (None ) , l i b a r r a y n l s t
[ 0 ] [ : , 2 ] . astype (None ) , k=sp l o rd , s=spl smth )
722 sp lmre f x = arange (min ( l i b a r r a y n l s t [ 0 ] [ : , −1]. astype (None ) ) , max( l i b a r r a y n l s t [ 0 ] [ : , −1].
astype (None ) ) +1.0/ enlargement [ 0 ] , 1 .0/ enlargement [ 0 ] ) # reduce s tepp ing between x−
datapo ints
sp lmre f y = sc ipy . i n t e r p o l a t e . sp l ev ( sp lmre f x , sp l mre f )
sp1 . p l o t da t e ( l i b a r r a y n l s t [ 0 ] [ : , −1]. astype (None ) , l i b a r r a y n l s t [ 0 ] [ : , 2 ] . astype (None ) ,
c o l o r= ’ 0 . 8 5 ’ , fmt=’o− ’ , t z=None , xdate=True , ydate=False , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\%
0 )  ’+ ’ o f methane r e f s . ’ )
sp1 . p l o t da t e ( sp lmre f x , sp lmre f y , c o l o r= ’mediumorchid ’ , fmt= ’− ’ , lw=2, tz=None , xdate=
True , ydate=False , l a b e l=s l a b e l +’ methane r e f s t o t a l range ’ )
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727 #pylab . p l o t da t e ( mre f r s p l a r [ : , 0 ] , m r e f r s p l a r [ : , 1 ] , c o l o r= ’ dodgerblue ’ , fmt= ’− ’ , lw=2, tz=
None , xdate=True , ydate=False , l a b e l=s l a b e l +’ methane r e f s ind iv . ranges ’ )
i f p l o t l s p l == ’on ’ :
# old bo t t l e
sp1a . p l o t da t e ( s p l r e f l o l d x , s p l r e f l o l d y , c o l o r= ’ purple ’ , fmt= ’− ’ , lw=2, tz=None , xdate
=True , ydate=False , l a b e l=r l a b e l +’ r e f l o o p s ’ )
732 sp1a . t ext ( 0 . 7 5 , 0 . 8 , ’ S p l i n e f i t to data d i f f e r e n c e :\n mean : %0.3 f p e rm i l l e \n std . :
%0.3 f ’%(mean( abs ( s p l d i f o l d ) ) , s q r t (sum( s p l d i f o l d   2) / l en ( s p l d i f o l d ) ) ) , bbox=d i c t (
f a c e c o l o r = ’0 .5 ’ , alpha =0.5) , f o n t s i z e =8, transform = sp1a . transAxes ) # Enter text in
subplot ob j e c t at r e l a t i v e po s i t i o n (0−1)
sp1a . add l i n e ( pylab . Line2D ( [ min ( s p l r e f l o l d x ) . round ( ) ,max( s p l r e f l o l d x ) . round ( ) ] , [
l oopsp l o ld mean , loopsp l o ld mean ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
sp1a . t ext (max( s p l r e f l o l d x ) . round ( ) −140, loopsp l o ld mean , ’ Sp l ine Mean : %0.3 f ’%(
loopsp l o ld mean ) , f o n t s i z e =8) # Enter text in subplot ob j e c t at ax pos . , bbox=d i c t (
f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
# new bo t t l e
sp1b . p l o t da t e ( sp l r e f l n ew x , s p l r e f l n ew y , c o l o r= ’ purple ’ , fmt= ’− ’ , lw=2, tz=None , xdate
=True , ydate=False , l a b e l=r l a b e l +’ r e f l o o p s ’ )
737 sp1b . t ext ( 0 . 7 5 , 0 . 8 , ’ S p l i n e f i t to data d i f f e r e n c e :\n mean : %0.3 f p e rm i l l e \n std . :
%0.3 f ’%(mean( abs ( sp ld i f n ew ) ) , s q r t (sum( sp ld i f n ew   2) / l en ( sp ld i f n ew ) ) ) , bbox=d i c t (
f a c e c o l o r = ’0 .5 ’ , alpha =0.5) , f o n t s i z e =8, transform = sp1b . transAxes ) # Enter text in
subplot ob j e c t at r e l a t i v e po s i t i o n (0−1)
sp1b . add l i n e ( pylab . Line2D ( [ min ( s p l r e f l n ew x ) . round ( ) ,max( s p l r e f l n ew x ) . round ( ) ] , [
loopspl new mean , loopspl new mean ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
sp1b . t ext (max( s p l r e f l n ew x ) . round ( ) −10, loopspl new mean , ’ Sp l ine Mean : %0.3 f ’%(
loopspl new mean ) , f o n t s i z e =8) # Enter text in subplot ob j e c t at ax pos . , bbox=d i c t (
f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
sp1a . legend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e
=8) ) # 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
#sp1b . legend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s (
s i z e =8) ) # 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
742 mn corre fa= sp ld i f f mean ; s t d c o r r e f a =s p l d i f f e r r ; v a r c o r r e f a=s p l d i f f e r r   2 ; rep=len (
s p l d i f o v e r a l l )
e l s e :
sp1 = f i g . add subplot (311 , au to s ca l e on=True )
o r g l a b e l=typus+’ l i b r a r y data ( uncorrected ) ’
tmcor l abe l=typus+’ ( s p l i n e co r r e c t ed ) ’
747 sp1 . s e t y l a b e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’ )
import matp lo t l ib . t i c k e r as t i c k e r
N = len ( data ar ray )
ind = arange (N)
## Remove o u t l i e r s f o r Data r e f r e n c e c a l c u l a t i o n s (mean , stdev , var )
752 i f typus ==’Neumayer ’ :
mn correfa , s t d c o r r e f a , va r co r r e f a , rep , rem idc = Neumayer correct ion ( data array , o c o l +1)
box s t r = typus+’ data p r e f e r e n c e s ( co r r e c t ed )  :\n mean : %0.3 f p e rm i l l e \n std . :
%0.3 f p e rm i l l e \n var . : %0.3 f p e rm i l l e \n  o u t l i e r s removed No . %s ’%(mn correfa ,
s t d c o r r e f a , va r co r r e f a , nm ol )
e l s e :
mn corre fa=mean( data ar ray [ : , o c o l +1] . astype ( f l o a t ) )
757 s t d c o r r e f a=std ( data ar ray [ : , o c o l +1] . astype ( f l o a t ) )
v a r c o r r e f a=var ( data ar ray [ : , o c o l +1] . astype ( f l o a t ) )
rep = len ( data ar ray )
box s t r = typus+’ data p r e f e r e n c e s ( co r r e c t ed ) :\n mean (n=%i ) : %0.3 f p e rm i l l e \n std
. : %0.3 f p e rm i l l e \n var . : %0.3 f pe rmi l l e ’%( rep , mn correfa , s t d c o r r e f a , v a r c o r r e f a )
762 # Convert from o rd i n a l s to s t r ”%d−%m−%Y”
def format date (x , pos=None ) :
t h i s i nd = c l i p ( i n t ( x+0.5) , 0 , N−1)
return datet ime ( l o c a l t ime ( data ar ray [ : , o co l −1] [ t h i s i nd ] . astype (None ) ) [ : 6 ] ) . s t r f t ime ( ’%d−%
m−%Y’ )
sp1 . p l o t ( ind , data ar ray [ : , o c o l +1] . astype (None ) , ’ o− ’ , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+
tmcor l abe l )
767 i f typus ==’Neumayer ’ :
sp1 . p l o t ( ind [ tup l e ( rem idc ) , : ] , data ar ray [ tup l e ( rem idc ) , o c o l +1] . astype (None ) , ’ o ’ ,ms=4,
mfc = ’ red ’ )
sp1 . t ext ( 0 . 0 1 , 0 . 7 4 , box s t r , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.2) , f o n t s i z e =8, transform =
sp1 . transAxes ) # Enter text in subplot ob j e c t at r e l a t i v e po s i t i o n (0−1)
sp1 . xax i s . s e t ma jo r f o rmat t e r ( t i c k e r . FuncFormatter ( format date ) )
#f i g . autofmt xdate ( )
772 yfmt = sp1 . yax i s . g e t ma jo r f o rmat t e r ( )
yfmt . s e t powe r l im i t s ((−2 , 10) )
sp1 . yax i s . g e t ma jo r f o rmat t e r ( ) . s e t s c i e n t i f i c ( Fa l se )
yfmt . s e t s c i e n t i f i c ( Fa l se )
#sp1 . draw ( )
777 sp1 . i n v e r t y a x i s
sp1 . legend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e
=8) ) # 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
sp1 . au to s ca l e v i ew ( t i gh t=False )
##############
782 ### Subplot 2
##############
#pylab . x l ab e l ( ’ Measurement date range ’ )
i f l i b == 1 :
787 sp2a = f i g . add subplot (323)
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sp2a . s e t y l a b e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’ )
sp2b = f i g . add subplot (324)
## Plot uncorrected dataset
sp2a . p l o t da t e ( data ar ray [ o l d bo t t l e , o c o l ] . astype (None ) , data ar ray [ o l d bo t t l e , i c o l ] . astype (
None ) , c o l o r= ’0 . 75 ’ , fmt= ’o− ’ , t z=None , xdate=True , ydate=False , l a b e l =’ \ de l t a \ ;ˆ{13}
 C  (\% 0 )   ’+ o r g l a b e l )
792 sp2b . p l o t da t e ( data ar ray [ new bott le , o c o l ] . astype (None ) , data ar ray [ new bott le , i c o l ] . astype (
None ) , c o l o r= ’0 . 75 ’ , fmt= ’o− ’ , t z=None , xdate=True , ydate=False , l a b e l =’ \ de l t a \ ;ˆ{13}
 C  (\% 0 )   ’+ o r g l a b e l )
## Plot tm co r r e c t ed datase t
sp2a . p l o t da t e ( data ar ray [ o l d bo t t l e , o c o l ] . astype (None ) , data ar ray [ o l d bo t t l e , o c o l +1] . astype
(None ) , c o l o r= ’ darkblue ’ , fmt= ’o− ’ , t z=None , xdate=True , ydate=False , l a b e l =’ \ de l t a
\ ;ˆ{13} C  (\% 0 )   ’+ tmcor l abe l )
sp2b . p l o t da t e ( data ar ray [ new bott le , o c o l ] . astype (None ) , data ar ray [ new bott le , o c o l +1] . astype
(None ) , c o l o r= ’ darkblue ’ , fmt= ’o− ’ , t z=None , xdate=True , ydate=False , l a b e l =’ \ de l t a
\ ;ˆ{13} C  (\% 0 )   ’+ tmcor l abe l )
797 sp2a . legend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e
=8) ) #’best ’ 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
#sp2b . legend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s (
s i z e =8) ) #’best ’ 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
e l s e :
sp2 = f i g . add subplot (312 , sharex=sp1 )
sp2 . s e t y l a b e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’ )
802 i f typus ==’Neumayer ’ :
remove idx=[where ( data ar ray [ : , −5 ] . astype ( i n t ) ==n) [ 0 ] [ 0 ] f o r n in nm ol ]
c ropped data array=de l e t e ( data array , remove idx , ax i s=0)
mn refa=mean( cropped data array [ : , i c o l ] . astype ( f l o a t ) )
s t d r e f a=std ( cropped data array [ : , i c o l ] . astype ( f l o a t ) )
807 v a r r e f a=var ( c ropped data array [ : , i c o l ] . astype ( f l o a t ) )
box s t r = typus+’ data p r e f e r e n c e s ( uncorrected )   :\n mean : %0.3 f p e rm i l l e \n std . :
%0.3 f p e rm i l l e \n var . : %0.3 f p e rm i l l e \n   o u t l i e r s removed No . %s ’%(mn refa ,
s t d r e f a , va r r e f a , nm ol )
e l s e :
mn refa=mean( data ar ray [ : , i c o l ] . astype ( f l o a t ) )
s t d r e f a=std ( data ar ray [ : , i c o l ] . astype ( f l o a t ) )
812 v a r r e f a=var ( data ar ray [ : , i c o l ] . astype ( f l o a t ) )
box s t r = typus+’ data p r e f e r e n c e s ( uncorrected ) :\n mean : %0.3 f p e rm i l l e \n std . :
%0.3 f p e rm i l l e \n var . : %0.3 f pe rmi l l e ’%(mn refa , s t d r e f a , v a r r e f a )
sp2 . t ext ( 0 . 0 1 , 0 . 7 4 , box s t r , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.2) , f o n t s i z e =8, transform =
sp2 . transAxes ) # Enter text in subplot ob j e c t at r e l a t i v e po s i t i o n (0−1)
817 sp2 . p l o t ( ind , data ar ray [ : , i c o l ] . astype (None ) , ’ o− ’ , c o l o r= ’ 0 . 7 5 ’ , l a b e l =’\ de l t a \ ;ˆ{13}C 
(\% 0 )  ’+ o r g l a b e l )
sp2 . p l o t ( ind , data ar ray [ : , o c o l +1] . astype (None ) , ’ o− ’ , c o l o r= ’ darkblue ’ , l a b e l =’\ de l t a
\ ;ˆ{13}C (\% 0 )  ’+ tmcor l abe l )
sp2 . xax i s . s e t ma jo r f o rmat t e r ( t i c k e r . FuncFormatter ( format date ) )
sp2 . yax i s . g e t ma jo r f o rmat t e r ( ) . s e t s c i e n t i f i c ( Fa l se )
#f i g . autofmt xdate ( )
822 sp2 . i n v e r t y a x i s
sp2 . legend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e
=8) ) #’best ’ 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
sp2 . au to s ca l e v i ew ( t i gh t=False )
##############
827 ## Subplot 3 − Plot the two methane r e f peaks
##############
i f l i b == 1 :
sp3a = f i g . add subplot (325)
832 sp3a . s e t y l a b e l ( r ’ \ de l t a \ ;ˆ{13}C (\% 0 )  Ref Peaks ’ )
sp3a . s e t x l a b e l ( ’ Measurement date range ’ )
sp3b = f i g . add subplot (326)
sp3b . s e t x l a b e l ( ’ Measurement date range ’ )
# old bo t t l e
837 mean mrefs = map( lambda x : mean(x ) , z ip ( data ar ray [ o l d bo t t l e , i c o l −2] . astype ( f l o a t ) , data ar ray [
o l d bo t t l e , i c o l +2] . astype ( f l o a t ) ) )
s td mre f s = map( lambda x : std (x ) , z ip ( data ar ray [ o l d bo t t l e , i c o l −2] . astype ( f l o a t ) , data ar ray [
o l d bo t t l e , i c o l +2] . astype ( f l o a t ) ) )
sp3a . p l o t da t e ( data ar ray [ o l d bo t t l e , o c o l ] . astype (None ) , mean mrefs , c o l o r= ’ blue ’ , fmt=’o− ’ ,
t z=None , xdate=True , ydate=False , l a b e l =’\ de l t a \ ;ˆ{13}C (\% 0 )  Ref Peaks ’ )
pylab . setp ( pylab . getp ( pylab . gca ( ) , ’ x t i c k l a b e l s ’ ) , v i s i b l e=False )
sp3a . e r r o rba r ( data ar ray [ o l d bo t t l e , o c o l ] . astype (None ) , mean mrefs , s td mre f s , c o l o r= ’ blue ’ ,
fmt=’o− ’ , e c o l o r =’r ’ , c ap s i z e=3) #, l a b e l =’\ de l t a \ ;ˆ{13}C (\% 0 )  Ref Peaks ’
842 pylab . setp ( pylab . getp ( pylab . gca ( ) , ’ x t i c k l a b e l s ’ ) , v i s i b l e=True )
sp3a . legend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e
=8) ) #’best ’ 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
# new bo t t l e
mean mrefs = map( lambda x : mean(x ) , z ip ( data ar ray [ new bott le , i c o l −2] . astype ( f l o a t ) , data ar ray [
new bott le , i c o l +2] . astype ( f l o a t ) ) )
s td mre f s = map( lambda x : std (x ) , z ip ( data ar ray [ new bott le , i c o l −2] . astype ( f l o a t ) , data ar ray [
new bott le , i c o l +2] . astype ( f l o a t ) ) )
847 sp3b . p l o t da t e ( data ar ray [ new bott le , o c o l ] . astype (None ) , mean mrefs , c o l o r= ’ blue ’ , fmt=’o− ’ ,
t z=None , xdate=True , ydate=False , l a b e l =’\ de l t a \ ;ˆ{13}C (\% 0 )  Ref Peaks ’ )
pylab . setp ( pylab . getp ( pylab . gca ( ) , ’ x t i c k l a b e l s ’ ) , v i s i b l e=False )
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sp3b . e r r o rba r ( data ar ray [ new bott le , o c o l ] . astype (None ) , mean mrefs , s td mre f s , c o l o r= ’ blue ’ ,
fmt=’o− ’ , e c o l o r =’r ’ , c ap s i z e=3) #, l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   Ref Peaks ’
pylab . setp ( pylab . getp ( pylab . gca ( ) , ’ x t i c k l a b e l s ’ ) , v i s i b l e=True )
#sp3b . legend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s (
s i z e =8) ) #’best ’ 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
852
### Add the methan r e f data
i f p l o t mr e f s p l == ’on ’ and l i b == 1 :
# ## Calcu la te the s p l i n e f i t o f Methane Ref data (x=date o rd ina l y= raw i so topy )
# sp l mre f = sc ipy . i n t e r p o l a t e . sp l r ep ( l i b a r r a y n l s t [ 0 ] [ : , −1]. astype (None ) , l i b a r r a y n l s t
[ 0 ] [ : , 2 ] . astype (None ) , k=sp l o rd , s=spl smth )
857 # sp lmre f x = arange (min ( l i b a r r a y n l s t [ 0 ] [ : , −1]. astype (None ) ) , max( l i b a r r a y n l s t [ 0 ] [ : , −1].
astype (None ) ) +1.0/ enlargement [ 0 ] , 1 .0/ enlargement [ 0 ] ) # reduce s tepp ing between x−datapo ints
# sp lmre f y = sc ipy . i n t e r p o l a t e . sp l ev ( sp lmre f x , sp l mre f )
#
pylab . p l o t da t e ( l i b a r r a y n l s t [ 0 ] [ : , −1]. astype (None ) , l i b a r r a y n l s t [ 0 ] [ : , 2 ] . astype (None ) ,
c o l o r= ’ 0 . 8 5 ’ , fmt=’o− ’ , t z=None , xdate=True , ydate=False , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\%
0 )  ’+ ’ o f methane r e f s . ’ )
pylab . p l o t da t e ( sp lmre f x , sp lmre f y , c o l o r= ’mediumorchid ’ , fmt= ’− ’ , lw=2, tz=None , xdate=
True , ydate=False , l a b e l=s l a b e l +’ methane r e f s t o t a l range ’ )
862 #pylab . p l o t da t e ( mre f r s p l a r [ : , 0 ] , m r e f r s p l a r [ : , 1 ] , c o l o r= ’ dodgerblue ’ , fmt= ’− ’ , lw=2, tz=
None , xdate=True , ydate=False , l a b e l=s l a b e l +’ methane r e f s ind iv . ranges ’ )
e l s e :
mean mrefs = map( lambda x : mean(x ) , z ip ( data ar ray [ : , i c o l −2] . astype ( f l o a t ) , data ar ray [ : , i c o l
+2] . astype ( f l o a t ) ) )
s td mre f s = map( lambda x : std (x ) , z ip ( data ar ray [ : , i c o l −2] . astype ( f l o a t ) , data ar ray [ : , i c o l +2] .
astype ( f l o a t ) ) )
867 sp3 = f i g . add subplot (313 , sharex=sp1 )
sp3 . s e t y l a b e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )   Ref Peaks ’ )
sp3 . s e t x l a b e l ( ’ Measurement date range ’ )
sp3 . p l o t ( ind , mean mrefs , ’ o− ’ , c o l o r= ’ blue ’ , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   Ref Peaks ’ )
pylab . setp ( pylab . getp ( sp3 , ’ x t i c k l a b e l s ’ ) , v i s i b l e=False )
872 sp3 . e r r o rba r ( ind , mean mrefs , s td mre f s , c o l o r= ’ blue ’ , fmt=’o− ’ , e c o l o r =’r ’ , c ap s i z e=3) #,
l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   Ref Peaks ’
pylab . setp ( pylab . getp ( sp3 , ’ x t i c k l a b e l s ’ ) , v i s i b l e=True )
sp3 . xax i s . s e t ma jo r f o rmat t e r ( t i c k e r . FuncFormatter ( format date ) )
yfmt = sp3 . yax i s . g e t ma jo r f o rmat t e r ( )
yfmt . s e t s c i e n t i f i c ( Fa l se )
877 sp3 . i n v e r t y a x i s
f i g . autofmt xdate ( )
sp3 . legend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e
=8) ) #’best ’ 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
sp3 . au to s ca l e v i ew ( t i gh t=False )
## Adjustments e tc .
882 i f ’20ml ’ in typus :
f i g . s ubp l o t s ad ju s t ( l e f t =0.06 , bottom=0.06 , r i gh t =0.96 , top=0.94 , hspace =0.12 , wspace = 0 .10 )
e l i f l i b == 1 :
f i g . s ubp l o t s ad ju s t ( l e f t =0.06 , bottom=0.06 , r i gh t =0.96 , top=0.96 , hspace =0.12)
e l s e :
887 f i g . s ubp l o t s ad ju s t ( l e f t =0.06 , r i gh t =0.96 , top=0.96 , bottom=0.1 , hspace =0.12)
## append f i g u r e to the p l o t l i s t
892 #r e f a d i c . append ({ ’ cat ’ : data cat [ l i b ] , ’ type ’ : typus , ’ data ’ : data array , ’ f i g ’ : f i g , ’ iso mean (n=%s ) ’%(
rep ) : mn correfa , ’ i s o s t d e v (n=%s ) ’%( rep ) : s t d c o r r e f a })
de f sample p lot ( smpl dsrt , o co l , i c o l , s p l r e f l o l d x , s p l r e f l o l d y ) :
897 o r g l a b e l=data cat [2 ]+ ’ l i b r a r y data ( uncorrected ) ’
tmcor l abe l=data cat [2 ]+ ’ ( s p l i n e co r r e c t ed ) ’
#tmcor r idc = tup le ( where ( data ar ray [ : , −1 ] . astype (None ) !=0 .0) [ 0 ] ) # s e l e c t the i n d i c e s o f the tm
cor r . c o l where data =! 0
######################
902 ### Sample Figure 1
### Plot Sample data by depth and Age and the Methane Concentrat ion
##############
smp l f i g 1=pylab . f i g u r e ( f i g s i z e =[ f wh , f h t ] )
pylab . f i g t e x t ( 0 . 8 , 0 . 02 , ’ c r eated : ’+asct ime ( l o c a l t ime ( ) ) , s i z e =9)
907 ## PLot the tm cor r datase t a lone with [CH4] ax i s
pylab . subplot (211)
pylab . t i t l e ( ’ Sp l ine Corrected va lues o f ’+data cat [2 ]+ ’ data ’ )
pylab . y l ab e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’ )
#pr in t smpl dsr t [ : , ( 0 , 1 , 2 , i c o l ,−4,−3,−2,−1) ]
912
c o r r i d c = tup le ( where ( smpl dsr t [ : , o c o l +1] . astype (None ) !=0 .0) [ 0 ] ) # Return those ind i c e s , where
age in format ion i s pre sent and make a tup l e o f i t
s l i b d p s r t r e d = smpl dsr t . take ( array ( c o r r i d c ) , ax i s=−2) # get the l i b r a r y e n t r i e s o f those
i n d i c e s
#pr in t s l i b d p s r t r e d [ : , ( 0 , 1 , 2 , i c o l ,−4,−3,−2,−1) ] , c o r r i d c
917 # p lo t uncorr datase t by depth
pylab . p l o t ( s l i b d p s r t r e d [ : , 2 ] . astype (None ) , s l i b d p s r t r e d [ : , i c o l ] . astype (None ) , ’ o− ’ , c o l o r= ’
red ’ , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ o r g l a b e l )
## Inve r s e y−ax i s
pylab . gca ( ) . s e t y l im ( pylab . gca ( ) . g e t y l im ( ) [ : : − 1 ] )
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922 # p lo t tm cor r datase t
pylab . p l o t ( s l i b d p s r t r e d [ : , 2 ] . astype (None ) , s l i b d p s r t r e d [ : , o c o l +1] . astype (None ) , ’ o− ’ , c o l o r=
’ darkblue ’ , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ tmcor l abe l )
i f p l o t o r i g i n == ’on ’ and i c e o r i g i n i s ’EDML’ :
de f i c e o r i g ( name col ) :
927 ’ ’ ’ Find the name s t r i n g s o f the i nd i v i dua l i c e o r i g i n s in the spec . Column and return t h e i r
index tuples ’ ’ ’
o r i g aw i = l i s t ( where ( name col==’EDML−AWI’ ) [ 0 ] )
o r i g b e rn = l i s t ( where ( name col==’EDML−Bern ’ ) [ 0 ] )
o r i g b e rn . extend ( l i s t ( where ( name col==’EDML−BERN’ ) [ 0 ] ) )
o r i g g r b l = l i s t ( where ( name col==’EDML−Grbl ’ ) [ 0 ] )
932 o r i g g r b l . extend ( l i s t ( where ( name col==’EDML−Grenoble ’ ) [ 0 ] ) )
re turn tup l e ( s o r t ( o r i g aw i ) ) , tup l e ( s o r t ( o r i g b e rn ) ) , tup l e ( s o r t ( o r i g g r b l ) )
# get the i n d i c e s o f the i c e o r i g i n
or ig awi , o r i g bern , o r i g g r b l=i c e o r i g ( s l i b d p s r t r e d [ : , 1 ] )
# p lo t tm cor r datase t i c e o r i g i n
937 pylab . p l o t ( s l i b d p s r t r e d [ o r i g g r b l , 2 ] . astype (None ) , s l i b d p s r t r e d [ o r i g g r b l , o c o l +1] . astype (
None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ yel low ’ , l a b e l =’Grenoble samples ’ )
pylab . p l o t ( s l i b d p s r t r e d [ o r ig awi , 2 ] . astype (None ) , s l i b d p s r t r e d [ o r ig awi , o c o l +1] . astype (
None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ white ’ , l a b e l =’AWI samples ’ )
pylab . p l o t ( s l i b d p s r t r e d [ o r i g bern , 2 ] . astype (None ) , s l i b d p s r t r e d [ o r i g bern , o c o l +1] . astype (
None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ red ’ , l a b e l =’Bern Samples ’ )
pylab . legend ( l o c =2, numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e =10) ) #’best ’
0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
942 i f i c e o r i g i n i s ’EDML’ :
## Add the second y−ax i s with [CH4] data
ax2 = pylab . twinx ( )
pylab . y l ab e l ( ’   [ CH 4 ]   in ppbv ’ , c o l o r =’g ’ )
# determine the CH4 depth range f o r p l o t t i n g
947 min idx , max idx=ex t i d c ( ch4 data [ ’ data ’ ] [ : , ch4 data [ ’ dth−idx ’ ] ] , min ( s l i b d p s r t r e d [ : , 2 ] . astype (
f l o a t ) . round ( dec imals=0) ) ,max( s l i b d p s r t r e d [ : , 2 ] . astype ( f l o a t ) . round ( dec imals=0) ) ,0 )
i f min idx>=3 and max idx<=(len ( ch4 data [ ’ data ’ ] ) −3) :
pylab . p l o t ( ch4 data [ ’ data ’ ] [ min idx −3:max idx , ch4 data [ ’ dth−idx ’ ] ] , ch4 data [ ’ data ’ ] [ min idx
−3:max idx , ch4 data [ ’ dat−idx ’ ] ] , ’ g− ’ , l a b e l =’ CH 4  ’ )
e l s e :
pylab . p l o t ( ch4 data [ ’ data ’ ] [ min idx −3: , ch4 data [ ’ dth−idx ’ ] ] , ch4 data [ ’ data ’ ] [ min idx −3: ,
ch4 data [ ’ dat−idx ’ ] ] , ’ g− ’ , l a b e l =’ CH 4  ’ )
952 pylab . y t i c k l a b e l s = pylab . getp ( pylab . gca ( ) , ’ y t i c k l a b e l s ’ )
pylab . setp ( pylab . y t i c k l a b e l s , ’ co lo r ’ , ’ g ’ , f o n t s i z e =’medium ’ )
pylab . gca ( ) . au to s ca l e v i ew ( t i gh t=True , s c a l e x=True , s c a l e y=False )
#pylab . xlim (comp [ min idx −3 ,0 ] . astype ( f l o a t ) . round ( dec imals=0) ,comp [ max idx , 0 ] . astype ( f l o a t ) . round (
dec imals=0) )
957 #pr in t pylab . Axis . g e t v i ew i n t e r v a l ( )
######################
## Plot the tm cor r datase t with mean va lues o f the same depth
##############
962 s f i g 1 s p l 2=smp l f i g 1 . add subplot (212)#, sharex=s f i g 1 s p l 1
s f i g 1 s p l 2 . s e t y l a b e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’ )
s f i g 1 s p l 2 . s e t x l a b e l ( ’ Depth range ’ )
i f i c e o r i g i n i s ’EDML’ :
967 ## Cal l de f s amp l e r e p l i c a t e s to f i nd r e p l i c a t e s in sample data , c a l c u l a t e a mean and std dev
o f those rep l , append colums with i t s data to array and de l the 2nd r ep l
## This i s used f o r the e r ro rba r p l o t s
s l i b dp s r t r e d , smpl dsrt , mn uncor col , s td unco r co l , r e p l i d c = samp l e r e p l i c a t e s ( smpl dsrt ,
i c o l , o c o l )
## Plot the tm co r r e c t ed datase t in a new f i g u r e with e r r o rba r s
# uncorr
972 s f i g 1 s p l 2 . e r r o rba r ( s l i b d p s r t r e d [ : , 2 ] . astype (None ) , mn uncor col , s td unco r co l , c o l o r= ’ red
’ , fmt=’o− ’ , e c o l o r =’b ’ , c ap s i z e =3, l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ o r g l a b e l )
# tm cor r
s f i g 1 s p l 2 . e r r o rba r ( s l i b d p s r t r e d [ : , 2 ] . astype (None ) , s l i b d p s r t r e d [ : , −2 ] . astype (None ) ,
s l i b d p s r t r e d [ : , −1 ] . astype (None ) , c o l o r= ’ darkblue ’ , fmt=’o− ’ , e c o l o r =’k ’ , c ap s i z e =3,
l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ tmcor l abe l ) #, v i s i b l e=False , l a b e l =’Standard dev i a t i on
in  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’
s f i g 1 s p l 2 . au to s ca l e v i ew ( t i gh t=True , s c a l e x=True , s c a l e y=False )
977 ## Add the second y−ax i s with [CH4] data
s f i g 1 b s p l 1 = pylab . twinx ( )
s f i g 1 b s p l 1 . s e t y l a b e l ( ’   [ CH 4 ]   in ppbv ’ , c o l o r =’g ’ )
i f min idx>=3 and max idx <=(len ( ch4 data [ ’ data ’ ] ) −3) :
s f i g 1 b s p l 1 . p l o t ( ch4 data [ ’ data ’ ] [ min idx −3:max idx , ch4 data [ ’ dth−idx ’ ] ] , ch4 data [ ’ data ’ ] [
min idx −3:max idx , ch4 data [ ’ dat−idx ’ ] ] , ’ g− ’ , l a b e l =’ CH 4  ’ )
982 e l s e :
s f i g 1 b s p l 1 . p l o t ( ch4 data [ ’ data ’ ] [ min idx −3: , ch4 data [ ’ dth−idx ’ ] ] , ch4 data [ ’ data ’ ] [ min idx
−3: , ch4 data [ ’ dat−idx ’ ] ] , ’ g− ’ , l a b e l =’ CH 4  ’ )
pylab . setp ( pylab . getp ( s f i g 1b sp l 1 , ’ y t i c k l a b e l s ’ ) , ’ co lo r ’ , ’ g ’ , f o n t s i z e =’medium ’ )
i f p l o t o r i g i n == ’on ’ :
987 # get the i n d i c e s o f the i c e o r i g i n
or ig awi , o r i g bern , o r i g g r b l=i c e o r i g ( s l i b d p s r t r e d [ : , 1 ] )
# p lo t them
s f i g 1 s p l 2 . p l o t ( s l i b d p s r t r e d [ o r i g g r b l , 2 ] . astype (None ) , s l i b d p s r t r e d [ o r i g g r b l , −2].
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ yel low ’ , l a b e l =’Grenoble samples ’ )
D.2 Post processing 277
s f i g 1 s p l 2 . p l o t ( s l i b d p s r t r e d [ o r ig awi , 2 ] . astype (None ) , s l i b d p s r t r e d [ o r ig awi , −2]. astype
(None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ white ’ , l a b e l =’AWI samples ’ )
992 s f i g 1 s p l 2 . p l o t ( s l i b d p s r t r e d [ o r i g bern , 2 ] . astype (None ) , s l i b d p s r t r e d [ o r i g bern , −2].
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ red ’ , l a b e l =’Bern Samples ’ )
s f i g 1 s p l 2 . i n v e r t y a x i s ( )
e l s e :
s f i g 1 s p l 2 . p l o t ( s l i b d p s r t r e d [ : , 2 ] . astype (None ) , s l i b d p s r t r e d [ : , i c o l ] . astype (None ) , ’ o− ’ ,
c o l o r= ’ red ’ , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ o r g l a b e l )
s f i g 1 s p l 2 . p l o t ( s l i b d p s r t r e d [ : , 2 ] . astype (None ) , s l i b d p s r t r e d [ : , o c o l +1] . astype (None ) , ’ o
− ’ , c o l o r= ’ darkblue ’ , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ tmcor l abe l )
997 #xfmt = s f i g 1 s p l 2 . xax i s . g e t ma jo r f o rmat t e r ( )
#xfmt . s e t powe r l im i t s ((−2 , 10) )
#s f i g 1 s p l 2 . xax i s . g e t ma jo r f o rmat t e r ( ) . s e t s c i e n t i f i c ( Fa l se )
#xfmt . s e t s c i e n t i f i c ( Fa l se )
s f i g 1 s p l 2 . l egend ( l o c =2, numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e =10) )#’
best ’ 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
1002
smp l f i g 1 . s ubp l o t s ad ju s t ( l e f t =0.06 , bottom=0.06 , r i gh t =0.94 , top=0.96 , hspace =0.12)
#pylab . c l o s e ( smp l f i g 1 )
1007 ######################
### Sample Figure 2
### Plot Neumayer co r r e c t ed data by depth and age with mean e r r o r s
##############
tmcor l abe l=data cat [2 ]+ ’ (Neumayer+sp l i n e co r r e c t ed ) ’
1012 smp l f i g 2=pylab . f i g u r e ( f i g s i z e =[ f wh , f h t ] )
pylab . f i g t e x t ( 0 . 8 , 0 . 02 , ’ c r eated : ’+asct ime ( l o c a l t ime ( ) ) , s i z e =9)
## PLot the tm cor r datase t a lone with [CH4] ax i s
s f i g 2 s p l 1=smp l f i g 2 . add subplot (211)
s f i g 2 s p l 1 . s e t t i t l e ( ’ Neumayer Corrected va lues o f ’+data cat [2 ]+ ’ data ’ )
1017 s f i g 2 s p l 1 . s e t y l a b e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’ )
s f i g 2 s p l 1 . s e t x l a b e l ( ’ Depth range [m] ’ )
i f i c e o r i g i n i s ’EDML’ :
1022 ## Plot the tm co r r e c t ed datase t in a new f i g u r e with e r r o rba r s
# uncorr
s f i g 2 s p l 1 . e r r o rba r ( s l i b d p s r t r e d [ : , 2 ] . astype (None ) , mn uncor col , s td unco r co l , c o l o r= ’ red
’ , fmt=’o− ’ , e c o l o r =’b ’ , c ap s i z e =3, l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ o r g l a b e l )
#tm cor r e c t ed
s f i g 2 s p l 1 . e r r o rba r ( s l i b d p s r t r e d [ : , 2 ] . astype (None ) , s l i b d p s r t r e d [ : , −2 ] . astype (None ) ,
s l i b d p s r t r e d [ : , −1 ] . astype (None ) , c o l o r= ’ darkblue ’ , fmt=’o− ’ , e c o l o r =’k ’ , c ap s i z e =3,
l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ tmcor l abe l ) #, v i s i b l e=False , l a b e l =’Standard dev i a t i on
in  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’
1027
i f p l o t o r i g i n == ’on ’ :
s f i g 2 s p l 1 . p l o t ( s l i b d p s r t r e d [ o r i g g r b l , 2 ] . astype (None ) , s l i b d p s r t r e d [ o r i g g r b l , −2].
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ yel low ’ , l a b e l =’Grenoble samples ’ )
s f i g 2 s p l 1 . p l o t ( s l i b d p s r t r e d [ o r ig awi , 2 ] . astype (None ) , s l i b d p s r t r e d [ o r ig awi , −2]. astype
(None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ white ’ , l a b e l =’AWI samples ’ )
s f i g 2 s p l 1 . p l o t ( s l i b d p s r t r e d [ o r i g bern , 2 ] . astype (None ) , s l i b d p s r t r e d [ o r i g bern , −2].
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ red ’ , l a b e l =’Bern Samples ’ )
1032
## Add the second y−ax i s with [CH4] data
s f i g 2 s p l 1 b = s f i g 2 s p l 1 . twinx ( )
s f i g 2 s p l 1 b . s e t y l a b e l ( ’   [ CH 4 ]   in ppbv ’ , c o l o r =’g ’ )
i f min idx>=3 and max idx <=(len ( ch4 data [ ’ data ’ ] ) −3) :
1037 s f i g 2 s p l 1 b . p l o t ( ch4 data [ ’ data ’ ] [ min idx −3:max idx , ch4 data [ ’ dth−idx ’ ] ] , ch4 data [ ’ data ’ ] [
min idx −3:max idx , ch4 data [ ’ dat−idx ’ ] ] , ’ g− ’ , l a b e l =’ CH 4  ’ )
e l s e :
s f i g 2 s p l 1 b . p l o t ( ch4 data [ ’ data ’ ] [ min idx −3: , ch4 data [ ’ dth−idx ’ ] ] , ch4 data [ ’ data ’ ] [ min idx
−3: , ch4 data [ ’ dat−idx ’ ] ] , ’ g− ’ , l a b e l =’ CH 4  ’ )
pylab . setp ( pylab . getp ( s f i g 2 s p l 1 b , ’ y t i c k l a b e l s ’ ) , ’ co lo r ’ , ’ g ’ , f o n t s i z e =’medium ’ )
s f i g 2 s p l 1 b . au to s ca l e v i ew ( t i gh t=True , s c a l e x=True , s c a l e y=False )
1042
e l s e :
s f i g 2 s p l 1 . p l o t ( s l i b d p s r t r e d [ : , 2 ] . astype (None ) , s l i b d p s r t r e d [ : , i c o l ] . astype (None ) , ’ o− ’ ,
c o l o r= ’ red ’ , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ o r g l a b e l )
s f i g 2 s p l 1 . p l o t ( s l i b d p s r t r e d [ : , 2 ] . astype (None ) , s l i b d p s r t r e d [ : , o c o l +1] . astype (None ) , ’ o
− ’ , c o l o r= ’ darkblue ’ , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ tmcor l abe l )
## Inve r s e y−ax i s e t c .
1047 s f i g 2 s p l 1 . l egend ( l o c =2, numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e =10) ) #’
best ’ 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
s f i g 2 s p l 1 . i n v e r t y a x i s ( )
# Re−s o r t the datase t f o r p l o t t i n g by age
1052 #s l i b d p s r t r e d = s l i b d p s r t r e d . take ( a r g s o r t ( s l i b d p s r t r e d [ : , −3 ] . astype (None ) ) , ax i s=−2) # Sort
by age column
#mn uncor age = array ( mn uncor col , ndmin=2) . t ranspose ( ) . take ( a r g so r t ( s l i b d p s r t r e d [ : , −3 ] . astype (
None ) ) , ax i s=−2)
#pr in t s l i b d p s r t r e d . shape , l en ( mn uncor age ) , mn uncor age . shape
## Plot the tm cor r datase t a lone with mean va lues o f the same depth
s f i g 2 s p l 2=smp l f i g 2 . add subplot (212)
1057 s f i g 2 s p l 2 . s e t y l a b e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’ )
s f i g 2 s p l 2 . s e t x l a b e l ( ’% s Age range ’%( age cho i c e ) )
i f i c e o r i g i n i s ’EDML’ :
278 D. Python Code
## Plot the tm co r r e c t ed datase t in a new subplot with e r r o rba r s
1062 # uncorr
s f i g 2 s p l 2 . e r r o rba r ( s l i b d p s r t r e d [ : , −3 ] . astype (None ) , mn uncor col , s td unco r co l , c o l o r= ’ red
’ , fmt=’o− ’ , e c o l o r =’b ’ , c ap s i z e =3, l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ o r g l a b e l )
# tmcorr
s f i g 2 s p l 2 . e r r o rba r ( s l i b d p s r t r e d [ : , −3 ] . astype (None ) , s l i b d p s r t r e d [ : , −2 ] . astype (None ) ,
s l i b d p s r t r e d [ : , −1 ] . astype (None ) , c o l o r= ’ darkblue ’ , fmt=’o− ’ , e c o l o r =’k ’ , c ap s i z e =3,
l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ tmcor l abe l ) #, v i s i b l e=False , l a b e l =’Standard dev i a t i on
in  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’
i f p l o t o r i g i n == ’on ’ and i c e o r i g i n i s ’EDML’ :
1067
#or ig awi , o r i g bern , o r i g g r b l=i c e o r i g ( s l i b d p s r t r e d [ : , 1 ] )
s f i g 2 s p l 2 . p l o t ( s l i b d p s r t r e d [ o r i g g r b l , −3 ] . astype (None ) , s l i b d p s r t r e d [ o r i g g r b l , −2].
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ yel low ’ , l a b e l =’Grenoble samples ’ )
s f i g 2 s p l 2 . p l o t ( s l i b d p s r t r e d [ o r ig awi , −3 ] . astype (None ) , s l i b d p s r t r e d [ o r ig awi , −2].
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ white ’ , l a b e l =’AWI samples ’ )
s f i g 2 s p l 2 . p l o t ( s l i b d p s r t r e d [ o r i g bern , −3 ] . astype (None ) , s l i b d p s r t r e d [ o r i g bern , −2].
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ red ’ , l a b e l =’Bern Samples ’ )
1072
## Add the second y−ax i s with [CH4] data
s f i g 2 s p l 2 b = s f i g 2 s p l 2 . twinx ( )
s f i g 2 s p l 2 b . s e t y l a b e l ( ’   [ CH 4 ]   in ppbv ’ , c o l o r =’g ’ )
# determine the CH4 age range f o r p l o t t i n g
1077 min idx , max idx=ex t i d c ( ch4 data [ ’ data ’ ] [ : , ch4 data [ ’ age−idx ’ ] ] , min ( s l i b d p s r t r e d [ : , −3 ] . astype
( f l o a t ) . round ( dec imals=−1)) ,max( s l i b d p s r t r e d [ : , −3 ] . astype ( f l o a t ) . round ( dec imals=−1)) ,−1)
#min idx , max idx=ex t i d c (comp [ : , 1 ] , min ( ) ,max( ) ,−2)
i f min idx>=3 and max idx <=(len ( ch4 data [ ’ data ’ ] ) −3) :
s f i g 2 s p l 2 b . p l o t ( ch4 data [ ’ data ’ ] [ min idx −3:max idx , ch4 data [ ’ age−idx ’ ] ] , ch4 data [ ’ data ’ ] [
min idx −3:max idx , ch4 data [ ’ dat−idx ’ ] ] , ’ g− ’ , l a b e l =’ CH 4  ’ , )
e l s e :
1082 s f i g 2 s p l 2 b . p l o t ( ch4 data [ ’ data ’ ] [ min idx −3: , ch4 data [ ’ age−idx ’ ] ] , ch4 data [ ’ data ’ ] [ min idx
−3: , ch4 data [ ’ dat−idx ’ ] ] , ’ g− ’ , l a b e l =’ CH 4  ’ , )
pylab . setp ( pylab . getp ( s f i g 2 s p l 2 b , ’ y t i c k l a b e l s ’ ) , ’ co lo r ’ , ’ g ’ , f o n t s i z e =’medium ’ )
s f i g 2 s p l 2 b . au to s ca l e v i ew ( t i gh t=True , s c a l e x=True , s c a l e y=False )
e l s e :
1087 s f i g 2 s p l 2 . p l o t ( s l i b d p s r t r e d [ : , −3 ] . astype (None ) , s l i b d p s r t r e d [ : , i c o l ] . astype (None ) , ’ o− ’ ,
c o l o r= ’ red ’ , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ o r g l a b e l )
s f i g 2 s p l 2 . p l o t ( s l i b d p s r t r e d [ : , −3 ] . astype (None ) , s l i b d p s r t r e d [ : , o c o l +1] . astype (None ) , ’ o
− ’ , c o l o r= ’ darkblue ’ , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ tmcor l abe l )
## Inve r s e y−ax i s e t c .
s f i g 2 s p l 2 . l egend ( l o c =2, numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e =10) ) #’
best ’ 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
1092 s f i g 2 s p l 2 . i n v e r t y a x i s ( )
# ## Plot the two methane r e f peaks
# pylab . subplot (313)
# pylab . y l ab e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )   Ref Peaks ’ )
1097 # pylab . x l ab e l ( ’ Gicc05 Age range ’ )
# pylab . e r r o rba r ( s l i b d p s r t r e d [ : , −3 ] . astype (None ) , map( lambda x : mean(x ) , z ip ( s l i b d p s r t r e d [ : , 4 ] .
astype ( f l o a t ) , s l i b d p s r t r e d [ : , 8 ] . astype ( f l o a t ) ) ) , map( lambda x : std (x ) , z ip ( s l i b d p s r t r e d [ : , 4 ] .
astype ( f l o a t ) , s l i b d p s r t r e d [ : , 8 ] . astype ( f l o a t ) ) ) , c o l o r= ’ red ’ , fmt=’o− ’ , e c o l o r =’b ’ , c ap s i z e =3,
l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   Ref Peaks ’ )
pylab . s ubp l o t s ad ju s t ( l e f t =0.06 , bottom=0.06 , r i gh t =0.94 , top=0.96 , hspace =0.12)
#pylab . c l o s e ( smp l f i g 2 )
1102
###########################################
### Sample Figure 3
### Plot data f o r co r r e c t ed / uncorrected comparison by age
## Subplot 1 − Plot the co r r . datase t aga in s t CH4 Konz . with depth
1107 ##############
i f i c e o r i g i n i s ’EDML’ :
smp l f i g 3=pylab . f i g u r e ( f i g s i z e =[ f wh , f h t ] )
pylab . f i g t e x t ( 0 . 8 , 0 . 02 , ’ c r eated : ’+asct ime ( l o c a l t ime ( ) ) , s i z e =9)
## PLot the uncorr datase t a lone with [CH4] ax i s
1112 s f i g 3 s p l 1=smp l f i g 3 . add subplot (211)
s f i g 3 s p l 1 . s e t t i t l e ( ’ Corrected ’+data cat [2 ]+ ’ data vs . [ CH  4  ] and [ CO  2  ] ’ )
s f i g 3 s p l 1 . s e t y l a b e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’ )
s f i g 3 s p l 1 . s e t x l a b e l ( ’ Sample Depth ’ )
1117 # Plot the uncorr datase t with e r r o rba r s
#s f i g 3 s p l 1 . s e t e r r o r b a r ( s l i b d p s r t r e d [ : , −3 ] . astype (None ) , mn uncor col , s td unco r co l , c o l o r=
’ red ’ , fmt=’o− ’ , e c o l o r =’b ’ , c ap s i z e =3, l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ o r g l a b e l )
## Plot the tm co r r e c t ed datase t with e r r o rba r s
s f i g 3 s p l 1 . e r r o rba r ( s l i b d p s r t r e d [ : , 2 ] . astype (None ) , s l i b d p s r t r e d [ : , −2 ] . astype (None ) ,
s l i b d p s r t r e d [ : , −1 ] . astype (None ) , c o l o r= ’ darkblue ’ , fmt=’o− ’ , e c o l o r =’k ’ , c ap s i z e =3,
l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ tmcor l abe l ) #, v i s i b l e=False , l a b e l =’Standard dev i a t i on
in  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’
r e p l=f i nd ( s l i b d p s r t r e d [ : ,3 ]== ’G01+G02 ’ )
1122 from matp lo t l ib . t rans forms import o f f s e t c o py
t r an sO f f s e t = o f f s e t c o py ( s f i g 3 s p l 1 . transData , f i g=smpl f i g3 , x=−0.1, y=0.20 , un i t s=’ inches ’ )
f o r x , y , stdev in z ip ( s l i b d p s r t r e d [ rep l , 2 ] . astype (None ) , s l i b d p s r t r e d [ rep l , −2 ] . astype (None
) , s l i b d p s r t r e d [ rep l , −1 ] . astype (None ) ) :
pylab . t ext (x , y , ’%.3 f ’ % ( stdev ) , f o n t s i z e =8, transform=t ran sO f f s e t )
1127 i f p l o t o r i g i n == ’on ’ :
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# # uncorr va lues
# s f i g 3 s p l 1 . s e t p l o t ( s l i b d p s r t r e d [ o r i g g r b l , −3 ] . astype (None ) , mn uncor age [ o r i g g r b l , 0 ] .
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ yel low ’ , l a b e l =’Grenoble samples ’ )
# s f i g 3 s p l 1 . s e t p l o t ( s l i b d p s r t r e d [ o r ig awi , −3 ] . astype (None ) , mn uncor age [ o r ig awi , 0 ] .
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ white ’ , l a b e l =’AWI samples ’ )
# s f i g 3 s p l 1 . s e t p l o t ( s l i b d p s r t r e d [ o r i g bern , −3 ] . astype (None ) , mn uncor age [ o r i g bern , 0 ] .
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ red ’ , l a b e l =’Bern Samples ’ )
1132 # cor r datase t
s f i g 3 s p l 1 . p l o t ( s l i b d p s r t r e d [ o r i g g r b l , 2 ] . astype (None ) , s l i b d p s r t r e d [ o r i g g r b l , −2].
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ yel low ’ , l a b e l =’Grenoble samples ’ )
s f i g 3 s p l 1 . p l o t ( s l i b d p s r t r e d [ o r ig awi , 2 ] . astype (None ) , s l i b d p s r t r e d [ o r ig awi , −2]. astype
(None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ white ’ , l a b e l =’AWI samples ’ )
s f i g 3 s p l 1 . p l o t ( s l i b d p s r t r e d [ o r i g bern , 2 ] . astype (None ) , s l i b d p s r t r e d [ o r i g bern , −2].
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ red ’ , l a b e l =’Bern Samples ’ )
i f p l o t h e i n == ’ yes ’ :
1137 min idx , max idx=ex t i d c ( ch4 data [ ’ data ’ ] [ : , ch4 data [ ’ dth−idx ’ ] ] , min ( smpl dsr t [ : , 2 ] . astype (
f l o a t ) . round ( )−1) ,max( smpl dsr t [ : , 2 ] . astype ( f l o a t ) . round ( )−1) ,0)
i f min idx>=5 and max idx<=(len ( ch4 data [ ’ data ’ ] ) −5) :
sp l agedep = sc ipy . i n t e r p o l a t e . sp l r ep ( ch4 data [ ’ data ’ ] [ min idx −5:max idx , ch4 data [ ’ age−
idx ’ ] ] . astype ( f l o a t ) , ch4 data [ ’ data ’ ] [ min idx −5:max idx , ch4 data [ ’ dth−idx ’ ] ] .
astype ( f l o a t ) , k=sp l o rd , s=spl smth )
e l s e :
sp l agedep = sc ipy . i n t e r p o l a t e . sp l r ep ( ch4 data [ ’ data ’ ] [ min idx : , ch4 data [ ’ age−idx ’ ] ] .
astype ( f l o a t ) , ch4 data [ ’ data ’ ] [ min idx : , ch4 data [ ’ dth−idx ’ ] ] . astype ( f l o a t ) , k=
sp l o rd , s=spl smth )
1142 he in dep = sc ipy . i n t e r p o l a t e . sp l ev ( [ h 1000.0 f o r h in h e i n r i c h da t e s ] , sp l agedep )
[ ( s f i g 3 s p l 1 . axvspan (xmin=(hevent−15) , xmax=(hevent+15) , f a c e c o l o r =’g ’ , edgeco l o r=’g ’ ,
alpha =0.05) ) f o r hevent in he in dep [ 2 : ] ]
from matp lo t l ib . t rans forms import o f f s e t c o py
t r an sO f f s e t = o f f s e t c o py ( s f i g 3 s p l 1 . transData , f i g=smpl f i g3 , x=−0.1, y=0.20 , un i t s=’ inches
’ )
f o r n , d in enumerate ( he in dep ) :
1147 pylab . t ext (d , −49.0 , ’%s ’ % ( ’H’+ s t r (n) ) , f o n t s i z e =18, transform=t ran sO f f s e t )
## Add the second y−ax i s with [CH4] data
s f i g 3 s p l 1 b = s f i g 3 s p l 1 . twinx ( )
s f i g 3 s p l 1 b . s e t y l a b e l ( ’   [ CH 4 ]   in ppbv ’ , c o l o r =’g ’ )
i f min idx>=3 and max idx <=(len ( ch4 data [ ’ data ’ ] ) −3) :
1152 s f i g 3 s p l 1 b . p l o t ( ch4 data [ ’ data ’ ] [ min idx −3:max idx , ch4 data [ ’ dth−idx ’ ] ] , ch4 data [ ’ data ’ ] [
min idx −3:max idx , ch4 data [ ’ dat−idx ’ ] ] , ’ g− ’ , l a b e l =’ CH 4  ’ , )
e l s e :
s f i g 3 s p l 1 b . p l o t ( ch4 data [ ’ data ’ ] [ min idx −3: , ch4 data [ ’ dth−idx ’ ] ] , ch4 data [ ’ data ’ ] [ min idx
−3: , ch4 data [ ’ dat−idx ’ ] ] , ’ g− ’ , l a b e l =’ CH 4  ’ , )
pylab . setp ( pylab . getp ( s f i g 3 s p l 1 b , ’ y t i c k l a b e l s ’ ) , ’ co lo r ’ , ’ g ’ , f o n t s i z e =’medium ’ )
smp l f i g 3 . s ubp l o t s ad ju s t ( l e f t =0.06 , bottom=0.06 , r i gh t =0.94 , top=0.96 , hspace =0.12)
1157 s f i g 3 s p l 1 b . au to s ca l e v i ew ( t i gh t=True , s c a l e x=True , s c a l e y=False )
## Inve r s e y−ax i s e t c . l en (
l 1=s f i g 3 s p l 1 . l egend ( l o c =2, numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e
=10) ) #’best ’ 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
l 1 . legendPatch . s e t a l pha ( 0 . 5 )
s f i g 3 s p l 1 . i n v e r t y a x i s ( )
1162 s f i g 3 s p l 1 . minor t i cks on ( )
## Add supl . i n f o to subplot
#pr in t l en ( smpl dsr t ) , l en ( f i nd ( s l i b d p s r t r e d [ : ,3 ]== ’G01+G02 ’ ) ) ,mean( s l i b d p s r t r e d [ f i nd (
s l i b d p s r t r e d [ : ,3 ]== ’G01+G02 ’ ) ,−1] . astype ( f l o a t ) . round (3) )
s f i g 3 s p l 1 b . t ext ( 0 . 8 5 , 0 . 1 , ’ Summary :\ nDatasets : %i \ nRep l i ca t e s : %i \nRepl .Mean Stddev : %0.3
f p e rm i l l e ’%( l en ( smpl dsr t ) , l en ( f i nd ( s l i b d p s r t r e d [ : ,3 ]== ’G01+G02 ’ ) ) ,mean(
s l i b d p s r t r e d [ f i nd ( s l i b d p s r t r e d [ : ,3 ]== ’G01+G02 ’ ) ,−1] . astype ( f l o a t ) . round (3) ) ) , bbox=
d i c t ( f a c e c o l o r =”0.5” , alpha =0.2) , f o n t s i z e =10, transform = s f i g 3 s p l 1 b . transAxes )
1167
##############
## Subplot 2 − Plot the co r r . datase t aga in s t CO2 Konz . and Age
##############
ax1= pylab . subplot (212)
1172 pylab . y l ab e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’ )
pylab . x l ab e l ( ’% s Age range ’%( age cho i c e ) )
## Plot the tm co r r e c t ed datase t in a new subplot with e r r o rba r s
l e g = [ ] ; a r t =[ ]
1177 art1=pylab . e r r o rba r ( s l i b d p s r t r e d [ : , −3 ] . astype (None ) , s l i b d p s r t r e d [ : , −2 ] . astype (None ) ,
s l i b d p s r t r e d [ : , −1 ] . astype (None ) , c o l o r= ’ darkblue ’ , fmt=’o− ’ , e c o l o r =’k ’ , c ap s i z e=3) #,
l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ tmcor labe l , v i s i b l e=False , l a b e l =’Standard dev i a t i on in
 \ de l t a \ ;ˆ{13} C  (\% 0 )  ’
a r t . append ( art1 [ 0 ] )
l e g . append ( ’  \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ tmcor l abe l )
i f p l o t o r i g i n == ’on ’ and i c e o r i g i n i s ’EDML’ :
1182 #or ig awi , o r i g bern , o r i g g r b l=i c e o r i g ( s l i b d p s r t r e d [ : , 1 ] )
ar t2=pylab . p l o t ( s l i b d p s r t r e d [ o r i g g r b l , −3 ] . astype (None ) , s l i b d p s r t r e d [ o r i g g r b l , −2].
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ yel low ’ , l a b e l =’Grenoble samples ’ )
a r t . append ( art2 )
art3=pylab . p l o t ( s l i b d p s r t r e d [ o r ig awi , −3 ] . astype (None ) , s l i b d p s r t r e d [ o r ig awi , −2].
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ white ’ , l a b e l =’AWI samples ’ )
a r t . append ( art3 )
1187 art4=pylab . p l o t ( s l i b d p s r t r e d [ o r i g bern , −3 ] . astype (None ) , s l i b d p s r t r e d [ o r i g bern , −2].
astype (None ) , ’ o ’ , c o l o r= ’ darkblue ’ ,ms=4,mfc = ’ red ’ , l a b e l =’Bern Samples ’ )
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ar t . append ( art4 )
#pr in t l e g
l e g . extend ( [ n . g e t l a b e l ( ) f o r n in ax1 . g e t l i n e s ( ) [ 3 : ] ] )
#pr in t l e g
1192 ## Inve r s e y−ax i s e t c .
#pylab . legend ( l o c =2, numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e =10) ) #’
best ’ 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
pylab . gca ( ) . s e t y l im ( pylab . gca ( ) . g e t y l im ( ) [ : : − 1 ] )
# from matp lo t l ib . t rans forms import o f f s e t c o py
t r an sO f f s e t = o f f s e t c o py ( ax1 . transData , f i g=smpl f i g3 , x=−0.1, y=0.20 , un i t s=’ inches ’ )
1197 i f i c e o r i g i n i s ’EDML’ :
#r ep l=f i nd ( s l i b d p s r t r e d [ : ,3 ]== ’G01+G02 ’ )
f o r x , y , dpth in z ip ( s l i b d p s r t r e d [ : , −3 ] . astype (None ) , s l i b d p s r t r e d [ : , −2 ] . astype (None ) ,
s l i b d p s r t r e d [ : , 2 ] ) :
pylab . t ext (x , y , ’%s ’ % ( dpth ) , f o n t s i z e =6, transform=t ran sO f f s e t )
i f p l o t h e i n == ’ yes ’ :
1202 [ ( ax1 . axvspan (xmin=(hevent −0.75)  1000 .0 , xmax=(hevent +0.75)  1000 .0 , f a c e c o l o r =’g ’ ,
edgeco l o r=’g ’ , alpha =0.05) ) f o r hevent in h e i n r i c h da t e s [ 2 : ] ]
## Add the second y−ax i s with [CO2] data
ax2 = pylab . twinx ( )
# Ahn datase t
1207 #mi idx , ma idx=ex t i d c (CO2 ahn [ ’ data ’ ] [ : , 2 ] , min ( s l i b d p s r t r e d [ : , −3 ] . astype ( f l o a t ) . round (
dec imals=−1)) ,max( s l i b d p s r t r e d [ : , −3 ] . astype ( f l o a t ) . round ( dec imals=−1)) ,−1)
pylab . y l ab e l ( ’   [ CO 2 ]   in ppmv ’ , c o l o r =’dodgerblue ’ )
#pylab . e r r o rba r (CO2 ahn [ ’ data ’ ] [ mi idx −3:ma idx +3 ,2 ] . astype ( f l o a t ) ,CO2 ahn [ ’ data ’ ] [ mi idx
−3:ma idx +3 ,3 ] . astype ( f l o a t ) ,CO2 ahn [ ’ data ’ ] [ mi idx −3:ma idx +3 ,4 ] . astype ( f l o a t ) , c o l o r
= ’ green ’ , fmt=’− ’ , e c o l o r =’y ’ , c ap s i z e =3, l a b e l =’  [ CO 2 ]   ’ , )
#art5=pylab . p l o t (CO2 ahn [ ’ data ’ ] [ mi idx −3:ma idx +3 ,2 ] . astype ( f l o a t ) ,CO2 ahn [ ’ data ’ ] [ mi idx
−3:ma idx +3 ,3 ] . astype ( f l o a t ) , ’− ’ , c o l o r =’dodgerblue ’ , l a b e l = ’[ CO 2  ] GISP2 dated (Ahn
, Brook 2008) ’ )
# DML datase t
1212 mi idx , ma idx=ex t i d c (CO2 dml [ ’ data ’ ] [ : , 1 ] , min ( s l i b d p s r t r e d [ : , −3 ] . astype ( f l o a t ) . round (
dec imals=−1)) ,max( s l i b d p s r t r e d [ : , −3 ] . astype ( f l o a t ) . round ( dec imals=−1)) ,−1)
art6=pylab . p l o t ( s c ipy . i n t e r p o l a t e . sp l ev (CO2 dml [ ’ data ’ ] [ mi idx : ma idx , 0 ] . astype ( f l o a t ) ,
sp l depage ) ,CO2 dml [ ’ data ’ ] [ mi idx : ma idx , 2 ] . astype ( f l o a t ) , ’− ’ , c o l o r =’ roya lb lue ’ ,
l a b e l = ’[ CO 2  ] EDML1 dated ( uno f f . DML record ) ’ )
p r i n t shape (CO2 dml [ ’ data ’ ] [ : , 0 ] . astype ( f l o a t ) ) , shape ( s c ipy . i n t e r p o l a t e . sp l ev (CO2 dml [ ’ data
’ ] [ : , 0 ] . astype ( f l o a t ) , sp l depage ) )
savetxt (”/home/ lmoe l l e r /Promotion/Messdaten/ Exte rna l da ta s e t s /CO2 EDML1 age . csv ” , append (
array (CO2 dml [ ’ data ’ ] [ : , 0 ] . astype ( f l o a t ) , ndmin=2) . t ranspose ( ) , array ( s c ipy . i n t e r p o l a t e .
sp l ev (CO2 dml [ ’ data ’ ] [ : , 0 ] . astype ( f l o a t ) , sp l depage ) , ndmin=2) . t ranspose ( ) , ax i s =1) ,
fmt=”%0.1 f ”)
l e g . extend ( [ n . g e t l a b e l ( ) f o r n in ax2 . g e t l i n e s ( ) ] )
1217 pylab . y t i c k l a b e l s = pylab . getp ( pylab . gca ( ) , ’ y t i c k l a b e l s ’ )
pylab . setp ( pylab . y t i c k l a b e l s , ’ co lo r ’ , ’ dodgerblue ’ , f o n t s i z e =’medium ’ )
#pr in t l e g
l=ax2 . legend ( ( art1 [ 0 ] , art2 , art3 , art4 , ar t6 ) , leg , l o c =2, numpoints = 3 , prop = matp lo t l ib .
font manager . FontPropert i e s ( s i z e =10) )
l . legendPatch . s e t a l pha ( 0 . 5 )
1222
# pylab . y l ab e l ( ’   [ CH 4 ]   in ppbv ’ , c o l o r =’g ’ )
# pylab . p l o t (comp [ min idx −3:max idx , 1 ] , comp [ min idx −3:max idx , 2 ] , ’ g− ’ , l a b e l =’ CH 4  ’ , )
# pylab . y t i c k l a b e l s = pylab . getp ( pylab . gca ( ) , ’ y t i c k l a b e l s ’ )
# pylab . setp ( pylab . y t i c k l a b e l s , ’ co lo r ’ , ’ g ’ , f o n t s i z e =’medium ’ )
1227
pylab . s ubp l o t s ad ju s t ( l e f t =0.06 , bottom=0.06 , r i gh t =0.94 , top=0.96 , hspace =0.12)
pylab . gca ( ) . au to s ca l e v i ew ( t i gh t=True , s c a l e x=True , s c a l e y=False )
i f p r e s p l o t i s ’ on ’ :
1232 ######################
### Plot data ONLY by age as p r e s en ta t i on p lo t
pylab . f i g u r e ( f i g s i z e =[ f wh , f h t ] )
pylab . f i g t e x t ( 0 . 8 , 0 . 02 , ’ c r eated : ’+asct ime ( l o c a l t ime ( ) ) , s i z e =11)
pylab . subplot (111)
1237 pylab . t i t l e ( ’ Pre l iminary  \mathbf{\ de l t a ˆ{13}C {CH 4}}  record over Dansgaard Oeschger events 7
and 8 ’ , f o n t s i z e =24)
pylab . y l ab e l ( ’  \mathbf{\ de l t a \ ;ˆ{13}} C  (\% 0 )  ’ , c o l o r =’b ’ , f o n t s i z e =24) #, x= −0.01
x t i c k l a b e l s = pylab . getp ( pylab . gca ( ) , ’ x t i c k l a b e l s ’ )
pylab . setp ( x t i c k l a b e l s , f o n t s i z e =36, v i s i b l e=False )
1242
pylab . gca ( ) . s e t y l im (−42.0 , −46.0)
y t i c k l a b e l s = pylab . getp ( pylab . gca ( ) , ’ y t i c k l a b e l s ’ )
#pr in t pylab . getp ( pylab . gca ( ) , ’ y t i c k l a b e l s ’ ) [ 0 ] . g e t p o s i t i o n ( )
1247 pylab . setp ( y t i c k l a b e l s , c o l o r =’blue ’ , x=−0.01 , f o n t s i z e =18) # org entry ’ co lo r ’ , ’b ’ ,
c o rn f l owerb lue , va =’ base l i n e ’
#pr in t pylab . getp ( pylab . gca ( ) , ’ y t i c k l a b e l s ’ ) [ 0 ] . g e t p o s i t i o n ( )
## Plot the uncorrected datase t in a new f i g u r e with e r r o rba r s
pylab . e r r o rba r ( s l i b d p s r t r e d [ : , −3 ] . astype (None ) , mn uncor col , s td unco r co l , c o l o r= ’ blue ’ , lw
=2, fmt=’o− ’ , e c o l o r =’k ’ , c ap s i z e =3, l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ o r g l a b e l )
1252
## Plot the tm co r r e c t ed datase t in a new f i g u r e with e r r o rba r s
#pylab . p l o t ( s l i b d p s r t r e d [ : , −3 ] . astype (None ) , s l i b d p s r t r e d [ : , −2 ] . astype (None ) , ’ bo− ’ , lw=3,
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l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+ tmcor l abe l ) #, v i s i b l e=False , l a b e l =’Standard dev i a t i on
in  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’
1257 ## Add the second y−ax i s with [CH4] data
ax2 = pylab . twinx ( )
pylab . x l ab e l ( ’% s Age range [ years BP] ’%( age cho i c e ) , f o n t s i z e =24)
x t i c k l a b e l s = pylab . getp ( pylab . gca ( ) , ’ x t i c k l a b e l s ’ )
pylab . setp ( x t i c k l a b e l s , y= −0.015 , f o n t s i z e =20)
1262 pylab . y l ab e l ( ’   [ CH 4 ]   in ppbv ’ , c o l o r =’r ’ , f o n t s i z e =24)
pylab . p l o t ( ch4 data [ ’ data ’ ] [ min idx −3:max idx , ch4 data [ ’ age−idx ’ ] ] , ch4 data [ ’ data ’ ] [ min idx −3:
max idx , ch4 data [ ’ dat−idx ’ ] ] , ’ r− ’ , lw=2, l a b e l =’ CH 4  ’ )
y t i c k l a b e l s = pylab . getp ( pylab . gca ( ) , ’ y t i c k l a b e l s ’ )
pylab . setp ( y t i c k l a b e l s , ’ co lo r ’ , ’ r ’ , x= 1.01 , f o n t s i z e =20) # , l i n e s p a c i n g = 2 .0 , ha= ’ r ight ’ ,
x= 1 .0 , va =’ base l i n e ’
#pr in t pylab . g e t p o s i t i o n ( ’ y t i c k l a b e l s ’ )
1267 pylab . gca ( ) . au to s ca l e v i ew ( t i gh t=True , s c a l e x=True , s c a l e y=False )
#pylab . s ubp l o t s ad ju s t ( l e f t =0.06 , bottom=0.06 , r i gh t =0.94 , top=0.96 , hspace =0.12)
re turn smpl dsrt , s l i b d p s r t r e d
1272 de f debugplot ( data array , case , comment , l i n e=”dashed ” , msize=6) :
p r i n t ”Adding %s stage to mi l e s tone p lo t . . . ”%( case )
# f i g = pylab . f i g u r e ( f i g s i z e =[ f wh , f h t ] )
# pylab . f i g t e x t ( 0 . 8 , 0 . 02 , ’Comment : ’+comment , s i z e =9)
# sp1a = f i g . add subplot ( )
1277 #g loba l f i g c l r #, c o l o r= s t r ( f i g c l r )
ev fg . p l o t ( data ar ray [ : , 2 ] . astype ( f l o a t ) , data ar ray [ : , −1 ] . astype ( f l o a t ) , l i n e s t y l e=l i n e , marker=’o
’ , ms=msize , l a b e l=case )
#f i g c l r += 0.1
1282
de f mi l e s tone ( data array , case , comment , dbg p lot= None ) : #, l i n e=None
g l oba l dbg stage
ex t f n=s t r ( dbg stage )+’ ’+ case+’ IceSampleData ’+ ’ . csv ’
p r i n t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
1287 p r in t ’ Exporting mi l e s tone to f i l e ”%s” in the log f o l d e r \n ”%s ” . . . ’% ( ext fn , e v a l d i r )
c s v f i l e = csv . wr i t e r ( open ( e v a l d i r+ext fn , ”wb”) , ’ exce l ’ )
c s v f i l e . writerow ( ’# This f i l e conta in s EDML i c e sample delta13C %s data \n\
# Created : %s\n\
# Comment : %s\
1292 ’%( case , s t r f t ime (”%a %b %d %Y at %H:%M:%S” , l o c a l t ime ( ) ) , comment ) )
heade r l i n e = ’Date I c e o r i g i n Depth Cut utc ord d13C ’
c s v f i l e . writerow ( heade r l i n e . s p l i t ( ’ ’ ) )
[ c s v f i l e . writerow ( l i n e ) f o r l i n e in append ( array (map( lambda utc : s t r f t ime (”%d−%b−%Y” , l o c a l t ime ( utc
) ) , data ar ray [ : , −3 ] . astype ( f l o a t ) ) , ndmin=2) . t ranspose ( ) , data ar ray [ : , 1 : ] , ax i s =1) ]
dbg stage += 1
1297 i f dbg p lot != None :
debugplot ( data array , case , comment )
’ ’ ’
###############################################################################




### Check f o r the ex i s t e n c e o f a l l nece s sa ry paths
1307
i f e x i s t s ( l i b pa th ) != True :
p r i n t ’ L ibrary d i r e c t o r y could not be found ! ! ! ’
p r i n t ’ P lease check whether the s p e c i f i e d path in format ion ”%s” i s c o r r e c t ! Aborting the s c r i p t now
! ! ! ’ %( l i b pa th )
sys . e x i t ( )
1312 e l s e :
p r i n t ’ L ibrary d i r e c t o r y ”%s” found . ’ %( l i b pa th )
i f o l l o g == ’ yes ’ :
i f e x i s t s ( l o g d i r ) != True :
makedirs ( l o g d i r )
1317 pr in t ’ Log f i l e f o l d e r ”%s” created ’ %( l o g d i r )
e l s e :
p r i n t ’ Log d i r e c t o r y ”%s” found . ’ %( l o g d i r )




Data read ing and Index c o r r e c t i o n procedures . . .
’ ’ ’
1327 l i b a r r a y n l s t = [ ’ l i b r a r y ’+ n . r ep l a c e ( ’− ’ , ’ ’ ) f o r n in data cat ]
l i b s o r t l s t = [ ’ l i b s o r t ’+ n . r ep l a c e ( ’− ’ , ’ ’ ) f o r n in data cat ]
r em l i s t =[ ’ r em l i s t ’+ n . r ep l a c e ( ’− ’ , ’ ’ ) f o r n in data cat ]
rem data=[ ’ r em l i s t ’+ n . r ep l a c e ( ’− ’ , ’ ’ ) f o r n in data cat ]
#pr in t l i b a r r a y n l s t , r em l i s t
1332
## Read in a l l l i b r a r i e s to corresponding array by c a l l i n g de f read data
f o r n in range ( l en ( l i b a r r a y n l s t ) ) :
l i b a r r a y n l s t [ n ] , r em l i s t [ n ] , rem data [ n ] = read data ( l i b l i s t [ n ] )
1337 ## Check f o r double e n t r i e s in u t c f l o a t column and co r r e c t that by c a l l i n g de f rem dupl utc
u t c c o l = l i b a r r a y n l s t [ n ] [ : , −1]
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#pr in t l en ( u t c c o l ) , l en ( unique ( u t c c o l ) )
i f l en ( u t c c o l ) > l en ( unique ( u t c c o l ) ) :
l i b a r r a y n l s t [ n ] = rem dupl utc ( l i b a r r a y n l s t [ n ] , n )
1342 #pr in t l en ( u t c c o l ) , l en ( unique ( u t c c o l ) )
i f l en ( u t c c o l )> l en ( unique ( u t c c o l ) ) : # I f the c a l l o f the rem dupl utc rout ine didn ’ t work f o r
any reason
p r i n t ’ There were unso lvab l e problems in the %s l i b r a ry ’ %(data cat [ n ] )
### Check f o r dup l i c a t e s in abs . measurement number column of Methane r e f l i b r a r y and c a l l de f to
f i x
1347 i f n ==0:
#num col = l i b a r r a y n l s t [ n ] [ : , 1 ] . astype ( i n t )
i f l en ( l i b a r r a y n l s t [ n ] [ : , 1 ] ) > l en ( unique ( l i b a r r a y n l s t [ n ] [ : , 1 ] . astype ( i n t ) ) ) : # check i f
dup l i c a t e e n t r i e s o f an abs . measurement number i s pre sent ( pos . i f dup l i c a t e f r e e array (
unique func . ) i s sma l l e r than the org . data array )
p r in t ’ Checking f o r dup l i c a t e s in Number column of the ”%s” l i b r a r y . . . \ n ’ %(data cat [ n ] )
l i b a r r a y n l s t [ n ] = rem dupl num ( l i b a r r a y n l s t [ n ] )
1352
## Read ex t e rna l data f i l e s
#comp =read extdata ( e x t l i s t [ 0 ] , 2 , ’ , ’ )
1357 #CO2 ahn = read extdata ( e x t l i s t [ 2 ] , 4 , ’ , ’ )
#CO2 dml = read extdata ( e x t l i s t [ 3 ] , 4 , ’ , ’ )
## Correct CO2 ahn datase t f o r age 1000 s s epe ra to r in raw data
#CO2 ahn [ ’ data ’ ] [ : , 1 : 3 ] = CO2 ahn [ ’ data ’ ] [ : , 1 : 3 ] . astype ( f l o a t )  1000
1362 ### Create the d15N datase t
#d15N = comp . take ( where (comp [ : , −1 ] . astype (None ) !=0 .0) [ 0 ] , ax i s=−2)
# f ind ( array ( [ dset [ ’ s ca l e ’ ] f o r dset in ext data ] )==age cho i c e )
f o r n , dset in enumerate ( ext data ) :
1367 ## Read ex t e rna l data f i l e s
dset [ ’ data ’ ]= read extdata ( e x t d i r+dset [ ’ f i l e ’ ] , dset [ ’ header ’ ] , dset [ ’ d e l im i t e r ’ ] , dset [ ’ columns ’ ] )
# make Cor rec t i ons
i f dset [ ’ name ’ ] == ’CO2 Byrd ’ :
## Correct CO2 Ahn datase t f o r age 1000 s s epe ra to r in raw data
1372 dset [ ’ data ’ ] [ : , 1 : 3 ] = dset [ ’ data ’ ] [ : , 1 : 3 ] . astype ( f l o a t )  1000 # va l i d only f o r Ahn , Brook
CO2 ahn = ext data [ n ]
i f dset [ ’ name ’ ] == ’CO2 EDML’ :
CO2 dml = ext data [ n ]
i f dset [ ’ name ’ ] == ’CH4 EDML’ :
1377 ## Remove two double e n t r i e s in datase t ”CH4 DML”
dset [ ’ data ’ ] = de l e t e ( dset [ ’ data ’ ] , ( 9 4 , 2 1 5 ) , ax i s =0)
ch4 data = dset
#pr in t dset [ ’ name ’ ] , dset [ ’ s ca l e ’ ]
i f ’CH4 DML’ in dset [ ’ name ’ ] and dset [ ’ s ca l e ’]== age cho i c e :
1382 ch4 data = ext data [ n ]
’ ’ ’
###############################################################################
Refloop , I c e Sample and A i r a f t e r Library Data s p l i n e Correct ion . . .
1387 ’ ’ ’
## Generate Ordinal Column f o r Ref loop datase t
l i b a r r a y n l s t [ 1 ] = append ( l i b a r r a y n l s t [ 1 ] , array ( s e c t o o r d ( l i b a r r a y n l s t [ 1 ] [ : , −1]) , ndmin=2) . t ranspose
( ) , ax i s =1)#Append the o rd ina l i n f o to the Ref loop array in a new column
1392 ## Find the i n d i c e s o f a l l r e f l o o p s f o r the old and new ( s i n c e 2010) synth Air bo t t l e
r l o l d i d c = f i nd ( l i b a r r a y n l s t [ 1 ] [ : , − 1 ] . astype (None ) <733773.0) # s e l e c t a l l da ta s e t s be f o r e 01 .01 .2010
r l n ew id c = f ind ( l i b a r r a y n l s t [ 1 ] [ : , − 1 ] . astype (None ) >733773.0) # s e l e c t a l l da ta s e t s a f t e r 01 .01 .2010
## Find the i n d i c e s o f the r e gu l a r 20 ml loops f o r the old and new ( s i n c e 2010) synth Air bo t t l e
#Normloop idx old=f ind ( l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , −3]==’20 ’) ,−1] . astype (None ) <733773.0)
# old bo t t l e <733773.0 = 1 .1 . 2010
1397 Normloop idx old=f i l t e r ( lambda x : x in r l o l d i d c , f i nd ( l i b a r r a y n l s t [ 1 ] [ : , −3]==’20 ’) ) # f i nd a l l
i n d i c e s o f r e f l o o p s that are o ld e r than 2010 and are reg . 20 ml ones
Normloop idx new=f i l t e r ( lambda x : x in r l new idc , f i nd ( l i b a r r a y n l s t [ 1 ] [ : , −3]==’20 ’) ) # new bo t t l e >
733773.0
## Calcu late the s p l i n e f i t o f OLD Bott l e uncorrected r e f l o op data (x=date o rd ina l y= raw i so topy )
s p l r e f l o l d = sc ipy . i n t e r p o l a t e . sp l r ep ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 4 ] . astype (None ) ,
l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 4 ] . astype (None ) , k=r sp l o rd , s=r sp l smth a )
1402 s p l r e f l o l d x = arange (min ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , −1]. astype (None ) ) , max( l i b a r r a y n l s t [ 1 ] [
Normloop idx old , −1]. astype (None ) ) +1.0/ enlargement [ 0 ] , 1 .0/ enlargement [ 0 ] ) # reduce s tepp ing
between x−datapo ints
s p l r e f l o l d y = sc ipy . i n t e r p o l a t e . sp l ev ( s p l r e f l o l d x , s p l r e f l o l d )
## Calcu la te the s p l i n e f i t o f NEW Bott l e uncorrected r e f l o o p data (x=date o rd ina l y= raw i so topy )
s p l r e f l n ew = sc ipy . i n t e r p o l a t e . sp l r ep ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 4 ] . astype (None ) ,
l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 4 ] . astype (None ) , k=r sp l o rd , s=rsp l smth b )# r s p l o r d
1407 s p l r e f l n ew x = arange (min ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , −1]. astype (None ) ) , max( l i b a r r a y n l s t [ 1 ] [
Normloop idx new , −1]. astype (None ) ) +1.0/ enlargement [ 0 ] , 1 .0/ enlargement [ 0 ] ) # reduce s tepp ing
between x−datapo ints
s p l r e f l n ew y = sc ipy . i n t e r p o l a t e . sp l ev ( sp l r e f l n ew x , s p l r e f l n ew )
## ca l c u l a t e the mean over the two r e f l o o p data ranges
loopsp l o ld mean = mean( s p l r e f l o l d y )#−40.93(1 sigma plusminus0 . 4 6 ) f o r spl−sm 4
1412 loopspl new mean = mean( s p l r e f l n ew y )#−49.43(1 sigma plusminus0 . 0 6 ) f o r spl−sm 1 .3
## ca l c u l a t e the mean o f the data to s p l i n e d i f f e r e n c e f o r the o ld and new bo t t l e range and i t s e r r o r
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s p l d i f o l d=l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 4 ] . astype (None )−s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ 1 ] [
Normloop idx old , −1]. astype (None ) , s p l r e f l o l d ) #old bo t t l e range
sp ld i f n ew=l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 4 ] . astype (None )−s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ 1 ] [
Normloop idx new , −1]. astype (None ) , s p l r e f l n ew )
1417 s p l d i f o v e r a l l=append ( s p l d i f o l d , sp l d i f n ew )
sp ld i f f mean = mean( abs ( s p l d i f o v e r a l l ) ) # 0.08 (1 sigma plusminus0 . 0 5 ) f o r spl−sm 4&1.3
s p l d i f f e r r=sq r t (sum( s p l d i f o v e r a l l   2) / l en ( s p l d i f o v e r a l l ) ) # 0 .1 f o r spl−sm 4&1.3
#de l s p l d i f
p r i n t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
1422 p r in t ’ Ca l cu la t ing Ref loop s p l i n e s . . . ’
p r i n t ’ s p l i n e s e t t i n g s o f order %s and smoothness %s/%s l ed to a \n mean s p l i n e to data
d i f f e r e n c e o f %.3 f per m i l l e ( e r r o r %.4 f ) ’%( r sp l o rd , r sp l smth a , rsp l smth b , sp ld i f f mean ,
s p l d i f f e r r )
i f d ebug r e f l == ’on ’ :
Sp l F ig = pylab . f i g u r e ( f i g s i z e =[ f wh , f h t ] )
1427 p l f g=Spl F ig . add subplot (111)
p l f g . p l o t da t e ( s p l r e f l o l d x , s p l r e f l o l d y , ’m− ’ , l a b e l=”Sp l ine k%s s%s”%( r sp l o rd , r sp l smth a ) )
p l f g . p l o t da t e ( sp l r e f l n ew x , s p l r e f l n ew y , ’k− ’ , l a b e l=”Sp l ine k%s s%s”%( r sp l o rd , r sp l smth b ) )
#p l f g . p l o t da t e ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 4 ] . astype (None ) , s c ipy . i n t e r p o l a t e . sp l ev (
l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 4 ] . astype (None ) , s p l r e f l n ew ) , ’ bo ’ , l a b e l=”new Ref l x−
value r epre s ented on Sp l ine ”)
#p l f g . p l o t da t e ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 4 ] . astype (None ) , s c ipy . i n t e r p o l a t e . sp l ev (
l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 4 ] . astype (None ) , s p l r e f l o l d ) , ’ ro ’ , l a b e l=”old Re f l x−
value r epre s ented on Sp l ine ”)
1432 p l f g . p l o t da t e ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 4 ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [
Normloop idx old , 4 ] . astype (None ) , ’ bo ’ , l a b e l=”Old bo t t l e Re f l va lues ”)
p l f g . p l o t da t e ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 4 ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [
Normloop idx new , 4 ] . astype (None ) , ’ go ’ , l a b e l=”New bo t t l e Re f l va lues ”)
rem data [ 1 ] = append ( rem data [ 1 ] , array ( s e c t o o r d ( rem data [ 1 ] [ : , −1]) , ndmin=2) . t ranspose ( ) , ax i s =1)
p l f g . p l o t da t e ( rem data [ 1 ] [ : , 3 4 ] . astype (None ) , rem data [ 1 ] [ : , 4 ] . astype (None ) , ’ ro ’ , l a b e l=”Removed
Ref l va lues ”)
1437 i f debug ref l num == ’on ’ :
from matp lo t l ib . t rans forms import o f f s e t c o py
t r an sO f f s e t = o f f s e t c o py ( p l f g . transData , f i g=Spl Fig , x=0.0 , y=0.10 , un i t s=’ inches ’ )
#f o r x , y , dpth in z ip ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 4 ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [
Normloop idx old , 4 ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 0 ] ) :
# pylab . t ext (x , y , ’%s ’ % ( dpth ) , f o n t s i z e =6, transform=t ran sO f f s e t )
1442 #f o r x , y , dpth in z ip ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 4 ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [
Normloop idx new , 4 ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 0 ] ) :
# pylab . t ext (x , y , ’%s ’ % ( dpth ) , f o n t s i z e =6, transform=t ran sO f f s e t )
f o r x , y , num in z ip ( rem data [ 1 ] [ : , 3 4 ] . astype (None ) , rem data [ 1 ] [ : , 4 ] . astype (None ) , rem data
[ 1 ] [ : , 1 ] ) :
pylab . t ext (x , y , ’%s ’ % (num) , f o n t s i z e =6, transform=t ran sO f f s e t )
f o r x , y , num in z ip ( l i b a r r a y n l s t [ 1 ] [ : , 3 4 ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [ : , 4 ] . astype (None ) ,
l i b a r r a y n l s t [ 1 ] [ : , 1 ] ) :
1447 pylab . t ext (x , y , ’%s ’ % (num) , f o n t s i z e =6, transform=t ran sO f f s e t )
p l f g . add l i n e ( pylab . Line2D ( [ min ( s p l r e f l o l d x ) . round ( ) ,max( s p l r e f l o l d x ) . round ( ) ] , [
l oopsp l o ld mean , loopsp l o ld mean ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
p l f g . t ext (max( s p l r e f l o l d x ) . round ( ) −140, loopsp l o ld mean , ’ SynthAir−bo t t l e : %0.3 f ’%(
loopsp l o ld mean ) , f o n t s i z e =8) # Enter text in subplot ob j e c t at ax pos . , bbox=d i c t ( f a c e c o l o r
= ’0 .5 ’ , alpha =0.5)
1452 p l f g . add l i n e ( pylab . Line2D ( [ min ( s p l r e f l n ew x ) . round ( ) ,max( s p l r e f l n ew x ) . round ( ) ] , [
loopspl new mean , loopspl new mean ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
p l f g . t ext (max( s p l r e f l n ew x ) . round ( ) −10, loopspl new mean , ’ Crysta lAi r : %0.3 f ’%( loopspl new mean ) ,
f o n t s i z e =8) # Enter text in subplot ob j e c t at ax pos . , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
p l f g . f i l l b e tw e e n ( s p l r e f l o l d x , loopsp l o ld mean , s p l r e f l o l d y , where=s p l r e f l o l d y>=
loopsp l o ld mean , f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
p l f g . f i l l b e tw e e n ( s p l r e f l o l d x , loopsp l o ld mean , s p l r e f l o l d y , where=s p l r e f l o l d y<=
loopsp l o ld mean , f a c e c o l o r = ’0 .8 ’ , alpha =0.5)
p l f g . f i l l b e tw e e n ( sp l r e f l n ew x , loopspl new mean , s p l r e f l n ew y , where=sp l r e f l n ew y>=
loopspl new mean , f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
1457 p l f g . f i l l b e tw e e n ( sp l r e f l n ew x , loopspl new mean , s p l r e f l n ew y , where=sp l r e f l n ew y<=
loopspl new mean , f a c e c o l o r = ’0 .8 ’ , alpha =0.5)
#savetxt ( e v a l d i r +’ R e f l S p l t o d a t a d i f f ’+ ’ k%ss%s s p l d i f f m e an %.3 f s p l d i f f e r r %.4 f ’%( r sp l o rd ,
rspl smth , sp ld i f f mean , s p l d i f f e r r ) + ’. tab ’ , s p l d i f o v e r a l l , fmt=”%s” , d e l im i t e r =’\t ’ )
1462 ’ ’ ’
## Append the r e f l o op mean co r r e c t ed I s o t o p i e s to r e f l o op data array in a new column
’ ’ ’
merged cor co l = append (\
1467 ( ( l i b a r r a y n l s t [ 1 ] [ r l o l d i d c , i s o c o l [ 1 ] ] . astype (None )−( s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ 1 ] [
r l o l d i d c , o r d c o l [ 1 ] ] . astype (None ) , s p l r e f l o l d )−l oopsp l o ld mean )−NM offset ) ) . round ( dec imals
=4) , # c a l c u l a t e the dev i a t i on o f the raw i so topy data from the s p l i n e and the mean o f the s p l i n e
f o r the old . . . \
( ( l i b a r r a y n l s t [ 1 ] [ r l n ew idc , i s o c o l [ 1 ] ] . astype (None )−( s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ 1 ] [
r l n ew idc , o rd c o l [ 1 ] ] . astype (None ) , s p l r e f l n ew )−loopspl new mean )−Bt l n i v eau co r ) ) . round (
dec imals=4) ) # and f o r the new r e f l o op a i r b o t t l e range and merge them into one datase t
l i b a r r a y n l s t [ 1 ] = append ( l i b a r r a y n l s t [ 1 ] , array ( merged cor co l , ndmin=2) . t ranspose ( ) , ax i s =1) # add the
merged datase t to the whole dataarray
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#sp l r e c=rec . array (” loops ” , merged cor co l )
1472 f i r s t m r e f = [ n f o r n in data cat ]
f i r s t m r e f [0 ]= append ( ( s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ 1 ] [ r l o l d i d c , o r d c o l [ 1 ] ] . astype (None ) ,
s p l r e f l o l d )−l oopsp l o ld mean ) , ( s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ 1 ] [ r l n ew idc , o rd c o l [ 1 ] ] .
astype (None ) , s p l r e f l n ew )−loopspl new mean ) )
f i r s t m r e f [ 1 ] = append (\
( ( l i b a r r a y n l s t [ 1 ] [ r l o l d i d c , 2 ] . astype (None )−( s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ 1 ] [ r l o l d i d c ,
o r d c o l [ 1 ] ] . astype (None ) , s p l r e f l o l d )−l oopsp l o ld mean )−NM offset ) ) . round ( dec imals=4) , #
c a l c u l a t e the dev i a t i on o f the raw i so topy data from the s p l i n e and the mean o f the s p l i n e f o r the
old . . . \
( ( l i b a r r a y n l s t [ 1 ] [ r l n ew idc , 2 ] . astype (None )−( s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ 1 ] [ r l n ew idc ,
o rd c o l [ 1 ] ] . astype (None ) , s p l r e f l n ew )−loopspl new mean )−Bt l n i v eau co r ) ) . round ( dec imals=4) )
1477
’ ’ ’
## Krypton Correct ion Sect ion
’ ’ ’
#########################
1482 ####### EDML ICE
## Date/Time conve r s i on s
#==============================================================================
# Kryp cor . date=[ datet ime (  s t rpt ime ( date , ’%Y%m%d ’ ) [ : 6 ] ) . s t r f t ime ( ’%y%m%d ’ ) f o r date in Kryp cor . date ]
1487 # Kryp cor=r e c app end f i e l d s ( Kryp cor , ” u t c s e c ” , [ mktime ( s t rpt ime ( date , ’%y%m%d ’ ) ) f o r date in Kryp cor .
date ] )
# #Kryp cor=de l e t e ( Kryp cor , f i l t e r ( lambda x : x in f i nd ( [ d<mktime ( s t rpt ime (EDML Startdate , ”%y%m%d”) ) f o r
d in Kryp cor . u t c s e c ] ) , f i nd ( [ d>mktime ( s t rpt ime (”070610” , ”%y%m%d”) ) f o r d in Kryp cor . u t c s e c ] ) ) )
#
# ## Id en t i f y da ta s e t s
kryp ix=[ f i nd ( l i b a r r a y n l s t [ 2 ] [ : , 0 ]==d) [ 0 ] f o r d in Kryp cor . date ]
1492 # #l i b k= copy ( l i b a r r a y n l s t [ 2 ] [ kryp ix , : ] )
# Kryp cor=r e c app end f i e l d s ( Kryp cor , ” depth ” , l i b a r r a y n l s t [ 2 ] [ kryp ix , 2 ] . astype (None ) )
# Kryp cor=r e c app end f i e l d s ( Kryp cor , ” cut ” , l i b a r r a y n l s t [ 2 ] [ kryp ix , 3 ] )
# Kryp cor=r e c app end f i e l d s ( Kryp cor , ” d13C LM raw” , l i b a r r a y n l s t [ 2 ] [ kryp ix , i s o c o l [ 2 ] ] . astype (None ) )
#
1497 # #rec2c sv ( Kryp cor ,”/home/ lmoe l l e r /Dropbox/Fre igabe /Methan Paper Lars /TeufelimHeuhaufen/ Sc r i p t Jochen/
Kr correct ion raw EDML samples extd . csv ”)
#==============================================================================
## Replace the sample data i s o t o p i c va lues with the ones co r r e c t ed f o r krypton con t r i bu t i on
l i b a r r a y n l s t [ 2 ] [ kryp ix , i s o c o l [ 2 ] ] = Kryp cor . d13c co r r
1502
#ix=[ f i nd ( Kryp cor . date == d) [ 0 ] f o r d in smpl dsr t [ : , 0 ] ]
#Kryp cor VPDB=r e c app end f i e l d s ( Kryp cor . take ( ix ) ,” d13C JScor VPDB” , smpl dsr t [ : , 3 9 ] . astype ( f l o a t ) )
#Kryp cor VPDB=r e c app end f i e l d s (Kryp cor VPDB ,”mgd d13C JScor VPDB” , smpl dsr t [ : , −2 ] . astype ( f l o a t ) )
1507 #Kryp cor VPDB=r e c app end f i e l d s (Kryp cor VPDB ,” JScor VPDB std ” , smpl dsr t [ : , −1 ] . astype ( f l o a t ) )
#Kryp cor VPDB=r e c app end f i e l d s (Kryp cor VPDB ,” depth ” , smpl dsr t [ : , 2 ] . astype ( f l o a t ) )
#Kryp cor VPDB=Kryp cor VPDB . take ( a r g s o r t (Kryp cor VPDB . running nr ) )
#Kryp cor VPDB=r e c app end f i e l d s (Kryp cor VPDB ,” intp ch4 ” , i n t e rp (Kryp cor VPDB . depth ,CH4 E . depth , CH4 E
. ch4 , l e f t =0, r i gh t =0) . round (2) )
#rec2c sv (Kryp cor VPDB , r o o t d i r+”Krypton corrected /Dez2012/Kr cor r ec t i on raw&VPDB EDML samples . csv ”)
1512
####### Add o r i g i n a l Kr uncorrected va lues f o r comparison − comment out the replacement l i n e be f o r e
apply ing t h i s
#Kryp cor VPDB2=csv2rec ( r o o t d i r+”Krypton corrected //Okt2012/Kr cor r ec t i on raw&VPDB EDML samples . csv ” ,
converterd ={0: s t r })
#ix=[ f i nd (Kryp cor VPDB2 . date == d) [ 0 ] f o r d in smpl dsr t [ : , 0 ] ]
#Kryp cor VPDB2=Kryp cor VPDB2 . take ( ix )
1517 #Kryp cor VPDB2=r e c app end f i e l d s (Kryp cor VPDB2 ,”d13C LM VPDB” , smpl dsr t [ : , 3 9 ] . astype ( f l o a t ) )
#Kryp cor VPDB2=r e c app end f i e l d s (Kryp cor VPDB2 ,”mgd d13C LM VPDB” , smpl dsr t [ : , −2 ] . astype ( f l o a t ) )
#Kryp cor VPDB2=r e c app end f i e l d s (Kryp cor VPDB2 ,”LM VPDB std” , smpl dsr t [ : , −1 ] . astype ( f l o a t ) )
##Kryp cor VPDB2=Kryp cor VPDB2 . take ( a r g s o r t (Kryp cor VPDB2 . running nr ) )
#rec2c sv (Kryp cor VPDB2 , r o o t d i r+”Krypton corrected /Dez2012/Kr cor r ec t i on raw&VPDB EDML samples . csv ”)
1522
###############################
######## Neumayer Samples #####
#kryp nm=[ f i nd ( l i b a r r a y n l s t [ 4 ] [ : , 0 ]==d) f o r d in NM Kr . date ]
l i b k r i x =[ ]
1527 NM Kr ix=[ ]
f o r n , dt in enumerate ( l i b a r r a y n l s t [ 4 ] [ : , 0 ] ) :
i f l i b a r r a y n l s t [ 4 ] [ n,1]==”Neumayer ” :
i f dt in NM Kr . date :
i f dt not in [ ’ 080619 ’ , ’ 0 70531 ’ ] :
1532 p r in t n , l i b a r r a y n l s t [ 4 ] [ n , 0 ] , l i b a r r a y n l s t [ 4 ] [ n , 3 2 ] , l i b a r r a y n l s t [ 4 ] [ n , i s o c o l [ 4 ] ] ,
NM Kr . nr . take ( f i nd (NM Kr . nr==l i b a r r a y n l s t [ 4 ] [ n , 3 2 ] . astype ( i n t ) ) ) ,NM Kr . d13c raw .
take ( f i nd (NM Kr . nr==l i b a r r a y n l s t [ 4 ] [ n , 3 2 ] . astype ( i n t ) ) ) ,NM Kr . d13c . take ( f i nd (
NM Kr . nr==l i b a r r a y n l s t [ 4 ] [ n , 3 2 ] . astype ( i n t ) ) ) ,NM Kr . d13 c o r i g c o r r e c t ed . take ( f i nd (
NM Kr . nr==l i b a r r a y n l s t [ 4 ] [ n , 3 2 ] . astype ( i n t ) ) )
l i b k r i x . append (n)
NM Kr ix . append ( f i nd (NM Kr . nr==l i b a r r a y n l s t [ 4 ] [ n , 3 2 ] . astype ( i n t ) ) [ 0 ] )
e l i f dt == ’070531 ’ and l i b a r r a y n l s t [ 4 ] [ n , 3 2 ] == ’01 ’ :
p r i n t ”boop”
1537 l i b k r i x . append (n)
NM Kr ix . append ( f i nd (NM Kr . nr==l i b a r r a y n l s t [ 4 ] [ n , 3 2 ] . astype ( i n t ) ) [ 0 ] )
e l i f dt == ’080619 ’ and l i b a r r a y n l s t [ 4 ] [ n , 3 2 ] == ’16 ’ :
p r i n t ”beep”
l i b k r i x . append (n)
1542 NM Kr ix . append ( f i nd (NM Kr . nr==l i b a r r a y n l s t [ 4 ] [ n , 3 2 ] . astype ( i n t ) ) [ 0 ] )
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e l s e :
l i b a r r a y n l s t [ 4 ] [ n , 3 2 ]
l i b a r r a y n l s t [ 4 ] [ l i b k r i x , i s o c o l [ 4 ] ] = NM Kr . d13c . take (NM Kr ix )
1547 ###############################
######## IPY In t e r c a l Cy l inders
# in d i e s e r Variante nach einem e r f o l g r e i c h e n Lauf durchf u¨hren !
##Re f a i r o r i g=copy ( l i b a r r a y n l s t [ 4 ] )
1552 #IPY ix=f ind ( [nm in IPY names f o r nm in l i b a r r a y n l s t [ 4 ] [ : , 1 ] ] )
#IPY orig=l i b a r r a y n l s t [ 4 ] [ IPY ix , : ]
#IPY i n t c a l o f f s e t=IPY orig [ : , i s o c o l [ 4 ] ] . astype (None )−IPY orig [ : , −1 ] . astype (None )
#IPY cor=r e c app end f i e l d s ( IPY cor , ’ i n t c a l o r g v s c a l ’ , I PY i n t c a l o f f s e t )
#IPY cor=r e c app end f i e l d s ( IPY cor , ’ d13c corr VPDB ’ , IPY cor . d13c corr−I PY i n t c a l o f f s e t )
1557 #rec2c sv ( IPY cor ,”/home/ lmoe l l e r /Dropbox/Fre igabe /Methan Paper Lars /TeufelimHeuhaufen/ Sc r i p t Jochen/
Okt2012/ IPY cyl Krcorr AWI raw&VPDB LM. csv ”)
’ ’ ’
## In t e rna l Ca l i b ra t i on − Detrend data from oven s h i f t s
’ ’ ’
1562 # Append a column with i n t e r n a l l y co r r e c t ed va lues
f o r i in range (2 , l en ( l i b a r r a y n l s t ) ) :
l i b a r r a y n l s t [ i ] = append ( l i b a r r a y n l s t [ i ] , array ( s e c t o o r d ( l i b a r r a y n l s t [ i ] [ : , −1]) , ndmin=2) .
t ranspose ( ) , ax i s =1) # Append the o rd ina l i n f o to the array in a new column
o l d i d c = f ind ( l i b a r r a y n l s t [ i ] [ : , − 1 ] . astype (None ) <733773.0) # s e l e c t a l l da ta s e t s be f o r e
01 .01 .2010
new idc = f ind ( l i b a r r a y n l s t [ i ] [ : , − 1 ] . astype (None ) >733773.0) # s e l e c t a l l da ta s e t s a f t e r 01 .01 .2010
1567 merged cor co l = append (\
( ( l i b a r r a y n l s t [ i ] [ o l d idc , i s o c o l [ i ] ] . astype (None )−( s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ i ] [ o l d idc ,
o r d c o l [ i ] ] . astype (None ) , s p l r e f l o l d )−l oopsp l o ld mean )−NM offset ) ) . round ( dec imals=4) , \
( ( l i b a r r a y n l s t [ i ] [ new idc , i s o c o l [ i ] ] . astype (None )−( s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ i ] [ new idc ,
o rd c o l [ i ] ] . astype (None ) , s p l r e f l n ew )−loopspl new mean )−Bt l n i v eau co r ) ) . round ( dec imals=4) )
l i b a r r a y n l s t [ i ] = append ( l i b a r r a y n l s t [ i ] , array ( merged cor co l , ndmin=2) . t ranspose ( ) , ax i s =1) #
Append the r e f l o op mean co r r e c t ed I s o t o p i e s to the array in a new column
1572
# Sort the array accord ing to depth , f i r s t r ep l a c i n g p o s s i b l e ’ , ’ in s t r i ng , round to 3 d i g i t s a f t e r
the comma
l i b a r r a y n l s t [ 2 ] [ : , 2 ] = array (map( lambda x : f l o a t ( x . r ep l a c e ( ’ , ’ , ’ . ’ ) ) , l i b a r r a y n l s t [ 2 ] [ : , 2 ] ) ) . round (3)
l i b a r r a y n l s t [2 ]= l i b a r r a y n l s t [ 2 ] . take ( a r g s o r t ( l i b a r r a y n l s t [ 2 ] [ : , 2 ] . astype ( f l o a t ) ) , ax i s=−2)
1577
i f eva l run==”on ” :
## Export Data s tage 1 ”Raw”
Eval Fig = pylab . f i g u r e ( f i g s i z e =[ f wh , f h t ] )
ev fg=Eval Fig . add subplot (111)
1582 ev fg . s e t t i t l e (” Evaluat ion Mi lestone p lo t ” , f o n t s i z e =12)
ev fg . s e t y l a b e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’ )
mi l e s tone ( l i b a r r a y n l s t [ 2 ] . take ( [ 0 , 1 , 2 , 3 , 3 7 , 3 8 , 6 ] , ax i s=−1) ,”Raw” ,”No a l t e r a t i o n s made” , ’ p l o t i t ! ’ )#
## Export Data s tage 2 ”Ref loop Corrected ”
mi l e s tone ( l i b a r r a y n l s t [ 2 ] . take ( [ 0 , 1 , 2 , 3 , 3 7 , 3 8 , 3 9 ] , ax i s=−1) ,”VPDB−Linked ” ,” Corrected f o r Machine




Remove data o f a c e r t a i n per iod or o r i g i n out o f the sample datase t
1592 ’ ’ ’
## Se l e c t c e r t a i n i c e o r i g i n f o l l ow i ng the header opt ion ” i c e o r i g i n ” from sample and A i r a f t e r database
## Remove a l l EDML/B37 e n t r i e s p r i o r to e . g . 733102.0 ( o rd i na l f o r ’080301 ’ ) => c a l c . by us ing date2num
( datet ime (  s t rpt ime ( date , ”%y%m%d”) [ : 6 ] ) ) or be t t e r e . g . pylab . strpdate2num(’%y%m%d ’ ) (
EDML Startdate )
## See Parameter s e c t i on f o r s e l e c t e d date ranges
1597 i f i c e o r i g i n != ’ a l l ’ :
i f i c e o r i g i n == ’B37 ’ :
l i b a r r a y n l s t [ 2 ] = l i b a r r a y n l s t [ 2 ] . take ( where ( l i b a r r a y n l s t [ 2 ] [ : , 1 ]== i c e o r i g i n ) [ 0 ] , ax i s=−2)
# samples
l i b a r r a y n l s t [ 3 ] = l i b a r r a y n l s t [ 3 ] . take ( where ( l i b a r r a y n l s t [ 3 ] [ : , 1 ]== i c e o r i g i n ) [ 0 ] , ax i s=−2)
# a i r a f t e r
expo r t fn = ’ B37 sp lcor r data ’
1602 l i b a r r a y n l s t [ 2 ] = l i b a r r a y n l s t [ 2 ] . take ( where ( l i b a r r a y n l s t [ 2 ] [ : , 3 8 ] . astype (None )>pylab .
date2num( datet ime (  s t rpt ime ( B37 Startdate , ”%y%m%d”) [ : 6 ] ) ) ) [ 0 ] , ax i s=−2)
e l i f i c e o r i g i n == ’EDML’ :
n l i s t =[ ’ date ’ , ’ i c e o r i g i n ’ , ’ depth ’ , ’ cut ’ , ’ dc 13 1 s t r e f ’ , ’ dc 13 pre peak ’ , ’ dc 13 ch4 peak
’ , ’ dc 13 co2 peak ’ , ’ dc 13 2 nd re f ’ , ’ ampl 1 s t r e f ’ , ’ ampl pre peak ’ , ’ ampl ch4 peak ’ , ’
ampl co2 peak ’ , ’ ampl 2 nd re f ’ , ’ area 1 s t r e f ’ , ’ area pre peak ’ , ’ area ch4 peak ’ , ’ area
co2 peak ’ , ’ area 2 nd re f ’ , ’ pos max 1s t re f ’ , ’ pos max pre peak ’ , ’ pos max ch4 peak ’ , ’
pos max co2 peak ’ , ’ pos max 2nd ref ’ , ’ r wmg 45 1 s t r e f ’ , ’ r wmg 45 pre preak ’ , ’ r wmg 45
ch4 peak ’ , ’ r wmg 45 co2 peak ’ , ’ r wmg 45 2 nd re f ’ , ’ r wmg 46 1 s t r e f ’ , ’ r wmg 46
pre preak ’ , ’ r wmg 46 ch4 peak ’ , ’ r wmg 46 co2 peak ’ , ’ r wmg 46 2 nd re f ’ , ’ weight ’ , ’
area norm ’ , ’ pot ’ , ’ u t c s ec ’ , ’ o rd ina l s ’ , ’ c o r r i s o ’ , ’ dml1 age ’ ]
d l i s t =[( ’ date ’ , ’ | S6 ’ ) , ( ’ i c e o r i g i n ’ , ’ | S13 ’ ) , ( ’ depth ’ , ’ | S7 ’ ) , ( ’ cut ’ , ’ | S3 ’ ) , ( ’ dc 13 1
s t r e f ’ , ’< f8 ’ ) , ( ’ dc 13 pre peak ’ , ’< f8 ’ ) , ( ’ dc 13 ch4 peak ’ , ’< f8 ’ ) , ( ’ dc 13 co2 peak ’ ,
’< f8 ’ ) , ( ’ dc 13 2 nd re f ’ , ’< f8 ’ ) , ( ’ ampl 1 s t r e f ’ , ’< f8 ’ ) , ( ’ ampl pre peak ’ , ’< f8 ’ ) , ( ’
ampl ch4 peak ’ , ’< f8 ’ ) , ( ’ ampl co2 peak ’ , ’< f8 ’ ) , ( ’ ampl 2 nd re f ’ , ’< f8 ’ ) , ( ’ area 1 s t r e f
’ , ’< f8 ’ ) , ( ’ area pre peak ’ , ’< f8 ’ ) , ( ’ area ch4 peak ’ , ’< f8 ’ ) , ( ’ area co2 peak ’ , ’< f8 ’ ) ,
( ’ area 2 nd re f ’ , ’< f8 ’ ) , ( ’ pos max 1s t re f ’ , ’< f8 ’ ) , ( ’ pos max pre peak ’ , ’< f8 ’ ) , ( ’
pos max ch4 peak ’ , ’< f8 ’ ) , ( ’ pos max co2 peak ’ , ’< f8 ’ ) , ( ’ pos max 2nd ref ’ , ’< f8 ’ ) , ( ’
r wmg 45 1 s t r e f ’ , ’< f8 ’ ) , ( ’ r wmg 45 pre preak ’ , ’< f8 ’ ) , ( ’ r wmg 45 ch4 peak ’ , ’< f8 ’ ) , ( ’
r wmg 45 co2 peak ’ , ’< f8 ’ ) , ( ’ r wmg 45 2 nd re f ’ , ’< f8 ’ ) , ( ’ r wmg 46 1 s t r e f ’ , ’< f8 ’ ) , ( ’
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r wmg 46 pre preak ’ , ’< f8 ’ ) , ( ’ r wmg 46 ch4 peak ’ , ’< f8 ’ ) , ( ’ r wmg 46 co2 peak ’ , ’< f8 ’ ) ,
( ’ r wmg 46 2 nd re f ’ , ’< f8 ’ ) , ( ’ weight ’ , ’< f8 ’ ) , ( ’ area norm ’ , ’< f8 ’ ) , ( ’ pot ’ , ’ | S1 ’ ) , ( ’
u tc sec ’ , ’< f8 ’ ) , ( ’ o rd ina l s ’ , ’< f8 ’ ) , ( ’ c o r r i s o ’ , ’< f8 ’ ) , ( ’ dml1 age ’ , ’< f8 ’ ) ]
No dml = rec . array ( [ l i b a r r a y n l s t [ 2 ] [ f i nd ( [ I c e in Inte rcomp ice f o r I c e in l i b a r r a y n l s t
[ 2 ] [ : , 1 ] ] ) , x ] f o r x in range ( shape ( l i b a r r a y n l s t [ 2 ] ) [ 1 ] ) ] , names=n l i s t [ : −1 ] , dtype=d l i s t
[ : −1 ] ) # a l l e c o l s
1607 No dml = r e c app end f i e l d s (No dml , n l i s t [−1] , s e c t o o r d (No dml . u t c s e c ) )
non dml= copy ( l i b a r r a y n l s t [ 2 ] . take ( f i nd ( [ I c e in Inte rcomp ice f o r I c e in l i b a r r a y n l s t
[ 2 ] [ : , 1 ] ] ) , ax i s=−2))
l i b a r r a y n l s t . append ( non dml )
l i b a r r a y n l s t [ 2 ] = l i b a r r a y n l s t [ 2 ] . take ( f i nd ( [ I c e not in Inte rcomp ice f o r I c e in
l i b a r r a y n l s t [ 2 ] [ : , 1 ] ] ) , ax i s=−2)
l i b a r r a y n l s t [ 3 ] = l i b a r r a y n l s t [ 3 ] . take ( f i nd ( [ I c e not in Inte rcomp ice f o r I c e in
l i b a r r a y n l s t [ 3 ] [ : , 1 ] ] ) , ax i s=−2)
1612
#removed date = l i b a r r a y n l s t [ 2 ] . take ( where ( l i b a r r a y n l s t [ 2 ] [ : , 3 8 ] . astype (None )<pylab .
date2num( datet ime (  s t rpt ime (EDML Startdate , ”%y%m%d”) [ : 6 ] ) ) ) [ 0 ] , ax i s=−2)
del dml = f ind ( l i b a r r a y n l s t [ 2 ] [ : , 3 8 ] . astype (None )<pylab . date2num( datet ime (  s t rpt ime (
EDML Startdate , ”%y%m%d”) [ : 6 ] ) ) )
de l dml = f i l t e r ( lambda x : x in del dml , f i nd ( l i b a r r a y n l s t [ 2 ] [ : , 3 8 ] . astype (None )>pylab . date2num(
datet ime (  s t rpt ime (”070610” , ”%y%m%d”) [ : 6 ] ) ) ) )
## Remove data f o l l ow ing the given date l i s t
1617 del dml =append ( del dml , f i nd ( [ rm date in remove dates f o r rm date in l i b a r r a y n l s t [ 2 ] [ : , 0 ] ] ) )
removed dml = l i b a r r a y n l s t [ 2 ] . take ( del dml , ax i s=−2)
#pr in t shape ( l i b a r r a y n l s t [ 2 ] )
l i b a r r a y n l s t [ 2 ] = de l e t e ( l i b a r r a y n l s t [ 2 ] , del dml , 0 )
#pr in t shape ( l i b a r r a y n l s t [ 2 ] )
1622
i f dml range == ” g l a c i a l ” :
expo r t fn = ’ Dekryptonized EDML Glac ia l Interna lcorr data ’
range dml = f ind ( l i b a r r a y n l s t [ 2 ] [ : , 2 ] . astype (None )>1015)
l i b a r r a y n l s t [2 ]= l i b a r r a y n l s t [ 2 ] . take ( range dml , ax i s=−2)
1627 e l i f dml range == ”T1” :
expo r t fn = ’ Dekryptonized EDML Termination Internalcorr data ’
range dml = f ind ( l i b a r r a y n l s t [ 2 ] [ : , 2 ] . astype (None )<1015)
l i b a r r a y n l s t [2 ]= l i b a r r a y n l s t [ 2 ] . take ( range dml , ax i s=−2)
e l s e :
1632 expo r t fn = ’ Dekryptonized EDML Glacial&Terminat i on Inte rna l co r r data ’
# f o r rem in remove dates :
# #removed se l = append ( removed date , array ( l i b a r r a y n l s t [ 2 ] . take ( where ( l i b a r r a y n l s t
[ 2 ] [ : , 0 ]== rem) [ 0 ] , ax i s=−2) , ndmin=2) , ax i s=0)
# l i b a r r a y n l s t [ 2 ] = l i b a r r a y n l s t [ 2 ] . take ( where ( l i b a r r a y n l s t [ 2 ] [ : , 0 ] ! = rem) [ 0 ] , ax i s=−2)
e l s e :
1637 expo r t fn = ’ A l l I c e s p l c o r r d a t a . csv ’
d e l i c e=f i nd ( [ rm ice not in Inte rcomp ice f o r rm ice in l i b a r r a y n l s t [ 2 ] [ : , 1 ] ] )
l i b a r r a y n l s t [ 2 ] = de l e t e ( l i b a r r a y n l s t [ 2 ] , d e l i c e , 0 )
i f eva l run==”on ” :
1642 ## Export Data s tage 3 ”EDML only”
mi l e s tone ( l i b a r r a y n l s t [ 2 ] . take ( [ 0 , 1 , 2 , 3 , 3 7 , 3 8 , 3 9 ] , ax i s=−1) ,”VPDB−Linked&EDMLonly” ,”Removed B37 and
other i c e o r i g i n s ” , ’ yes ! ’ )
## Export Data s tage 4 ”EDML Selected”
mi l e s tone ( l i b a r r a y n l s t [ 2 ] . take ( [ 0 , 1 , 2 , 3 , 3 7 , 3 8 , 3 9 ] , ax i s=−1) ,” SplCorr&EDMLSelected ” ,”Removed obvious
o u t l i e r s ”)
1647 debugplot ( removed dml . take ( [ 0 , 1 , 2 , 3 , 3 7 , 3 9 ] , ax i s=−1) ,” S p e c i f i c a l l y removed datapo ints ” ,”Removed by
s p e c i f i e d dates and date range ” ,”None” , 6)
#p l f g . p l o t da t e ( removed se l [− l en ( remove dates ) : , 3 8 ] , removed date [− l en ( remove dates ) : , 3 9 ] , ’ o ’ , l a b e l
=”Removed s e l e c t e d data s e t s ”)
from matp lo t l ib . t rans forms import o f f s e t c o py
t r an sO f f s e t = o f f s e t c o py ( ev fg . transData , f i g=Eval Fig , x=−0.1, y=0.20 , un i t s=’ inches ’ )
1652 f o r x , y , dpth in z ip ( removed dml . take ( [ 0 , 1 , 2 , 3 , 3 7 , 3 9 ] , ax i s=−1) [ : , 2 ] . astype (None ) , removed dml . take
( [ 0 , 1 , 2 , 3 , 3 7 , 3 9 ] , ax i s=−1) [ : , −1]. astype (None ) , removed dml . take ( [ 0 , 1 , 2 , 3 , 3 7 , 3 9 ] , ax i s=−1) [ : , 0 ] )
:
pylab . t ext (x , y , ’%s ’ % ( dpth ) , f o n t s i z e =8, transform=t ran sO f f s e t )
# Should sample data meeting the ”max d i f f ” c on s t r a i n t be removed from the sample datase t ?
i f rem max i s ’ yes ’ :
1657 r e f l d i f f , a i r a d i f f , d i f f l i s t = l o o p d i f f (1 , 3 , i s o c o l [ 1 ] , i s o c o l [ 3 ] )
d i f f d a t e s =[ d i f f [ 0 ] . s p l i t ( ’ ’ ) [ 0 ] f o r d i f f in d i f f l i s t i f abs ( d i f f [−1]) > max di f f ]
i f eva l run==”on ” :
debugplot ( l i b a r r a y n l s t [ 2 ] [ f i nd ( [ dates in d i f f d a t e s f o r dates in l i b a r r a y n l s t [ 2 ] [ : , 0 ] ] ) , : ] . take
( [ 0 , 1 , 2 , 3 , 3 7 , 3 9 ] , ax i s=−1) , r ” Loopdi f f−exceeds ( \ t e x t g r e a t e r %s )”%(max di f f ) ,” datapo int s that




#fo r i in range ( l en ( l i b a r r a y n l s t [ 2 ] ) ) :
# ## add a v e r t i c a l l i n e at every sample measurement date and a text box to i t
1667 # p l f g . add l i n e ( pylab . Line2D ( [ l i b a r r a y n l s t [ 2 ] [ i , 3 8 ] . astype (None ) , l i b a r r a y n l s t [ 2 ] [ i , 3 8 ] . astype (
None ) ] , [ −48 .6 , −49 .8 ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r = ’0 .5 ’ ) )
# p l f g . t ext ( l i b a r r a y n l s t [ 2 ] [ i , 3 8 ] . astype (None ) , −48.55 , l i b a r r a y n l s t [ 2 ] [ i ,2]+”−”+ l i b a r r a y n l s t
[ 2 ] [ i ,3]+”−”+ s t r ( ( l i b a r r a y n l s t [ 2 ] [ i , 6 ] . astype (None )− l i b a r r a y n l s t [ 2 ] [ i , 3 9 ] . astype (None ) ) ) ,
r o t a t i on =45, f o n t s i z e =8)
i f d ebug r e f l == ’on ’ and debug Corr == ’on ’ :
c o l o r =[ ’#4169E1 ’ , ’ crimson ’ , ’#2F4F4F ’ , ’ r ’ , ’ dodgerblue ’ , ’ purple ’ , ’ t ea l ’ , ’m’ , ’ g ’ , ’ k ’ , ’ c ’ , ’ b ’ , ’ g ’ , ’ y ’ ]
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1672 i f dbg r e f a p l o t == ”on ” :
f o r i , ( typus ) in enumerate ( unique ( l i b a r r a y n l s t [ 4 ] [ : , 1 ] ) ) :
i f typus in a i r l i s t :
f o r n , ( dset ) in enumerate ( l i b a r r a y n l s t [ 4 ] [ f i nd ( l i b a r r a y n l s t [ 4 ] [ : , 1 ] == typus ) , : ] ) :
i f dset [ 3 5 ] . astype (None ) <733773.0:
1677 p l f g . add l i n e ( pylab . Line2D ( [ dset [ 3 5 ] . astype (None ) , dset [ 3 5 ] . astype (None )
] , [ −41 .1 , −40 .1 ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r=co l o r [ i ] ) ) #
p l f g . t ext ( dset [ 3 5 ] . astype (None ) , −40, typus+”−”+dset [0]+”−”+dset [32]+”−”+dset
[4]+”−”+dset [ 3 6 ] , r o t a t i on =45, f o n t s i z e =8)
e l s e :
p l f g . add l i n e ( pylab . Line2D ( [ dset [ 3 5 ] . astype (None ) , dset [ 3 5 ] . astype (None )
] , [−50 ,−49] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r=co l o r [ i ] ) ) #
p l f g . t ext ( dset [ 3 5 ] . astype (None ) , −49.02 , typus+”−”+dset [0]+”−”+dset [32]+”−”+
dset [4]+”−”+dset [ 3 6 ] , r o t a t i on =45, f o n t s i z e =8)
1682
Bt l F ig = pylab . f i g u r e ( f i g s i z e =[ f wh , f h t ] )
bt fg=Bt l F ig . add subplot (111)
Bt l F ig . s u p t i t l e (” Reference Gases a f t e r Sp l ine Correct ion (sm . %s ,%s )”%( rsp l smth a , r sp l smth b ) )
bt fg . s e t y l a b e l ( ur ’  \ de l t a \ ;ˆ{13} C ( \u2030 ) ’ )
1687 bt fg . s e t x l a b e l ( r ’ Date ’ )
bt fg . i n v e r t y a x i s
bt fg . p l o t da t e ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 4 ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [
Normloop idx old , 3 5 ] . astype (None ) , ’ bo ’ , l a b e l=”SynthAir bo t t l e Re f l va lues ”)
bt fg . p l o t da t e ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 4 ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [
Normloop idx new , 3 5 ] . astype (None ) , ’ ro ’ , l a b e l=”Crysta lAi r Re f l va lues ”)
1692 #bt fg . add l i n e ( pylab . Line2D ( [ min ( s p l r e f l o l d x ) . round ( ) ,max( s p l r e f l o l d x ) . round ( ) ] , [
l oopsp l o ld mean , loopsp l o ld mean ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
bt fg . add l i n e ( pylab . Line2D ( [ min ( s p l r e f l o l d x ) . round ( ) ,max( s p l r e f l o l d x ) . round ( ) ] , [ mean(
l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 5 ] . astype (None ) ) ,mean( l i b a r r a y n l s t [ 1 ] [ Normloop idx old ,
3 5 ] . astype (None ) ) ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
bt fg . t ext (max( s p l r e f l o l d x ) . round ( ) −10,mean( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 5 ] . astype (None ) ) ,
ur ’ SynthAir s p l i n e mean : %0.2 f \u00b1%0.2 f ’%(mean( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 5 ] . astype
(None ) ) , std ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 5 ] . astype (None ) ) ) , f o n t s i z e =8) # Enter text in
subplot ob j e c t at ax pos . , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
bt fg . add l i n e ( pylab . Line2D ( [ min ( s p l r e f l n ew x ) . round ( ) ,max( s p l r e f l n ew x ) . round ( ) ] , [ mean(
l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 5 ] . astype (None ) ) ,mean( l i b a r r a y n l s t [ 1 ] [ Normloop idx new ,
3 5 ] . astype (None ) ) ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
bt fg . t ext (max( s p l r e f l n ew x ) . round ( ) −10,mean( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 5 ] . astype (None ) ) ,
ur ’ Crysta lAi r s p l i n e mean : %0.2 f \u00b1%0.2 f ’%(mean( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 5 ] .
astype (None ) ) , std ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 5 ] . astype (None ) ) ) , f o n t s i z e =8) # Enter
text in subplot ob j e c t at ax pos . , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
1697
syn ix=f ind ( l i b a r r a y n l s t [ 4 ] [ : , 1 ] == ”SynthAir ”)
syn ix=f i l t e r ( lambda x : x in syn ix , f i nd ( [ date not in [”100520” ,”101008” ] f o r date in l i b a r r a y n l s t
[ 4 ] [ : , 0 ] ] ) )
c r y i x=f ind ( l i b a r r a y n l s t [ 4 ] [ : , 1 ] == ”Crysta lAi r ”)
1702 c r y i x=f i l t e r ( lambda x : x in c ry ix , f i nd ( l i b a r r a y n l s t [ 4 ] [ : , 3 5 ] . astype (None ) >733295.0) ) #733467.0−>
pylab . strpdate2num(”%y%m%d”) (”090301”)
c r y i x=f i l t e r ( lambda x : x in c ry ix , f i nd ( [ date not in
[ ’ 081216 ’ , ’ 081217 ’ , ’ 081218 ’ , ’ 081218 ’ , ’ 081219 ’ , ’ 090109 ’ , ’ 090112 ’ , ”090513” ,”091001” ] f o r date in
l i b a r r a y n l s t [ 4 ] [ : , 0 ] ] ) ) # org [”090513” , ”090526” ,”091001”]
c r y i x=de l e t e ( c ry ix , [ l i s t ( c r y i x ) . index ( s ) f o r s in f i nd ( [ date [ 0 ] in [ ’ 090316 ’ , ’ 0 90319 ’ ] and date
[ 1 ] == ”2.0” f o r date in l i b a r r a y n l s t [ 4 ] [ : , ( 0 , 3 3 ) ] ] ) ] ) # de l e t e s p e c i f i c measurements with 1
x10ml o f days in the given l i s t
c ao i x=f ind ( l i b a r r a y n l s t [ 4 ] [ : , 1 ] == ”CAO8463”)
cao i x=f i l t e r ( lambda x : x in cao ix , f i nd ( l i b a r r a y n l s t [ 4 ] [ : , 3 5 ] . astype (None ) >733832.0) ) #pylab .
strpdate2num(”%y%m%d”) (”100301”)
1707 nm ix=f ind ( l i b a r r a y n l s t [ 4 ] [ : , 1 ] == ”Neumayer ”)
nm ix=f i l t e r ( lambda x : x in nm ix , f i nd ( [NR not in nm ol f o r NR in l i b a r r a y n l s t [ 4 ] [ : , 3 2 ] ] ) ) #[NR in
[”16” , ”17” ] f o r NR in l i b a r r a y n l s t [ 4 ] [ : , 3 2 ] ]
b t fg . p l o t da t e ( l i b a r r a y n l s t [ 4 ] [ syn ix , 3 5 ] . astype (None ) , l i b a r r a y n l s t [ 4 ] [ syn ix , 3 6 ] . astype (None ) ,
’ bo ’ , l a b e l=”SynthAir ”)
bt fg . p l o t da t e ( l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 5 ] . astype (None ) , l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 6 ] . astype (None ) ,
’ ro ’ , l a b e l=”Crysta lAi r ”)
1712 bt fg . p l o t da t e ( l i b a r r a y n l s t [ 4 ] [ cao ix , 3 5 ] . astype (None ) , l i b a r r a y n l s t [ 4 ] [ cao ix , 3 6 ] . astype (None ) ,
’ co ’ , l a b e l=”Boulder ”)
bt fg . p l o t da t e ( l i b a r r a y n l s t [ 4 ] [ nm ix , 3 5 ] . astype (None ) , l i b a r r a y n l s t [ 4 ] [ nm ix , 3 6 ] . astype (None ) , ’
mo’ , l a b e l=”Neumayer ”)
bt fg . add l i n e ( pylab . Line2D ( [ min ( l i b a r r a y n l s t [ 4 ] [ syn ix , 3 5 ] . astype (None ) ) . round ( ) ,max( l i b a r r a y n l s t
[ 4 ] [ syn ix , 3 5 ] . astype (None ) ) . round ( ) ] , [ mean( l i b a r r a y n l s t [ 4 ] [ syn ix , 3 6 ] . astype (None ) ) ,mean(
l i b a r r a y n l s t [ 4 ] [ syn ix , 3 6 ] . astype (None ) ) ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
bt fg . t ext (max( l i b a r r a y n l s t [ 4 ] [ syn ix , 3 5 ] . astype (None ) ) . round ( ) +5,mean( l i b a r r a y n l s t [ 4 ] [ syn ix ,
3 6 ] . astype (None ) ) , ur ’ SynthAir : %0.2 f \u00b1%0.2 f ’%(mean( l i b a r r a y n l s t [ 4 ] [ syn ix , 3 6 ] . astype (
None ) ) , std ( l i b a r r a y n l s t [ 4 ] [ syn ix , 3 6 ] . astype (None ) ) ) , f o n t s i z e =8) # Enter text in subplot
ob j e c t at ax pos . , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
1717 bt fg . add l i n e ( pylab . Line2D ( [ min ( l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 5 ] . astype (None ) ) . round ( ) ,max( l i b a r r a y n l s t
[ 4 ] [ c ry ix , 3 5 ] . astype (None ) ) . round ( ) ] , [ mean( l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 6 ] . astype (None ) ) ,mean(
l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 6 ] . astype (None ) ) ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
bt fg . t ext (max( l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 5 ] . astype (None ) ) . round ( ) +5,mean( l i b a r r a y n l s t [ 4 ] [ c ry ix ,
3 6 ] . astype (None ) ) , ur ’ Crysta lAi r : %0.2 f \u00b1%0.2 f ’%(mean( l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 6 ] . astype (
None ) ) , std ( l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 6 ] . astype (None ) ) ) , f o n t s i z e =8) # Enter text in subplot
ob j e c t at ax pos . , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
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bt fg . add l i n e ( pylab . Line2D ( [ min ( l i b a r r a y n l s t [ 4 ] [ cao ix , 3 5 ] . astype (None ) ) . round ( ) ,max( l i b a r r a y n l s t
[ 4 ] [ cao ix , 3 5 ] . astype (None ) ) . round ( ) ] , [ mean( l i b a r r a y n l s t [ 4 ] [ cao ix , 3 6 ] . astype (None ) ) ,mean(
l i b a r r a y n l s t [ 4 ] [ cao ix , 3 6 ] . astype (None ) ) ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
bt fg . t ext (max( l i b a r r a y n l s t [ 4 ] [ cao ix , 3 5 ] . astype (None ) ) . round ( ) +5,mean( l i b a r r a y n l s t [ 4 ] [ cao ix ,
3 6 ] . astype (None ) ) , ur ’ Boulder : %0.2 f \u00b1%0.2 f ’%(mean( l i b a r r a y n l s t [ 4 ] [ cao ix , 3 6 ] . astype (
None ) ) , std ( l i b a r r a y n l s t [ 4 ] [ cao ix , 3 6 ] . astype (None ) ) ) , f o n t s i z e =8) # Enter text in subplot
ob j e c t at ax pos . , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
bt fg . add l i n e ( pylab . Line2D ( [ min ( l i b a r r a y n l s t [ 4 ] [ nm ix , 3 5 ] . astype (None ) ) . round ( ) ,max( l i b a r r a y n l s t
[ 4 ] [ nm ix , 3 5 ] . astype (None ) ) . round ( ) ] , [ mean( l i b a r r a y n l s t [ 4 ] [ nm ix , 3 6 ] . astype (None ) ) ,mean(
l i b a r r a y n l s t [ 4 ] [ nm ix , 3 6 ] . astype (None ) ) ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
1722 bt fg . t ext (max( l i b a r r a y n l s t [ 4 ] [ nm ix , 3 5 ] . astype (None ) ) . round ( ) +5,mean( l i b a r r a y n l s t [ 4 ] [ nm ix , 3 6 ] .
astype (None ) ) , ur ’ Neumayer : %0.2 f \u00b1%0.2 f ’%(mean( l i b a r r a y n l s t [ 4 ] [ nm ix , 3 6 ] . astype (None ) ) ,
std ( l i b a r r a y n l s t [ 4 ] [ nm ix , 3 6 ] . astype (None ) ) ) , f o n t s i z e =8) # Enter text in subplot ob j e c t at
ax pos . , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
# Was i s t d i e I s o t op i e der Ref loops an den Tagen der Bestimmung von Neumayer?
nm dates = l i b a r r a y n l s t [ 4 ] [ nm ix , 0 ] #[ ’070531 ’ , ’070601 ’ , ’070601 ’ , ’070604 ’ , ’070604 ’ ,
’ 071101 ’ , ’ 071102 ’ , ’080211 ’ , ’080212 ’ , ’080213 ’ , ’080613 ’ , ’080618 ’ , ’080619 ’ , ’080623 ’ ,
’080825 ’ , ’ 080826 ’ ]
nm loops=f i l t e r ( lambda x : x in Normloop idx old , f i nd ( [ date in nm dates f o r date in l i b a r r a y n l s t
[ 1 ] [ : , 0 ] ] ) ) #
1727 btl nmcor=mean( l i b a r r a y n l s t [ 1 ] [ nm loops , 3 5 ] . astype (None ) ) . round (2)−(mean( l i b a r r a y n l s t [ 4 ] [ nm ix ,
3 6 ] . astype (None )−NM iso ) . round (2) ) # ca l c u l a t e the i so topy value o f the Ref loop bo t t l e ”
SynthAir ” l i nked to V−PDB
### . . . und was der O f f s e t des ”SynthAir ” und ”Crysta lAi r ” Regiments ?
## Niveau−Ausg le ich u¨ber SynthAir . . .
nv cor=mean( l i b a r r a y n l s t [ 4 ] [ syn ix , 3 6 ] . astype (None ) ) . round (2)−( loopsp l o ld mean−mean(
l i b a r r a y n l s t [ 4 ] [ nm ix , 3 6 ] . astype (None )−NM iso ) . round (2) )
## Niveau−Ausg le ich u¨ber Crysta lAi r
1732 #nv cor= ( loopspl new mean−mean( l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 6 ] . astype (None ) ) . round (2)+mean(
l i b a r r a y n l s t [ 4 ] [ nm ix , 3 6 ] . astype (None )−NM iso ) . round (2) )
### Angewendet auf d i e Daten
## Ref loops
merged nm col = append (\
1737 ( ( l i b a r r a y n l s t [ 1 ] [ r l o l d i d c , i s o c o l [ 1 ] ] . astype (None )−( s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ 1 ] [
r l o l d i d c , −2]. astype (None ) , s p l r e f l o l d )−l oopsp l o ld mean )−mean( l i b a r r a y n l s t [ 4 ] [ nm ix ,
3 6 ] . astype (None )−NM iso ) . round (2) ) ) . round ( dec imals=4) , # ca l c u l a t e the dev i a t i on o f the raw
i so topy data from the s p l i n e and the NM o f f s e t f o r the old . . . \
( ( l i b a r r a y n l s t [ 1 ] [ r l n ew idc , i s o c o l [ 1 ] ] . astype (None )−( s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ 1 ] [
r l n ew idc , −2]. astype (None ) , s p l r e f l n ew )−loopspl new mean )−nv cor ) ) . round ( dec imals=4) ) #
and f o r the new r e f l o op a i r b o t t l e range and merge them into one datase t
l i b a r r a y n l s t [ 1 ] = append ( l i b a r r a y n l s t [ 1 ] , array ( merged nm col , ndmin=2) . t ranspose ( ) , ax i s =1) # add
the merged datase t to the whole dataarray
## a l l e anderen
f o r i in range (2 , l en ( l i b a r r a y n l s t ) ) :
1742 o l d i d c = f ind ( l i b a r r a y n l s t [ i ] [ : , o r d c o l [ i ] ] . astype (None ) <733773.0) # s e l e c t a l l da ta s e t s
be f o r e 01 .01 .2010
new idc = f ind ( l i b a r r a y n l s t [ i ] [ : , o r d c o l [ i ] ] . astype (None ) >733773.0) # s e l e c t a l l da ta s e t s
a f t e r 01 .01 .2010
merged cor co l = append (\
( ( l i b a r r a y n l s t [ i ] [ o l d idc , i s o c o l [ i ] ] . astype (None )−( s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ i ] [
o l d idc , o r d c o l [ i ] ] . astype (None ) , s p l r e f l o l d )−l oopsp l o ld mean )−mean( l i b a r r a y n l s t [ 4 ] [ nm ix
, 3 6 ] . astype (None )−NM iso ) . round (2) ) ) . round ( dec imals=4) , # ca l c u l a t e the dev i a t i on o f the raw
i so topy data from the s p l i n e and the mean o f the s p l i n e f o r the old . . . \
( ( l i b a r r a y n l s t [ i ] [ new idc , i s o c o l [ i ] ] . astype (None )−( s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ i ] [
new idc , o rd c o l [ i ] ] . astype (None ) , s p l r e f l n ew )−loopspl new mean )−nv cor ) ) . round ( dec imals=4) )
# and f o r the new r e f l o op a i r b o t t l e range and merge them into one datase t
1747 l i b a r r a y n l s t [ i ] = append ( l i b a r r a y n l s t [ i ] , array ( merged cor co l , ndmin=2) . t ranspose ( ) , ax i s =1) #
Append the r e f l o op mean co r r e c t ed I s o t o p i e s to the array in a new column
Cor Fig = pylab . f i g u r e ( f i g s i z e =[ f wh , f h t ] )
1752 co r f g=Cor Fig . add subplot (111)
Cor Fig . s u p t i t l e (” Reference Gases a f t e r Sp l ine+NM Correct ion (sm . %s ,%s )”%( rsp l smth a , r sp l smth b )
)
c o r f g . s e t y l a b e l ( ur ’  \ de l t a \ ;ˆ{13} C   ( \u2030 )  ’ )
c o r f g . s e t x l a b e l ( r ’ Date ’ )
#co r f g . i n v e r t y a x i s ( )
1757 co r f g . p l o t da t e ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 4 ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [
Normloop idx old , 3 6 ] . astype (None ) , ’ bo ’ , l a b e l=”SynthAir bo t t l e Re f l va lues ”)
c o r f g . p l o t da t e ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 4 ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [
Normloop idx new , 3 6 ] . astype (None ) , ’ ro ’ , l a b e l=”Crysta lAi r Re f l va lues ”)
#co r f g . add l i n e ( pylab . Line2D ( [ min ( s p l r e f l o l d x ) . round ( ) ,max( s p l r e f l o l d x ) . round ( ) ] , [
l oopsp l o ld mean , loopsp l o ld mean ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
c o r f g . add l i n e ( pylab . Line2D ( [ min ( s p l r e f l o l d x ) . round ( ) ,max( s p l r e f l o l d x ) . round ( ) ] , [ mean(
l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 6 ] . astype (None ) ) ,mean( l i b a r r a y n l s t [ 1 ] [ Normloop idx old ,
3 6 ] . astype (None ) ) ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
1762 co r f g . t ext (max( s p l r e f l o l d x ) . round ( ) −10,mean( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 6 ] . astype (None ) ) ,
ur ’ SynthAir Sp l ine Mean : %0.2 f \u00b1%0.2 f ’%(mean( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 6 ] .
astype (None ) ) , std ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 6 ] . astype (None ) ) ) , f o n t s i z e =8) # Enter
text in subplot ob j e c t at ax pos . , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
c o r f g . add l i n e ( pylab . Line2D ( [ min ( s p l r e f l n ew x ) . round ( ) ,max( s p l r e f l n ew x ) . round ( ) ] , [ mean(
l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 6 ] . astype (None ) ) ,mean( l i b a r r a y n l s t [ 1 ] [ Normloop idx new ,
3 6 ] . astype (None ) ) ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
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co r f g . t ext (max( s p l r e f l n ew x ) . round ( ) −10,mean( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 6 ] . astype (None ) ) ,
ur ’ Crysta lAir−bo t t l e : %0.2 f \u00b1%0.2 f ’%(mean( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 6 ] . astype (
None ) ) , std ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 6 ] . astype (None ) ) ) , f o n t s i z e =8) # Enter text in
subplot ob j e c t at ax pos . , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
1767 co r f g . p l o t da t e ( l i b a r r a y n l s t [ 4 ] [ syn ix , 3 5 ] . astype (None ) , l i b a r r a y n l s t [ 4 ] [ syn ix , 3 7 ] . astype (None ) ,
’ bo ’ , l a b e l=”SynthAir ”)
c o r f g . p l o t da t e ( l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 5 ] . astype (None ) , l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 7 ] . astype (None ) ,
’ ro ’ , l a b e l=”Crysta lAi r ”)
c o r f g . p l o t da t e ( l i b a r r a y n l s t [ 4 ] [ cao ix , 3 5 ] . astype (None ) , l i b a r r a y n l s t [ 4 ] [ cao ix , 3 7 ] . astype (None ) ,
’ co ’ , l a b e l=”Boulder ”)
c o r f g . p l o t da t e ( l i b a r r a y n l s t [ 4 ] [ nm ix , 3 5 ] . astype (None ) , l i b a r r a y n l s t [ 4 ] [ nm ix , 3 7 ] . astype (None ) , ’
mo’ , l a b e l=”Neumayer ”)
1772 co r f g . add l i n e ( pylab . Line2D ( [ min ( l i b a r r a y n l s t [ 4 ] [ syn ix , 3 5 ] . astype (None ) ) . round ( ) ,max(
l i b a r r a y n l s t [ 4 ] [ syn ix , 3 5 ] . astype (None ) ) . round ( ) ] , [ mean( l i b a r r a y n l s t [ 4 ] [ syn ix , 3 7 ] . astype (
None ) ) ,mean( l i b a r r a y n l s t [ 4 ] [ syn ix , 3 7 ] . astype (None ) ) ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k
’ ) )
c o r f g . t ext (max( l i b a r r a y n l s t [ 4 ] [ syn ix , 3 5 ] . astype (None ) ) . round ( ) +5,mean( l i b a r r a y n l s t [ 4 ] [ syn ix ,
3 7 ] . astype (None ) ) , ur ’ SynthAir : %0.2 f \u00b1%0.2 f ’%(mean( l i b a r r a y n l s t [ 4 ] [ syn ix , 3 7 ] . astype (
None ) ) , std ( l i b a r r a y n l s t [ 4 ] [ syn ix , 3 7 ] . astype (None ) ) ) , f o n t s i z e =8) # Enter text in subplot
ob j e c t at ax pos . , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
c o r f g . add l i n e ( pylab . Line2D ( [ min ( l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 5 ] . astype (None ) ) . round ( ) ,max(
l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 5 ] . astype (None ) ) . round ( ) ] , [ mean( l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 7 ] . astype (
None ) ) ,mean( l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 7 ] . astype (None ) ) ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k
’ ) )
c o r f g . t ext (max( l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 5 ] . astype (None ) ) . round ( ) +5,mean( l i b a r r a y n l s t [ 4 ] [ c ry ix ,
3 7 ] . astype (None ) ) , ur ’ Crysta lAi r : %0.2 f \u00b1%0.2 f ’%(mean( l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 7 ] . astype (
None ) ) , std ( l i b a r r a y n l s t [ 4 ] [ c ry ix , 3 7 ] . astype (None ) ) ) , f o n t s i z e =8) # Enter text in subplot
ob j e c t at ax pos . , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
c o r f g . add l i n e ( pylab . Line2D ( [ min ( l i b a r r a y n l s t [ 4 ] [ cao ix , 3 5 ] . astype (None ) ) . round ( ) ,max(
l i b a r r a y n l s t [ 4 ] [ cao ix , 3 5 ] . astype (None ) ) . round ( ) ] , [ mean( l i b a r r a y n l s t [ 4 ] [ cao ix , 3 7 ] . astype (
None ) ) ,mean( l i b a r r a y n l s t [ 4 ] [ cao ix , 3 7 ] . astype (None ) ) ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k
’ ) )
1777 co r f g . t ext (max( l i b a r r a y n l s t [ 4 ] [ cao ix , 3 5 ] . astype (None ) ) . round ( ) +5,mean( l i b a r r a y n l s t [ 4 ] [ cao ix ,
3 7 ] . astype (None ) ) , ur ’ Boulder : %0.2 f \u00b1%0.2 f ’%(mean( l i b a r r a y n l s t [ 4 ] [ cao ix , 3 7 ] . astype (
None ) ) , std ( l i b a r r a y n l s t [ 4 ] [ cao ix , 3 7 ] . astype (None ) ) ) , f o n t s i z e =8) # Enter text in subplot
ob j e c t at ax pos . , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
c o r f g . add l i n e ( pylab . Line2D ( [ min ( l i b a r r a y n l s t [ 4 ] [ nm ix , 3 5 ] . astype (None ) ) . round ( ) ,max( l i b a r r a y n l s t
[ 4 ] [ nm ix , 3 5 ] . astype (None ) ) . round ( ) ] , [ mean( l i b a r r a y n l s t [ 4 ] [ nm ix , 3 7 ] . astype (None ) ) ,mean(
l i b a r r a y n l s t [ 4 ] [ nm ix , 3 7 ] . astype (None ) ) ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
c o r f g . t ext (max( l i b a r r a y n l s t [ 4 ] [ nm ix , 3 5 ] . astype (None ) ) . round ( ) +5,mean( l i b a r r a y n l s t [ 4 ] [ nm ix , 3 7 ] .
astype (None ) ) , ur ’ Neumayer : %0.2 f \u00b1%0.2 f ’%(mean( l i b a r r a y n l s t [ 4 ] [ nm ix , 3 7 ] . astype (None ) ) ,
std ( l i b a r r a y n l s t [ 4 ] [ nm ix , 3 7 ] . astype (None ) ) ) , f o n t s i z e =8) # Enter text in subplot ob j e c t at
ax pos . , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.5)
c o l r =[ ’#4169E1’ , ’#2F4F4F ’ , ’ crimson ’ , ’ t ea l ’ , ’ dodgerblue ’ , ’ purple ’ , ’ yel low ’ , ’ g ’ , ’m’ , ’ s l a t eg r ey ’ , ”
darkgrey ” ,” l i g h t g r e en ” ]
1782 i f dbg r e f a p l o t == ”on ” :
p r in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
p r i n t ”Reference Air Sample Overview :\n\nSample type : Mean : Std : ”
f o r i , ( typus ) in enumerate ( unique ( l i b a r r a y n l s t [ 4 ] [ : , 1 ] ) ) :
dset = l i b a r r a y n l s t [ 4 ] [ f i nd ( l i b a r r a y n l s t [ 4 ] [ : , 1 ] == typus ) ]
1787 i f typus in [ ’CAO8289 ’ , ’CAO1179 ’ ] :
dset = de l e t e ( dset , ( 0 ) , ax i s=0) # remove o u t l i e r s
i f typus == ’CC71560 ’ :
dset = de l e t e ( dset , ( 2 ) , ax i s=0) # remove o u t l i e r s
i f typus == ”CAO8463” :
1792 dset = dset . take ( f i nd ( dset [ : , 3 5 ] . astype (None ) >733832.0) , ax i s =0) #pylab . strpdate2num
(”%y%m%d”) (”100301”)
p r in t ”%s (n=%i ) %4.2 f %4.2 f ”%(typus , l en ( dset ) ,mean( dset [ : , o r d c o l [ 4 ]+ 1 ] . astype (None ) ) , std (
dset [ : , o r d c o l [ 4 ]+ 1 ] . astype (None ) ) )
i f typus in a i r l i s t and typus not in [ ”CAO8463” ,” Crysta lAi r ” ,” SynthAir ” ,”Neumayer ” ] :
c o r f g . p l o t da t e ( dset [ : , 3 5 ] . astype (None ) , dset [ : , 3 7 ] . astype (None ) ,” o ” , c o l o r=c o l r [ i ] )
#co r f g . t ext ( dset [ : , 3 5 ] . astype (None ) , −40, typus+”−”+dset [0]+”−”+dset [32]+”−”+dset
[4]+”−”+dset [ 3 6 ] , r o t a t i on =45, f o n t s i z e =8)
1797 co r f g . annotate (”%i−%s−%0.2f ,%0.2 f ”%( i , typus ,mean( dset [ : , 3 7 ] . astype (None ) ) , std ( dset [ : ,
3 7 ] . astype (None ) ) ) , xy=(mean( dset [ : , 3 5 ] . astype (None ) ) ,mean( dset [ : , 3 7 ] . astype (
None ) ) ) , xytext=(mean( dset [ : , 3 5 ] . astype (None )−30) ,mean( dset [ : , 3 7 ] . astype (None ) )
−1.0) , xycoords=’data ’ , t ex tcoords=’data ’ , arrowprops=d i c t ( edgeco l o r=’black ’ ,
f a c e c o l o r = ’0 .5 ’ , width= 1 , headwidth=4, shr ink =0.05) , f o n t s i z e =8)
# #### Add I n t e r c a l I c e to the p lo t
# f o r i , ( typus ) in enumerate ( unique ( l i b a r r a y n l s t [ 5 ] [ : , 1 ] ) ) :
# dset = l i b a r r a y n l s t [ 5 ] [ f i nd ( l i b a r r a y n l s t [ 5 ] [ : , 1 ] == typus ) ]
# i f ”B37” in typus :
1802 # #B37= Smp misc ucor . take ( f i nd ( Smp misc ucor . i c e o r i g i n==”B37”) )
# #B37 . s o r t ( order =[ ’ depth ’ , ] )
# s1=f ind ( dset [ : , 3 8 ] . astype (None )<pylab . date2num( datet ime (  s t rpt ime (”070610” , ”%y%m%d”)
[ : 6 ] ) ) )
# s2=f ind ( dset [ : , 3 8 ] . astype (None )<pylab . date2num( datet ime (  s t rpt ime ( ’080301 ’ , ”%y%m%d”)
[ : 6 ] ) ) )
# s e l 1=f i l t e r ( lambda x : x not in s1 , s2 )
1807 # s3=f ind ( dset [ : , 3 8 ] . astype (None )>pylab . date2num( datet ime (  s t rpt ime ( ’090701 ’ , ”%y%m%d”)
[ : 6 ] ) ) )
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# s4=f ind ( dset [ : , 3 8 ] . astype (None )<pylab . date2num( datet ime (  s t rpt ime (”100301” , ”%y%m%d”)
[ : 6 ] ) ) )
# s e l 2=f i l t e r ( lambda x : x in s3 , s4 )
# de l s=l i s t ( s2 ) ; d e l s . extend ( f i nd ( [ rm date in B37 ol f o r rm date in dset [ : , 0 ] ] ) )
# dset = de l e t e ( dset , ( d e l s ) , ax i s=0) # remove o u t l i e r s
1812 # #pr in t dset [ : , 3 9 ] . astype (None )
# o l d i d c = f ind ( dset [ : , 3 8 ] . astype (None ) <733773.0) # s e l e c t a l l da ta s e t s be f o r e 01 .01 .2010
# new idc = f ind ( dset [ : , 3 8 ] . astype (None ) >733773.0) # s e l e c t a l l da ta s e t s a f t e r 01 .01 .2010
# dset [ o ld idc ,39]= dset [ o ld idc , 3 9 ] . astype (None )−0.02
# dset [ new idc ,39]= dset [ new idc , 3 9 ] . astype (None )−nv cor
1817 # pr in t typus , dset [ : , 3 9 ] . astype (None )
# co r f g . p l o t da t e ( dset [ : , 3 8 ] , dset [ : , 39 ] , ” o ” , c o l o r=co l o r [ : : − 1 ] [ i ] )
# co r f g . annotate (”%i−%s−%0.2f ,%0.2 f ”%( i +11, typus ,mean( dset [ : , 3 9 ] . astype (None ) ) , std ( dset [ : ,
3 9 ] . astype (None ) ) ) , xy=(mean( dset [ : , 3 8 ] . astype (None ) ) ,mean( dset [ : , 3 9 ] . astype (None ) ) ) , xytext=(
mean( dset [ : , 3 8 ] . astype (None )−30) ,mean( dset [ : , 3 9 ] . astype (None ) ) −1.0) , xycoords=’data ’ , t ex tcoords
=’data ’ , arrowprops=d i c t ( edgeco l o r=’black ’ , f a c e c o l o r = ’0 .5 ’ , width= 1 , headwidth=4, shr ink =0.05) ,
f o n t s i z e =8)
#
# o l d i d c = f ind ( non dml [ : , 3 8 ] . astype (None ) <733773.0) # s e l e c t a l l da ta s e t s be f o r e 01 .01 .2010
1822 # new idc = f ind ( non dml [ : , 3 8 ] . astype (None ) >733773.0)
# non dml [ o ld idc ,39]= non dml [ o ld idc , 3 9 ] . astype (None )−0.02
# non dml [ new idc ,39]= non dml [ new idc , 3 9 ] . astype (None )−nv cor
# no dml=non dml . take ( f i nd ( non dml [ : , 1 ] == ”B37”) , ax i s=0)
# no dml= de l e t e ( no dml , ( d e l s ) , ax i s =0) # f ind ( no dml [ : , 3 8 ] . astype (None )>pylab . date2num( datet ime
(  s t rpt ime (”100101” , ”%y%m%d”) [ : 6 ] ) ) )
1827 # pr in t no dml [ : , 3 9 ] . astype (None )




1832 Add chosen age column to I c e Sample array . . . ( s ee header )
’ ’ ’
## Find the depth o f sample datase t in the chosen Depth Age r e l a t i o n s h i p datase t
p r in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
1837 p r in t ’ Adding %s age column to data . . . ’% ( age cho i c e )
p r in t
### Remove two double e n t r i e s in datase t ”comp” f i r s t
#comp =de l e t e (comp , ( 95 , 216 ) , ax i s =0)
1842 ####################
## Set the d i f f e r e n t Cuts to t h e i r cor respond ing top depth (Cut ”G01” 12 ,5cm above Cut ”G02”) . . .
# by f i r s t r ep l a c i n g p o s s i b l e ’ , ’ in s t r i ng , round to 3 d i g i t s a f t e r the comma
l i b a r r a y n l s t [ 2 ] [ : , 2 ] = array (map( lambda x : f l o a t ( x . r ep l a c e ( ’ , ’ , ’ . ’ ) ) , l i b a r r a y n l s t [ 2 ] [ : , 2 ] ) ) . round (3)
# and second add 12 ,5cm where the Cut i s ”G02”
1847 l i b a r r a y n l s t [ 2 ] [ tup l e ( where ( l i b a r r a y n l s t [ 2 ] [ : , 3 ]== ’G02 ’ ) [ 0 ] ) ,2]= l i b a r r a y n l s t [ 2 ] [ tup l e ( where (
l i b a r r a y n l s t [ 2 ] [ : , 3 ]== ’G02 ’ ) [ 0 ] ) , 2 ] . astype ( f l o a t ) +.125
## so r t sample array by depth/age
smpl dsr t = l i b a r r a y n l s t [ 2 ] . take ( a r g s o r t ( l i b a r r a y n l s t [ 2 ] [ : , 2 ] . astype ( f l o a t ) ) , ax i s=−2)
i f eva l run == ”on ” :
1852 ## Export Data s tage 5 ” Sorted by depth”
mi l e s tone ( smpl dsr t . take ( [ 0 , 1 , 2 , 3 , 3 7 , 3 8 , 3 9 ] , ax i s=−1) ,” Data depthsorted ” ,” Al l trend c o r r e c t i o n s
app l i ed and o u t l i e r removed ”)
i f i c e o r i g i n == ’EDML’ :
1857 # Cal l de f to f i nd correspond ing Ind i c e s f o r the given depth range
min idx , max idx=ex t i d c ( ch4 data [ ’ data ’ ] [ : , ch4 data [ ’ dth−idx ’ ] ] , min ( smpl dsr t [ : , 2 ] . astype ( f l o a t ) .
round ( )−1) ,max( smpl dsr t [ : , 2 ] . astype ( f l o a t ) . round ( )−1) ,0)
## Calcu la te a s p l i n e over the depth range
i f min idx>=5 and max idx<=(len ( ch4 data [ ’ data ’ ] ) −5) :
sp l depage = sc ipy . i n t e r p o l a t e . sp l r ep ( ch4 data [ ’ data ’ ] [ min idx −5:max idx , ch4 data [ ’ dth−idx ’ ] ] .
astype ( f l o a t ) , ch4 data [ ’ data ’ ] [ min idx −5:max idx , ch4 data [ ’ age−idx ’ ] ] . astype ( f l o a t ) , k=
sp l o rd , s=spl smth )
1862 e l s e :
sp l depage = sc ipy . i n t e r p o l a t e . sp l r ep ( ch4 data [ ’ data ’ ] [ min idx : , ch4 data [ ’ dth−idx ’ ] ] . astype (
f l o a t ) , ch4 data [ ’ data ’ ] [ min idx : , ch4 data [ ’ age−idx ’ ] ] . astype ( f l o a t ) , k=sp l o rd , s=spl smth )
## Calcu la te the s p l i n e r ep r e s en t a t i on f o r The I c e depth
sp lda y = sc ipy . i n t e r p o l a t e . sp l ev ( smpl dsr t [ : , 2 ] . astype (None ) , sp l depage )
1867 ## Append the new age colum to the i c e sample array
smpl dsr t = append ( smpl dsrt , array ( splda y , ndmin=2) . t ranspose ( ) , ax i s =1)
e l s e :
from sc ipy import s t a t s
gradient , i n t e r c ep t , r va lue , p value , s t d e r r = s t a t s . l i n r e g r e s s ( ch4 data [ ’ data ’ ] [ : 1 0 , ch4 data [ ’
dth−idx ’ ] ] , ch4 data [ ’ data ’ ] [ : 1 0 , ch4 data [ ’ age−idx ’ ] ] ) # c a l c u l a t e a depth/age r e l a t i o n s h i p
from EDML CH4 datase t
1872 smpl dsr t = append ( smpl dsrt , array ( ( ( smpl dsr t [ : , 2 ] . astype (None ) )   grad i ent+in t e r c ep t ) . round (1) ,
ndmin=2) . t ranspose ( ) , ax i s=1)
p r in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
p r i n t ” Intercompar i son I c e Overview :\n\nSample type : Mean : Std : ”
f o r n , typus in enumerate ( unique ( smpl dsr t [ : , 1 ] ) ) :
dset = smpl dsr t . take ( f i nd ( smpl dsr t [ : ,1 ]== typus ) , ax i s =0)
1877 pr in t ”%s (n=%i ) %4.2 f %4.2 f ”%(typus , l en ( dset ) ,mean( dset [ : , o r d c o l [ 2 ]+ 1 ] . astype (None ) ) , std ( dset
[ : , o r d c o l [ 2 ]+ 1 ] . astype (None ) ) )
’ ’ ’
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#################################################
Apply Grav i t a t i ona l Correc t ion
1882 ’ ’ ’
i f i c e o r i g i n == ’EDML’ :
# Subtract the Gravi Factor
smpl dsr t [ : , −2 ] = smpl dsr t [ : , −2 ] . astype (None )−g r av co r f a c
1887 pr in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
p r i n t ’ Ca l cu la t ing Grav i t a t i ona l Correct ion with constant o f f s e t o f %s\n f o r g l a c i a l c ond i t i on s
c a l cu l a t ed through Landais /Capron data . . . \ n’%( g r av co r f a c )
i f eva l run == ”on ” :
## Export Data s tage 6 ”Grav i t a t i ona l Correc t ion ”
mi l e s tone ( smpl dsr t . take ( [ 0 , 1 , 2 , 3 , 3 7 , 3 8 , 3 9 ] , ax i s=−1) ,” Data dsorted&Gravicorr ” ,” Applied Grav ia t i ona l




Plo t t ing Routines . . .
’ ’ ’
1897
## plo t sample types
i f smpl p lot == ’on ’ :
1902 i f i c e o r i g i n == ’EDML’ :
smpl dsrt , smpl dcor=sample p lot ( smpl dsrt , o r d c o l [ 2 ] , i s o c o l [ 2 ] , s p l r e f l o l d x , s p l r e f l o l d y )
# c a l l de f f o r p l o t t i n g and return the depth so r t ed dataset and a r e p l i c a t e merged
ve r s i on o f i t
## Apply the Neymayer O f f s e t Correc t ion Factor
#smpl dsr t [ : , −2 ] = ( smpl dsr t [ : , −2 ] . astype (None )−NM offset ) . round (3)
## Calcu la te the Mean Stddev o f the I c e Samples from r ep l i c a t e d data s e t s
1907 pr in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
p r i n t ’Mean Stddev o f the I c e Samples with r e p l i c a t e da ta s e t s : %s pe rm i l l e (n=%i )\n’%(mean(
smpl dcor [ tup l e ( where ( smpl dcor [ : , 3 ]== ’G01+G02 ’ ) [ 0 ] ) ,−1] . astype ( f l o a t ) ) . round (3) , l en (
tup l e ( where ( smpl dcor [ : , 3 ]== ’G01+G02 ’ ) [ 0 ] ) ) )
# e l i f i c e o r i g i n == ’B37 ’ :
# smpl dsrt , smpl dcor=sample p lot ( smpl dsrt , o r d c o l [ 2 ] , i s o c o l [ 2 ] , s p l r e f l o l d x , s p l r e f l o l d y )
# c a l l de f f o r p l o t t i n g and return the depth so r t ed dataset and a r e p l i c a t e merged ve r s i on o f i t
# r e f p l o t (3 , l i b a r r a y n l s t [ 2 ] , ’ B37ice ’ , o r d c o l [ 2 ] , i s o c o l [ 2 ] )
1912 e l s e :
c a t i dx = data cat . index ( ’ Sample ’ )
f o r i , ( typus ) in enumerate ( Inte rcomp ice ) :
r e f p l o t (3 , l i b a r r a y n l s t [ c a t i dx ] [ f i nd ( l i b a r r a y n l s t [ c a t i dx ] [ : , 1 ] == typus ) , : ] , typus ,
o rd c o l [ 2 ] , i s o c o l [ 2 ] )
1917 #smpl dcor , smpl dsrt , mn uncor col , s td unco r co l , r e p l i d c = samp l e r e p l i c a t e s ( smpl dsrt , i s o c o l [ 2 ] ,
o r d c o l [ 2 ] )
i f eva l run == ”on ” :
## Export Data s tage 7 ” Rep l i c a t e s concatenated ”
mi l e s tone ( smpl dsr t . take ( [ 0 , 1 , 2 , 3 , 3 7 , 3 8 , 3 9 ] , ax i s=−1) ,” Rep l i c a t e s ” ,” Al l c o r r e c t i o n s appl ied , o u t l i e r
removed , so r t ed by depth and concatenated Rep l i ca t e meausurements ”)
1922
## Add a bar a and a capt ion o f every i c e measurement done troughout the r e f l o op datase t
i f d ebug r e f l == ’on ’ :
std wo ob , std wo nb , std w ob , std w nb=std ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 4 ] . astype (None ) ) , std (
l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 4 ] . astype (None ) ) , std ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old ,
3 5 ] . astype (None ) ) , std ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 5 ] . astype (None ) )
va r a r=(ones (4 )   [ std wo ob , std wo nb , std w ob , std w nb ] )   2
1927 box txt=”Pre c i s i on f o r Ref loops without Trend c o r r e c t i o n . . . \ n old bo t t l e : %s\ t new bo t t l e : %s
\n and with s p l i n e c o r r e c t i o n . . . \ n old bo t t l e : \ t%s new bo t t l e :\ t%s”%(std ( l i b a r r a y n l s t [ 1 ] [
Normloop idx old , 4 ] . astype (None ) ) . round (2) , std ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 4 ] . astype (
None ) ) . round (2) , std ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 3 5 ] . astype (None ) ) . round (2) , std (
l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 3 5 ] . astype (None ) ) . round (2) )
p l f g . t ext ( 0 . 0 3 , 0 . 0 4 , box txt , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.2) , f o n t s i z e =12, transform = p l f g
. transAxes )
#f o r i in range ( l en ( removed se l ) ) :
# ## add a v e r t i c a l l i n e at every sample measurement date and a text box to i t
# p l f g . add l i n e ( pylab . Line2D ( [ removed se l [ i , 3 8 ] . astype (None ) , removed se l [ i , 3 8 ] . astype (None )
] , [ −41 .1 , −40 .1 ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’red ’ ) )
1932 # p l f g . t ext ( removed se l [ i , 3 8 ] . astype (None ) , −40, removed se l [ i ,2]+”−”+ removed se l [ i ,3]+”−”+ s t r ( (
removed se l [ i , 6 ] . astype (None )−removed se l [ i , 3 9 ] . astype (None ) ) ) , r o t a t i on =45, f o n t s i z e =8)
i f dbg i c e p l o t == ”on ” :
f o r i , ( typus ) in enumerate ( unique ( l i b a r r a y n l s t [ 2 ] [ : , 1 ] ) ) :
#i f typus in Inte rcomp ice :
1937 f o r n , ( dset ) in enumerate ( l i b a r r a y n l s t [ 2 ] [ f i nd ( l i b a r r a y n l s t [ 2 ] [ : , 1 ] == typus ) , : ] ) :
i f dset [ 3 8 ] . astype (None ) <733773.0:
p l f g . add l i n e ( pylab . Line2D ( [ dset [ 3 8 ] . astype (None ) , dset [ 3 8 ] . astype (None ) ] , [ −41 .1 , −40 .1 ] ,
l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r=co l o r [ i ] ) ) #
p l f g . t ext ( dset [ 3 8 ] . astype (None ) , −40, ”%s %s−−%s%s−uncor %s−cor .”%( typus , dset [ 0 ] , dset
[ 2 ] , dset [ 6 ] , dset [ 3 9 ] ) , r o t a t i on =45, f o n t s i z e =8)
e l s e :
1942 p l f g . add l i n e ( pylab . Line2D ( [ dset [ 3 8 ] . astype (None ) , dset [ 3 8 ] . astype (None ) ] , [−50 ,−49] ,
l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r=co l o r [ i ] ) ) #
p l f g . t ext ( dset [ 3 8 ] . astype (None ) , −49.02 ,”% s %s−%s−%s−uncor %s−cor .”%( typus , dset [ 0 ] , dset
[ 2 ] , dset [ 6 ] , dset [ 3 9 ] ) , r o t a t i on =45, f o n t s i z e =8)
i f d b g i c e r e p l i c a t e s == ”on ” :
f o r i , ( typus ) in enumerate ( unique ( l i b a r r a y n l s t [ 2 ] [ : , 3 ] ) ) :
292 D. Python Code
c on s t r a i n t = f i nd ( [ std ( l i b a r r a y n l s t [ 2 ] [ idx , 3 9 ] . astype (None ) )>0.2 f o r idx in z ip ( r ep l i d c
−1, r e p l i d c ) ] )
1947 pick=f i l t e r ( lambda x : x in f i nd ( l i b a r r a y n l s t [ 2 ] [ : , 3 ] == typus ) , append ( r e p l i d c [ c on s t r a i n t ] ,
r e p l i d c [ c on s t r a i n t ]−1) )
f o r n , ( dset ) in enumerate ( l i b a r r a y n l s t [ 2 ] [ pick , : ] ) :
i f dset [ 3 8 ] . astype (None ) <733773.0:
p l f g . add l i n e ( pylab . Line2D ( [ dset [ 3 8 ] . astype (None ) , dset [ 3 8 ] . astype (None )
] , [ −41 .1 , −40 .1 ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r=co l o r [ i ] ) ) #
p l f g . t ext ( dset [ 3 8 ] . astype (None ) , −40, ” %s−−%s%s−uncor %s−cor .”%( dset [ 2 ] , dset [ 0 ] ,
dset [ 6 ] , dset [ 3 9 ] ) , r o t a t i on =45, f o n t s i z e =8)
1952 e l s e :
p l f g . add l i n e ( pylab . Line2D ( [ dset [ 3 8 ] . astype (None ) , dset [ 3 8 ] . astype (None ) ] , [−50 ,−49] ,
l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r=co l o r [ i ] ) ) #
p l f g . t ext ( dset [ 3 8 ] . astype (None ) , −49.02 ,” %s−%s−%s−uncor %s−cor .”%( dset [ 2 ] , dset [ 0 ] ,
dset [ 6 ] , dset [ 3 9 ] ) , r o t a t i on =45, f o n t s i z e =8)
# f o r n , smoothey in enumerate ( arange ( rsp l smth a − .6 , r sp l smth a +1.0 ,0 .4 ) ) :#range (1 , 4 )
# #splold numrange=range (1 , l en ( l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None )
<733773.0) , o r d c o l [ 1 ] ] ) +1)
1957 # s p l r e f l v a r o l d = sc ipy . i n t e r p o l a t e . sp l r ep ( l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l
[ 1 ] ] . astype (None ) <733773.0) , o r d c o l [ 1 ] ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : ,
o r d c o l [ 1 ] ] . astype (None ) <733773.0) , 4 ] . astype (None ) , k=r sp l o rd , s=smoothey )
# s p l r e f l o l d v a r x = arange (min ( l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None
) <733773.0) , o r d c o l [ 1 ] ] . astype (None ) ) , max( l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] .
astype (None ) <733773.0) , o r d c o l [ 1 ] ] . astype (None ) ) +1.0/ enlargement [ 0 ] , 1 .0/ enlargement [ 0 ] ) # reduce
s tepp ing between x−datapo ints
# s p l r e f l o l d v a r y = sc ipy . i n t e r p o l a t e . sp l ev ( s p l r e f l o l d v a r x , s p l r e f l v a r o l d )
# s p l d i f o l d o v e r a l l=l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None ) <733773.0) ,
4 ] . astype (None )−s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] .
astype (None ) <733773.0) , o r d c o l [ 1 ] ] . astype (None ) , s p l r e f l v a r o l d )
# sp ld i f f o l d mean = mean( abs ( s p l d i f o l d o v e r a l l ) )
1962 # s p l d i f f o l d e r r=sq r t (sum( s p l d i f o l d o v e r a l l   2) / l en ( s p l d i f o l d o v e r a l l ) )
# p l f g . p l o t ( s p l r e f l o l d v a r x , s p l r e f l o l d v a r y , ”−”, c o l o r= co l o r [ n+2] , l a b e l= ”Old Bott l e Sp l ine
smooth . %s − d i f f e r e n c e %0.2 f , e r r . %0.2 f ”%(smoothey , sp ld i f f o ld mean , s p l d i f f o l d e r r ) )
# f o r n , smoothey in enumerate ( [ r sp l smth b −0.1 , r sp l smth b +0.1 ] ) :
# #splnew numrange=range ( splold numrange [−1]+1 , splold numrange [−1]+1+ len ( l i b a r r a y n l s t [ 1 ] [ f i nd (
l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None ) >733773.0) , o r d c o l [ 1 ] ] ) )
# sp l r e f l v a r n ew = sc ipy . i n t e r p o l a t e . sp l r ep ( l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l
[ 1 ] ] . astype (None ) >733773.0) , o r d c o l [ 1 ] ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : ,
o r d c o l [ 1 ] ] . astype (None ) >733773.0) , 4 ] . astype (None ) , k=r sp l o rd , s=smoothey )
1967 # sp l r e f l n ewva r x = arange (min ( l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None
) >733773.0) , o r d c o l [ 1 ] ] . astype (None ) ) , max( l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] .
astype (None ) >733773.0) , o r d c o l [ 1 ] ] . astype (None ) ) +1.0/ enlargement [ 0 ] , 1 .0/ enlargement [ 0 ] ) # reduce
s tepp ing between x−datapo ints
# sp l r e f l n ewva r y = sc ipy . i n t e r p o l a t e . sp l ev ( sp l r e f l n ewva r x , s p l r e f l v a r n ew )
# sp l d i f n ew ov e r a l l=l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None ) >733773.0) ,
4 ] . astype (None )−s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] .
astype (None ) >733773.0) , o r d c o l [ 1 ] ] . astype (None ) , s p l r e f l v a r n ew )
# spld i f fnew mean = mean( abs ( s p l d i f n ew ov e r a l l ) )
# s p l d i f f n ew e r r=sq r t (sum( s p l d i f n ew ov e r a l l   2) / l en ( s p l d i f n ew ov e r a l l ) )
1972 # p l f g . p l o t ( sp l r e f l n ewva r x , sp l r e f l n ewva r y , ”−”, c o l o r= co l o r [ n+2] , l a b e l= ”New Bott l e Sp l ine
smooth . %s − d i f f e r e n c e %0.2 f , e r r . %0.2 f ”%(smoothey , spldi f fnew mean , s p l d i f f n ew e r r ) )
’ ’ ’
Are the f i r s t Mref Peaks a good qu a l i t a t i v e measure f o r a s p l i n e
’ ’ ’
1977 i f d b g f i r s tMr e f p l o t == ”on” :
i c e l o o p s=concatenate ( array ( [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , 0 ]== date ) f o r date in l i b a r r a y n l s t [ 2 ] [ : , 0 ] i f
f i nd ( l i b a r r a y n l s t [ 1 ] [ : , 0 ]== date ) !=0 ] , ndmin=1) , ax i s=1)
f s tm r e f f i g = pylab . f i g u r e ( f i g s i z e =[ f wh , f h t ] )
1982 f o r i in range (1 , l en ( l i b a r r a y n l s t )−2) :
o l d i d c = f ind ( l i b a r r a y n l s t [ i ] [ : , o r d c o l [ i ] ] . astype (None ) <733773.0) # s e l e c t a l l da ta s e t s
be f o r e 01 .01 .2010
new idc = f ind ( l i b a r r a y n l s t [ i ] [ : , o r d c o l [ i ] ] . astype (None ) >733773.0) # s e l e c t a l l da ta s e t s
a f t e r 01 .01 .2010
f i r s t m r e f [ i ] =append (\
( ( l i b a r r a y n l s t [ i ] [ o l d idc , i s o c o l [ i ] −2 ] . astype (None )−( s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ i ] [
o l d idc , o r d c o l [ i ] ] . astype (None ) , s p l r e f l o l d )−l oopsp l o ld mean )−NM offset ) ) . round ( dec imals
=4) ,
1987 ( ( l i b a r r a y n l s t [ i ] [ new idc , i s o c o l [ i ] −2 ] . astype (None )−( s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t [ i ] [
new idc , o rd c o l [ i ] ] . astype (None ) , s p l r e f l n ew )−loopspl new mean )−Bt l n i v eau co r ) ) . round (
dec imals=4) )
i f i == 1 :
f s tm r e f f i g . add subplot (3 ,1 , i )
pylab . t i t l e (”1 st−Mref Peak , co r r e c t ed by smth . %s/%s s p l i n e ”%( rsp l smth a , r sp l smth b ) )
p l o t da t e ( l i b a r r a y n l s t [ i ] [ f i l t e r ( lambda x : x in o ld idc , i c e l o o p s ) , o r d c o l [ i ] ] . astype (None
) , f i r s t m r e f [ i ] [ f i l t e r ( lambda x : x in o ld idc , i c e l o o p s ) ] , ”wo” ,ms=10)
1992 p l o t da t e ( l i b a r r a y n l s t [ i ] [ f i l t e r ( lambda x : x in new idc , i c e l o o p s ) , o r d c o l [ i ] ] . astype (None
) , f i r s t m r e f [ i ] [ f i l t e r ( lambda x : x in new idc , i c e l o o p s ) ] , ”wo” ,ms=10)
p r in t mean( f i r s t m r e f [ i ] [ f i l t e r ( lambda x : x in o ld idc , i c e l o o p s ) ] ) , std ( f i r s t m r e f [ i ] [
f i l t e r ( lambda x : x in o ld idc , i c e l o o p s ) ] )
p r i n t mean( f i r s t m r e f [ i ] [ f i l t e r ( lambda x : x in new idc , i c e l o o p s ) ] ) , std ( f i r s t m r e f [ i ] [
f i l t e r ( lambda x : x in new idc , i c e l o o p s ) ] )
e l s e :
f s tm r e f f i g . add subplot (3 ,1 , i , sharex=ax )
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1997
p l o t da t e ( l i b a r r a y n l s t [ i ] [ o l d idc , o r d c o l [ i ] ] . astype (None ) , f i r s t m r e f [ i ] [ o l d i d c ] , ” bo ”)
p l o t da t e ( l i b a r r a y n l s t [ i ] [ new idc , o rd c o l [ i ] ] . astype (None ) , f i r s t m r e f [ i ] [ new idc ] , ” ro ”)
pylab . y l ab e l ( data cat [ i ] )
ax = pylab . gca ( )
2002 ax . add l i n e ( pylab . Line2D ( [ min ( l i b a r r a y n l s t [ i ] [ o l d idc , o r d c o l [ i ] ] . astype (None ) ) . round ( ) ,max(
l i b a r r a y n l s t [ i ] [ o l d idc , o r d c o l [ i ] ] . astype (None ) ) . round ( ) ] , [ mean( f i r s t m r e f [ i ] [ o l d i d c ] )
,mean( f i r s t m r e f [ i ] [ o l d i d c ] ) ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
ax . t ext (max( l i b a r r a y n l s t [ i ] [ o l d idc , o r d c o l [ i ] ] . astype (None ) ) . round ( ) −10,mean( f i r s t m r e f [ i ] [
o l d i d c ] ) , ur ’%0.2 f , 1 sigma %0.2 f ’%(mean( f i r s t m r e f [ i ] [ o l d i d c ] ) , std ( f i r s t m r e f [ i ] [
o l d i d c ] ) ) , f o n t s i z e =8) # Enter text in subplot ob j e c t at ax pos . , bbox=d i c t ( f a c e c o l o r
= ’0 .5 ’ , alpha =0.5)
ax . add l i n e ( pylab . Line2D ( [ min ( l i b a r r a y n l s t [ i ] [ new idc , o rd c o l [ i ] ] . astype (None ) ) . round ( ) ,max(
l i b a r r a y n l s t [ i ] [ new idc , o rd c o l [ i ] ] . astype (None ) ) . round ( ) ] , [ mean( f i r s t m r e f [ i ] [ new idc ] )
,mean( f i r s t m r e f [ i ] [ new idc ] ) ] , l i n ew id th=1, l i n e s t y l e =’− ’ , c o l o r =’k ’ ) )
ax . t ext (max( l i b a r r a y n l s t [ i ] [ new idc , o rd c o l [ i ] ] . astype (None ) ) . round ( ) −10,mean( f i r s t m r e f [ i ] [
new idc ] ) , ur ’%0.2 f , 1 sigma %0.2 f ’%(mean( f i r s t m r e f [ i ] [ new idc ] ) , std ( f i r s t m r e f [ i ] [
new idc ] ) ) , f o n t s i z e =8) # Enter text in subplot ob j e c t at ax pos . , bbox=d i c t ( f a c e c o l o r
= ’0 .5 ’ , alpha =0.5)
2007
### Spl ine Comparison ###################
## Show Sp l i n e s o f MRef , Ref loops and A i r a f t e r da ta s e t s
i f sp l compare i s ’ on ’ :
2012 c o l o r =[ ’#4169E1 ’ , ’ crimson ’ , ’#2F4F4F ’ , ’ purple ’ , ’ t ea l ’ , ’ dodgerblue ’ , ’ r ’ , ’m’ , ’ g ’ , ’ k ’ , ’ c ’ , ’ b ’ , ’ g ’ , ’ y ’ ]
S p l c o r f i g = pylab . f i g u r e ( f i g s i z e =[ f wh , f h t ] )
pylab . f i g t e x t ( 0 . 8 , 0 . 02 , ’ c r eated : ’+asct ime ( l o c a l t ime ( ) ) , s i z e =9)
sp l c o r s p1=Sp l c o r f i g . add subplot (211)
pylab . t i t l e ( ’ Sp l ine Comparison o f MRef , Ref loops and A i r a f t e r datasets ’ )
2017 #o r g l a b e l=data cat [ l i b ]+ ’ l i b r a r y data ( uncorrected ) ’
s l a b e l = ’ S p l i n e f i t ’
r l a b e l = ’ S p l i n e f i t ’
pylab . x l ab e l ( ’ Measurement date range ’ )
pylab . y l ab e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’ )
2022 p l o t mr e f s p l = ’ on ’
f o r l i b in (1 , ) :
o r g l a b e l=data cat [ l i b ]+ ’ l i b r a r y data ( uncorrected ) ’
i f p l o t mr e f s p l == ’on ’ and l i b == 1 :
### Add the methan r e f data
2027 ## Calcu la te the s p l i n e f i t o f Methane Ref data (x=date o rd ina l y= raw i so topy )
i f shape ( l i b a r r a y n l s t [ 0 ] ) [ 1 ] i s not 45 :
# Append o rd ina l column i f not pre sent
l i b a r r a y n l s t [ 0 ] = append ( l i b a r r a y n l s t [ 0 ] , array (map( lambda utc : pylab . strpdate2num(”%y
%m%d%H%M%S”) ( s t r f t ime (”%y%m%d%H%M%S” , l o c a l t ime ( utc ) ) ) , l i b a r r a y n l s t [ 0 ] [ : , −1].
astype (None ) ) , ndmin=2) . t ranspose ( ) , ax i s =1)
mr o ld idc = f ind ( l i b a r r a y n l s t [ 0 ] [ : , − 1 ] . astype (None ) <733773.0) # s e l e c t a l l da ta s e t s
be f o r e 01 .01 .2010
2032 mr new idc = f ind ( l i b a r r a y n l s t [ 0 ] [ : , − 1 ] . astype (None ) >733773.0) # s e l e c t a l l da ta s e t s a f t e r
01 .01 .2010
sp l mr e f o l d = sc ipy . i n t e r p o l a t e . sp l r ep ( l i b a r r a y n l s t [ 0 ] [ mr o ld idc , −1]. astype (None ) ,
l i b a r r a y n l s t [ 0 ] [ mr o ld idc , 2 ] . astype (None ) , k=sp l o rd , s=spl smth )
sp lmr e f x o l d = arange (min ( l i b a r r a y n l s t [ 0 ] [ mr o ld idc , −1]. astype (None ) ) , max(
l i b a r r a y n l s t [ 0 ] [ mr o ld idc , −1]. astype (None ) ) +1.0/ enlargement [ 0 ] , 1 .0/ enlargement [ 0 ] )
# reduce s tepp ing between x−datapo ints
2037 sp lmr e f y o l d = sc ipy . i n t e r p o l a t e . sp l ev ( sp lmre f x o ld , s p l mr e f o l d )
sp l mre f new = sc ipy . i n t e r p o l a t e . sp l r ep ( l i b a r r a y n l s t [ 0 ] [ mr new idc , −1]. astype (None ) ,
l i b a r r a y n l s t [ 0 ] [ mr new idc , 2 ] . astype (None ) , k=sp l o rd , s=1)
splmref x new = arange (min ( l i b a r r a y n l s t [ 0 ] [ mr new idc , −1]. astype (None ) ) , max(
l i b a r r a y n l s t [ 0 ] [ mr new idc , −1]. astype (None ) ) +1.0/ enlargement [ 0 ] , 1 .0/ enlargement [ 0 ] )
# reduce s tepp ing between x−datapo ints
sp lmref y new = sc ipy . i n t e r p o l a t e . sp l ev ( splmref x new , sp l mre f new )
2042 pylab . p l o t da t e ( l i b a r r a y n l s t [ 0 ] [ mr o ld idc , −1]. astype (None ) , l i b a r r a y n l s t [ 0 ] [ mr o ld idc ,
2 ] . astype (None ) , c o l o r= ’ 0 . 85 ’ , fmt=’o− ’ , ms = 4 , tz=None , xdate=True , ydate=False ,
l a b e l =’Methane r e f s l i b r a r y data ’ )
pylab . p l o t da t e ( sp lmre f x o ld , sp lmre f y o ld , c o l o r= ’mediumorchid ’ , fmt= ’− ’ , lw=2, ms = 4 ,
tz=None , xdate=True , ydate=False , l a b e l=s l a b e l +’ methane r e f s , smth . : ’+ s t r ( sp l smth ) )
pylab . p l o t da t e ( l i b a r r a y n l s t [ 0 ] [ mr new idc , −1]. astype (None ) , l i b a r r a y n l s t [ 0 ] [ mr new idc ,
2 ] . astype (None ) , c o l o r= ’ 0 . 85 ’ , fmt=’o− ’ , ms = 4 , tz=None , xdate=True , ydate=False )
pylab . p l o t da t e ( splmref x new , splmref y new , c o l o r= ’mediumorchid ’ , fmt= ’− ’ , lw=2, ms = 4 ,
tz=None , xdate=True , ydate=False )
2047
#pylab . p l o t da t e ( mre f r s p l a r [ : , 0 ] , m r e f r s p l a r [ : , 1 ] , c o l o r= ’ dodgerblue ’ , fmt= ’− ’ , lw=2, tz=
None , xdate=True , ydate=False , l a b e l=s l a b e l +’ methane r e f s ind iv . ranges ’ )
i f l i b == 1 :
l i n e fmt= ’bo ’
### Add the data o f the two methane r e f peaks in r e f l o op measurements
2052 # mean mrefs = map( lambda x : mean(x ) , z ip ( l i b a r r a y n l s t [ l i b ] [ : , i s o c o l [ l i b ] −2 ] . astype ( f l o a t ) ,
l i b a r r a y n l s t [ l i b ] [ : , i s o c o l [ l i b ]+2 ] . astype ( f l o a t ) ) )
# std mre f s = map( lambda x : std (x ) , z ip ( l i b a r r a y n l s t [ l i b ] [ : , i s o c o l [ l i b ] −2 ] . astype ( f l o a t ) ,
l i b a r r a y n l s t [ l i b ] [ : , i s o c o l [ l i b ]+2 ] . astype ( f l o a t ) ) )
# pylab . p l o t da t e ( l i b a r r a y n l s t [ l i b ] [ : , o r d c o l [ l i b ] ] . astype (None ) , mean mrefs , c o l o r= ’ black
’ , fmt=’o ’ , ms = 4 , tz=None , xdate=True , ydate=False , l a b e l =’Ref loop MRef peaks mean ’ )
# pylab . setp ( pylab . getp ( pylab . gca ( ) , ’ x t i c k l a b e l s ’ ) , v i s i b l e=False )
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# pylab . e r r o rba r ( l i b a r r a y n l s t [ l i b ] [ : , o r d c o l [ l i b ] ] . astype (None ) , mean mrefs , s td mre f s ,
c o l o r= ’ 0 . 3 5 ’ , fmt=’o ’ , e c o l o r =’r ’ , mfc =’k ’ , ms = 4 , cap s i z e=3) #, l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )
  Ref Peaks ’
2057 # pylab . setp ( pylab . getp ( pylab . gca ( ) , ’ x t i c k l a b e l s ’ ) , v i s i b l e=True )
e l s e :
l i n e fm t= ’ ro ’
#pylab . gca ( ) . s e t y l im ( pylab . gca ( ) . g e t y l im ( ) [ : : − 1 ] )
# ## Remove o u t l i e r s in the two data s e t s and those meeting the max d i f f c on s t r a i n t
2062 # l i b a r r a y n l s t [ l i b ] = l i b a r r a y n l s t [ l i b ] . take ( where ( l i b a r r a y n l s t [ 3 ] [ : , i s o c o l [ l i b ] ] . astype
(None )>−42) [ 0 ] , ax i s=−2)
# l i b a r r a y n l s t [ l i b ] = l i b a r r a y n l s t [ l i b ] . take ( where ( l i b a r r a y n l s t [ 3 ] [ : , i s o c o l [ l i b ] ] . astype
(None )<−40) [ 0 ] , ax i s=−2)
r e f l d i f f , a i r a d i f f , d i f f l i s t = l o o p d i f f (1 , l i b , i s o c o l [ 1 ] , i s o c o l [ l i b ] )
a i r o u t i e s = f i nd ( [ dates in d i f f d a t e s f o r dates in l i b a r r a y n l s t [ 3 ] [ : , 0 ] ] )
2067 i f p l o t l s p l == ’on ’ and l i b == 1 :
## Calcu la te the s p l i n e f i t o f uncorrected r e f l o op data (x=date o rd ina l y= raw i so topy )
#s p l r e f l o l d = sc ipy . i n t e r p o l a t e . sp l r ep ( l i b a r r a y n l s t [ l i b ] [ : , o r d c o l [ l i b ] ] . astype (None ) ,
l i b a r r a y n l s t [ l i b ] [ : , i s o c o l [ l i b ] ] . astype (None ) , k=r sp l o rd , s=rsp l smth )
#s p l r e f l o l d x = arange (min ( l i b a r r a y n l s t [ l i b ] [ : , o r d c o l [ l i b ] ] . astype (None ) ) , max(
l i b a r r a y n l s t [ l i b ] [ : , o r d c o l [ l i b ] ] . astype (None ) ) +1.0/ enlargement [ 0 ] , 1 .0/ enlargement
[ 0 ] ) # reduce s tepp ing between x−datapo ints
#s p l r e f l o l d y = sc ipy . i n t e r p o l a t e . sp l ev ( s p l r e f l o l d x , s p l r e f l o l d )
2072 pylab . p l o t da t e ( l i b a r r a y n l s t [ l i b ] [ : , o r d c o l [ l i b ] ] . astype (None ) , l i b a r r a y n l s t [ l i b ] [ : ,
i s o c o l [ l i b ] ] . astype (None ) , fmt= l ine fmt , ms = 4 , tz=None , xdate=True , ydate=False ,
l a b e l=o r g l a b e l )
pylab . p l o t da t e ( s p l r e f l o l d x , s p l r e f l o l d y , c o l o r= ’ cyan ’ , fmt= ’− ’ , lw=2 , tz=None , xdate
=True , ydate=False , l a b e l=r l a b e l +’ r e f l o op s , order %i smoothey %s/%s ’%( r sp l o rd ,
r sp l smth a , r sp l smth b ) )
pylab . p l o t da t e ( sp l r e f l n ew x , s p l r e f l n ew y , c o l o r= ’ cyan ’ , fmt= ’− ’ , lw=2 , tz=None , xdate
=True , ydate=False )
e l s e :
2077 pylab . p l o t da t e ( l i b a r r a y n l s t [ l i b ] [ : , o r d c o l [ l i b ] ] . astype (None ) , l i b a r r a y n l s t [ l i b ] [ : ,
i s o c o l [ l i b ] ] . astype (None ) , fmt= l i n e fmt , tz=None , xdate=True , ydate=False , l a b e l=
o r g l a b e l )
pylab . p l o t da t e ( l i b a r r a y n l s t [ l i b ] [ a i r o u t i e s , o r d c o l [ l i b ] ] . astype (None ) , l i b a r r a y n l s t [ l i b
] [ a i r o u t i e s , i s o c o l [ l i b ] ] . astype (None ) , fmt= ”wo” , tz=None , xdate=True , ydate=False
, l a b e l=”Re f l t oA i r r e f Out l i e r ”)
pylab . legend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s (
s i z e =10) ) # 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
2082 ### See i f any s p l i n e f i t props . o f the A i r a f t e r could be appropr ia te
s p l c o r s p2=Sp l c o r f i g . add subplot (212 , sharex=sp l co r sp1 , sharey=sp l c o r s p1 )
pylab . x l ab e l ( ’ Measurement date range ’ )
pylab . y l ab e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’ )
## Mre f sp l i n e s
2087 #pylab . p l o t da t e ( sp lmre f x , sp lmre f y , c o l o r= ’mediumorchid ’ , fmt= ’− ’ , lw=2, tz=None , xdate=True ,
ydate=False , l a b e l=s l a b e l +’ methane r e f s t o t a l range ’ )
#pylab . p l o t da t e ( mre f r s p l a r [ : , 0 ] , m r e f r s p l a r [ : , 1 ] , c o l o r= ’ dodgerblue ’ , fmt= ’− ’ , lw=2, tz=None ,
xdate=True , ydate=False , l a b e l=s l a b e l +’ methane r e f s ind iv . ranges ’ )
# pylab . p l o t da t e ( l i b a r r a y n l s t [ 0 ] [ mr o ld idc , −1]. astype (None ) , l i b a r r a y n l s t [ 0 ] [ mr o ld idc , 2 ] .
astype (None ) , c o l o r= ’ 0 . 8 5 ’ , fmt=’o− ’ , ms = 4 , tz=None , xdate=True , ydate=False , l a b e l =’Methane
r e f s l i b r a r y data ’ )
# pylab . p l o t da t e ( l i b a r r a y n l s t [ 0 ] [ mr o ld idc , −1]. astype (None ) , l i b a r r a y n l s t [ 0 ] [ mr o ld idc , 2 ] .
astype (None ) , c o l o r= ’ 0 . 8 5 ’ , fmt=’o− ’ , ms = 4 , tz=None , xdate=True , ydate=False , l a b e l =’Methane
r e f s l i b r a r y data ’ )
# pylab . p l o t da t e ( l i b a r r a y n l s t [ 0 ] [ mr new idc , −1]. astype (None ) , l i b a r r a y n l s t [ 0 ] [ mr new idc , 2 ] .
astype (None ) , c o l o r= ’ 0 . 8 5 ’ , fmt=’o− ’ , ms = 4 , tz=None , xdate=True , ydate=False )
2092
pylab . p l o t da t e ( sp lmre f x o ld , sp lmre f y o ld , c o l o r= ’mediumorchid ’ , fmt= ’− ’ , lw=2, ms = 4 , tz=None
, xdate=True , ydate=False , l a b e l=s l a b e l +’Methane r e f s ’ )
# pylab . p l o t da t e ( l i b a r r a y n l s t [ 0 ] [ mr new idc , −1]. astype (None ) , l i b a r r a y n l s t [ 0 ] [ mr new idc , 2 ] .
astype (None ) , c o l o r= ’ 0 . 8 5 ’ , fmt=’o− ’ , ms = 4 , tz=None , xdate=True , ydate=False )
s p l i n e m r e f d i f f = mean( splmref y new )−loopspl new mean
pylab . p l o t da t e ( splmref x new , splmref y new−s p l i n e m r e f d i f f , c o l o r= ’mediumorchid ’ , fmt= ’− ’ , lw=2,
ms = 4 , tz=None , xdate=True , ydate=False )
2097
## Loop s p l i n e s
#uncorrected r e f l o op data
pylab . p l o t da t e ( s p l r e f l o l d x , s p l r e f l o l d y , c o l o r= ’ cyan ’ , fmt= ’− ’ , lw=2, tz=None , xdate=True ,
ydate=False , l a b e l=r l a b e l +’ r e f l o op s , order %i smoothey %s/%s ’%( r sp l o rd , r sp l smth a ,
r sp l smth b ) )
pylab . p l o t da t e ( sp l r e f l n ew x , s p l r e f l n ew y , c o l o r= ’ cyan ’ , fmt= ’− ’ , lw=2 , tz=None , xdate=True ,
ydate=False )
2102
# Mref peak s p l i n e data in Ref loop measurement
s p l m r e f l o l d = sc ipy . i n t e r p o l a t e . sp l r ep ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , o rd c o l [ 1 ] ] . astype (None
) ,map( lambda x : mean(x ) , z ip ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , i s o c o l [ 1 ] −2 ] . astype ( f l o a t ) ,
l i b a r r a y n l s t [ 1 ] [ Normloop idx old , i s o c o l [ 1 ]+ 2 ] . astype ( f l o a t ) ) ) , k=r sp l o rd , s=r sp l smth a )
s p lm r e f l y o l d = sc ipy . i n t e r p o l a t e . sp l ev ( s p l r e f l o l d x , s p l m r e f l o l d )
pylab . p l o t da t e ( s p l r e f l o l d x , s p lmr e f l y o l d , c o l o r= ’ dodgerblue ’ , fmt= ’− ’ , lw=2, tz=None , xdate=
True , ydate=False , l a b e l=r l a b e l +’Re f l methane peaks mean ( s=%s/%s ) ’%( rsp l smth a , r sp l smth b ) )
2107 sp l mre f l n ew = sc ipy . i n t e r p o l a t e . sp l r ep ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , o rd co l [ 1 ] ] . astype (None
) ,map( lambda x : mean(x ) , z ip ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , i s o c o l [ 1 ] −2 ] . astype ( f l o a t ) ,
l i b a r r a y n l s t [ 1 ] [ Normloop idx new , i s o c o l [ 1 ]+ 2 ] . astype ( f l o a t ) ) ) , k=r sp l o rd , s=rsp l smth b )
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sp lmre f l y new = sc ipy . i n t e r p o l a t e . sp l ev ( sp l r e f l n ew x , sp l mre f l new )
sp l i n e mr e fmd i f f = mean( sp lmre f l y new )−loopspl new mean
pylab . p l o t da t e ( sp l r e f l n ew x , sp lmre f l y new−sp l i n e mre fmd i f f , c o l o r= ’ dodgerblue ’ , fmt= ’− ’ , lw=2,
tz=None , xdate=True , ydate=False )
2112 ## Sample data
i c e l o o p s=concatenate ( array ( [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , 0 ]== date ) f o r date in l i b a r r a y n l s t [ 2 ] [ : , 0 ] i f
f i nd ( l i b a r r a y n l s t [ 1 ] [ : , 0 ]== date ) !=0 ] , ndmin=1) , ax i s=1)
pylab . p l o t da t e ( l i b a r r a y n l s t [ 1 ] [ i c e l o op s , o r d c o l [ 1 ] ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [ i c e l o op s ,
i s o c o l [ 1 ] −2 ] . astype (None ) ,”wo” , ms= 10 , l a b e l=”1 s t Mref peak in Loops on Sample days ”)
pylab . p l o t da t e ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [ : , i s o c o l [ 1 ] −2 ] .
astype (None ) ,” bo ” , l a b e l=”1 s t Mref peak in Loops ”)
pylab . p l o t da t e ( l i b a r r a y n l s t [ 2 ] [ : , o r d c o l [ 2 ] ] . astype (None ) , l i b a r r a y n l s t [ 2 ] [ : , i s o c o l [ 2 ] −2 ] . astype
(None ) ,” ro ” , l a b e l=”1 s t Mref peak in Samples ”)
2117
##Ai r a f t e r data
#pylab . p l o t da t e ( l i b a r r a y n l s t [ 3 ] [ : , o r d c o l [ 3 ] ] . astype (None ) , l i b a r r a y n l s t [ 3 ] [ : , i s o c o l [ 3 ] ] .
astype (None ) , fmt= ’ ro ’ , tz=None , xdate=True , ydate=False , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+
o r g l a b e l )
# mean maira = map( lambda x : mean(x ) , z ip ( l i b a r r a y n l s t [ 3 ] [ : , i s o c o l [ 3 ] −2 ] . astype ( f l o a t ) ,
l i b a r r a y n l s t [ 3 ] [ : , i s o c o l [ 3 ]+ 2 ] . astype ( f l o a t ) ) )
# std maira = map( lambda x : std (x ) , z ip ( l i b a r r a y n l s t [ 3 ] [ : , i s o c o l [ 3 ] −2 ] . astype ( f l o a t ) , l i b a r r a y n l s t
[ 3 ] [ : , i s o c o l [ 3 ]+ 2 ] . astype ( f l o a t ) ) )
2122 # pylab . p l o t da t e ( l i b a r r a y n l s t [ 3 ] [ : , o r d c o l [ 3 ] ] . astype (None ) , mean maira , c o l o r= ’ green ’ , fmt=’o ’ ,
ms = 4 , tz=None , xdate=True , ydate=False , l a b e l =’ A i r a f t e r MRef peaks mean ’ )
# pylab . setp ( pylab . getp ( pylab . gca ( ) , ’ x t i c k l a b e l s ’ ) , v i s i b l e=False )
# pylab . e r r o rba r ( l i b a r r a y n l s t [ 3 ] [ : , o r d c o l [ 3 ] ] . astype (None ) , mean maira , s td maira , c o l o r= ’b ’ , fmt
=’o ’ , e c o l o r =’r ’ , mfc =’b ’ , ms = 4 , cap s i z e =3, l a b e l =’ A i r a f t e r MRef peaks mean ’ ) #, l a b e l =’ \ de l t a
\ ;ˆ{13} C  (\% 0 )   Ref Peaks ’
# pylab . setp ( pylab . getp ( pylab . gca ( ) , ’ x t i c k l a b e l s ’ ) , v i s i b l e=True )
2127 ## Ai r a f t e r o u t l i e r s
#pylab . p l o t da t e ( l i b a r r a y n l s t [ 3 ] . take ( a i r a d i f f , ax i s=−2) [ : , o r d c o l [ 3 ] ] . astype (None ) ,
l i b a r r a y n l s t [ 3 ] . take ( a i r a d i f f , ax i s=−2) [ : , i s o c o l [ 3 ] ] . astype (None ) , fmt= ’o ’ , c o l o r = ’ green
’ , tz=None , xdate=True , ydate=False , l a b e l =’ A i r a f t e r da ta s e t s with loop−d i f f .  \geq  0 .3
p e rm i l l e ’ )
pylab . legend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e
=10) ) # 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
pylab . s ubp l o t s ad ju s t ( l e f t =0.06 , bottom=0.06 , r i gh t =0.96 , top=0.96 , hspace =0.12)
2132 # ’ ’ ’
# Plot Ref loops Sp l i n e s as Numbers
# ’ ’ ’
#
# Sp l c o r 2 f i g = pylab . f i g u r e ( f i g s i z e =[ f wh , f h t ] )
2137 # pylab . f i g t e x t ( 0 . 8 , 0 . 02 , ’ c r eated : ’+asct ime ( l o c a l t ime ( ) ) , s i z e =9)
# sp l c o r 2 sp1=Sp l c o r 2 f i g . add subplot (211 , au to s ca l e on=False )
# pylab . t i t l e ( ’ Sp l ine Qual i ty Plot ’ )
# pylab . x l ab e l ( ’ Measurement num range ’ )
# pylab . y l ab e l ( r ’  \ de l t a \ ;ˆ{13} C  (\% 0 )  ’ )
2142 # sp l c o r 2 sp1 . s e t x l im (300 , 445)
# sp l c o r 2 sp1 . s e t y l im (−42.3 , −40)
### pylab . p l o t da t e ( l i b a r r a y n l s t [ 0 ] [ mr o ld idc , −1]. astype (None ) , l i b a r r a y n l s t [ 0 ] [ mr o ld idc , 2 ] .
astype (None ) , c o l o r= ’ 0 . 8 5 ’ , fmt=’o− ’ , ms = 4 , tz=None , xdate=True , ydate=False , l a b e l =’Methane
r e f s l i b r a r y data ’ )
### pylab . p l o t da t e ( l i b a r r a y n l s t [ 0 ] [ mr new idc , −1]. astype (None ) , l i b a r r a y n l s t [ 0 ] [ mr new idc , 2 ] .
astype (None ) , c o l o r= ’ 0 . 8 5 ’ , fmt=’o− ’ , ms = 4 , tz=None , xdate=True , ydate=False )
##
2147 ## pylab . p l o t da t e ( sp lmre f x o ld , sp lmre f y o ld , c o l o r= ’mediumorchid ’ , fmt= ’− ’ , lw=2, ms = 4 , tz=
None , xdate=True , ydate=False , l a b e l=s l a b e l +’ methane r e f s ’ )
### pylab . p l o t da t e ( l i b a r r a y n l s t [ 0 ] [ mr new idc , −1]. astype (None ) , l i b a r r a y n l s t [ 0 ] [ mr new idc , 2 ] .
astype (None ) , c o l o r= ’ 0 . 8 5 ’ , fmt=’o− ’ , ms = 4 , tz=None , xdate=True , ydate=False )
## s p l i n e m r e f d i f f = mean( splmref y new )−loopspl new mean
## pylab . p l o t da t e ( splmref x new , splmref y new−s p l i n e m r e f d i f f , c o l o r= ’mediumorchid ’ , fmt= ’− ’ , lw
=2, ms = 4 , tz=None , xdate=True , ydate=False )
##
2152 ## ## Loop s p l i n e s
## #uncorrected r e f l o op data
## pylab . p l o t da t e ( s p l r e f l o l d x , s p l r e f l o l d y , c o l o r= ’ cyan ’ , fmt= ’− ’ , lw=2, tz=None , xdate=True ,
ydate=False , l a b e l=r l a b e l +’ r e f l o o p s old , order %i smoothey %s ’%( r sp l o rd , r sp l smth a ) )
## pylab . p l o t da t e ( sp l r e f l n ew x , s p l r e f l n ew y , c o l o r= ’ cyan ’ , fmt= ’− ’ , lw=2 , tz=None , xdate=True ,
ydate=False , l a b e l=r l a b e l +’ r e f l o o p s new , order %i smoothey %s ’%( r sp l o rd , r sp l smth b ) )
## pylab . p l o t da t e ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None ) , l i b a r r a y n l s t [ 1 ] [ : , i s o c o l [ 1 ] ] .
astype (None ) , fmt= ”bo” , tz=None , xdate=True , ydate=False , l a b e l=”Ref loop data ”)
2157 ## # Mref peak s p l i n e data in Ref loop measurement
### sp l m r e f l o l d = sc ipy . i n t e r p o l a t e . sp l r ep ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , o rd c o l [ 1 ] ] . astype (
None ) ,map( lambda x : mean(x ) , z ip ( l i b a r r a y n l s t [ 1 ] [ Normloop idx old , i s o c o l [ 1 ] −2 ] . astype ( f l o a t ) ,
l i b a r r a y n l s t [ 1 ] [ Normloop idx old , i s o c o l [ 1 ]+ 2 ] . astype ( f l o a t ) ) ) , k=r sp l o rd , s=3)
### sp lm r e f l y o l d = sc ipy . i n t e r p o l a t e . sp l ev ( s p l r e f l o l d x , s p l m r e f l o l d )
### pylab . p l o t da t e ( s p l r e f l o l d x , s p lmr e f l y o l d , c o l o r= ’ dodgerblue ’ , fmt= ’− ’ , lw=2, tz=None , xdate
=True , ydate=False , l a b e l=r l a b e l +’ methane peaks mean ’ )
### sp l mre f l n ew = sc ipy . i n t e r p o l a t e . sp l r ep ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , o rd co l [ 1 ] ] . astype (
None ) ,map( lambda x : mean(x ) , z ip ( l i b a r r a y n l s t [ 1 ] [ Normloop idx new , i s o c o l [ 1 ] −2 ] . astype ( f l o a t ) ,
l i b a r r a y n l s t [ 1 ] [ Normloop idx new , i s o c o l [ 1 ]+ 2 ] . astype ( f l o a t ) ) ) , k=r sp l o rd , s=1)
2162 ### sp lmre f l y new = sc ipy . i n t e r p o l a t e . sp l ev ( sp l r e f l n ew x , sp l mre f l new )
### sp l i n e mr e fmd i f f = mean( sp lmre f l y new )−loopspl new mean
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### pylab . p l o t da t e ( sp l r e f l n ew x , sp lmre f l y new−sp l i n e mre fmd i f f , c o l o r= ’ dodgerblue ’ , fmt= ’− ’ , lw
=2, tz=None , xdate=True , ydate=False )
## ##Ai r a f t e r data
## #pylab . p l o t da t e ( l i b a r r a y n l s t [ 3 ] [ : , o r d c o l [ 3 ] ] . astype (None ) , l i b a r r a y n l s t [ 3 ] [ : , i s o c o l [ 3 ] ] .
astype (None ) , fmt= ’ ro ’ , tz=None , xdate=True , ydate=False , l a b e l =’ \ de l t a \ ;ˆ{13} C  (\% 0 )   ’+
o r g l a b e l )
2167 ### mean maira = map( lambda x : mean(x ) , z ip ( l i b a r r a y n l s t [ 3 ] [ : , i s o c o l [ 3 ] −2 ] . astype ( f l o a t ) ,
l i b a r r a y n l s t [ 3 ] [ : , i s o c o l [ 3 ]+ 2 ] . astype ( f l o a t ) ) )
### std maira = map( lambda x : std (x ) , z ip ( l i b a r r a y n l s t [ 3 ] [ : , i s o c o l [ 3 ] −2 ] . astype ( f l o a t ) ,
l i b a r r a y n l s t [ 3 ] [ : , i s o c o l [ 3 ]+ 2 ] . astype ( f l o a t ) ) )
#### pylab . p l o t da t e ( l i b a r r a y n l s t [ 3 ] [ : , o r d c o l [ 3 ] ] . astype (None ) , mean maira , c o l o r= ’ green ’ , fmt=’o
’ , ms = 4 , tz=None , xdate=True , ydate=False , l a b e l =’ A i r a f t e r MRef peaks mean ’ )
#### pylab . setp ( pylab . getp ( pylab . gca ( ) , ’ x t i c k l a b e l s ’ ) , v i s i b l e=False )
### pylab . e r r o rba r ( l i b a r r a y n l s t [ 3 ] [ : , o r d c o l [ 3 ] ] . astype (None ) , mean maira , s td maira , c o l o r= ’b ’ ,
fmt=’o ’ , e c o l o r =’r ’ , mfc =’b ’ , ms = 4 , cap s i z e =3, l a b e l =’ A i r a f t e r MRef peaks mean ’ ) #, l a b e l =’ \
de l t a \ ;ˆ{13} C  (\% 0 )   Ref Peaks ’
2172 ### pylab . setp ( pylab . getp ( pylab . gca ( ) , ’ x t i c k l a b e l s ’ ) , v i s i b l e=True )
##
## ## Ai r a f t e r o u t l i e r s
## #pylab . p l o t da t e ( l i b a r r a y n l s t [ 3 ] . take ( a i r a d i f f , ax i s=−2) [ : , o r d c o l [ 3 ] ] . astype (None ) ,
l i b a r r a y n l s t [ 3 ] . take ( a i r a d i f f , ax i s=−2) [ : , i s o c o l [ 3 ] ] . astype (None ) , fmt= ’o ’ , c o l o r = ’ green ’ ,
tz=None , xdate=True , ydate=False , l a b e l =’ A i r a f t e r da ta s e t s with loop−d i f f .  \geq  0 .3 p e rm i l l e ’ )
# # 0 , ur1 , ul2 , uc9 , l r4 , l l 3 ,
2177 #
# i c e l o o p s=concatenate ( array ( [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , 0 ]== date ) f o r date in l i b a r r a y n l s t [ 2 ] [ : , 0 ]
i f f i nd ( l i b a r r a y n l s t [ 1 ] [ : , 0 ]== date ) !=0 ] , ndmin=1) , ax i s=1)
# f o r n , smoothey in enumerate ( arange ( rsp l smth a − .5 , r sp l smth a +1.0 ,0 .5 ) ) :#range (1 , 4 )
# splold numrange=range (1 , l en ( l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None )
<733773.0) , o r d c o l [ 1 ] ] ) +1)
# sp l r e f l num o ld = sc ipy . i n t e r p o l a t e . sp l r ep ( splold numrange , l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t
[ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None ) <733773.0) , 4 ] . astype (None ) , k=r sp l o rd , s=smoothey )
2182 # sp l r e f l o l dnum x = arange (min ( splold numrange ) , max( splold numrange )+1.0/ enlargement [ 0 ] , 1 .0/
enlargement [ 0 ] ) # reduce s tepp ing between x−datapo ints
# sp l r e f l o l dnum y = sc ipy . i n t e r p o l a t e . sp l ev ( sp l r e f l o ldnum x , s p l r e f l num o ld )
# sp ld i fnum overo ld=l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None ) <733773.0) ,
4 ] . astype (None )−s c ipy . i n t e r p o l a t e . sp l ev ( splold numrange , s p l r e f l num o ld )
# spldi f fnumold mean = mean( abs ( sp ld i fnum overo ld ) )
# sp l d i f f numo ld e r r=sq r t (sum( sp ld i fnum overo ld   2) / l en ( sp ld i fnum overo ld ) )
2187 # pylab . p l o t ( sp l r e f l o ldnum x , sp l r e f l o ldnum y , ”−”, c o l o r= co l o r [ : : − 1 ] [ n+2] , l a b e l= ”Old Bott l e




# sp l c o r 2 sp2=Sp l c o r 2 f i g . add subplot (212 , au to s ca l e on=False )
# pylab . x l ab e l ( ’ Measurement num range ’ )
2192 # pylab . y l ab e l ( r ’ \ de l t a \ ;ˆ{13}C (\% 0 ) ’ )
# sp l c o r 2 sp2 . s e t x l im (440 ,560)
# sp l c o r 2 sp2 . s e t y l im (−50 , −49)
# ## sp l i n e over r e f l o o p number
# f o r n , smoothey in enumerate ( [ r sp l smth b −0.1 , r sp l smth b , r sp l smth b +0.1 ] ) : #arange ( 1 . 2 , 1 . 4 , 0 . 1 )
2197 # splnew numrange=range ( splold numrange [−1]+1 , splold numrange [−1]+1+ len ( l i b a r r a y n l s t [ 1 ] [ f i nd (
l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None ) >733773.0) , o r d c o l [ 1 ] ] ) )
# sp l re f lnum new = sc ipy . i n t e r p o l a t e . sp l r ep ( splnew numrange , l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t
[ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None ) >733773.0) , 4 ] . astype (None ) , k=r sp l o rd , s=smoothey )
# splre f l newnum x = arange (min ( splnew numrange ) , max( splnew numrange )+1.0/ enlargement [ 0 ] , 1 .0/
enlargement [ 0 ] ) # reduce s tepp ing between x−datapo ints
# splre f l newnum y = sc ipy . i n t e r p o l a t e . sp l ev ( splre f l newnum x , sp l re f lnum new )
# spldi fnum overnew=l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None ) >733773.0) ,
4 ] . astype (None )−s c ipy . i n t e r p o l a t e . sp l ev ( splnew numrange , sp l re f lnum new )
2202 # spldiffnumnew mean = mean( abs ( spldi fnum overnew ) )
# sp ld i f fnumnew err=sq r t (sum( spldi fnum overnew   2) / l en ( spldi fnum overnew ) )
# pylab . p l o t ( splre f l newnum x , splre f l newnum y , ”−”, c o l o r= co l o r [ : : − 1 ] [ n+2] , l a b e l= ”New Bott l e
Sp l ine smooth . %s − d i f f e r e n c e %0.2 f , e r r . %0.2 f ”%(smoothey , spldiffnumnew mean , sp ld i f fnumnew err )
)
#
# sp l c o r 2 sp1 . p l o t ( splold numrange , l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None )
<733773.0) , 4 ] . astype (None ) ,”wo”)
2207 # sp l c o r 2 sp1 . p l o t ( append ( splold numrange , splnew numrange ) [ i c e l o o p s ] , l i b a r r a y n l s t [ 1 ] [ i c e l o op s ,
4 ] . astype (None ) ,” o ” , c o l o r =”0.7”)
#
# #
## s p l d i f o l d=l i b a r r a y n l s t [ 1 ] [ Normloop idx old , 4 ] . astype (None )−s c ipy . i n t e r p o l a t e . sp l ev (
l i b a r r a y n l s t [ 1 ] [ Normloop idx old , −1]. astype (None ) , s p l r e f l o l d ) #old bo t t l e range
##sp ld i f n ew=l i b a r r a y n l s t [ 1 ] [ Normloop idx new , 4 ] . astype (None )−s c ipy . i n t e r p o l a t e . sp l ev ( l i b a r r a y n l s t
[ 1 ] [ Normloop idx new , −1]. astype (None ) , s p l r e f l n ew )
2212 #
## pr in t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
## pr in t ’ Ca l cu la t ing Ref loop s p l i n e s by r e f l o op number . . . ’
## pr in t ’ s p l i n e s e t t i n g s o f order %s and smoothness %s/%s l ed to a \n mean s p l i n e to data
d i f f e r e n c e o f %.3 f per m i l l e ( e r r o r %.4 f ) ’%( r sp l o rd , r sp l smth a , rsp l smth b , spldif fnum mean ,
s p l d i f f num e r r )
## box s t r = ’ date mean s p l i n e to data d i f f e r e n c e : %0.3 f pe rmi l l e , e r r . : %0.3 f p e rm i l l e \nnumber
mean s p l i n e to data d i f f e r e n c e : %0.3 f pe rmi l l e , e r r . : %0.3 f pe rmi l l e ’%( sp ld i f f mean , s p l d i f f e r r ,
spldif fnum mean , s p l d i f f num e r r )
2217 ## sp l c o r 2 sp1 . t ext ( 0 . 2 , 0 . 0 4 , box s t r , bbox=d i c t ( f a c e c o l o r = ’0 .5 ’ , alpha =0.2) , f o n t s i z e =12,
transform = sp l c o r 2 sp1 . transAxes )




# pylab . p l o t ( splnew numrange , l i b a r r a y n l s t [ 1 ] [ f i nd ( l i b a r r a y n l s t [ 1 ] [ : , o r d c o l [ 1 ] ] . astype (None )
>733773.0) , 4 ] . astype (None ) ,”wo”)
2222 #
# pylab . p l o t ( append ( splold numrange , splnew numrange ) [ i c e l o o p s ] , l i b a r r a y n l s t [ 1 ] [ i c e l o op s , 4 ] .
astype (None ) ,” o ” , c o l o r =”0.7”)
# sp l c o r 2 sp1 . legend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s (
s i z e =10) )
# sp l c o r 2 sp2 . legend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s (
s i z e =10) )




### Export sp l i n e−co r r e c t ed sample datase t to f i l e
’ ’ ’
2232
i f export i s ’ on ’ :
i f smpl p lot i s not ’ on ’ :
## Cal l de f s amp l e r e p l i c a t e s to f i nd r e p l i c a t e s in sample data , c a l c u l a t e a mean and std dev
o f those rep l , append colums with i t s data to array and de l the 2nd r ep l
## This i s used f o r the e r ro rba r p l o t s
2237 smpl dcor , smpl dsrt , mn uncor col , s td unco r co l , r e p l i d c = samp l e r e p l i c a t e s ( smpl dsrt ,
i s o c o l [ 2 ] , o r d c o l [ 2 ] )
## Apply the Neymayer Correc t ion Factor
#smpl dsr t [ : , −2 ] = ( ( smpl dsr t [ : , −2 ] . astype (None )−NM offset ) ) . round (3)
## Convert Bag Number/Depth to r e a l sample depth
i f dml range != ”T1” :
2242 e x c s e t s=range (0 , l en ( smpl dsr t ) )
exc nr=f ind ( smpl dsr t [ : , 1 ]== ’EDML−Bern ’ )
exc nr=f i l t e r ( lambda x : x in exc nr , f i nd ( smpl dsr t [ : , 2 ] . astype ( f l o a t )>1390) )# f ind a l l e Bern
samples above 1390m as t h e i r depth i s not g iven in bag number but depth a l ready
## Correct ion f o r 30cm from Top/Bottom Mixup −> see ve r s i on in format ion in the header
e r r 3 0=f ind ( smpl dsr t [ : , 2 ] . astype ( f l o a t )>=1571)
2247 e x c s e t s= de l e t e ( ex c s e t s , exc nr )
e l s e :
e x c s e t s=range (0 , l en ( smpl dsr t ) )
e r r 3 0=ex c s e t s
smpl dsr t [ e x c s e t s ,2 ]= smpl dsr t [ e x c s e t s , 2 ] . astype ( f l o a t )−1 # apply c o r r e c t i o n
2252 smpl dsr t [ e r r 30 ,2 ]= smpl dsr t [ e r r 30 , 2 ] . astype ( f l o a t )+0.3
de l ex c s e t s , e r r 3 0
expo r t fn=expor t fn . r s p l i t ( ’ ’ , 1 ) [0 ]+ ’ ’+ age cho i c e + ’. csv ’
p r i n t ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
2257 p r in t ’ Exporting %s datase t to f i l e ”%s” to the l i b r a r y f o l d e r \n ”%s ” . . . ’% ( i c e o r i g i n , export fn ,
l i b pa th )
c s v f i l e = csv . wr i t e r ( open ( l i b pa th+export fn , ”wb”) , ’ exce l ’ )
c s v f i l e . writerow (( ’# This f i l e conta in s EDML i c e sample delta13C data co r r e c t ed f o r dayly trends ,\n
\
# fo r the c a l cu l a t ed Neumayer o f f s e t o f %0.3 f p e rm i l l e ( pos . means va lues are to heavy )\n\
# and f o r g r a v i t a t i o n a l s epa ra t i on ca l c . with a constant EDML value o f %s , t yp i c a l f o r g l a c i a l
c ond i t i on s ( Landais , Capron )\n\
2262 # Created : %s\n\
# Age s c a l e : %s\n\
# Excluded Data :\n\
# data s e t s p r i o r to %s\n\
# se l e c t e d data s e t s : %s\n\
2267 # Data sor t ed by Depth/Age !\
’%(NM offset , g rav co r f ac , s t r f t ime (”%a %b %d %Y at %H:%M:%S” , l o c a l t ime ( ) ) , age cho i ce , s t r f t ime (”%a %b %d
%Y” , s t rpt ime (EDML Startdate , ”%y%m%d”) ) ,map( lambda l : s t r f t ime (”%a %b %d %Y” , s t rpt ime ( l , ”%y%m%d
”) ) , remove dates ) ) ) . s p l i t ( ’dummy’ ) )
c s v f i l e . writerow ( ( ’ Date I c e o r i g i n Depth Cut dC 13 1 s t Re f dC 13 pre peak dC 13 CH4 Peak
dC 13 CO2 peak dC 13 2nd Ref Ampl 1 s t Re f Ampl pre peak Ampl CH4 Peak Ampl CO2 peak Ampl
2nd Ref Area 1 s t Re f Area pre peak Area CH4 Peak Area CO2 peak Area 2nd Ref
pos max 1st Ref pos max pre peak pos max CH4 Peak pos max CO2 peak pos max 2nd Ref
R WMG 45 1 s t Re f R WMG 45 pre preak R WMG 45 CH4 Peak R WMG 45 CO2 Peak R WMG 45 2nd Ref
R WMG 46 1 s t Re f R WMG 46 pre preak R WMG 46 CH4 Peak R WMG 46 CO2 Peak R WMG 46 2nd Ref
Weight Area Norm Pot utc ord co r r d13 CH4 Age ucor mn d13 CH4 ucor std dev co r r mn
d13 CH4 cor r std dev ’ ) . s p l i t ( ’ ’ ) )
#c s v f i l e . writerow ( ’ ’ )
#map( lambda l i n e : c s v f i l e . writerow ( l i n e ) , append ( array (map( lambda utc : s t r f t ime (”%d−%b−%Y” ,
l o c a l t ime ( utc ) ) , smpl dsr t [ : , −8 ] . astype (None ) ) , ndmin=2) . t ranspose ( ) , smpl dsr t [ : , 1 : ] , ax i s =1) ) #
wr i t e s t r i n g array l i n e s to f i l e
2272 [ c s v f i l e . writerow ( l i n e ) f o r l i n e in append ( array (map( lambda utc : s t r f t ime (”%d−%b−%Y” , l o c a l t ime ( utc
) ) , smpl dsr t [ : , −8 ] . astype (None ) ) , ndmin=2) . t ranspose ( ) , smpl dsr t [ : , 1 : ] , ax i s=1) ]
## Do the export f o r the EDML r e p l i c a t e merged ve r s i on ( smpl dcor ) o f the data
i f i c e o r i g i n == ’EDML’ :
2277 expor t fn=expor t fn . r s p l i t ( ’ ’ , 1 ) [0 ]+ ’ ’+ age cho i c e+’ p l o t s e t . csv ’
## Convert Bag Number/Depth to r e a l sample depth
i f dml range != ”T1” :
e x c s e t s=range (0 , l en ( smpl dcor ) )
exc nr=f ind ( smpl dcor [ : , 1 ]== ’EDML−Bern ’ )
2282 exc nr=f i l t e r ( lambda x : x in exc nr , f i nd ( smpl dcor [ : , 2 ] . astype ( f l o a t )>1390) )# f ind a l l e Bern
samples above 1390m as t h e i r depth i s not g iven in bag number but depth a l ready
## Correct ion f o r 30cm from Top/Bottom Mixup −> see ve r s i on in format ion in the header
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e r r 3 0=f ind ( smpl dcor [ : , 2 ] . astype ( f l o a t )>=1571)
e x c s e t s= de l e t e ( ex c s e t s , exc nr )
de l exc nr
2287 e l s e :
e x c s e t s=range (0 , l en ( smpl dcor ) )
e r r 3 0=ex c s e t s
smpl dcor [ ex c s e t s ,2 ]= smpl dcor [ ex c s e t s , 2 ] . astype ( f l o a t )−1 # apply bag/depth c o r r e c t i o n
smpl dcor [ e r r 30 ,2 ]= smpl dcor [ e r r 30 , 2 ] . astype ( f l o a t )+0.3
2292 de l ex c s e t s , e r r 3 0
## have the mean sample depth computed f o r r e p l i c a t e s an non−r ep l
smpl dcor [ f i nd ( smpl dcor [ : , 3 ]== ’G01+G02 ’ ) ,2]= smpl dcor [ f i nd ( smpl dcor [ : , 3 ]== ’G01+G02 ’ ) , 2 ] .
astype (None )+0.125 # se t the depth o f the r ep l . to sample top depth + 12 ,5cm
smpl dcor [ f i nd ( smpl dcor [ : , 3 ] ! = ’G01+G02 ’ ) ,2]= smpl dcor [ f i nd ( smpl dcor [ : , 3 ] ! = ’G01+G02 ’ ) , 2 ] .
astype (None ) +0.0625 # se t the depth o f the non−r ep l . to sample top top depth + 6 ,25cm (
ha l f o f the s p e c i f i c cut )
2297 ## Calcu la te the r e s u l t i n g mean sample age and r ep l a c e the old va lues
smpl dcor [ : ,−3]= sc ipy . i n t e r p o l a t e . sp l ev ( smpl dcor [ : , 2 ] . astype (None ) , sp l depage ) . round ( )
## Replace the date column va lues with i n t e r p r e t a b l e date format va lues
smpl dcor [ : , 0 ]=map( lambda utc : s t r f t ime (”%d−%b−%Y” , l o c a l t ime ( utc ) ) , smpl dcor [ : , −6 ] . astype (None
) )
## Se l e c t e s s e n t i a l data columns f o r the p l o t t i n g datase t
2302 smpl dcor=smpl dcor . take ([0 ,1 ,2 ,3 ,−3 ,−2 ,−1] , ax i s=1)
## Apply the Neumayer Correct ion
#smpl dcor [ : , −2 ] = ( smpl dcor [ : , −2 ] . astype (None )−NM offset ) . round (3)
## Write the data to f i l e
p r i n t ’ Exporting %s datase t ( r e p l i c a t e merged ve r s i on ) to f i l e ”%s” too . . . ’% ( i c e o r i g i n ,
expo r t fn )
2307 c s v f i l e = csv . wr i t e r ( open ( l i b pa th+export fn , ”wb”) , ’ exce l ’ )
c s v f i l e . writerow (( ’# This f i l e conta in s EDML i c e sample delta13C data co r r e c t ed f o r dayly
trends ,\n\
# fo r the c a l cu l a t ed Neumayer o f f s e t o f %0.3 f p e rm i l l e ( pos . means va lues are to heavy )\n\
# and f o r g r a v i t a t i o n a l s epa ra t i on ca l c . with a constant EDML value o f %s , t yp i c a l f o r g l a c i a l
c ond i t i on s ( Landais , Capron )\n\
# Created : %s\n\
2312 # Age s c a l e : %s\n\
# Excluded Data :\n\
# data s e t s p r i o r to %s\n\
# se l e c t e d data s e t s : %s\n\
# Data sor t ed by Depth/Age !\
2317 ’%(NM offset , g rav co r f ac , s t r f t ime (”%a %b %d %Y at %H:%M:%S” , l o c a l t ime ( ) ) , age cho i ce , s t r f t ime (”%a %b %d
%Y” , s t rpt ime (EDML Startdate , ”%y%m%d”) ) ,map( lambda l : s t r f t ime (”%a %b %d %Y” , s t rpt ime ( l , ”%y%m%d”)
) , remove dates ) ) ) . s p l i t ( ’dummy’ ) )
c s v f i l e . writerow ( ( ’ Date I c e o r i g i n Mean Depth Cut Mean Age co r r mn d13 CH4 cor r std dev ’ )
. s p l i t ( ’ ’ ) )
#c s v f i l e . writerow ( ’ ’ )
#map( lambda l i n e : c s v f i l e . writerow ( l i n e ) , append ( array (map( lambda utc : s t r f t ime (”%d−%b−%Y” ,
l o c a l t ime ( utc ) ) , smpl dsr t [ : , −8 ] . astype (None ) ) , ndmin=2) . t ranspose ( ) , smpl dsr t [ : , 1 : ] , ax i s
=1) ) # wr i t e s t r i n g array l i n e s to f i l e
[ c s v f i l e . writerow ( l i n e ) f o r l i n e in smpl dcor ]
2322 # savetxt ( l o g d i r+”Measured samples . tab ” , l i b a r r a y n l s t [ 2 ] . take ( a r g s o r t ( l i b a r r a y n l s t [ 2 ] [ : , 2 ] . astype
( f l o a t ) ) , ax i s=−2) [ : , ( 0 , 1 , 2 , 3 , −6) ] , fmt=”%s” , d e l im i t e r =’\t ’ )
i f eva l run==”on ” :
2327 ##evfg . i n v e r t y a x i s
Eval Fig . s ubp l o t s ad ju s t ( l e f t =0.05 , bottom=0.05 , r i gh t =0.99 , top=0.95)
ev fg . l egend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e =8) )
i f d ebug r e f l == ’on ’ :
2332 p l f g . l egend ( l o c=’upper r ight ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e =8)
)
Sp l F ig . s ubp l o t s ad ju s t ( l e f t =0.03 , bottom=0.03 , r i gh t =0.99 , top=0.98)
i f d ebug r e f l == ’on ’ and debug Corr == ’on ’ :
b t fg . l egend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e =8) )
2337 co r f g . l egend ( l o c=’ lower l e f t ’ , numpoints = 3 , prop = matp lo t l ib . font manager . FontPropert i e s ( s i z e =8)
)
Bt l F ig . s ubp l o t s ad ju s t ( l e f t =0.05 , bottom=0.08 , r i gh t =0.99 , top=0.95)
Cor Fig . s ubp l o t s ad ju s t ( l e f t =0.05 , bottom=0.08 , r i gh t =0.99 , top=0.95)
pylab . show ( )
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