Abstract. Motivated by the fact that nearly all conditional logics are axiomatised by so-called shallow axioms (axioms with modal nesting depth ≤ 1) we investigate sequent calculi and cut elimination for modal logics of this type. We first provide a generic translation of shallow axioms to (one-sided, unlabelled) sequent rules. The resulting system is complete if we admit pseudo-analytic cut, i.e. cuts on modalised propositional combinations of subformulas, leading to a generic (but sub-optimal) decision procedure. In a next step, we show that, for finite sets of axioms, only a small number of cuts is needed between any two applications of modal rules. More precisely, completeness still holds if we restrict to cuts that form a tree of logarithmic height between any two modal rules. In other words, we obtain a small (PSPACE-computable) representation of an extended rule set for which cut elimination holds. In particular, this entails PSPACE decidability of the underlying logic if contraction is also admissible. This leads to (tight) PSPACE bounds for various conditional logics.
Introduction
Cut elimination is without doubt a central theme in proof theory. Not only do cut-free sequent systems provide for reasonably simple syntactical proofs of results like interpolation, they also pave the way for decision procedures via backwards proof search. While there are a variety of methods to construct a cut-free sequent system for specific logics (and at least as many different sequent calculi), the general approach is to come up with a sequent system tailored to the logic at hand, and then show cut elimination for this particular system. While this approach works very well for specific logics, a good deal of ingenuity is required to construct the actual system. Since this method consumes both a lot of time and effort, this raises the question whether there is a generic method to construct cut-free calculi, and in particular, whether we can delegate the task of constructing these systems. Our motivation for investigating this question mainly stems from automated proof search and questions of complexity, where the shape and structure of the rules of a cut-free system are not important, as long as we can recognise rule instances fast enough. Our ultimate aim in this somewhat radical endeavour is to synthesise algorithms that recognise instances of a cut-free sequent system, given an axiomatisation of the logic under consideration. This paper reports on our first results on this programme in the context of modal logic: we study the question to what extent we can convert a Hilbert-style axiomatisation of a general, not necessarily normal modal logic into a cut-free sequent system such Supported by EPSRC-Project EP/H016317/1 that rule instances are decidable in a moderate complexity class. Our point of departure is the class of logics that can be axiomatised by shallow axioms, i.e. axioms of modal nesting depth ≤ 1. These logics are known to be decidable by semantic arguments via coalgebraic semantics [10] and the finite model property, and (reassuringly) exclude modal logics that are known to be undecidable [6] . Indeed, one of the questions is to what extent the decidability of these logics can be reflected purely syntactically.
The motivating examples in this endeavour are the systems of conditional logics. While there is a plethora of systems [7] , nearly all of these are axiomatised by shallow axioms. Recent activity in this area has led to methods for constructing (labelled) sequent systems for some of these systems [8] , and to generic cut elimination proofs for unlabelled systems given by a set of rules [11] . We extend the latter approach by a generic method to construct rules of an unlabelled sequent system from a set of shallow axioms. For the system obtained in this way we show two main results, namely completeness and decidability of the system, where the cut rule is replaced by the pseudoanalytic cut rule (a variant of the analytic cut rule), and full cut elimination for the system extended by a tractable set of rules. The latter result breathes the spirit of our radical approach driven by proof search. The crucial fact is that the extended rule set is generically constructed and has a small (polysize) representation. We also show that admissibility of the contraction rule in the extended system implies a PSPACE decidability result for the corresponding logic. While this still leaves the question whether generic positive results concerning admissibility of contraction hold, we apply our method successfully to various conditional logics.
Related work Criteria for cut elimination are discussed for instance in [12] for a wide class of logics, but not touching upon the automatic construction of rules or calculi that admit cut elimination. Cut elimination for canonical calculi (where each sequent rule only allows the introduction of one logical connective) are discussed in [1] . This approach in general is unsuitable for modal calculi, since these typically introduce more than one connective at a time. Algorithmic aspects of cut elimination are investigated in [2] but with a focus on deciding whether a calculus enjoys this property, in contrast to the main aspect of this paper which aims to construct a calculus that enjoys cut elimination algorithmically. The present paper is a continuation of work reported in [11] that gives criteria and a semi-algorithmic method to obtain calculi admitting cut elimination, and our focus here is to obtain these calculi purely algorithmically.
Preliminaries and Notation
Throughout the paper, we consider a modal similarity type Λ consisting of modal operators with arities and a denumerable set V of propositional variables. Given Λ, the set of Λ-formulas is given by the grammar
where p ∈ V and ♥ ∈ Λ is n-ary. We employ a classical reading of the propositional part of the language and use the standard abbreviations for other propositional connectives. The modal rank of a formula is given inductively by rk (p) = 0, rk (¬φ) = rk (φ),
is a substitution, we write φσ for the result of replacing every occurrence of p in φ by σ(p) and [φ/p] is the substitution defined by [φ/p](q) = φ if p = q and [φ/p](q) = q otherwise. We denote the propositional variables that occur in a formula φ by Var(φ). If S ⊆ F(Λ) is a set of formulas, we write Λ(S) for the set {♥(φ 1 , . . . , φ n ) | ♥ ∈ Λ n-ary, φ 1 , . . . , φ n ∈ S} of formulas that arise by applying precisely one modality ♥ ∈ Λ to formulas in S, and ¬S is the set {¬φ | φ ∈ S} of negations of formulas in S. Similarly, Prop(S) is the set of propositional combinations of formulas in S. A clause over S is a finite disjunction l 1 ∨ · · · ∨ l n of literals l i ∈ S ∪ ¬S (i = 1, . . . , l). If l ∈ S ∪ ¬S, then ∼ l is the normalised negation of l, given by ∼ l = ¬l if l ∈ S and ∼ l = l if l = ¬l ∈ ¬S. Two formulas φ, ψ ∈ F(Λ) are propositionally equivalent if φ ↔ ψ is a substitution instance of a propositional tautology. To make contraction explicit, we take a Λ-sequent to be a finite multiset of Λ-formulas. If S ⊆ F(Λ) is a set of formulas, we write S(S) for the set of sequents containing only elements in S and S(Λ) for S(F(Λ)). The number of elements of Γ ∈ S(Λ) counting multiplicities is written as ||Γ ||. We employ usual notation and identify a formula φ ∈ F(Λ) with the singleton sequent φ and write Γ, ∆ for the (multiset) union of sequents Γ, ∆ ∈ S(Λ). If Γ is a Λ-sequent, Supp (Γ ) denotes the support of Γ , i.e. the set of Λ-formulas that occur in Γ with positive multiplicity. Substitution extends to sequents pointwise (preserving multiplicity), that is,
, we use the shorthand φ = ψ to denote the set of sequents containing ¬φ, ψ and φ, ¬ψ. This convention is extended to chains of equations φ 1 = · · · = φ n in the obvious way.
From Hilbert Systems to Sequent Systems
Our starting point in this paper is a modal logic axiomatised by shallow axioms (axioms with modal rank ≤ 1) in a Hilbert system that we convert to a set of sequent rules, taking special care of propositional formulas occurring in the scope of a modality. Insisting that a modal logic is axiomatised purely in terms of shallow axioms clearly excludes a large variety of logics (the most basic example is the modal logic K extended with the transitivity axiom p → p). On the other hand, nearly all conditional logics studied in the literature are axiomatised using shallow axioms [7] . Technically, the restriction to (finitely many) shallow axioms implies that all logics under consideration are in fact decidable, a property that fails for logics that are axiomatised by more general classes of axioms [6] .
Example 2.
1. Over the similarity type Λ = { }, the axioms defining the modal logic (K), i.e. p ∧ q → (p ∧ q) and as well as the reflexivity axiom p → p are shallow. Transitivity p → p fails to be shallow. 2. The syntax of many conditional logics is given by the similarity type Λ = {>} where > is a binary operator that we write in infix notation. All of the axioms
that define e.g. the conditional systems B = {CM, CC, CA, CMon, ID}, SS = B ∪ {CS, MP}, and V = B ∪ {CV} are shallow [7] .
We define modal Hilbert systems in the standard way by closing under modus ponens, uniform substitution and the modal congruence rule. This allows us e.g. to derive the necessitation rule p/ p for from the axiom .
The predicate HA is the least subset of formulas containing A and all propositional tautologies that is closed under uniform substitution (HA φσ if HA φ), modus ponens (HA ψ if HA φ → ψ and HA φ) and congruence
Given a set of shallow axioms, we now construct an equivalent sequent system that extends propositional logic with shallow rules. As we are working in a generic setup, it is more convenient to have negation as an explicit logical operator rather than dealing with formulas in negation normal form as the latter would require that the similarity type Λ is closed under formal duals. Consequently our analysis is based on the system G consisting of all rule instances
where p ∈ V is a propositional variable, φ, ψ ∈ F(Λ) are formulas and Γ ∈ S(Λ) is a sequent. Here, Γ is the context and a formula that appears in the conclusion but not the context is called principal. The system G is complete for classical propositional logic [14] . Extensions of G with weakening, cut, context-sensitive cut and contraction
are denoted by suffixing with the respective rule names so that e.g. GWCon is the system G extended with weakening and contraction. We write Ω G ∆ if ∆ can be derived in G from premises in Ω and we use the same notation for extensions of G with a subset of {W, Con, Cut, Cut cs }. A sequent Γ is a propositional consequence of sequents in Ω if Ω GCutCon Γ , this is also denoted by Ω PL Γ . Shallow axioms are incorporated into these systems by converting them into sequent rules of a specific form:
of principal formulas where all variables that occur in Σ are pairwise distinct. If σ : V → F(Λ) is a substitution and Γ ∈ S(Λ) is a sequent (the context), then
is an instance of R. If no confusion between contextual and non-contextual premises can arise, we write a shallow rule given by the above data in the more suggestive form
The principal formulas of a shallow rule R (or rule instance Rσ) of the form above are the (substituted) elements of Σ, written as PF (R) (resp. PF (Rσ)). We write Prem (R) (resp. Prem (Rσ)) for the set of (substituted) premises of R, and Concl (Rσ) for the conclusion of (Rσ). We identify shallow rules modulo injective renaming of variables.
The requirement that the variables in the principal formulas are pairwise distinct poses no restriction, since we may introduce fresh variables and new premises stating equivalences. The separation between contextual and non-contextual premises is important for two reasons: first, when passing from rules to instances, the contextual premises not only copy the context from premise to conclusion, but also the principal formulas. This is important for admissibility of contraction, as it allows to propagate a contraction between principal formulas and context. Mutatis mutandis, it is precisely this mechanism that allows to show admissibility of contraction in a sequent calculus for the modal logic T , i.e. K extended with the rule Γ, ¬φ, ¬ φ/Γ, ¬ φ. Second, contextual premises receive special treatment in proof search, as the premise is a superset of the conclusion.
Example 5. Over the similarity types introduced in Section 2, we can form the following shallow rules, which we present in the suggestive notation of Definition 4.
¬p,¬q,r ¬r,p ¬r,q Γ,¬ p,¬ q, r and (R T )
Γ,¬p,¬ p Γ,¬ p are shallow. Here the premises in R K are non-contextual whereas the premise in R T is contextual.
2. Over Λ = {>}, both (R CC ) p1=p2=p3 ¬q,¬r,s ¬s,q ¬s,r Γ,¬(p1>q),¬(p2>r), (p3>s) and (R CS ) Γ,p Γ,q Γ, (p>q) are shallow.
Every set R of shallow rules induces a sequent calculus by augmenting instances of rules in R with the modal congruence rule and propositional reasoning. Definition 6. Suppose R is a set of shallow rules. The predicate GR is the least set of sequents closed under the propositional rules of G, instances of shallow rules in R, and instances of the modal congruence rules
where Γ ∈ S(Λ), ♥ ∈ Λ is n-ary and φ 1 , . . . , φ n ∈ F(Λ). Use of additional rules is indicated by suffixing so that e.g. GRWCut cs denotes derivability in GR extended with weakening and context-sensitive cut.
We employ the usual definitions of a proof (a tree constructed from proof rules), the depth of a proof (the height of this tree) and (depth-preserving) admissibility of proof rules [14] . Often, a statement holds for extensions of GR with several principles. We indicate this using square brackets. For example, a statement involving GR[WCon] holds for an extension of GR with a (possibly empty) subset of {W, Con}.
Lemma 7 (Admissibility of weakening and inversion). Suppose R is a set of shallow rules over a similarity type Λ. Then the weakening rule (W) and the rules
Our next goal is to convert shallow axioms into shallow rules and confirm that (for now, with help of cut and contraction) this does not change the notion of derivability.
Definition 8.
Suppose that c is a shallow clause with decomposition (c p , c d , σ) where
is called a rule form of c. A rule form of a shallow axiom φ is a set R = {r 1 , . . . , r k } of shallow rules where each r i is a rule form of a shallow clause c i such that n i=1 c i and φ are propositionally equivalent. Finally, a rule form of a set A = {φ 1 , . . . , φ n } of shallow axioms is a set R = R 1 ∪ · · · ∪ R n where each R i is a rule form of φ i .
In other words, a rule form of a shallow axiom φ is constructed by first converting φ into conjunctive normal form, obtaining shallow clauses c 1 , . . . , c n . For each shallow clause, we obtain a rule by replacing propositional formulas φ i that occur as arguments of modal operators by new variables q i and then add the clauses of a conjunctive normal form of q i ↔ φ i to the premises. The operation of adding a context amounts to considering a shallow clause c = c p ∨ c m as an implication ¬c m → c p that induces a rule c p → φ/¬c m → φ which is then interpreted as a sequent rule.
Example 9. The rules R K , R T , R CC and R CS presented in Example 5 are rule forms of the homonymous axioms introduced in Example 2.
As a first sanity check, we confirm that the Hilbert calculus given by a set of shallow axioms is equivalent to the sequent calculus given by their rule forms, at least as long as we admit cut and contraction in the latter.
Proposition 10.
Suppose that A is a set of shallow axioms and R is a rule form of A.
1. GRCutCon φ for every φ ∈ A. 2. HA Γ 0 whenever HA Γ i (all 1 ≤ i ≤ n) and Γ 1 . . . Γ n /Γ 0 is an instance of a shallow rule in R.
In the presence of cut and contraction, equivalence of both systems is then immediate: Corollary 11. Suppose that A is a set of shallow axioms and R is a rule form of A. Then HA Γ whenever GRCutCon Γ , for all sequents Γ ∈ S(Λ).
Clearly, our goal is the elimination of both cut and contraction where the latter can (at least in the first instance) be handled on the basis of rule forms.
Definition 12.
A set R of shallow rules is contraction closed, if, for every rule instance (Rσ) with Concl (Rσ) = Γ, φ, φ there exists an instance (Sτ ) with Concl (Sτ ) = Γ, φ such that Prem c (Rσ) GWCon ∆ for all ∆ ∈ Prem c (Sτ ), and Prem n (Rσ) GWCon Π for all Π ∈ Prem n (Sτ ).
This definition allows us to propagate contraction over the application of modal rules.
Combined with an induction on the depth of the derivation this yields:
Γ for all sequents Γ ∈ S(Λ). Moreover, the proof in GR[Cut cs ] has at most the same height, uses the same number of (instances of) shallow rules and the same cut formulas.
Cut-closure And Pseudo-Analytic Cut
We now set out to establish the first main result of this paper, and show that the cut rule can be restricted to pseudo-analytic cut, i.e. cuts on formulas that arise by applying a modal operator to a propositional combination of subformulas of the conclusion of the cut rule, which leads to a generic decidability result for logics axiomatised with shallow rules. To achieve this, we first normalise shallow rules so that only variables occurring in the conclusion are allowed in the premise. This way backwards proof search does not introduce new variables. In a second step, we close a normalised rule set under cuts between rule conclusions, and observe that this closure process can be simulated with pseudo-analytic cut. We first analyse the process of eliminating unnecessary variables.
Definition 14.
A set R of shallow rules is normalised if in each rule in R all variables occurring in the premises also occur in the conclusion.
Superfluous variables in the premises of rules are eliminated as follows.
Definition 15 (p-elimination). Let S be a set of sequents and p ∈ V a propositional variable. The p-elimination of S, written S p is defined by
where Γ φ denotes the sequent Γ with all occurrences of φ removed (in the multiset sense) and N = {Γ ∈ S(Λ) | Γ ∩¬Γ = ∅} is the set of non-axiomatic sequents over Λ. If p = (p 1 , . . . , p n ) is a finite sequence of variables, we write S p = (. . . (S p1 ) . . . ) pn .
In other words, S p contains all results of multicutting elements of S on p that are not trivially derivable. The next lemma shows that S p is propositionally equivalent to S.
Lemma 16. Suppose S ⊆ S(Λ(V )) is a finite set of sequents over Λ(V ) and p ∈ V . Then all ∆ ∈ S p are derivable from S in GCutCon with cuts only on p. Moreover, there exists a formula φ = φ(S, p) such that Γ [φ/p] is derivable from S p in G for each Γ ∈ S. The formula φ can be chosen as a conjunction of disjunctions of sequents in S p .
Rules with unnecessary variables in the premises can therefore be normalised by successively eliminating these variables.
Example 17. If S contains the sequents p = t and q ∧ r = s, then S r consists of p = t and ¬s, q. We may therefore replace the rule form of the axiom (CM)(p > (q ∧ r)) → (p > q) on the left
with its r-eliminated version (shown on the right).
Lemma 16 allows us to replace shallow rules with their normalised version, and we will assume from now on that all shallow rules are normalised. We now construct a cutclosed set cc (R) from a set R of shallow rules: we consider two shallow rules together with an application of cut to their conclusions as a rule in its own right, but eliminate all variables that occur in the premises, but not in the conclusion, of (new) rules that arise in this way. This process then takes the following form:
Definition 18. Let R 1 , R 2 ∈ R be given by (Ω c , Ω n , Γ ) and (Υ c , Υ n , ∆), respectively and suppose that σ, τ are renamings such that Γ σ = Γ , M and ∆τ = ∆ , ¬M . Then cut(R 1 σ, R 2 τ, M ) is the shallow rule given by
This definition ensures that the new (non-) contextual premises arise from the old (noncontextual) premises by removing variables that no longer occur in the conclusion.
Example 19. For the rules (R CC ) = p1=p2=p ¬q1,¬q2,q ¬q,q1 ¬q,q2 Γ,¬(p1>q1),¬(p2>q2), (p>q) and (R CM ) = p=r ¬q,s Γ,¬(p>q),(r>s) from R (CM ) we obtain the rule
.
The cut closure of a rule set is then constructed by adding more and more (normalised) cuts until the set is saturated. Formally we have:
Definition 20. Let R be a set of shallow rules. The cut closure of R is the ⊆-minimal set cc (R) with R ⊆ cc (R), such that for every R 1 , R 2 ∈ cc (R) and renamings σ, τ
Not surprisingly, cut is admissible over the cut closure of a rule set.
In general, we may restrict cuts to formulas that arise as φ = φ(p, S) in Lemma 16, i.e. conjunctions of disjunctions, which allows the following restriction on the cut rule:
Definition 22. A pseudo-analytic cut is a cut Γ, ϕ ∆, ¬ϕ Γ, ∆ , where ϕ = ♥(ψ 1 , . . . , ψ n ), and for 1 ≤ i ≤ n each ψ i is a conjunction of disjunctions of formulas occurring possibly negated under a modal operator in Γ, ∆. For a set S of sequence rules define SCut pa to be the set S together with the cut rule restricted to pseudo-analytic cuts.
Corollary 23. GRCutCon Γ iff GRCut pa Con Γ for all sequents Γ .
Distributivity allows us to restrict to a single layer of conjunctions and disjunctions.
Lemma 24. If GRCut pa Con Γ for a set R of shallow rules and a sequent Γ , then GRCutCon Γ with cuts only on modalised conjunctions of disjunctions of possibly negated subformulas of Γ .
As pseudo-analytic cuts suffice, for a conclusion of a cut rule there are only finitely many possible cut formulas. In order to get a generic decidability result, we need to assume that the rule set is tractable in the following sense.
Definition 25 (from [13] ). A set R of shallow rules is PSPACE-tractable, if there are multivalued functions f taking sequents to sets of encodings of instances of rules in R, and g, taking encodings of rule instances to sets of sequents, such that for all sequents Γ, ∆ and encodings Rσ of a rule instance we have Rσ ∈ f (Γ ) ⇐⇒ Concl (Rσ) = Γ and ∆ ∈ g( Rσ ) ⇐⇒ ∆ ∈ Prem (Rσ) , and whose graphs are decidable in space polynomial in the length of the first argument.
We assume that sequents are encoded as lists of formulas. Note that the length of the encoding of a sequent is at least the number of formulas in the sequent.
Theorem 26. Let R be a PSPACE-tractable and contraction closed set of shallow rules. Then the derivability problem for GRConCut is in 3EXPTIME.
Example 27. This theorem induces a uniform decidability proof (albeit with a suboptimal complexity bound) for all logics axiomatised by finitely many shallow axioms, e.g. for the conditional logics B, SS and V of Example 2.
Cut Elimination Using Small Representations
In the previous section, we have constructed the cut-closure of a given set of shallow rules, and we have argued that a sequent calculus using this set enjoys cut elimination. However, the construction of the cut closure does not yield a concrete representation of a cut-closed rule set. The main result of this section establishes that the rules constituting a cut-closed set can always be represented in space polynomial in the rule conclusion.
In particular, we demonstrate that instances of cut-closed rule sets can be decided in PSPACE. This entails that the corresponding derivability problem is decidable in polynomial space. Technically, we show that rules of a cut-closed rule set are represented by proof trees whose inner nodes are applications of cut, and we give explicit bounds on the size of these trees, which yield polynomial representability.
Definition 28. A shallow rule R 1 = (Ω c , Ω n , Σ) subsumes a shallow rule R 2 = (Ξ c , Ξ n , Π), if there is a renaming σ with Σσ = Π such that Ξ c ∪ Ξ n PL ∆σ for every ∆ ∈ Ω c , and Ξ n PL Υ σ for every Υ ∈ Ω n . Two shallow rules are equivalent if they mutually subsume each other.
While the pseudo-analytic cut yields decidability, there is room for improvement in complexity by considering polynomial-size representations of cc (R).
Definition 29. Let R be a set of shallow rules. An R-cut tree with conclusion Γ and leafs (R i σ) (where 1 ≤ i ≤ n, R i ∈ R and σ i : V → V is a renaming) is a proof of Γ from the conclusions of the (R i σ) using only cuts on principal formulas of the R i σ.
The number of nodes in a cut tree is denoted by size (D), its height by depth (D).
In the above definition, we emphasise that only applications of cut are allowed in a cut tree, and the cut formulas have to be principal formulas of the rules at the leafs.
Example 30. The following is a KT -cut-tree for the sequent u, ¬ p, ¬ q, ¬ r:
Clearly, the cuts introduced in a cut tree may introduce new variables that are present in the premises of the R i σ, but not in the conclusion Γ . We eliminate these as before. Equivalence of cut trees and cut closure is clear from the definitions:
Lemma 32. A shallow rule lies in cc (R) iff it is represented by an R-cut tree.
Application of Lemma 16 shows that cut trees differing only in the order of the cuts represent basically the same rule instance, a fact that we record here for later use.
Lemma 33. Let R be a set of shallow rules. Let Γ be a sequent and let D 1 , D 2 be R-cut-trees with conclusion Γ and leafs R 1 σ 1 , . . . , R n σ n . Then the rules represented by D 1 and D 2 are equivalent.
The main difficulty that we have to overcome in order to obtain small representations of cut-closed rules lies in the fact that the number of literals in either premise of an application of cut may both increase and decrease as we move up a cut tree. This nonmonotonic behaviour disappears if we only consider cuts involving sequents consisting of at least three elements. This suffices for our purpose, since we can absorb cuts involving smaller sequents into the rule set at very little extra cost.
Definition 34. A shallow rule is small if it has at most two principal formulas. A set R of shallow rules is 2-cut closed if for every two rules R 1 , R 2 ∈ R with conclusions Σ 1 and Σ 2 , such that R 1 or R 2 is small, and any two renamings σ 1 , σ 2 : V → V for which Σ 1 σ 1 = Γ, M and Σ 2 σ 2 = ∆, ¬M there exists a rule R ∈ R that subsumes cut(R 1 σ 1 , R 2 σ 2 , M ). The 2-cut closure 2cc (R) of a set R of shallow rules is the ⊆-minimal, 2-cut closed set of shallow rules containing R.
Example 35. The rule set CK containing (R CM ), (R CC ) and (CC m ) is 2-cut closed, but not cut closed.
Passing from a finite set of shallow rules to its 2-cut closure is a preprocessing step that adds finitely many missing rules. Crucially, computing a 2-cut closure is independent of the size of any sequent to which proof search is applied and therefore adds a constant time overhead. The most important ramification of 2-cut closure is the existence of small representations of elements in the cut closure of a given set of shallow rules. We approach this result by means of a sequence of lemmas, the first one establishing that we may always assume that leafs of a cut tree are labelled with 'large' rules.
Lemma 36. Let R be a 2-cut closed set of shallow rules, and let D be an R-cut-tree with conclusion Γ and leafs R 1 , σ 1 , . . . , R n σ n . Then there exists an R-cut-tree D with conclusion Γ and leafs R 1 σ 1 , . . . , R k , σ k such that Since cuts between sequents of length at least three increase the length of the sequent, the size of the cut-tree is bounded in terms of the conclusion of the represented rules.
Corollary 37. Let R be a 2-cut closed set of shallow rules, and let Γ be a sequent with ||Γ || ≥ 3. Then every rule in cc (R) with conclusion Γ is represented by an R-cut tree of size ≤ 2||Γ || − 5.
A bound on the depth of a cut tree is obtained from the following adaption of the 2-3-Lemma of [5] . Here for a tree T and a node x in T the subtree of T generated by x is denoted by T x , and the number of nodes in T by |T |.
Lemma 38. Let k ∈ N and T be a tree, such that k+1 < |T | and each node has at most k children. Then there is a node x in T , such that
Lemma 39. Let R be a 2-cut closed set of shallow rules where the every rule has at most k principal formulas, and let Γ be a sequent with ||Γ || ≥ 3. Then every instance of a rule in cc (R) with conclusion Γ can be represented by an R-cut-tree of size at most 2||Γ || − 5 and depth at most c k · log 2 ||Γ || + k for c k = (log 2
Crucially, his bound ensures a small size of the cut-tree and the premises of the represented rule. This provides us with a tractable representation of the cut closure of R.
Lemma 45 (Admissibility of Contraction). Let R be a contraction closed set of shallow rules. Then all instances of
are admissible in GR 1 preserving the number of shallow rules in a proof.
This gives the equivalency of GRCon and GR 1 .
Lemma 46. Let R be a set of shallow rules and Γ a sequent.
In fact, subsequent applications of a shallow rule to the same formulas in a branch of a proof in GR 1 can be eliminated. This gives us equivalency with GR 2 .
Lemma 47. Let R be a set of shallow rules and Γ a sequent. If
Moreover, there exists a proof of h | Γ in GR 2 where every contextual premise of an application of a shallow rule contains a formula not in the conclusion.
The fact that contextual premises of applications of shallow rules are bigger than the conclusion ensures that the search space in backwards proof search for GR 2 is of depth polynomial in the number of subformulas of the root sequent. Summing up we get:
Theorem 48. Let R be a contraction closed set of shallow rules.
For every sequent Γ we have
Together with the results of the previous section this gives the following main theorem:
Theorem 49. Let A be a finite set of shallow axioms and R be a 2-cut-closed rule form of A. If R * is contraction closed, then derivability in HA is in PSPACE.
Clearly the requirement of R * being contraction closed presents a gaping hole in our treatment so far. However, we can establish this property for several examples.
Applications: Exemplary Complexity Bounds
Using the machinery of the previous sections, proving PSPACE-bounds for shallow logics boils down to proving admissibility of contraction in the rule set generated by the rules corresponding to the axioms. In Example 35 we have seen that the set
,
is 2-cut closed. It is clear that it is also contraction closed. This also holds for CK * :
Lemma 50. The set CK * is contraction closed.
As another example consider the axiom CEM = (p > q) ∨ (p > ¬q) of conditional excluded middle. Turning this into a rule yields
Let CKCEM := 2cc (CK ∪ {CEM }). A little computation shows
Lemma 51. The set CKCEM * is closed under contraction.
In order to add more axioms to CK and CKCEM we need to reconcile the definitions of cut and contraction closed rule sets. This can be done by restricting the rule format.
Definition 52. A shallow rule has complete premises, if every variable occurring in a principal formula occurs in every premise.
By soundness of the rules of PL and reasoning about propositional valuations it can be seen that for these rules the two definitions are compatible:
Lemma 53. Let A be a finite set of variables, and let Γ 1 , . . . , Γ n , Γ be sequents over A ∪ ¬A with every variable occurring in every sequent. Then {Γ 1 , . . . , Γ n } PL Γ iff {Γ 1 , . . . , Γ n } GWCon Γ .
This allows us to add rules with at most one principal formula to a rule set without destroying contraction closure.
Theorem 54. Let R be a finite set of shallow rules with complete premises, and let R be a shallow rule with complete premises and one principal formula. If R * is contraction closed, then there is a PSPACE-tractable set Q of shallow rules, such that for every sequent Γ we have G(R ∪ {R})CutCon Γ iff GQ Γ .
As a special case, this means that we may add shallow rules with one literal in the conclusion to the sets CK and CKCEM , and still retain the PSPACE bound. This reproves the PSPACE upper bounds for these logics found in [9] , [8] , and [11] .
Conclusion
In this paper we have reported our first successes in synthetically constructing sequent calculi that admit cut elimination. We have converted shallow modal axioms into sequent rules so that the resulting system together with the cut and contraction rules is sound and complete with respect to the Hilbert-system. It was also shown to stay complete, if the cuts are restricted to pseudo-analytic cuts. This led to a generic decidability result and a 3EXPTIME upper bound for logics axiomatised by a PSPACE-tractable set of shallow axioms. Since in particular all finite sets of axioms are PSPACE-tractable, logics axiomatised by a finite set of shallow axioms are decidable in 3EXPTIME. The method then was extended to generically construct PSPACE-tractable sets of rules from finite sets of shallow axioms in such a way, that the resulting sequent system eliminates the cut rule. If the so constructed rule set is closed under the contraction rule, then the logic axiomatised by the corresponding axioms is decidable in polynomial space.
Our success is clearly partial in that we do not yet know under which conditions closure under contraction can also be obtained. This is the subject of future work, possibly borrowing from the theory of vector addition systems [3] to control the multiplicities of formulas. For now, contraction closure needs to be established by hand, and doing so, we have applied our method to various systems in conditional logics. This led to new proofs of PSPACE upper bounds for these systems.
