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Adaptive Gradient Methods for Constrained Convex Optimization
Alina Ene∗ Huy L. Nguyen† Adrian Vladu‡
Abstract
We provide new adaptive first-order methods for constrained convex optimization. Our main algo-
rithm AdaAGD+ is an accelerated method, which is universal in the sense that it achieves nearly-
optimal convergence rates for both smooth and non-smooth functions, even when it only has access to
stochastic gradients. In addition, it does not require any prior knowledge on how the objective function
is parametrized, since it automatically adjusts its per-coordinate learning rate. This can be seen as a
truly accelerated AdaGrad method for constrained optimization.
We complement it with a simpler algorithm AdaGrad+ which enjoys the same features, and
achieves the standard non-accelerated convergence rate. We also present a set of new results involving
adaptive methods for unconstrained optimization and monotone operators.
1 Introduction
Gradient methods are a fundamental building block of modern machine learning. Their scalability and
small memory footprint makes them exceptionally well suited to the massive volumes of data used for
present-day learning tasks.
While such optimization methods perform very well in practice, one of their major limitations consists
of their inability to converge faster by taking advantage of specific features of the input data. For
example, the training data used for classification tasks may exhibit a few very informative features, while
all the others have only marginal relevance. Having access to this information a priori would enable
practitioners to appropriately tune first-order optimization methods, thus allowing them to train much
faster. Lacking this knowledge, one may attempt to reach a similar performance by very carefully tuning
hyper-parameters, which are all specific to the specific model and input data.
This limitation has motivated the development of adaptive methods, which in absence of prior knowl-
edge concerning the importance of various features in the data, adapt their learning rates based on the
information they acquired in previous iterations. The most notable example is AdaGrad [13], which
adaptively modifies the learning rate corresponding to each coordinate in the vector of weights. Follow-
ing its success, a host of new adaptive methods appeared, including Adam [17], AmsGrad [26], and
Shampoo [14], which attained optimal rates for generic online learning tasks.
A significant series of recent works on adaptive methods addresses the regime of smooth convex
functions. Notably, [18, 15, 2] consider the case of minimizing smooth convex functions without having
prior knowledge of the smoothness parameter. While a standard convergence rate of 1/T is fairly easily
attainable in the case of unconstrained optimization (in theory, one can perform a line search in each
iteration to establish the length of the step that decreases the objective the most), achieving the optimal
1/T 2 rate becomes significantly more challenging, due to the lack of robustness of accelerated gradient
methods. For constrained minimization objectives (see [15]) it is generally unclear how an adaptive
method can pick the correct step sizes even when aiming for the non-accelerated rate of 1/T . Even
worse, many of these difficulties occur when one merely attempts to find the correct learning rate; taking
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advantage of the non-uniform influence of different coordinates on the objective value, which involves
finding the right per-coordinate learning rate, as in the case of the original AdaGrad method, becomes
much harder. Achieving this has remained largely open. In [15], finding such a method with an accelerated
1/T 2 convergence is posed as an outstanding open problem, since it would allow the development of robust
algorithms that are applicable to non-convex problems such as training deep neural networks.
In this paper, we address this problem and present the first adaptive algorithm which achieves nearly-
optimal convergence with per-coordinate learning rates, even in constrained domains. This can be seen
as a truly-accelerated AdaGrad method for smooth convex functions.
Our algorithm is universal in the sense that it achieves nearly-optimal convergence rate even when
the objective function is non-smooth [23]. Furthermore, it automatically extends to the case of stochastic
optimization, achieving up to logarithmic factors optimal dependence in the standard deviation of the
stochastic gradient norm. We complement it with a simpler non-accelerated algorithm which enjoys the
same features: it achieves the standard convergence rate on both smooth and non-smooth functions, and
does not require prior knowledge of the smoothness parameters, or the variance of the stochastic gradients.
Previous work Work on adaptive methods has been extensive, and resulted in a broad range of al-
gorithms [13, 17, 26, 27, 12, 5]. A significant body of work is dedicated to non-convex optimization
[29, 28, 30, 21, 10]. In a slightly different line of research, there has been recent progress on obtaining
improved convergence bounds in the online non-smooth setting; these methods appear in the context of
parameter-free optimization, whose main feature is that they adapt to the radius of the domain [9, 8].
Here we discuss, for comparison, relevant previous results on adaptive first order methods for smooth
convex optimization. We consider that the function to be minimized f : Rd → R is smooth with respect
to some unknown norm ‖·‖B, where B is a non-negative diagonal matrix. The case where B = βI is a
multiple of the identity corresponds to the standard assumption that f is β-smooth, and we refer to this
as the scalar version of the problem. In the case when B is a non-negative diagonal matrix, we optimize
using the vector version of the problem.
Notably, [18] presents an adaptive first order method, achieving an optimal convergence rate of
O
(
βR2/T
)
, without requiring prior knowledge of the smoothness β. While this method also applies
to the case where the domain is constrained, it requires the strong condition that the global optimum lies
within the domain. In [19], this issue is discussed explicitly, and the line of work is pushed further in the
unconstrained case to obtain an accelerated rate of O
(
βR2 ln (βR/ ‖g0‖) /T 2
)
, where g0 is the gradient
evaluated at the initial point. In [2], the authors consider constrained variational inequalities, which are
more general, as they include both convex optimization and convex-concave saddle point problems. The
rate they achieve is O
(
βR2/T
)
, where β is the an upper bound on the unknown Lipschitz parameter of
the monotone operator, generalizing the case of β-smooth convex functions. Based on this scheme, in [15]
the authors deliver an accelerated adaptive method with nearly optimal rate for the scalar version of the
problem. There, they pose as an open problem the question of delivering an accelerated adaptive method
for the vector case.
We further discuss the relation to previous work in Appendix A.
Our contribution We present two algorithms for constrained optimization, AdaGrad+ and AdaAGD+,
achieving nearly tight non-accelerated and accelerated convergence rates, respectively. For β-smooth func-
tions, the convergence rate is O
(
R2∞d · β ln β/T
)
in the non-accelerated case, and O
(
R2∞d · β ln β/T 2
)
in
the accelerated case, respectively. Since R∞d1/2 is the ℓ2 diameter of the region containing the ℓ∞ ball
of radius R∞, these exactly match the rates of standard non-accelerated and accelerated gradient decent,
when the domain is an ℓ∞ ball [25]. Therefore these schemes can be interpreted as learning the optimal
diagonal preconditioner for a smooth function f .
Algorithmically, we provide a new rule for updating the diagonal preconditioner, which is better suited
to constrained optimization. While the unconstrained AdaGrad algorithm updates the preconditioner
(equivalently, the coordinate-wise learning rates) based on the previously seen gradients, here we update
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based on the movement performed by the iterate (see Algorithm 1). This exactly matches the standard
AdaGrad update rule, when applying it in the unconstrained setting. It is worth noticing that in [15]
the authors tackled the difficulties introduced by constraining the domain by using a different update rule
based on the change in gradients.
Furthermore, we show that AdaGrad+ and AdaAGD+ automatically obtain correct convergence
rates even in the non-smooth setting, thus they are universal, in the sense defined by Nesterov [23]. Both
algorithms automatically extend to the stochastic setting, achieving nearly optimal dependence in the
standard deviation of the stochastic gradient norm.
In addition, in the unconstrained setting, we generalize the analysis of [18] to the vector setting and
obtain a sharp analysis for the standard AdaGrad algorithm for smooth functions. Compared to our
analysis of AdaGrad+ in the constrained setting, this analysis does not have the additional ln β factor.
Furthermore, we extend the universal mirror prox method of [3] to the vector setting, and resolve the
open question asked by [3].
method non-smooth convergence smooth convergence
AdaGrad
O
(
R∞
√
dG√
T
+ R∞
√
dσ√
T
)
O
(
R2∞
∑
d
i=1
βi
T +
R∞
√
dσ√
T
)
Follows from [13] Theorems G.1, G.3
AdaGrad+
O
R∞√dG
√
ln
(
GT
R∞
)
√
T
+
R∞
√
dσ
√
ln
(
Tσ
R∞
)
√
T
+ R
2
∞d
T
 O
R2∞∑di=1 βi lnβi
T +
R∞
√
dσ
√
ln
(
Tσ
R∞
)
√
T

Theorems 3.2, 3.4 Theorems 3.1, 3.3
AdaAGD+
O
R∞√dG
√
ln
(
GT
R∞
)
+R∞
√
dσ
√
ln
(
Tσ
R∞
)
√
T
+ R
2
∞d
T 2
 O
R2∞∑di=1 βi lnβi
T 2 +
R∞
√
dσ
√
ln
(
Tσ
R∞
)
√
T

Theorems 4.2, 4.4 Theorems 4.1, 4.3
Table 1: Convergence rates of adaptive methods in the vector setting. We assume that f : K → R, with
K ⊆ Rd, is either smooth with respect to an unknown norm ‖·‖B, where B = diag (β1, . . . , βd), or non-
smooth and G-Lipschitz. We assume access to stochastic gradients ∇˜f(x) which are unbiased estimators
for the true gradient and have bounded variance E
∥∥∥∇˜f(x)−∇f(x)∥∥∥2 ≤ σ2.
Roadmap The rest of the paper is organized as follows.
Section 2 We introduce relevant notation and concepts.
Section 3 We present the AdaGrad+ algorithm, and provide its theoretical guarantees, for
both smooth (Theorem 3.1) and non-smooth functions (Theorem 3.2).
Section 4 We present the accelerated algorithm AdaAGD+, achieving optimal convergence
bounds for smooth (Theorem 4.1) and non-smooth functions (Theorem 4.2).
Section 5 We analyze AdaGrad+ for smooth functions.
Section 6 We analyze AdaAGD+ for smooth functions.
Appendix A We present the scalar schemes, provide their convergence guarantees, and discuss
their relation to previous work.
Appendix B We provide the proof for an auxiliary lemma.
Appendix C We analyze the convergence of AdaGrad+ for non-smooth functions (Theorem 3.2).
Appendix D We analyze the convergence of AdaGrad+ for both smooth and non-smooth
functions in the stochastic setting.
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Appendix E We analyze the convergence of AdaAGD+ for non-smooth functions (Theorem 4.2).
Appendix F We analyze the convergence of AdaAGD+ for both smooth and non-smooth
functions in the stochastic setting.
Appendix G We extend the analysis of [19] to the vector setting, and obtain a sharp analysis for
the standard AdaGrad algorithm for smooth functions in the unconstrained setting
(Theorem G.1), which saves the extra logarithmic factors that AdaGrad+ pays in
constrained domains. We also provide its guarantees in the stochastic setup
(Theorem G.3).
Appendix H We extend the universal mirror prox method of [3] to the vector setting, and resolve
the open question asked by [3] (Theorems H.1 and H.2).
2 Preliminaries
Notation and assumptions We assume first order access to a continuously differentiable function
f : K → R, where K is an arbitrary convex set.
We use ‖x‖ to denote the ℓ2 norm of x, unless otherwise specified. Given a positive semidefinite matrix
D, we define the norm ‖x‖D =
√
x⊤Dx. When D is diagonal, we use Di to refer to its ith diagonal entry.
We use R to denote the ℓ2 diameter of the domain K, R = maxx,y∈K ‖x− y‖2, and similarly R∞ to de-
note the ℓ∞ diameter of K. When use G to denote the Lipschitz constant of f i.e. G = maxx∈K ‖∇f(x)‖2.
When the function is not continuously differentiable, we abuse notation and use ∇f(x) to denote a sub-
gradient of f at x.
For the stochastic setup, we assume access to gradient estimators ∇˜f(x) which are unbiased when
conditioned on x, i.e. E
[
∇˜f(x)
∣∣∣∣x] = ∇f(x) and have bounded variance E [∥∥∥∇˜f(x)− f(x)∥∥∥2] ≤ σ2.
Smoothness We say that f is smooth with respect to the norm ‖·‖B if ∇2f(x)  B, for all x ∈ K.
Equivalently, this condition can be written as
‖∇f(x)−∇f(y)‖B−1 ≤ ‖x− y‖B ,
for all x, y ∈ K, and also implies that
f(y) ≤ f(x) + 〈∇f(x), y − x〉+ 1
2
‖x− y‖2B ,
f(x) ≤ f(y) + 〈∇f(x), y − x〉 − 1
2
‖∇f(x)−∇f(y)‖2B−1 .
The typical case considered in literature is the one where B = βI for some β > 0, which corresponds
to β-smooth functions. Hence for a function that is smooth with respect to ‖·‖B we also say that it is
1-smooth with respect to that norm.
Strong convexity We say that a function φ : K → R is strongly convex, if ∇2φ(x)  I, for all x ∈ K;
equivalently for all x, y ∈ K ‖∇f(x)−∇f(y)‖ ≥ ‖x− y‖, and implies that
f(y) ≥ f(x) + 〈f(x), y − x〉+ 1
2
‖x− y‖2 .
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Problem setup Here we consider the problem minx∈K f(x), where K is a convex domain, and f is
convex and smooth with respect to an unknown norm ‖·‖B, with B diagonal. We assume access to
projections over K in the sense that we can efficiently solve problems of the form
argmin
x∈K
〈g, x〉+ 1
2
‖x‖2D ,
for arbitrary non-negative diagonal D. In the unconstrained case this step would simply correspond to
evaluating x = −D−1g.
3 AdaGrad Scheme for Constrained Convex Optimization
Here we present the basic AdaGrad algorithm for constrained convex objectives, and show how the
update rule for the coordinate-wise learning rates exactly matches the classical one, when moving to the
unconstrained setting. The algorithm is shown in Algorithm 1.
Algorithm 1 AdaGrad+ algorithm.
Let x0 ∈ K, D0 = I, R∞ ≥ maxx,y∈K ‖x− y‖∞.
For every t ≥ 1, we update
xt+1 =argmin
x∈K
{
〈∇f(xt), x〉+ 1
2
‖x− xt‖2Dt
}
,
D2t+1,i = D
2
t,i
(
1 +
(xt+1,i − xt,i)2
R2∞
)
, ∀i ∈ [d].
Note that we have D2t+1,i ≤ 2D2t,i. This property will play an important role in our analysis.
To see the parallel with unconstrained AdaGrad, consider the gradient mapping:
gt = −Dt (xt+1 − xt)⇔ xt+1 = xt −D−1t gt .
Letting η = R∞, the update is
xt+1,i = xt,i − η√
η2 +
∑t−1
s=1 g
2
s,i
gt,i , ∀i ∈ [d] .
In the unconstrained setting, we have gt = ∇f(xt) and our scheme almost coincides with AdaGrad.
Above, we have chosen the initial scaling to be the identity, whereas the original AdaGrad scheme
uses D0 = ǫI. Our analysis extends to this choice and we incur an additional O (ln(1/ǫ)) factor in the
convergence guarantee. In addition, the diagonal matrix Dt we use is off by one iterate, in the sense
that it does not contain information about gt. This is an essential feature of our method, since in the
constrained setting computing the gradient mapping requires access to Dt.
Convergence guarantees We show that our algorithm is universal and it obtains the smooth rate
of 1T if the function is smooth while retaining the optimal
1√
T
rate if the function is non-smooth. The
following theorems state the precise convergence guarantees. We emphasize that the algorithm does not
know the smoothness parameters nor the upper bound G on the gradient norms, and it automatically
adapts to these parameters. We prove Theorem 3.1 in Section 5 and Theorem 3.2 in Section C.
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Theorem 3.1. Let f be a convex function that is 1-smooth with respect to the norm ‖·‖B, where B =
diag(β1, . . . , βd) is a diagonal matrix with β1, . . . , βd ≥ 1. Let x∗ ∈ argminx∈K f(x). Let xt be the iterates
constructed by Algorithm 1 and let xT =
1
T
∑T
t=1 xt. We have
f(xT )− f(x∗) ≤ 1
T
T∑
t=1
(f(xt)− f(x∗)) ≤ O
(
R2∞
∑d
i=1 βi ln (2βi)
T
)
,
where R∞ ≥ maxx,y∈K ‖x− y‖∞.
In the unconstrained setting, K = Rd, we can obtain a slightly sharper analysis without the additional
ln 2βi factor. We include this analysis in Section G of the appendix for completeness.
Theorem 3.2. Let f be a convex function. Let x∗ ∈ argminx∈K f(x). Let xt be the iterates constructed
by Algorithm 1 and let xT =
1
T
∑T−1
t=0 xt. We have
f(xT )− f(x∗) ≤ 1
T
T−1∑
t=0
(f(xt)− f(x∗)) ≤ O
R∞
√
dG
√
ln
(
GT
R∞
)
√
T
+
R2∞d
T
 ,
where R∞ ≥ maxx,y∈K ‖x− y‖∞ and G ≥ maxx∈K ‖∇f(x)‖2.
Stochastic setting Our algorithm and analysis extends to the stochastic setting where, instead of
the true gradient ∇f(x), we are given a stochastic gradient ∇˜f(x) satisfying the following standard
assumptions for a fixed (but unknown) scalar σ:
E
[
∇˜f(x)|x
]
= ∇f(x) , (1)
E
[∥∥∥∇˜f(x)−∇f(x)∥∥∥2] ≤ σ2 . (2)
We emphasize that the algorithm does not know the variance parameter σ2 and it automatically adapts
to it. Our analysis extends to show the following convergence guarantees. We prove Theorems 3.3 and
3.4 in Section D.
Theorem 3.3. Let f be a convex function that is 1-smooth with respect to the norm ‖·‖B, where B =
diag(β1, . . . , βd) is a diagonal matrix with β1, . . . , βd ≥ 1. Let x∗ ∈ argminx∈K f(x). Let xt be the iterates
constructed by Algorithm 5 and let xT =
1
T
∑T
t=1 xt. Assuming that the stochastic gradients satisfy the
assumptions (1) and (2), we have
E [f(xT )− f(x∗)] ≤ O
R2∞
∑d
i=1 βi ln (2βi)
T
+
R∞σ
√
d ln
(
Tσ
R∞
)
√
T
 ,
where R∞ ≥ maxx,y∈K ‖x− y‖∞.
Theorem 3.4. Let f be a convex function. Let x∗ ∈ argminx∈K f(x). Let xt be the iterates constructed
by Algorithm 5 and let xT =
1
T
∑T
t=1 xt. Assuming that the stochastic gradients satisfy the assumptions
(1) and (2), we have
E [f(xT )− f(x∗)] ≤ O
R∞
√
dG
√
ln
(
GT
R∞
)
√
T
+
R∞
√
dσ
√
ln
(
Tσ
R∞
)
√
T
+
R2∞d
T
 ,
where G ≥ maxx∈K ‖∇f(x)‖2.
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4 Adaptive Accelerated Scheme for Constrained Convex Optimization
In this section, we describe an adaptive scheme that obtains the optimal rate of 1T 2 for smooth functions
without knowing the smoothness parameters. Our algorithm (Algorithm 2) is an adaptive version of the
AGD+ algorithm of Cohen et al. [6] and we coin the name AdaAGD+ for this reason. Note that the
algorithm requires only 1 gradient evaluation and 1 projection per iteration.
Algorithm 2 AdaAGD+ algorithm.
Let D1 = I, z0 ∈ K, at = t, At =
∑t
i=1 ai =
t(t+1)
2 , R
2∞ ≥ maxx,y∈K ‖x− y‖2∞.
For every t ≥ 1, we update:
xt =
At−1
At
yt−1 +
at
At
zt−1 ,
zt = argmin
u∈K
(
t∑
i=1
〈ai∇f(xi), u〉+ 1
2
‖u− z0‖2Dt
)
,
yt =
At−1
At
yt−1 +
at
At
zt ,
D2t+1,i = D
2
t,i
(
1 +
(zt,i − zt−1,i)2
R2∞
)
.
Note that we have D2t+1,i ≤ 2D2t,i. This property will play an important role in our analysis.
The solution yt is the primal solution, zt is the dual solution, and xt is the solution at which we
compute the gradient. Unrolling the recurrence gives
xt =
∑t−1
i=1 aizi + atzt−1
At
=
∑t−1
i=1 aizi + atzt + at(zt−1 − zt)
At
= yt +
at
At
(zt−1 − zt) ,
yt =
∑t−1
i=1 aizi + atzt
At
.
Convergence guarantees We show that our algorithm is universal and it simultaneously achieves the
optimal convergence rate for both smooth and non-smooth optimization. The following theorems state
the precise convergence guarantees. We emphasize that the algorithm does not know the smoothness
parameters nor the upper boundG on the gradient norms, and it automatically adapts to these parameters.
We prove Theorem 4.1 in Section 6 and Theorem 4.2 in Section C.
Theorem 4.1. Let f be a convex function that is 1-smooth with respect to the norm ‖·‖B, where B =
diag(β1, . . . , βd) is a diagonal matrix with β1, . . . , βd ≥ 1. Let x∗ ∈ argminx∈K f(x). Let yt be the iterates
constructed by Algorithm 2 . We have
f(yT )− f(x∗) ≤ O
(
R2∞
∑d
i=1 βi ln (2βi)
T 2
)
,
where R∞ ≥ maxx,y∈K ‖x− y‖∞.
Theorem 4.2. Let f be a convex function. Let x∗ ∈ argminx∈K f(x). Let yt be the iterates constructed
by Algorithm 4.1. We have
f(yT )− f(x∗) ≤ O
R∞
√
dG
√
ln
(
GT
R∞
)
√
T
+
R2∞d
T 2
 ,
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where R∞ ≥ maxx,y∈K ‖x− y‖∞ and G ≥ maxx∈K ‖∇f(x)‖2.
Stochastic setting Just like in the case of AdaGrad+, the AdaAGD+ algorithm its analysis extend
to the stochastic setting where, instead of the true gradient ∇f(x), we are given a stochastic gradient
∇˜f(x) satisfying the assumptions (1) and (2).
We emphasize that the algorithm does not know the variance parameter and it automatically adapts
to it. Our analysis extends to show the following convergence guarantees. We prove Theorems 4.3 and
4.4 in Section F.
Theorem 4.3. Let f be a convex function that is 1-smooth with respect to the norm ‖·‖B, where B =
diag(β1, . . . , βd) is a diagonal matrix with β1, . . . , βd ≥ 1. Let x∗ ∈ argminx∈K f(x). Let yt be the iterates
constructed by Algorithm 6. Assuming that the stochastic gradients satisfy the assumptions (1) and (2),
we have
E [f(yT )− f(x∗)] ≤ O
R2∞
∑d
i=1 βi ln (2βi)
T 2
+
R∞
√
dσ
√
ln
(
Tσ
R∞
)
√
T
 ,
where R∞ ≥ maxx,y∈K ‖x− y‖∞.
Theorem 4.4. Let f be a convex function. Let x∗ ∈ argminx∈K f(x). Let yt be the iterates constructed
by Algorithm 6. Assuming that the stochastic gradients satisfy the assumptions (1) and (2), we have
E [f(yT )− f(x∗)] ≤ O
R∞
√
dG
√
ln
(
GT
R∞
)
+R∞
√
dσ
√
ln
(
Tσ
R∞
)
√
T
+
R2∞d
T 2
 ,
where G ≥ maxx∈K ‖∇f(x)‖2.
5 Analysis of AdaGrad+ for Smooth Functions
In this section, we analyze the AdaGrad+ algorithm (Algorithm 1) for smooth functions and prove
Theorem 3.1.
We start with the following lemma, which follows from the standard analysis of gradient descent.
Lemma 5.1. For any y ∈ K, we have
f(xt+1)− f(y) ≤ 〈Dt (xt − xt+1) , xt − y〉 − ‖xt+1 − xt‖2Dt +
1
2
‖xt+1 − xt‖2B
=
1
2
(
‖xt − y‖2Dt − ‖xt+1 − y‖2Dt − ‖xt+1 − xt‖2Dt
)
+
1
2
‖xt+1 − xt‖2B .
Proof. We write f(xt+1) − f(y) = f(xt+1) − f(xt) + f(xt) − f(y), and we use smoothness to bound the
first term and convexity to bound the second term.
f(xt+1)− f(y) = f(xt+1)− f(xt) + f(xt)− f(y)
≤ 〈∇f(xt), xt+1 − xt〉+ 1
2
‖xt+1 − xt‖2B + 〈∇f(xt), xt − y〉
= 〈∇f(xt), xt+1 − y〉+ 1
2
‖xt+1 − xt‖2B .
Next, we use the first-order optimality condition for xt+1 to obtain
〈∇f(xt) +Dt (xt+1 − xt) , xt+1 − y〉 ≤ 0 .
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By rearranging, we obtain
〈∇f(xt), xt+1 − y〉 ≤ 〈Dt (xt − xt+1) , xt+1 − y〉
= 〈Dt (xt − xt+1) , xt − y + xt+1 − xt〉
= 〈Dt (xt − xt+1) , xt − y〉 − ‖xt+1 − xt‖2Dt .
Plugging into the previous inequality gives
f(xt+1)− f(y) ≤ 〈Dt (xt − xt+1) , xt − y〉 − ‖xt+1 − xt‖2Dt +
1
2
‖xt+1 − xt‖2B .
Finally, we note that
〈Dt (xt − xt+1) , xt − y〉 = 1
2
(
‖xt − y‖2Dt − ‖xt+1 − y‖2Dt + ‖xt+1 − xt‖2Dt
)
.
Indeed, we have
‖xt − y‖2Dt − ‖xt+1 − y‖2Dt + ‖xt+1 − xt‖2Dt
= ‖xt − xt+1 + xt+1 − y‖2Dt − ‖xt+1 − y‖2Dt + ‖xt+1 − xt‖2Dt
= 2 ‖xt − xt+1‖2Dt + 2 〈Dt (xt − xt+1) , xt+1 − y〉
= 2 ‖xt − xt+1‖2Dt + 2 〈Dt (xt − xt+1) , xt+1 − xt + xt − y〉
= 2 ‖xt − xt+1‖2Dt − 2 ‖xt+1 − xt‖2Dt + 2 〈Dt (xt − xt+1) , xt − y〉
= 2 〈Dt (xt − xt+1) , xt − y〉 .
Using the standard AdaGrad analysis, we obtain the following lemma.
Lemma 5.2. We have
T−1∑
t=0
(f(xt+1)− f(x∗)) ≤ 1
2
R2∞Tr(DT )−
1
2
T−1∑
t=0
‖xt+1 − xt‖2Dt +
1
2
T−1∑
t=0
‖xt+1 − xt‖2B .
Proof. Setting y = x∗ in Lemma 5.1 and summing up over all iterations,
2
T−1∑
t=0
(f(xt+1)− f(x∗))
=
T−1∑
t=0
(
‖xt − x∗‖2Dt − ‖xt+1 − x∗‖2Dt − ‖xt+1 − xt‖2Dt + ‖xt+1 − xt‖2B
)
=
T−1∑
t=0
(
‖xt − x∗‖2Dt − ‖xt+1 − x∗‖2Dt
)
−
T−1∑
t=0
‖xt+1 − xt‖2Dt +
T−1∑
t=0
‖xt+1 − xt‖2B
= ‖x0 − x∗‖2D0 − ‖xT − x∗‖
2
DT
+
T−1∑
t=0
‖xt+1 − x∗‖2Dt+1−Dt −
T−1∑
t=0
‖xt+1 − xt‖2Dt +
T−1∑
t=0
‖xt+1 − xt‖2B .
We use the following upper bound (Tr denotes the trace of the matrix):
‖x− y‖2D ≤ Tr(D) ‖x− y‖2∞ ≤ Tr(D)R2∞ .
9
We obtain
2
T−1∑
t=0
(f(xt+1)− f(x∗))
≤ Tr(D0)R2∞ +R2∞
T−1∑
t=0
(Tr(Dt+1)− Tr(Dt))−
T−1∑
t=0
‖xt+1 − xt‖2Dt +
T−1∑
t=0
‖xt+1 − xt‖2B
= R2∞Tr(DT )−
T−1∑
t=0
‖xt+1 − xt‖2Dt +
T−1∑
t=0
‖xt+1 − xt‖2B .
We now proceed with the main part of the analysis. We will show that the right-hand side in the
above lemma is bounded by a constant (independent of T ). Our analysis can be viewed as a vector
generalization of the scalar analyses presented in previous work [20, 3, 16]. In our setting, we have a
per-coordinate scaling Dt,i whereas previous work used the same scaling Dt for each coordinate.
Note that the guarantee provided by the above lemma has two loss terms, R2∞Tr(DT ) and
∑T−1
t=0 ‖xt+1 − xt‖2B,
and the gain term
∑T−1
t=0 ‖xt+1 − xt‖2Dt . We will use the gain to absorb most of the loss as follows. We
write
R2∞Tr(DT )−
T−1∑
t=0
‖xt+1 − xt‖2Dt +
T−1∑
t=0
‖xt+1 − xt‖2B
= R2∞Tr(DT )−
1
2
T−1∑
t=0
‖xt+1 − xt‖2Dt︸ ︷︷ ︸
(⋆)
+
T−1∑
t=0
‖xt+1 − xt‖2B −
1
2
T−1∑
t=0
‖xt+1 − xt‖2Dt︸ ︷︷ ︸
(⋆⋆)
.
We upper bound each of the terms (⋆) and (⋆⋆) in turn.
Before proceeding, we prove the following generic lemma that we will use throughout the paper. The
inequalities are standard and are equivalent to the inequalities used in previous work. We give the proof
in Section B.
Lemma 5.3. Let d20, d
2
1, d
2
2, . . . , d
2
T and R
2 be scalars. Let D0 > 0 and let D1, . . . ,DT be defined according
to the following recurrence
D2t+1 = D
2
t
(
1 +
d2t
R2
)
.
We have
b−1∑
t=a
Dt · d2t ≥ 2R2 (Db −Da) .
If d2t ≤ R2 for all t, we have:
b−1∑
t=a
Dt · d2t ≤
(√
2 + 1
)
R2 (Db −Da)
b−1∑
t=a
d2t ≤ 4R2 ln
(
Db
Da
)
.
Lemma 5.4. We have
(⋆) = R2∞Tr(DT )−
1
2
T−1∑
t=0
‖xt+1 − xt‖2Dt ≤ R2∞Tr(D0) = R2∞d .
10
Proof. For each coordinate i separately, we apply Lemma 5.3 with d2t = (xt+1,i − xt,i)2and R2 = R2∞. By
the first inequality in the lemma,
T−1∑
t=0
Dt,i (xt+1,i − xt,i)2 ≥ 2R2∞ (DT −D0) .
Therefore
1
2
T−1∑
t=0
‖xt+1 − xt‖2Dt =
1
2
d∑
i=1
T−1∑
t=0
Dt,i (xt+1,i − xt,i)2 ≥ R2∞ (Tr(DT )− Tr(D0)) .
Thus
(⋆) = R2∞Tr(DT )−
1
2
T−1∑
t=0
‖xt+1 − xt‖2Dt ≤ R2∞Tr(D0) = R2∞d .
Lemma 5.5. We have
(⋆⋆) =
T−1∑
t=0
‖xt+1 − xt‖2B −
1
2
T−1∑
t=0
‖xt+1 − xt‖2Dt ≤ O
(
R2∞
d∑
i=1
βi ln (2βi)
)
.
Proof. Note that, for each coordinate i, Dt,i is increasing with t. For each coordinate i ∈ [d] , we let T˜i
be the last iteration t for which Dt,i ≤ 2βi; if there is no such iteration, we let T˜i = −1. We have
T−1∑
t=0
‖xt+1 − xt‖2B −
1
2
T−1∑
t=0
‖xt+1 − xt‖2Dt
=
d∑
i=1
T−1∑
t=0
(
βi (xt+1,i − xt,i)2 − 1
2
Dt,i (xt+1,i − xt,i)2
)
≤
d∑
i=1
T˜i∑
t=0
βi (xt+1,i − xt,i)2 .
Next, we upper bound the above sum for each coordinate separately. We apply Lemma 5.3 with d2t =
(xt+1,i − xt,i)2 and R2 = R2∞ ≥ d2t . Using the third inequality in the lemma, we obtain
T˜i∑
t=0
(xt+1,i − xt,i)2 ≤ R2∞ +
T˜i−1∑
t=0
(xt+1,i − xt,i)2 ≤ R2∞ + 4R2∞ ln
(
DT˜i,i
D0,i
)
= R2∞ + 4R
2
∞ ln (2βi) .
Therefore
(⋆⋆) ≤ R2∞
d∑
i=1
βi (1 + 2 ln (2βi)) = O
(
R2∞
d∑
i=1
βi ln (2βi)
)
.
Theorem 3.1 now follows from combining Lemmas 5.2, 5.4, 5.5.
Our analysis above did not directly upper bound Tr(DT ). In the remainder of this section, we show
that it is indeed possible to directly bound Tr(DT ) as well and show that it is a constant independent of
T . This can be viewed as providing a theoretical justification for the intuition that, for smooth functions,
the AdaGrad step size remains constant and very close to the ideal step sizes given by the smoothness
parameters.
Lemma 5.6. We have
Tr(DT ) ≤ Tr(D0) +O
(
d∑
i=1
βi ln (2βi)
)
.
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Proof. Setting y = xt in Lemma 5.1,
f(xt+1)− f(xt) ≤ −‖xt+1 − xt‖2Dt +
1
2
‖xt+1 − xt‖2B .
Summing up over all iterations and using Lemma 5.5,
f(xT )− f(x0) ≤
T−1∑
t=0
(
−‖xt+1 − xt‖2Dt +
1
2
‖xt+1 − xt‖2B
)
≤ O
(
R2∞
d∑
i=1
βi ln (2βi)
)
.
Rearranging and using that f(xT ) ≤ f(x∗),
T−1∑
t=0
‖xt+1 − xt‖2Dt ≤ O
(
R2∞
d∑
i=1
βi ln βi
)
+ (f(x0)− f(x∗)) .
By smoothness and the first-order optimality condition for x∗, we have
f(x0)− f(x∗) ≤ 〈∇f(x∗), x0 − x∗〉+ 1
2
‖x0 − x∗‖2B
≤ 1
2
‖x0 − x∗‖2B ≤
1
2
‖x0 − x∗‖2∞Tr(B) ≤
1
2
R2∞Tr(B) =
1
2
R2∞
d∑
i=1
βi .
Thus
T−1∑
t=0
‖xt+1 − xt‖2Dt ≤ R2∞O
(
d∑
i=1
βi ln (2βi)
)
.
By Lemma 5.4,
R2∞ (Tr(DT )− Tr(D0)) ≤
1
2
T−1∑
t=0
‖xt+1 − xt‖2Dt .
Thus
Tr(DT ) ≤ Tr(D0) +O
(
d∑
i=1
βi ln (2βi)
)
.
6 Analysis of AdaAGD+ for Smooth Functions
In this section, we analyze the AdaAGD+ algorithm (Algorithm 2) for smooth functions and prove
Theorem 4.1.
Following [6], we analyze the convergence of the algorithm using suitable upper and lower bounds
on the optimal function value f(x∗). For the upper bound, we simply use the value f(yt) of the primal
solution:
Ut := f(yt) ≥ f(x∗) .
To lower bound f(x∗), we take convex combinations of the lower bounds provided by convexity. By
convexity, for each iteration i, we have
f(x∗) ≥ f(xi) + 〈∇f(xi), x∗ − xi〉 .
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By taking a convex combination of these inequalities with coefficients ai = i and At =
∑t
i=1 ai =
t(t+1)
2 ,
we obtain the following lower bound on f(x∗):
f(x∗) ≥
∑t
i=1 aif(xi) +
∑t
i=1 ai 〈∇f(xi), x∗ − xi〉
At
=
∑t
i=1 aif(xi)− 12 ‖x∗ − z0‖2Dt +
∑t
i=1 ai 〈∇f(xi), x∗ − xi〉+ 12 ‖x∗ − z0‖2Dt
At
≥
∑t
i=1 aif(xi)− 12 ‖x∗ − z0‖2Dt +minu∈K
{∑t
i=1 ai 〈∇f(xi), u− xi〉+ 12 ‖u− z0‖2Dt
}
At
:= Lt .
Let
φt(u) =
t∑
i=1
ai 〈∇f(xi), u− xi〉+ 1
2
‖u− z0‖2Dt
ϕt(u) =
t∑
i=1
ai 〈∇f(xi), u〉 + 1
2
‖u− z0‖2Dt .
We have
argmin
u∈K
φt(u) = argmin
u∈K
ϕt(u) = zt .
Therefore we can write the lower bound as
Lt =
∑t
i=1 aif(xi)− 12 ‖x∗ − z0‖2Dt + φt(zt)
At
.
Thus we obtain an upper bound on the distance in function value at iteration t by considering the gap
between the upper and lower bound:
Gt := Ut − Lt ≥ f(yt)− f(x∗) .
Our goal is to upper bound GT . To this end, we analyze the difference AtGt −At−1Gt−1. By telescoping
the difference and using an upper bound on A1G1, we obtain our convergence bound.
We first show the following lemma that only relies on convexity and not use smoothness.
Lemma 6.1. We have
AtGt −At−1Gt−1 ≤ At (f(yt)− f(xt)) +At−1 (f(xt)− f(yt−1))− at 〈∇f(xt), zt − xt〉
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1 .
Proof. We have
AtUt −At−1Ut−1 = Atf(yt)−At−1f(yt−1)
= atf(xt) +At (f(yt)− f(xt)) +At−1 (f(xt)− f(yt−1)) (3)
We also have
AtLt −At−1Lt−1
=
(
t∑
i=1
aif(xi)− 1
2
‖x∗ − z0‖2Dt + φt(zt)
)
−
(
t−1∑
i=1
aif(xi)− 1
2
‖x∗ − z0‖2Dt−1 + φt−1(zt−1)
)
= atf(xt)− 1
2
‖x∗ − z0‖2Dt−Dt−1 + φt(zt)− φt−1(zt−1) . (4)
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Additionally:
φt(zt)− φt−1(zt−1)
=
(
t∑
i=1
ai 〈∇f(xi), zt − xi〉+ 1
2
‖zt − z0‖2Dt
)
−
(
t−1∑
i=1
ai 〈∇f(xi), zt−1 − xi〉+ 1
2
‖zt−1 − z0‖2Dt−1
)
= at 〈∇f(xt), zt − xt〉+ 1
2
‖zt − z0‖2Dt −
(
t−1∑
i=1
ai 〈∇f(xi), zt−1 − zt〉+ 1
2
‖zt−1 − z0‖2Dt−1
)
. (5)
Since φt−1 is 1-strongly convex with respect to ‖·‖Dt−1and zt−1 = argminu∈K φt−1(u), we have
φt−1(zt) ≥ φt−1(zt−1) + 〈∇φt−1(zt−1), zt − zt−1〉︸ ︷︷ ︸
≥0
+
1
2
‖zt − zt−1‖2Dt−1
≥ φt−1(zt−1) + 1
2
‖zt − zt−1‖2Dt−1 .
Plugging in the definition of φt−1 and rearranging, we obtain
t−1∑
i=1
ai 〈∇f(xi), zt−1 − zt〉+ 1
2
‖zt−1 − z0‖2Dt−1 ≤
1
2
‖zt − z0‖2Dt−1 −
1
2
‖zt − zt−1‖2Dt−1 . (6)
By plugging in (6) into (5), we obtain
φt(zt)− φt−1(zt−1) ≥ at 〈∇f(xt), zt − xt〉+ 1
2
‖zt − z0‖2Dt−Dt−1 +
1
2
‖zt − zt−1‖2Dt−1 . (7)
By plugging in (7) into (4), we obtain
AtLt −At−1Lt−1
≥ atf(xt) + at 〈∇f(xt), zt − xt〉 − 1
2
‖x∗ − z0‖2Dt−Dt−1 +
1
2
‖zt − z0‖2Dt−Dt−1 +
1
2
‖zt − zt−1‖2Dt−1 . (8)
Using (3) and (8), we obtain
AtGt −At−1Gt−1
= (AtUt −At−1Ut−1)− (AtLt −At−1Lt−1)
≤ atf(xt) +At (f(yt)− f(xt)) +At−1 (f(xt)− f(yt−1))
−
(
atf(xt) + at 〈∇f(xt), zt − xt〉 − 1
2
‖x∗ − z0‖2Dt−Dt−1 +
1
2
‖zt − z0‖2Dt−Dt−1 +
1
2
‖zt − zt−1‖2Dt−1
)
= At (f(yt)− f(xt)) +At−1 (f(xt)− f(yt−1))− at 〈∇f(xt), zt − xt〉
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1 .
From this point onward, we use smoothness and obtain the following bound.
Lemma 6.2. We have
AtGt −At−1Gt−1 ≤ ‖zt − zt−1‖2B +
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1 .
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Proof. By Lemma 6.1, we have
AtGt −At−1Gt−1 ≤ At (f(yt)− f(xt)) +At−1 (f(xt)− f(yt−1))− at 〈∇f(xt), zt − xt〉
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1 .
Using smoothness and convexity, we upper bound
At (f(yt)− f(xt))︸ ︷︷ ︸
smoothness
+At−1 (f(xt)− f(yt−1))︸ ︷︷ ︸
convexity
−at 〈∇f(xt), zt − xt〉
≤ At 〈∇f(xt), yt − xt〉+At 1
2
‖yt − xt‖2B +At−1 〈∇f(xt), xt − yt−1〉 − at 〈∇f(xt), zt − xt〉
=
〈
∇f(xt), At (yt − xt) +At−1 (xt − yt−1) + at (xt − zt)︸ ︷︷ ︸
=0
〉
+At
1
2
‖yt − xt‖2B
=
1
2
At ‖yt − xt‖2B =
1
2
At
∥∥∥∥ atAt (zt − zt−1)
∥∥∥∥2B = 12 a
2
t
At
‖zt − zt−1‖2B .
Since at = t and At =
t(t+1)
2 , we have
a2
t
At
= t2 · 2t(t+1) ≤ 2. Thus we obtain
AtGt −At−1Gt−1 ≤ ‖zt − zt−1‖2B +
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1 .
By telescoping the difference, we obtain the following.
Lemma 6.3. We have
ATGT −A1G1 ≤
T∑
t=2
‖zt − zt−1‖2B +
1
2
R2∞ (Tr(DT )− Tr(D1))
−
T∑
t=2
1
2
‖zt − z0‖2Dt−Dt−1 −
T∑
t=2
1
2
‖zt − zt−1‖2Dt−1 .
Proof. Summing the guarantee provided by Lemma 6.2, we obtain
ATGT −A1G1 ≤
T∑
t=2
‖zt − zt−1‖2B +
T∑
t=2
1
2
‖x∗ − z0‖2Dt−Dt−1
−
T∑
t=2
1
2
‖zt − z0‖2Dt−Dt−1 −
T∑
t=2
1
2
‖zt − zt−1‖2Dt−1 .
We bound the second sum as follows:
T∑
t=2
1
2
‖x∗ − z0‖2Dt−Dt−1 ≤
1
2
R2∞
T∑
t=2
(Tr(Dt)− Tr(Dt−1)) = 1
2
R2∞ (Tr(DT )− Tr(D1)) .
We analyze the upper bound provided by the above lemma using an analogous argument to that we
used in Section 5. As before, we split the upper bound into two terms and analyze each of the terms
analogously to Lemmas 5.4 and 5.5. We will only use the last negative sum, and drop the previous one.
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ATGT −A1G1 ≤
T∑
t=2
‖zt − zt−1‖2B +
1
2
R2∞ (Tr(DT )− Tr(D1))−
T∑
t=2
1
2
‖zt − zt−1‖2Dt−1
=
T∑
t=2
‖zt − zt−1‖2B −
(
1
2
− 1
2
√
2
) T∑
t=2
‖zt − zt−1‖2Dt−1︸ ︷︷ ︸
(⋆)
+
1
2
R2∞ (Tr(DT )− Tr(D1))−
1
2
√
2
T∑
t=2
‖zt − zt−1‖2Dt−1︸ ︷︷ ︸
(⋆⋆)
.
Lemma 6.4. We have
(⋆) ≤ O
(
R2∞
d∑
i=1
βi ln (2βi)
)
.
Proof. Let c = 12 − 12√2 . Note that, for each coordinate i, Dt,i is increasing with t. For each coordinate
i ∈ [d] , we let T˜i be the last iteration t for which Dt−1,i ≤ 1cβi; if there is no such iteration, we let
T˜i = −1. We have
(⋆) =
T∑
t=2
‖zt − zt−1‖2B − c
T∑
t=2
‖zt − zt−1‖2Dt−1
=
d∑
i=1
T∑
t=2
(
βi (zt,i − zt−1,i)2 − cDt−1,i (zt,i − zt−1,i)2
)
≤
d∑
i=1
T˜i∑
t=2
βi (zt,i − zt−1,i)2 .
We bound the above sum by considering each coordinate separately. We apply Lemma 5.3 with d2t =
(zt,i − zt−1,i)2 and R2 = R2∞ ≥ d2t . Using the third inequality in the lemma, we obtain
T˜i∑
t=2
(zt,i − zt−1,i)2 ≤ 2R2∞ +
T˜i−2∑
t=2
(zt,i − zt−1,i)2 ≤ 2R2∞ +
T˜i−2∑
t=1
(zt,i − zt−1,i)2
≤ 2R2∞ + 4R2∞ ln
(
DT˜i−1,i
D1,i
)
≤ 2R2∞ + 4R2∞ ln
(
1
c
βi
)
.
Therefore
(⋆) ≤ O
(
R2∞
d∑
i=1
βi ln (2βi)
)
.
Lemma 6.5. We have
(⋆⋆) ≤ 0
Proof. Using that D2t,i ≤ 2D2t−1,i and thus Dt−1,i ≥ 1√2Dt,i, we obtain
T−1∑
t=2
‖zt − zt−1‖2Dt−1 =
d∑
i=1
T−1∑
t=2
Dt−1,i (zt,i − zt−1,i)2 ≥ 1√
2
d∑
i=1
T−1∑
t=2
Dt,i (zt,i − zt−1,i)2 .
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We apply Lemma 5.3 with d2t = (zt,i − zt−1,i)2 and R2 = R2∞ and obtain
T−1∑
t=2
Dt,i (zt,i − zt−1,i)2 ≥ 2R2∞ (DT,i −D2,i) ≥ 2R2∞ (DT,i −D1,i) .
Therefore
T−1∑
t=2
‖zt − zt−1‖2Dt−1 ≥
√
2R2∞ (Tr(DT )− Tr(D1))
and
(⋆⋆) =
1
2
R2∞ (Tr(DT )− Tr(D1))−
1
2
√
2
T∑
t=2
‖zt − zt−1‖2Dt−1 ≤ 0 .
Putting everything together, we obtain
ATGT −A1G1 ≤ O
(
R2∞
d∑
i=1
βi ln (2βi)
)
.
Finally, we upper bound A1G1.
Lemma 6.6. We have
A1G1 = O
(
R2∞ (Tr(B) + Tr(D1))
)
= O
(
R2∞
d∑
i=1
βi
)
.
Proof. Since y1 = z1 and a1 = A1 = 1, we have
A1G1 = U1 − L1
= f(y1)−
(
f(x1)− 1
2
‖x∗ − z0‖2D1 + 〈∇f(x1), z1 − x1〉+
1
2
‖z1 − z0‖2D1
)
= f(y1)− f(x1)− 〈∇f(x1), y1 − x1〉︸ ︷︷ ︸
smoothness
+
1
2
‖x∗ − z0‖2D1 −
1
2
‖z1 − z0‖2D1
≤ 1
2
‖y1 − x1‖2B +
1
2
‖x∗ − z0‖2D1 −
1
2
‖z1 − z0‖2D1
≤ 1
2
‖y1 − x1‖2B +
1
2
‖x∗ − z0‖2D1
≤ 1
2
R2∞Tr(B) +
1
2
R2∞Tr(D1)
=
1
2
R2∞
(
d∑
i=1
βi + d
)
.
Since AT = Θ(T
2), we obtain our desired convergence:
f(yT )− f(x∗) ≤ GT = O
(
R2∞
∑d
i=1 βi ln (2βi)
T 2
)
.
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A Scalar Schemes and Comparison to Previous Work
In this section, we include for completeness the scalar version of our algorithms that use a scalar step size
Dt. We compare these algorithms with previous works, which are all scalar schemes.
Algorithm 3 Scalar version of the AdaGrad+ algorithm.
Let x0 ∈ K, D0 = 1, R2 ≥ maxx,y∈K ‖x− y‖2.
For every t ≥ 1, we update:
xt+1 =argmin
x∈K
{
〈∇f(xt), x〉+ 1
2
Dt ‖x− xt‖22
}
,
D2t+1 = D
2
t
(
1 +
‖xt+1 − xt‖22
R22
)
.
Scalar AdaGrad+ algorithm If f is β-smooth with respect to the ℓ2-norm, the scalar algorithm
converges at the rate O
(
R2
2
β ln(2β)
T
)
. If f is non-smooth, the scalar algorithm converges at the rate
O
R2G
√
ln
(
TG
R2
)
√
T
+
R2
2
T
, where G ≥ maxx∈K ‖∇f(x)‖2. In the stochastic setting, we obtain a rate of
O
R22β ln(2β)T + R2σ
√
ln
(
Tσ
R2
)
√
T
 for smooth functions and O
R2G
√
ln
(
TG
R2
)
√
T
+
R2σ
√
ln
(
Tσ
R2
)
√
T
+
R2
2
T
 for non-
smooth functions.
The convergence analysis for the scalar case follows readily from our vector analysis, and we omit it.
The scalar update and the analysis readily extend to general Bregman distances, similarly to previous
work [3].
Comparison with previous work Bach and Levy [3] propose an adaptive scalar scheme that is based
on the mirror prox algorithm. In contrast, our algorithm is an adaptive version of gradient descent. The
algorithm of [3] is universal and converges at the same rate (up to constants) as our scalar algorithm
in both the smooth and non-smooth setting. The main differences between the two algorithms are the
following. The algorithm of [3] uses two gradient computations and two projections per iteration, whereas
our algorithm uses only one gradient computation and one projection per iteration. Both schemes use
iterate movement to update the step size, but the scheme of [3] relies on having an estimate for G (in
addition to R2) in order to set the step size. In the stochastic setting, [3] also assumes that the ℓ2-norm
of the stochastic gradients is bounded with probability one and the step size relies on having an estimate
on this bound in order to set the step size.
Bach and Levy leave as an open question to generalize their algorithm to the vector setting. By
building on their work and the techniques introduced in this paper, we resolve this open question in
Section H.
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Algorithm 4 Scalar version of the AdaAGD+ algorithm.
Let D1 = 1, z0 ∈ K, at = t, At =
∑t
i=1 ai =
t(t+1)
2 , R
2
2 ≥ maxx,y∈K ‖x− y‖22.
For every t ≥ 1, we update:
xt =
At−1
At
yt−1 +
at
At
zt−1 ,
zt = argmin
u∈K
(
t∑
i=1
〈ai∇f(xi), u〉+ 1
2
Dt ‖u− z0‖22
)
,
yt =
At−1
At
yt−1 +
at
At
zt ,
D2t+1 = D
2
t
(
1 +
‖zt − zt−1‖2
R22
)
.
Scalar AdaAGD+ algorithm If f is β-smooth with respect to the ℓ2-norm, the scalar algorithm
converges at the rate O
(
R2
2
β ln(2β)
T 2
)
. If f is non-smooth, the scalar algorithm converges at the rate
O
R2G
√
ln
(
GT
R2
)
√
T
+
R2
2
T 2
, where G ≥ maxx∈K ‖∇f(x)‖2. In the stochastic setting, we obtain a rate of
O
R22β ln(2β)T 2 + R2σ
√
ln
(
Tσ
R2
)
√
T
 for smooth functions and O
R2G
√
ln
(
TG
R2
)
√
T
+
R2σ
√
ln
(
Tσ
R2
)
√
T
+
R2
2
T 2
 for non-
smooth functions.
The convergence analysis for the scalar case follows readily from our vector analysis, and we omit it.
The scalar update and the analysis readily extend to general Bregman distances, similarly to previous
work [15].
Comparison with previous work Kavis et al. [15] propose an accelerated scalar scheme that builds
on the accelerated mirror prox algorithm of [11]. The step sizes employed by their scheme is very different
from ours: whereas we use the iterate movement, their scheme uses the norm of gradient differences. In the
smooth setting, the convergence guarantee of the algorithm of [15] is better than our scalar convergence by
a ln β factor. Their algorithm uses two gradient computations and two projections per iteration, whereas
our algorithm uses only one gradient computation and one projection per iteration. Kavis et al. leave as
an open question to obtain an accelerated vector scheme, and we resolve this open question in this paper.
The works [7, 20] give accelerated scalar schemes for unconstrained (K = Rd) smooth optimization that
build on the linear coupling interpretation [1] of Nesterov’s accelerated gradient descent algorithm [25].
The convergence guarantees for smooth functions provided in these works is the same as the convergence
of our scalar algorithm. These works leave as an open question to obtain accelerated schemes for the
constrained setting.
B Proof of Lemma 5.3
Here we prove Lemma 5.3. As noted earlier, the inequalities are standard and are equivalent to the
inequalities used in previous work. For convenience, we restate the lemma statement.
Lemma B.1. Let d20, d
2
1, d
2
2, . . . , d
2
T and R
2 be scalars. Let D0 > 0 and let D1, . . . ,DT be defined according
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to the following recurrence:
D2t+1 = D
2
t
(
1 +
d2t
R2
)
.
We have
b−1∑
t=a
Dt · d2t ≥ 2R2 (Db −Da) .
If d2t ≤ R2 for all t, then:
b−1∑
t=a
Dt · d2t ≤
(√
2 + 1
)
R2 (Db −Da)
b−1∑
t=a
d2t ≤ 4R2 ln
(
Db
Da
)
.
Proof. We have
d2t = R
2D
2
t+1 −D2t
D2t
.
Therefore
b−1∑
t=a
Dt · d2t = R2
b−1∑
t=a
D2t+1 −D2t
Dt
= R2
b−1∑
t=a
(Dt+1 −Dt) (Dt+1 +Dt)
Dt
≥ R2
b−1∑
t=a
(Dt+1 −Dt) 2Dt
Dt
= 2R2
b−1∑
t=a
(Dt+1 −Dt) = 2R2 (Db −Da) .
For the next two inequalities, we assume that d2t ≤ R2 for all t. It follows that D2t+1 ≤ 2D2t . We have
b−1∑
t=a
Dt · d2t = R2
b−1∑
t=a
(Dt+1 −Dt) (Dt+1 +Dt)
Dt
≤ R2
b−1∑
t=a
(Dt+1 −Dt)
(√
2 + 1
)
Dt
Dt
=
(√
2 + 1
)
R2
b−1∑
t=a
(Dt+1 −Dt) =
(√
2 + 1
)
R2 (Db −Da) .
Since D2t+1 ≤ 2D2t , we have
b−1∑
t=a
d2t = R
2
b−1∑
t=a
D2t+1 −D2t
D2t
≤ 2R2
b−1∑
t=a
D2t+1 −D2t
D2t+1
.
To upper bound the last sum, let φ(x) = D2⌊x⌋ + (x− ⌊x⌋)
(
D2⌊x⌋+1 −D2⌊x⌋
)
. For integer t, we have
φ′(t) = D2t+1 −D2t and φ(t+ 1) = D2t+1. Thus
b−1∑
t=a
D2t+1 −D2t
D2t+1
=
b∑
t=a
φ′(t)
φ(t+ 1)
.
Since φ′ and φ are increasing, for all x ∈ [t, t + 1], we have φ′(t) ≤ φ′(x) and φ(x) ≤ φ(t + 1). Thus we
can upper bound
φ′(t)
φ(t+ 1)
≤
∫ t+1
t
φ′(x)
φ(x)
dx ,
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and thus
b−1∑
t=a
D2t+1 −D2t
D2t+1
=
b−1∑
t=a
φ′(t)
φ(t+ 1)
≤
∫ b
a
φ′(x)
φ(x)
dx = ln
(
φ(b)
φ(a)
)
= ln
(
D2b
D2a
)
= 2 ln
(
Db
Da
)
.
Therefore
b−1∑
t=a
d2t ≤ 4R2 ln
(
Db
Da
)
.
C Analysis of AdaGrad+ for Non-smooth Functions
In this section, we analyze the AdaGrad+ algorithm for non-smooth functions, and prove Theorem 3.2.
Our analysis builds on the standard analysis of gradient descent (in particular, the elegant potential-
function proof of [4]) and AdaGrad [13, 22], as well as ideas from [3].
Throughout this section, the norm ‖·‖ without a subscript denotes the ℓ2-norm. We analyze the
potential
Φt :=
1
2
‖xt − x∗‖2Dt .
We analyze the difference in potential:
Φt+1 − Φt = 1
2
‖xt+1 − x∗‖2Dt+1 −
1
2
‖xt − x∗‖2Dt
=
1
2
‖xt+1 − x∗‖2Dt+1−Dt +
1
2
‖xt+1 − x∗‖2Dt −
1
2
‖xt − x∗‖2Dt . (9)
Using the first-order optimality condition for xt+1 and straightforward algebraic manipulations, we next
show the following inequality:
1
2
‖xt+1 − x∗‖2Dt −
1
2
‖xt − x∗‖2Dt + 〈∇f(xt), xt − x∗〉 ≤ 〈∇f(xt), xt − xt+1〉 −
1
2
‖xt+1 − xt‖2Dt . (10)
We recall the definition of xt+1:
xt+1 = argmin
x∈K
{
〈∇f(xt), x〉 + 1
2
‖x− xt‖2Dt
}
.
By the first-order optimality condition for xt+1, we have
〈∇f(xt) +Dt (xt+1 − xt) , x∗ − xt+1〉 ≥ 0 .
Rearranging,
〈Dt (xt+1 − xt) , xt+1 − x∗〉 ≤ 〈∇f(xt), x∗ − xt+1〉 .
Using the above inequality, we obtain
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‖xt+1 − x∗‖2Dt −
1
2
‖xt − x∗‖2Dt =
1
2
‖xt+1 − xt + xt − x∗‖2Dt −
1
2
‖xt − x∗‖2Dt
=
1
2
‖xt+1 − xt‖2Dt + 〈Dt (xt+1 − xt) , xt − x∗〉
=
1
2
‖xt+1 − xt‖2Dt + 〈Dt (xt+1 − xt) , xt − xt+1 + xt+1 − x∗〉
= −1
2
‖xt+1 − xt‖2Dt + 〈Dt (xt+1 − xt) , xt+1 − x∗〉
≤ −1
2
‖xt+1 − xt‖2Dt + 〈∇f(xt), x∗ − xt+1〉
= −1
2
‖xt+1 − xt‖2Dt + 〈∇f(xt), x∗ − xt + xt − xt+1〉
= −1
2
‖xt+1 − xt‖2Dt + 〈∇f(xt), x∗ − xt〉+ 〈∇f(xt), xt − xt+1〉 .
By rearranging the above inequality, we obtain (10).
Next, we use Cauchy-Schwartz to bound
〈∇f(xt), xt − xt+1〉 ≤ ‖∇f(xt)‖ ‖xt − xt+1‖ ≤ G ‖xt − xt+1‖ .
We use convexity to bound
f(xt)− f(x∗) ≤ 〈∇f(xt), xt − x∗〉 .
Plugging in the two inequalities into (10), we obtain
1
2
‖xt+1 − x∗‖2Dt −
1
2
‖xt − x∗‖2Dt + f(xt)− f(x∗) ≤ G ‖xt − xt+1‖ −
1
2
‖xt+1 − xt‖2Dt .
Plugging in the above inequality into (9), we obtain
Φt+1 − Φt + f(xt)− f(x∗) ≤ 1
2
‖xt+1 − x∗‖2Dt+1−Dt +G ‖xt − xt+1‖ −
1
2
‖xt+1 − xt‖2Dt .
Summing up over all iterations,
ΦT − Φ0 +
T−1∑
t=0
(f(xt)− f(x∗))
≤
T−1∑
t=0
1
2
‖xt+1 − x∗‖2Dt+1−Dt︸ ︷︷ ︸
(⋆)
+
T−1∑
t=0
G ‖xt − xt+1‖︸ ︷︷ ︸
(⋆⋆)
−
T−1∑
t=0
1
2
‖xt+1 − xt‖2Dt︸ ︷︷ ︸
(⋆⋆⋆)
. (11)
We bound (⋆) as before:
(⋆) =
T−1∑
t=0
1
2
‖xt+1 − x∗‖2Dt+1−Dt ≤
T−1∑
t=0
1
2
R2∞ (Tr(Dt+1)− Tr(Dt)) =
1
2
R2∞ (Tr(DT )− Tr(D0)) .
To bound (⋆⋆), similarly to [3], we use concavity of
√
z to push the sum under the square root. We then
bound the total movement as in 3. Since
√
z is concave, we have
(⋆⋆) = G
T−1∑
t=0
√
‖xt − xt+1‖2 ≤ G
√
T ·
√√√√T−1∑
t=0
‖xt − xt+1‖2 .
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We now apply Lemma 5.3 with d2t = (xt+1,i − xt,i)2 and R2 = R2∞ ≥ d2t , and obtain
T−1∑
t=0
(xt+1,i − xt,i)2 ≤ 4R2∞ ln
(
DT,i
D0,i
)
= 4R2∞ ln (DT,i) .
Thus
(⋆⋆) ≤ G
√
T
√√√√ d∑
i=1
4R2∞ ln (DT,i) = 2GR∞
√
T
√√√√ d∑
i=1
ln (DT,i) .
Finally, we bound (⋆ ⋆ ⋆). For each coordinate separately, we apply Lemma 5.3 with d2t = (xt+1,i − xt,i)2
and R2 = R2∞ ≥ d2t , and obtain
(⋆ ⋆ ⋆) =
1
2
T−1∑
t=0
‖xt+1 − xt‖2Dt =
1
2
d∑
i=1
T−1∑
t=0
Dt,i (xt+1,i − xt,i)2
≥ R2∞
d∑
i=1
(DT,i −D0,i) = R2∞ (Tr(DT )−Tr(D0)) .
Plugging in the bounds on (⋆), (⋆⋆), and (⋆ ⋆ ⋆) into (11), we obtain
ΦT − Φ0 +
T−1∑
t=0
(f(xt)− f(x∗)) ≤ 2GR∞
√
T
√√√√ d∑
i=1
ln (DT,i)− 1
2
R2∞ (Tr(DT )− Tr(D0))
= 2GR∞
√
T
√√√√ d∑
i=1
ln (DT,i)− 1
2
R2∞
(
d∑
i=1
DT,i
)
+
1
2
R2∞d
=
1
2
R2∞
4
G
√
T
R∞
√√√√ d∑
i=1
ln (DT,i)−
d∑
i=1
DT,i︸ ︷︷ ︸
(⋄)
+
3
2
R2∞d .
Let a = 4G
√
T
R∞
and zi = DT,i ≥ 1 and z = (z1, . . . , zd). With this notation, we have (⋄)= a
√∑d
i=1 ln (zi)−∑d
i=1 zi =: φ(z). Note that φ(z) is concave over z ≥ 1. We can upper bound maxz≥1 φ(z) using a
straightforward calculation, which we encapsulate in the following lemma for future use. We defer the
proof to the end of the section.
Lemma C.1. Let φ : Rd → R, φ(z) = a
√∑d
i=1 ln (zi) −
∑d
i=1 zi, where a is a non-negative scalar. Let
z∗ ∈ argmaxz≥1 φ(z). We have
φ(z∗) ≤
√
da
√
ln a .
Thus we obtain
(⋄) ≤ φ(z∗) ≤
√
da
√
ln a = O
(√
d
G
√
T
R∞
√
ln
(
GT
R∞
))
.
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Plugging into the previous inequality, we obtain
T−1∑
t=0
(f(xt)− f(x∗)) ≤ O
(√
dR∞G
√
ln
(
GT
R∞
))√
T +O
(
R2∞d
)
+Φ0 − ΦT
= O
(√
dR∞G
√
ln
(
GT
R∞
))√
T +O
(
R2∞d
)
+
1
2
‖x0 − x∗‖2D0︸ ︷︷ ︸
≤R2∞Tr(D0)
−1
2
‖xT − x∗‖2DT︸ ︷︷ ︸
≥0
≤ O
(√
dR∞G
√
ln
(
GT
R∞
))√
T +O
(
R2∞d
)
.
Therefore
f(xT )− f(x∗) ≤ 1
T
T−1∑
t=0
(f(xt)− f(x∗)) = O

√
dR∞G
√
ln
(
GT
R∞
)
√
T
+
R2∞d
T
 .
C.1 Proof of Lemma C.1
For convenience, we restate the lemma here.
Lemma C.2. Let φ : Rd → R, φ(z) = a
√∑d
i=1 ln (zi) −
∑d
i=1 zi, where a ≥ 0 is a scalar. Let z∗ ∈
argmaxz≥1 φ(z). We have
φ(z∗) ≤
√
da
√
ln a .
Proof. By taking the gradient of φ(z) and setting it to 0, we see that φ(z) is maximized over z ≥ 1 at
the point z∗ that satisfies the following. For every i ∈ [d], either z∗i = 1 or z∗i = aZ , where we defined
Z := 2
√∑d
i=1 ln (z
∗
i ).
If Z ≤ 1, we have
φ(z∗) = a
√√√√ d∑
i=1
ln (z∗i )︸ ︷︷ ︸
≤1
−
d∑
i=1
z∗i︸ ︷︷ ︸
≥0
≤ a .
If Z ≥ 1, we have
φ(z∗) = a
√√√√ d∑
i=1
ln (z∗i )−
d∑
i=1
z∗i ≤ a
√√√√ d∑
i=1
ln (z∗i ) = a
√ ∑
i : z∗
i
6=1
ln (z∗i )
= a
√√√√ ∑
i : z∗
i
6=1
ln
(
a
Z
)
= a
√√√√√ ∑
i : z∗
i
6=1
ln a− lnZ︸︷︷︸
≥0
 ≤ a√d ln a .
D Analysis of AdaGrad+ in the Stochastic Setting
In this section, we extend our analysis of AdaGrad+ to the setting where, in each iteration, the algorithm
receives a stochastic gradient ∇˜f(xt) that satisfies the assumptions (1) and (2): E
[
∇˜f(x)|x
]
= ∇f(x)
and E
[∥∥∥∇˜f(x)−∇f(x)∥∥∥2] ≤ σ2. We make a minor adjustment to the constant in the update in Dt, as
shown in Algorithm 5.
26
Algorithm 5 AdaGrad+ algorithm with stochastic gradients ∇˜f(xt).
Let x0 ∈ K, D0 = I, R∞ ≥ maxx,y∈K ‖x− y‖∞.
For every t ≥ 1, we update:
xt+1 =argmin
x∈K
{〈
∇˜f(xt), x
〉
+
1
2
‖x− xt‖2Dt
}
,
D2t+1,i = D
2
t,i
(
1 +
(xt+1,i − xt,i)2
2R2∞
)
, ∀i ∈ [d]
D.1 Analysis for Smooth Functions
In this section, we analyze the algorithm for smooth functions and prove Theorem 3.3. The analysis is
an adaptation of the analysis from Section 5.
Following the analysis from Lemma 5.1 we obtain a more refined version of Lemma 5.2. Specifically,
we can prove that the iterates produced by AdaGrad+ satisfy:
T−1∑
t=0
(f(xt+1)− f(x∗)) ≤ 1
2
R2∞Tr (DT )−
1
2
T−1∑
t=0
‖xt+1 − xt‖2Dt +
1
2
T−1∑
t=0
‖xt+1 − xt‖2B (12)
+
T−1∑
t=0
〈
∇f(xt)− ∇˜f(xt), xt+1 − x∗
〉
.
To prove (12) we write f(xt+1)− f(x∗) = f(xt+1)− f(xt) + f(xt)− f(x∗), and use smoothness to bound
the first term and convexity to bound the second term.
f(xt+1)− f(x∗) = f(xt+1)− f(xt) + f(xt)− f(x∗)
≤ 〈∇f(xt), xt+1 − xt〉+ 1
2
‖xt+1 − xt‖2B + 〈∇f(xt), xt − x∗〉
= 〈∇f(xt), xt+1 − x∗〉+ 1
2
‖xt+1 − xt‖2B
=
〈
∇˜f(xt), xt+1 − x∗
〉
+
1
2
‖xt+1 − xt‖2B +
〈
∇f(xt)− ∇˜f(xt), xt+1 − x∗
〉
.
Then, we use the first-order optimality condition for xt+1 to obtain〈
∇˜f(xt) +Dt (xt+1 − xt) , xt+1 − x∗
〉
≤ 0 ,
which after rearranging gives〈
∇˜f(xt), xt+1 − x∗
〉
≤ 〈Dt (xt − xt+1) , xt+1 − x∗〉
= 〈Dt (xt − xt+1) , xt − x∗ + xt+1 − xt〉
= 〈Dt (xt − xt+1) , xt − x∗〉 − ‖xt+1 − xt‖2Dt .
Plugging into the previous inequality gives
f(xt+1)− f(x∗) ≤ 〈Dt (xt − xt+1) , xt − x∗〉 − ‖xt+1 − xt‖2Dt +
1
2
‖xt+1 − xt‖2B +
〈
∇f(xt)− ∇˜f(xt), xt+1 − x∗
〉
.
From here on, we can use the same analysis from Lemmas 5.1 and 5.2 to obtain the inequality from (12).
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To shorten notation, let ξt = ∇f(xt)−∇˜f(xt). Compared to Lemma 5.2 we carry the additional error
term
∑T−1
t=0 〈ξt, xt+1 − x∗〉.
We write the guarantee provided by (12) as follows:
2
T−1∑
t=0
(f(xt+1)− f(x∗)) ≤ R2∞Tr (DT )−
1
4
T−1∑
t=0
‖xt+1 − xt‖2Dt︸ ︷︷ ︸
(⋆)
+
T−1∑
t=0
‖xt+1 − xt‖2B −
1
4
T−1∑
t=0
‖xt+1 − xt‖2Dt︸ ︷︷ ︸
(⋆⋆)
+ 2
(
T−1∑
t=0
〈ξt, xt+1 − xt〉 − 1
4
T−1∑
t=0
‖xt+1 − xt‖2Dt
)
︸ ︷︷ ︸
(⋄)
+ 2
T−1∑
t=0
〈ξt, xt − x∗〉︸ ︷︷ ︸
(⋄⋄)
.
By applying Lemma 5.3 separately for each coordinate, with d2t = (xt+1,i − xt,i)2 ≤ R2∞ and R2 = 2R2∞,
we obtain:
T−1∑
t=0
‖xt+1 − xt‖2Dt ≥ 4R2∞ (Tr (DT )− Tr (D0))
T−1∑
t=0
‖xt+1 − xt‖2 ≤ 8R2∞
d∑
i=1
ln (DT,i)
We proceed analogously to Lemmas (5.4) and (5.5), and obtain
(⋆) ≤ O
(
R2∞d
)
(⋆⋆) ≤ O
(
R2∞
d∑
i=1
βi ln (2βi)
)
To bound (⋄), similarly to [3], we apply Cauchy-Schwarz twice and obtain
T−1∑
t=0
〈ξt, xt+1 − xt〉 ≤
T−1∑
t=0
‖ξt‖ ‖xt+1 − xt‖ ≤
√√√√T−1∑
t=0
‖ξt‖2
√√√√T−1∑
t=0
‖xt+1 − xt‖2 .
Therefore
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(⋄) = 2
(
T−1∑
t=0
〈ξt, xt+1 − xt〉 − 1
4
T−1∑
t=0
‖xt+1 − xt‖2Dt
)
≤ 2

√√√√T−1∑
t=0
‖ξt‖2
√√√√8R2∞ d∑
i=1
ln (DT,i)−R2∞
T∑
i=1
DT,i +R
2
∞d

= 2R2∞

√√√√ 8
R2∞
T−1∑
t=0
‖ξt‖2
√√√√ d∑
i=1
ln (DT,i)−
T∑
i=1
DT,i
+ 2R2∞d
≤ O
(
R2∞
)√
d
√√√√∑T−1t=0 ‖ξt‖2
R2∞
ln
(∑T−1
t=0 ‖ξt‖2
R2∞
)
+ 2R2∞d
In the last inequality, we have used Lemma C.1.
Taking expectation and using that
√
x ln x is concave and the assumption E
[
‖ξt‖2
]
≤ σ2, we obtain
E [(⋄)] ≤ O
(
R2∞
)√
d · E

√√√√∑T−1t=0 ‖ξt‖2
R2∞
ln
(∑T−1
t=0 ‖ξt‖2
R2∞
)+ 2R2∞d
≤ O
(
R2∞
)√
d ·
√√√√E [∑T−1t=0 ‖ξt‖2
R2∞
]
ln
(
E
[∑T−1
t=0 ‖ξt‖2
R2∞
])
+ 2R2∞d
≤ O
(
R2∞
)√
d ·
√
Tσ2
R2∞
ln
(
Tσ2
R2∞
)
+ 2R2∞d
= O
(
R∞
√
dσ
√
T ln
(
Tσ
R∞
))
+ 2R2∞d
By assumption (1), we have
E [〈ξt, xt − x∗〉 |xt] = 0 ,
Taking expectation over the entire history we obtain that
E [(⋄⋄)] = E
[
2
T−1∑
t=0
〈ξt, xt − x∗〉
]
= 0 .
Putting everything together, we obtain
E [f(xT )− f(x∗)] ≤ E
[
1
T
T−1∑
t=0
(f(xt+1)− f(x∗))
]
≤ O
R2∞
∑d
i=1 βi ln (2βi)
T
+
R∞
√
dσ
√
ln
(
Tσ
R∞
)
√
T

D.2 Analysis for Non-smooth Functions
In this section, we analyze the algorithm for non-smooth functions and prove Theorem 3.4. The analysis
is an extension of the analysis in Section C, and it bounding the additional error term arising from
stochasticity as in the above section.
As in Section C, we analyze the potential
Φt :=
1
2
‖xt − x∗‖2Dt .
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To analyze the difference in potential, we proceed similarly to Section C:
Φt+1 − Φt = 1
2
‖xt+1 − x∗‖2Dt+1 −
1
2
‖xt − x∗‖2Dt
=
1
2
‖xt+1 − x∗‖2Dt+1−Dt +
1
2
‖xt+1 − x∗‖2Dt −
1
2
‖xt − x∗‖2Dt
≤ 1
2
‖xt+1 − x∗‖2Dt+1−Dt −
1
2
‖xt+1 − xt‖2Dt −
〈
∇˜f(xt), xt+1 − x∗
〉
.
In the last inequality, we used the optimality condition for xt+1 and algebraic manipulations.
By convexity, we have
f(xt)− f(x∗) ≤ 〈∇f(xt), xt − x∗〉 .
Therefore
Φt+1 − Φt + f(xt)− f(x∗)
≤ 1
2
‖xt+1 − x∗‖2Dt+1−Dt −
1
2
‖xt+1 − xt‖2Dt −
〈
∇˜f(xt), xt+1 − x∗
〉
+ 〈∇f(xt), xt − x∗〉
=
1
2
‖xt+1 − x∗‖2Dt+1−Dt −
1
2
‖xt+1 − xt‖2Dt + 〈∇f(xt), xt − xt+1〉+
〈
∇f(xt)− ∇˜f(xt), xt+1 − x∗
〉
≤ 1
2
‖xt+1 − x∗‖2Dt+1−Dt −
1
2
‖xt+1 − xt‖2Dt + ‖∇f(xt)‖ ‖xt − xt+1‖+
〈
∇f(xt)− ∇˜f(xt), xt+1 − x∗
〉
≤ 1
2
‖xt+1 − x∗‖2Dt+1−Dt −
1
2
‖xt+1 − xt‖2Dt +G ‖xt − xt+1‖+
〈
∇f(xt)− ∇˜f(xt), xt+1 − x∗
〉
We sum up over all iterations and obtain
ΦT − Φ0 +
T−1∑
t=0
(f(xt)− f(x∗))
≤
T−1∑
t=0
1
2
‖xt+1 − x∗‖2Dt+1−Dt︸ ︷︷ ︸
(⋆)
−
T−1∑
t=0
1
2
‖xt+1 − xt‖2Dt︸ ︷︷ ︸
(⋆⋆)
+
T−1∑
t=0
G ‖xt − xt+1‖︸ ︷︷ ︸
(⋆⋆⋆)
+
T−1∑
t=0
〈
∇f(xt)− ∇˜f(xt), xt+1 − xt
〉
︸ ︷︷ ︸
(⋄)
+
T−1∑
t=0
〈
∇f(xt)− ∇˜f(xt), xt − x∗
〉
︸ ︷︷ ︸
(⋄⋄)
.
As before, we have
(⋆) =
T−1∑
t=0
1
2
‖xt+1 − x∗‖2Dt+1−Dt ≤
T−1∑
t=0
1
2
R2∞ (Tr(Dt+1)− Tr(Dt)) =
1
2
R2∞ (Tr(DT )− Tr(D0)) .
By applying Lemma 5.3 separately for each coordinate, with d2t = (xt+1,i − xt,i)2 ≤ R2∞ and R2 = 2R2∞,
we obtain
T−1∑
t=0
‖xt+1 − xt‖2Dt ≥ 4R2∞ (Tr (DT )− Tr (D0))
T−1∑
t=0
‖xt+1 − xt‖2 ≤ 8R2∞
d∑
i=1
ln (DT,i) .
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Therefore
(⋆⋆) =
T−1∑
t=0
1
2
‖xt+1 − xt‖2Dt ≥ 2R2∞ (Tr (DT )− Tr (D0)) .
(⋆ ⋆ ⋆) = G
T−1∑
t=0
√
‖xt − xt+1‖2 ≤ G
√
T ·
√√√√T−1∑
t=0
‖xt − xt+1‖2 ≤ G
√
T ·
√√√√8R2∞ d∑
i=1
ln (DT,i) .
Letting ξt = ∇f(xt)− ∇˜f(xt), we apply Cauchy-Schwarz twice and obtain
(⋄) =
T−1∑
t=0
〈ξt, xt+1 − xt〉 ≤
T−1∑
t=0
‖ξt‖ ‖xt+1 − xt‖
≤
√√√√T−1∑
t=0
‖ξt‖2
√√√√T−1∑
t=0
‖xt+1 − xt‖2 ≤
√√√√T−1∑
t=0
‖ξt‖2
√√√√8R2∞ d∑
i=1
ln (DT,i)
Plugging in,
ΦT − Φ0 +
T−1∑
t=0
(f(xt)− f(x∗))
≤ G
√
T ·
√√√√8R2∞ d∑
i=1
ln (DT,i) +
√√√√T−1∑
t=0
‖ξt‖2
√√√√8R2∞ d∑
i=1
ln (DT,i)− 3
2
R2∞
d∑
i=1
DT,i +
3
2
R2∞d+ (⋄⋄)
=
G√T ·
√√√√8R2∞ d∑
i=1
ln (DT,i)− 3
4
R2∞
d∑
i=1
DT,i

+

√√√√T−1∑
t=0
‖ξt‖2
√√√√8R2∞ d∑
i=1
ln (DT,i)− 3
4
R2∞
d∑
i=1
DT,i

+
3
2
R2∞d+ (⋄⋄)
≤ O
(
R2∞
)√
d
√
G2T
R2∞
ln
(
G2T
R2∞
)
+O
(
R2∞
)√
d
√√√√∑T−1t=0 ‖ξt‖2
R2∞
ln
(∑T−1
t=0 ‖ξt‖2
R2∞
)
︸ ︷︷ ︸
(⋄⋄⋄)
+
3
2
R2∞d+ (⋄⋄)
In the last inequality, we applied Lemma C.1 twice to bound each of the first two terms.
Taking expectation and using that
√
x ln x is concave and the assumption E
[
‖ξt‖2
]
≤ σ2, we obtain
E [(⋄ ⋄ ⋄)] ≤ O
(
R2∞
)√
d · E

√√√√∑T−1t=0 ‖ξt‖2
R2∞
ln
(∑T−1
t=0 ‖ξt‖2
R2∞
)
≤ O
(
R2∞
)√
d ·
√√√√E [∑T−1t=0 ‖ξt‖2
R2∞
]
ln
(
E
[∑T−1
t=0 ‖ξt‖2
R2∞
])
≤ O
(
R2∞
)√
d ·
√
Tσ2
R2∞
ln
(
Tσ2
R2∞
)
= O
(
R∞
√
dσ
√
T ln
(
Tσ
R∞
))
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By assumption (1), we have
E [〈ξt, xt − x∗〉 |xt] = 0 ,
Taking expectation over the entire history we obtain that
E [(⋄⋄)] = E
[
2
T−1∑
t=0
〈ξt, xt − x∗〉
]
= 0 .
Putting everything together and using that Φ0 = ‖x0 − x∗‖2D0 ≤ R2∞d and ΦT ≥ 0, we obtain
E [f(xT )− f(x∗)] ≤ E
[
1
T
T−1∑
t=0
(f(xt+1)− f(x∗))
]
≤ O
R∞
√
dG
√
ln
(
GT
R∞
)
√
T
+
R∞
√
dσ
√
ln
(
Tσ
R∞
)
√
T
+
R2∞d
T
 .
E Analysis of AdaAGD+ for Non-smooth Functions
In this section, we analyze the AdaAGD+ algorithm (Algorithm 2) for non-smooth functions, and prove
Theorem 4.2. Throughout this section, the norm ‖·‖ without a subscript denotes the ℓ2-norm. We warn
the reader that the G notation is overloaded: we use G without a subscript to denote the upper bound
on norm of gradients, and we use Gt to denote the function value gap at iteration t (see Section 6 for the
definition of Gt).
We follow the initial part of the analysis from Section 6 that uses only convexity, up to and including
Lemma 6.1. By Lemma 6.1, we have
AtGt −At−1Gt−1 = At (f(yt)− f(xt)) +At−1 (f(xt)− f(yt−1))− at 〈∇f(xt), zt − xt〉
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1 .
We proceed as follows:
AtGt −At−1Gt−1
= At (f(yt)− f(xt))︸ ︷︷ ︸
convexity
+At−1 (f(xt)− f(yt−1))︸ ︷︷ ︸
convexity
−at 〈∇f(xt), zt − xt〉
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1
≤ At 〈∇f(yt), yt − xt〉+At−1 〈∇f(xt), xt − yt−1〉 − at 〈∇f(xt), zt − xt〉
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1
= At 〈∇f(yt)−∇f(xt), yt − xt〉+
〈
∇f(xt), At (yt − xt) +At−1 (xt − yt−1) + at (xt − zt)︸ ︷︷ ︸
=0
〉
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1
= At 〈∇f(yt)−∇f(xt), yt − xt〉
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1 .
Next, we use Cauchy-Schwarz and the fact that yt − xt = atAt (zt−1 − zt) and obtain
At 〈∇f(yt)−∇f(xt), yt − xt〉 ≤ At ‖∇f(yt)−∇f(xt)‖ ‖yt − xt‖ = at ‖∇f(yt)−∇f(xt)‖ ‖zt−1 − zt‖ .
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Using the triangle inequality and the bound G on gradient norms,
At 〈∇f(yt)−∇f(xt), yt − xt〉 ≤ at (‖∇f(yt)‖+ ‖∇f(xt)‖) ‖zt−1 − zt‖ ≤ 2Gat ‖zt−1 − zt‖ .
Plugging in,
AtGt −At−1Gt−1 ≤ 2Gat ‖zt−1 − zt‖+ 1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1
≤ 2Gat ‖zt−1 − zt‖+ 1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1 .
Summing up,
ATGT −A1G1 ≤ 2G
T∑
t=2
at ‖zt−1 − zt‖︸ ︷︷ ︸
(⋆)
+
T∑
t=2
1
2
‖x∗ − z0‖2Dt−Dt−1︸ ︷︷ ︸
(⋆⋆)
−
T∑
t=2
1
2
‖zt − zt−1‖2Dt−1︸ ︷︷ ︸
(⋆⋆⋆)
.
To bound (⋆), we proceed analogously to the argument in Section C. We use that at = t ≤ T and the
concavity of
√
z:
(⋆) = 2G
T∑
t=2
at ‖zt−1 − zt‖ ≤ 2GT
T∑
t=2
√
‖zt−1 − zt‖2 ≤ 2GT 3/2
√√√√ T∑
t=2
‖zt−1 − zt‖2 .
For each coordinate separately, we apply Lemma 5.3 with d2t = (zt,i − zt−1,i)2 and R2 = R2∞ ≥ d2t , and
obtain
T∑
t=2
‖zt−1 − zt‖2 ≤ R2∞d+
d∑
i=1
T−1∑
t=1
(zt,i − zt−1,i)2 ≤ R2∞d+4R2∞
d∑
i=1
ln
(
DT,i
D1,i
)
= R2∞d+4R
2
∞
d∑
i=1
ln (DT,i) .
Thus
(⋆) ≤ 2GT 3/2
√√√√ d∑
i=1
4R2∞ ln (DT,i) +R2∞d = 2GT
3/2R∞
√√√√ d∑
i=1
4 ln (DT,i) + d .
We bound (⋆⋆) as before:
(⋆⋆) =
T∑
t=2
1
2
‖x∗ − z0‖2Dt−Dt−1 ≤
1
2
R2∞ (Tr(DT )− Tr(D1)) .
In the proof of Lemma 6.5, we have shown that
(⋆ ⋆ ⋆) =
1
2
T∑
t=2
‖zt − zt−1‖2Dt−1 ≥
√
2
2
R2∞ (Tr(DT )− Tr(D1)) .
Putting everything together,
ATGT −A1G1 ≤ 2GT 3/2R∞
√√√√ d∑
i=1
4 ln (DT,i) + d+
1
2
R2∞ (Tr(DT )− Tr(D1))−
√
2
2
R2∞ (Tr(DT )− Tr(D1))
≤ 4GT 3/2R∞
√√√√ d∑
i=1
ln (DT,i)−
√
2− 1
2
d∑
i=1
DT,i + 2GT
3/2R∞
√
d+
√
2− 1
2
R2∞d
≤ O
(√
dR∞G
√
ln
(
GT
R∞
))
T 3/2 +O
(
R2∞d
)
.
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In the last inequality, we used Lemma C.1. Finally, we bound A1G1. Since y1 = z1 and a1 = A1 = 1, we
have
A1G1 = U1 − L1
= f(y1)−
(
f(x1)− 1
2
‖x∗ − z0‖2D1 + 〈∇f(x1), z1 − x1〉+
1
2
‖z1 − z0‖2D1
)
= f(y1)− f(x1)︸ ︷︷ ︸
convexity
−〈∇f(x1), y1 − x1〉+ 1
2
‖x∗ − z0‖2D1 −
1
2
‖z1 − z0‖2D1
≤ 〈∇f(y1)−∇f(x1), y1 − x1〉+ 1
2
‖x∗ − z0‖2D1 −
1
2
‖z1 − z0‖2D1
≤ ‖∇f(y1)−∇f(x1)‖ ‖y1 − x1‖+ 1
2
‖x∗ − z0‖2D1 −
1
2
‖z1 − z0‖2D1
≤ (‖∇f(y1)‖+ ‖∇f(x1)‖) ‖y1 − x1‖+ 1
2
‖x∗ − z0‖2D1 −
1
2
‖z1 − z0‖2D1
≤ 2GR∞ + 1
2
R2∞Tr(D1)
= 2GR∞ +
1
2
R2∞d .
Since AT = Θ(T
2), we obtain
f(yT )− f(x∗) = GT ≤
O
(√
dR∞G
√
ln
(
GT
R∞
))
T 3/2 +O
(
R2∞d
)
AT
= O

√
dR∞G
√
ln
(
GT
R∞
)
√
T
+
R2∞d
T 2
 .
F Analysis of AdaAGD+ in the Stochastic Setting
In this section, we extend our analysis of AdaAGD+ to the setting where, in each iteration, the algorithm
receives a stochastic gradient ∇˜f(xt) that satisfies the assumptions (1) and (2): E
[
∇˜f(x)|x
]
= ∇f(x)
and E
[∥∥∥∇˜f(x)−∇f(x)∥∥∥2] ≤ σ2. We make a minor adjustment to the constant in the update in Dt, as
shown in Algorithm 6.
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Algorithm 6 AdaAGD+ algorithm with stochastic gradients ∇˜f(xt).
Let D1 = I, z0 ∈ K, at = t, At =
∑t
i=1 ai =
t(t+1)
2 , R
2∞ ≥ maxx,y∈K ‖x− y‖2∞.
For every t ≥ 1, we update:
xt =
At−1
At
yt−1 +
at
At
zt−1 ,
zt = argmin
u∈K
(
t∑
i=1
〈
ai∇˜f(xi), u
〉
+
1
2
‖u− z0‖2Dt
)
,
yt =
At−1
At
yt−1 +
at
At
zt ,
D2t+1,i = D
2
t,i
(
1 +
(zt,i − zt−1,i)2
2R2∞
)
.
F.1 Analysis for Smooth Functions
Since most of the analysis follows along the lines of that given in Section 6, here we present the differences
introduced by the gradient stochasticity, and how they affect the convergence. As in Section 6, we analyze
the convergence of the algorithm using suitable upper and lower bounds on the optimal function value
f(x∗). We use the same upper bound as before:
Ut := f(yt) ≥ f(x∗) .
We modify the lower bound to account for the stochastic gradients used in the update:
f(x∗) ≥
∑t
i=1 aif(xi) +
∑t
i=1 ai 〈∇f(xi), x∗ − xi〉
At
=
∑t
i=1 aif(xi)− 12 ‖x∗ − z0‖2Dt +
∑t
i=1 ai
〈
∇˜f(xi), x∗ − xi
〉
+ 12 ‖x∗ − z0‖2Dt
At
+
∑t
i=1 ai
〈
∇f(xi)− ∇˜f(xi), x∗ − xi
〉
At
≥
∑t
i=1 aif(xi)− 12 ‖x∗ − z0‖2Dt +minu∈K
{∑t
i=1 ai
〈
∇˜f(xi), u− xi
〉
+ 12 ‖u− z0‖2Dt
}
At
+
∑t
i=1 ai
〈
∇f(xi)− ∇˜f(xi), x∗ − xi
〉
At
:= Lt .
Using this, we obtain a slightly modified version of Lemma 6.1, which bounds the change in gap between
iterations:
AtGt −At−1Gt−1 ≤ At (f(yt)− f(xt)) +At−1 (f(xt)− f(yt−1))− at
〈
∇˜f(xt), zt − xt
〉
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1
+ at
〈
∇f(xt)− ∇˜f(xt), xt − x∗
〉
.
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The proof is almost identical to that of Lemma 6.1. The difference occurs when tracking the change
in the lower bound Lt. Here we are being charged differently, since zt is defined using the history of noisy
gradients seen so far. Now we can further upper bound the change in gap, just like in Lemma 6.2. We
have to be a bit careful about which terms involve the true gradient, and which ones involve the noisy
gradient.
We now use smoothness to upper bound f(yt)− f(xt) and convexity to upper bound f(xt)− f(yt−1).
Together with the definition of the iteration and yt − xt = atAt (zt − zt−1), we obtain the following chain
of inequalities:
AtGt −At−1Gt−1
≤ At (f(yt)− f(xt))︸ ︷︷ ︸
smoothness
+At−1 (f(xt)− f(yt−1))︸ ︷︷ ︸
convexity
−at
〈
∇˜f(xt), zt − xt
〉
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1
+ at
〈
∇f(xt)− ∇˜f(xt), xt − x∗
〉
≤ At
(
〈∇f(xt), yt − xt〉+ 1
2
‖yt − xt‖2B
)
+At−1 〈∇f(xt), xt − yt−1〉 − at
〈
∇˜f(xt), zt − xt
〉
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1
+ at
〈
∇f(xt)− ∇˜f(xt), xt − x∗
〉
=
〈
∇˜f(xt), At (yt − xt) +At−1 (xt − yt−1) + at (xt − zt)︸ ︷︷ ︸
=0
〉
+
1
2
At ‖yt − xt‖2B︸ ︷︷ ︸
= 1
2
a2
t
At
‖zt−zt−1‖2B≤‖zt−zt−1‖2B
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1
+
〈
∇f(xt)− ∇˜f(xt), at (xt − x∗) +At (yt − xt) +At−1 (xt − yt−1)
〉
≤ ‖zt − zt−1‖2B +
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1
+
〈
∇f(xt)− ∇˜f(xt), at (xt − x∗) +At (yt − xt) +At−1 (xt − yt−1)
〉
To shorten notation let ξt = ∇f(xt) − ∇˜f(xt). Note that compared to the deterministic case, the
change in gap contains the following additional term:
〈ξt, at (xt − x∗) +At (yt − xt) +At−1 (xt − yt−1)〉
= 〈ξt, At (yt − xt)〉+ 〈ξt, at (xt − x∗) +At−1 (xt − yt−1)〉
= 〈ξt, at (zt − zt−1)〉+ 〈ξt, at (xt − x∗) +At−1 (xt − yt−1)〉 .
On the last line, we have used that yt − xt = atAt (zt − zt−1).
Plugging in into the previous inequality, we obtain
AtGt −At−1Gt−1
≤ ‖zt − zt−1‖2B +
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1
+ 〈ξt, at (zt − zt−1)〉+ 〈ξt, at (xt − x∗) +At−1 (xt − yt−1)〉
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By telescoping the terms via the analysis from Section 6, and separating those involving ξt, we obtain:
ATGT −A1G1 ≤
T∑
t=2
‖zt − zt−1‖2B −
(
1
2
− 1
2
√
2
) T∑
t=2
‖zt − zt−1‖2Dt−1︸ ︷︷ ︸
(⋆)
+
3
4
R2∞ (Tr(DT )− Tr(D1))−
1
2
√
2
T∑
t=2
‖zt − zt−1‖2Dt−1︸ ︷︷ ︸
(⋆⋆)
+
(
T∑
t=2
〈ξt, at (zt − zt−1)〉 − 1
4
R2∞Tr(DT ) +
1
4
R2∞Tr(D1)
)
︸ ︷︷ ︸
(⋄)
+
T∑
t=2
〈ξt, at (xt − x∗) +At−1 (xt − yt−1)〉︸ ︷︷ ︸
(⋄⋄)
.
Following the proofs from Lemmas 6.4 and 6.5 we bound (⋆) ≤ O
(
R2∞
∑d
i=1 βi ln (2βi)
)
and (⋆⋆) ≤ 0.
Compared to the expression from Lemma 6.5, (⋆⋆) is slightly larger, since we need to use 14R
2∞ (Tr(DT )− Tr(D1))
to control the quantity under (⋄). However, the same proof still goes through without further modifica-
tions.
By applying Lemma 5.3 separately for each coordinate, with d2t = (xt+1,i − xt,i)2 ≤ R2∞ and R2 =
2R2∞, we obtain
T∑
t=1
‖zt − zt−1‖2 ≤ R2∞
d∑
i=1
(1 + 8 ln (DT,i)) . (13)
To bound (⋄), similarly to [3], we apply Cauchy-Schwarz twice and obtain
T∑
t=2
〈ξt, at (zt − zt−1)〉 ≤
T∑
t=1
at ‖ξt‖ ‖zt − zt−1‖ ≤
√√√√( T∑
t=1
a2t ‖ξt‖2
)(
T∑
t=1
‖zt − zt−1‖2
)
.
Substituting the upper bound from (13), and applying Lemma C.1 we obtain that
(⋄) ≤
√√√√( T∑
t=1
a2t ‖ξt‖2
)
·R2∞
d∑
i=1
(1 + 8 ln (DT,i))− 1
4
R2∞Tr(DT ) +
1
4
R2∞Tr(D1)
≤
√√√√( T∑
t=1
a2t ‖ξt‖2
)
·R2∞d+
R2∞
4
√√√√ 128
R2∞
(
T∑
t=1
a2t ‖ξt‖2
)
·
(
d∑
i=1
ln (DT,i)
)
− R
2∞
4
Tr(DT ) +
1
4
R2∞Tr(D1)
≤
√√√√( T∑
t=1
a2t ‖ξt‖2
)
·R2∞d+
R2∞
4
√
d
√√√√1
2
· 128
R2∞
(
T∑
t=1
a2t ‖ξt‖2
)
· ln
(
128
R2∞
(
T∑
t=1
a2t ‖ξt‖2
))
+
1
4
R2∞Tr(D1) .
Next, we take expectation and use the fact that
√
x and
√
x lnx are concave, at = t ≤ T , and the
assumption E
[
‖ξt‖2
]
≤ σ2. We obtain
E [(⋄)] ≤
√√√√( T∑
t=1
a2tσ
2
)
· R2∞d+
R2∞
4
√
d
√√√√1
2
· 128
R2∞
(
T∑
t=1
a2tσ
2
)
· ln
(
128
R2∞
(
T∑
t=1
a2tσ
2
))
+
1
4
R2∞Tr(D1)
≤ O
(
R∞σT 3/2
√
d ln
(
Tσ
R∞
))
+
1
4
R2∞Tr(D1) .
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Also, by assumption (1), we have
E [〈ξt, at (xt − x∗) +At−1 (xt − yt−1)〉 |xt] = 0 .
Taking expectation over the entire history we obtain that
E [(⋄⋄)] = E
[
T∑
t=1
〈ξt, at (xt − x∗) +At−1 (xt − yt−1)〉
]
= 0 .
Putting everything together, we obtain
E [ATGT −A1G1] ≤ O
(
R2∞
d∑
i=1
βi ln (2βi)
)
+O
(
R∞σT 3/2
√
d ln
(
Tσ
R∞
))
+
1
4
R2∞Tr(D1) .
Finally we bound E [A1G1], which per Lemma F.1 satisfies
E [A1G1] ≤ O
(
R2∞Tr(B) +R2∞d
)
+ σR∞
√
d .
Therefore, since by definition AT = Θ(T
2), we have that
E [f (yT )− f (x∗)] = O
R2∞
∑d
i=1 βi ln (2βi)
T 2
+
R∞σ
√
d ln
(
Tσ
R∞
)
√
T
 .
Lemma F.1. We have
E [A1G1] = O
(
R2∞Tr(B) +R2∞d
)
+ σR∞
√
d .
Proof. We have a1 = A1 = 1 and y1 = z1. By definition, z1 = argminu∈K
{〈
∇˜f(x1), u− x1
〉
+ 12 ‖u− z0‖2D1
}
.
Thus
A1G1 = G1 = U1 − L1
= f(z1)−
(
f(x1)− 1
2
‖x∗ − z0‖2D1 +
〈
∇˜f(x1), z1 − x1
〉
+
1
2
‖z1 − z0‖2D1
)
−
〈
∇f(x1)− ∇˜f(x1), x∗ − x1
〉
= f(z1)− f(x1)− 〈∇f(x1), z1 − x1〉︸ ︷︷ ︸
smoothness
+
1
2
‖x∗ − z0‖2D1 −
1
2
‖z1 − z0‖2D1
+
〈
∇f(x1)− ∇˜f(x1), z1 − x∗
〉
︸ ︷︷ ︸
Cauchy-Schwartz
≤ 1
2
‖z1 − x1‖2B +
1
2
‖x∗ − z0‖2D1 +
∥∥∥∇f(x1)− ∇˜f(x1)∥∥∥ ‖z1 − x∗‖
≤ 1
2
R2∞Tr (B) +
1
2
R2∞Tr (D1) +
∥∥∥∇f(x1)− ∇˜f(x1)∥∥∥ ·R∞√d
=
1
2
R2∞Tr (B) +
1
2
R2∞Tr (D1) +
√R∞√d
σ
∥∥∥∇f(x1)− ∇˜f(x1)∥∥∥
 · (√σR∞√d)
≤ 1
2
R2∞Tr (B) +
1
2
R2∞Tr (D1) +
1
2
R∞
√
d
σ
∥∥∥∇f(x1)− ∇˜f(x1)∥∥∥2 + 1
2
σR∞
√
d
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In the last inequality, we have used the inequality ab ≤ 12a2 + 12b2.
Taking expectation and using the assumption E
[∥∥∥∇f(x1)− ∇˜f(x1)∥∥∥2] ≤ σ2, we obtain
E [A1G1] ≤ 1
2
R2∞Tr (B) +
1
2
R2∞Tr (D1) + σR∞
√
d
F.2 Analysis for Non-smooth Functions
In this section, we analyze the algorithm for non-smooth functions. The analysis is an extension of
the analysis in Section E, and it mainly consists of bounding the additional error term arising from
stochasticity as in the previous section.
To track the effect of using stochastic gradients, we follow the initial part of the analysis from Section
F.1 that uses only convexity, up to the point where we bound:
AtGt −At−1Gt−1
≤ At (f(yt)− f(xt))︸ ︷︷ ︸
convexity
+At−1 (f(xt)− f(yt−1))︸ ︷︷ ︸
convexity
−at
〈
∇˜f(xt), zt − xt
〉
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1
+ at
〈
∇f(xt)− ∇˜f(xt), xt − x∗
〉
≤ At 〈∇f(yt), yt − xt〉+At−1 〈∇f(xt), xt − yt−1〉 − at
〈
∇˜f(xt), zt − xt
〉
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1
+ at
〈
∇f(xt)− ∇˜f(xt), xt − x∗
〉
= At 〈∇f(yt)−∇f(xt), yt − xt〉+
〈
∇f(xt), At (yt − xt) +At−1 (xt − yt−1) + at (xt − zt)︸ ︷︷ ︸
=0
〉
+
1
2
‖x∗ − z0‖2Dt−Dt−1 −
1
2
‖zt − z0‖2Dt−Dt−1 −
1
2
‖zt − zt−1‖2Dt−1
+ at
〈
∇f(xt)− ∇˜f(xt), zt − x∗
〉
.
To shorten notation, we let ξt = ∇f(xt)− ∇˜f(xt). From here on the proof is almost identical to the one
from Section E, thus showing that
ATGT −A1G1 ≤ 2G
T∑
t=2
at ‖zt−1 − zt‖+
T∑
t=2
1
2
‖x∗ − z0‖2Dt−Dt−1 −
T∑
t=2
1
4
‖zt − zt−1‖2Dt−1︸ ︷︷ ︸
()
+
T∑
t=2
at 〈ξt, zt − zt−1〉 −
T∑
t=2
1
4
‖zt − zt−1‖2Dt−1︸ ︷︷ ︸
(⋄)
+
T∑
t=2
at 〈ξt, zt−1 − x∗〉︸ ︷︷ ︸
(⋄⋄)
.
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Note that unlike in the original analysis, here we broke
∑T
t=2
1
2 ‖zt − zt−1‖2Dt−1 in two components, one of
which we use to control (⋄). Using a similar analysis to the one in Section E, we bound
() = O
(√
dR∞G
√
ln
(
GT
R∞
))
T 3/2 +O
(
R2∞d
)
.
For each coordinate separately, we apply Lemma 5.3 with d2t = (zt,i − zt−1,i)2 and R2 = 2R2∞, and obtain
T∑
t=2
‖zt−1 − zt‖2Dt ≥ 4R2∞ (Tr (DT )− Tr (D1)) ,
T∑
t=2
‖zt+1 − zt‖2 ≤ 8R2∞
d∑
i=1
ln (DT,i) .
Since Dt ≤
√
2 ·Dt−1 by definition, this also gives that
T∑
t=2
‖zt−1 − zt‖2Dt−1 ≥
4√
2
R2∞ (Tr (DT )− Tr (D1)) ,
By twice applying Cauchy-Schwarz, and applying the bound on the variance, we now bound:
(⋄) =
T∑
t=2
at 〈ξt, zt − zt−1〉 −
T∑
t=2
1
4
‖zt − zt−1‖2Dt−1
≤
T∑
t=2
at ‖ξt‖ ‖zt − zt−1‖ −
T∑
t=2
1
4
‖zt − zt−1‖2Dt−1
≤
√√√√( T∑
t=1
a2t ‖ξt‖2
)(
T∑
t=2
‖zt − zt−1‖2
)
−
T∑
t=2
1
4
‖zt − zt−1‖2Dt−1
≤
√√√√ T∑
t=1
a2t ‖ξt‖2
(
T∑
t=2
‖zt − zt−1‖2
)
−
T∑
t=2
1
4
‖zt − zt−1‖2Dt−1
≤
√√√√ T∑
t=1
a2t ‖ξt‖2 · 8R2∞
d∑
i=1
ln (DT,i)− 1√
2
R2∞ (Tr (DT )− Tr (D1))
=
R2∞√
2

√√√√ T∑
t=1
a2t ‖ξt‖2 ·
16
R2∞
·
d∑
i=1
ln (DT,i)− Tr (DT )
+ 1√
2
R2∞Tr (D1)
≤ R
2∞√
2
√
d ·
√√√√1
2
T∑
t=1
a2t ‖ξt‖2 ·
16
R2∞
· ln
(
T∑
t=1
a2t ‖ξt‖2 ·
16
R2∞
)
+
1√
2
R2∞d
= 2R∞
√
d ·
√√√√ T∑
t=1
a2t ‖ξt‖2 · ln
(
T∑
t=1
a2t ‖ξt‖2 ·
16
R2∞
)
+
1√
2
R2∞d ,
where for the last inequality we used Lemma C.1. Taking the expectation and applying the concavity of
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√
x ln x we obtain that
E [(⋄)] ≤ E
2R∞√d ·
√√√√ T∑
t=1
a2t ‖ξt‖2 · ln
(
T∑
t=1
a2t ‖ξt‖2 ·
16
R2∞
)
+
1√
2
R2∞d

≤ 2R∞
√
d ·
√√√√
E
[
T∑
t=1
a2t ‖ξt‖2
]
· ln
(
E
[
T∑
t=1
a2t ‖ξt‖2
]
· 16
R2∞
)
+
1√
2
R2∞d
≤ 2R∞
√
d ·
√
T 3σ2 · ln
(
T 3σ2 · 16
R2∞
)
+
1√
2
R2∞d
= O
(
R∞
√
d · T 3/2σ ·
√
ln
(
Tσ
R∞
)
+R2∞d
)
.
By assumption (1) we have
E
[〈
∇f(xt)− ∇˜f(xt), xt − x∗
〉 ∣∣∣∣xt] = 0 ,
Taking expectation over the entire history we obtain that
E [(⋄⋄)] = E
[
T∑
t=1
at
〈
∇f(xt)− ∇˜f(xt), xt − x∗
〉]
= 0 .
Finally we upper bound E [A1G1]. We bound, exactly as in the proof of Lemma F.1:
G1 ≤ f(y1)− f(x1) + 1
2
‖x∗ − z0‖2D1 + 〈∇f(x1), z1 − x1〉 −
〈
∇f(x1)− ∇˜f(x1), x∗ − z1
〉
.
After which we apply standard inequalities to obtain:
G1 ≤ 〈∇f(y1), y1 − x1〉+ 1
2
‖x∗ − z0‖2D1 + 〈∇f(x1), z1 − x1〉 −
〈
∇f(x1)− ∇˜f(x1), x∗ − z1
〉
≤ ‖∇f(y1)‖ ‖y1 − x1‖+ 1
2
‖x∗ − z0‖2D1 + ‖∇f(x1)‖ ‖z1 − x1‖+
∥∥∥∇f(x1)− ∇˜f(x1)∥∥∥ ‖x∗ − z1‖
≤ GR∞d1/2 + 1
2
R2∞d+GR∞d
1/2 +
∥∥∥∇f(x1)− ∇˜f(x1)∥∥∥ · R∞d1/2
= GR∞d1/2 +
1
2
R2∞d+GR∞d
1/2 +
√R∞d1/2
σ
∥∥∥∇f(x1)− ∇˜f(x1)∥∥∥
 · (√σR∞d1/2)
≤ GR∞d1/2 + 1
2
R2∞d+GR∞d
1/2 +
1
2
R∞d1/2
σ
∥∥∥∇f(x1)− ∇˜f(x1)∥∥∥2 + 1
2
σR∞d1/2 .
In the last inequality, we have used the inequality ab ≤ 12a2 + 12b2.
Taking the expectation and using the assumption E
[∥∥∥∇f(x1)− ∇˜f(x1)∥∥∥2] ≤ σ2, we obtain
E [A1G1] = O
(
GR∞d1/2 +R2∞d+ σR∞d
1/2
)
.
Combining with the rest we get that
E [f (yT )− f (x∗)] = O
R∞
√
d ·G
√
ln
(
GT
R∞
)
+ σR∞
√
d
√
ln
(
Tσ
R∞
)
√
T
+
R2∞d
T 2
 .
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G Analysis of AdaGrad for Unconstrained Convex Optimization
Here we provide a sharper analysis that saves the ln (2βi) factor for smooth functions of the AdaGrad
scheme [13, 22] in the unconstrained setting K = Rd. The analysis we provide is a generalization to the
vector setting of the analysis in [19].
Algorithm 7 AdaGrad algorithm [13, 22].
Let x0 ∈ Rd, D0 = I.
For every t ≥ 1, we update
xt+1 = xt − ηD−1t ∇f(xt) ,
D2t+1,i = D
2
t,i + (∇if(xt+1))2 , ∀i ∈ [d] .
We note that there is a small difference between the above algorithm and the algorithm that we obtain
by specializing AdaGrad+ to the unconstrained setting. The difference is in the definition of the scaling:
AdaGrad : D2t,i = 1 +
t∑
s=0
(∇if(xs))2
AdaGrad+ : D2t,i = 1 +
t−1∑
s=0
(∇if(xs))2
In the constrained setting, we are forced to use a step that is “off-by-one,” i.e., it does not include
the most recent iterate movement. However, as we noted earlier, our update ensures that D2t+1,i ≤ 2D2t,i,
which allows us to deal with this complication very cleanly in our analysis.
In the remainder of the section, we analyze the AdaGrad algorithm in the smooth setting and show
the following guarantee. We emphasize that the algorithm does not know the smoothness parameters and
it automatically adapts to them.
Theorem G.1. Let f be a convex function that is 1-smooth with respect to the norm ‖·‖B, where B =
diag(β1, . . . , βd) is a diagonal matrix with β1, . . . , βd ≥ 1. Let x∗ ∈ argminx∈Rd f(x). Let xt be the iterates
constructed by Algorithm 7 and let xT =
1
T
∑T−1
t=0 xt. We have
f(xT )− f(x∗) ≤ 1
T
T−1∑
t=0
(f(xt)− f(x∗)) ≤ R
2∞
∑d
i=1 βi
T
,
where R∞ ≥ max0≤t≤T ‖xt − x∗‖∞ and η = 1√2R∞.
We extend the analysis to the stochastic setting in Section G.1.
We will use the following standard lemma for smooth convex functions that can be found, e.g., in the
textbook [24].
Lemma G.2. Let f be a convex function that is β-smooth with respect to the norm ‖·‖ , with dual norm
‖·‖∗. We have
f(x)− f(y) ≤ 〈∇f(x), x− y〉 − 1
2β
‖∇f(x)−∇f(y)‖2∗ ∀x, y ∈ Rd
We will apply Lemma G.2 with y = x∗ = argminx∈Rd f(x) is the (unconstrained) minimum of f .
Thus we have ∇f(x∗) = 0. The f is 1-smooth with respect to the norm ‖·‖B and its dual norm is ‖·‖B−1.
Thus we obtain
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f(xt)− f(x∗) ≤ 〈∇f(xt), x− x∗〉 − 1
2
‖∇f(xt)‖2B−1 .
Thus
T−1∑
t=0
(f(xt)− f(x∗)) ≤
T−1∑
t=0
〈∇f(xt), xt − x∗〉︸ ︷︷ ︸
Regret
−1
2
T−1∑
t=0
‖∇f(xt)‖2B−1 . (14)
We now analyze the regret using the standard AdaGrad analysis [13, 22]. We have
1
2η
‖xt+1 − x∗‖2Dt −
1
2η
‖xt − x∗‖2Dt =
1
2η
‖xt+1 − xt + xt − x∗‖2Dt −
1
2η
‖xt − x∗‖2Dt
=
1
2η
‖xt+1 − xt‖2Dt +
1
η
〈Dt (xt+1 − xt) , xt − x∗〉
=
η
2
‖∇f(xt)‖2D−1
t
− 〈∇f(xt), xt − x∗〉 .
On the last line, we have used the update rule xt+1 = xt − ηD−1t ∇f(xt). Rearranging and summing up
over all iterations,
T−1∑
t=0
〈∇f(xt), xt − x∗〉
=
T−1∑
t=0
(
1
2η
‖xt − x∗‖2Dt −
1
2η
‖xt+1 − x∗‖2Dt
)
+
T−1∑
t=0
η
2
‖∇f(xt)‖2D−1
t
=
T−1∑
t=0
(
1
2η
‖xt − x∗‖2Dt −
1
2η
‖xt+1 − x∗‖2Dt+1 +
1
2η
‖xt+1 − x∗‖2Dt+1−Dt
)
+
T−1∑
t=0
η
2
‖∇f(xt)‖2D−1
t
=
1
2η
‖x0 − x∗‖2D0 −
1
2η
‖xT − x∗‖2DT +
1
2η
T−1∑
t=0
‖xt+1 − x∗‖2Dt+1−Dt +
T−1∑
t=0
η
2
‖∇f(xt)‖2D−1
t
.
Letting R2∞ be an upper bound on ‖xt − x∗‖2∞ for all 0 ≤ t ≤ T and using the bound ‖z‖2D ≤ ‖z‖∞Tr(D),
we obtain
T−1∑
t=0
〈∇f(xt), xt − x∗〉
≤ 1
2η
‖x0 − x∗‖2D0 −
1
2η
‖xT − x∗‖2DT +
1
2η
R2∞
T−1∑
t=0
(Tr(Dt+1)− Tr(Dt)) +
T−1∑
t=0
η
2
‖∇f(xt)‖2D−1
t
=
1
2η
‖x0 − x∗‖2D0 −
1
2η
‖xT − x∗‖2DT +
1
2η
R2∞ (Tr(DT )− Tr(D0)) +
T−1∑
t=0
η
2
‖∇f(xt)‖2D−1
t
≤ 1
2η
R2∞Tr(DT ) +
η
2
T−1∑
t=0
‖∇f(xt)‖2D−1
t
. (15)
Next, we use the following standard inequality [13, 22]. Let {at} be positive scalars and At =
∑t
i=1 at.
We have √
AT ≤
T∑
t=1
at√
At
≤ 2
√
AT . (16)
43
Recall that Dt,i =
√
1 +
∑t
s=0 (∇if(xs))2. We apply (16) for each coordinate i separately, with at =
(∇if(xt))2 and obtain
T−1∑
t=0
(∇if(xt))2
Dt,i
≤ 2DT−1,i ,
and thus
T−1∑
t=0
‖∇f(xt)‖2D−1
t
≤ 2Tr(DT−1) .
Plugging in into (15) and setting η = 1√
2
R∞, we obtain
T−1∑
t=0
〈∇f(xt), xt − x∗〉 ≤
√
2R∞Tr(DT−1) . (17)
Plugging in (17) into (14), we obtain
T−1∑
t=0
(f(xt)− f(x∗)) ≤
√
2R∞Tr(DT−1)− 1
2
T−1∑
t=0
‖∇f(xt)‖2B−1
=
√
2R∞
d∑
i=1
√√√√T−1∑
t=0
(∇if(xt))2 − 1
2
d∑
i=1
1
βi
T−1∑
t=0
(∇if(xt))2 .
Letting zi =
∑T−1
t=0 (∇if(xt))2, the bound becomes
T−1∑
t=0
(f(xt)− f(x∗)) ≤
d∑
i=1
(√
2R∞
√
zi − 1
2βi
zi
)
≤
d∑
i=1
max
z≥0
(√
2R∞
√
z − 1
2βi
z
)
≤ R2∞
d∑
i=1
βi .
In the last inequality, we have used that the function φ(z) = a
√
z − 12bz is concave over z ≥ 0 and it is
maximized at z∗ = (ab)2.
Therefore
f(xT )− f(x∗) ≤ 1
T
T−1∑
t=0
(f(xt)− f(x∗)) ≤ R
2∞
∑d
i=1 βi
T
.
G.1 Stochastic setting
In this section, we extend the AdaGrad algorithm and its analysis from Section G to the stochastic
setting. The analysis we provide is a generalization to the vector setting of the analysis in [19]. In each
iteration, we receive a stochastic gradient ∇˜f(xt) satisfying the assumptions (1) and (2): E
[
∇˜f(xt)|xt
]
=
∇f(xt) and E
[∥∥∥∇˜f(xt)−∇f(xt)∥∥∥2] ≤ σ2. Throughout this section, the norm ‖·‖ without a subscript
denotes the ℓ2-norm.
We extend the AdaGrad algorithm in the natural way:
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Algorithm 8 AdaGrad algorithm with stochastic gradients ∇˜f(xt).
Let x0 ∈ Rd, D0 = I.
For every t ≥ 1, we update:
xt+1 = xt − ηD−1t ∇˜f(xt) ,
D2t+1,i = D
2
t,i +
(
∇˜if(xt+1)
)2
, ∀i ∈ [d] .
In the remainder of this section, we prove the following convergence guarantee. We emphasize that the
algorithm does not know the variance parameter σ or the smoothness parameters, and it automatically
adapts to them.
Theorem G.3. Let f be a convex function that is 1-smooth with respect to the norm ‖·‖B, where B =
diag(β1, . . . , βd) is a diagonal matrix with β1, . . . , βd ≥ 1. Let x∗ ∈ argminx∈Rd f(x). Let xt be the iterates
constructed by Algorithm 8 and let xT =
1
T
∑T−1
t=0 xt. If the stochastic gradients satisfy the assumptions
(1) and (2), we have
E [f(xT )− f(x∗)] ≤ O
(
R∞
√
dσ√
T
+
R2∞
∑d
i=1 βi
T
)
.
where R∞ is a fixed scalar for which we have R∞ ≥ max0≤t≤T ‖xt − x∗‖∞ with probability one, and
η = 1√
2
R∞.
We note that the regret analysis from Section G (which is the standard AdaGrad analysis from
previous work [13, 22]), applies to this setting as well and it provides the following guarantee with
probability one:
T−1∑
t=0
〈
∇˜f(xt), xt − x∗
〉
≤
√
2R∞Tr(DT−1) . (18)
By assumption (1), we have
E
[〈
∇˜f(xt), xt − x∗
〉
|xt
]
= 〈∇f(xt), xt − x∗〉 .
Taking expectation over the entire history, we have
E
[〈
∇˜f(xt), xt − x∗
〉]
= E [〈∇f(xt), xt − x∗〉] .
By linearity of expectation,
E
[
T−1∑
t=0
〈
∇˜f(xt), xt − x∗
〉]
= E
[
T−1∑
t=0
〈∇f(xt), xt − x∗〉
]
.
Combining with (18), we obtain
E
[
T−1∑
t=0
〈∇f(xt), xt − x∗〉
]
≤
√
2R∞E [Tr(DT−1)] . (19)
As before, we apply Lemma G.2 with x∗ = argminx∈Rd f(x). Since ∇f(x∗) = 0 and f is 1-smooth with
respect to ‖·‖B, we obtain
f(xt)− f(x∗) ≤ 〈∇f(xt), xt − x∗〉 − 1
2
‖∇f(xt)‖2B−1 .
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Combining with (19), we obtain
E
[
T−1∑
t=0
(f(xt)− f(x∗))
]
≤
√
2R∞E [Tr(DT−1)]− 1
2
E
[
T−1∑
t=0
‖∇f(xt)‖2B−1
]
. (20)
For every coordinate i ∈ [d], we define
G˜i =
√√√√1 + T−1∑
t=0
(
∇˜if(xt)
)2
= DT−1,i
Gi =
√√√√1 + T−1∑
t=0
(∇if(xt))2
Using concavity of
√
x, we obtain
E [Tr(DT−1)] =
d∑
i=1
E [DT−1,i] =
d∑
i=1
E
[
G˜i
]
=
d∑
i=1
E
[√
G˜2i
]
≤
d∑
i=1
√
E
[
G˜2i
]
We have
T−1∑
t=0
‖∇f(xt)‖2B−1 =
d∑
i=1
1
βi
T−1∑
t=0
(∇if(xt))2 =
d∑
i=1
1
βi
(
G2i − 1
)
≤
d∑
i=1
1
βi
G2i
Plugging in into (20), we obtain
E
[
T−1∑
t=0
(f(xt)− f(x∗))
]
≤
√
2R∞
d∑
i=1
√
E
[
G˜2i
]
−
d∑
i=1
1
2βi
E
[
G2i
]
=
√
2R∞
(
d∑
i=1
√
E
[
G˜2i
]
−
d∑
i=1
√
E
[
G2i
])
︸ ︷︷ ︸
(⋆)
+
(√
2R∞
d∑
i=1
√
E
[
G2i
]− d∑
i=1
1
2βi
E
[
G2i
])
︸ ︷︷ ︸
(⋆⋆)
We upper bound each term (⋆) and (⋆⋆) in term.
We upper bound (⋆) as follows. We start by showing that, for every i ∈ [d], we have
E
[
G˜2i
]
≥ E
[
G2i
]
(21)
The inequality is equivalent to
T−1∑
t=0
E
[
(∇if(xt))2
]
≤
T−1∑
t=0
E
[(
∇˜if(xt)
)2]
By assumption, for every t, we have
E
[
∇˜if(xt)|xt
]
= ∇if(xt)
By squaring and using the fact that x2 is convex, we obtain
(∇if(xt))2 =
(
E
[
∇˜if(xt)|xt
])2 ≤ E [(∇˜if(xt))2 |xt]
46
Taking expectation over the entire history, we obtain
E
[
(∇if(xt))2
]
≤ E
[(
∇˜if(xt)
)2]
By summing up over all iterations t, we obtain (21).
Let us now note that, for any scalars a, b satisfying a ≥ b ≥ 0, we have
√
a−
√
b ≤
√
a− b
We can verify the above inequality by squaring
√
a ≤
√
b +
√
a− b. We apply the inequality with
a = E
[
G˜2i
]
and b = E
[
G2i
]
, and obtain√
E
[
G˜2i
]
−
√
E
[
G2i
] ≤ √E [G˜2i −G2i ]
Summing up over all coordinates and using that
√
x is concave and the assumptions on the stochastic
gradients, we obtain
(⋆) =
d∑
i=1
(√
E
[
G˜2i
]
−
√
E
[
G2i
]) ≤ d∑
i=1
√
E
[
G˜2i −G2i
]
≤
√
d
√√√√
E
[
d∑
i=1
G˜2i −
d∑
i=1
G2i
]
=
√
d
√√√√T−1∑
t=0
E
[∥∥∥∇˜f(xt)∥∥∥2 − ‖∇f(xt)‖2] ≤ √dσ√T
We now upper bound (⋆⋆). We have
(⋆⋆) =
d∑
i=1
(√
2R∞
√
E
[
G2i
]− 1
2βi
E
[
G2i
])
≤
d∑
i=1
max
z≥0
(√
2R∞z − 1
2βi
z2
)
≤ R2∞
d∑
i=1
βi
In the last inequality, we have used that the function φ(z) = a
√
z − 12bz is concave over z ≥ 0 and it is
maximized at z∗ = (ab)2.
Plugging in into the previous inequality, we obtain
E [f(xT )− f(x∗)] ≤ 1
T
E
[
T−1∑
t=0
(f(xt)− f(x∗))
]
≤ O
(
R∞
√
dσ√
T
+
R2∞
∑d
i=1 βi
T
)
.
H Extension of Universal Mirror-Prox [3]
In this section, we extend the universal Mirror-Prox of [3] to the vector setting, and resolve the open
question asked by [3]. The algorithm applies to the more general setting of solving variational inequalities,
which captures both convex minimization and convex-concave zero-sum games (we refer the reader to [3]
for the details).
H.1 Variational inequalities
Here we review some definitions and facts from [3]. We follow their setup and notation, and we include
it here for completeness.
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Definitions Let K ⊆ Rd be a convex set and let F : K → Rd. We say that F is a monotone operator if
it satisfies
〈F (x)− F (y), x− y〉 ≥ 0, ∀(x, y) ∈ K ×K .
We say that F is β-smooth with respect to a norm ‖·‖with dual norm ‖·‖∗ if
‖F (x)− F (y)‖∗ ≤ β ‖x− y‖ .
A gap function is a function ∆: K×K → R that is convex with respect to its first argument and it satisfies
〈F (x), x− y〉 ≥ ∆(x, y) ∀(x, y) ∈ K ×K .
The duality gap is defined as
DualGap(x) := max
y∈K
∆(x, y) .
Remark on the gap function In light of the definition, the function 〈F (x), x− y〉 is a natural can-
didate for a gap function. However, it is not necessarily convex with respect to its first argument. As we
note below, the convexity of the gap function allows us to analyze an iterative scheme via the regret, and
we require it for this reason. As a result, we do not use the monotonicity of F directly, and we only rely
on the existence of the gap function. Moreover, the existence of the gap function is needed only for the
analysis, and the algorithm does not use it.
Problem definition We assume that we are given black-box access to an evaluation oracle for F that,
on input x, it returns F (x). We also assume that we are given black-box access to a projection oracle
for K that, on input x, it returns ΠK(x) = argminy∈K ‖x− y‖. The goal is to find a solution x ∈ K that
minimizes the duality gap DualityGap(x).
It was shown in [3] that this problem generalizes both convex minimization minx∈K f(x) and convex-
concave zero-sum games minx∈X maxy∈Y g(x, y), where g is convex in x and concave in y. For the
former problem, F (x) = ∇f(x) and DualityGap(x) = maxy∈K∆(x, y) = f(x) − miny∈K f(y). For
the latter problem, we have K = X × Y and F (x, y) = (∇xg(x, y),−∇yg(x, y)) and DualGap(u, v) =
maxy∈Y g(u, y) −minx∈X g(x, v). For both problems, there is a suitable gap function .
Analyzing convergence via regret As noted in [3], the convexity of the gap function allows us to
analyze convergence via the regret:
Regret :=
T∑
t=1
〈F (xt), xt〉 −min
x∈K
T∑
t=1
〈F (xt), x〉 .
We can translate a regret guarantee into a convergence guarantee using Jensen’s inequality, since the
gap function is convex in its first argument. Let xT =
1
T
∑T
t=1 xt. For all x ∈ K, we have
∆(xT , x) ≤ 1
T
T∑
t=1
∆(xt, x) ≤ 1
T
T∑
t=1
〈F (xt), xt − x〉 ≤ 1
T
Regret .
Therefore
DualGap(xT ) = max
x∈K
∆(xT , x) ≤ 1
T
Regret .
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H.2 Adaptive MirrorProx
We consider the following scheme, which is an extension of the Universal MirrorProx algorithm of [3] to
the vector setting.
Algorithm 9 Extension of the Universal Mirror-Prox algorithm [3] to the vector setting.
Let y0 ∈ K, D1 = I, R∞ ≥ maxx,y∈K ‖x− y‖∞.
For every t ≥ 1, we update:
xt = argmin
x∈K
{
〈F (yt−1), x〉 + 1
2
‖x− yt−1‖2Dt
}
,
yt = argmin
x∈K
{
〈F (xt), x〉 + 1
2
‖x− yt−1‖2Dt
}
,
D2t+1,i = D
2
t,i
(
1 +
(xt,i − yt−1,i)2 + (xt,i − yt,i)2
2R2∞
)
.
The scheme above is the natural extension to the vector setting of the scheme of [3]. We have only
made the following small modification to the step size. The scheme provided in [3] used an estimate for
G ≥ maxx∈K ‖F (x)‖ as part of the step size. The algorithm above does not make use of the G parameter
and it automatically adapts to it, as well as the smoothness parameters.
We note that we have D2t+1,i ≤ 2D2t,i, and this property plays an important role in our analysis, as
before.
By combining the analysis of [3] with some of our techniques from the previous sections, we show
that the algorithm is universal and it simultaneously achieves the optimal rates for both smooth and
non-smooth operators. The following theorems show the precise convergence guarantees, and we prove
them in the following subsections.
Theorem H.1. Let F be an operator that is 1-smooth with respect to the norm ‖·‖B, where B =
diag(β1, . . . , βd) is a diagonal matrix with β1, . . . , βd ≥ 1. Let xt be the iterates constructed by Algo-
rithm 9 and let xT =
1
T
∑T
t=1 xt. We have
DualityGap(xT ) ≤
O
(
R2∞
∑d
i=1 βi ln (2βi)
)
T
,
where R∞ ≥ maxx,y∈K ‖x− y‖∞.
Theorem H.2. Let F be an operator. Let xt be the iterates constructed by Algorithm 9 and let xT =
1
T
∑T
t=1 xt. We have
DualityGap(xT ) ≤
O
(√
dR∞G
√
ln
(
GT
R∞
))
√
T
+
O
(
R2∞d
)
T
,
where R∞ ≥ maxx,y∈K ‖x− y‖∞ and G ≥ maxx∈K ‖F (x)‖2.
The algorithm can be easily extended to the stochastic setting using the techniques developed in the
previous sections; we omit its analysis.
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H.3 Analysis for smooth operators
In this section, we prove Theorem H.1. We borrow the initial part of the analysis from [3]. As noted
above, it suffices to analyze the regret:
Regret :=
T∑
t=1
〈F (xt), xt〉 −min
x∈K
T∑
t=1
〈F (xt), x〉 .
Letting
x∗ = argmin
x∈K
T∑
t=1
〈F (xt), x〉 ,
the regret becomes
Regret =
T∑
t=1
〈F (xt), xt − x∗〉 .
Following [3], we write
〈F (xt), xt − x∗〉 = 〈F (xt), xt − yt〉+ 〈F (xt), yt − x∗〉
= 〈F (xt)− F (yt−1), xt − yt〉︸ ︷︷ ︸
(A)
+ 〈F (yt−1), xt − yt〉︸ ︷︷ ︸
(B)
+ 〈F (xt), yt − x∗〉︸ ︷︷ ︸
(C)
.
We bound (A), (B), and (C) as in [3].
For (A), we use Holder’s inequality, smoothness, and the inequality ab ≤ 12a2 + 12b2:
(A) ≤ ‖F (xt)− F (yt−1)‖B−1 ‖xt − yt‖B ≤ ‖xt − yt−1‖B ‖xt − yt‖B ≤
1
2
(
‖xt − yt−1‖2B + ‖xt − yt‖2B
)
.
For (B) and (C), we use the definition of xt and yt. Let
φt(x) = 〈F (yt−1), x〉+ 1
2
‖x− yt−1‖2Dt .
Since φt is 1-strongly convex with respect to ‖·‖Dt and xt = argminx∈K φt(x), for all v ∈ K, we have
φt(xt) ≤ φt(v)− 1
2
‖xt − v‖2Dt .
Thus
〈F (yt−1), xt − v〉 ≤ 1
2
‖v − yt−1‖2Dt −
1
2
‖xt − v‖2Dt −
1
2
‖xt − yt−1‖2Dt .
Applying the above with v = yt gives
(B) = 〈F (yt−1), xt − yt〉 ≤ 1
2
‖yt − yt−1‖2Dt −
1
2
‖xt − yt‖2Dt −
1
2
‖xt − yt−1‖2Dt .
Similarly, let
ϕt(x) = 〈F (xt), x〉 + 1
2
‖x− yt−1‖2Dt .
Since ϕt is 1-strongly convex with respect to ‖·‖Dt and yt = argminx∈K ϕt(x), for all v ∈ K, we have
ϕt(yt) ≤ ϕt(v)− 1
2
‖yt − v‖2Dt .
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Thus
〈F (xt), yt − v〉 ≤ 1
2
‖v − yt−1‖2Dt −
1
2
‖yt − v‖2Dt −
1
2
‖yt − yt−1‖2Dt .
Applying the above with v = x∗ gives
(C) = 〈F (xt), yt − x∗〉 ≤ 1
2
‖x∗ − yt−1‖2Dt −
1
2
‖yt − x∗‖2Dt −
1
2
‖yt − yt−1‖2Dt .
Putting everything together and summing up,
T∑
t=1
〈F (xt), xt − x∗〉 ≤
T∑
t=1
(
1
2
‖xt − yt−1‖2B +
1
2
‖xt − yt‖2B −
1
2
‖xt − yt−1‖2Dt −
1
2
‖xt − yt‖2Dt
)
+
T∑
t=1
(
1
2
‖x∗ − yt−1‖2Dt −
1
2
‖x∗ − yt‖2Dt
)
.
As in the standard AdaGrad analysis, we bound
T∑
t=1
(
1
2
‖x∗ − yt−1‖2Dt −
1
2
‖x∗ − yt‖2Dt
)
=
1
2
‖x∗ − y0‖2D1 −
1
2
‖x∗ − y1‖2D1
+
T∑
t=2
(
1
2
‖x∗ − yt−1‖2Dt−1 −
1
2
‖x∗ − yt‖2Dt +
1
2
‖x∗ − yt−1‖2Dt−Dt−1
)
=
1
2
‖x∗ − y0‖2D1 −
1
2
‖x∗ − y1‖2D1 +
1
2
‖x∗ − y1‖2D1 −
1
2
‖x∗ − yT‖2DT
+
T∑
t=2
1
2
‖x∗ − yt−1‖2Dt−Dt−1
≤ 1
2
‖x∗ − y0‖2D1 +
1
2
R2∞ (Tr(DT )− Tr(D1))
≤ 1
2
R2∞Tr(DT ) .
Thus
2
T∑
t=1
〈F (xt), xt − x∗〉
≤
(
R2∞Tr(DT )−
1
2
T∑
t=1
(
‖xt − yt−1‖2Dt + ‖xt − yt‖2Dt
))
︸ ︷︷ ︸
(⋆)
+
T∑
t=1
((
‖xt − yt−1‖2B + ‖xt − yt‖2B
)
− 1
2
(
‖xt − yt−1‖2Dt + ‖xt − yt‖2Dt
))
︸ ︷︷ ︸
(⋆⋆)
.
We now use the arguments from Lemmas 5.4 and 5.5 to bound (⋆) and (⋆⋆).
For each coordinate separately, we apply Lemma 5.3 with d2t = (xt,i − yt−1,i)2 + (xt,i − yt,i)2 and
R2 = 2R2∞ ≥ d2t , and obtain
1
2
T∑
t=1
(
‖xt − yt−1‖2Dt + ‖xt − yt‖2Dt
)
≥ 1
2
d∑
i=1
T−1∑
t=1
Dt,i
(
(xt,i − yt−1,i)2 + (xt,i − yt,i)2
)
≥ 2R2∞ (Tr(DT )− Tr(D1)) .
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Therefore
(⋆) = R2∞Tr(DT )−
1
2
T∑
t=1
(
‖xt − yt−1‖2Dt + ‖xt − yt‖2Dt
)
≤ 2R2∞Tr(D1) = 2R2∞d .
Note that the scaling Dt,i is increasing with t. Let T˜i be the last iteration t for which Dt,i ≤ 2βi; we let
T˜i = −1 if there is no such iteration. We have
(⋆⋆) =
T∑
t=1
((
‖xt − yt−1‖2B + ‖xt − yt‖2B
)
− 1
2
(
‖xt − yt−1‖2Dt + ‖xt − yt‖2Dt
))
=
d∑
i=1
T∑
t=1
(
βi
(
(xt,i − yt−1,i)2 + (xt,i − yt,i)2
)
− 1
2
Dt,i
(
(xt,i − yt−1,i)2 + (xt,i − yt,i)2
))
≤
d∑
i=1
T˜i∑
t=1
βi
(
(xt,i − yt−1,i)2 + (xt,i − yt,i)2
)
.
For each coordinate separately, we apply Lemma 5.3 with d2t = (xt,i − yt−1,i)2 + (xt,i − yt,i)2 and R2 =
2R2∞ ≥ d2t , and obtain
T˜i∑
t=1
(
(xt,i − yt−1,i)2 + (xt,i − yt,i)2
)
≤ 2R2∞ +
T˜i−1∑
t=1
(
(xt,i − yt−1,i)2 + (xt,i − yt,i)2
)
≤ 2R2∞ + 8R2∞ ln
(
DT˜i,i
D1,i
)
= 2R2∞ + 8R
2
∞ ln (2βi) .
Therefore
(⋆⋆) ≤ O
(
R2∞
d∑
i=1
βi ln (2βi)
)
.
Thus we obtain
DualityGap(xT ) ≤ Regret
T
= O
(
R2∞
∑d
i=1 βi ln (2βi)
T
)
.
H.4 Analysis for non-smooth operators
In this section, we prove Theorem H.2. Throughout this section, ‖·‖ without a subscript denotes the ℓ2
norm. We borrow the initial part of the analysis from [3]. As noted above, it suffices to analyze the regret:
Regret :=
T∑
t=1
〈F (xt), xt〉 −min
x∈K
T∑
t=1
〈F (xt), x〉
=
T∑
t=1
〈F (xt), xt − x∗〉 .
We follow [3] and we use the same argument as in the previous section up to the final error analysis.
We let G ≥ maxx∈K ‖F (x)‖.
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〈F (xt), xt − x∗〉
= 〈F (xt), xt − yt〉+ 〈F (xt), yt − x∗〉
= 〈F (xt)− F (yt−1), xt − yt〉+ 〈F (yt−1), xt − yt〉+ 〈F (xt), yt − x∗〉
≤ ‖F (xt)− F (yt−1)‖ ‖xt − yt‖ − 1
2
‖xt − yt‖2Dt −
1
2
‖xt − yt−1‖2Dt +
1
2
‖x∗ − yt−1‖2Dt −
1
2
‖x∗ − yt‖2Dt
≤ (‖F (xt)‖+ ‖F (yt−1)‖) ‖xt − yt‖ − 1
2
‖xt − yt‖2Dt −
1
2
‖xt − yt−1‖2Dt +
1
2
‖x∗ − yt−1‖2Dt −
1
2
‖x∗ − yt‖2Dt
≤ 2G ‖xt − yt‖ − 1
2
‖xt − yt‖2Dt −
1
2
‖xt − yt−1‖2Dt +
1
2
‖x∗ − yt−1‖2Dt −
1
2
‖x∗ − yt‖2Dt .
Summing up and using the standard AdaGrad analysis as before, we obtain
T∑
t=1
〈F (xt), xt − x∗〉 ≤
T∑
t=1
2G ‖xt − yt‖︸ ︷︷ ︸
(⋆)
− 1
2
T∑
t=1
(
‖xt − yt‖2Dt + ‖xt − yt−1‖2Dt
)
︸ ︷︷ ︸
(⋆⋆)
+
1
2
R2∞Tr(DT ) .
We bound (⋆) and (⋆⋆) as in Section C. Since
√
z is concave, we have
(⋆) = 2G
T∑
t=1
√
‖xt − yt‖2 ≤ 2G
√
T
√√√√ T∑
t=1
‖xt − yt‖2 ≤ 2G
√
T
√√√√ T∑
t=1
(
‖xt − yt‖2 + ‖xt − yt−1‖2
)
.
For each coordinate separately, we apply Lemma 5.3 with d2t = (xt,i − yt−1,i)2 + (xt,i − yt,i)2 and R2 =
2R2∞ ≥ d2t , and obtain
T∑
t=1
(
‖xt − yt‖2 + ‖xt − yt−1‖2
)
≤ R2∞d+
d∑
i=1
T−1∑
t=1
(
(xt,i − yt−1,i)2 + (xt,i − yt,i)2
)
≤ 2R2∞d+ 8R2∞
d∑
i=1
ln
(
DT,i
D1,i
)
= 2R2∞d+ 8R
2
∞
d∑
i=1
ln (DT,i) .
Therefore
(⋆) ≤ 2G
√
T
√√√√2R2∞d+ 8R2∞ d∑
i=1
ln (DT,i) ≤ 2G
√
T
√2R∞√d+ 2√2R∞
√√√√ d∑
i=1
ln (DT,i)
 .
As shown in the previous section, we have
(⋆⋆) =
1
2
T∑
t=1
(
‖xt − yt‖2Dt + ‖xt − yt−1‖2Dt
)
≥ 2R2∞ (Tr(DT )− Tr(D1)) .
Putting everything together,
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T∑
t=1
〈F (xt), xt − x∗〉
≤ 2G
√
T
√2R∞√d+ 2√2R∞
√√√√ d∑
i=1
ln (DT,i)
−R2∞ (Tr(DT )− Tr(D1)) + 12R2∞Tr(DT )
= 4
√
2R∞G
√
T
√√√√ d∑
i=1
ln (DT,i)− 1
2
R2∞Tr(DT ) + 2
√
2R∞G
√
d
√
T +R2∞d
= 4
√
2R∞G
√
T
√√√√ d∑
i=1
ln (DT,i)− 1
2
R2∞
d∑
i=1
DT,i + 2
√
2R∞G
√
d
√
T +R2∞d
≤ O
(√
dR∞G
√
ln
(
GT
R∞
))√
T +O
(
R2∞d
)
.
In the last inequality, we used Lemma C.1.
Therefore
DualityGap(xT ) = O

√
dR∞G
√
ln
(
GT
R∞
)
√
T
+
R2∞d
T
 .
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