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Strassen’s functional law of the iterated logarithm can be used to prove limit results about Brownian 
motion, but the limiting constants are given implicitly in many cases. In this paper, we provide a 
probabilistic method that can give the limiting constants explicitly for the square integral of Brownian 
motion and its increments. 
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1. Introduction 
Let {W(f), t SO} be a standard Brownian motion. Strassen’s (1964) functional law 
of the iterated logarithm implies that for any &OS 0 < 1, 
1 T 
lim sup 
r-u T’loglog T 
W’(t) dt =2h(fI) a.s. 
HT 
(1.1) 
and for any ~~,0<a.<l, 
1 
s 
T-nT 
IiT s:p 2 
- T 1oglogT ,, 
IW(t+cuT)- W(t)l’dt=27(a) a.s. (1.2) 
where 
A(0)=sup ‘j-‘(t) dt, 
I ftK H 
(1.3) 
I 
I -<I 
7(a)=sup 
“( 
t+(Y)--f(r)l’dt (1.4) 
./SK 0 
and 
I 
K = f: f(0) = 0,f is absolutely continuous on [0, 11 and 
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In order to see how the sample path behavior changes when 0 and (Y vary, it is 
desirable to find an explicit expression for A (0) and r(cy) (see the discussion below). 
By using (1.3) and the calculus of variations, Strassen (1964) proves that A (0) = 4/7r’. 
To find A( 6)) and r(a) explicitly by using (1.3) and (1.4) seems hard (at least the 
method of calculus of variations does not seem to work). In general, evaluating the 
sup of some functional over K can be very hard (see Csaki and RevCsz, 1979; 
Hanson and Russo, 1989). 
Inthispaperwefindh(B),O~B~l,andr(Lu),$<a! d 1, explicitly by a probabilis- 
tic argument. We have the following results. 
Theorem 1. Let a(T) and b(T) be non-decreasing functions of Tfor which 
a(T)<b(T), lim b(T)=a and Fmma(T)/b(T)=B, 0~0~1. 
T-+<CC 
Then 
1 
I 
b(T) 
lim sup Z 
r-x b CT) log log b(T) 
W2(t)dt=2A(B) as. 
a(~) 
where A(0) is the largest solution of the equation 
0 sin 
l-0 
\i-;=ficosy. 
(1.5) 
(1.6) 
From (2) of Lemma 4 below, we have A (1) = 0 which means the normalizer in 
(1.5) is too big when 8 = 1. Our next result provides the right normalizer when 8 = 1. 
Theorem 2. Let a(T) and b(T) be non-decreasing functions of Tfor which 
a(T)<b(T), lim b(T) = co, 
7+x 
fiira(T)/b(T)=l and b(T)/(b(T)-a(T)) 
is monotonically non-decreasing. Then 
1 1 J 
h( 7-I 
lim sup 
7-m b(T)loglogb(T)’ b(T)-a(T) a(r) 
About (1.2), we have the following result. 
Theorem 3. Zf 1 c (Y < 1, then 
1 J 
T-n7 
limsup 2 
7-m T log log T 
(W(t+aT)- W(t)l’dt 
,, 
= (1 -o)+-) U.S. 
(1.7) 
(1.8) 
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where {(a) is the largest solution of the equation 
(1.9) 
The proof of Theorem 1 and part of Theorem 3 are based on the upper tail 
estimates of jb W’(t) dt and jA_” ( W( t + a) - W( t)l’ dt, inequalities for the measure 
of a translated ball, and a martingale form of the Borel-Cantelli lemma. This 
approach is adopted from Csaki (1981) which gives an upper-lower class result for 
j,’ W’(t) dt as T +a3. The proof of Theorem 2 and part of Theorem 3 are based 
on the following well known result of Csorgii and Rev&z (1979) for the increments 
of a Brownian motion. It can be seen that the way we prove Theorem 2 is not going 
to work for Theorem 1. 
Theorem A (Csorgo and RCvesz, 1979). Let a=( T 2 0) be a monotonically non- 
decreasing function of T for which O< aT s T and TlaT is monotonically non- 
decreasing. Then 
lim sup sup &IW(t+u+ W(t)\=1 U.S. (1.10) 
7+u? OS-r=ZTpOr 
and 
lim sup sup sup PJW(t+s)- w(t)\=1 U.S. 
T+Wz OzSrS~~ar clSsSar 
where 
(1.11) 
log$+loglogT 
--L/2 
. Cl 
In order to see what Theorem 1 and Theorem 2 tell us, note the following result 
which is similar to Theorem 1 and Theorem 2. Let a(T) < b(T), b(T) be non- 
decreasing functions of T and lim T_oc b(T) = co, then 
1 
li:::p (b(T) log log b(T))“* o(~,?%,(~j 
IW(t)l=JZ a.s. (1.12) 
To see that (1.12) holds note that 
lWb(T))l~ 
oi~~Ph(T)‘w(t)l~“;S-UF;T)‘W(t)’ 
and that the law of the interated logarithm implies both of the following: 
1 
li?+:p(b(T)loglog b(T))‘?,~;:hqT) 
jW(t)l=& a.s. (1.13) 
and 
iWb(T))I 
?::’ (b(T) log log b(T))“* =vCZ a.s. (1.14) 
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Comparing (1.12) with (1.5) and (1.7), we can see that for the sup-norm, the 
normalizer only depends on the end point of the block [a(T), b(T)] (that is b(T)), 
but for the &-norm, the normalizer depend on the end point of the block 
[a(T), b(T)] and the length of the block. 
Comparing (1.12) and (1.14) with (1.5) and (1.7), we can see the following. If 
the block [a(T), b(T)] is short (i.e. a( T)/b( T) + 1 as T+ CO), then the upper limit 
of the L,-average 
1 
> 
l/2 
b(T)-a(T) 
(1.15) 
is the same as s~p,,~,_,_,,(~) IW(t)/ which tells us when sup,,,,,, IW(t)l get 
big, it will stay big on short block [a(T), b(T)] or in another words it does not 
have time on short block [u(T), b(T)] to get small. But if the block [u(T), b(T)] 
is long (i.e. u(T)/b(T)+ O< 1 as T+m), then from (1.5), 
lim sup 
1 
T-X b(T)loglogb(T)’ 
W’(t) dt 
(1.16) 
where A (0) is the largest zero of the equation (1.6). By (4) of Lemma 4, A (t?)/( 1 - 0) 
is strictly increasing to 1 on [0, 11. Hence the upper limit of (1.15) is strictly increasing 
in 0 and smaller than the upper limit of s~p,(~),~,_ h(Tj] W(t)(. This tells us the longer 
the block [u(T), b(T)] is, the smaller the L,-average is, which is intuitively clear. 
To illustrate more about what Theorem 1 and Theorem 2 tell us, we give here 
the following examples: 
Example 1. For x b 0, let b(T) = (x + 1) T and u(T) = XT, then our Theorem 1 says 
1 Lr+l)T 
lim sup 
T-W T210glog T 
W2(t)dt=2(x+1)2h (1.17) 
xT 
From (4) of Lemma 4, (x+ 1)2h(~/(~+ 1)) IS a strictly increasing function. Hence 
(1.17) tells us that although the length of interval is the same, the integral of W(t) 
square on the interval is increasing when the interval moves further away from 0. 
Example2. Letb(T)=T,u(T)=T-logTfirstandthenb(T)=T+logTu(T)= 
T. Then by Theorem 2, we have 
1 T 
lim sup 
T log T log log T 
W’(t) dt 
~+s T_,OA .,- 
1 Ttlog r 
= lim sup 
~-r Tlog Tloglog T 
W’(t)dt=2 a.s. 
T 
(1.18) 
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Example 3. Let b(T) = log T and a(T) = 0 in Theorem 1, then 
lim sup 
1 
~-_n (log T)’ log log log T 
W’(t) dt =s a.s 
5-r* 
(1.19) 
Comparing (1.18) with (1.19), we can see how different the behavior of W(t) on 
[0, log T] and [T-log T, T] or [T, T + log T] are. 
Turning to Theorem 3, we rewrite (1.8) as 
1 
lim sup 
r_s TloglogT 
T-aT 
IW(t+cuT)- W(t)l’dt 
=(l-a)i(e) a.s. 
By (4) of Lemma 5, (l-cr)<(c~/(l-CI)) is strictly increasing to 2 on [$, 11. This 
tells us that on the L,-average, the longer we look at the increment, the larger the 
L,-average increment is. 
2. Lemmas 
Throughout this section, we assume that & are independent and normally distributed 
with mean zero and variance 1. The following lemma was first proved by Zolotarev 
(1961). A more general form was proved by Hwang (1980). 
where 
K = (2~1~~)“’ fi (1 -A~/A,)-‘/~. 0 
n=2 
The following two lemmas are basic for the proof of our theorems. 
Lemma 2. For 0~ 0< 1, 
I 
P W*(t)dtay -K(e).y-“*exp asy+oo 
” 
where K (0) is a constant and A (0) is the largest solution of the equation (1.6). 
Proof. Since W(t) is a Gaussian processes with mean zero and covariance function 
r(s, t) = EW(s) W(t) = min(s, t) for s, t E [ 0, 11, we have in distribution 
I 
1 
W’(t)dt= 1 A,&, A,>O, 
H nz, 
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by the Karhunen-Loke expansion (see Ash and Gardner, 1975; Kac and Siergert, 
1947). Here A, are the eigenvalues of the equation 
I 
1 
AS(t)= r(s, t)f(s) ds, 0~ ZC 1. 
From the above equation, we obtain one boundary condition Aj( 0) = ji f?j(s) ds and 
Aj(t) = i” 
, sf( s) ds + J’ jf(s) ds, 0sftl. (2.1) 
H I 
Differentiating (2.1), we obtain another boundary condition f '( 1) = 0 and 
Aj-‘(t) = ‘.j(s) ds, J l9GZSl. (2.2) f 
Differentiating (2.2) again, we obtain Af “( t) +f(t) = 0. Hence 
f(t) = c, sin s+ c2 cos $ (2.3) 
where c, and c2 are constants. Substituting (2.3) into the two boundary conditions 
and simplifying them yields 
( ci A x) sin - - 19 cos -+ 0 cos - c, 
( 
0 
+ JXcos-+Osin--tZsin- +=O 
k v5 %kA > 
(2.4) 
and 
(COS&)c,-(sin&)c,=O. (2.5) 
In order to find nontrivial constants c, and c2 i.e. c:+ ci # 0, the determinant of 
equations (2.4) and (2.5) has to be zero, that is 
Bsin$$=ficos$$. 
Hence we have by Lemma 1, as y+a, 
(2.6) 
I 
P W2(t)dt2y -_K(e) .y-“‘exp 
H 
where K (t3) is a constant and A (19) is the largest A that satisfies the equation (2.6). 0 
Lemma 3. Zja 3 1, then 
P (J “’ lW(t+a)- W(t)/‘dt-_) 
-K(a). y-Ii2 exp asy*co (2.7) 
where c(a) is the largest solution of the equation (1.9) 
_ ---.-- .___-- _l..__-l- x- 
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Proof. Let X(t)= W(t+a)- W(t),t>O and awl. Then {X(f):O~-t~l} is a 
Gaussian processes with mean zero and covariance function 
r(~,t)=EX(s)X(t)=max(O,a-(s-to fors,tE[O,l]. 
To find the eigenvalues associated with the covariance function Y(S, t) of X(t), 
we need to solve the integral equation 
1 
Af(j)= Y(S, t)f(s) ds, 0~ TV 1. 
That is, for a 3 1, 
Af(t)= '(a+r-s)f(s)ds, o<rt1. (2.8) 
t 
We may differentiate (2.8) with respect to t to obtain 
(2.9) 
Differentiate again to obtain Af “( t) = -2f( t). Hence 
f(t) = c, sin J2A-‘t + c? cos J2A-‘t. (2.10) 
Setting t = 0 in (2.8) and (2.9), we 
Af(0) = 
I 
’ (a -s)f(s) ds 
0 
Substituting (2.10) into (2.11) and 
obtain boundary conditions 
and Af ‘(0) = ‘f(s) ds. 
I 0 
simplifying yields 
(2.11) 
( a+(*-a)cos $+Asin $)c, 
+((a-l)sin$-A(l+cos $))c*=O 
and 
In order that there are non-zero choices for c, and c2, the determinant of the above 
two equations has to be zero. We obtain after some simplification 
( (Za-l)sin&-&%cos&) cos&=o. (2.12) 
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Let ii(a) be the largest A that satisfies (2.12). Then clearly C(a) is the largest solution 
of the equation (1.9). Hence by Lemma 1 we obtain (2.7). 0 
Note that we are unable to find a similar expression like (2.7) for 0~ a < 1 due 
to the complexity of finding the largest eigenvalue of (2.8) for O< a < 1. This is why 
our Theorem 3 just holds for is (Y < 1. 
The following two lemmas state the basic properties of A (0) and {(a). 
Lemma 4. Let (0) be as in 1, then 
dA(O) 
(1) 7=- 
202A (0) 
A(0)-t02(1-0)’ 
oaos1; 
(2) A (0) is a continuous, strictly decreasing function on [0, 11. In particular, A (0) = 
4nTT2~A(0)~A(l)=lim,,, A(O)=0 by (2.6) undA(O/b)+A(O) us b+l+; 
(3) $(I-02)>A(0)>O(1-0) on (0, 1); 
(4) (1 - 0))‘h(O) is a strictly increasing function on [0, l] and lim,,,,(l - 
O))‘A(O) = 1. In particular, (x-t l)‘A(x/(l +x)) is a strictly increasing function on 
IO, 00). 
Proof. By implicit differentiation of (2.6), we have 
Note that from (2.6), 
1-o 
set’ m = 1 + tan’ 
1-o l+A(O) ~= __ 
JX@) 0” 
(2.13) 
(2.14) 
Substituting (2.14) into (2.13) and simplifying, we see (1) holds and hence (2) holds. 
By using the inequality tan x > x on 0 <x < $rr and (2.6), we have 
VCW)/O>(l-0)/m, 
which is our lower bound in (3). Now turn to the upper bound in (3). If 0.~ OS:, 
then A(O)s4n-“G :(l - Oz) by (2). If $< 0 < 1, then 
(l-O)/&@J<(l-O)/Je(T--eT<&. 
Hence, using the inequality tan x <2x/(2-x2) on (0, a) and (2.6), we obtain 
JV@ 
--==anJi@J 0 
=<2($$-))/(2-$$) 
which gives the upper bound in (3) after simplification. 
” _ .._._ll-” __.._~___l ..I - 
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Using (1) and the lower bound in (3), we have 
Hence (4) follows. 0 
Lemma 5. Let {(a) be dejined as in Theorem 3, then 
N(a) 
(1) da= 
412(a) 
(2u -1)2+2a{(u)’ a 3 I; 
(2) {(a) is a continuous, strictly increasing function on [ 1, Co); 
(3) 2u-i>5(u)>2u-l on [l,a?); 
(4) c(u)/a is a strictly increasing function on [ 1, ~0) and lim,,, 5(0)/u = 2. In 
particular, (1 - cr)l(c~/(l -a)) is a strictly increasingfunction on [f, 1) and 
Proof. It is similar to the proof of Lemma 4. q 
The next lemma is a version of the Borel-Cantelli lemma. A proof can be found 
in Donskar and Varadhan (1977). 
Lemma 6. Let FL be an increasing sequence of aTfields and Al, E Fk. 
Zf C,__, P(A,/ Fk__,) = ~0 as., then P(Ak i.o.) = 1. 0 
Our next lemma is a particular case of Theorem 2.1 in Hoffmann-Jorgensen, 
Shepp and Dudley (1979) which is a well known fact about the measure of the 
translated ball. 
Lemma7. Forunyb>u~O,s>OundzER, 
Using Lemma 7 and the basic properties of Brownian motion, we have the 
following lemma which is intuitively clear. 
Lemma 8. For any b>u>czO and s>O, 
(I 
h 
P 
‘7 
W2(,)d,~sjW(c))+j+; W2(l)d@s) 0.~. 
Proof. For any x < y, let G = {x < W(c) < y}, then G is W(c) measurable. By using 
Lemma 7 and the fact that standard Brownian motion has independent and stationary 
232 W. V. Li / Brownian motion and its increments 
increments, we have 
J (i 
h 
P 
G‘ N 
(J 
h 
=P W*(t)dt=-s,x< W(c)<y 
<I > ? 
=J (I 
h 
P 
x a 
W’(i)dr--s1 W(c)=z)dP(W(c)<z) 
= (W(t)- W(c)+z)*dl~s 
zx (W(t)- W(c)+z)‘dt~s 
, 
J (I 
h 
2 P ( W(t) - W(c))’ dr 2 s 
> 
dP( W(c) < z) 
Y a 
h-r 
=P (I W2(f)dtss . P(G) u-c > 
where the forth equality is by the vector form of Corollary 4.38 in Breiman (1968). 
Hence by the monotone class theorem, the lemma is proved. 0 
Lemma9. Forb>a>O,d>Oands>O, wehave 
P (I ;‘lW(rid)- W(r)i’dtasl W(a)) 
zP( I,’ / W(t+$-- W(Ql*dtah) as. 
Proof. Note that W(t) has independent and stationary increments and that as 
stochastic processes W(( b - a) t) = G W(t). Hence we can proceed as follows. 
P h/W(t+d)- W(#dtas 
‘lW(t+d)- W(r)12dtzs W(a) a.s. 
I > 
W(t))2dtks 
(I 
h-u 
=P lW(t+d)- W(t)[‘dtzs ” 
=P(i,’ j W(‘+$-- W(r)l’dq+g). 0 
” “._.._.,lllll - ______.^ - ..-l.ll -.. .__-e--e- _ 
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3. Proof of the theorems 
We use C to denote a finite positive constant whose precise value is unimportant 
and which may be different in each statement or equation in this section. Before 
we prove Theorem 1 and Theorem 2, let us observe the following reduction. First, 
without loss of generality we can assume b(T) is a continuous and strictly increasing 
function since clearly we can find two continuous and strictly increasing functions 
6,(T) and b2( T) such that 
b,(T) c b(T) G b2( T) and &im a( T)/bi( T) = 0, i = 1,2. 
Second, we only need to consider b(T) = T. That is, since b(T) is a continuous and 
strictly increasing function, we have 
lim sup 2 
1 
T-r b (7-J log 1% b(T) 
W’(t) dt 
1 
=lim sup z W’(t) dt a.s. 
and 
lim a(b-‘(S)) = ,im a(b-‘(9) = 8. 
S-=C S s-m b(b-l(S)) 
Third, for 0 < 8 < 1, we only need to show the Theorem 1 for b(T) = T, a(T) = 8T 
since for any 6>0,1>(0+6)>(0-6)>0, we then have 
limsup ’ 
T 
‘r-a, T2 log log T 
W’(t) dt=2A(e+6) 
(B+fi)T 
G lim sup 
1 
T-m T2 log log T 
W’(t) dt 
1 T 
slimsup 2 
T-cc T log log T 
W2(t)dr=2A(e-6) as. 
(R-&)T 
Proof of Theorem 1. Let us first show for 0 < 0 < 1, 
1 T 
lim sup 
~+rn T*loglog T 
W2(t)dt=2h(0) a.s. 
HT 
For any E > 0, let TL = b”, b > 1. In order to show 
1 T 
lim sup 
T-m T’loglog T 
W’(t) dt<2h(0). (Its) a.s. 
HT 
it suffices to show that 
T it, 
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By Lemma 2, we can estimate as following for k large: 
P 
(I 
T h11 
W’(t) dtz2h(0)(1+a)T: loglog Tk 
fJTh > 
I 
= P T:,, 
( I 
W”(t) dt>2A(0)(1+&)T: loglog Tk 
~~TL/=L+, > 
=P W’(t)dt~2h(0)(1+e)b~‘loglogbh 
> 
SC exp - b2~~~~b)(l+~)‘oglogbk 
> 
From (2) of Lemma 4, we can choose b > 1 close to 1 such that 
A(O) 
b*A(B/b) 
(l+F)>l+;&. 
Hence we conclude (3.3). 
Now for E > 0, define T,, = b” where b0 > 1 and consider the events 
iJ TA AL = W2(t)dfS2A(0)(1-~)TT:loglog Th . 0 TA I 
We show by Lemma 6 that P(Ak i.o.) = 1 which, together with (3.2), obviously 
implies (3.1). Let Fk be the c-field generated by W(t), t4 T,, then Ak E FL. And 
by Lemma 8, Lemma 2 and the fact that (OT, - Tkm,)/(T, - T,_,)c 0, we have 
P(A,IF,~,)=P(A,/W(T,~,)) 
7,. 
=P W’(t)dtS2A(@(l-a)TfloglogT, 
0 7; 
(I 
7,r71m, 
ZP W’(t) dtS2A(t9)(1-F)T: loglog Tk a.s. 
HTk-Tk-, > 
= P 
(I’ 
WZ( t) dt 
(s7,-7L,)/(7A -7, ,I 
2-I 
~zA(e)il-E)(Th_TI~,)~loglogTh 
b’ 
ZP 
(I’ 
W2(t)dt~2h(0)(1-&)--- 
H 
(b_l)zlog’ogb” 
b’ --I/z 
z= c 
C 
2A(B)(l_&) ___ log log b’ 
(b-l)’ > 
X exp 
( 
-(I-E+$$hglogb* 
> 
Hence &_ P(A,/F,-,) = OS a.s. if we choose b> 6’ large such that (1 -a)b’l(b - 
1)‘~ 1 -;E. This in turn shows our Theorem 1 for 0~ 0 < 1. 
_.___l‘__,_ 
-“1- 
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If 8 = 1, using the result for 0 < 8 < 1, we have for any F > 0, 
1 7 
limsup 2 
T+= T log log T 
W’(t) dt 
a(T) 
<,imsup(l+~)210glog(l+E)T 
T+rc log log T 
1 
I 
Cl+*)7 
X((1+F)T)210glog(l+~)T 0CTj 
W’(t) dr 
= (l+ E)’ lim sup 
1 
T-,~ ((l+~)T)~loglog(l+~)T 
W’(t) dt 
=(l+&)I. 2A & 
( > 
as. 
Let F + 0, we proved Theorem 1 for 0 = 1 by (2) of Lemma 4. 
If f3==0, we have for ~10, 
1 7- 
limsup z 
7-m T log log T 
W’(t) dt=? 
7T2 
1 J 
7 
slim sup 2 
~+s T log log T 
W’(t) dr 
u(7) 
1 J 
T 
~limsup 2 
~+r T log log T 
W?(f) dt=2h(&) a.s. 
r-r 
where the first equality is from Strassen (1964) and the second equality is from 
(3.1). Let E + 0, we proved Theorem 1 for 0 = 0 by (2) of Lemma 4. 0 
Proof of Theorem 2. As pointed out at the beginning of this section, we only need 
to consider h( T) = T and a ( T) = T - I, where T/IT. is monotonically non-decreasing 
and Tf I, + ~0 as T + ~0. First show that 
lim sup 
1 
IW0)l- 
T-CC JT log log T .-;,:% T 
inf 1 W(r)jl =0 a.s. (3.4) 
T-l, -. ,-~ T 
Note that 
sup IW(t)l- inf jW(r)iIC sup sup IW(t+s)- W(t)\ 
T-I,- r-T T-I,- I-. T O-s,: (T+/,)--I, “-_- I, 
and by Theorem A, 
hm sup 77 sup sup IW(t+s)- W(t)l=l a.s. 
T-x- Osr<(T+I,)pI, Cl= xc,, 
where 
-j’~ = (2T,(log( n,‘+ 1) +Log log( T-t iT)))-I’*. 
Hence we obtain (3.4) easily by observing JT log log T. yT+a as T+a. 
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Now we can conclude Theorem 2 by (l.lO), (3.4) and the following estimates: 
1 T 
lim sup 
T-s 1,-T log log T 7_,r 
and 
3 lim sup 
1 
7-s JTloglog Tr 
3 lim sup 
1 
T--n JT log log T T 
- lim sup 
1 
T-X JT log log T 
= lim sup 
1 
TKm xfT log log T T 
1 T 
lim sup 
7-K ITT log log T T-1, 
d lim sup 
1 
T-LX JT log log T T 
> 
l/2 
W’(t) dt 
;~y__TIwt)l=fi 2i.s. 
T 
> 
I/2 
W’(t) dt 
KY__, IW(t)l=JZ 2i.s. 0 
Proof of Theorem 3. Let us first show 
(I-u)T 
lim sup 
1 
T-SC T’loglog T J IW(t+aT)- W(t)j’dt ” 
a.s. (3.5) 
Considering a subsequence T, = b”, b > 1 and F > 0, we have by Lemma 3, 
(I 
(I--rr)7; 
P 1 W(t+mTk)- W(t)j’dt 
0 
=$I,,’ ~W(~+&)-W(t)~‘dt+-)(l+r)loglogTk) 
G C exp(-( lt F) log log Tk) = C(k log b)-(‘++‘). 
Hence by the Borel-Cantelli Lemma, 
1 J 
Cl-U-r, 
lim sup 
~dr T; log log Tk 
lW(t+crT,)- W(t)l’dt 
c, 
S(l-a)‘< -K- 
( > I-&, a.s 
(3.6) 
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Now note the fact that if bk = Tk s Tk+, = bkt’, b > 1, then 
z(t)=IW(t+cJ)- W(t)( 
= 
where 
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W(t+cuT,+,)- W(t)(+IW(t+aT~+,)- W(f+aT)I 
w(t+aT,+,)- w(t)l+ sup jW(t+cYT+s)- W(r+crT)J 
OSFS:-u(Tl+,-T) 
W(t+@Tk+,)- Wt)l+ sup jW(t+cYT+s)- W(t+-cuT)I 
r(t)+ Y(t+aT) 
O=\Qn(b-1)T 
(3.7) 
By Theorem A and observing that for 
and Y(t)= 0S$JCu~_,ITlWf+4- wwl. 
bk=T.‘T<T. =b”+’ A-- h+, ,b>l, 
lim sup 
Tk+, log log Tk+, 
T log log T 
G lim sup 
Tkt, log fog Tk+, = 
Tk log log Tk 
b 
’ T-m 7-w 
(3.8) 
we have 
lim sup 
1 
v’T log log T “s ,:;!a,T 
Z(t) = ~5 a.s., (3.9) 
T-CC 
lim sup 
1 
JT log log T o-_,s:,%~~~+~ 
X(f)<&% a.s. 
T+a) 
(3.10) 
and 
lim sup 
1 
sup Y(t)=J2a(b-1) a.s. 
JT log log T os,sT 
(3.11) 
T-CC 
From (3.77), we have Z’(t) s X’(t) + (X(t) + Z( f)) Y( t + aT). Hence 
I 
(,-a)7 (lba)T 
(W(t+aT)- W(t)(‘dt= 
I 
Z’(t) dt 
0 0 
c,bn)T (l&n)7 
d 
I 
X’(t) dt+ 
I 
(X(t)+Z(t))Y(t+aT)dt 
0 0 
(,-a)TA,, 
s 
I 
X’(t) dt 
0 
i-T 
( 
sup X(t)+ sup Z(t) 
OS,G(,-a)T O=i,~(l+a)T > 
sup Y(r+aT) 
OGts:(l--u)T 
I 
(,--u)Tk+, 
s X’(t) dt 
0 
+T 
( 
sup X(t)+ sup Z(t) sup Y(t). (3.12) 
O=ir~(lba)T~+, OSrs(,-a)T > 0%rST 
Thus we conclude (3.5) by combining (3.6), (3.8), (3.9), (3.10), (3.11) and (3.12). 
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Turning to the other half, we define Tk = b“, b( 1 - LY) > 1 and for F > 0 the events 
Ak = IW(t+aT,)- W(t)/‘dt 
z(1 --N)Il (1-e)T:loglog Th 
We show by Lemma 6 that P(A,, i.o.) = 1 which, together with (3.5), obviously 
implies (1.8). Let Fk be the a-field generated by W(t), t d T,. Then Ak E Fk. By 
Lemma 9, Lemma 3 and the fact that c~b/(( 1 - ~y)b - 1) > 5, we have 
P(A, / Fk-,) = Pt.4 1 K’(T,-,)) 
1 
3P (it ( QTh 
2 
0 w t+(l-a)Tk_T,_, -w(t) dt > I 
2 i- 
c > 
(l-e)Tf loglog Th 
1-0 (Tk-(l-cip’T, ,)* > ass’ 1 2 
=P (II ( Lyb 0 W t+(l_a)b_l -W(t) dt > I 
((1-cy)b)’ 
.((l_cr)b_l)‘JogJogbk . 
> 
From (2) of Lemma 5, we can choose b > (1 - cu))’ large such that 
Hence C, _, P(Ah ( Fh ,) = ~0 a.s. which in turn shows our Theorem 3. 0 
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