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Abstract
In this paper, we study the totally nonnegative completion problem when the partial totally nonnegative
matrix is non-combinatorially symmetric. In general, this type of partial matrix does not have a totally
nonnegative completion. Here, we give necessary and sufﬁcient conditions for completion of a partial totally
nonnegativematrix to a totally nonnegativematrix in the caseswhere the digraph of the off-diagonal speciﬁed
entries takes certain forms as path, cycles, alternate paths, block graphs, etc., distinguishing between the
monotonically and non-monotonically labeled case.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
A partial matrix over R is an n × n array in which some entries are speciﬁed, while the
remaining ones are free to be chosen fromR.Wemake the assumption throughout that all diagonal
entries are prescribed. A completion of a partial matrix is the conventional matrix resulting from
a particular choice of values for the unspeciﬁed entries. A matrix completion problem asks which
partial matrices have completions with some desired property.
Ann × npartialmatrix is said to be combinatorially symmetricwhen the (i, j) entry is speciﬁed
if and only if the (j, i) entry is.
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An n × n real matrix A = (ai,j ) is called totally nonnegative (totally positive) if every minor
is nonnegative (positive). Obviously, every totally positive matrix is a totally nonnegative one,
but the converse does not hold. These classes of matrices are having an increasing importance
in approximation theory, combinatorics, statistic, economics, computer aided geometric design
and wavelets. See [1] for a comprehensive survey from an algebraic point of view and historical
references [7] for many classical applications of totally nonnegative matrices and [3] for an
interesting survey about both classes of matrices, its properties, factorizations, etc.
Given a totally nonnegative matrix, A = (aij ), if the diagonal entries are nonzero it is easy
to see that, if ast = 0 with s < t , aij = 0 for all (i, j) such that i  s and j  t . Also, if s > t ,
entries below/left are 0. For ass = 0 at least one of the following happens: there is a row of 0’s,
there is a column of 0’s, all entries above/right are 0, all entries below/left are 0 ([3, pp. 21-2, 21-3],
we can see a complete description of a totally nonnegative matrix with some zero entries). This
leads us to make the assumption that all the speciﬁed entries are nonzero, although there are a few
results that hold for totally nonnegative partial matrices with some nulls off-diagonal elements.
It is easy to see that partial totally nonnegative matrices are invariant under left or right positive
diagonal multiplication. However, these matrices are not preserved by permutation similarity,
except by the permutation matrix P = [n, n − 1, . . . , 1]. The next result (see Fact 21.1.2 of [3]),
will be useful in this work.
Proposition 1. Let A be a totally nonnegative (totally positive) matrix of size n × n. Then, AT,
the transpose of A, is totally nonnegative (totally positive).
The submatrix of a matrix A of size n × n, lying in rows α and columns β, in which α, β ⊆
N = {1, . . ., n}, is denoted by A[α|β], and the principal submatrix A[α|α] is abbreviated to A[α].
Therefore, a real matrix A of size n × n is a totally nonnegative matrix if det A[α|β]  0, for all
α, β ⊆ {1, . . ., n} such that |α| = |β|.
Total nonnegativity (total positivity) is inherited by submatrices. Therefore, it is a necessary
condition that every fully speciﬁed submatrix be totally nonnegative (totally positive). A partial
matrix that satisﬁes this necessary condition is said to be partial totally nonnegative (totally
positive). Our interest here is in the totally nonnegative matrix completion problem, that is, does
a partial totally nonnegative matrix have a totally nonnegative matrix completion? This problem
was study for combinatorially symmetric partial matrices by Johnson et al. [5] and by Jordán and
Torregrosa [6], and for few unspeciﬁed entries by Fallat et al. [4]. In this paper we analyze the
mentioned problem for non-combinatorially symmetric partial matrices. In general, this problem
has a negative answer as can be seen in the following example.
Example 1. The non-combinatorially symmetric partial totally nonnegative matrix
A =
⎡
⎣1 2 ?? 1 1
1 ? 1
⎤
⎦
has no a totally nonnegative completion, since det A[{2, 3}]  0 and det A[{1, 3}|{1, 2}]  0 if
and only if the (3, 2) entry is speciﬁed as a value less than or equal to 1 and great than or equal
to 2, respectively.
The speciﬁed positions in an n × n non-combinatorially symmetric partial matrix A = (aij )
can be represented by a directed graph GA = (V ,E), where the set of vertices V is {1, . . ., n}
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and (i, j), i = j , is an arc if the (i, j) entry is speciﬁed. We omit loops since all diagonal entries
are speciﬁed.
Taking into account the previous example, the natural question is: for which directed graphs
G does every partial totally nonnegative matrix, the graph of whose speciﬁed entries is G, have a
totally nonnegative completion? On the other hand, because total nonnegativity is not preserved
by permutation similarity wemust consider labeled graphs, that is, graphs in which the numbering
of the vertices is ﬁxed.
A path is a sequence of arcs (i1, i2), (i2, i3), . . ., (ik−1, ik) in which all vertices are distinct.
If, in addition, we have the arc (i1, ik) the path is said to be an alternate path. A cycle is a closed
path, that is, a path in which the ﬁrst and the last vertices coincide. A double cycle is a directed
graph formed by two cycles
(i1, i2), (i2, i3), . . . , (ip−1, ip), . . . , (ip+q−1, ip+q), (ip+q , ip+q+1), . . . , (ip+q+k−1, ip+q+k), (ip+q+k, i1)
and
(ip, ip+1), (ip+1, ip+2), . . . , (ip+q, is), (is, is+1), . . . , (is+r−1, is+r ), (is+r , ip)
in which all vertices are distinct, being q  0. If q = 0, we have a double cycle with a common
vertex. If q  1, we have a double cycle with q common arcs.
A graph G is said to be chordal if there are no minimal cycles of length greater than or equal
to 4 (see [2]). A graph is complete if it includes all possible edges between its vertices. A clique is
an induced subgraph that is complete. A graph G is said to be 1-chordal (see [2]) if G is a chordal
graph in which every pair of maximal cliques Ci , Cj , Ci /= Cj , intersect in at most one vertex.
A monotonically labeled 1-chordal graph (see [5]) is a labeled 1-chordal graph in which
the maximal cliques are labeled in the natural order, that is, for every pair of maximal cliques
Ci , Cj , in which i < j and Ci ∩ Cj = {u}, the labeling within the two cliques is such that
every element of {v : v ∈ Ci − u} is labeled less than u and every element of {w : w ∈ Cj −
u} is labeled greater than u. A directed path G = (V ,E), with V = {1, 2, . . . , n}, is said to
be monotonically labeled directed path if E = {(1, 2), (2, 3), . . . , (n − 1, n)}. A directed cycle
G = (V ,E), with V = {1, 2, . . . , n}, is said to be monotonically labeled directed cycle if E =
{(1, 2), (2, 3), . . . , (n − 1, n), (n, 1)}. In an analogousway,we say that a double cycle, an alternate
path, etc., is monotonically labeled if it is labeled in the natural order (see Definition 5 for a double
cycle).
In Section 2, we analyze the totally nonnegative completion problem when the associated
graph of the partial matrix is a cycle. In both cases, monotonically and non-monotonically labeled
cycle, we obtain necessary and sufﬁcient conditions in order to get the desired completion. In
Sections 3–5, we study the posed completion problem for partial matrices whose graph is a path,
an alternate path, a double cycle, etc. In each case we give necessary and sufﬁcient conditions for
the existence of a totally nonnegative completion. In addition, because of total nonnegativity is
inherited by left positive diagonal multiplication, we may assume, without loss of generality, that
all diagonal entries are equal to 1.
2. Cycles
In this section we study the totally nonnegative completion problem for a partial matrix whose
associated graph is a directed cycle. The answer to this question is negative in general, for
both monotonically labeled and non-monotonically labeled cycles, as we can see in the next
example.
1678 C. Jordan et al. / Linear Algebra and its Applications 430 (2009) 1675–1690
Example 2. (a) As we saw in Example 1, the partial totally nonnegative matrix
A =
⎡
⎣1 2 ?? 1 1
1 ? 1
⎤
⎦ ,
whose associated graph is a monotonically labeled directed cycle, has no totally nonnegative
completion.
(b) The following partial totally nonnegative matrix
B =
⎡
⎣1 ? 1.51 1 ?
? 1 1
⎤
⎦ ,
whose associated graph is a non-monotonically labeled directed cycle has no totally nonnegative
completion matrix since det A[{1, 2}]  0 and det A[{1, 3}|{2, 3}]  0 if and only the (1, 2) entry
is speciﬁed as a value less than or equal to 1 and great than or equal to 1.5, respectively.
In order to solve the totally nonnegative completion problem for these types of partial matrices
we introduce the following condition.
Deﬁnition 1. LetA = (aij ) be a partial totally nonnegativematrix of sizen × n, whose associated
graph is a directed cycle {(i1, i2), (i2, i3), . . . , (in−1, in), (in, i1)}. We say that A satisﬁes the
C-condition if
ai1,i2ai2,i3 · · · ain−1,inain,i1  ai1,i1ai2,i2 · · · ain−1,in−1ain,in .
Lemma 1. Let A be a partial totally nonnegative matrix, of size 3 × 3, whose graph is a mono-
tonically labeled directed cycle. There exists a totally nonnegative completion Ac of A if and only
if A satisﬁes the C-condition.
Proof. We can assume, without loss of generality, that A has the form
A =
⎡
⎣ 1 a12 ?? 1 a23
a31 ? 1
⎤
⎦ .
Suppose that there exists a totally nonnegative completion Ac of A
Ac =
⎡
⎣ 1 a12 c13c21 1 a23
a31 c32 1
⎤
⎦ .
From det Ac[{2, 3}|{1, 3}]  0 and det Ac[{1, 2}]  0 we get a12a23a31  1.
For the sufﬁciency it is easy to prove that the following completions are totally nonnegative
ones:
(a) If a12 /= 0
Ac =
⎡
⎣ 1 a12 a12a231/a12 1 a23
a31 a31a12 1
⎤
⎦ .
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(b) If a12 = 0 and a23 /= 0
Ac =
⎡
⎣ 1 0 0a31a23 1 a23
a31 1/a23 1
⎤
⎦ .
(c) If a12 = a23 = 0
Ac =
⎡
⎣ 1 0 01 1 0
a31 a31 1
⎤
⎦ . 
Now, we extend the previous result for matrices of size n × n.
Theorem 1. Let A be an n × n partial totally nonnegative matrix whose associated graph is a
monotonically labeled directed cycle. There exists a totally nonnegative completion Ac of A if
and only if A satisﬁes the C-condition.
Proof. The proof of the sufﬁciency of the C-condition is by induction on n. If n = 3 we apply
Lemma 1. Let A be an n × n, n  4, partial totally nonnegative matrix that satisﬁes the C-
condition. As we have said before, A can be assumed to have the form
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 a12 ? · · · ? ?
? 1 a23 · · · ? ?
? ? 1 · · · ? ?
...
...
...
...
...
? ? ? · · · 1 an−1,n
an,1 ? ? · · · ? 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
We are going to distinguish two cases. If an−1,n /= 0 consider the following partial totally non-
negative matrix
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 a12 ? · · · ? ?
? 1 a23 · · · ? ?
? ? 1 · · · ? ?
...
...
...
...
...
an,1an−1,n ? ? · · · 1 an−1,n
? ? ? · · · 1/an−1,n 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
The principal submatrix B1 = B[{1, 2, . . . , n − 1}] is a partial totally nonnegative matrix that
satisﬁes the C-condition and whose associated graph is a monotonically labeled directed cycle.
Then, by induction hypothesis, this matrix has a totally nonnegative completion B1c .
Let B be the partial totally nonnegative matrix obtained from B by replacing B1 by its comple-
tion. The associated graph to B is a monotonically labeled 1-chordal one. A totally nonnegative
completion Bc of B is obtained by completing as usual in the 1-chordal case (see [5]). Observe
that Bc is also a completion of A.
If an−1,n = 0, consider the matrixC obtained by considering the position (n, 1) as unspeciﬁed,
choosing a real positive value α such that αa12  1, and specifying the (2, 1) and the (n, 2)
positions as c21 = α and cn,2 = an,1/α, respectively. Now we proceed as before by completing
the matrix C2 = C[{2, . . . , n}] and by applying the 1-chordal completion.
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Conversely, let Ac be a totally nonnegative completion of A. From
det Ac[{2, 3}|{1, 2}]  0, det Ac[{3, 4}|{1, 3}]  0, . . . , det Ac[{n − 1, n}|{1, n − 1}]  0,
we get the inequality cn,n−1cn−1,n−2· · ·c21  an,1, and from the nonnegativity of the principal
minors of size 2 × 2, det Ac[{i, i + 1}], i = 1, 2, . . . , n − 1, we have
a12a23 · · · an−1,ncn,n−1cn−1,n−2· · ·c21  1.
By combining these inequalities we obtain a12a23 · · · an,1  1, that is, the C-condition is a nec-
essary condition. 
Now, we study the totally nonnegative completion problem for partial matrices whose associ-
ated graph is a non-monotonically labeled directed cycle. We prove that the C-condition is again
a necessary and sufﬁcient condition in order to guarantee the existence of a totally nonnegative
completion.
Example 3. Consider the partial totally nonnegative matrix
A =
⎡
⎢⎢⎣
1 a12 ? ?
? 1 ? a24
a31 ? 1 ?
? ? a43 1
⎤
⎥⎥⎦ with
such that a12a24a43a31  1. The new partial matrix
B =
⎡
⎢⎢⎣
1 a12 ? ?
a24a43a31 1 a24a43 a24
? 1/(a24a43) 1 1/a43
? 1/a24 a43 1
⎤
⎥⎥⎦
is a partial totally nonnegative matrix whose associated graph is 1-chordal. Therefore, we can
apply Theorem 1 of [5] in order to obtain a totally nonnegative completion.
The above completion can be generalized in the following way.
Deﬁnition 2. Let A be an n × n partial totally positive matrix, whose associated graph is a non-
monotonically labeled directed cycle {(i1, i2), (i2, i3), . . . , (in−1, in), (in, i1)}. We call C∗-com-
pletion to the completion deﬁned in the following way:
cik,im =
⎧⎨
⎩
aik,ik+1aik+1,ik+2 · · · aim−1,im, k < m − 1
aik,ik+1aik+1,ik+2 · · · ain−1,inain,i1 , k  m + 1, if m = 1,
1/(aim,im+1aim+1,im+2 · · · aik−1,ik ), k  m + 1, if m /= 1.
Lemma 2. Let A be a 4 × 4 partial totally positive matrix, whose associated graph GA is a
non-monotonically labeled directed cycle. There exists a totally nonnegative completion Ac of A
if and only if A satisﬁes the C-condition.
Proof. Direct computation (on a computer algebra system such as MatLab) veriﬁes that the
C∗-completion is a totally nonnegative matrix.
In order to prove the necessity of the C-condition, note that up to transposition there are three
non-monotonically labeled cycles: {(1, 3), (3, 4), (4, 2), (2, 1)}, {(1, 3), (3, 2), (2, 4), (4, 1)},
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and {(1, 2), (2, 4), (4, 3), (3, 1)}. We consider the ﬁrst of these; the other are analogous. Let
Ac be a totally nonnegative completion of A where each of the unspeciﬁed entries (i, j) has been
speciﬁed as cij . Combining the following inequalities:
det Ac[{1, 2}|{1, 3}] = c23 − a13a21  0,
det Ac[{2, 4}|{2, 3}] = c43 − a42c23  0,
det Ac[{3, 4}] = 1 − a34c43  0
yields a21a13a34a42  1. 
We can extend the previous result in the following way.
Theorem 2. Let A be an n × n, n  4, partial totally positive matrix, whose associated graph
is a non-monotonically labeled directed cycle. There exists a totally nonnegative completion Ac
of A if and only if A satisﬁes the C-condition.
Proof. The graph GA associated to partial matrix A can be represented as follows:
with i1 = 1 and ij = n.
We are going to show, by induction on n, that if the C-condition is satisﬁed then the C∗-
completion is a totally nonnegative completion of A. For n = 4 apply Lemma 2. Suppose that the
result holds for matrices of size (n − 1) × (n − 1).
Let A be the new partial totally nonnegative matrix obtained by specifying the (ij−1, ij+1)
position as cij−1,ij+1 = aij−1,ij aij ,ij+1 . Now, An−1 = A[{1, 2, . . . , n − 1}] is a partial totally non-
negative matrix such that its associated graph is a non-monotonically labeled directed cycle that
satisﬁes the C-condition. By induction hypothesis the C∗-completion An−1c of An−1 is a totally
nonnegative completion of An−1.
If ij−1 /= n − 1 and ij+1 /= n − 1, we specify the (n − 1, n) and (n, n − 1) entries as cn−1,n =
aij−1,ij /cij−1,n−1 and cn,n−1 = aij ,ij+1/cn−1,ij+1 , respectively. By replacing An−1 and A[{n −
1, n}] by their completions, we have the new partial matrix
B1 =
⎡
⎣ An−1c [{1, 2, . . . , n − 2}] An−1c [{1, 2, . . . , n − 2}|{n − 1}] X1An−1c [{n − 1}|{1, 2, . . . , n − 2}] 1 cn−1,n
Y1 cn,n−1 1
⎤
⎦
with X1 = [x1,n, x2,n, . . . , aij−1,ij , . . . , xn−2,n]T and Y1 = [xn,1, xn,2, . . . , aij ,ij+1 , . . . , xn,n−2],
where xi,j denotes unspeciﬁed positions.
Of course, there exists an index h such that n − 1 = ih. This index has two possibilities:
h > j + 1 or h < j − 1. In both cases by the C-condition we have
det An−1[{n − 1, n}] = 1 − aij−1,ij aij ,ij−1/(cij−1,n−1cn−1,ij+1) = 0.
Therefore, the matrix
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B =
⎡
⎣ An−1c [{1, 2, . . . , n − 2}] An−1c [{1, 2, . . . , n − 2}|{n − 1}] XAn−1c [{n − 1}|{1, 2, . . . , n − 2}] 1 cn−1,n
Y cn,n−1 1
⎤
⎦ ,
whereX and Y are completely unspeciﬁed matrices, is a partial totally nonnegative matrix, whose
graph is a monotonically labeled 1-chordal graph. Then, by applying Theorem 1 of [5], we obtain
a totally nonnegative completion Bc of B, which is also a completion of A.
The last thing to prove is that Bc coincides with the C∗-completion of B. Let l be an element
of {1, 2, . . . , n − 1} such that il /= ij−1, and ih = n − 1, and we analyze the following six cases
related to the order of the vertices:
(i) i1 · · · il · · · ih · · · ij−1ij · · · in (ii) i1 · · · il · · · ij−1ij · · · ih · · · in,
(iii) i1 · · · ih · · · il · · · ij−1ij · · · in (iv) i1 · · · ij−1ij · · · il · · · ih · · · in,
(v) i1 · · · ij−1ij · · · ih · · · il · · · in (vi) i1 · · · ih · · · ij−1ij · · · il · · · in.
We are going to study the case (i). The others are analogous. When we apply Theorem 1 of
[5], we obtain
cil ,ij = cn−1,n = cil ,ihaij−1,ij /cij−1,ih .
The C∗-completion gives
cil ,ij = ail ,il+1ail+1,il+2 · · · aih,ih+1 · · · aij−1,ij ,
cil ,ih = ail ,il+1ail+1,il+2 · · · aih−1,ih ,
cij−1,ih = 1/(aih,ih+1aih+1,ih+2 · · · aij−2,ij−1).
It is easy to see that both values coincide.
On the other hand, an analogous reasoning for entries cij il allows us to assure that we obtain
the same value when we apply both Theorem 1 of [5] and the C∗-completion.
Note that, if ij−1 = n − 1 (respectively ij+1 = n − 1) we proceed in a similar way, taking into
account that the position (n − 1, n) (respectively (n, n − 1)) is speciﬁed.
Now, we prove the necessity of C-condition by induction on n. For n = 4 apply Lemma 2.
Suppose that C-condition is a necessary condition for matrices of size (n − 1) × (n − 1). Let Ac
be a totally nonnegative completion of a partial totally nonnegative matrix of size n × n. Since
Ac[{1, 2, . . . , n − 1}] is totally nonnegative, by induction hypothesis we have
ai1,i2ai2,i3 · · ·aij−2,ij−1cij−1,ij+1aij+1,ij+2 · · ·ain−1,inain,i1  1.
On the other hand, det Ac[{ij−1, ij }|{ij+1, ij }]  0, then cij−1,ij+1  aij−1ij aij ,ij+1 . From
these inequalities we obtain the C-condition. 
3. Paths
In this section, we solve the totally nonnegative completion problem for partial matrices whose
associated graphs are directed paths. A directed path G = (V ,E), with V = {1, 2, . . . , n}, is said
to be monotonically labeled if E = {(1, 2), (2, 3), . . . , (n − 1, n)}. Our problem has a positive
answer for both monotonically labeled and non-monotonically labeled directed paths.
Let A be a partial totally nonnegative matrix whose graph GA is a monotonically labeled
directed path. We can complete positions (2, 1), (3, 2), . . . , (n, n − 1) of A in order to obtain a
partial totally nonnegative matrix B, whose graph GB is a monotonically labeled undirected path,
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that is, a monotonically labeled 1-chordal graph. By applying Theorem 1 of [5] to matrix B we
obtain a totally nonnegative completion of B, and therefore of A.
Now, we analyze the case of non-monotonically labeled directed paths.
Theorem 3. Let A be an n × n partial totally positive matrix, whose associated graph is a non-
monotonically labeled directed path GA = (V ,E), with E = {(i1, i2), (i2, i3), . . . , (in−1, in)}.
Then there exists a totally nonnegative completion Ac of A.
Proof. Consider the following completion:
(a) If the (ij , ik) entry is speciﬁed, we complete the symmetric one as cik,ij = 1/aij ,ik ,
(b) If position (ij , ik) is unspeciﬁed we have two possibilities:
(b1) If there exists a path from vertex ij to ik , then we specify the (ij , ik) entry as
cij ,ik = aij ,ij+1aij+1,ij+2 · · ·aik−1,ik .
(b2) If there is not a path between vertices ij and ik , then there exists a path between vertices
ik and ij , so we specify the (ij , ik) entry as cij ,ik = 1/cik,ij .
It is easy to observe that the columns of the resulting completion matrix Ac are linearly dependent
two by two. Therefore, Ac is a totally nonnegative matrix. 
Note that we can also get this result as a corollary of the corresponding result for cycles.
4. Alternate paths
In this section, we study the totally nonnegative completion problemwhen the associated graph
of the totally nonnegative partial matrix is a directed alternate path.
Aswe said in Section 1, a directed graphG = (V ,E)with vertices labeledV = {i1, i2, . . . , in}
and arcs E = {(i1, i2), (i2, i3), . . . , (in−1, in), (i1, in)} is called an alternate path. It is said to be
monotonically labeled if E = {(1, 2), (2, 3), . . . , (n − 1, n), (1, n)}.
Proposition 2. Let A be a partial totally nonnegative matrix of size 3 × 3, whose graph is a
monotonically labeled alternate path. There exists a totally nonnegative completion Ac of A.
Proof. By replacing the unspeciﬁed entries of A by zero we obtain a totally nonnegative com-
pletion of A. 
Unfortunately a partial totally nonnegative matrix, of size n × n, n  4, does not admit, in
general, totally nonnegative completions, as the following example shows.
Example 4. The partial totally nonnegative matrix
A =
⎡
⎢⎢⎣
1 1 ? 7
? 1 2 ?
? ? 1 3
? ? ? 1
⎤
⎥⎥⎦ ,
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whose associated graph is a monotonically labeled alternate path, has no a totally nonnegative
completion since det A[{1, 2}|{2, 4}]  0 and det A[{2, 3}|{3, 4}]  0 if and only if (2, 4) entry
must be great than or equal to 7 and less than or equal to 6, respectively.
In order to obtain in this case a characterization of the existence of a totally nonnegative
completion we introduce the following condition.
Deﬁnition 3. LetA = (aij ) be a partial totally nonnegativematrix of sizen × n, whose associated
graph is a monotonically labeled alternate path. We say that A satisﬁes the SP -condition if
a12a23· · ·an−1,n
a22a33· · ·an−1,n−1  a1,n.
Theorem 4. LetA be an n × n, n  4, partial totally nonnegativematrix whose associated graph
is a monotonically labeled alternate path. There exists a totally nonnegative completion Ac of A
if and only if A satisﬁes the SP -condition.
Proof. Consider the partial matrix A¯ obtained by specifying the (i + 1, i), i = 1, 2, . . . ,
n − 1, and (n, 1) entries as zero. We can observe that A is a partial totally nonnegative
matrix whose associated graph is a monotonically labeled undirected cycle, that veriﬁes the
SS-condition (see [6]). Then there exists a totally nonnegative completion of A and therefore
of A.
In order to prove the necessity of the SP -condition, let Ac be a totally nonnegative com-
pletion of A. From the inequalities det Ac[{i, i + 1}|{i + 1, n}] = ai,i+1ci+1,n − ai,n  0 for
i = 1, 2, . . . , n − 2, we have a12a23· · ·an−1,n  a1,n. 
What can we say if the associated graph is a non-monotonically labeled alternate path? In
relation to this question, we can establish the following result.
Proposition 3. Let A be a partial totally positive matrix, of size 3 × 3, whose graph is a non-
monotonically labeled alternate path. Then there exists a totally nonnegative completion Ac
of A.
Proof. There are four 3 × 3 matrices that have a non-monotonically labeled alternate path as
its associated digraph, and they occur in two transpose pairs. We select those digraph whose set
of arcs are {(1, 3), (3, 2), (1, 2)} and {(2, 1), (1, 3), (2, 3)}. As we can verify with the algebra
computer program MatLab, the following matrices:
A =
⎡
⎣ 1 a12 a131/a12 1 1/a32
a32/a12 a32 1
⎤
⎦ and B =
⎡
⎣ 1 a13/a23 a13a21 1 a23
a21/a23 1/a23 1
⎤
⎦
are totally nonnegative completions of the mentioned cases. 
We cannot extend the previous result for matrices of size n × n, n  4, as we show in the
following example.
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Example 5. The partial totally nonnegative matrix
A =
⎡
⎢⎢⎣
1 ? 1 2
? 1 3 ?
? ? 1 ?
? 4 ? 1
⎤
⎥⎥⎦
does not admit a totally nonnegative completion, sincedet A[{1, 2}|{3, 4}]  0 anddet A[{2, 4}] 
0 if and only if the (2, 4) entry is greater than or equal to 6 and less than or equal to 1/4,
respectively.
We conjecture that if A is a partial totally positive matrix, of size n × n, n  4, whose
graph is the non-monotonically labeled alternate path GA = (V ,E), with vertices labeled V =
{i1, i2, . . . , in} and arcs E = {(i1, i2), (i2, i3), . . . , (in−1, in), (i1, in)}, there exists a totally non-
negative completion if and only if
ai1,i2ai2,i3 · · ·ain−1,in
ai2,i2ai3,i3 · · ·ain−1,in−1
 ai1,in .
5. Block graphs
Our goal in this section is to study the posed completion problem formatrices whose associated
graphs are monotonically labeled block graphs.
Deﬁnition 4. A block graph is a graph formed by a collection of directed cycles or cliques
C1, C2, . . . , Ck , such that Ci and Cj have a common vertex or hij  1 common arcs if and only
if j = i − 1 or j = i + 1.
Lemma 3. Let G = (V ,E) be a graph, with V = {1, 2, . . . , n}, containing a clique on vertices
{1, 2, . . . , n − 1} and a directed path {(n − 1, n), (n,m)}, m ∈ {1, 2, . . . , n − 1}. Every partial
totally nonnegative matrix A with nonzero speciﬁed entries, the graph of whose speciﬁed entries
is G, has a totally nonnegative completion.
Proof. We assume that matrix A has the form
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 a1,2 · · · a1,m · · · a1,n−1 ?
a2,1 1 · · · a2,m · · · a2,n−1 ?
...
...
...
...
...
am,1 am,2 · · · 1 · · · am,n−1 ?
...
...
...
...
...
an−1,1 an−1,2 · · · an−1,m · · · 1 an−1,n
? ? · · · an,m · · · ? 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Since det A[{n − 1, n}|{m, n}]  0, by specifying the (n, n − 1) entry as cn,n−1 = an,m/an−1,m
we get the new partial totally nonnegative matrix
B =
⎡
⎣ A[{1, 2, . . . , n − 2}] A[{1, 2, . . . , n − 2}|{n − 1}] XA[{n − 1}|{1, 2, . . . , n − 2}] 1 an−1,n
Y cn,n−1 1
⎤
⎦ ,
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whereX and Y are completely unspeciﬁed. By applying Theorem 1.1 of [6] tomatrixB, we obtain
a totally nonnegative completion Bc of B, whose element in position (n,m) is an,m. Therefore,
Bc is a completion of A. 
It is easy to prove that this result holds when the directed path is {(m, n), (n, n − 1)}, m ∈
{1, 2, . . . , n − 1}.
The previous result does not hold when the order of the clique is less than n − 1.
Example 6. Consider the n × n partial totally positive matrix
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 a12 a13 ? ? · · · ? ?
a21 1 a23 ? ? · · · ? ?
2 a32 1 1 ? · · · ? ?
? ? ? 1 1 · · · ? ?
? ? ? ? 1 · · · ? ?
...
...
...
...
...
...
...
? ? ? ? ? · · · 1 1
3 ? ? ? ? · · · ? 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
From det A[{3, 4}|{1, 4}]  0 the (4, 1) entry must be speciﬁed as c41  2. Combining the
inequalities det A[{i, i + 1}|{1, i + 1}]  0, with i = n − 1, n − 2, . . . , 4, yields that the (4, 1)
entry must be speciﬁed as c41  3. Therefore, matrix A has no a totally nonnegative completion.
Now we give a necessary and sufﬁcient condition for the existence of a totally nonnegative
completion when the path of the previous result has four or more vertices.
Lemma 4. Let G = (V ,E) be a graph, with V = {1, 2, . . . , n}, containing a clique on verti-
ces {1, 2, . . . , n − 2} and a directed path with arcs {(n − 2, n − 1), (n − 1, n), (n,m)}, m ∈
{1, 2, . . . , n − 2}. Every partial totally nonnegative matrix A with nonzero speciﬁed entries,
whose associated graph isG has a totally nonnegative completion if and only if an−2,n−1an−1,nan,m
an−1,n−1an,n 
an−2,m.
Proof. We can suppose that the partial matrix has the form
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 a12 · · · a1,m · · · a1,n−3 a1,n−2 ? ?
a21 1 · · · a2,m · · · a2,n−3 a2,n−2 ? ?
...
...
...
...
...
...
...
am,1 am,2 · · · 1 · · · am,n−3 am,n−2 ? ?
...
...
...
...
...
...
...
an−3,1 an−3,2 · · · an−3,m · · · 1 an−3,n−2 ? ?
an−2,1 an−2,2 · · · an−2,m · · · an−2,n−3 1 an−2,n−1 ?
? ? · · · ? · · · ? ? 1 an−1,n
? ? · · · an,m · · · ? ? ? 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
LetA be the partialmatrix obtained by specifying the (n − 1,m) entry as cn−1,m = an−1,nan,m.
From the inequality det A[{n − 2, n − 1}|{m, n − 1}] = an−2,m − cn−1,man−2,n−1  0 we can
assure that A is a partial totally nonnegative matrix. By applying Lemma 3 to submatrix
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A[{1, 2, . . . , n − 1}] we obtain a totally nonnegative completion A1c . Now, consider the new
partial totally nonnegative matrix
A =
[
A1c X
Y 1
]
with X = [x1,n, x2,n, . . . , xm,n, . . . , an−1,n]T and Y = [xn,1, xn,2, . . . , an,m, . . . , xn,n−1], where
xij denotes unspeciﬁed entries. If we apply again Lemma 3 to matrix A we obtain a totally
nonnegative completion of A.
Conversely, suppose thatAc is a totally nonnegative completion ofA obtained by specifying the
unspeciﬁed (i, j) entries as cij . Combining the inequalities det Ac[{n − 1, n}|{m, n}] = cn−1,m −
an−1,nan,m  0 and det Ac[{n − 2, n − 1}|{m, n − 1}] = an−2,m − cn−1,man−2,n−1  0, yields
an−2,m  an−2,n−1an−1,nan,m. 
As before, it is easy to prove that this result holds when the directed path is {(m, n), (n, n −
1), (n − 1, n − 2)}, m ∈ {1, 2, . . . , n − 2}.
We can extend the previous lemma in the following way.
Theorem 5. Let G = (V ,E) be a graph, with V = {1, 2, . . . , n}, containing a clique on vertices
{1, 2, . . . , k} and a directed path with l = n − k + 2 vertices and arcs {(k, k + 1), (k + 1, k +
2), . . . , (n − 1, n), (n,m)}, m ∈ {1, 2, . . . , k}. Every partial totally nonnegative matrix A with
nonzero speciﬁed entries, the graph of whose speciﬁed entries is G, has a totally nonnegative
completion if and only if ak,k+1ak+1,k+2···an−1,nan,m
ak+1,k+1···an−1,n−1an,n  ak,m.
Proof. We proceed by induction on l. The case l = 4 is studied in Lemma 4. We assume the
sufﬁciency of the inequality when l = n − k + 1 and we suppose l = n − k + 2. We assume that
matrix A has the form
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 a12 · · · a1,m · · · a1k ? · · · ? ?
a21 1 · · · a2,m · · · a2,k ? · · · ? ?
...
...
...
...
...
...
...
am,1 am,2 · · · 1 · · · am,k ? · · · ? ?
...
...
...
...
...
...
...
ak,1 ak,2 · · · ak,m · · · 1 ak,k+1 · · · ? ?
? ? · · · ? · · · ? 1 · · · ? ?
...
...
...
...
...
...
...
? ? · · · ? · · · ? ? · · · 1 an−1,n
? ? · · · an,m · · · ? ? · · · ? 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By specifying the (n − 1,m) entry as cn−1,m = an−1,nan,m we obtain a new partial totally non-
negative matrix A. By applying the induction hypothesis to submatrix A[1, 2, . . . , n − 1] we
obtain a totally nonnegative completion A1 of A[1, 2, . . . , n − 1]. Now, by applying Lemma 3 to
matrix
A1 =
[
A1 X
Y 1
]
,
where X = [x1,n, x2,n, . . . , xm,n, . . . , an−1,n]T and Y = [xn,1, xn,2, . . . , an,m, . . . , xn,n−1], we
get a totally nonnegative completion of A.
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Conversely, if Ac is a totally nonnegative completion of A,we prove the necessity of inequality
ak,k+1ak+1,k+2· · ·an−1,nan,m  ak,m by combining the conditions obtained from det Ac[{n −
1, n}|{m, n}]  0, det Ac[{n − 2, n − 1}|{m, n − 1}]  0, det Ac[{n − 3, n − 2}|{m, n − 2}]  0,
. . ., det Ac[{k + 1, k + 2}|{m, k + 2}]  0, det Ac[{k, k + 1}|{m, k + 1}]  0. 
Again, this theoremholdswhen thedirectedpath is {(m, n), (n, n − 1), . . . , (k + 2, k + 1), (k +
1, k)}, m ∈ {1, 2, . . . , k}.
Finally, we analyze the totally nonnegative completion for partial matrices whose associated
graph is a double cycle with an arbitrary number of common arcs.
Deﬁnition 5. We say that a directed double cycle G is monotonically labeled if each of the
cycles is.
In this case, the mentioned problem has, in general, a negative answer as can be seen in the
following example.
Example 7. The totally nonnegative matrix
A =
⎡
⎢⎢⎣
1 0.5 ? ?
? 1 2 ?
1 ? 1 1
? 1 ? 1
⎤
⎥⎥⎦ ,
whose associated graph is a monotonically labeled double cycle with one common arc, has no a
totally nonnegative completion, since A[{2, 3, 4}] has not, as we saw in Example 2.
In the following resultwe show that theC-condition is again a necessary and sufﬁcient condition
in order to guarantee the existence of a totally nonnegative completion for this type of partial
matrices.
Theorem 6. Let A be an n × n partial totally positive matrix, whose associated graph is a mono-
tonically labeled double cycle with specifically two cycles C1 = {(1, 2), (2, 3), . . . ,
(m − 1, m), (m,m + 1), . . . , (k − 1, k), (k, 1)} and C2 = {(m,m + 1), . . . , (k − 1, k), (k, k +
1), . . . , (n − 1, n), (n,m)} with k − m, common arcs, k = m + 1,m + 2, . . . , m + n − 1 :
(a) If m = 1, there exists a totally nonnegative completion Ac of A if and only if the sub-
matrices associated to the cycles C1 and C2 satisﬁes respectively the C-condition and
ak,k+1ak+1,k+2···an−1,nan,m
ak+1,k+1···an−1,n−1an,n  ak,m.
(b) If m > 1, there exists a totally nonnegative completion Ac of A if and only if each of the
submatrices associated to the cycles C1 and C2 satisﬁes the C-condition.
Proof. Suppose m = 1. Since cycle C1 satisﬁes condition C, Theorem 1 allows to assure that
there exists a totally nonnegative matrix completionAC1c ofAC1 = A[{1, 2, . . . , k}]. By applying
Theorem 5 to the matrix obtained by replacing AC1 by AC1c in A we get the desired completion.
The necessity follows easily from Theorems 1 and 5.
Now, let us analyze the case m > 1. We may assume, without loss of generality, that partial
matrix A has the form
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A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 a12 · · · ? ? · · · ? ? · · · ? ?
? 1 · · · ? ? · · · ? ? · · · ? ?
...
...
...
...
...
...
...
...
? ? · · · am−1,m ? · · · ? ? · · · ? ?
? ? · · · 1 am,m+1 · · · ? ? · · · ? ?
? ? · · · ? 1 · · · ? ? · · · ? ?
...
...
...
...
...
...
...
...
? ? · · · ? ? · · · ak−1,k ? · · · ? ?
ak,1 ? · · · ? ? · · · 1 ak,k+1 · · · ? ?
? ? · · · ? ? · · · ? 1 · · · ? ?
...
...
...
...
...
...
...
...
? ? · · · ? ? · · · ? ? · · · 1 an−1,n
? ? · · · an,m ? · · · ? ? · · · ? 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We specify the (k,m) entry as ck,m = max{α, β}, where α = ak,k+1ak+1,k+2 · · · an−1,nan,m
and β = ak,1a1,2 · · · am−2,m−1am−1,m, and we denote by A the resulting partial matrix. Suppose
that α  β.
Weconsider the cycleC12 inAwith arcs {(m,m + 1), (m + 1,m + 2), . . . , (k,m)}. It is easy to
see that submatrixA[{m,m + 1, . . . , k}], whose associated graph isC12 satisﬁes theC-condition.
Then, by applying Theorem 1 we have a totally nonnegative completion A[{m,m + 1, . . . , k}]c
of A[{m,m + 1, . . . , k}]. Let B be the partial totally nonnegative matrix obtained by replacing in
matrix A, A[{m,m + 1, . . . , k}] by its completion.
Taking into account that ak,1a1,2 · · · am−2,m−1am−1,m  ck,m, we can apply Theorem 5
to matrix B[{1, 2, . . . , m,m + 1, . . . , k}] in order to obtain a totally nonnegative completion
B[{1, 2, . . . , m,m + 1, . . . , k}]c. Let B the following partial totally nonnegative matrix
B =
[
B[{1, 2, . . . , m,m + 1, . . . , k}]c B[{1, 2, . . . , k}|{k + 1, . . . , n}]
B[{k + 1, . . . , n}|{1, 2, . . . , k}] B[{k + 1, k + 2, . . . , n}]
]
.
By applying Theorem 5 to matrix A′ = PBP T, where P is the permutation matrix P = [n, n −
1, . . . , 1], we obtain a totally nonnegative completion of A′ and therefore of A.
The case β > α is analogous.
Conversely, by applying Theorem 1 to matrices A[{1, 2, . . . , m − 1,m,m + 1, . . . , k − 1, k}]
and A[{m,m + 1, . . . , k − 1, k, k + 1, . . . , n}], we prove the necessity of the C-condition. 
Corollary 1. LetA be an n × n partial totally positive matrix,whose associated graph is a mono-
tonically labeled block cycle. There exists a totally nonnegative completion of A if and only if each
of the submatrices associated to each cycle satisﬁes the C-condition or ak,k+1ak+1,k+2···an−1,nan,m
ak+1,k+1···an−1,n−1an,n 
ak,m according to the above theorem.
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