Introduction
We consider in this paper the problem of embedding graphs into binary trees. A large variety of problems can be formulated as graph embedding problems where the host graph is a tree. There exists an extensive literature (see [4~5,6,71) . We want to mention here only the problem of representing data structures in the storage of a computer. It is well-known how binary trees are stored and worked with on a computer, therefore the suitability of trees as host structures for various data structures has been of great interest (see [Ii, 12, 13, 14] ). A lot of work also has been done concerning the embedding of graphs into arrays (see [2,8,1o] ).As the cost measure of such an embedding we consider in this paper the edge length, i.e. the maximum distance in the binary tree between the images of nodes which are adjacent in G. We give a formal definition below.
It had been an open problem for some time whether this embedding problem is NPcomplete, even for the case of arbitrary guest graphs the complexity was not known.
This was contrasting to the behaviour of other host structures, such as lines (bandwidth problem, [31) or grids, [11. We show in this paper that the edge length minimization problem for embeddings of graphs into binary trees is NP-complete even when the class of input graphs is restricted to trees of a special structure.
Theorem I: The edge length minimization problem for embeddings of graphs into binary trees is NP-complete, even when the class of input graphs is restricted to consist only of trees of height 3.
In some sense it is remarkable that this problem is NP-complete already for trees, since for trees there exists an approximation algorithm with a very good behaviour. This (straightforward) algorithm replaces the d sons of a node of the guest tree by the leaves of a subtree of height flog 2 d] in the hosttree, i.e. is replaced b
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It is clear that this algorithm produces an embedding with edge length flog 2 7 I where ~ is the maximal degree in the input tree. On the other hand it is not difficult to see that for any graph G and for any embedding of G into a binary tree, the edge length is at least flog 2 (maxdegree (G))] -2, see [5] . Therefore the failure of the above algorithm is at most an additive constant of 2. The only other NP-com-plete problem which we know to have such a good approximation algorithm is the edge colouring problem.
Hong and Rosenberg showed in [5] that outerplanar graphs are almost binary trees, i.e. they showed that for any outerplanar graph G there exists an embedding into a binary tree with edge length 3.Flog 2 (2-max degree (G)) I. Because of the lower bound mentioned above, this algorithm can be viewed as an approximation algorithm whose failure is at most a multiplicative constant of 3. We wanted to show that outerplanar graphs are even closer related to trees, i.e. we wanted to show that for any outerplanar graph G there exists an embedding into a binary tree with edge length Flog2(max degree (G))1+c for some constant c. Unfortunately we were not able to do so, but we improved the Hong-Rosenberg result considerably.
Theorem 2: Let G be an outerplanar graph. Then there exists an embedding E of G into a binary tree with cost(E) ~ Flog 2 ~I + rlog21og 2 ~I +5, ~=2.maxdegree~G)-2.
This algorithm can be viewed again as an approximation algorithm and its worst case performance is bounded by 1 + E for any E>0.
We have some further results for specially structured graphs. Preo~dertrees and inorder trees can be embedded into binary trees with edge length 3. This improves results (edge lengths 9 and 6, respectively) from [5] . We could also show that outerplanar graphs of maximal degree 3 can be embedded into binary trees with edge length 3. It is not difficult to see that this result is optimal. For outerplanar graphs of maximal degree 4 the construction in section 3 will show edge length 6. We do not believe that 6 is the optimal result. There are still a lot of open questions to be answered by further research.
We will prove theorem 1 in section 2 and theorem 2 in section 3 and want to give some definitions now. Let G = (V,E) be a graph. , where the case is studied that the height of the image tree is as small as possible, i.e. IE(v)I < Flog2(Ivl + 1)1 1 for all v E V. We want to mention only that our theorem 1 holds also in this case.
