TRODUCTION
The purpose of this paper is to generalize some minimax methods in ritical point theory to a class of functions which are not necessarily coninuous. Let X be a real Banach space. Recall that for a continuously ifferentiable function 03A6 : X ~ R a point u E X is said to be critical if >'(u) = 0. The corresponding number ~(u) is called a critical value. It is ell known that local maxima and minima are critical points. If 03A6 satisfies ome appropriate compactness conditions (usually of Palais-Smale type), ne may also find other critical points by minimaxing 03A6 over certain milies of subsets of X. More precisely, if r is such a family, one can give ufficient conditions in order that the value e critical. For an account of recent results in critical point theory for r 1 functions by minimax methods the reader is referred to [20 ] [21 ] [24 ] . Very recently critical point theory has been generalized by Chang [8] ] ) locally Lipschitz continuous functions and by Struwe [26] ] [27] ] to mctions which are of class C 1 with respect to certain families of subspaces f X. In this paper we present another generalization. Let is said to Ie critical if -~'(u) E or equivalently, if u satisfies the inequality nequalities of this type arise in a number of problems of physics [12 ] . In [10] ] [11 ] Dias and Hernandez invoked results from critical point heory for C~ 1 functions in order to study eigenvalue problems ~,u E or X a Hilbert space and 03C8 as above. They used the fact that the operator d has a single-valued inverse which is of gradient type. Unfortunaely, this approach does not seem to give results we want to obtain. WNIMAX PRINCIPLES u is easy Lo see proposition i j that local minima are critical points of I. In order to be able to obtain other critical points we need a compactness condition (which is introduced in Section 1 ) and a deformation result. For C~ 1 functions the required deformation is effected by moving along integral lines of a pseudogradient vector field [21, Theorem 1. 9; 24, Theorem 1.1 ]. In the case of functions which are only lower semicontinuous such a construction does not seem to be readily available, mainly because a noncritical value c may be « semicritical » in the sense that there may exist a critical point u with I(u) c and a sequence un ~ U with I(un) -c. In Proposition 2. 3 we obtain a result which in a sense is a weak version of the usual deformation theorem. Our deformation (denoted by as) has the inconvenient property that I(as(u)) may increase for some u. The proofs of existence of nonminimum critical points (which become rather technical because of that) are effected by combining Proposition 2. 3 with Ekeland's variational principle. The idea of using Ekeland's principle to obtain critical points other than local minima (actually, to prove the Mountain Pass Theorem), may be found in [2] ] [6 ] . The paper is organized as follows : Section 1 contains preliminary material. In particular, we introduce a compactness condition and recall Ekeland's variational principle. In Section 2 we prove a deformation result and in Section 3 we show that the Mountain Pass Theorem of Ambrosetti and Rabinowitz [1] ] [21] ] [24] and some related results [22] ] [23 ] [24 ] remain valid for functions satisfying our assumptions. Section 4 is devoted to generalizations of results of Clark [9] ] [21 ] [24] ] and Ambrosetti and Rabinowitz [1 ] [21 ] [24] ] concerning the existence of multiple critical points for even functions. In Section 5 we apply abstract results of Sections 3 and 4 to elliptic boundary value problems. Our examples include variational inequalities and variational equations with single-and multivalued operators.
After completing this paper I have been informed by I. Ekeland that for lower semicontinuous functions I : X ~ (oo, + ~ ] having the property that I(u) + c II U 112 is convex for some c > 0, there is a regularization procedure due to J. M. Lasry [28, Lemma 7 ] , which associates with I a family lic of functions such that ~ I(u) Vu E X 0 and IE E C1(X, ~). Furthermore, I(u) Vu E X, IE and I have the same critical points and Ie satisfies the Palais-Smale condition whenever I satisfies a condition of similar type (cf. (PS)' below). Note that for such I our Theorem 4.3 is an easy consequence of the above-mentioned result of Clark: I(u), I satisfies the hypotheses of Clark's theorem and has therefore at least k pairs of nontrivial critical points; hence so does I. Note also that in some of the applications to boundary value problems in Section 5 (Theorem 5 Note that X can be replaced by in (1) . A number c such that f -1(c) contains a critical point will be called a critical value. We shall use the following notation: where ~n -~ 0, then possesses a convergent subsequence. Condition (PS) can also be formulated as follows :
:~n -~ 0, then possesses a convergent subsequence. 1 Consequently, there exists a hyperplane separating A and B, i. e., we can find a, f3 E ã nd B1,1 E X* such that Since (0, 0) E A n = 0. Taking t in the first of these inequalities gives ( w ~: > I X It follows that a > 0 and ~ w' II a. If a = 0, then Bv = 0 and there is no hyperplane. So f:J.. > 0. Set z = w/03B1 and t = x{x) in the second of the above inequalities. Then )) 1 and z, x ~ t = z(x). D Proof of Proposition 1.2. It suffices to prove that (2) and (3) are equivalent and it is clear that (3) implies (2) . So suppose that (2) is satisfied. -Suppose that I satisfies (H) and (PS) and let (un) e a sequence verifying the hypotheses of (PS). If u is an accumulation )oint of (un), then u E K~. In particular, K~ is a compact set.
Proof -We may assume that unu. Passing to the limit in (2) and Lsing the fact that lim (2) is satisfied with Gn = 0. It follows hat a subsequence of (un) converges to some u E X. By the first part of the reposition, u E K~. Hence K~ is compact. where zn ~ 0, has a convergent subsequence. We shall make repeated use of the following variational principle of Ekeland. Proof -Let (wn) be a sequence satisfying c + I/n. By Proposition 1.6 with 6 = 1/n and ~, = 1, we find another sequence, (un), such that I(un) c + 1/n and = t1 -t)un + tv, fe(U, 1 ). Since 03C8 is convex, Proof -If the conclusion is false, there exists a sequence (un) ci X -N such that I(u")c and So by (PS) and Proposition 1. 4, a subsequence of (un) converges to u e K~. This, however, is impossible because for any n and N is a neighbourhood of K~.
[I] Furthermore, if uo E K, vo == uo, otherwise vo, Uo and a number 5o > 0 can be chosen so that 03BD0 ~ Uo and Proof -Assume first uo E K. Then uo satisfies (1), i. e., [t follows that if Uo is a sufficiently small neighbourhood of uo, So (5) with vo = uo is satisfied. By Lemma (6) is satisfied. Since uo, we may assume that Vo ft Uo. In order to verify (5') note that since the left-hand side of (7) (13) and (14) we use. Conseluently, a~ is well defined and continuous for sufficiently small positive s. Suppose that as(u) is given by (14) (9) and (10) are satisfied for small s. (Note that not only (9) and (10) but also (16) and (17) hold ; this will be useful in the proof of Corollary 2 . 4.) To verify (12) recall that if as(u) is given by ( 13), then u E Uio with u~o E K. Hence Uio n Wo = q5 and u ~ W n Wo.
1 It remains to prove ( 11) . If sup I(Cts(u)) c 2014 -s, ( 11 ) is satisfied for all (9) . In the same way one sees that (17) and (18) imply (10) and (12) . Finally, (11) follows upon observing that (19) remains true whenever (9) and (10) Then I has a critical value c > a which may be characterized by
Suppose that c is not a critical value of I. Then N = ~ is a neighbourhood of K~. We may therefore use Proposition 2. 3, with N = q5 and 8 = c, to obtain a number E E (0, s). By the definition of c, Ic-~/4 is not path connected and 0 and e lie in different path components, Wo and We.
We shall need an auxiliary family of mappings from [0, 1 ] to X (r is not suitable for our purposes because as 0 f may not be in r when f is). Let 0)) + 2s c -s/2 according to (9) . Hence Likewise, So 03B1so f E Since d( f , g) _ s according to (8) , it follows from (11) and (21) that
X ' lhis contradiction shows that K~ 5~ ~. Proof -We may assume without loss of generality that 1(0) = 0. If I has two local minima, uo and u i, we may assume without loss of generality that uo = 0 and I(uo) = 0. By the first part of the corollary, there exists a critical point u different from uo and ui. Since also uo and ui 1 are critical (by Proposition 1.1), the proof is complete. We claim that r1 is a closed subset of C(Q, X By repeating the reasoning used in the proof of Theorem 3 . 4 (with D and cD replacing Q and èQ) it can be shown that K~ ~ ~. Proofs and a more detailed discussion of the notion of genus can be found e. g. in [21 ] [24 ] .
Let L be the collection of all nonempty closed and bounded subsets of X. In ~ we introduce the Hausdorff metric dist [18, § 15, Then II is a function on and II is I. s. c. by an argument similar to that of Lemma 3 .1 (note that Vu E A there is a sequence un -u with un E AJ. (23) nd ( 11 ) Q~j and j ~ 03C6 for j = 1, ..., k. It is easy to see that A~ is a closed subset of ~ (and therefore a complete metric space). Indeed, suppose An E 1~~ and An A. Let U be an arbitrary open set containing A.
Then U ~ An for almost all n and, since An E there exists an Ao E Aj such that Ao c U. Hence A e A~.
In order to continue the proof we need two results which we state separately. 4 -let X = X1 (B X1 and denote by P the projection from X to X1 along Xi.
;ince fi(Q -Y1) n X1 n ~B03C1 = 03C6 and fi(C -Yi) c ~B03C1, ii') for any positive integer k there is a k-dimensional subspace X2 of X uch that I(u) --oo as Ioo, u E X2.
Then I has infinitely many distinct pairs of nontrivial critical points.
Proof -Obvious. 21, 24 ] . Our first example is concerned with a variational inequality on a convex set K c HÖ.
Then the variational inequalitỹ h as a nontrivial solution (in addition to the trivial one u = 0). Proof -We employ Theorem 4 . 3. It follows from the growth restriction on g that C is of class C1 and from [3, Proposition II . 2 . 8 ] that # is I. s. c. and convex. So (H) is satisfied. Now we proceed to verify (PS). Choose R > 0 and I À1 such that (F(t) -G(t))/t2 ~ -1 2 03BB for I t > R. Then Since 03BB I(u) ~ + oo as [ -oJ. It follows that if I(u")is a bounded sequence. We may therefore assume that un ~ u weakly, a. e. in Q, ~'(M) strongly and [[ a. Set v = M in (2). Then Passing to the limit and using Fatou's lemma, we see as in the proof of Theorem 5.2 that un u strongly. We complete the proof by demonstrating that satisfies -JJ c~ 0 for 1 _ j __ k. Since C is weakly continuous, 
