Understanding the underlying relationship between pedestrian injury severity outcomes and factors leading to more severe injuries is very important in dealing with the problem of pedestrian safety. To investigate injury severity outcomes, many previous works relied on statistical regression models. There has also been some interest for data mining techniques, in particular for clustering techniques which segment the data into more homogeneous subsets. This research combines these two approaches (data mining and statistical regression methods) to identify the main contributing factors associated with the levels of pedestrian injury severity outcomes. This work relies on the analysis of two unique pedestrian injury severity datasets from the City of New York, US (2002US ( -2006 and the City of Montreal, Canada (2003 -2006 . General injury severity models were estimated for the whole datasets and for subpopulations obtained through clustering analysis. This paper shows how the segmentation of the accident datasets help to better understand the complex relationship between the injury severity outcomes and the contributing geometric, built environment and socio-demographic factors. While using the same methodology for the two datasets, different techniques were tested. For instance, for New York, latent class with ordered probit method provides the best results. However, for Montreal, the K-means with multinomial logit model is identified as the most appropriate technique. The results show the power of using clustering with regression to provide a complementary and more detailed analysis. Among other results, it was found that pedestrian age, location at intersection, actions prior to accident, driver age, vehicle type, vehicle movement, driver alcohol involvement and lighting conditions have an influence on the likelihood of a fatal crash. Moreover, several features within the built environment are shown to have an effect. Finally, the research provides recommendations for policy makers, traffic engineers, and law enforcement to reduce the severity of pedestrian-vehicle collisions.
INTRODUCTION
Sze and Wong, (5) explored the contributing factors that lead to mortality and severe injury in crashes involving pedestrians in Hong Kong during the period of 1991 to 2004. They considered the effect of demographic, crash, environmental, geometric, and traffic characteristics. They found that the contributing factors increasing the probability of fatal and severe injury include: elderly people above 65, head injuries, crash at a crossing or close to a crosswalk, at a signalized intersection, on a road with two or more lanes, and a speed limit above 50 km/hr. In contrast, male pedestrians, with an age below 15, an accident happening in daytime, and overcrowded or obstructed footpath lower the risk of fatal and severe injury.
There are several statistical methods that can be used for analyzing the crash severity such as ordered logit or probit models (2) , (4) , generalized logit model (3), multinomial logit model (6) , binary logit model (5) . Data mining has been used for data exploration and analysis in many scientific areas for years. Among the data mining techniques, classification methods such as decision trees, non-linear regression, and clustering techniques such as latent class (LC), k-means have been the most popular data mining techniques. In the field of safety analysis, some researchers trained a decision tree to analyze the injury severity (7), (8) and reported satisfying results in prediction and classification. Other researchers analyzed the accidents by clustering using k-means (8) , (9) and LC (10) . Finally, some researchers have recommended combining data mining and statistical techniques. Kuhner et al (11) combined a nonparametric model like CART and Multivariate Adaptive Regression Splines (MARS) with logistic regression to analyze motor vehicle injury data. They suggested that CART and MARS can be used as a precursor to a more detailed logistic regression analysis. Depaire et al (10) used LC as a preliminary analysis to expose the hidden relationships and then applied the multinomial logit model to injury analysis. They found that this methodology is more powerful compared to applying only a multinomial logit model on the whole dataset.
METHODOLOGY
Each of the models covered in this brief literature review has its advantages and disadvantages. Among them, it appears that the injury severity regression model is the most common technique to identify the relationship between the dependent and independent variables. Also, it calculates the significance level of each variable, although there may be hidden significant variables that must be considered in specific cases. Moreover, the effect of a particular factor might vary across collision subgroups. Then, one solution is to classify homogeneous accidents into clusters that can make other relationships appear.
Clustering analysis
Clustering means to classify the data into groups (clusters) with similar characteristics. It is a category of unsupervised learning methods developed in the discipline of machine learning that has been applied to data mining, pattern recognition, and image processing. There are many clustering algorithms. The most popular clustering algorithms are hierarchical, partitioning, density based, and grid based. For further reading, the readers are referred to (12) and (13) . In this study, we focus on partitioning clustering, which divides the data into k clusters with no hierarchical relationship. There are two approaches for clustering:
• The first approach relies on a distance between the dataset elements. The algorithm attempts to maximize the similarity within each cluster and the dissimilarity between clusters. The best known algorithms here are k-means and k-medoids.
• The second approach is probabilistic based. It considers that the data come from a mixture model of several probability distributions.
Both approaches, respectively in the form of k-means and latent class (LC), will be used in this study. LC is known as a finite mixture model. It is theoretically similar to fuzzy clustering as it considers each element class membership uncertainty. The main difference is that in fuzzy clustering, the membership levels are the estimated parameters, while in LC; each element cluster membership is computed from the estimated model parameters. LC analysis has become more common for clustering over the last years as faster computers make the computation manageable. Among the available packages for LC analysis, we chose the software Latent GOLD, version 4.5.
The basic LC cluster form is:
Where y i is a vector of the i th observation of the observed variables, K is the number of clusters, π k denotes the prior probability of membership in latent class or cluster k, θ k is the cluster model parameters and f k (y|θ) is the mixture probability density.
LC parameter estimation is based on maximum likelihood (ML). Since ML solutions cannot be obtained analytically, the expectation-maximization algorithm is used for iterative estimation (12)(13). LC deals with model selection (number of clusters) by trying multiple models and computing various information criteria such as the Bayesian Information Criteria (BIC), Akaike Information Criterion (AIC), and Consistent Akaike Information Criterion (CAIC). The appropriate number of clusters is the one that minimizes the score of these criteria. LC has the advantage over traditional partitioning clustering methods such as k-means that it does not depend on a distance between the elements: there is no need to normalize or standardize the data before processing. Consequently, variables of different types (ordinal, count, nominal, continuous) can be included in the analysis without special processing (10) .
Injury severity models
The OP model is commonly used for analyzing datasets that include categorical and ordered dependent variables. In our case, the pedestrian injury severity is a categorical variable. The crash injury severity is related to a number of factors named independent variables including pedestrian, vehicle, driver characteristics, environmental condition, etc. The structural model can be written as (14) , (15) 
where * is the injury risk, which is an unobserved continuous variable called latent variable ranging from -∞ to ∞, and is mapped to an observed variable y. x ki is a row vector of independent variables, with an intercept value of 1 in the first column and the i th observation for variable k in the (k+1) th column. β is a vector of parameters to be estimated and ε i is the error term, which is assumed to be normally distributed.
The value of the dependent variables y i in the case for example of three categories is then determined as:
The τ values are called the thresholds or cut-off points of the categories. The threshold values are parameters to be estimated. According to the measurement model, the probability that the i th crash has a severity level of m (m = 1 to 3) is the probability that the injury risk y* takes a value between two cut-off points. That is,
Where, Φ(-) is the cumulative standard normal distribution function.
Multinomial logit (MNL) model is used instead of OP model when considering three or more severity outcomes (16) . The multinomial model is more flexible and allows for estimating the effect of independent variables in each severity category relative to the base outcome case (6) .In other words, any contributing factor may be significant in one category but not significant in other categories or in the whole data, thus the interpretation of the results can be easier. MNL model is used for the Montreal dataset. The probability of pedestrian k being injured with severity category i is expressed as the following:
Finally, a common measure of overall model fit used for both models is the ρ 2 statistic. It is expressed as (16):
Where, LL(β) is the log likelihood at convergence with parameter vector β and LL(0) is the initial log likelihood (with all coefficients set to zero). The estimation of both model parameters was carried out through maximum likelihood approach, using SPSS software.
CONTEXT AND DATA
The analyzed pedestrian-vehicle collision datasets were collected in the Cities of New York and Montreal. The New York City (NYC) dataset is the main data in this study as it contains more contributing variables. The primary source of collision attributes comes from the New York State Department of Transportation (NYSDOT). The data were obtained by NYC which included the information reported by the police officer for each accident from 2002 to 2006. This information contains important variables describing the characteristics of the accident and injury severity. To examine the built environment and design characteristics, two other sources of data were used:
• The Primary Land Use Tax Lot Output (PLUTLO™) data files to get the land use variables, • The New York City Department of Transportation (NYCDOT) to get the following variables: travel lane, park lane, road width, existence of a truck route within 50 feet, bus route, subway station, metered park, and bike on street.
In the NYC dataset, the accidents with a fatal or injury outcome were analyzed. We removed the accidents with property damage only as they represent a small share of the dataset and this category of accident is known to be largely under-reported. A total of 6896 pedestrian-vehicle accidents were used for injury severity analysis. The dependent variable is the crash outcome (or injury severity), while the independent variables for each crash are summarized in Table 1 .All possible variable values were used in the clustering process but only the values that represented more than 1 % of the whole dataset were used in the regression model. 9.6 % of pedestrian crashes were classified as fatal and 90.4 % were classified as an injury. The primary source of the secondary dataset collected in Montreal from 2003 to 2006 is the Société de l'Assurance Automobile du Québec (SAAQ, Québec's public auto insurance and licensing body). It was used previously in (2) and readers are referred to this publication for more details because of the space constraints. The variables are the following:
• Road type: local, major, highway.
• Accident location at intersection: binary (Yes/No).
• Type of movement: straight, left turn, right turn, reverse.
• Vehicle type: automobile, van/truck/bus, motorcyclist, emergency vehicle.
• Environmental condition, after dark, bad weather.
• Visibility: bad due to weather, bad due to object.
• A total of 5820 pedestrian-vehicle collisions were observed in this dataset. There are three categories of outcome: no injury, minor injury, and fatal crash. Their proportions are 6.1 %, 81.6 % and 12.3 % respectively. It is important to note that many variables available in the NYC dataset are not available in the Montreal dataset. Nevertheless, it will be useful for examining the proposed methodology and exploring the shared contributing variables in injury severity.
RESULTS AND DISCUSSION

Case study 1: New York City, US
Latent Class Analysis
The crashes were clustered by using all the available variable values in Table 1 . To select the appropriate number of clusters in the final model, different numbers of cluster were tested, from one to eleven. The BIC, AIC, and CAIC criteria were used to select the final number of clusters. As shown in Figure 1 , BIC decreases until seven clusters, increases for eight clusters, for nine clusters the lowest score is observed, and then increases again. On the other hand, AIC decreases monotonically as the number of clusters increases. BIC is more reliable than AIC especially for large datasets (17) . CAIC has its lowest score for seven clusters. Furthermore, the quality of the clustering solution was assessed by calculating the entropy R squared criterion. The closer the criterion is to 1, the better the clustering. The entropy R squared is equal to 0.9344 and 0.9308 for seven and nine clusters, respectively, which is quite high. Based on the BIC and CAIC, it is preferred to use seven groups for clustering.
Figure 1 : Variation of BIC, AIC, CAIC and Entropy values for model selection
The final model was described by the proportion of each variable in each cluster. Similarly to (10), the clusters were analyzed and named based on the variable distribution in all the clusters. For example, if one cluster has 95 % at autumn while the other clusters have balanced distribution over the season variable, this cluster would be the cluster of accidents happening in autumn.
The cluster profiles are presented in Table 2 . For cluster 1, the variables are traffic control, pedestrian location before the accident, and lighting conditions. With respect to traffic control, signalized traffic control represents approximately 92.0 % of the crashes in this cluster. For the pedestrian location, the accident occurs at an intersection in 97.5 % of the cases. The lighting condition in this cluster is Entropy daylight for approximately 97.5 % of the cases. Consequently, we referred to cluster 1 as "Accidents at signalized intersections in daylight". The other clusters were classified similarly. Cluster 2 is similar to cluster 1 for signalized intersections but distinguishes itself by an over-representation of dark conditions with light. Cluster 3 reveals the missing values in the driver characteristics and vehicle type which presents a type of missing data in many collision reports such as Montreal dataset in our case study. The special features of cluster 4 are the number of travel lanes and the existence of a park lane. In addition, the involved vehicle is a car/van/pickup in 91 % of the cases in this cluster. Analysis of accidents based on vehicle type was recommended by (10) and (18). To categorize cluster 5, three variables are specific to this cluster. Traffic control is non-signalized (82 %), the vehicle motion before the accident is straight (75.6 %) and the number of travel lanes is two or multi lanes (95.2 %). Cluster 6 describes the accidents that occur in a part of the road network that are less than 10 feet wide (98 %) and have no travel lane (99.9 %), which corresponds to parking facilities (99 %). Finally, cluster 7 contains only about 2.7 % of all data and covers the unknown or unreported values of different variables. This cluster shows the power of clustering as a pre-processing technique to cluster the missing data.
To summarize, the clustering is useful to segment the dataset in more homogeneous groups and to identify the higher order variables that may have an influence on injury severity. Table 3 shows an overview of the cluster descriptions and the size of each cluster. Injury severity analysis using OP As the goal of this study is to explore the variables influencing the occurrence of fatal crashes, an OP model was applied in which the severity output was considered as the dependent variable. For that purpose, the values of categorical variables were converted into binary variables ("dummies"). Seven models were built, one for the whole dataset and one for each cluster except cluster 7 where too many values are missing. As each cluster describes a specific accident category, the independent variables that characterize this category were excluded from the regression analysis. For example, cluster 1 describes signalized intersections in daylight, Hence, traffic control and light condition variables were eliminated from cluster 1 regression analysis. The estimated coefficients, their significance level and the log likelihood of the model are shown in Table 4 . The examination of results depended on the statistical significance of the coefficients of the independent variables. The significance taken into consideration in this study is 10 %.We built the model considering injury crash as the base case. Therefore, a positive coefficient sign means a higher probability of a fatal crash. 
General logistic regression analysis
With respect to the pedestrian characteristics, pedestrians aged 40 to 65 and more than 65 were more likely to be involved in fatal crashes. Focusing on pedestrian actions prior to the accident, the dataset suggests that crossing without a signal or sidewalk, and actions on roadway (different action types on roadway except playing and working) increase the risk of fatal crashes. On the other hand, if the pedestrian crosses at an intersection, the probability of death is decreased. The results make sense because we can provide a likely explanation or mechanism that most drivers pay attention and reduce the speed when they are at an intersection. In addition, crossing while respecting a signal is expected to lower chances of a fatal collision.
With respect to vehicle and driver characteristics, male drivers show a significant effect in increasing the risk of a fatal crash. As expected, if the involved vehicle is a truck or a bus, the probability of a fatal crash increases significantly. Alcohol involvement, backing unsafely, failure to yield right of way, disregard of traffic control, unsafe speed, and obstructed or limited views are primary factors in the accidents that are statistically significant in increasing the risk of a fatal crash. Vehicles in reverse prior to the accident result in the opposite effect. The reason may be that the drivers in reverse drive more slowly and pay more attention.
In terms of environmental conditions, winter and autumn seasons, dawn, dark (lighted or unlighted) increase the probability of fatal accident. The coefficient for dark unlighted is 1.5 times the coefficient for dark lighted. In this perspective, when roads are lighted, fatal crashes are reduced with respect to unlighted roads. Both types of weather, either clear or bad such as cloudy, rain and snow, had negative signs that mean they reduce the probability of a fatal crash. The reason behind reductions in fatalities under bad weather may be that drivers travel more slowly.
By examining the built environment variables, only the accident location near a metered parking was found to have a significant effect, reducing the risk of fatal crash. Usually, metered parking is located in commercial areas where speeds are low.
Regarding the network variable, the results showed that town's streets, city's streets, parking lot, and other non-traffic road system significantly decrease the likelihood of fatal crash. In addition, fatality probability increases when the number of lanes increases. Interestingly, these variables have a direct link with the speed limit.
Cluster-based logistic regression analysis
In this section, we report the results of the injury risk analysis per cluster. Comparing the overall model with each cluster model, three different situations arise for each variable:
• Case A: the variable is significant only within each accident category (cluster), which will provide additional information.
• Case B: the variable is significant in both the overall model and the cluster model.
• Case C: the variable is significant in the overall model but not significant in the cluster model.
Cases A and B are particularly interesting since they show the information provided by the clustering. Variables corresponding to cases A and B are presented for each cluster in Table 6 . The results were interpreted systematically for each cluster. The results were explored for cluster 1 as an example. Cluster 1 is the category of collisions at signalized intersections in daylight, and several variables belong to case A: pedestrian aged under 5, driver age and sex, vehicle movement prior to accident, built environment variables and driver inattention have an influence on the probability of fatal crash. The following variables were also significant, in this cluster and in the whole dataset (case B): pedestrians aged over 40, crossing with signal, heavy vehicle, alcohol involvement, and failure to yield right of way.
Another finding is that the effect of some variables changes direction between certain clusters and the reasons are unclear. It is, for example, not clear why being a male pedestrian increases the probability of a fatal crash at a signalized intersection with dark lighting condition (cluster 1) and decreases for accidents involving a car/van/pickup which happen on roads with one or two lanes and a park lane (cluster 4). Furthermore, driver inattention increases the probability of fatal crashes at signalized intersections (cluster 1) and has the opposite effect at non-signalized road sections for accidents involving straight movements (cluster 5). A similar finding was done for vehicle movement prior to accidents in clusters 1 and 3 and for pedestrian crossing against signal in clusters 1 and 2. These opposite effects show the interaction between pedestrian crashes and different network variables. They cannot be simply explained and may indicate some observations to be validated more closely.
Case study 2: Montreal Canada
Clustering Analysis K-means was preferred for the Montreal dataset since LC put about 90 % of the dataset in the first two clusters regardless the selected number of clusters and it was more difficult to describe the accidents in each cluster. On the other hand, K-means classified the data into 5 clusters relying on type of movement and environmental conditions. Cluster 1 describes the accidents related to vehicles in reverse (11 %). Cluster 2 represents the bad weather in dark lighting conditions (21.5 %). Cluster 3 classifies the accidents with left turn movement at intersections (23.4 %). Cluster 4 is constituted by collisions involving a straight movement (32.4 %). Cluster 5 contains the collisions involving a right turn (11.7 %).
Injury Severity using MNL
Since there are three categories of injury severity, the MNL model is more appropriate to analyze this dataset. A model of the whole dataset and 5 models for each cluster were examined. No injury crashes were selected as a reference (base) case for the dependent variables. Consequently, the estimated coefficients show the effects of a contributing factor to a fatal or minor injury relative to no injury crash. Table 5 summarizes the coefficient estimation for the Montreal dataset.
Focusing on the whole dataset, variables that significantly increase the probability of fatal crash are: straight movement, right turn, VTB, after dark, median income, transit access, mixed use and park presence. Conversely, variables that significantly decrease the probability of fatal collision are: accidents at intersection and connectivity. On the other hand, significant variables that increase the probability of minor injury are: after dark, bad visibility due to objects and median income.
For the cluster-based analysis, Table 6 summarizes the contributing variables in fatal and minor injury for each cluster corresponding to case A and case B. Similar to the NYC dataset, bad visibility has positive effects in increasing the fatality. The effect of hospital presence for reducing fatal crashes is an important finding in this analysis. The influence of mixed use in cluster 3 and after dark variable in cluster 5 for reducing minor injury is unexpected. 
CONCLUSION
This paper investigates the link between pedestrian injury severity outcomes and a rich set of factors associated to the built environment, geometric design, demographics, vehicle characteristics and pedestrian and driver features. For this purpose, a cluster-based regression model was implemented. Clustering analysis yielded different clusters based on some crash characteristics such as traffic control, lighting conditions, vehicle type, land use, type of movement, environmental condition and the missing events. Once the dataset was segmented, specific types of accidents (clusters) were separately analyzed. Although the clustering and parameters explain different features of the models, they in fact complement each other to provide a more detailed analysis.
By clustering the dataset, this work confirms the hypothesis that segmenting the traffic accident dataset into homogeneous subsets helps in the identification of important contributing factors that will be hidden if the whole dataset was used. Thus, it is recommended to use clustering not only for descriptive analysis but also as a preliminary tool for a more detailed analysis using well-known statistical methods.
In terms of exploring the contributing factors in fatal crashes, comprehensive analyses were done using two different case studies. Interestingly, several variables were common and their effect was confirmed in both case studies. Heavy vehicles, dark lighting conditions, mixed land use, and major road increase the probability of fatal crashes. In addition, crossing at intersections lowers the severity. These support the following recommendations:
• Restrict truck flows or movements at intersections with high pedestrian activity, or to require smaller vehicles for local deliveries. This will be a complementary strategy to a policy of reducing overall traffic volume. Retrofit major roads into complete streets or improve road lighting to increase visibility; • Traffic engineers need to pay attention to land use to improve safety, in particular in an area that has many pedestrian activities such as mixed residential and commercial zones, and public institutions.
Secondly, other contributing variables influencing crash severity were found in the analysis of the NYC dataset. The complete results with the effect on fatal crash were presented in Table 6 . The most interesting findings are the following:
• With respect to the pedestrian characteristics,  Older pedestrians are the most prone to fatal injuries in pedestrian-vehicle crashes. The reason may be that their speed and reaction time is relatively low so they are less likely to avoid an accident. A solution could be to increase the signal timing, based on lower walking speeds.  Child pedestrians aged less than 5 are also more likely to be involved in fatal crashes. At this age, most children are accompanied by an adult, who has this responsibility.  Pedestrians crossing in absence of a signal or crosswalk increase the likelihood of fatal crash. This suggests there should be pedestrian signals at most signalized intersections.
• In term of vehicle and driver characteristics,  Disregard of traffic control devices and bad visibility increase the likelihood of fatal accidents. Hence, it is important that both traffic engineers and law enforcement ensure good visibility of traffic devices and enforce their respect. Also, pedestrians' error/confusion is considered as one of the reasons for fatal crashes at signalized intersections in dark lighting conditions with light.
• When examining the built environment,  The existence of a bus route and on street bike lane at signalized intersections, and metered parking reduce the risk of fatal crashes. This sheds light in taking these special features into consideration while designing or retro-fitting roads or intersections. It is important to consider also that some of these factors might have an inverse effect on crash frequency.
For future research, it is recommended to examine different types of built environment characteristics to propose more countermeasures to help policy makers, planners, and traffic engineers to improve safety. The contradicting coefficients between different clusters for the same variable should be further studied. The link between observed operating speeds and injury levels shall also be investigated. This could help learn more about crash injury severity mechanisms.
