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One of the prime manifestations of an anisotropic electronic state in underdoped cuprates is the
in-plane resistivity anisotropy ∆ρ ≡ (ρa − ρb) /ρb. Here we use a Boltzmann-equation approach to
compute the contribution to ∆ρ arising from scattering by anisotropic charge and spin fluctuations,
which have been recently observed experimentally. While the anisotropy in the charge fluctuations
is manifested in the correlation length, the anisotropy in the spin fluctuations emerges only in the
structure factor. As a result, we find that spin fluctuations favor ∆ρ > 0, whereas charge fluctu-
ations promote ∆ρ < 0, which are both consistent with the doping dependence of ∆ρ observed in
YBa2Cu3O7. We also discuss the role played by CuO chains in these materials, and propose trans-
port experiments in strained HgBa2CuO4 and Nd2CuO4 to probe directly the different resistivity
anisotropy regimes.
The existence of a sizable in-plane electronic
anisotropy in different families of underdoped cuprates
has been established by a variety of experimental probes,
such as transport measurements [1–3], x-ray [4, 5] and
neutron scattering [6, 7], and scanning tunneling mi-
croscopy [8]. Consonant with the proposal of electronic
nematic order [9–12], in which the point group symme-
try of the system is lowered spontaneously by electronic
degrees of freedom, these experiments provide invaluable
information for the hotly debated topic of whether any
symmetries are broken in the pseudogap phase [13, 14].
To elucidate the relevance of these anisotropic properties
to the phase diagram of the cuprates, it is fundamen-
tal to establish their microscopic origin. In this regard,
a useful benchmark for theoretical proposals is the in-
plane resistivity anisotropy ∆ρ ≡ (ρa − ρb) /ρb, which
was measured in the seminal work [1] across the phase
diagram of YBa2Cu3O7 (YBCO). The moderate values
of the resistivity anisotropy that were observed experi-
mentally, ∆ρ . 1.5, are difficult to reconcile with a sce-
nario in which metallic static stripes [15, 16] order in an
insulating background. Instead, they seem to be more
compatible with fluctuations that break the tetragonal
symmetry of the system [10, 17].
Interestingly, neutron and x-ray measurements in un-
derdoped YBCO have unveiled the onset of anisotropic
charge and spin fluctuations at temperatures comparable
to those marking the onset of ∆ρ. Refs. [6, 7] found that
the dynamic spin susceptibility χS (q, ω) in the vicin-
ity of the magnetic ordering vector QS = (pi, pi) be-
comes strongly anisotropic as temperature is lowered,
eventually giving rise to incommensurate peaks along the
a direction only, and to long-range spin-density wave
(SDW) order at low temperatures. More recently, it
was reported that the charge susceptibility χC (q, ω) is
also anisotropic, with fluctuations peaked at the order-
ing vector QC,b = QC bˆ stronger than the fluctuations
peaked at the 90◦-rotated ordering vector QC,a = QC aˆ
[4, 5, 18, 19]. At high magnetic fields, superconductivity
is destroyed and these fluctuations are believed to give
rise to charge-density wave (CDW) order [20, 21]. In-
terestingly, the SDW and CDW fluctuations seem anti-
correlated in the phase diagram of YBCO [4, 19] (see
Fig. 1): while the anisotropic spin fluctuations dominate
the hole-doping concentration range 0.05 . p . 0.08,
the anisotropic charge fluctuations are observed predom-
inantly in the 0.09 . p . 0.13 range.
In this paper, we calculate the resistivity anisotropy
due to the scattering by the anisotropic charge and
spin fluctuations observed in Refs. [4–6] and compare
it qualitatively with the resistivity anisotropy measure-
ments of Ref. [1]. Because our focus is on the sign of
∆ρ ≡ (ρa − ρb) /ρb and on its dependence on the charge
and spin correlation lengths ξC and ξS , respectively, we
employ a Boltzmann equation approach. We find that
while scattering by charge fluctuations yields ∆ρ < 0
and |∆ρ| ∝ ξ2C , scattering by spin fluctuations gives
∆ρ > 0 and |∆ρ| ∝ ln ξS . These different behaviors
arise from the fact that the former is governed by the
Fermi velocity at the CDW hot spots, whereas the latter
is sensitive to the curvature of the Fermi surface near the
SDW hot spots. We discuss the key role played by the
CuO chains present in YBCO, which act effectively as a
conjugate field to the nematic order parameter, select-
ing the experimentally-observed fluctuation anisotropies.
Our findings are consistent with the resistivity anisotropy
measurements in YBCO, and in particular with the dop-
ing dependence of ∆ρ in the range 0.05 . p . 0.15.
Our focus here is not on the mechanism responsible
for the anisotropic CDW and SDW fluctuations – in fact,
several models for nematicity in the cuprates have been
proposed [9, 22–30]. Instead, we assume spontaneous ne-
matic order and adopt a phenomenological approach in
which the low-energy properties of the CDW and SDW
susceptibilities are extracted from the scattering exper-
iments [4–6]. Following previous works [29, 31–34], we
consider the CDW ordering vectors QC,i that connect
the magnetic hot spots of the Fermi surface [35], accord-
ing to Fig. 2. We note however that small changes in the
positions of the CDW hot spots do not affect our conclu-
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2FIG. 1. Schematic phase diagram of the underdoped
cuprates. Long-range incommensurate metallic spin-density
wave (SDW) order sets in at low temperatures, next to
the Mott insulating anti-ferromagnetic (AFM) phase, but
its anisotropic fluctuations persist to higher temperatures.
Charge-density wave (CDW) fluctuations, with no long-range
order, are observed near the p = 0.125 concentration, where
superconductivity (SC) is suppressed.
sions. Because QC,i and QS connect states at the Fermi
level, the CDW and SDW dynamics are dominated by
Landau damping, i.e. χ−1α (q, ω) = χ
−1
α (q)− iω/Γα and
α = C, S, with ΓC/S ∝ vFQC/S , where vF is the Fermi
velocity. The anisotropy of the fluctuations is manifested
in their static components, which, according to the ex-
perimental observations, can be modeled as:
χ−1C,i (q+QC,i) = ξ
−2
C (1± ηC) + q2 (1)
χ−1S (q+QS) = ξ
−2
S + (1 + ηS) q
2
x + (1− ηS) q2y (2)
where the upper (lower) sign in the first equation refers to
i = a (i = b). Hereafter, xˆ ‖ aˆ, yˆ ‖ bˆ, and all lengths are
measured in units of the lattice constant. Fig. 2 displays
the contour plots of the susceptibilities, highlighting their
anisotropic features: while the anisotropy of the CDW
fluctuations is manifested as different correlation lengths
[29, 36, 37], ηC =
(
ξ−2C,a − ξ−2C,b
)
/2ξ−2C , the anisotropy
of the SDW fluctuations is manifested only on its form
factor via the dimensionless parameter ηS . When |ηS | >
1, the SDW develops an incommensurability along either
a (ηS < 0) or b (ηS > 0). Thus, both ηS and ηC are Ising-
nematic order parameters and the anisotropic resistivity
obeys, by symmetry, ∆ρ = CSηS + CCηC . Because our
main goal is to establish the sign of the pre-factors CS
and CC , hereafter we consider the regime ηS,C  1.
Because macroscopic samples will be divided in equal-
weight domains of ηS,C and −ηS,C , one would not expect
to observe anisotropic properties which average over the
entire sample, such as ∆ρ. This issue can be avoided if
fields that explicitly break the tetragonal symmetry and
select one domain over the other are present. In terms
of a Ginzburg-Landau functional, they can be recast in
FIG. 2. (upper panel) Schematic representation of the scat-
tering by charge and spin fluctuations. The red dots are the
magnetic hot spots. Here, QC,a(b) = QC aˆ(bˆ) and QS = (pi, pi)
correspond to the CDW/SDW ordering vectors, and ξC,S to
the CDW/SDW correlation lengths. (lower panel) Contour
plots of the CDW and SDW susceptibilities given by Eq. (1)
across the first Brillouin zone, with ηS < 0 and ηC > 0, in
accordance to experiments in YBCO.
terms of the conjugate fields hC and hS :
F [ηS, ηC] = F0[ηS, ηC]− hCηC − hSηS (3)
where the functional F0 depends only on even pow-
ers of η2S,C and ηSηC . In tetragonal cuprates such as
HgBa2CuO4 and Nd2CuO4 the symmetry-breaking field
needs to be externally applied in the form of uniaxial
strain. However, in detwinned YBCO, the presence of
unidirectional CuO chains makes it orthorhombic, with
the b direction parallel to the CuO chains [38, 39]. Thus,
the small orthorhombic distortion acts effectively as an
external field that selects one type of domain [40].
To verify whether this picture correctly captures the
signs of ηS and ηC observed experimentally in YBCO,
namely ηS < 0 and ηC > 0, we computed the signs of
the effective fields hC,S generated by the coupling be-
tween the CuO chains and the CuO2 planes via evalu-
ation of the non-interacting polarization bubble Π(q, ω)
for a tight-binding model containing the chains and the
planes [38, 39] (see supplementary material[41]). Because
the contribution of the chains to the susceptibilities (1)
is given by χ˜−1α (q) − χ−1α (q) = −Π (q), where χ˜ is the
susceptibility in the presence of the conjugate fields in-
duced by the chains, it is straightforward to extract the
3FIG. 3. (color online) Color plot of the polarization bubble
Π (q) across the first Brillouin zone in the presence of a non-
zero coupling between the CuO chain and the CuO2 plane.
The insets show the high-symmetry cuts, indicated by the ar-
rows, near the CDW ordering vectors (Π (qx, 0) and Π (0, qy)),
and near the SDW ordering vector (Π (pi, qy) and Π (qx, pi)).
fields hC,S . In Fig. 3 we plot Π (q) across the first
Brillouin zone, and present in the inset cuts along the
high-symmetry directions (qx, 0), (0, qy), (pi + qx, pi) and
(pi, pi + qy).
First, we note that the peaks along the 90◦-related cuts
Π (qx, 0) and Π (0, qy) are different, with the peak along
the qy axis (parallel to b) stronger, which corresponds to a
larger correlation length around theQC,b ordering vector,
ξC,b > ξC,a. Therefore, the effect of the chains can be
recast in terms of a positive conjugate field hC > 0 that
selects the ηC > 0 domain, in agreement with the x-ray
observations in YBCO [4, 5]. Meanwhile, a cut along the
a and b axes centered at the QS = (pi, pi) ordering vector
gives Π (pi + qx, pi)−Π (pi, pi) = −αxq2x and Π (pi, pi + qy)−
Π (pi, pi) = −αyq2y, with αx < αy. Thus, comparison
with Eqs. (1) reveals that the chains act as a negative
conjugate field hS < 0, which selects the ηS < 0 domain,
as also observed experimentally in YBCO via neutron
scattering [6, 7]. Note that, as pointed out in Ref. [1],
even though the chains contribute to ∆ρ, they cannot
alone explain the resistivity anisotropy behavior, since
∆ρ has a non-monotonic variation as doping decreases,
whereas the degree of chain order decreases continuously
with decreasing p.
Having established the form of the anisotropic SDW
and CDW susceptibilities, we now compute the resistiv-
ity anisotropy arising from the scattering of electrons by
these fluctuations. Because we focus on the sign of ∆ρ
for small ηC,S , it is appropriate to employ a semi-classical
Boltzmann approach [42–44], since the smallness of ηC,S
allows for a perturbative treatment of the collision ker-
nel, even if the SDW and CDW coupling constants are
not necessarily small. Furthermore, the observations of
quantum oscillations [2], of a T 2 behavior in the resistiv-
ity [45], of the validity of Kohler’s rule [46], and of a ω2
behavior in the ac conductivity [47] suggest that quasi-
particles are well-defined in the doping range of interest.
We emphasize that our focus is in the underdoped regime
where ξS,C remains finite, and the system is near a finite-
temperature nematic phase transition. Near a putative
nematic quantum critical point, the quasi-particle con-
cept is compromised, and other approaches may be more
appropriate [48–50].
Besides the inelastic scattering by CDW and SDW fluc-
tuations, electrons are also scattered elastically by impu-
rities (see also Refs. [51, 52]). Here, we consider the
limit where the impurity potential provides the domi-
nant scattering mechanism, which is always true at low
enough temperatures. Alternatively, similar results can
be obtained in the limit where scattering by isotropic
fluctuations is dominant. We avoid the extremely low-
temperature regime, where weak-localization and Fermi-
velocity renormalization effects may be important. In the
impurity-dominated regime [42, 43], the solution of the
Boltzmann equation yields the resistivity anisotropy (see
supplementary material):
ρa − ρb = ρ0
∑
α (I
α
fluct[hx/τ ]− Iαfluct[hy/τ ])
Iimp[h/τ ]
(4)
with the collision integrals:
I [hj ] =
1
2~
ˆ
p,p′
K (p,p′) (hj(p)− hj(p′))2 (5)
and the kernels:
Kimp (p,p′) = g
2
0
β
δ(εp − µ)δ(εp − εp′)
Kαfluct (p,p′) =
g2α
8
sinh[β2 (εp′ − εp)]−1 Imχα(p,p′)
cosh[β2 (εp − µ)] cosh[β2 (εp′ − µ)]
(6)
Here, α = Ca, Cb, S refers to the CDW fluctuations
around the ordering vectors QC,a/b and to the SDW fluc-
tuations around QS . hj =
τeβ
~
∂εk
∂kj
, with i = x, y, denotes
the deviation of the electronic distribution function nF
from the equilibrium Fermi-Dirac distribution n0F in the
presence of an electric fieldE, nF = n
0
F−β−1
(
∂n
0
F
)
h·E,
τ−1 = g20/(piνF~) is the impurity scattering rate and
ρ0 =
~
e2
2pi
~νF τ
1
〈v2j 〉kˆ
is the impurity-induced residual re-
sistivity. The electronic dispersion is denoted by εp, the
CDW and SDW susceptibilities χα are given by Eq. (1)
and g0, gα denote the scattering amplitudes for impuri-
ties and fluctuations, respectively.
4FIG. 4. (color online) Resistivity anisotropy ρa − ρb due to
SDW and CDW fluctuations as function of their correlation
lengths ξS,C . The arrows denote how the correlation lengths
change as doping increases, as shown schematically in the
inset. ξT ∝
√
Γ/T is the length scale associated with the
thermal excitations of the fluctuations. A constant contribu-
tion from the CuO chains in YBCO is indicated as a dashed
line.
The collision integrals that determine the resistivity
anisotropy (4) are dominated by their behavior near the
CDW/SDW hot spots, εp+Qα = εp = 0, where the sus-
ceptibility χα is the largest. For the CDW fluctuations,
Eq. (1), because the anisotropy is manifested in the cor-
relation length we find that the anisotropy depends only
on the Fermi velocity at the hot spots. Introducing the
average distance between thermally induced fluctuations
ξT =
√
3ΓCβ
2pi , we obtain in the low-temperature limit
ξT  ξC  1 the leading-order expression:
(
ρa − ρb
ρ0
)
C
≈
(
g2Cξ
2
C
g20βχ
−1
0,Cξ
2
T
)
CC ηC (7)
where χ−10,C is the CDW energy scale and CC < 0 is
a dimensionless positive constant that depends only on
the Fermi velocity at the CDW hot spots. Therefore, in
YBCO, since ηC > 0, scattering by charge fluctuations
favor ρa < ρb. This can be understood in the following
way: since ηC > 0, fluctuations are stronger around the
QC,b CDW ordering vector, i.e. ξC,b > ξC,a. As shown
in Fig. 2, at the hot spots connected by QC,b, the Fermi
velocity is almost parallel to the b axis. Thus, electrons
moving along the b direction experience enhanced scat-
tering compared to the electrons moving along a, causing
ρa < ρb. This argument makes it clear that small devia-
tions in the value of QC do not change the result.
As for the SDW fluctuations, the anisotropy does not
arise from the ordering vector QS = (pi, pi), which is
isotropic, but from the form factor. As a result, defin-
ing again ξT =
√
3ΓSβ
2pi and focusing in the regime
ξT  ξS  1, we obtain:(
ρa − ρb
ρ0
)
S
≈
(
g2S ln ξS
g20βχ
−1
0,Sξ
2
T
)
CS ηS (8)
In contrast to the CDW case, the dimensionless pre-
factor CS depends on the curvature of the Fermi sur-
face and on the derivatives of the Fermi velocity near
the hot spots. As a result, CS may depend on addi-
tional details of the Fermi surface, as compared to CC .
We computed it using two different sets of tight-binding
parameters [33, 39] and different values of the chemical
potential, finding that in general CS < 0. Consequently,
since ηS < 0 in YBCO, scattering by SDW fluctuations
yields ρa > ρb. This can be understood as a consequence
of the fact that the SDW fluctuations stiffness is smaller
along the a axis, since ηS < 0 in Eq. (1), which enhances
the scattering along this direction. Note that, because
long-range SDW order is present while long-range CDW
order is absent in the underdoped phase diagram, ξS can
become very large whereas ξC remains bounded.
We now contrast our results to the experimental mea-
surements of ∆ρ ≡ (ρa − ρb) /ρb [1]. In YBCO, the CuO
chains, parallel to the b axis, give an intrinsic contri-
bution to the resistivity anisotropy, ∆ρchain > 0 (see
dashed line in Fig. 4). Thus, the contribution from
the CDW/SDW fluctuations add to or subtract from
this intrinsic background. As shown in the inset of
Fig. 4, anisotropic SDW and CDW fluctuations com-
pete and dominate different regions of the underdoped
phase diagram. Starting at p ≈ 0.05 and increasing p,
the anisotropic SDW fluctuations with ηS < 0 are sup-
pressed as the corresponding transition line disappears
near p ≈ 0.08 [4, 5]. According to our results, ∆ρ should
be positive and should decrease as p increases and ξS is
suppressed, as shown by the arrow in Fig. 4. This behav-
ior is indeed observed experimentally [1]. CDW fluctua-
tions emerge at p ≈ 0.09 – initially they are anisotropic,
with ηC > 0, but as p ≈ 0.13 is approached they be-
come isotropic [5], with ηC → 0. In this regime, we find
that the anisotropic CDW fluctuations give ∆ρ < 0. Ex-
perimentally, the measured ∆ρ remains positive in this
region, but is the smallest in the phase diagram [1], which
could be understood as a consequence of ∆ρ < 0 appear-
ing on the intrisinc ∆ρchain > 0 background. To shed
light on this issue and disentangle the chains contribu-
tion, it would be desirable to perform transport mea-
surements in tetragonal compounds such as HgBa2CuO4
and Nd2CuO4, where CDW fluctuations have also been
reported [53, 54]. In this case, application of uniaxial
strain [55, 56] would be necessary to select a single ne-
matic domain. Note that for very underdoped YBCO
samples, long-range SDW order sets in at very low tem-
peratures [7], giving rise to an anisotropic reconstructed
Fermi surface, which promote a non-zero ∆ρ even in the
absence of inelastic scattering at T = 0.
5In summary, we have shown that the anisotropic charge
and spin fluctuations present in YBCO give antagonis-
tic contributions to the resistivity anisotropy in under-
doped cuprates. While the SDW fluctuations provide a
plausible explanation for the resistivity anisotropy ob-
served experimentally, the contribution of CDW fluctu-
ations seems to be nearly cancelled by the contribution
coming from the CuO chains. An open issue is how these
anisotropic fluctuations affect other anisotropic trans-
port quantities, such as the thermopower and the Nernst
anisotropy [2]. Although a non-zero ∆ρ is not surpris-
ing, since these fluctuations are C2 symmetric, the fact
that the competing fluctuating channels promote differ-
ent signs for ∆ρ is unanticipated, opening a promis-
ing route to disentangle the contributions from spin and
charge degrees of freedom to the formation of the nematic
state observed in underdoped cuprates.
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7I. SUPPLEMENTARY MATERIAL
A. Anisotropic fluctuations and the coupling to the chains in YBCO
As explained in the main text, the changes in the susceptibility caused by the coupling to the CuO chains present
in the YBCO compounds can be evaluated via the polarization operator:
χ˜−1α (q)−
[
χ−1α (q)
]
ηC=ηS=0
= −δΠ (q) . (9)
with α = C, S and χ−1α given by Eq. (1) of the main text. Here we are interested only in the anisotropic properties:
δΠ (q) = Π (q)−Πno−chain (q), which by definition must arise from the coupling to the CuO chains, since the electronic
dispersion due to the CuO2 planes is tetragonally symmetric. We emphasize that, in our approach, the role played
by the chains is to simply induce a conjugate field that selects a particular nematic domain, and not to cause the
nematic instability in the first place. The polarization operator is given by the standard expression:
Π(q) = β−1
∑
ωn
ˆ
d2p
(2pi)2
Tr [G(iωn,p)G(iωn,p− q)] , (10)
where G denotes the non-interacting matrix Green’s function of the multi-band system consisting of the CuO2 plane
and the CuO chain. Even though YBCO has two CuO2 planes per unit cell, the main results are captured by a
simpler two-band model consisting of a single plane and a single chain, defined via the spinor Ψ†kσ =
(
d†p,kσ d
†
c,kσ
)
where p, c denote plane or chain operators, respectively. The corresponding non-interacting Hamiltonian is therefore
given by H(2) =
∑
kσ Ψ
†
kσH(2)k Ψkσ with the matrix:
H(2)k =
(
p(k) tcp
tcp c(k)
)
(11)
Here we defined the tight-binding dispersions of the plane and of the chain [33, 39]:
p(k) = −2t(cos kx + cos ky)− 4t′ cos kx cos ky − 2t′′(cos 2kx + cos 2ky)− µp,
c(k) = −2tc cos ky − µc. (12)
and the plane-chain hopping parameter tcp. The main effects of the coupling to the chain can be understood analyti-
cally by considering the limit tcp  |µc|. In this case, the effective plane dispersion becomes:
˜p(k) = −2t˜(cos kx + cos ky) + 2δ(cos kx − cos ky)− 4t′ cos kx cos ky − 2t′′(cos 2kx + cos 2ky)− µ˜p (13)
with the modified tight-binding parameters: t˜ = t−
(
tcp
µc
)2
(t−tc), δ =
(
tcp
µc
)2
tc and µ˜p = µp+
2t2cp
|µc| . The main change
in the dispersion is the appearance of the anisotropic term with coefficient δ > 0. Since t˜ > 0, this term effectively
reduces the Fermi-momentum along the ky direction. As a result, the Fermi surface is squeezed (relative to the (pi, pi)
point), becoming more elongated along the kx axis than along the ky axis, as shown in Figure 5.
The impact of these changes on the polarization operator can be understood in a straightforward way. The squeezing
of the Fermi surface promotes extended and relatively flat segments displaced along the ky direction. Because these
flat segments provide an enhanced contribution to the density response, the CDW fluctuations near the ordering
vector QC,b are favored compared to the fluctuations centered at QC,a. Similarly, the SDW fluctuations, centered at
QS = (pi, pi), become stiffer along the ky direction, as compared to the kx direction.
For the numerical evaluation presented in Figure 2 of the main text, we used the band structure parameters
of Ref. [39]. In particular, to make the chain effect more visible, we considered a larger value of the chain-
plane coupling tcp than the one in Ref. [39]. The parameters used were, in eV, (t, t1, t2, µp, tc, µc, tcp) ==
(0.38, 0.0684, 0.095, 0, 0.25,−0.87,−0.075). As mentioned above, in YBCO two planes are actually coupled to
the same CuO chain in each unit cell. A more precise model therefore starts with the three-component spinor
Ψ†kσ =
(
d†p1,kσ d
†
p2,kσ
d†c,kσ
)
and the Hamiltonian H(3) =
∑
kσ Ψ
†
kσH(3)k Ψkσ with [38]:
H(3)k =
p(k) tpp tcppp p(k) tcp
tcp tcp c(k)
 (14)
80 Π 2 Π
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FIG. 5. Distortion of the Fermi surface due to the coupling between the plane and the CuO chain. For clarity, we increase the
value of tcp to 0.1, we shift the origin of the Brillouin zone to (pi, pi) and display both the distorted (solid line) and undistorted
(dashed line) Fermi surfaces.
The non-zero inter-plane hopping tpp > 0 gives rise to bonding and anti-bonding bands, i.e. 
(±)
p (k) = p(k)± tpp.
Once the coupling to the chains is included, only the anti-bonding band 
(+)
p (k) is in fact affected by tcp and becomes
anisotropic, similarly to Eq. (13). Therefore, as long as the plane-chain coupling is not too large compared to the
inter-plane hopping, |tcp|  tpp, we find that the anisotropy in the polarization operator is the same as in the case of
a single plane coupled to the chains, since the anisotropy of the Fermi surface is the same as in Eq. (13).
B. Anisotropic Transport: Boltzmann equation formalism
1. Fermi surface parametrization
To solve the Boltzmann equation, it is convenient to have a suitable parametrization of the Fermi surface of the
usual cuprate tight-binding models [33, 39]. Since we are interested in the hole-underdoped regime, it is convenient
to shift the center of the Brillouin zone to (pi, pi), around which the Fermi surface is closed. In particular, it can be
parametrized by:
pF (φ) = p¯F f(φ)
(
cosφ
sinφ
)
while p(pF (φ))− µ = 0, (15)
where f is a dimensionless function encoding the form of the Fermi surface and p¯F is a radial coordinate proportional
to the Fermi momentum scale. Here, φ is the angle measured relative to the kx axis. Away from the Fermi level, the
momentum is parametrized by p(p¯, φ) = pF (φ)p¯/p¯F . Thus, near the Fermi level, we can expand the dispersion as:
p(p(p¯, φ))− µ ≈ vF (φ) · pF (φ)( p¯
p¯F
− 1) (16)
allowing us to express the radial component in terms of an energy variable , p¯/p¯F = 1 + /(vF (φ) · pF (φ)). For con-
venience, we identify the angle-dependent energy scale vF (φ) ·pF (φ) = F (φ). To evaluate the sums over momentum
that appear in the Boltzmann equation solution, we define the angle-dependent density of states Nφ = p
2
F (φ)/ |F (φ)|,
such that the total density of states νF is given by νF =
´
dφ
2piNφ. Then, for an arbitrary function K strongly peaked
at the Fermi surface we have: ˆ
d2p
(2pi~)2
K(p(p)− µ,p) ≈ νF 〈
ˆ
d
2pi
K(,pF (φ))〉
φ
. (17)
where we introduced the notation:
νF 〈F (φ)〉φ =
ˆ
dφ
2pi
NφF (φ). (18)
92. Functional Approach to the Boltzmann equation
The Boltzmann equation for scattering by impurities and fluctuations is given by:(
∂
∂t
+ v · ∇r + eE · v ∂
∂
)
nF = −Iimp[nF ]−
∑
α
Iαfluct[nF ], (19)
with α = Ca, Cb, S. In linear response, we consider weak perturbations around equilibrium: nF = n
0
F − ∂n
0
F
∂ β
−1h.
Keeping only the driving field, the linearized Boltzmann equation becomes:
eE · v∂n
0
F
∂
= −δIimp[h]−
∑
α
δIαfluct[h]. (20)
Instead of solving the integral equation above, the solution of the Boltzmann equation can be obtained by mini-
mization of the functional [42, 43, 57]:
F [h] = −D[h] + Iimp[h] +
∑
α
Iαfluct[h] (21)
Because F (φ) T , we have ∂n
0
F
∂ ≈ −δ(F −µ), implying that the deviations from equilibrium depend only on the
angle parametrizing the Fermi-surface, h(φ). Defining the unit vector Ei = Eei, the functionals can be expressed as:
Di[hj ] =
(eE)νF
2pi
〈ei · vF (φ)hj(φ)〉φ ,
Iimp[hj ] =
g20
2(2pi)2~β
〈(hj(φ)− hj(φ′))2〉φ,φ′ ,
Iαfluct[hj ] =
g2α
16~
〈
ˆ
d
2pi
ˆ
d′
2pi
Imχα(
′ − ;φ, φ′) (hj(φ)− hj(φ′))2
cosh[β2 ] cosh[
β
2 
′] sinh[β2 (
′ − )] 〉
φ,φ′
(22)
We are interested in the regime where the elastic impurity scattering is dominant. In this regime, the deviation from
equilibrium is given by: hi = τβeEei ·v, where τ−1 is the impurity scattering rate, yielding Di[βeEj ·v] = (eE)2D¯ij ,
Iimp[βeEj · v] = (eE)2I¯eff,j and Iifluct[βeEj · v] = (eE)2I¯αfluct. The residual resistivity is therefore given by:
ρ−10 =
1
2
(
Dx[hx]
βE2
+
Dy[hy]
βE2
)
=
e2
~
~2ν2F
2g20
〈v2j 〉φ =
e2
~
~νF τ
2pi
〈v2j 〉φ (23)
Note that, in principle, since we are interested in the resistivity anisotropy, we could also include the isotropic
contribution from the fluctuations to the definition of an effective isotropic scattering rate τ−1. The anisotropic
resistivity becomes:
ρa − ρb = ρ0
∑
α δI¯
α
fluct
I¯imp
(24)
with:
I¯imp =
g20β
(2pi)2~
〈v2F (φ)〉φ (25)
δI¯αfluct =
g2αχ0,α
8pi~
Jαfluct (26)
with Jαfluct given by:
Jαfluct =
piβ2
2ν2Fχ0,α
ˆ
d2p′
(2pi~)2
ˆ
d2p
(2pi~)2
(ex · v − ex · v′)2 − (ey · v − ey · v′)2
cosh[β2 (p − µ)] cosh[β2 (p′ − µ)] sinh[β2 (p′ − p)]
Imχα(
′ − ;φ, φ′) (27)
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Here, we defined the energy scale χ−10,α that characterizes the fluctuation spectrum. The resistivity anisotropy is
then given by:
ρa − ρb = ρ0
∑
α
pi
2
g2α
g20
χ0,α
β
Jαfluct
〈v2F (φ)〉φ
(28)
Note that, in this Boltzmann equation approach, we neglect the renormalization of the Fermi velocity by the
fluctuations as well as weak-localization corrections. These contributions are only important at very low temperatures,
in the regime T  τ−1 , which is not relevant for our analysis.
C. evaluation of the resistivity anisotropy
1. Hot spots contribution
In this section we present the numerical and analytical evaluation of Jαfluct defined in Eq. (27), obtaining consequently
the resistivity anisotropy (28). First, we define the general form of the susceptibility that can describe either of the
CDW fluctuations (around QC,a and QC,b) or the SDW fluctuations (around QS):
χ−1α (q, ω)
χ−10
=
[
ξ−2α + (1 + ηα) (qx −Qα,x)2 + (1− ηα) (qy −Qα,y)2
]
− i ω
Γα
≡ ω˜α,q − i ω
Γα
. (29)
where all lengths are measured relative to the lattice parameter a. Hereafter, for simplicity of notation, we drop
the subscript α. Defining the length scale ξ2T = 3Γβ/(2pi) measuring the mean distance between thermally excited
fluctuations, and using the following integral evaluation/approximation:
ˆ
d
1
cosh[β2 (p − µ)] cosh[β2 (p + ω − µ)]
=
2ω
sinh[ωβ/2]
(30)
ˆ
dω
ω
sinh[ωβ/2]2
ω χ0Γ
Γ2ω˜2q + ω
2
≈ 4χ0
3Γβ3
2pi2
ω˜q(ω˜q +
2pi
3Γβ )
. (31)
we obtain:
Jαfluct = ξ
−2
T 〈
(ex · v − ex · v′)2 − (ey · v − ey · v′)2
ω˜q(φ, φ′)
[
ω˜q(φ, φ′) + ξ−2T
] 〉φ,φ′ (32)
Clearly, the main contribution to the integral above comes from the hot spots, which can be parametrized by two
angles φ1 and φ2 defined via Q = q = pF (φ1) − pF (φ2). In the following, we compute Eq. (32) both numerically,
using the tight-binding dispersion of Ref. [39], and analytically via an expansion near the hot spots. We consider the
CDW and SDW cases separately, for convenience.
2. CDW fluctuations
The CDW hot spots are connected by the ordering vectors QC,a = Qcxˆ and QC,b = Qcyˆ. In the coordinate system
centered at the (pi, pi) point of the Brillouin zone, pairs of hot spots connected by QC,a correspond to φ1, φ2 = pi−φ1,
whereas the pairs of hot spots connected by Qc,b correspond to φ1, φ2 = −φ1. Expansion around these angles, for
the hot spots connected by QC,a, gives:
qy −Qa,y ≈ (δφ1 + δφ2)
[
∂py
∂φ1
+
1
2
∂2py
∂φ1
2 (δφ1 − δφ2)
]
(33)
qx −Qa,x, ≈ (δφ1 − δφ2)
[
∂px
∂φ1
+
1
2
∂2px
∂φ1
2 (δφ1 + δφ2)
]
(34)
For the hot spots connected by QC,b, the two functional forms of the right-hand sides are exchanged. As a result,
we obtain:
ω˜q = ξ
2
C,j +
(
∂px
∂φ1
)2
r2 +
(
∂py
∂φ1
)2
s2 (35)
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FIG. 6. Comparison of the analytic approximation to JCfluct given by Eq. (36) (solid blue line) with the numerical evaluation
of the corresponding integral in Eq. (32) (black dots). For convenience, we defined L(ξT ) ≡ ln(ξT ).
where r and s are defined as r = δφ1 − δφ2 and s = δφ1 + δφ2 for QC,a (both are exchanged for QC,b). Evaluation of
the integral in Eq. (32), with Jαfluct = J
α,x
fluct + J
α,y
fluct, gives:
JC,jfluct =
1
4pi
(
Nφ1
νF
)2 ln [1 + ( ξC,jξT )2]∣∣∣∂px∂φ1 ∂py∂φ1 ∣∣∣
{
4v2x(φ
x
1) for QC,a
−4v2y(φy1) for QC,b
where we used Nφ1 = Nφ2 . Because v
2
y(φ
y
1 = φ
x
1 +
pi
2 ) = v
2
x(φ
x
1), the only term that gives rise to an anisotropic
resistivity is ξC,a 6= ξC,b. Expanding to leading order in the nematic order parameter ηC =
(
ξ−2C,a − ξ−2C,b
)
/2ξ−2C yields:
JCfluct ≈
[
2 〈v2F (φ)〉φ
pi
]
CCηC(
ξT
ξ¯C
)2
+ 1
(36)
with the negative geometrical pre-factor:
CC = −
(
Nφ1
νF
)2
v2x(φ
x
1)
2 〈v2F (φ)〉φ
∣∣∣∂px∂φ1 ∂py∂φ1 ∣∣∣ (37)
In order to estimate the precision of the asymptotic result obtained above we compared it with the corresponding
numerical evaluation of JCfluct in Fig. 6 using the tight-binding dispersion of Ref. [39] with µ = 0.1. We checked that
the agreement is robust for changes in the chemical potential and also for other tight-binding dispersions, such as
that used in Ref. [33].
3. SDW fluctuations
The contribution from the SDW fluctuations are more involved due to the higher symmetry of the fluctuations.
The hot spots, connected by the ordering vector QS = (pi, pi), correspond to the angles φ1, φ2 =
3pi
2 − φ1. Expansion
around these angles gives:
qx −Qx ≈ ∂px
∂φ1
δφ1 − ∂py
∂φ1
δφ2 +
1
2
∂2px
∂φ1
2 δφ
2
1 +
1
2
∂2py
∂φ1
2 δφ
2
2 (38)
qy −Qy ≈ ∂py
∂φ1
δφ1 − ∂px
∂φ1
δφ2 +
1
2
∂2py
∂φ1
2 δφ
2
1 +
1
2
∂2px
∂φ1
2 δφ
2
2 (39)
Unlike the CDW case, an expansion only in the denominator of Eq. (32) is however not enough, because the
anisotropy comes from the momentum-dependent part of the susceptibility. Therefore, we expand also the angle-
dependent DOS:
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NφNφ′ ≈ N2φ1
[
1 + (δφ1 − δφ2) ∂
∂φ
ln(Nφ)
]
= N2φ1 [1 + µφ1 (δφ1 − δφ2)] (40)
as well as the velocity combination:
(vx(φ1 + δφ1)− vx(φ2 + δφ2))2 − (vy(φ1 + δφ1)− vy(φ2 + δφ2))2 ≈ (δφ1 + δφ2) [A1 +A2 (δφ1 − δφ2)] (41)
with
A1 = 2 (vx(φ1) + vy(φ1))
(
∂vx
∂φ1
− ∂vy
∂φ1
)
(42)
A2 =
[(
∂vx
∂φ1
)2
−
(
∂vy
∂φ1
)2
+ (vx(φ1) + vy(φ1))
(
∂2vx
∂φ1
2 −
∂2vy
∂φ1
2
)]
. (43)
It is straightforward to recognize that the transformation (δφ1, δφ2) ↔ −(δφ2, δφ1) is equivalent to (qy − Qy) ↔
(qx − Qx). Since this transformation does not alter the measure and merely changes the global sign of the velocity
part we split ω˜q into odd (L) and even (K) parts with respect to the transformation above:
ω˜q = ξ
−2
S +K1 +K2 + ηS(L1 + L2) (44)
with the leading order (K1, L1) and next-to-leading order (K2, L2) contributions:
K1 =
1
2
(
∂px
∂φ1
+
∂py
∂φ1
)2
(δφ1 − δφ2)2 + 1
2
(
∂px
∂φ1
− ∂py
∂φ1
)2
(δφ1 + δφ2)
2
(45)
K2 =
(
∂px
∂φ1
∂2px
∂φ1
2 +
∂py
∂φ1
∂2py
∂φ1
2
)(
δφ31 − δφ32
)− (∂px
∂φ1
∂2py
∂φ1
2 +
∂py
∂φ1
∂2px
∂φ1
2
)
δφ1δφ2 (δφ1 − δφ2) (46)
L1 =
[(
∂px
∂φ1
)2
−
(
∂py
∂φ1
)2] (
δφ21 − δφ22
)
(47)
L2 =
(
∂px
∂φ1
∂2px
∂φ1
2 −
∂py
∂φ1
∂2py
∂φ1
2
)(
δφ31 + δφ
3
2
)
+
(
∂px
∂φ1
∂2py
∂φ1
2 −
∂py
∂φ1
∂2px
∂φ1
2
)
δφ1δφ2 (δφ1 + δφ2) (48)
Similarly to the CDW case, we define r = δφ1 + δφ2 and s = δφ1 − δφ2. Expanding to the lowest order of ηS we
find (for notation simplicity Li = Li(r, s) and Ki = Ki(r, s)):
JSfluct ≈− ηS
(
Nφ1
νF
)2
2ξ−2T
pi2
ˆ
dr
ˆ
ds
(L1 + L2)
(
ξ−2S +
1
2ξ
−2
T +K1 +K2
)
(1 + µs) r (A1 +A2s)[(
ξ−2S +K1 +K2
)2] [(
ξ−2S + ξ
−2
T +K1 +K2
)2] (49)
JSfluct ≈
[
2 〈v2F (φ)〉φ
pi
]
ηSCSξ
−2
T
{
ln
(
ξ2S
)
+
[
1−
(
1 +
ξ2T
ξ2S
)
ln
(
1 +
ξ2S
ξ2T
)]}
(50)
with the geometrical pre-factor:
CS = −
(
Nφ1
νF
)2 [(∂px∂φ1)2 − ( ∂py∂φ1)2] 2 (µA1 +A2)−A1 [3(∂px∂φ1 ∂2px∂φ12 − ∂py∂φ1 ∂2py∂φ12)− (∂px∂φ1 ∂2py∂φ12 − ∂py∂φ1 ∂2px∂φ12)]
2 〈v2F (φ)〉φ
∣∣∣∣(∂px∂φ1)2 − ( ∂py∂φ1)2
∣∣∣∣3
(51)
Because the SDW fluctuations are only anisotropic in their momentum dependence, the geometrical pre-factor is no
longer determined only by the hot-spots Fermi velocity, but also by their derivatives and the curvature of the Fermi
surface near the hot spots. As a result, it is a priori not clear what the sign of CS is. We evaluated CS numerically
using the tight binding models of Refs. [33, 39] and found CS = −0.25 for Ref. [33] (with chemical potential µ = −1.3)
and CS = −0.067 for Ref. [39] (with chemical potential µ = 0.1). We also found that the negative character of CS is
robust against small changes in the chemical potential. Thus, we observe in general a tendency towards CS < 0. The
only situation in which we were able to find CS > 0 was for Fermi surface configurations that tend to become open
around (pi, pi) (closed near (0, 0)), which are not relevant for hole-underdoped compounds.
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FIG. 7. Comparison of the analytic approximation to JCfluct given by Eq. (50) (solid blue line) with the numerical evaluation
of the corresponding integral in Eq. (32) (black dots). For convenience, we defined L(ξT ) ≡ ln(ξT ).
Note that, in Eq. (50), JSfluct saturates in the regime ξS  ξT . Therefore, it is in principle possible that other
contributions to JSfluct not related to the hot spots are comparable to those arising from the hot spots physics. To
check this, we computed numerically Eq. (32) for the tight-binding models of Refs. [33, 39] for a range of chemical
potential values. In Fig. 7 we show the specific case of the tight-binding parameters of Ref. [39] with µ = 0.1,
comparing it with the analytical expression given by Eq. (50). To account for the contribution that does not arise
from the hot spots physics, we added a constant shift. Clearly, this additional contribution is smaller than that from
the hot-spots for ξS  1. We found a similar behavior when using the tight-binding parameters of Refs. [33, 39] for a
variety of chemical potential values, demonstrating that Eq. (50) captures the behavior of the resistivity anisotropy
in the regime where ξS is not too small.
