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Abstract
The process of divertor detachment, whereby heat and particle fluxes to divertor surfaces are
strongly reduced, is required to reduce heat loading and erosion in a magnetic fusion reactor.
In this thesis the physics leading to the decrease of the divertor ion current (It), or ‘roll-over’,
is experimentally explored on the TCV tokamak through characterization of the location,
magnitude and role of the various divertor ion sinks and sources including a complete measure
of particle and power balance. These first measurements of the profiles of divertor ionisation
and hydrogenic radiation along the divertor leg are enabled through the development of a
TCV divertor spectrometer, together with careful Stark broadening analysis and novel Balmer
line spectroscopic techniques.
Over a range in core plasma conditions (plasma current, impurity-seeding, density) the
It roll-over is caused by a drop in the divertor ion source; recombination remains either
small or negligible until later in the detachment process. In agreement with simple analytical
predictions, this ion source is limited by a reduction in the power available for ionisation,
Precl, sometimes characterised as ‘power starvation’. Concurrent increases in the energy
required per ionisation, Eion, further reduce the number of ionizations. The detachment
threshold is found experimentally (in agreement with analytic model predictions) to be
Precl/ItEion < 2, corresponding to the target electron temperature, Tt ∼ Eion/γ where γ is
the sheath transmission coefficient. Target pressure loss, required for target ion current loss,
is observed to be delivered by both volumetric momentum loss, as typically assumed, and by
a drop of the upstream pressure.
The evolution of measured divertor profiles through detachment of the various ion sources/-
sinks as well as power losses and charge exchange are quantitatively reproduced through full
2D SOLPS modelling of a ramp of core plasma density through the detachment process.
2 Spectroscopic investigations of detachment on TCV
Contents
Abstract 2
Contents 3
List of Figures 8
List of Tables 18
Acknowledgements 19
Author’s Declaration 21
Preface 22
Executive summary 23
1 Introduction 25
1.1 Energy sources and its future . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.2 Nuclear Fusion: a possible solution for the energy problem . . . . . . . . . . . 29
1.3 Confining the plasma: tokamaks . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.4 The power exhaust challenge: divertors . . . . . . . . . . . . . . . . . . . . . 32
1.5 Taming the power exhaust: detachment . . . . . . . . . . . . . . . . . . . . . 35
1.6 Detachment: an in-depth overview, its gaps in knowledge and the relevance of
this work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1.7 Goals and objectives of this thesis . . . . . . . . . . . . . . . . . . . . . . . . 38
1.8 Merit of this work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
1.8.1 Diagnostic interpretation, analysis and development . . . . . . . . . . 41
1.8.2 Detachment interpretation . . . . . . . . . . . . . . . . . . . . . . . . . 42
2 Literature and theory of detachment 44
2.1 Divertor physics fundamentals and its processes . . . . . . . . . . . . . . . . . 45
2.2 Understanding different divertor operational regimes through simplified model-
ling: Two Point Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.2.1 Derivation of the ’basic’ two point model . . . . . . . . . . . . . . . . 49
2.2.2 Including ’missing’ physics by implementing correction terms . . . . . 51
2.3 Detachment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.3.1 Observing and characterising detachment . . . . . . . . . . . . . . . . 56
2.4 Atomic physics and its role in divertor physics . . . . . . . . . . . . . . . . . 61
Spectroscopic investigations of detachment on TCV 3
2.4.1 Atomic databases and collisional radiative models . . . . . . . . . . . 61
2.4.2 Hydrogen Ionisation, recombination and charge exchange rates . . . . 62
2.4.3 Momentum losses due to atomic and molecular reactions . . . . . . . . 64
2.4.4 Hydrogen Balmer Line emissivities . . . . . . . . . . . . . . . . . . . . 66
2.4.5 Hydrogen radiative losses . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.4.6 Impurity radiation —carbon . . . . . . . . . . . . . . . . . . . . . . . 68
2.4.7 Molecular reactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
2.5 Alternative geometries and divertor performance . . . . . . . . . . . . . . . . 70
2.6 Advanced modelling of divertor plasmas and detachment: SOLPS-ITER . . . 72
3 Analytical divertor models 73
3.1 Power and particle balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.2 Modelling the ion source from power/particle balance . . . . . . . . . . . . . 79
3.2.1 Physical expectations of power/particle balance and scalings . . . . . 82
3.3 Including recycling energy cost in the Two Point Model: the 2PMR . . . . . 83
3.3.1 Derivation and key points . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.4 2PMR with explicit conductivity . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.5 Exceeding the 2PMR critical limits . . . . . . . . . . . . . . . . . . . . . . . . 93
3.5.1 Exceeding the 2PMR critical limits: upstream density loss . . . . . . . 97
3.6 Reduced analytical models in comparison with experiments . . . . . . . . . . 98
3.7 Summary and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4 TCV: Tokamak a` Configuration Variable 102
4.1 TCV overview and capabilities . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.2 TCV diagnostic capabilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.2.1 Measuring radiative losses: bolometry . . . . . . . . . . . . . . . . . . 103
4.2.2 Measuring target heat fluxes: infrared thermography . . . . . . . . . . 106
4.2.3 Langmuir probes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2.4 Reciprocating probe . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.2.5 Measuring core and upstream temperatures/densities: Thomson scattering107
4.2.6 Measuring neutral pressures: baratrons . . . . . . . . . . . . . . . . . 108
4.2.7 Spectroscopy for boundary physics studies . . . . . . . . . . . . . . . . 108
4.2.8 TCV Diagnostic Control Systems . . . . . . . . . . . . . . . . . . . . . 110
4.3 Evaluating and using this experimental data for verification with SOLPS-ITER:
synthetic diagnostics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.3.1 Synthetic bolometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.3.2 Synthetic baratrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.4 Discharge reproducibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5 Divertor Spectroscopy System (DSS) on TCV 115
5.1 Divertor spectroscopy on TCV . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.1.1 Overview and capabilities of the Divertor Spectroscopy System on TCV 115
5.2 General details, alignment and track selection . . . . . . . . . . . . . . . . . . 119
5.3 Hardware and control details of the DSS . . . . . . . . . . . . . . . . . . . . . 124
5.3.1 Spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4 Spectroscopic investigations of detachment on TCV
5.3.2 Camera . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.4 Camera smearing and post-shot corrections . . . . . . . . . . . . . . . . . . . 130
5.5 Spectrometer absolute intensity calibration . . . . . . . . . . . . . . . . . . . 134
5.5.1 Stray light and the absolute intensity calibration . . . . . . . . . . . . 135
5.6 Spectrometer instrumental function characterisation and calibration . . . . . 140
5.6.1 Assessing the uncertainty in the instrumental function . . . . . . . . . 141
5.7 Spectrometer characterisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
5.8 Synthetic diagnostic implementation in SOLPS-ITER . . . . . . . . . . . . . 148
6 Application of Stark broadening measurements on TCV 149
6.1 Stark broadening introduction and fundamentals . . . . . . . . . . . . . . . . 149
6.1.1 An introduction to Stark fitting on TCV . . . . . . . . . . . . . . . . . 151
6.2 Stark broadening compared to other line broadening effects . . . . . . . . . . 152
6.2.1 Stark broadening under the presence of a magnetic field —Zeeman
splitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
6.2.2 Te dependence of Stark broadening . . . . . . . . . . . . . . . . . . . . 154
6.2.3 Stark broadening and Doppler broadening . . . . . . . . . . . . . . . . 155
6.3 TCV’s Stark fitting techniques . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6.4 TCV Stark broadening uncertainty and sensitivity analysis . . . . . . . . . . 162
6.4.1 Uncertainties induced due to signal-to-noise ratio and the instrumental
function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
6.4.2 Deviations between different Stark models . . . . . . . . . . . . . . . . 166
6.4.3 Uncertainties induced due to uncertainties in Te, B and Ti effects . . . 167
6.4.4 Putting it all together: general uncertainty . . . . . . . . . . . . . . . 169
6.5 Stark broadening and line integration effects . . . . . . . . . . . . . . . . . . . 172
6.6 TCV Stark broadening results and verifications . . . . . . . . . . . . . . . . . 173
6.6.1 Comparison of Stark inferred density with respect to different Balmer
lines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
6.7 Summary and applicability of Stark broadening on TCV . . . . . . . . . . . . 177
7 Quantitative analysis of Balmer line spectra 178
7.1 Introduction of Balmer line analysis . . . . . . . . . . . . . . . . . . . . . . . 179
7.1.1 Output parameters of the analysis chain . . . . . . . . . . . . . . . . . 179
7.1.2 Input parameters and their uncertainties . . . . . . . . . . . . . . . . . 181
7.2 Separating recombination and excitation contributions to the Balmer line emission187
7.2.1 Determining Frec(n) in the Frec(n) limits . . . . . . . . . . . . . . . . 193
7.2.2 Frec(n) and the recombination to ionisation fraction . . . . . . . . . . 195
7.3 Inferring recombination and ionisation rates . . . . . . . . . . . . . . . . . . . 196
7.3.1 The excitation and recombination temperatures . . . . . . . . . . . . . 197
7.4 Estimating hydrogenic radiative losses . . . . . . . . . . . . . . . . . . . . . . 200
7.5 Estimating charge exchange rates and charge exchange to ionisation ratios . . 202
7.6 Monte-Carlo probabilistic analysis methodology . . . . . . . . . . . . . . . . . 203
7.7 Applying a synthetic diagnostic to SOLPS simulations and investigating line
integration effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
Spectroscopic investigations of detachment on TCV 5
8 The physics of detachment and its dynamics on TCV 212
8.1 General detachment characteristics on TCV . . . . . . . . . . . . . . . . . . . 212
8.1.1 Experimentally observed TCV detachment dynamics with a comparison
to SOLPS results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
8.1.2 Evolution of electron density near the target . . . . . . . . . . . . . . 217
8.2 Characterisation of the loss of source and its effect on the ion target flux . . . 218
8.2.1 Characterisation of ion sinks and sources in density ramp discharges . 218
8.2.2 Characterisation of ion sinks and sources in N2 seeded discharges . . . 219
8.2.3 Estimating the flow of ions from upstream into the divertor . . . . . . 222
8.3 Power balance in the divertor and its relationship to ionisation . . . . . . . . 223
8.4 Evidence for molecular reactions during TCV detachment . . . . . . . . . . . 226
8.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
9 Discussion 230
9.1 Investigating detachment in the framework of power and particle balance . . 231
9.1.1 The variation of Eion during detachment . . . . . . . . . . . . . . . . . 231
9.1.2 Target temperature predictions . . . . . . . . . . . . . . . . . . . . . . 234
9.1.3 Comparing the measured and predicted ion target current . . . . . . . 234
9.1.4 Power dynamics in the TCV recycling region . . . . . . . . . . . . . . 236
9.2 Investigating detachment in the framework of power, particle and momentum
balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
9.2.1 Modelling total target ion current behaviour with both power and
momentum balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
9.2.2 Detachment thresholds and implications for momentum/pressure losses
along a flux tube (separatrix) . . . . . . . . . . . . . . . . . . . . . . . 240
9.2.3 The 2PMR and momentum losses . . . . . . . . . . . . . . . . . . . . 243
9.2.4 The case for divertor processes reducing the upstream pressure and
density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
9.2.5 The role of momentum loss and upstream pressure loss in target ion
current loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
9.3 N2 seeded detachment on TCV . . . . . . . . . . . . . . . . . . . . . . . . . . 247
9.4 Applicability of TCV results to other existing and planned tokamaks . . . . . 249
10 Conclusion 251
Appendices 252
A Technical details DSS: Correction algorithms, Hardware and Software 253
A.1 Advanced smearing correction algorithms . . . . . . . . . . . . . . . . . . . . 253
A.1.1 Application of advanced smearing correction - example N2 seeded discharge255
A.2 Stray light detection and correction during absolute calibration . . . . . . . . 257
A.3 Mechanical and 3D printed assemblies . . . . . . . . . . . . . . . . . . . . . . 261
A.4 Analysing pick-up and choice of ROI . . . . . . . . . . . . . . . . . . . . . . . 263
A.5 Software systems and hardware control . . . . . . . . . . . . . . . . . . . . . . 266
6 Spectroscopic investigations of detachment on TCV
B Statistical investigation of Balmer line analysis sensitivities 270
B.1 Investigating the influence of uncertainties in atomic rate coefficient . . . . . 270
B.2 Investigating the robustness against various neutral fraction PDFs . . . . . . 271
B.3 Investigating the different sensitivities of output parameters to input uncertainties273
Bibliography 276
Spectroscopic investigations of detachment on TCV 7
List of Figures
1.1 Power consumption per person versus population density, in 2005. Point size is proportional to
land area. Both axes are logarithmic. The straight lines with slope -1 are contours of equal power
consumption per unit area and as a reference, the energy densities generated using renewable
technologies are shown. Adopted from [11, 23, 24]. . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.2 Schematic overview of a tokamak a) and a stellerator b) adopted from [32]. . . . . . . . . . . . 31
1.3 Overview of ITER and its various components. Courtesy of the ITER organisation, file obtained
from https://www.iter.org/album/Media/7%20-%20Technical. With manually added labels. . 32
1.4 Overview of the limiter and divertor configuration on TCV, together with the planned baﬄe
upgrade [34]. The equilibria have been taken from an experiment performed on TCV. . . . . . 33
2.1 A schematic picture of straightening out the poloidal SOL geometry in a 1D model, implemented
from [81] and the JET image database. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.2 A schematic overview of the various detachment processes in the divertor adopted from [1] and
[2]. a) Schematic overview of TCV detachment processes as function of increasing upstream
density or seeding level. b) More detailed schematic overview of a detached TCV divertor. c)
A schematic overview of the different processes in the divertor and their influences on power,
particle and momentum balance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.3 Various divertor spectra measured by the DSS on TCV obtained during repeat discharges. They
are shown for both an attached (red) and detached (blue) case. . . . . . . . . . . . . . . . . . . 56
2.4 Overview of TCV detachment adopted from [101]. a) Ion target current (integrated) evolution
during a core density ramp < ne >. b) Evolution of the degree of detachment during a core
density ramp. c) Profiles of the ion target flux compared between an attached/detached phase.
d) Profiles of the heat flux at the target compared between the attached/detached phase. e-g)
Comparison between upstream (reciprocating probe) and target (Langmuir probe) density
profiles during attached/detached conditions. h-j) Comparison between upstream (reciprocating
probe) and target (Langmuir probe) temperature profiles during attached/detached conditions.
k-m) Comparison between upstream (reciprocating probe) and target (Langmuir probe) pressure
profiles during attached/detached conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.5 Hydrogen effective recombination, ionisation and charge exchange rates as function of electron
temperature for three different electron densities. . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.6 2D maps of effective recombination, ionisation and charge exchange rates as function of electron
temperature and electron density with a linear colour map. Contour lines are shown which
correspond to cases where the charge exchange rate is 1, 2, 10 times the ionisation rate and
where the recombination reaction rate is 10−1, 10−2, 10−3 times the ionisation rate (which would
correspond to a case where the recombination volume rate and ionisation volume rate equal
each other assuming a neutral fraction of 10−1, 10−2, 10−3). . . . . . . . . . . . . . . . . . . . 63
2.7 a) 2D evaluation of fmom through the Self-Ewald model as function of ne, Te using ADAS and
equation 2.9 with contour lines. b) fmom as function of Te (for ne = 5× 1019 m−3), together
with several scaling laws obtained from [4, 49]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.8 Photon emission coefficients (PEC) for the hydrogen Balmer lines of n = 3− 8 as function of Te
for three different electron densities. Both the excitation and recombination PECs are shown. . 67
2.9 2D maps of the PLT and (corrected) PRB coefficients as function of electron temperature and
electron density with a linear colour map. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
8 Spectroscopic investigations of detachment on TCV
2.10 Charge resolved carbon PLT coefficients as function of temperature. An effective PLT —which
is determined assuming ionisation balance determined through ionisation and recombination
coefficients and assuming no transport is shown. An ’effective’ PLT curve which includes TCV
simulated transport is shown for a SOLPS modelled discharge # 106278 where the effective
PLT is determined by determining the individual PLTs for each charge state in the grid cell
using ne, Te and multiplying those with the simulated fractional abundances obtained from the
SOLPS simulation. All PLT values for all grid cell are shown where one data point represents
one grid cell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.11 Designed TCV magnetic geometry configurations, corresponding to single-null, snowflake, super-
X divertor geometries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.1 Schematic overview of power and particle balance in the outer divertor. The blue shaded region
represents the divertor. The various parameters are defined in the text. . . . . . . . . . . . . . 75
3.2 Eion/γ as function of Te including the Te = Eion/γ curve for a range of ne and γ. . . . . . . . 76
3.3 Evaluation of different models for ECX compared to Eion as function of temperature. . . . . . 77
3.4 Erec as function of Te, ne with a contour line at zero. . . . . . . . . . . . . . . . . . . . . . . . . 78
3.5 a) fion as function of Tt, b) ftarget, fpot, fkin as function of Tt c) Γt/qrecl =
fion(T
∗
t )
Eion
as function of
Tt, d) pt/qrecl as function of Tt. All of this is shown for both a fixed Eion and for Eion = f(Tt, nt). 82
3.6 2PMR solutions for Tt for a given qrecl = 15 MW m
−2 compared with the standard two point
model solution (equation 2.4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.7 2PMR solutions for Tt as function of pu (same as figure 3.6), qrecl and pu/qrecl. For the Eion(Tt)
function (which has a negligible nt dependence as well), pu = 80 Pa is assumed in C. . . . . . . 87
3.8 2PMR solutions for Γt (stable branch) as function of pt and qrecl compared with the standard
two point model solution (equation 3.19b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.9 Solutions of Tu and Tt from the 2PMR, which accounts for ionisation energy losses during
recycling (Eion = 30 eV), and the 2PM, which does not account for ionisation energy losses;
both while taking conductivity into account. A) Tt and Tu as function of nu for a case with no
impurity radiation. B) Tt and Tu as function of f
imp
rad (e.g. the fraction of q‖ radiated before
reaching the recycling region). The 2PMR solutions are obtained until Tt = Eion/γ and show
lower temperatures/a larger temperature gradient due to the power lost during recycling. . . . 91
3.10 2PMR and 2PM solutions Γt as function of nu (A: fixed L, κ, q‖, f
imp
rad = 0) and f
imp
rad (B: fixed
L, κ, q‖, nu = 5× 1018 m−3) taking conductivity into account to determine Tu. Eion =30 eV has
been assumed. Dotted lines have been provided to compare the scaling of the obtained trend
with power scaling dependencies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.11 Graphical solution to the implicit equation 3.16a for the target temperature where both sides of
this equation are plotted against each other. The intersection between the shown curves and the
dashed line represents solution points where both sides equal. This graphical solution is shown
for two values of pt and for using a fixed pt or using a temperature dependent pt (equation 3.23
with n = 1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.12 2PMR results of Tt, pt,Γt as function of qrecl for Eion = 30 eV; pt,0 = 75 Pa. Five different
relations of pt are shown: 1) pt = pt,0 ; 2) pt = 1/2pt,0, 3) pt = pt,0 until pt > ptmax, where pt
is kept at ptmax; 4) equation 3.23 with n = 1/2; 5) equation 3.23 with n = 1. As a reference,
the ptmax trend is shown as qrecl varies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.13 2PMR results with explicit conductivity and nu(Tt) dependency (similar to equation 3.23 with
n = 1 and pt → nu of Tt, pu,Γt as function of f imprad . The fixed parameters are: Eion = 30 eV;
nu,0 = 1× 1019 m−3; q‖ = 20 MW m−2; L = 10 m; κ = 2000. . . . . . . . . . . . . . . . . . . . 98
4.1 Picture of the interior of TCV with graphite tiles installed. Courtesy of SPC, EPFL, Lausanne,
Switzerland . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.2 a): Lines of sight of the horizontal and vertical DSS systems. Divertor geometries for #56567
(red), #54868 (green), #52158 (blue) are shown. b) Lines of sight and locations of other
diagnostics (Thomson/Langmuir probes/Vertical IR/Reciprocating probe/Bolometry together
with the divertor geometry of #56567. Adopted from [2]. . . . . . . . . . . . . . . . . . . . . . 104
4.3 a): Radiative power as function of time for # 52065 determined through the default analysis
and through the inversion-less routine. b) Example of the inversion result [2] . . . . . . . . . . 105
Spectroscopic investigations of detachment on TCV 9
4.4 a): Langmuir probe coverage adopted from [117]. For illustration a typical plasma geometry
(single null) is plotted (shot #52062). b) Thomson scattering coverage before upgrade adopted
from [170]. c) Thomson scattering coverage after upgrade adopted from [170]. . . . . . . . . . . 106
4.5 Example of inverted (non-calibrated) emissivities from the MultiCam system on #52065 in
attached (0.6 s) and detached (1.0 s) conditions. Adopted from [79]. . . . . . . . . . . . . . . . 109
4.6 Comparison between a radiation map of a SOLPS discharge and the estimated radiation map
by bolometry using a synthetic bolometer diagnostic with an inversion algorithm on the same
colour axis. The SOLPS grid is over-plotted . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.7 Comparison of the neutral pressure measured by baratrons (divertor and mid-plane) with the
neutral pressure obtained in modelling through a synthetic baratron as function of the upstream
density. The mid-plane neutral pressure has been multiplied by 10. . . . . . . . . . . . . . . . . 113
4.8 a) 9 → 2 Balmer line brightness and b) inferred Stark density from the 9 → 2 Balmer line
obtained from the vertical system using the line of sight closest to the strike point location.
Each colour indicates a different discharge. Characteristic uncertainties are shown in the figure. 114
5.1 DSS lines of sight, showing the three different horizontal orientations (blue, red, green) and the
vertical lines of sight (magenta) together with the equilibrium of # 56567 at 1.0 s. . . . . . . . 117
5.2 Pictures of DSS (Horizontal) system. a) Machine side. b) Tokamak side. . . . . . . . . . . . . . 118
5.3 Image of the full-frame observation while monitoring a spectral lamp using the horizontal system
with indicators of the spectral and spatial direction and the used ROIs. The spectral lamp used
is Mercury-Cadmium at 365 nm central wavelength using a 600 l/mm grating. . . . . . . . . . 120
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5.5 Modelled instrumental functions (convolution between a block function and a Lorentzian) as
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(indicative of central fibres). b) Lorentzian Full-Width-Half-Maximum is 80 micron (indicative
of edge fibres) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.6 Parameters obtained from slit model highlighted in figure 5.5 as function of slit width in micron.
a) Full-Width-Half-Maximum obtained for two different Lorentzian FWHMs shown together
with the 1:1 trend to which the result will converge if the instrumental function is dominated by
the slit function. b) Obtained peak intensity normalised such that 1 would be obtained if the
slit function would no longer be smeared out. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.7 Pictures from the CCD output using a Hg spectral lamp with the spectrometer central wavelength
being set at 546.1 nm (corresponding to a Hg spectral line) for three different slit widths. This
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slit width. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.8 Overview of the Princeton Instruments Isoplane SCT 320 spectrometer adopted from its patent
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10 Spectroscopic investigations of detachment on TCV
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frequency (# 52065). a) Profile of 6 → 2 intensity as function of ROI at t = 1.25 s together
with highlights of the ROI of which the spectra are shown. b) Profile of 6→ 2 intensity for LoS
3 (near target —brightest) as function of time, together with windows corresponding to the
different acquisition phases. c-g) Spectra of 6 → 2 both measured (non-smearing correction)
and smearing corrected for five different lines of sight. Also the deviation between the spectra
and the smearing-corrected spectra (plusses) is shown, which indicates the amount of smearing
contributing to the measured signal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.13 Measured spectra of a Xe spectral lamp (the input optics are illuminated through using an
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0.22) fibres and the newer (NA 0.10) fibres. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.14 Spectra shown using a Xe lamp in the 465 nm region (central wavelength) with a 1800 l/mm
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5.15 Illustration of the influence of stray light (1× 10−4 stray light (with respect to intensity) is
assumed) on an absolute intensity calibration. a) Pre-calibrated lamp spectra (intensity on a log
scale) where the influence of stray light has been modelled. The different lamp curves have been
normalised with respect to their integral. b) Relative difference in the spectra due to stray light
((Stray light spectra —lamp spectra) / stray light spectra). . . . . . . . . . . . . . . . . . . . . 138
5.16 Absolute calibration curves showing the absolute calibration factors (e.g. calibrated signal =
measured signal (counts / s) / calibration factor) as function of wavelength (corresponding to a
single acquisition of central wavelength 369 nm —lowest calibrated wavelength) shown for three
ROIs using the signal uncorrected for stray light, the stray light corrected signal and using a
424 nm short-pass filter (while taking that filter curve into account in the absolute calibration.). 139
5.17 Examples of extracted instrumental functions for the horizontal DSS system using a 1800 l/mm
grating around the 460 nm to 470 nm wavelength region. a-c) Different instrumental functions
(different colours) shown for three different lines of sight corresponding to a 467.81 nm line
from a mercury-cadmium spectral lamp, positioned between horizontal (wavelength direction)
pixel number 100 and 700. d-f) Different instrumental functions (different colours) shown for
three different lines of sight (16 —centre; 4 edge; 27 edge), corresponding to 458.28, 462.43,
467.12, 469.7, 473.42 nm spectral lines obtained from a Xe spectral lamp obtained during a
single acquisition (single grating angle), with and without integrating sphere. Note that the
situation shown in a-c is from a different calibration run than the one shown in d-f. . . . . . . . 142
5.18 2D PDF of the Bayesian fit (of instrumentals measured using a 1800 l/mm grating, 465 nm
central wavelength and using a Xe lamp) of the a, c using equation 5.3 (the result is marginalised
along the b direction), shown for two different errors. Each colour map shows the results of three
separate PDFs (corresponding to three separate instrumental functions obtained during a single
acquisition of the Xe lamp at different wavelengths) using red, green, blue colours. When all
instrumentals overlap, a grey map would be obtained. When none of the instrumentals overlap,
separate red, green, blue maps are obtained. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.19 Extracted (median of distribution obtained through a Xe lamp) and a) simulated asymmetric
Lorentzians obtained from the Bayesian asymmetric Lorentzian fit using the described Monte
Carlo algorithm, b) simulated instrumental functions obtained by point-wise shifting the instru-
mental functions such that the median of the distribution of instrumental functions aligns with
the input instrumental function. The data has been taken from the edge of the CCD (LoS 2)
using a 1800 l/mm grating at 404 nm central wavelength, which deviates more strongly from
the asymmetric Lorentzian fit than central chords, using a Mercury-Cadmium spectral lamp. Of
the Monte Carlo generated instrumentals, 100 different instrumental functions are shown. . . . 144
5.20 Extracted and simulated (100) instrumental functions (normalised with respect to intensity)
using the described Monte Carlo algorithm for three different lines of sight. All shown correspond
to spectral lines at 458.28, 462.43, 467.12, 469.7, 473.42 nm obtained from a Xe spectral lamp
during a single acquisition (1800 l/mm grating), both with/without using an integrating sphere. 145
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5.21 Instrumental function characterisation for the 1800 l/mm grating (a,c,e) and the 600 l/mm
grating (b,d,f). Colour maps as function of ROI and wavelength are shown for the width (FWHM
in pixels (a,b) and width at 10 % of the maximum intensity (c,d)) and for the asymmetry in
pixels (e,f). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.22 DSS ’efficiency’, where the measured signal (in counts m−2 s−1 sr−1 nm−1) equals the calibrated
signal (in ph m−2 s−1 sr−1 nm−1) times the shown efficiency coefficient (which is in counts per
photon). The calibration coefficient is shown as function of wavelength for several calibration
runs, the 1800 and 600 l/mm gratings and at several ROIs. b) Example of 2D calibration map
obtained during a single acquisition corresponding to three curves highlighted in a). . . . . . . 148
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6.5 Comparison between the electron density set in the synthetic spectrum with a Ti = 15 eV to the
electron density inferred in the fit assuming a Ti = 5 eV for different weighting functions used in
the fit. Uncertainties in the instrumental function and due to the signal to noise level of the
synthetic spectra are accounted for using a Monte Carlo approach. . . . . . . . . . . . . . . . . 158
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A.1 Overview of smearing of the 6→ 2 Balmer line and neighbouring NIII lines at 200 Hz acquisition
frequency for a N2 seeded discharge. a) Profile of NIII (410.33 nm) intensity as function of ROI
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Preface
In this PhD thesis the physics behind detachment observations, particularly the ion target
current roll-over, has been investigated experimentally on TCV. The key results of this work
are shown in Chapter 8, where the ion current roll-over is associated with a reduction of
the ion source due to power limitation —quantitatively consistent with SOLPS simulation
results. Further implications of those findings are discussed in Chapter 9, where quantitative
agreement is found between the observed detachment onset and analytic predictions of the
detachment onset, after which charge exchange to ionisation ratios are observed to increase
leading to volumetric momentum losses. A reduction of the upstream pressure during
detachment is observed on TCV in agreement with analytic predictions of the target pressure
loss required and the volumetric momentum loss estimated from charge exchange to ionisation
ratios. Those two chapters form the most important and integral parts of this thesis.
To obtain these results, however, significant methodological work was required as is
described in a fairly large part of this thesis —which is of secondary importance in this work.
First a new diagnostic (divertor spectrometer) for the TCV tokamak has been developed,
commissioned and operated as part of this thesis in Chapter 5. From the Balmer line spectra
measured using this diagnostic, first the electron density has been estimated using existing
Stark models, together with several technical advances and error quantification techniques
in Chapter 6 to cope with the relatively low TCV densities (1× 1019 m−3 to 1× 1020 m−3)
leading to a relatively narrow Stark spectral broadening (full-width-half-maximum) compared
to the instrumental function and expected Doppler broadening. Using the Stark inferred
density and the Balmer line spectra, new ways for quantitatively analysing the Balmer line
spectra have been established in Chapter 7 enabling the quantitative inference of various
atomic reactions in the TCV divertor including ionisation, recombination and hydrogenic
radiation.
For comparing the measured results to analytic models, a deeper analysis on the equival-
ence between thinking about detachment in terms of power limitation and thinking about
detachment in terms of volumetric momentum loss was required. That required digging deeper
into those models as has been done before in literature and making several modifications
to the interpretation of such models. This has been done in Chapter 3 and is of secondary
importance to the main results.
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Executive summary
Quantitative inferences of the magnitude and location of various atomic processes in the
divertor, in particular the ionisation source, has been performed in this work. This has been
facilitated by the new spectroscopic measurements of the TCV outer divertor plasma by a
divertor spectrometer developed as part of this thesis. Those measurements are combined
with a careful approach to Stark broadened line fitting (accounting for the relatively low TCV
electron densities(1× 1019 m−3 to 1× 1020 m−3)) and a new way of analysing Balmer lines
developed in this work, enabling a full characterisation of the various power and particle
sources and sinks (impurity radiation, ionisation and recombination) in the TCV outer divertor
plasma. These new measurements provide an experimental verification that the ion source (Ii)
matches the ion target flux (It) both before and during detachment while the recombination
ion sink is relatively small or negligible and only develops to significant levels at the deepest
detached states after the It roll-over. Volumetric recombination thus seems not to be a
requirement for detachment. Instead, the current roll-over is caused by a reduction of the
ionisation source.
We define the detachment threshold during density-ramp discharges as the point where
the divertor ion source starts to deviate from its expected attached (linear) trend. That linear
trend has been confirmed using measured upstream parameters in combination with analytic
models (under which a Two Point Model which includes Recycling —‘2PMR’ [3, 4, 5, 6]).
This is in contrast to the often-used degree of detachment scaling (Γt ∝ n2e) which requires
modifications to account for upstream changes. During a core density ramp, Precl continually
drops due to increasing (intrinsic) divertor impurity radiation while the power required for
ionisation (Pion) rises, both due to a rise in ionisation rate (in the attached phase) and a rise
in the energy cost of each ionisation (Eion). The deviation of the ion target current with the
attached trend is corresponds experimentally to Precl approaching Pion: (Precl ∼ 2× Pion);
while the roll-over occurs closer to Precl ∼ Pion. This indicates that Precl limits the ion source
and, through this, the target ion current. The start of detachment at Precl ∼ 2× Pion occurs
before any significant levels of recombination. All experimental results for the discharge
investigated are shown to be in fair qualitative and quantitative agreement with recent TCV
SOLPS simulations [7].
The behaviour of the target ion current (It) before and during detachment was compared
to simple analytic models. Accounting for only power and particle balance using measurements
of Precl, the energy cost of each ionization (Eion), and the target temperature (Tt) lead to
an It prediction in quantitative agreement with the measured It. It also shows that the ion
source can be modelled as a trade-off between the maximum possible ion source (Precl/Eion)
and fraction of that power spent on ionisation (fion), which can be modelled solely as function
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of Tt/Eion according to analytic theory —in quantitative agreement with direct measurements
of fion. The modelled dependence of the fraction of fion on Tt/Eion leads to a point, or
threshold, where the ion current starts to rise slower than T
−1/2
t for decreasing Tt. Given
the sheath target relation pt ∝ ΓtT 1/2t , this requires a target pressure drop. The thresholds
at which target pressure loss needs to start to occur corresponds to Tt = Eion/γ, fion = 0.5
and reaching, given a value for Eion and qrecl a critical target pressure (or pu/qrecl [6, 5]);
which is the maximum target pressure achievable for given those variables. Quantitative
agreement between all three criteria and the experimentally-determined detachment onset has
been found.
It is striking that the temperatures (Tt < Eion/γ) at which target pressure loss must
occur, according to analytic divertor models, corresponds to the temperatures at which
volumetric momentum loss starts to occur, according to atomic/molecular reaction rates.
Indeed, when reaching the detachment thresholds, measured charge exchange to ionisation
ratios start to become elevated near the target, eventually reaching > 100. From those
ratios through spectroscopic inferences, the amount of volumetric momentum loss has been
estimated, which starts near the detachment threshold and reaches up to ∼ 70% during
detachment —in agreement with direct experimental comparisons of the upstream/target
pressure during similar discharges [8]. After reaching the detachment thresholds, the Dα
emission starts to increase beyond atomic predictions, which is attributed to molecular reactions
in quantitative agreement with SOLPS simulation results. That result is indicative of molecular
activated recombination and suggest a significant presence of D2 radicals (D
+
2 ), which could
augment volumetric momentum loss through ion-molecule collisions, as is suggested by SOLPS
simulations. Afterwards, at the deepest detached phases where the target temperature is
reduced to ∼ 1 eV, significant volumetric recombination (although secondary to the ion source
loss for TCV) can occur. ’Power limitation’ of the divertor ion source thus seems to be
a starting point and a necessity for detachment, subsequently bringing on other processes
necessary or helpful for detachment (momentum loss and later volumetric recombination).
This also appears to be applicable to higher power density, higher density tokamaks; although
volumetric recombination will be stronger in such devices which may enable It to drop faster
in the deepest detached states.
Our measurements show that both the target and upstream pressure roll-over concurrent
with the It roll-over. Given a certain qrecl and Eion, the target pressure is limited to a
certain value (pt,max), which drops as qrecl drops and Eion increases during detachment. The
drop of this upper limit is the minimum amount of target pressure drop required during
detachment, which must be consistent with the volumetric momentum loss present and the
upstream pressure. Measurements of the upstream pressure and estimates of the maximum
target pressure and volumetric momentum loss indicate that the observed upstream pressure
drop/saturation and the amount of estimated volumetric momentum losses were both necessary
to obtain consistency with the analytic model: both partially facilitated the target pressure
drop. Reducing the target pressure can thus be more subtle than just having volumetric
momentum losses. Nevertheless, these results neither confirm nor reject the idea that the
drop in the target pressure could pull down the upstream pressure (as suggested in literature
[6]) since the origin of the roll-over of the upstream pressure is unknown.
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Chapter 1
Introduction
Nuclear fusion may provide a solution to the looming energy crisis, as it may provide a nearly
inexhaustible energy source with high energy density. One of the most successful nuclear fusion
concepts so far is fusion through magnetic confinement in the form of ’tokamak’ devices. In
order to make tokamak fusion as an energy source a reality, many challenges must be faced.
One key challenge in tokamak fusion is to tackle the extreme power exhaust of a fusion reactor
which is predicted to reach levels higher than the surface of the sun for large scale facilities
such as ITER, DEMO and beyond. A detached divertor is essential for reducing the heat flux
to the target and is obtained at low target temperatures (∼ 5 eV), which provokes a collection
of atomic and molecular processes, ultimately resulting in a simultaneous decrease in target
temperatures, target heat fluxes and target ion fluxes; all required for power exhaust handling.
This work aims at improving the understanding of detachment by investigating the role of
various atomic and molecular processes in the divertor by quantifying these processes through
spectroscopic analysis.
1.1 Energy sources and its future
Mankind’s technical progress in the last 200 years has been massive, which has lead to an
increased quality of life especially in the developed countries. Much of this technological
progress has been initiated by the industrial revolution, which lead to exponential economic
growth; tremendously changing living standards and improving social progress. Before the
industrial revolution, economic output of an entity was limited by severe constraints set by
the amount of land and other resources available. The industrial revolution and its economic
growth has been made possible by using fossil fuels to lift these constraints. In turn, this has
transformed the world’s economy from a land-based economy into an energy-based economy
[9] which has remained an energy-based economy until this date. As such, the gross domestic
product per capita is correlated with the amount of power used per capita [10, 11]. Gross
domestic product is again correlated with the quality of life of a country, measured by several
metrics, including the social development index [12, 11]. The implication is clear: energy
supply is vital for economic growth and the quality of life in the current day world. Since
energy is most easily available from fossil fuels, the world has become strongly dependent to
them.
Fossil fuels such as oil, coal and natural gas originate from fossilised plant materials.
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Therefore, releasing their energy essentially implies releasing energy which has been generated
from photosynthesis stockpiles over a geological time span. Mankind is burning through these
fuel stockpiles at an alarming rate; a large fraction of fossil fuel resources, generated from
stockpiles of millions of years, has already been used up in a relatively short time span of
∼ 200 years. It is estimated that the oil and gas reserves will last for ∼ 60 more years, whereas
the coal reserve will last for ∼ 100 more years. These numbers are based estimates by the
world energy council [13], where the current energy reserves have been divided by its yearly
production.
Additionally, the usage of fossil fuels has negative impacts on the environment [14]. These
range from the exhaust of particulates in the air to the exhaust of Greenhouse gasses such
as carbon dioxide and nitrogen oxides. A deterioration of air quality due to these pollutants
has already led to serious public health issues, related to a wide range of conditions including
respiratory and cardiovascular diseases [15] as well as impeding paediatric development [16];
especially in urban areas. The existence of Greenhouse gasses has been linked to global
warming, leading to global climate change [17] and a net rise in the earth’s temperature. A
net rise in the earth’s temperature of more than a few degrees centigrade is expected to lead
to irreversible effects to the environment and the melting of polar ice caps, which leads to
major changes in the climate, floods and droughts in densely populated regions [17]. This, in
turn, gives rise to a whole range of health concerns, including thermal stress and infectious
diseases [18]. In order to prevent reaching this critical temperature rise, immediate action
must be taken to keep the increase of the world’s net temperature limited [17]. As a result,
even if we would exhaust the fossil fuel reserves, this is unwanted as it could potentially trigger
global catastrophes through global warming.
From this information, it is clear that the world needs to rehabilitate from its addiction to
fossil fuels. This implies either/both transitioning from fossil-fuel based to more renewable (or
nuclear) energy sources and/or a decrease of the amount of energy used. On a global scale, less
than 10 % of all energy sources are currently generated through renewable energy sources [13]
(less than 14 % when adding nuclear energy sources) and it is a major challenge to increase
this to more substantial levels. As highlighted earlier, the increase in social development
and quality of life is strongly correlated to the energy consumption. Decreasing the energy
consumption (strongly) without impeding social development and quality of life is therefore a
major challenge.
To complicate matters further, currently only a small fraction of the world’s population
lives in developed countries with a large energy availability; a large part of the world lives
in ’energy poverty’ [19, 20]. Developing countries are increasing their energy consumption
per capita in order to improve quality of life and social development. In addition, also the
population in developing and third world countries is increasing steadily while the population
in the developed countries is saturating [21].
Increasing the amount of renewable energy sources, such as solar wind and tidal, is a
possible solution to at least reducing the amount of fossil fuels used. Although energy sources
such as solar, wind and tidal are promising, are already used and provide potential other
benefits such as an energy independence to countries [22]; they do not come without drawbacks.
One drawback is that such energy sources have a relatively low power (density) production
[11].
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Figure 1.1: Power consumption per person versus population density, in 2005. Point size is
proportional to land area. Both axes are logarithmic. The straight lines with slope -1 are
contours of equal power consumption per unit area and as a reference, the energy densities
generated using renewable technologies are shown. Adopted from [11, 23, 24].
As shown in figure 1.1, when considering renewables, solar panels have the highest power
generation density. 5 W m−2 is the expected energy supply for a solar panel power park in
Europe [11]. Although solar technology is still evolving, we assume this number as a reference
number for energy generation through solar panels (and renewables more generally as solar
panels tend to provide higher energy densities). This implies that although powering a country
with renewables may be feasible, it will require country-sized energy installations [11]. For
instance, as shown, most of the developed countries with high population densities, such as
the United Kingdom, Germany, South Korea, require a power generation between 1 W m−2
to 2.5 W m−2, meaning that if all of that power would need to be generated through solar
photovoltaic (PV) parks with an average energy generation of 5 W m−2, one would need
to dedicate between 20-50 % of the country’s surface to power generation; assuming these
countries are fully energy dependent. A ’micro-country’, such as Singapore and Hong Kong,
instead requires a power generation density between 20 W m−2 to 110 W m−2; which is 4 to
22 times larger than the 5 W m−2 of power generation for a solar PV park quoted previously.
Such countries thus cannot gain full energy independence through renewables and the amount
of energy they can generate through renewables is severely limited by their available land.
Apart from this, other complications arise from renewable technologies. Their energy
generation, for instance, can fluctuate depending on the conditions. Therefore, energy storage
facilities are needed and preferably an inter-connected energy network over an entire continent
is required where an excess of energy arising in one part due to an unexpected high number
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of sun hours can be offset by an unexpected low number of sun hours at another position.
Furthermore, renewables often require specific conditions and cannot be used anywhere, such
as tidal and solar power providing more energy in sunnier areas.
Another energy source which could provide an alternative to fossil fuels is nuclear (fission-
based) reactors. Although it requires uranium (ignoring thorium-based fission plants) which is
supply-limited, it does provide CO2 free energy. The current total identified world’s uranium
resources are estimated to provide sufficient energy for over 100 years based on current
requirements [13]. With thorium reactors, that number would increase greatly; however do
note that thorium fission plants are still under development. Although the safety risks are
small for nuclear plants [25] (e.g. it is estimated to be one of the safest energy sources when
considering the ’deaths per unit of energy’ metric —even lower than several renewable energy
sources such as bio-fuels), when something goes wrong large-scale incidents can occur which
require country-sized actions. In addition, nuclear fission power plants provide long-lived
radioactive waste which must be stored for a long time (sometimes thousands of years) for it
to lose its radioactivity, although some solutions to nuclear waste storage are in development
[26, 27]. Due to these reasons, together with the difficulty of long-term storing long-lived
nuclear waste, many European countries are moving away from fission power plants. Other
disadvantages include that the capital cost/time it takes to construct nuclear power plants are
relatively high, require a large amount of regulation. Nuclear proliferation is also considered a
risk, especially when used in certain areas.
Nuclear fusion in theory could provide an energy source, which removes most of the
disadvantages of nuclear fission: it is safe (no risk of meltdown); the energy source is abundant
and easily obtained from sea water. Although fusion does produce radioactive waste, that
radioactive waste is less long-lived compared to that of a nuclear fission power plant ([28, 29]).
However, getting energy from nuclear fusion is technically challenging. Currently we have
not been able to generate more energy from fusion than the energy we put in to sustain the
reaction, where JET came the closest: 16 MW of fusion power, estimated from the measured
neutron fluence, versus 25 MW of input power absorbed by the plasma [29]. Note that
engineering efficiencies were not accounted for in this scientific result: the actual power input
to the device is larger than 25 MW and no actual power was generated in the experiment. It
should also be said that although fusion experiments have not resulted in a scientific energy
gain; the problem is not that fusion does not occur —but rather that energy losses occur
which are larger than the fusion energy gain such that additional heating must be injected.
Going from this to a fusion power plant requires larger reactors and/or higher magnetic fields.
Currently an international collaboration of Europe, the US, China, Japan, India, South-Korea
and Russia is working together to build the largest fusion experiment ever conducted in France
—ITER; which is planned to lead to a higher (scientific) fusion power than the injected power
absorbed by the plasma. Although nuclear fusion power plants sound promising, it certainly
needs more development before it will become a reality and it is not yet certain (in the sense
that it is unproven) that fusion reactors which provide net energy can be built with current
technology. In the case it seems infeasible to build fusion power plants, they could still be
employed as a neutron source, which can for instance be used to treat nuclear waste [26, 27].
Summary — Evidently, the availability of energy sources is strongly linked with man-
kind’s improvements in quality of life and social development. This is only available for a
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relatively small fraction of the world’s population and mostly through fossil fuels —which are
both running out and which are polluting the environment, triggering global warming. At the
same time, the energy demand by society increases as the world’s population increases and as
developing countries continue to develop.
Although there are alternative energy sources available, such as nuclear energy and
renewables, each comes with a set of advantages and disadvantages. More specifically,
although renewables are promising, they come with the drawbacks of having a low energy
density, meaning that a solution, fully based on renewables, must be country-sized.
Fusion alleviates some drawbacks associated with fission and is sometimes in the press
considered to be the ’holy grail’ of energy generation. The problem, however, is that still a
very significant amount of development and research is needed in order to realise fusion power
plants. As quoted by Pierre-Gilles de Gennes, Nobel laureate in physics: ’We say that we will
put the sun into a box. The idea is pretty. The problem is, we don’t know how to make the
box’.
1.2 Nuclear Fusion: a possible solution for the energy problem
When taking the mass of two protons and two neutrons separately; this is larger than the
mass of an alpha particle which is made up of two protons and two neutrons. Using Einstein’s
E = mc2 relation, that means that an alpha particle has less rest mass-energy than the
mass-energy of the nucleons separately. In other words; it releases energy to bind —also called
binding energy, which changes as function of the nuclear structure. Nuclear energy, in general,
is obtained by a transmutation reaction of one material to a different material with a higher
binding energy. The difference between the two binding energies is thus released. When one
plots the binding energy per nucleon, this is maximised at iron. That means that energy gain
through nuclear reactions can occur two different ways: when the element is heavier than iron,
one can go from a heavier element to a lighter element in a nuclear fission process. When the
element is lighter than iron, one can merge two lighter elements to form a heavier element in
a nuclear fusion process. Although both of these processes provide energy, as the slope for the
lighter elements is steeper; a fusion process will provide more energy than a fission process.
Additionally, the fusing lighter elements will not lead to radioactive products (but radioactive
by-products exist due to neutron radiation), as opposed to splitting heavier elements.
The difficulty of fusion is how to make two particles fuse together in such a way that
the fusion reaction provides more energy than the act of bringing the particles close enough
together for fusion to occur. For fusion, two ions need to be fused together which have a
strong electromagnetic force repelling them. If the particles are close enough, however, the
strong nuclear force can take over, forcing the two particles to fuse together and provide
net energy. The ions which can fuse together all have a fusion cross-section as function of
energy. That cross-section can be transformed into a reaction rate coefficient, assuming a
Maxwellian energy distribution associated with a temperature. Most of the fusion, however,
occurs in the high energy tail of the Maxwellian distribution. The fuel mix which is the
’easiest’ to fuse (high reaction rate at relatively low temperatures) is deuterium and tritium.
This fusion reaction provides a fast neutron with 14.1 MeV of energy, whose energy can be
partially collected in the form of fusion energy, and a high energy helium ion (alpha particle)
Spectroscopic investigations of detachment on TCV 29
which carries 3.5 MeV of energy. Although this fuel mix is the ’easiest’ to fuse, it requires
high plasma temperatures of 10 keV to 100 keV which correspond to between 0.1 to 1 billion
Kelvin.
However, although heating a plasma to such temperatures is sufficient for fusion to occur;
it is insufficient for obtaining net energy from fusion as collisions between charged particles
also lead to energy losses. As a deflection collision between two charged particles is more
likely than a fusion collision, the fusion energy gain is generally insufficient for sustaining the
plasma’s energy losses unless the fusion fuel is ’held together’ (or confined) somehow [29, 28].
When taking a very simplistic approach, a criterion for the minimum ’confinement’ of the
plasma for net energy generation (e.g. the ’Lawson criteria’) can be established [30, 31]. To
obtain a relation for the Lawson criterion, first we must provide an equation for the fusion
power generated by a slab of plasma. This equals the volume of the plasma slab times the fusion
reaction rate, times the density of deuterium, times the density of tritium and times the energy
generated by a single fusion reaction Efusion: Pfusion = V nDnT < σv > Efusion. When we
investigate the reaction rate of DT for fusion, through a Taylor expansion in the region where
fusion is dominant, < σ >∼ T 2, resulting in the relation Pfusion ∼ V nDnTT 2. Furthermore,
assuming that there is a mix of 50 % deuterium and 50 % tritium, then nD = nT = 1/2n,
where n is the electron density (assuming a pure plasma). Accounting for this, the fusion
power relation changes into Pfusion ∼ V n2T 2. Apart from a relation for the fusion power,
a relation for the power losses is needed —which depends on the rate at which the system
loses energy to its environment —also referred to as ’confinement’. We define this energy
’confinement’ through an energy confinement time τe, which is defined as the ratio between the
plasma energy W and the total heating power Pin, which is the power ’lost’ when considering
a fusion power plant [30]. In other words Pin =
W
τe
. The plasma internal energy, assuming that
the electron temperature equals the ion temperature (e.g. Te = Ti = T ), equals W = 3V nTkb,
where kb is the Boltzmann constant. The inequality Pfusion ≥ Pin, thus results in nTτe ≥ C,
where C is a constant and nTτe is the triple product. Thus, for net fusion power generation
the triple product nTτe must exceed a certain critical value.
There are various nuclear fusion schemes which try to achieve this. Generally, these
can be divided in two different roots: inertial confinement fusion and magnetic confinement
fusion. Inertial confinement aims at increasing the pressure nT as much as possible while
only using the target’s inertia for confinement, resulting in relatively small τe. This is for
instance accomplished by using very powerful lasers, such as at the National Ignition Facility
—NIF where laser pulses with a power of 500 TW and energy of 1.8 MJ are used to compress
a small (sub-mm) pellet of fusion fuel consisting of a deuterium-tritium mix [29]. Alternative
techniques utilise a magnetic field in order to confine the ionised plasma fuel in a ’magnetic
cage’, which leads to much larger energy confinement times and thus a more modest plasma
pressure nT is required to achieve fusion conditions. Although neither of these two techniques
have achieved conditions where the fusion power generated is larger than the power used, so
far magnetic confinement fusion has proved to be one of the more promising routes. In this
work we will only discuss magnetic confinement fusion.
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1.3 Confining the plasma: tokamaks
In order for magnetic confinement fusion to work, a magnetic structure has to be implemented
in which the fusion ions and energy is confined for a relatively long time. There are several
ideas on how this can be achieved. Earlier works often focused on magnetic mirror devices:
linear devices with coils at each end, which partially confines the ions. However, at the ends
of magnetic mirror, one still loses particles and energy. To get rid of these end losses, both
ends of the magnetic mirror have to be connected to each other, leading to a toroidal shape.
Ions can be confined in such a toroidal shape using a helical magnetic field line structure.
There are roughly two ways of achieving such a helical field line structure. Stellarators aim
at using unconventional coil shapes in order to generate such a helical magnetic field structure,
while tokamaks use more conventional, simpler, coils to generate a toroidal magnetic field,
while inducing a current in the plasma which leads to the generation of a poloidal magnetic
field. Both fields added together provide the helical magnetic field structure. See figure 1.2
for a schematic overview between the two concepts. Inducing a current in the plasma has the
advantage that simpler coil designs can be used while the current in the plasma also leads
to plasma heating. However, its disadvantages are that such currents can lead to plasma
instabilities (which can lead to performance loss or lead to an untimely end of the plasma
discharge —disruptions) and that the nature of such discharges are pulsed as a transformer
loop is used to generate this current. Most of the magnetic confinement research is aimed
at tokamaks, which are generally easier to construct (due to their simpler coil shape) and
have generally higher performance than stellarators. Recently however, a new stellerator
experiment Wendelstein 7X started, which aims to provide more optimised performance levels
for stellarators.
Figure 1.2: Schematic overview of a tokamak a) and a stellerator b) adopted from [32].
The rest of this work will be focussing on tokamaks. The various components of a large
scale tokamak, like ITER, are highlighted in figure 1.3. Important here to note is that a
tokamak contains various subsystems apart from its magnetic field. The basic tokamak
components listed in figure 1.3, such as a vacuum vessel, the inner solenoid to generate a
plasma current through the tokamak through a transformer action, poloidal field coils to shape
the toroidal magnetic field; first wall; divertor; external heating as Ohmic heating alone is
insufficient to reach reactor-relevant conditions (through neutral beams - NBI and RF heating
such as ECRH, ICRH and hybrid heating) and diagnostic access. A large collection of various
diagnostics is required for fusion experiments which measure various different aspects of the
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fusion plasma, including basic parameters such as electron density, electron temperature and
wall heat fluxes. In addition, some ITER (or fusion power plant) specific components are also
shown in figure 1.3, such as the cryostat (only required for fusion devices with superconducting
magnets) and tritium breeding blankets (test modules used in ITER to try and use the fusion
neutrons in order to generate tritium, required for the fusion reaction, from lithium).
Figure 1.3: Overview of ITER and its various components. Courtesy of the ITER organisa-
tion, file obtained from https://www.iter.org/album/Media/7%20-%20Technical. With
manually added labels.
1.4 The power exhaust challenge: divertors
Although the idea of a magnetic cage is to confine the plasma, this confinement is not perfect
and the net power in the core of the plasma will eventually ’leak’ out of the core into the
edge (or Scrape-Off-Layer —SOL). Assuming a toroidal plasma, this heat will be spread over
everywhere where the edge of the circular plasma gets close to the vessel walls. This will
heat up the vessel wall material while the plasma temperature and particle flux to the wall
gives rise to sputtering leading to impurities being injected into the core of the plasma. These
impurities will radiate, leading to a loss of power in the core, lowering the core performance,
and in the worst case resulting in an untimely end of the plasma (’disruption’) due to a
radiative collapse of the plasma. Disruptions could cause serious damage to the machine in
future tokamaks such as ITER and beyond. Furthermore, although it may seem that this
spreads the heat evenly over the vessel surfaces, when one considers that vessel components
have an engineering tolerance on their alignment, tiles can be misaligned in such a way that
they will receive much larger heat fluxes than expected for a perfectly aligned tile, causing
melting.
To improve core performance through reduced impurity levels and better manage plasma-
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wall interaction, the concept of the divertor was developed [33, 3]. A divertor uses the magnetic
field to ’divert’ the heat and plasma leaking out of the core to a separate region: ’the divertor’.
Making such a divertor only requires one to create a magnetic null region in the plasma, which
is referred to as the ’x-point’. Essentially, having a ’divertor’ only refers to having a magnetic
null in the plasma. However, different tokamaks have different style divertors and there are
tokamak with so called ’closed-divertors’ where neutrals are confined in the divertor region.
One way of achieving this is by installing baﬄes which physically separate the divertor region
from the tokamak’s core [34]. The higher confinement of neutrals in the divertor region gives
rise to a large neutral compression. The increased neutral content in the divertor is believed to
be beneficial for divertor performance [35]. Furthermore, having a closed divertor is supposed
to help keep the impurities in the divertor region. In that way, the impurity radiation will
occur in the divertor, where one wants radiative power dissipation, rather than in the core
where it leads to a deterioration of divertor performance. Divertors where such a structure is
not present are ’open divertors’, which have the advantage of improved diagnostic access and
improved flexibility in terms of plasma shaping [34]. An overview of the limiter and divertor
configurations and the various components have been shown in figure 1.4 as a reference.
TCV limiter TCV open divertor TCV baed divertor
Scrape-o layer (SOL)
Core
Central axis
X-point
Strike points/
targets
Divertor
Baes
#56567
t = 0.1 s
#56567
t = 1.0 s
#56567
t = 1.2 s
Figure 1.4: Overview of the limiter and divertor configuration on TCV, together with the
planned baﬄe upgrade [34]. The equilibria have been taken from an experiment performed on
TCV.
To consider the power exhaust challenge for future devices such as ITER and beyond, first
we will evaluate the expected unmitigated heat flux for ITER. Assuming high performance
operation with a burning plasma in ITER, the net power crossing the magnetic separatrix and
entering the SOL is expected to be around 100 MW after accounting for radiative losses in the
core [36]. Since the ratio between radial and perpendicular transport in the scrape-off-layer
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(SOL) is very low, the outer layer of the plasma has a very small width compared to the
tokamak major radius. The predictions of the scrape-off-layer width for ITER are ∼ 2 mm
and at most 5 mm at the outside mid-plane [37, 38, 39, 40] while the major radius of ITER is
over 6 m. This means that the power crossing the separatrix would have to be exhausted in a
surface of at most 0.4 m2 at the target (when combining both strike point regions), resulting
in expected unmitigated heat fluxes of 0.5 GW m−2 —much higher than the engineering limits
of 10 MW m−2 for the tungsten tiles of the ITER divertor [36, 41, 3, 42, 43]. Therefore, a
strong reduction of the heat flux is necessary to handle power exhaust in future fusion devices.
On top of that heat flux reduction, target temperatures below 10 eV and a reduction of the
ions reaching the target is required for handling the ITER power exhaust to limit sputtering
of target components. The upstream temperatures on ITER are however expected to reach
values of the order 160 eV according to modelling [44].
To tame this divertor power exhaust, several strategies are possible. First, by tweaking the
angle of the strike point on the plasma surface, the effective wetted area can be increased. Due
to engineering tolerances however, there is a maximum angle which can be used as otherwise
a misalignment of a certain tile would lead to melting. Accounting for this (e.g. an angle
of 2-3 degrees), the effective wetted area can be increased from the quoted 0.4 m2 to 3.5 m2
[45, 36, 42], resulting in almost a factor 10 reduction in target heat flux.
At low divertor densities and unmitigated power deposition (e.g. low impurity radiation
fractions) the temperature profile along the field line in the divertor can be roughly constant
and the only thing limiting the possible target temperatures (and thus upstream temperatures)
in this situation is the plasma sheath —which always builds up when plasma is in contact
with matter —e.g. ’sheath-limited conditions’. When increasing the density, depending on
the magnitude of the heat flux going towards the divertor, the conductivity of the heat flux is
lowered, which can give rise to a temperature reduction accompanied by a density increase
near the target and a decoupling between the target and upstream temperature. In such
conditions, the plasma operation is limited by conduction: ’conduction-limited’ conditions.
The ITER upstream temperature of the order 160 eV ([44]) is based on conduction-limited
conditions and would be larger at sheath-limited conditions. However, the temperature at the
target cannot be decreased indefinitely through this action as that would require an indefinite
increase in the upstream density. The upstream density is however correlated to the core
density [3] and as there is an operational, plasma physics limit to how high the core density
can be driven —e.g. the ’Greenwald limit’ [46]; there is a limit to how high the upstream
density can be driven and thus a limit on how much conduction alone can drive down the
target temperature. That said, for a sufficiently high power crossing the separatrix, it may
not be possible to reach a conduction-limited regime without volumetric power removal. In
addition, it should be noted that conduction —by itself and assuming that ionisation does
not require any energy cost - does not reduce the heat flux going to the target.
Further reductions of the heat flux must be performed by dissipating the power through
volumetric radiation and charge power losses. For ITER, 60 to 70 % of the power arriving in
the divertor must be dissipated this way to make steady-state power handling possible [36].
Intrinsic impurities in the divertor can also lead to strong power dissipation, which can be
sufficient for tokamaks with carbon walls and lower power entering the divertor (for TCV
conditions —for instance) but is insufficient for tokamaks such as ITER and beyond. For such
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tokamaks, radiative losses need to be likely provoked by seeding impurities. The volumetric
radiation spreads the divertor heat flux over a larger surface, reduces the plasma’s heat flux
and facilitates a further reduction of target temperatures. Considering parameters for ITER
and beyond, such a power removal mechanism is also likely necessary for reducing the target
temperatures significantly with respect to the upstream temperature.
1.5 Taming the power exhaust: detachment
Power removal and density increases are however, by themselves, generally do not reduce the
ion target flux. Instead, reducing target heat flux, target temperature and target ion flux
simultaneously can be achieved by operating the divertor in a detached state: detachment.
Detachment (or partial detachment) will be paramount for operation of ITER and beyond
[3, 35, 36, 47]. Detachment generally implies a simultaneous reduction of target temperatures,
target heat fluxes and target ion fluxes.
The state of detachment is generally entered when the target temperature drops below a
threshold value of ∼ 5 eV. When the target temperature reaches such low values, a relatively
large amount of power entering the ionisation region is spent on the ionisation process. On
top of that, various atomic processes start to become more dominant in such temperature
regimes. Temperatures below 2 eV, for instance, give rise to volumetric recombination which
removes ions from the plasma before they can reach the wall. At low temperatures (≤ 5eV )
charge exchange also starts to dominate over ionisation, leading to a power loss mechanism as
neutrals carry heat to the walls and leading to momentum losses. Such momentum losses result
in a pressure drop along the field lines, which has often been associated with detachment.
One of the difficulties of detachment is that it generally lacks a precise definition. Instead,
there are several features associated with detachment which are generally monitored using
an array of different diagnostics. However, all detachment observations are linked to the low
temperatures (< 5 eV) required during detachment near the target.
Due to the various aspects of detachment, a large array of various diagnostics is used to
measure parts of the detachment process. This includes Langmuir probes for measuring target
ion current; heat flux measurements through infra-red cameras for measuring target power
deposition; bolometry for measuring radiated power and spectroscopic measurements of the
divertor for measuring emissions associated with various atomic processes in the divertor;
for instance recombinative emission associated with recombination. Instead of measuring
emissions associated with atomic processes in the divertor, spectroscopic measurements can
also be used for estimating the electron densities and temperatures.
1.6 Detachment: an in-depth overview, its gaps in knowledge
and the relevance of this work
Parts of this section have been adopted from: An improved understanding of the roles of
atomic processes and power balance in target ion current loss during detachment, by K.
Verhaegh, B. Lipschultz, B.P. Duval, et al., to be submitted. DOI:
https://doi.org/10.13140/RG.2.2.24292.48005/1
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As discussed, divertor detachment is predicted to be of paramount importance in handling
the power exhaust of future fusion devices such as ITER and limits the target power by
reducing the target temperature Tt and ion target flux Γt simultaneously. However, before
detachment is entered, as explained, it is preceded by the heat flux along the field lines being
conduction limited, which allows a temperature (density) gradient to form along the field lines
while the total pressure remains roughly constant. Therefore, as the target temperature drops
for such attached conditions (pt constant), there is a strong rise in Γt (equation 1.1). This
means that, even if target heat fluxes and target temperatures are reduced, a target pressure
drop is required for reducing Γt. Detachment is thus inextricably linked to a reduction of
target pressure pt, according to sheath target conditions (equation 1.1): pt must drop faster
than T
1/2
t for Γt to drop. In addition to pt, in most realistic conditions, also power removal is
a necessary ingredient for a simultaneous drop of Γt and Tt.
Γt ∝ pt/T 1/2t (1.1)
Important to note is that a drop pt, does not per se necessitate momentum losses along
the field lines. In the absence of momentum losses the upstream pressure, pu, would need
to drop during the ion current roll-over. One could imagine, for instance, a case where the
pressure is constant along a flux tube, but due to changes in the core plasma the pressure all
along the flux tube is reduced. Such a degradation of the upstream pressure is likely to be
avoided for a reactor-relevant divertor solution, which requires pu > pt and thus volumetric
momentum loss.
Target-current roll-over is often taken to be the definition of detachment, although
sometimes it is defined differently, such as Tt being less than some specified value (5-10 eV,
e.g. [4, 48]). Therefore, in addition to playing a central role in the control of target heat
flux, It is experimentally important as a marker for the occurrence of detachment; it is the
most accurately and easily measured detachment indicator in most tokamaks (using Langmuir
probes) compared to others like pt and Tt. Because of the above points, experimentally
studying the role of the various processes of momentum, power and particle loss leading
to the drop in Γt during detachment is thus an important area of research. More detailed
information from experiments will provide a better basis for (de)validation of our current
models of divertor plasma characteristics.
The loss of Γt during detachment is often described from a viewpoint that emphasises
pressure drop along the field lines [33, 3, 4]. Pressure drop is usually attributed to the
dominance of ion-neutral reactions (e.g. charge exchange and ion-molecule [4, 49, 50]) over
ionisation reactions at low temperatures (Te ≤ 5 − 10 eV [3]). Such studies note that the
reduction of Γt requires both parallel power loss and pressure loss.
Some researchers have also described the loss of Γt from a viewpoint that emphasises
power and particle balance [51, 5, 6, 52, 53]. In such models the divertor region is assumed to
be ’self-contained’ in the sense that the target ion flux is dominated by the sum of ion sources
in the divertor (ionisation) minus the sum of ion sinks (recombination) [51, 5, 52]. We define
this as high recycling conditions [5, 6] in this work. This simplification ignores the ion flux into
the divertor from upstream along a flux tube and any cross-field transport of particles (and
momentum). Both the decrease in divertor ion source and increase in ion sink can play an
important role. Those studies maintain that momentum loss, for instance through ion-neutral
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collisions, does not directly lead to a loss of Γt [5, 52, 47] but may facilitate conditions where
this occurs. This momentum loss is a consequence of a reduction in power flow to the target
lowering Tt and thus creating the conditions for momentum loss.
While viewing target ion current roll-over during detachment alternatively through the
viewpoints of pressure loss or as a competition between ion sources (ionisation) and sinks
(recombination) may appear to describe detachment differently, they are, in fact, not mutually
exclusive and all cited processes can/will occur [4, 3, 5]. In this thesis we show that both
power loss (in fact power-limitation of the ion source) and target pressure loss is required for
detachment —consistent with equation 1.1, while volumetric momentum loss is required to
find a consistent solution between the analytical model (based on equation 1.1 combined with
power/particle balance) and experimental observations of the upstream pressure.
Apart from power/particle balance playing a key role in the ionisation and thus ion target
flux, often the role of volumetric recombination is predicted to play a key role in target ion
flux reduction [54, 55, 56, 57, 58, 59]. The existence of recombination has been confirmed
experimentally [51, 60, 61, 62, 63, 64, 65] and is often found, through quantitative analysis to
be significant in the reduction of the ion target flux [51, 60, 61, 62, 63, 64, 65, 66]. However,
in current work at TCV [1], the volumetric recombination rate is shown, as part of this thesis,
to be only a small fraction of the reduction of ion flux, which is in agreement with recent
TCV simulations [7], but in contrast with earlier TCV simulations [58]. Earlier studies of
detachment in C-Mod [51, 60, 63, 66] and ASDEX-Upgrade [64] (both higher density than
TCV) show a range of contributions of recombination to target ion current loss from important
to small/negligible (e.g. N2-seeded discharges in C-Mod [51]).
The ion target flux Γt, which in steady-state (and negligible recombination) equals the
ionization rate Γi, must be compatible with the amount of power flowing into the ionisation
(or recycling) region, here termed qrecl; and the amount of power reaching the target in the
form of kinetic energy ΓtγTt. Important here is that ionisation ’costs’ a certain amount of
energy; namely Eion per ionisation. This amount of energy consists out of two parts: one
part depicting the amount of radiative energy losses occurring during the excitation collisions
preceding detachment (which is strongly temperature dependent) and one part depicting the
amount of potential energy required to transform a neutral hydrogen atom into a hydrogen
ion, which is 13.6 eV not accounting for molecular effects. Under these assumptions, equation
1.2 [51, 5, 6, 52] arises from power balance (e.g. qrecl = ΓiEion + ΓtγTt) and particle balance
(e.g. Γt = Γi —where the closed box approximation was used and recombination is assumed
to be negligible).
Γt =
qrecl
Eion + γTt
(1.2)
Imagining a case where γTt << Eion (putting in realistic numbers of γ = 7 and Eion =
35 eV, this leads to Tt << 5 eV), that means that Γt ∼ qreclEion ; in other words, the amount of
ionisation is limited for such a case through the amount of power flowing into the recycling
region and the energy cost per ionisation; which all in turn limit the ion target flux. Naturally,
equations 1.2 and 1.1 need to be satisfied simultaneously; meaning that such a case of ’power
limitation’ of the ionisation source must be paired with a reduction of target pressure.
Therefore, as an alternative to reducing It through volumetric recombination, both simpli-
fied models as equation 1.2 (or variations thereupon), which were employed on experimental
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data [51], and SOLPS simulations [52, 67, 68, 7] show the ion source in the divertor itself
can be reduced through a lack of sufficient power flowing into the ionisation region: a form
of ‘power limitation’. As such a reduction of It also requires target pressure loss, if one were
to assume that pu is constant and unaffected by the divertor, this would require volumetric
momentum loss [3, 4]. Other references, however, argue that pu can be influenced by the
divertor and it is indeed in this work observed that during a density ramp pu rolls-over when
the divertor enters detachment [5, 5, 52, 53]. These references also argue that momentum
losses may play a role in maintaining a high pu during detachment.
Power limitation of the ionisation source is facilitated by both a reduction in qrecl and an
increase in Eion. Although Eion is a strong function of electron temperature [3, 69], generally
it is assumed to be constant [51, 5, 6, 3, 4]. A reduction in the qrecl could be realised through
either increasing impurity radiation inside the divertor (shown in this thesis) or by reducing
the power flowing into the SOL [45] —which was achieved through neon seeding on TCV.
Power starving the ion source can be as important as recombination in target ion current
loss, if not the primary process [51]. Although experimental indications for such a process are
available (either from ’inferred ion sources’ [51]), or from qualitative spectroscopic ‘indicators’
based on Dα [70]), one weakness of previous results is that this hypothesized reduction of
the ion source during detachment has not been measured quantitatively. However, the work
in this thesis and other recent studies are providing more information on ionisation during
divertor detachment [1, 71, 72].
1.7 Goals and objectives of this thesis
The main objective of my thesis is to investigate the atomic and molecular physics processes,
which are crucial during detachment and are the basis to detachment, experimentally and
quantitatively in order to explain the observation of the various detachment quantifiers, such
as a target power reduction, temperature reduction and most importantly the integrated ion
current (It) roll-over. For that purpose, a new divertor spectrometer for TCV (section 4) has
been developed, commissioned and operated as part of this thesis (chapter 5). Using existing
Stark line shape models, electron densities have been inferred from the Stark broadened
Balmer lines in TCV (chapter 6). Despite Stark broadening analysis being routinely used on
higher density devices (C-Mod [51, 66]; ASDEX-Upgrade [73]; JET [74], NSTX [75], MAST
[76] and W7-AS [77]), this is particularly challenging for TCV conditions due to the modest
electron densities on TCV (1× 1019 m−3 to 1× 1020 m−3). New techniques (chapter 6) have
been developed to cope with this, such as an accurate accounting of the instrumental function
and its uncertainty; application of weighting functions in the fit to emphasise the Stark wings
and combining Stark analysis with Monte Carlo fit techniques for including uncertainties.
Novel analysis techniques for the Balmer line series have been developed, which are applied
after obtaining a density estimation, based on first quantitatively separating the excitation
and recombination contributions to the Balmer line’s emission, after which these contributions
are used to quantitatively extract ionisation rates, recombination rates, hydrogenic radiation,
charge exchange to ionisation ratios and electron temperatures (chapter 7) using a Monte
Carlo approach for an accurate accounting of the uncertainties.
Using this methodology (chapters 5, 6, 7), quantitative analysis of the various atomic
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physics processes in the divertor has been made possible. Those inferences are used in order
to investigate the main objective of this work; namely experimentally and quantitatively
investigating the role of the various atomic/molecular physics processes play during detachment
and how they are related to the various detachment observations, most importantly the ion
current (It) roll-over. Those main results of this work are presented in chapter 8 including an
in-depth comparison between spectroscopic inferences, other diagnostic and SOLPS modelling
results. Main achievements and conclusions related to this objective are:
• The ion target flux measured on TCV matches the measured ionisation source in both
attached and detached conditions, providing proof that the open TCV divertor is in
high recycling conditions and the closed-box approximation (e.g. the ion target current
equals the total ionisation source minus the total ionisation sink) can be applied.
• The roll-over of the ion target flux is due to a reduction of the ionisation source, rather
than volumetric recombination which has generally (especially during seeding and low
density operation) a much smaller influence. In addition to the magnitudes, the timing
in this is crucial: a flattening and roll-over of the ion current occurs first related to a
limitation/reduction of the ionisation source; volumetric recombination can only start to
become more dominant at the strongest detached phases when the target temperature
is further decreased. The divertor electron density plays a key role in the magnitude
of volumetric recombination during detachment, which is largely determined by the
upstream density. The maximum obtainable upstream density is determined by the
plasma current through the Greenwald limit.
• The roll-over of the divertor ion source is concurrent with a movement of the peak in
ionisation along the divertor leg from near the divertor target towards the x-point. The
charge exchange to ionisation ratio increases in the region where the divertor ion source
has decreased, likely resulting in momentum losses. In a smaller region (up to 15 cm)
volumetric recombination appears while its peak remains at/near the target (within 5
cm). A roll-over of the electron density near the target in a yet smaller region (within 5
cm) is observed.
• The amount of ionisation is consistent with the amount of power entering the recycling
region. This quantitative information provides (qualitative) proof that the ionisation
during detachment is limited by the amount of power entering this region and by the
ionisation energy cost. Both of these processes seems to lead to the ion current reduction.
• Measured Dα brightnesses are consistently higher than predictions of Dα using atomic
reactions, especially during detachment where the measured Dα becomes up to 7 times
as bright as the atomic predicted Dα. This is consistent with/indicative of the presence
of molecular reactions, particularly Molecular Activated Recombination (MAR). As
MAR involves molecular charge exchange; this also suggests the presence of molecular
charge exchange reactions in the divertor, which may give rise to momentum losses
[49, 4, 50].
A secondary goal of this thesis is to compare this understanding with advanced divertor
modelling such as SOLPS, for validation of divertor models. Using the improved Balmer
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line analysis techniques developed in this work, 1D profiles in the divertor of various atomic
reactions are obtained, which have not been previously obtained in literature. This excess
of information provides more information along the divertor leg which can be compared
with modelling results. To perform the closest comparison possible between the SOLPS
modelling and the experimental observations, a suite of various synthetic diagnostics have
been developed (sections 4.3, 5.8). The main result here is that a fair quantitative and
qualitative comparison between SOLPS and the experiment has been shown (section 8.1.1).
In addition, a fair agreement between the SOLPS predicted total Dα emission and the
measured Dα emission has been shown; together with the agreement between the SOLPS
predicted atomic Dα emission and the experimentally inferred atomic part of the Dα emission;
thus suggesting that the molecular emission of Dα has been correctly predicted by SOLPS
providing confidence that the SOLPS predicted molecular reactions indeed correspond to the
experimental reactions (section 8.4). Furthermore, using synthetic diagnostic approaches, the
newly developed spectroscopic analysis techniques have been validated and a good agreement
between the data inferred from a synthetic diagnostic and the actual rates in the divertor in
the SOLPS model have been obtained (section 7.7).
Another primary goal of this work is to use these new measurements in combination
with analytic models in order to both investigate how such models agree (or disagree) with
the experiment and to gain a better understanding of the key points leading to detachment
(chapter 9). Such analytic models (chapter 3) are based on power/particle balance as well
as power/particle/momentum balance, which accounts for the influence of ionisation on the
particle and power balance accurately, while the often-used standard two point model does
not account for this. Furthermore, the analytic models are analysed in this work in greater
detail than in literature (chapter 3), providing more information about the implication of such
models and forming a bridge between thinking about detachment in terms of power limitation
[5, 6] or in terms of momentum losses [3, 4].
• One striking observation from the analytical model is that, based on divertor physics, one
would expect target pressure loss to start when Tt ≈ Eion/γ, which occurs around 4-6
eV. This is exactly the temperature range in which the molecular and atomic processes
are such that one would expect the development of volumetric momentum loss (either
from charge exchange dominating over ionisation or from molecular processes) to start
to occur. In this work it is shown that these two points indeed occur simultaneously for
the experiments analysed.
• Analytical model predictions of It (e.g. integrated ion target flux) based on power-
/particle balance and power/particle/momentum balance are in agreement with the
measured It quantitatively and qualitatively, respectively. That investigation also cor-
rectly models the TCV observation that It ∝ ne, which is in contrast to the It ∝ ne2
scaling expected/observed on other tokamaks. A careful analysis shows that changes in
upstream conditions apart from the density (e.g. upstream temperature, likely related
to a combination of a fixed Psep with a widening of the SOL width), as well as changes
in divertor radiation, can influence this scaling during a density ramp. This combined
with ionisation source measurements also shows that the TCV It ∝ ne observation does
not imply that TCV is in low recycling conditions.
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• An analytical model of power/particle balance predict Ii in agreement with the meas-
urement, based on only the power entering the recycling region, the target temperature
and the energy needed per ionisation event. This shows again, but more quantitatively,
that the ion source is consistent with the amount of power available for ionisation.
Furthermore, operationally, this shows that knowing the target temperature (or knowing
that the target temperature is small) enables one to predict the divertor ion target flux
using only power/particle balance (as given by equation 1.2). To include the behaviour
of the target temperature, one needs to include momentum balance in the analytical
model, however.
• During ’deep’ detachment, where most of the power entering the recycling region being
spent on ionisation, both a reduction of the power entering the recycling region and an
increase in the measured energy cost per ionisation (Eion), which in literature is often
assumed to be constant [51, 5, 6, 78, 4] but is observed to increase 50 % during TCV
experiments, are important in the reduction of the ion source.
• Combining power/particle/momentum balance highlights three different plasma con-
ditions, after which a reduction of the target pressure and onset of detachment is
expected to occur. All of these three ’detachment thresholds’ (pup/qrecl ≥ (pup/qrecl)crit,
Tt ≤ Eion/γ, fion ≥ 0.5) are measured to correspond well to the point where the ion
target flux no longer follows the expected attached (linear) scaling, which highlights the
onset of detachment. The onset of detachment is thus obtained when, given a certain
qrecl and Eion a critical, maximum, target pressure is achieved.
• Using charge exchange to ionisation ratio measurements, momentum losses are estimated
through the Self-Ewald model. These start to develop after the detachment thresholds
are reached and reach up to 70%, in agreement with previous measurements of the
momentum loss [8].
• The maximum target pressure which can be obtained at any time during the discharge
(given a measured qrecl and Eion) must be consistent with the upstream pressure obtained
and any volumetric momentum loss present. The above estimates of momentum loss
together with estimates of qrecl, Eion and upstream pressure measurements indicate that
this requires a drop/saturation of the upstream pressure for the TCV case analysed.
That is in quantitative agreement with the measured drop in upstream pressure.
1.8 Merit of this work
The merits of this work can be roughly divided in two areas: diagnostic interpretation/analysis
including uncertainty analysis and the interpretation of detachment.
1.8.1 Diagnostic interpretation, analysis and development
In the scope of this work advances in spectroscopic analysis have been made for fusion plasmas
which emphasises the importance of separating out emission components and of treating
the emission quantitatively as opposed to qualitatively. This forms a paradigm shift with
respect to previous diagnostic spectroscopic techniques which often work by assuming that the
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emission is due to one particular process [63, 70] and which focus on line ratios [73, 79, 76, 80]
and qualitative statements [80]. For instance, when investigating detachment observations in
literature reference works, it is often suggested that sudden rises in Balmer line ratio imply
that ’volume recombination is an essential and necessary element in divertor detachment’ [3]
and also [73]. This work, however, shows that such line ratio changes only imply that the
emission of a particular Balmer line is becoming dominated by volumetric recombination.
Given only the line ratio, one cannot determine whether recombination reactions are dominant
over ionisation reactions —which requires a quantitative analysis. As a matter of fact, such
changes in the Balmer line ratio may occur already when the volumetric recombination rate
only reaches a few percent of the ionisation rate, depending on which Balmer line is chosen
and depending on the electron density. Additionally, the work here specifically shows that the
measured Dα is inconsistent with predictions based on atomic processes, consistent with the
presence of molecular reactions. Its associated ratios, which are often used in literature [3, 70],
thus cannot be used for investigating excitation/recombination emission based on a purely
atomic collisional radiative model. However, they can be compared with modelling which
includes molecular reactions in the Dα emission such as [76, 79]. This also shows the origin
of the anti-correlation between the ion target current and Dα often highlighted in literature
and sometimes called a detachment indicator [3]. This anti-correlation only occurs due to
molecular reactions leading to additional Dα emission in the detached phase and does not say
something about detachment (the anti-correlation does not occur during N2 seeding). All of
this shows the importance of separating emission components, which is one of the basis’s of
this work. That development thus forms an important addition and clarification to previous
spectroscopic diagnostic methods in the divertor.
Further diagnostic development in this work features a thorough development on prob-
abilistic (Monte Carlo) approaches and a full and accurate accounting for all diagnostic
uncertainties; including a full diagnostic verification check against synthetic diagnostic ap-
plied to SOLPS simulations. Such frameworks, developed for TCV, can be extended to
other machines and enables fairer comparisons between different diagnostics and between the
experimental data and the simulation. This enables better model validation.
1.8.2 Detachment interpretation
Although it is known that power removal (radiation) is important for detachment, it also
occurs before detachment and the key elements to detachment are often understood to be
volumetric momentum loss and volumetric recombination —as those processes are though to be
unique to detachment [3]. As such, one of the detachment ion current roll-over interpretations
during detachment is, citing [3]: ”’Where did the particles go?’. The best answer to that
is probably: ’They didn’t go anywhere. They just stayed longer. The particle confinement
time simply went up because the drain got plugged’. The partial plugging is likely due to i-n
(ion-neutral) friction which, since it is not a feature of the regimes preceding detachment, is
therefore the ’new player’ and thus might be called the ’explanation of detachment’.”.
This work shows a different explanation of detachment: the ion target flux drops as fewer
ions are being generated in the divertor as the ionisation source decreases through power
limitation. Nevertheless, this description still has to obey equation 1.1 and thus the target
pressure has to drop (not specifically a pressure gradient along the field lines) for the ion
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current roll-over. However, reaching power limitation conditions (and thus driving down the
target temperature) initiates a sequence of processes, which lead to volumetric momentum loss
(e.g. movement of the ionisation peak off-target, giving rise to heightened charge exchange to
ionisation ratios near the target).
The precise role of momentum loss, however, is unknown. The results in this work
highlight that for the TCV conditions investigated, both the roll-over of the upstream pressure
and volumetric momentum losses need to occur for the target pressure to remain below its
maximum obtainable level, given the decreases in qrecl and increases in Eion observed during
density ramp detached discharges on TCV. This is consistent with the notion that one of
the roles of volumetric momentum loss is to increase the maximum pressure [5, 6]. However,
the nature of the upstream pressure roll-over is not understood and it is not understood
whether this roll-over is coincidental due to core processes or whether it is caused by the
divertor. Such an understanding is necessary for ascertaining the role of momentum losses in
detachment. For instance, if the upstream pressure cannot be influenced by the divertor, then
all the reduction required for pt needs to come from momentum losses. What builds up the
upstream pressure is currently unknown and may require combining core models with edge
models as it is not known in what ways/magnitudes the core and plasma edge contribute
to setting up the upstream pressure. This work opens up new questions in that area and
illustrates the need to pursue such investigations.
Spectroscopic investigations of detachment on TCV 43
Chapter 2
Literature and theory of
detachment
This section provides an overview of the theoretical basis from literature of divertor physics,
atomic/molecular processes and detachment. Reduced analytical models from literature are
highlighted for understanding and modelling divertor operation.
One of the biggest challenges for ITER and beyond is to handle the power exhaust. Atomic
physics processes can be used to reduce the heat load at the target by operating the divertor
in a ’detached state’. This achieved the goal of having simultaneously low ion target fluxes
(which are necessary to limit chemical sputtering giving rise to erosion [68, 81]); low electron
temperatures (e.g below 5 eV) —which are necessary to limit physical sputtering giving rise to
erosion [68, 81] and low target heat fluxes. However, this ’detached state’ can grow unstable
and result in radiative collapses [82, 83], such as MARFEs [83], or reduced core performance
[84]. Robust divertor detachment with minimal impact on core performance is a requirement
for ITER and beyond. In previous experiments, divertor detachment requires relatively high
densities and impurity fractions; which can decrease core performance and core stability.
Additionally, detachment depends critically on the plasma parameters in the SOL —which
narrows the operational space in which detachment occurs and which makes the position of
the detachment front sensitive to perturbations [82]. Alternative divertor concepts alter the
magnetic geometry with the aim of enhancing divertor performance, certain advanced divertor
concepts aim to achieve this by adding additional x-point(s) to a (conventional) single null
divertor.
The physics of the divertor and the governing processes is reviewed. Crucial to the
understanding of divertor physics and detachment is the underlying atomic and molecular
processes and reactions, which are reviewed together with an overview of collisional radiative
modelling. Detachment is, in essence, induced by a collection of atomic/molecular reactions
which have a complex interplay with each other. Due to this, there are various different facets
of detachment and due to that detachment tends to lack a precise definition. Instead of a
definition, general detachment observations are discussed. Crucial to understanding divertor
physics and detachment are diagnostic interpretation of the detachment-related observations,
which are briefly discussed and more in detail in chapter 4 and for spectroscopy chapters 5, 6
and 7. A global idea of expectations between the different divertor parameters are shown by
introducing and deriving the ’Two Point Model’, which is often used for investigating divertor
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physics [3]. Such analytic models, however, are a simplification and there is a push for going to
more complete models which can take neutral transport and the underlying atomic/molecular
physics accurately into account on a 2D mesh. One of these models, SOLPS-ITER, is briefly
discussed.
2.1 Divertor physics fundamentals and its processes
Transport and losses of heat flux in the divertor are a crucial area of study for divertor
power exhaust. Not only does the heat flux flowing through the divertor determine the heat
flux reaching the target, it also plays a strong role in determining the temperatures of the
scrape-off-layer and the divertor; including the target. The target temperature is important
as it plays an important role in physical sputtering [68, 81] and thus plays a role in impurity
production and wall erosion [29]. In addition, the temperature in the divertor plays a strong
role in the atomic and molecular processes occurring in the divertor as discussed in section
2.4.
The transport of heat in the divertor plays an important role in the ion target flux reaching
the targets. as the ion target flux in tokamak divertors is generally believed to be due to
particle recycling, [5, 6, 3]. A divertor, especially one with neutral baﬄes, can have a cloud of
neutral particles in the divertor which is (partially) ionised by the heat flux flowing through
this cloud. This ionisation, in turn, makes up most of the ions reaching the target; which we
refer to as high recycling conditions in this work [5, 6, 51]. More specifically, this means that
there is a balance between the divertor ion source, the ion target sink and any volumetric
ion sink (such as recombination) —the divertor is a ’self-contained’ region. Through the
continuity equation the formation of an ion source also plays an important role in determining
the plasma flow profile in the divertor, giving rise to a complex 2D velocity profile [52] —which
is strongly dependent on the location and shape of the ionisation region [5, 3, 52]. Reducing
the ion flux is important as a high ion flux gives rise to strong erosion as chemical sputtering
scales with the ion flux [68].
The importance of particle recycling is believed to be one of the key differences between
tokamak divertors and linear machines, often thought of as ’divertor simulators’, where the
working chamber is not generally ’self-contained’ as usually not all of the plasma is generated
in the working chamber [52, 6, 5]. SOLEDGE2D-EIRENE simulations for a particularly high
density linear machine, Pilot-PSI, however indicate that ionisation just after the external ion
source can be non-negligible compared to the external ion source (up to 50 %) [85], although
ionisation is insignificant for the most part of the working chamber [86, 85]. Another difference
is that sputtered ions can be locally re-deposited in a tokamak, which is generally not true for
linear devices.
A crucial and critical insight into the workings of the divertor is that each ionisation event
requires a certain amount of energy [3, 5, 51]. Ionisation is thus a power sink, occurring in
the form of radiative losses and potential energy loss by converting neutrals into ions. That
means that the amount of power entering the ionisation region can limit the amount of ion
source possible. That insight is crucial for the work in this thesis and will be discussed in
greater detail in chapter 3.
Conduction-limited divertor — Transport of heat in the divertor is generally per-
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formed through convection, conduction or drifts [3]. Based on this, the divertor operational
mode can generally be distinguished between two types: sheath-limited heat transport and
conduction-limited heat transport. A sheath-limited SOL is generally characterised by a
SOL along which the electron temperature is constant, e.g quasi-static. These conditions are
generally reached at relatively low electron densities where the SOL collisionality is small,
meaning that the electron collisional mean free path (for epithermals) is larger than the
connection length (e.g distance a particle travels along a field line in the SOL [87]) [3]. In such
a case, the electron temperature along the SOL is fully determined by the sheath developing
at the target and the conservation of pressure —assuming there are no momentum and power
(radiation) losses in the SOL [3]. Since the temperature at the target is the highest in this
sheath-limited regime, sputtering of plasma-facing components will be the highest [81], leading
to high erosion rates and strong impurity production [29]. Convective heat transport, as
opposed to conductive, weakens the temperature gradient and can thus facilitate isothermal
field lines [3] (see section 2.2.2).
When the electron density in the divertor is increased, the mean free path of the electrons
and ions is decreased, resulting in more collisions of the plasma particles in the SOL (e.g. the
epithermal collisional mean free path being smaller than the connection length), resulting
in temperature gradients along the SOL [41, 88] through heat conduction. In this case heat
transport along the SOL is primarily carried by electron heat conduction [3, 29, 76]. This
occurs at high divertor collisionalities and hence relatively high upstream densities; low SOL
heat flux and a large connection length. The temperature gradient in the conduction limited
regime is accompanied by a density gradient which keeps the pressure constant along the
SOL. The increase in density near the target in the conduction-limited regime implies that
possibly the temperature drops while the Mach number is constant such that the velocity
drops and the density can rise and/or a particle source is present near the target. This particle
source is realised by neutral hydrogen recycling from the divertor target; the ionisation of
which gives rise to most of the ion target flux as explained previously. This occurs as the
influx of recycled neutral particles is ionised near the target leading to an additional particle
influx [89, 41, 81, 3]; which is also why the conduction-limited regime and an observation of
a temperature gradient/high collisionality in the divertor is expected to correspond to high
recycling conditions. Although this is expected, it has not yet been experimentally confirmed
in literature with direct measurements of the ionisation source.
One of the more striking observations of the conduction-limited regime is a rapid rise
of the ion target current as the divertor cools (see section 2.2). A lack of this observation
and/or the observation of isothermal field lines is often associated with a SOL in low recycling
conditions [45]. Although there is a correlation between low collisionality and a low recycling
divertor, where the ionisation mean free path —as opposed to the collisional mean free path
—is large compared to the divertor size, a lack of trends expected from the conduction-limited
trend does not necessarily imply that the ion target current is not delivered by ionisation as
will be discussed in chapter 3.
Reducing peak heat loads —Reduction of peak heat loads on plasma facing components
is essential for the success of the next generation of high fusion power tokamaks (ITER and
beyond) [54, 47, 36]. There are several mechanisms for reducing peak heat loads and one of
the key mechanisms is a volumetric power sink, for instance through radiative losses. One
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important radiative loss mechanism is through impurity radiation, which is a key mechanism
for reducing the heat flux reaching the target [54, 3]. Hydrogenic radiation, on the other hand,
is a relatively smaller power sink —although it can play a crucial role during detachment as it
contributes to the ionisation energy cost, as will be explained in chapter 3.
Depending on the first wall material, intrinsic impurities in the plasma can radiate a large
fraction of power entering the SOL [54]. This intrinsic radiation is especially important in low-
Z devices, such as carbon machines. Low-Z atoms tend to be particularly effective radiators at
fairly low plasma temperatures (∼ 10 eV) [54]. In this work, it is indeed shown that for TCV
conditions the intrinsic carbon radiation dominates over the hydrogenic radiation and strongly
increases while the divertor plasma is cooled (section 8.3). Contrastingly, assuming a metallic
first wall —such as tungsten —the radiative losses are less pronounced at low temperatures,
but instead are more pronounced at high temperatures —possibly resulting in core radiative
losses. In high power devices, intrinsic impurity radiation and hydrogenic radiation are often
insufficient to achieve an acceptable level of power removal. In such conditions, extrinsic
impurity seeding is likely required [67, 90, 91, 92, 45, 93, 94, 90, 95]. As lower electron
temperatures (5-40 eV —this depends on the impurity [96]) lead to stronger radiative cooling,
a temperature gradient in the SOL would lead to enhanced radiative cooling in the divertor
[82]. When there is significant radiative cooling in the divertor leg, the temperature in the
divertor leg as a result decreases, which leads to more radiative cooling. This synergistic effect
—a radiation condensation instability —can lead to a significant removal of power from the
plasma in the flux tube [83, 65] and plays a crucial role in divertor physics. The disadvantage
of this method is that some fraction of the impurities gets back into the core, which leads to
fuel dilution and which can lead to a decrease in energy confinement due to radiation cooling
in the core [84, 97]. It should also be noted that increasing radiative losses lowers the target
temperature and increases the target density, which gives more easily rise to a temperature
gradient (e.g conduction-limited operation). Impurity radiation is a crucial field of study
for power exhaust physics and the radiative losses can strongly depend on plasma transport;
where transport of charged ions and transport of metastables can greatly influence radiative
losses [91, 95]. Hydrogenic and impurity (carbon) radiation will be further discussed in section
2.4, where also an illustration of the influence of transport on carbon radiation will be shown.
Apart from a radiative volumetric power sink, power can also be displaced from the plasma
to the main walls by charge exchange [5, 6]. If charge exchange between a hot and colder ion
occurs, a hot neutral is created. Assuming this hot neutral is not ionised, it can reach the
wall —thus leading to a power transfer from the divertor plasma to the main wall (as opposed
to the strike points specifically). This is potentially considered an important power loss [54],
but depends on the precise details of neutral dynamics on the divertor, including how likely it
is that the hot neutral are re-ionised (which depends on the ionisation rate and thus strongly
on temperature). Investigations into such effects can be performed by full fledged divertor
models, such as SOLPS, which can include neutral transport through a Monte Carlo code
such as EIRENE. Further discussion on such models will be shown in section 3, which includes
an analytical model for charge exchange related energy loss. SOLPS-ITER results for TCV
indicate that volumetric power losses due to charge exchange occur, but their magnitude is
smaller than power losses due to impurity and hydrogenic radiation [98].
To understand the formation of peak heat loads, understanding the shape of the heat flux
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profile at the target, which is influenced by certain plasma parameters such as the upstream
density [99], is important [100, 40]. Additionally, instead of altering the heat flux profile at
the target also the target geometry or divertor geometry can be modified to create an effective
change in the heat flux profile, for instance by increasing the major radius of the strike point
(so called Rt divertor), which increases the wetted area and thus reduces peak heat loads
[101].
Ultimately through conduction and power removal the divertor temperatures can be
decreased to 5 eV, at which the divertor will enter a state of ’detachment’. During detachment
the target temperature, target heat flux and target ion flux are simultaneously reduced through
a collection of atomic and molecular physics reactions.
2.2 Understanding different divertor operational regimes through
simplified modelling: Two Point Model
The divertor and complex 3D structure of the SOL can be more easily visualised by straight-
ening [3] out this structure to a 1D linear slab of plasma, depicted in figure 2.1 (implemented
from [81] and the JET image database). At the upstream location (denoted by ’u’), the
heat from the plasma core enters the scrape-off layer. This location could be taken at any
position along the separatrix up until the x-point, but is generally taken at the mid-plane
location of the separatrix. Heat entering upstream is eventually transported towards the
target denoted by ’t’ in figure 2.1. The two point model is a simplified analytical model often
used in divertor research, which relates the upstream temperature, density and heat flux
with the target densities and temperatures [3] and consists of three equations which combine
pressure balance; parallel heat conduction and the target sheath conditions.
Figure 2.1: A schematic picture of straightening out the poloidal SOL geometry in a 1D
model, implemented from [81] and the JET image database.
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For deriving the 2 point model, we make the assumptions listed below [81, 3]. In revised
versions of the two point model correction terms for some of these assumptions are introduced
[3, 73, 81], which will be discussed later.
• The SOL is 1D (the complex 3D magnetic structure is straightened out).
• There are no power losses along the SOL. Radiation losses are neglected and the energy
it costs for ionisation is neglected.
• The influence of ionisation on the flow profile is ignored.
• Heat is only transported by parallel heat conduction. Convective heat transport is not
taken into account.
• The pressure is assumed constant across a field line. Momentum losses are not taken
into account.
2.2.1 Derivation of the ’basic’ two point model
The pressure along a field line is constant inside the plasma core of a tokamak, according to
MHD theory [28]. By assuming there are no pressure losses in the SOL, a pressure balance
equation —essentially a conservation of momentum equation —can be set up. Important to
note is that the pressure consists out of two parts: the static pressure p = neTe + niTi, which
is dictated by the electron/ion temperature/density and the dynamic pressure —which arises
from the net movement of electrons/ions [81, 3]. For simplicity, we will assume that the ion
temperature equals the electron temperature (T = Te = Ti). Furthermore, we assume a pure
hydrogenic plasma, and this through quasi-neutrality implies that n = ne = ni. The static
pressure can thus be written as p = nT .
When plasma in general gets close to a wall, the wall acts as a sink for the fast, mobile
electrons. The electrons charge up the plasma at the wall (since the wall is usually grounded),
which leads to an additional ’ambipolar’ electric field [3]; generally referred to as the sheath
which occurs in a thin layer (∼ mm or less) from the wall. This field accelerates the ions
impacting on the surface to the sound speed (Bohm criterion) of the plasma: cs =
√
2T
mi
(where
mi is the electron mass) [3], resulting in a dynamic pressure of minc
2
s = nT at the target which
equals the static pressure. This leads to the first equation of the two point model (equation
2.1) by assuming balance between the upstream pressure pu = nuTu (’u’ denotes upstream)
—assuming no dynamic pressure upstream —and the target pressure pt = ntTt + ntTt = 2ntTt
(’t’ denotes target).
nuTu = 2ntTt (2.1)
Since power losses are neglected, the heat flux entering the SOL is fully transmitted from
upstream to the target. By analysing the effects of the ambipolar field at the sheath, the
power density transmitted to the target can be related to the target parameters, leading to
equation 2.2 [3], where γ is the sheath power transmission factor (which accounts for the
accelerated ions bombarding the target due to the sheath effect), generally assumed to be 7.
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This means that the heat flux entering the target is proportional to the pressure at the target
times the square root of the target temperature (pt).
q‖ = γntTtcst ∝ ntT 3/2t (= ptT 1/2t ) (2.2)
As the electrons are more mobile than the ions, heat conduction through the electrons is
the most dominant form of heat transport (assuming no drifts and no convection). Assuming
that all heat transport is through parallel electron heat conduction, an equation relating
target and upstream temperatures can be obtained forming the third equation of the two point
model. Assuming classical diffusion of the electrons, the parallel heat conductivity can be
written as ξ‖,e = v2th,eτe, in which vth,e ∝ T 1/2e is the thermal electron velocity and τe ∝ T 3/2e
is the electron collision time; and thus ξ‖,e ∝ T 5/2e . Using this, we can set up a differential
equation linking q‖ to the temperature: q‖ = −κT 5/2 dTdx , in which κ is the electron parallel
heat conductivity coefficient (generally assumed to be κ ≈ 2000) [3, 28, 30]. By making an
assumption on the heat flow profile in the divertor, one can solve this differential equation
and obtain a relation between Tt and Tu. For this we assume that all of q‖ enters the SOL
upstream (e.g from the top of the 1D model) and remains constant throughout the SOL,
where a connection length L later it reaches the target. By integrating the equation for the
parallel conduction, a relation between the temperature upstream and the temperature at the
target can be derived, which is performed at equation 2.3. Alternatively, one could assume
that all heat enters not from the top of the 1D model but gradually throughout the connection
length, which leads to only marginal differences in equation 2.3 [3].
q‖ = −κT 5/2
dT
dx
→ T 5/2dT = −q‖
κ
dx
→ T 7/2u = T 7/2t +
7q‖L
2κ
(2.3)
Equations 2.3, 2.2 and 2.1 make up the two point model, relates nt,nu,Tt,Tu for given q‖,
L, γ, mi as listed in equation 2.4. Assuming fixed values for q‖, L, γ, mi and other constants,
having three equations with four unknowns (nt,nu,Tt,Tu) means that one of these unknowns
must be supplied and then the other parameters can be modelled from equation 2.4.
nuTu = 2ntTt
T 7/2u = T
7/2
t +
7q‖L
2κ
q‖ =
√
2
mi
γntT
3/2
t
(2.4)
Equation 2.3 (and thus equation 2.4) has to be solved numerically, unless one assumes
that fairly large temperature gradients (e.g conduction limited regime) occur Tu >> Tt, which
facilitates simplifying 2.3 (see equation 2.5), enabling an analytic solution for 2.4 as shown
in equation 2.6. This formulation is written such that Tt, nt, Tu can be directly obtained if a
value from nu is assumed.
T 7/2u ≈
7q‖L
2κ
→ Tu = (
7q‖L
2κ
)2/7 (2.5)
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The main results of this version of the two point model is that an increase in nu results in a
decrease in Tt while Tu remains constant (assuming conduction-limited operation), increasing
the temperature gradient. As Tt is reduced, nt must increase when nu is increased as the
pressure must be constant along the flux tube, resulting in higher divertor densities. In reality
these higher divertor densities will result, together with the decay in divertor temperatures,
into more divertor radiation (which is not accounted for in this model); facilitating detachment.
The heat flux reaching the target (not accounting for the ion’s potential energy, a more
careful analysis in chapter 3 does account for this) essentially comprises the number of ions
reaching the target (e.g Γt) and the energy each ion carries to the target γTt: e.g qtarget = ΓtγTt.
It is important to note that combining this with equation 2.2 results in equation 1.1 used to
introduce detachment in the introduction.
Using the relation obtained for Tt (e.g 2.6), the scaling of the ion target flux can be
derived through the two point model as shown in model (equation 2.7). In the absence of
both volumetric power loss and convective heat transport, Γt ∝ n
2
uT
2
u
q‖
—or using equation 2.5
and assuming conduction-limited operation, Γt ∝ n
2
u
q
3/7
‖
. Therefore, under such assumptions
and with a fairly fixed q‖, Γt ∝ n2u is expected. This scaling is important in literature as it
forms the basis for quantifying the depth of detachment by comparing the obtained Γt to this
scaling [101, 58, 45, 3, 102, 37, 73]. However, the assumptions used are violated during TCV
detachment where both Tu, q‖ and divertor radiation change during a density ramp while the
power entering the divertor is kept constant; which will be treated in detail in chapters 3 and
8.
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2.2.2 Including ’missing’ physics by implementing correction terms
The above two point model makes strong assumptions on having no convective transport,
having no divertor radiation and having no volumetric momentum losses. Especially the
no divertor radiation is a strong assumption in carbon machines, where intrinsic impurity
radiation is substantial. Using the methodology of [3], we can apply correction factors to the
governing equations of the two point model which can partially account for missing these
processes. Radiative losses essentially provide a decoupling between the heat flux entering the
SOL q‖ and the heat flux reaching the target qt, which can be written as qt = (1− fpower)q‖
where fpower is the fraction of power loss both due to radiation and due to charge exchange.
If hydrogenic radiation occurs, this is also included by fpower. However, a fixed fpower cannot
properly include hydrogenic radiation as the amount of hydrogenic radiation will depend on
the amount of ionisation, which makes up Γt almost fully in high recycling conditions assuming
recombination is negligible. Thus, accounting for fpower does not account for power losses
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due to recycling accurately. Accounting for this is crucial when 50 % of the power reaching
the ionisation region is spent on the ionisation process, which is expected to be a detachment
threshold and occurs at target temperatures of 4-7 eV (see chapter 3). Therefore, even this
’corrected’ two point model is not applicable in such low temperature regimes. As momentum
losses only occur in such low temperature regimes, we will not introduce a correction factor
for momentum losses.
Impurity radiation will reduce the heat flux towards the target as well as influence the
conduction equation 2.3, where a heat flux profile along the field lines has to be assumed.
Generally it is assumed that all radiative loss occurs close to the strike point (e.g s0 ≈ 1), such
that
∫
q‖(s)ds ≈ q‖(0)L [3], which is a reasonable assumption. Due to the dependencies in
that relation, having the radiation region more upstream would only have a small influence on
this relation: making a conservative assumption of radiating 90 % of the heat flux halfway of
the connection length would lead to a 16 % deviation from assuming that all radiative losses
occur at the target (assuming Tu ∝ (
∫
q‖(s)ds)2/7). As such, one can assume that impurity
radiation in the two point model only reduces the target heat flux.
To account for convection, q‖ in equation 2.3 has to be replaced with the conductive part
of q‖, defined as fcondq‖ [3]. Conductive and convective heat transport could differ along the
flux tube, so a certain profile of conductive versus convective transport along the field lines
needs to be assumed. Commonly it is assumed that conductive versus convective transport
remains fixed along the connection length (e.g fcond is fixed) [3]. When the heat flux entering
the SOL is fully carried through convection (e.g fcond ≈ 0), then according to equations 2.3
and 2.4, Tt ∼ Tu and no temperature gradient along the field line would exist. Convection
thus reduces temperature gradients as a fraction of the heat entering the SOL is not carried
to the target through conduction but directly by convection. Assuming sufficiently strong
temperature gradients do occur, fcond would influence the upstream temperature through
equation 2.5 by only f
2/7
cond (assuming T
7/2
u  T 7/2t ), which is small especially when considering
that strong convective transport would lead to quasi-static field lines where this simplification
no longer holds. Likely the best way of accounting for convective transport is to use, instead
of equation 2.5 for the upstream temperature, a measured value of the upstream temperature;
which intrinsically accounts for fcond and any influence of divertor/SOL radiation on the
upstream temperature. In essence, when taking the measured Tu into account as opposed to
determining Tu using q‖ and L, this is identical to only using the first and third equation in
equation 2.4; e.g the conduction equation is taken out of account.
As such, we will only consider the influence of radiative losses in the two point model,
which alters equation 2.6 into 2.8. Radiated losses thus reduce the target temperature; increase
the target density; and increase ion target fluxes.
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The main parameters which can thus be used for driving the divertor into detachment for
a given upstream heat flux is increasing upstream density and increasing divertor radiative
losses; whereas the upstream temperature can be expected to be fairly constant (in the
conduction-limited regime) as it is only weakly sensitive to q‖ and L. In section 3 we will
apply the two point model, in the form of equation 2.8 while determining Tu numerically
from equation 2.3 where applicable, to TCV relevant regimes to show the various scalings and
to show the different expected divertor operation regimes in TCV. In addition, a two point
model from literature [3, 4, 6] which explicitly takes energy loss arising from recycling and
power balance into account, is introduced.
2.3 Detachment
As illustrated, reducing the target temperature through an increased collisionality/conduction
(e.g higher nu) and radiative losses do reduce target heat fluxes and target temperatures
simultaneously, but they do not decrease the ion target flux. Despite these two aspects (e.g
increasing nu and decreasing fpower) are crucial for detachment and certainly are ingredients
to providing the conditions for detachment; there must be other processes involved facilitating
detachment which do drive down Γt, such that Γt, qt and Tt can all be driven down simultan-
eously. That reduction of Γt also enables a reduction of target heat flux to occur faster than
in the attached case (e.g. qtΓtTt ∝ puT 1/2t ) as function of Tt. In any case, as discussed in the
introduction through equation 1.1, any target ion flux reduction requires reducing the target
pressure faster than T
1/2
t . This is why detachment is often classified in literature as a state
where a pressure gradient develops along the field lines [3] —assuming the upstream pressure
is constant/unaffected by the divertor, this would lead to a pt reduction [3, 4]. However,
the upstream pressure may not be constant/unaffected by the divertor as it may partially
be built-up by divertor ionisation [5, 6] and, furthermore, reducing Γt does not specifically
require volumetric momentum losses —only target momentum loss. The other ingredient to
detachment is, assuming high recycling conditions, a reduction in ion source which requires
power limitation during detachment for which divertor (impurity) radiation are crucial. This
contrasts during detachment the behaviour predicted by the two point model in equation
2.8. The temperatures at which such power limitation starts to occur according to plasma
physics is around 4-7 eV (chapter 3), which corresponds precisely to the temperatures at
which volumetric momentum loss is expected to occur according to atomic/molecular physics
(which is further discussed in section 2.4). In other words, the ’classical’ understanding
that detachment is characterised by a pressure gradient which is linked to an ion target flux
reduction in literature [3] may have arisen from the similarity between these two temperature
regimes. A further and deeper discussion on combining this power limitation aspect with
the sheath target conditions which require pt to drop is shown in chapter 3. For now we
will highlight the general idea of detachment, characterised by the appearance of a pressure
gradient.
A pressure gradient is thought to develop due to ion neutral interactions resulting in
momentum losses. During detachment, the ionisation region moves from near the target
towards the x-point, giving rise to a region below the ionisation region (with temperatures of
∼ 5 eV or lower) where charge exchange between hot plasma ions and recycled cold neutral
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particles from the wall dominate over ionisation, as the ionisation has disappeared there. In
this process, the hot plasma ions gain electrons from cold neutral particles, leading to cold
plasma ions and hot neutral particles, resulting in momentum and energy losses (to the wall)
[103, 3, 104], which has been observed through a pressure gradient along the divertor leg
[3, 29, 81, 104, 41, 101]. Additionally, current studies suggest that the lower temperature
region is suspected to give rise to an enhanced molecular density, facilitating ion-molecule
interactions and associated momentum losses through molecular charge exchange [4, 49, 50].
This can be —under certain conditions —more dominant than momentum losses arising from
molecular charge exchange [49]. The interaction of neutral particles with the plasma ions can
strongly depend on the magnetic and physical geometry of the divertor [29, 58, 105, 33]. A
closed divertor helps to confine the neutral particles and is expected to reduce the detachment
threshold. However, the baﬄing structure puts higher strains on engineering demands and
makes the divertor more difficult to diagnose. Additionally, the precise directory of the
neutral particles coming from the strike point plays an important role in the plasma-neutral
interaction [33, 105].
When the temperature is further reduced below 5 eV, volumetric recombination can become
important [3, 6], leading to momentum, energy and particle losses [51, 66, 62]. Volumetric
recombination can arise from both electron-ion recombination (EIR) [63, 51, 62] and molecular
reactions —Molecular Activated Recombination (MAR) [63, 106, 57, 107, 108, 109, 110, 111].
MAR, which can play a role at temperatures below 7 eV, can be obtained through several
combinations of molecular reactions [112] and which of these are dominant strongly depends
on machine conditions [109]. For tokamaks with relatively high densities (1× 1019 m−3 or
higher) compared to linear machines [109], EIR generally dominates over MAR [108, 57, 110]
and becomes important at temperatures below 2 eV. Volumetric recombination in the divertor
region has been shown to be a relevant sink of ions for the detached plasma in high density
conditions [63, 51, 64]. EIR is thus often considered a very important process in detachment
[3, 5, 113, 6, 73]. More information on the details of the atomic and molecular physics and
the underlying rates is provided in section 2.4.
Experimentally, detachment is generally either achieved through a density ramp (e.g.
increasing upstream density) and/or by increasing radiative losses through an impurity
seeding ramp. While such scans occur, the divertor transitions from an attached case to
a detached case. It should be noted that experimentally these two aspects are often not
distinguishable. For instance, during a density ramp also radiated losses will increase as the
divertor becomes more dense and colder. Additionally, also the power entering the divertor
can change.
The general processes and sequences during such a core density ramp or seeding ramp
is illustrated in figure 2.2 a for TCV conditions. During a density or seeding ramp, first
the radiation in the divertor increases overall while being peaked near the targets where
the electron temperature is relatively low. Once target temperatures below the optimum
radiative temperature are achieved (which depends on the impurity specie —for carbon this is
around 10 eV), the radiation front starts to move from the target towards the x-point. When
radiative losses and/or the electron density further increase, the target temperatures and
the power reaching the ionisation region are further reduced until, eventually, the ionisation
region starts to move towards the x-point, detachment starts to occur (second frame of figure
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Figure 2.2: A schematic overview of the various detachment processes in the divertor adopted
from [1] and [2]. a) Schematic overview of TCV detachment processes as function of increasing
upstream density or seeding level. b) More detailed schematic overview of a detached TCV
divertor. c) A schematic overview of the different processes in the divertor and their influences
on power, particle and momentum balance.
2.2 a) and charge exchange becomes more dominant over ionisation near the target. When
the radiative losses/divertor densities further increase, the ionisation region moves further
up and the area where charge exchange dominates over ionisation increases while ultimately
volumetric recombination starts to occur near the target. At the strongest detached phase,
the target density may decay [73, 41] and thus the density front (and often corresponding
recombination front as recombination scales with n2−3e [41, 63]) may start to move towards
the x-point. Such a target density reduction in the strongest detached states is also observed
in TCV where it occurs in a small region (< 5 cm) [1, 2]. When the density/core radiation is
further increased, strong radiative losses in the core may occur and the plasma could disrupt
due to a radiative collapse [114, 115, 29, 3, 58, 83, 41].
As explained, all of these different processes occur in different regions of the divertor,
which can overlap as shown in this work (section 8.1.1). The reason for this is that the divertor
consists of several temperature zones [29] and for each temperature different atomic processes
are dominant as illustrated in figure 2.2 b. A schematic and simplified overview of the result of
the total detachment process in terms of power, integrated ion flux (It) and pressure along the
divertor leg is shown in figure 2.2 c, where the recycling region is highlighted. For visualisation
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Figure 2.3: Various divertor spectra measured by the DSS on TCV obtained during repeat
discharges. They are shown for both an attached (red) and detached (blue) case.
purposes we define the recycling region as the region covering the ionisation region until the
target (e.g it covers the ionisation, momentum loss and recombination ion loss regions). This
schematic overview and the various equations are discussed in more detail in chapter 3, but
here we provide a brief overview below as a reference. The power entering the divertor Pdiv is
reduced by impurity radiation (P imprad ). The power which is left enters the recycling region
Precl and is further reduced by the power loss associated with ionisation Pion (which scales
linearly with the ionisation source Ii) and other power loss mechanisms such as power losses
due to charge exchange PCX (which are often neglected). The remaining power reaches the
target, where ItTtγ forms the kinetic power reaching the target. This ion target flux is mainly
generated by ionisation, can be reduced by recombination (Ir) and can be influenced by an
ion flow from upstream in non-high recycling conditions (Iup). This ion target flux, together
with a target temperature, implies that there must be a certain target pressure pt, which
again has to be consistent with the upstream pressure pu and the amount of momentum loss
denoted by −(1− fmom)pu, where fmom = 1 means no momentum loss and fmom = 0 means
all momentum is lost. Several models for fmom are introduced in section 2.4.
2.3.1 Observing and characterising detachment
There are various ways and methods to define and characterise detachment [3, 37, 73, 81].
One of the difficulties of detachment is that it involves a large collection of different processes
having different effects on the plasma and target parameters. This is largely why there is not
a consensus on a precise detachment definition, although the characteristics and processes
involved in detachment are generally well-known. When diagnosing detachment, a large range
of diagnostics are used to measure the different aspects of detachment. These often measure
at different locations, which is necessary as radiation losses, charge exchange reactions and
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recombination in the divertor are all volumetric and the nature of the detached plasma is thus
2D (assuming axisymmetry). It is important to obtain a coherent picture between the different
diagnostics while accounting for the individual short-comings of each diagnostic. To do this,
measurements from the different diagnostics have to be compared with both each other and
with detachment modelling. Furthermore, as the nature of the detached plasma is 2D, in
order to study detachment, having 2D diagnostics measurements can be very beneficial [76]
or at least having measurements along the divertor leg (1D). Such volumetric measurements
enable characterising and investigating the processes behind detachment as opposed to the
results of detachment at the target.
Below several ways and methods to quantify and discuss detachment are introduced
together with the relevant terminology.
Diagnosing detachment Ultimately the main aspect to detachment is a simultaneous
reduction of the ion target flux, target temperature and target heat flux. The ion target flux
[3, 116, 117, 118, 119] can be routinely measured by Langmuir probes, although they likely
cannot be used for measuring the target temperature in detached conditions (see section
4.2). The target heat flux is expected to decay simultaneously with a decay in the target
temperature and can also be measured through IR camera measurements. Based on the
reduction and shape of the heat flux profile, different ’strengths’ of detachment can be defined
—such as ’pronounced’ detachment [91, 120].
Ideally target parameters, such as Tt, nt, qt are compared to upstream parameters. One of
the difficult points of measuring reduction of target heat fluxes, target ion fluxes and target
temperatures is that such changes can also be brought by changing parameters upstream;
which makes us wonder whether it can then still be called a ’detached state’. Therefore, it is
crucial when investigating detachment to monitor the temperature, density and power flow into
the divertor upstream. The upstream temperature and density can be measured partially by
Thomson scattering, which is a continuous measurement at a reasonable temporal resolution
(generally of the order of 100 Hz) but (generally) at a relatively poor spatial resolution (5-10
mm). Otherwise, they can be monitored by measurements through a reciprocating probe
which performs high spatial resolution measurements of upstream densities and temperatures;
but this can only be performed a few times per discharge. Repeat discharges are thus necessary
to monitor a density ramp or seeding ramp continuously using reciprocating probe plunges.
Those reciprocating probe plunges enable, perhaps, one of the most direct ways of
evaluating detachment by comparing the upstream and target pressure profiles to investigate
pressure balance and momentum losses. As shown in the result obtained for TCV in figure
2.4, obtained from [101], the upstream and target pressure profiles overlay well at the start
of a density ramp. However, when the core density increases and the divertor is cooled, a
deviation between the pressure profiles starts to occur and as detachment proceeds develops
to be stronger, this deviation increases. Similar investigations have been performed on other
tokamaks, indicating stronger pressure drops [41]. The overview shown in figure 2.4 also shows
the evolution of the ion target current, ion target current profile and the heat flux profile
during detachment.
By using the upstream parameters measured through reciprocating probes or Thomson
scattering, it is possible to quantify the ’depth’ of detachment by determining the ratio
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between the ion target flux expected based on upstream parameters (such as equation 2.8)
and the measured ion target flux —also called the ’Degree of Detachment’ (DoD) [37, 102, 3].
For density ramps, it is then often assumed that the upstream temperature/(total) divertor
radiation do not change while the upstream density scales linearly with the core density [3],
leading to the prediction that It ∝< ne >2. That scaling is then fitted to the observed trend
at an attached phase [73, 101, 58, 45], as shown in figure 2.4 a [101]. Suddenly deviating
from this scaling is then attributed to detachment and the amount of deviation is reflected by
the ratio between the expected It according to the trend and the measured It; e.g the DoD
as shown in figure 2.4 b. Having a weaker increase of the ion target flux during a density
ramp in attached conditions is often attributed to not being able to apply the predicted Two
point scaling and thus a lack of high recycling conditions [45]. In this work we evaluate the
predicted ion target flux while accounting for changes in upstream parameters accurately,
which provides a more nuanced picture than these assumptions. However, nevertheless, as
shown in figure 2.4 b, the increase of the DoD is indeed well correlated with the appearance
of a simultaneous reduction of target temperature, target heat flux and target ion current; as
well as a reduction of target pressure and appearance of a pressure drop.
These techniques focus on measuring the results of detachment, rather than the actual
processes which requires volumetric information. Bolometry provides volumetric information
on the radiation map through a tomographic inversion. Using this or profile measurements,
the radiation region can be tracked and can be observed to move from the target towards the
x-point during a density (or seeding) ramp experiment. Other methods which provide such
volumetric information are line-of-sight spectroscopy and filtered camera imaging —which
provides a 2D picture of a spectral line —applicable for various purposes [76, 121, 122, 123].
For instance, the peak in CIII 465 nm emission monitored in 2D can be seen to move
from the target towards the x-point when the divertor is cooled; which corresponds well (in
carbon tokamaks without impurity seeding) with the observed peak in radiation measured by
bolometry as C2+ is one of the main radiating ions in such conditions [79].
Diagnosing detachment through line of sight spectroscopy Line-of-sight spectro-
scopy (and imaging spectroscopy) can be a very effective tool for diagnosing detached divertor
plasmas [41, 51, 76, 124, 125, 63, 62, 64, 74, 73, 126, 61]; electron densities [74, 73, 127];
impurity concentrations [128]; plasma flows [129]; hydrogen molecules [111, 112, 106, 110] and
neutral populations [125, 130]. Although such parameters are of value when investigating de-
tachment, detached divertors are most often investigated by measuring the deuterium Balmer
lines in the spectrum [51, 62, 63, 76, 125, 73, 124, 74]. When observing the hydrogen Balmer
lines, the higher-n Balmer lines are relatively more sensitive to volumetric (electron-ion recom-
bination) compared to lower-n Balmer lines, which are relatively more sensitive to excitation
(and molecular reactions [109, 110, 72, 106, 112]). In addition, the higher-n Balmer lines have
less wavelength separation and thus multiple Balmer lines can be measured in a single high
resolution spectra. These high resolution spectra, together with the more pronounced Stark
broadening of higher-n Balmer lines, provides access to inferring the electron density from
Stark broadening of the Balmer lines [74, 73, 63, 127, 131]. Therefore, detached conditions
are often investigated through the high-n Balmer lines (n > 9) or medium-n Balmer lines
(n = 6, 7), which are measured by a high resolution spectrometer [1, 74, 72, 73, 51, 63, 132, 133].
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These high-n Balmer lines (n > 9) only tend to appear when recombinative emission is present.
The appearance of these Balmer lines is thus an indicator for the presence of volumetric
recombination, which does not necessarily say anything about the magnitude of volumetric
recombination. Furthermore, the ratio between the various high-n Balmer lines (assuming the
emission only originates from recombination) obey a Boltzmann like scaling when they are
in a (partial) local thermodynamic equilibrium [51, 63, 62, 66, 60, 65, 41]. By investigating
this scaling, an estimate for the electron temperature, which is a ’characteristic temperature’
of the recombination radiation region, can be obtained. Using that electron temperature in
combination with an estimate of the electron density obtained through Stark broadening,
enables estimating the ’photons to recombination reactions’ conversion ratio [63, 62, 66, 80]
by using collisional radiative models such as ADAS [134, 135]. Using that ratio, together
with an absolutely calibrated spectrometer, where the amount of counts measured on the
sensor can be converted to a number of photons emitted by the plasma, and together with
the viewing geometry of the system, the volumetric recombination rate can be quantitatively
estimated [63, 62, 66, 80]. Such approaches, however, rely on the assumption that all Balmer
line emission is due to recombination and thus does not apply that easily to medium and
lower-n Balmer lines (n < 9), where the emission measured can be due to a mix of excitation
and recombinative emission. For reference, an example Balmer line spectra in attached and
detached conditions measured on TCV through the diagnostic developed in this work is shown
in figure 2.3 (partially adopted from [1]).
Detachment onset, window and sensitivity When investigating detachment, it is im-
portant to quantify the onset of detachment and the window of detachment. As explained,
detachment can be entered through a core density ramp or an impurity seeding ramp or a
combination of both. The onset of detachment can be quantified in terms of a detachment
threshold, given a series of control parameters (including core density; power crossing the
separatrix Psep and the impurity fraction) [82]. After the onset of detachment is reached and
the control parameters are driven further into detachment (for instance a higher core density
while keeping Psep and the impurity fraction constant), at some point the low temperature
region will start to expand from the target towards the x-point, evidenced with a movement
of peaks of emission lines, ionisation and radiation. The upstream end of that cold region is
sometimes defined as the ’detachment front’ (or ’thermal front’) [82, 113, 136]. The ’speed’
(or ’sensitivity’) at which the low temperature region expands with respect to the controlling
parameter is important for robust control of the low temperature region [82]. This can be
determined quantitatively as the partial derivative of the ’thermal front’ location to the
control variable [82] by quantifying the location of the thermal front, tracking this location
and scanning one of the control parameters (preferably while keeping the other constant).
During such an experiment ’the range in a control variable within which the front location
can be stably held at any position from the target to the X-point’ can be obtained, which
is defined as the detachment window [82]. Having a low detachment location sensitivity is
beneficial for controlling the front location, for instance to actively prevent it from reaching
the x-point by altering the control variable or to position the front at a specific location (for
instance one which happens to provide the required target parameters while maximising core
performance).
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Figure 2.4: Overview of TCV detachment adopted from [101]. a) Ion target current (in-
tegrated) evolution during a core density ramp < ne >. b) Evolution of the degree of
detachment during a core density ramp. c) Profiles of the ion target flux compared between
an attached/detached phase. d) Profiles of the heat flux at the target compared between the
attached/detached phase. e-g) Comparison between upstream (reciprocating probe) and target
(Langmuir probe) density profiles during attached/detached conditions. h-j) Comparison
between upstream (reciprocating probe) and target (Langmuir probe) temperature profiles
during attached/detached conditions. k-m) Comparison between upstream (reciprocating
probe) and target (Langmuir probe) pressure profiles during attached/detached conditions.
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2.4 Atomic physics and its role in divertor physics
Crucial to divertor physics and especially detachment is the role of atomic and molecular
processes. The various influences and the various reactions have already been provided in
the previous sections. In this section, atomic databases and the various reaction rates of
ionisation, recombination and charge exchange will be discussed together with a detailed
discussion of impurity radiation and how it can be influenced by transport.
2.4.1 Atomic databases and collisional radiative models
Several databases and models are available for modelling reaction rates and emission rates for
spectroscopic analysis and radiative power analysis, one of the most prominent being ADAS
[134, 135]. ADAS is a collisional radiative model which models the population densities of
the energy levels of various ions. It does so by accounting for electron collisional transitions;
radiative decay; collisional ionisation and recombination (radiative, dielectronic and three-
body are all included). It is thus a general model for modelling populational densities which
can be applied in regions where either a coronal approximation (only radiative processes) is
appropriate; regions where a (partially) local thermodynamic equilibrium is appropriate (only
collisional processes) or regions in between. When modelling populational states through
a collisional radiative model, the various reactions in the model acting on the populational
densities eventually leads to a large system of equations representing a differential equation for
the populational densities [137]. Effective ionisation and recombination rates can be obtained
[137, 138] by applying certain groupings of terms in the differential equation —which take
a collection of process into account to make up the effective rates [135, 134]. The various
line emissivities can be modelled using Einstein coefficients by determining these population
densities. By determining those emissivities for the entire spectrum (or for the most energetic
lines in the spectrum), the radiated power loss by the plasma due to impurities or hydrogen
can be determined.
Collisional-radiative models such as ADAS thus provide information on ionisation rates
(named SCD in reac m3 s−1), recombination rates (named ACD in reac m3 s−1), radiative
power loss rates (named PLT for excitation and PRB for recombination and Bremsstrahlung
both in W m3) and line emission intensities (named Photon Emission Coefficient —PEC for
excitation and recombination in ph m3 s−1) [138]. These values, provided as tables [134], are
functions of temperature and density and need to be multiplied by the respective densities of the
two specifies involved in the reaction process to get the respective reaction/emission/radiation
rates as volumetric parameters in the plasma, which can be multiplied with the volume
monitored to get the total radiation/emission/reactions. For instance, recombination is an
ion-electron process, thus to get a volumetric recombination rate in reac m−3 s−1, the ion
density would need to be multiplied with the electron density and the ACD coefficient and
multiplying that with the volume would result in a recombination rate in reac s−1
To solve the differential system for the populational densities, the number of equations
are generally reduced through various assumptions, including those on the starting conditions
of the populational densities and their time derivative. It is often assumed, for instance, that
only the time variation of the ground state needs to be tracked while the excited states are
in quasi-equilibrium as excited states have very short time scales compared to changes in
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the ground state, metastable state or plasma parameters. ADAS has some extensions upon
this as it is a ’Generalised Collisional Radiative’ model [138] (GCR). The advantage of a
generalised collisional radiative model is that both ground and metastable populations are
tracked, which is important for impurity studies. Furthermore, the influence of excited states
on the ionisation balance is accounted for in GCR (like ADAS) while this is not usually done
in a ’standard’ CR [139]. Including the influence of excited states in the ionisation balance,
which is done by ADAS [139], leads to a density dependence of the ionisation rate —which is
also found experimentally [139]. ADAS accounts for the atomic level structure in detail to
account for excited states in, amongst other things, the ionisation balance.
2.4.2 Hydrogen Ionisation, recombination and charge exchange rates
To investigate the hydrogen ionisation, recombination and charge exchange rates predicted by
ADAS, the SCD, ACD and CCD (e.g charge exchange) rate coefficients are shown in figure 2.5
as function of electron temperature. Note that these correspond to reaction rates and not the
effective volume rates which requires multiplying with the respective densities. As the ADAS
grids in the used ADAS datasets (scd12 h.dat, acd12 h.dat, ccd12 h.dat, plt12 h.dat,
prb12 h.dat, ccd12 h.dat, pec12 h.dat), which are based on a fairly recent correction on
the default hydrogen ADAS dataset in 2012 by Martin O’Mullane [140], are rather coarse,
the values have been obtained by interpolating the ADAS datasets. As the ADAS grids
correspond to a logarithmic grid and vary over multiple orders of magnitude, the logarithm
of the electron density, electron temperature and of the ADAS data is taken. Linear 2D
interpolation is then applied, after which the result is re-factorised in order to undo taking
the logarithm (e.g 10result). This interpolation mechanism has been found to provide the most
stable and satisfactory results and obtains identical results to [73].
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Figure 2.5: Hydrogen effective recombination, ionisation and charge exchange rates as function
of electron temperature for three different electron densities.
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The shown reaction rates highlight the discussion on the nature of detachment: when
the temperature is reduced, first the charge exchange rate starts to become stronger than
the ionisation rate (this occurs between 5-10 eV), while going to even lower temperatures
results in the recombination rate becoming stronger or similar to the ionisation rate (this
occurs between 1-2 eV). One of the reasons for this is a decrease in ionisation rate at lower
temperatures. Even at the highest recombination levels, the recombination rate is lower
than the ionisation rate at 10 eV. One should note however that these are reaction rates and
not volume rates; the effective volume rate of ionisation compared to recombination is also
determined by the neutral faction (under the assumption of a pure hydrogenic plasma, Z = 1),
which for TCV is around 1× 10−3 to 1× 10−1 (see chapter 7). This fraction acts as a weight
on the relative importance of ionisation.
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Figure 2.6: 2D maps of effective recombination, ionisation and charge exchange rates as
function of electron temperature and electron density with a linear colour map. Contour
lines are shown which correspond to cases where the charge exchange rate is 1, 2, 10 times
the ionisation rate and where the recombination reaction rate is 10−1, 10−2, 10−3 times the
ionisation rate (which would correspond to a case where the recombination volume rate and
ionisation volume rate equal each other assuming a neutral fraction of 10−1, 10−2, 10−3).
All shown reaction rates in figure 2.6 are mostly affected by Te, although the recombination
and ionisation rate do have some ne dependence, which is particularly strong for the recom-
bination rate as shown in the 2D map of reaction rates as function of temperature and density
in figure 2.6 on a colour map. Recombination has a strong ne dependence as the effective
rate is shown which accounts for three-body recombination. This becomes more dominant
at high densities (e.g the effective volume recombination rate increases with n2−3e [51, 66]).
The contour lines in figure 2.6 show where the charge exchange reaction rate is 1, 2, 10 times
the ionisation rate and where the recombination reaction rate is 10−1, 10−2, 10−3 times the
ionisation rate, corresponding to the recombination rate being equal to the ionisation rate at
neutral fractions of 10−1, 10−2, 10−3 respectively. Interesting to note is that in this figure the
influence of the electron density on the ionisation rate is more prominent. This is also noted
in the contour lines of the charge exchange rate being 1, 2, 10 times the ionisation rate; which
shift to lower temperatures when the electron density is increased. This thus highlights the
importance of accounting for the ne influence on the ionisation rate as is done through the
ADAS general collisional radiative model.
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2.4.3 Momentum losses due to atomic and molecular reactions
Having discussed the dominance of charge exchange reactions over ionisation in detached
conditions, one may wonder why such a dominance would lead to momentum losses in the
first place. To highlight this, we first step away from discussing the atomic physics and
its databases, to which we will return later and introduce the Self-Ewald model. This is
a simplistic analytic model used for highlighting the influence of the dominance of charge
exchange over ionisation on momentum loss in literature [3] and is sometimes used for a
quantitative comparison [141].
The Self and Ewald model [142, 6, 141, 33] assumes that an isothermal plasma flow occurs
to the material surface in a divertor, where this flow travels through a stationary neutral
gas. While this process occurs, charge exchange collisions are considered to act as a drag
force on the momentum equation, dependent on the charge exchange cross-section, while the
heat flow is generating ions, dependent on the ionisation cross-section. Here it is assumed
that the each charge exchange collision leads to momentum loss. It is then assumed that the
Mach number of the flow reaches one near the target, while there is no flow upstream: e.g the
flow is fully determined by a competition between ionisation acting on the flow through the
continuity equation and charge exchange slowing down this flow. This reasoning then leads
to a relation for a density gradient (which equals the pressure gradient as isothermal field
lines are assumed), which depends on the ratio between the ionisation cross-section and the
charge exchange cross-section given by equation 2.9, where < σv >CX and < σv >ion are
respectively the charge exchange and ionisation cross-sections [33]. fmom is defined similarly
as in section 2.2; e.g pt = fmompu.
fmom = 2(
α
α+ 1
)
α+1
2
α =
1
1 + <σv>CX<σv>ion
(2.9)
The ratio between charge exchange and ionisation is around 1 and strongly increases above
that when dropping from above 10 eV to 5 eV and lower, decreasing α from approximately
0.5 towards 0; resulting in a drop of fmom from almost 1 (e.g 0.9) towards 0; as shown in
figure 2.7 where ADAS rates were used to interrogate equation 2.9. More specifically, this
figure shows that fmom is mostly a function of temperature (weak density dependence) and
results in fmom > 0.9 at a temperature of ≥ 7 eV, which transitions into fmom < 0.1 at a
temperature of ≤ 2 eV.
As this model assumes isothermal field lines (which is not true under tokamak divertor
conditions), measurements of target temperatures are used to interrogate the reaction rates
[141], which makes the Self-Ewald model essentially a function of target temperature. This
temperature is lower than temperatures higher up the divertor leg resulting in higher charge
exchange to ionisation ratios and higher momentum loss estimates (likely overestimation).
Although the Self-Ewald model is not an accurate physics picture of the divertor processes
(as the divertor is not isothermal), its results are often in fair agreement with modelling
and measured momentum loss [141, 4, 41]. That agreement may arise ’accidentally’ from
the temperature trend of fmom predicted through the Self-Ewald model, rather than the
Self-Ewald model predicting the underlying physics correctly.
Various measured and simulated momentum loss values have been collected in literature
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[4, 49] and several scaling laws for momentum loss are proposed, some of which are shown
in figure 2.7 b and compared to the Self-Ewald model. The behaviour of the relation is
qualitatively similar to the Self-Ewald result but quantitatively different. The Self-Ewald
model predicts a stronger momentum loss than the other scaling laws, which could be due to
the charge exchange to ionisation ratio being higher at the target; thus overestimating the
momentum loss in the Self-Ewald model.
However, the relations of fmom obtained through the scaling laws are obtained by fitting
SOLPS data from various sources in [4]; which take more processes into account than just
charge exchange dominating over ionisation, for instance molecular processes. Instead of
charge exchange dominating over ionisation, it may be some of these other processes resulting
in momentum losses being a strong function of temperature. SOLPS simulations have shown
a strong correlation between the molecular deuterium density in the divertor and the target
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electron temperature [78]. Other SOLPS simulations have indicated that molecules play a
strong role in reducing momentum in the divertor as opposed to charge exchange dominating
over ionisation [50, 78]; while other SOLPS simulations suggest the influence of molecules is
small on momentum losses [141]. In addition, differences in transport could contribute to the
observed and simulated pressure loss during detachment —for instance, cross-field transport
may ’smear-out’ pressure across the field lines, leading to a reduction in the high pressure
regions near the separatrix [141].
Volumetric recombination also leads to momentum losses [51, 54, 143]. Using a simplified
model of momentum loss due to recombination as provided by [143], the relative importance
between momentum loss through ion-neutral friction and momentum loss through recombina-
tion is equal to the ratio between the recombination and charge exchange rates multiplied
with 1
1− vH
v
× 1nH/n where nH/n is the neutral fraction (10−3 to 10−1) and
vH
v is the neutral
to ion velocity ratio. When assuming kinetic velocities, for TCV parameters, the expected
momentum loss through recombination is negligible. Furthermore, momentum losses start to
occur in a higher temperature regime (1-10 eV) where the charge exchange cross-section is
103−4 higher than the recombination cross-section as shown in figure 2.5. Thus, recombinative
momentum loss may be a secondary effect when deeply detached but it will be negligible at
the onset of detachment.
2.4.4 Hydrogen Balmer Line emissivities
The spectral emissivity of a hydrogen plasma with a certain electron density, electron temper-
ature and neutral density can be modelled by multiplying ’Photon Emission Coefficient’ (PEC)
provided by ADAS [134, 138, 140, 135] with the respective densities of the two reacting species
(e.g for excitation emission the neutral density times the electron density; for recombinative
emission the electron density times the ion density) —which then forms the emissivity per
volume: ph m−3 s−1.
The PEC coefficient corresponding to the low-n and medium-n Balmer lines (e.g n = 3−8)
are shown in figure 2.8 for both recombination and excitation at three different electron
densities. Qualitatively, a similar behaviour as between the ionisation rate and recombination
rate (figure 2.5) is shown as between the PECs for every Balmer line. Despite each Balmer line
having a similar behaviour of the excitation and recombination PEC, the deviation between
the excitation PECs between different Balmer lines is greater than for the recombination
PECs and thus the point where the recombination and excitation PECs cross each other is at
higher temperatures for higher-n Balmer lines. This means the emission of a higher-n Balmer
line will be more susceptible to recombination than of a lower-n Balmer line: e.g the relative
influence of recombination on each Balmer line increases with increasing n. When increasing
the electron density, the excitation PECs decrease slightly while the recombination PECs
increase. Thus, for higher density conditions, the emission of a Balmer line will be dominated
by recombination at higher temperatures. Two important points should be noted: 1) to get
actual emissivities the PECs need to be multiplied by the respective densities, so the relative
importance between excitation/recombination emission depends also on the neutral fraction.
2) having recombination emission dominate over excitation emission does not imply that the
recombination rate dominates over the ionisation rate.
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2.4.5 Hydrogen radiative losses
Summing the radiation arising from line emission according to the ADAS PECs provides
information on the hydrogenic radiative power loss, which are ultimately tabulated as the
PLT (excitation radiation) and PRB (recombinative radiation, which also contains continuum
emission arising from recombination and Bremsstrahlung) rates. We apply a correction to the
PRB rate using [30] in order to subtract the Bremsstrahlung component and only get the
radiation arising due to recombination (both line emission and continuum emission).
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Figure 2.9: 2D maps of the PLT and (corrected) PRB coefficients as function of electron
temperature and electron density with a linear colour map.
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These rates are shown for hydrogen in figure 2.9 and indicate a similar behaviour as the
PECs: the hydrogen excitation radiation loss strongly reduces at low temperatures while the
hydrogen recombination radiation loss strongly increases at low temperatures. Furthermore,
again, both have a density dependence: the hydrogen excitation radiation loss decreases
at higher electron densities while the recombination radiation loss increases. Note that the
maximum PRB value shown is still a factor 50 smaller than the maximum PLT value: radiative
losses due to recombination thus appear minor compared to radiative losses due to excitation
(however, the relation between the volumetric radiative losses of excitation and recombination
depends on the neutral fraction as well).
As will be discussed later, an important parameter is the hydrogenic ionisation energy
cost (chapter 3); which is partially made up by the division between the hydrogenic excitation
radiative loss and the ionisation rate (e.g excitation radiative loss per ionisation event). In
figure 2.6 we saw that the ionisation rate increases at higher electron densities while figure
2.9 indicates the opposite trend for the hydrogenic excitation radiative loss. In other words,
the radiative energy loss due to excitation per ionisation will be higher at low densities than
at high densities. As will be shown in figure 3.2, the trend of Eion remains unchanged; the
deviation in Eion between ne = 1× 1019 m−3 to 1× 1020 m−3 is approximately 20 %.
2.4.6 Impurity radiation —carbon
Impurity radiation (carbon) can also be analysed through the ADAS PLT, PRB and PRC
(radiative power loss due to charge exchange between hydrogen and the impurity) coefficients.
Of these coefficients we will only focus on the PLT coefficient, which is far dominant for
carbon radiation on TCV.
When investigating the PLT coefficients for carbon, each ion charge state has its own
PLT value. Metastable resolved PLT values are also available, but for simplicity unresolved
values are used (e.g. it is assumed that the ground states of carbon ions are dominant). All
ion-charge resolved PLT curves as function of temperature assuming an electron density of
ne = 5× 1019 m−3 (although the influence of ne is negligible) are shown in figure 2.10. These
deviate significantly between the different charge states: the PLT for C0 to C3+ is much larger
than the PLT corresponding to C4+ and beyond. In order to calculate the expected carbon
radiation, one not only needs to know the overall carbon content but more specifically the
charge-state resolved carbon content, which can be known through the ’fractional abundance’
(e.g fraction of carbon which is in a certain charge state) times the total carbon density
[137]. Often, no transport assumptions are used to have a rough idea of the general radiation
curves; which means that the fractional abundance is set by a ratio between ionisation
and recombination [96, 54]. Using such a prediction together with the charge-resolved PLT
coefficients, a rough predictive ’effective’ PLT can be determined assuming ionisation balance
while neglecting transport, shown for carbon in figure 2.10.
However, transport effects can be extremely important in explaining / modelling the
radiation expected of a particular impurity [91, 95]. Transport influences the temperature
regime in which a certain charge state can be found. For instance, transport can enable C3+
ions to travel through a higher temperature region where they would normally not occur
as they would ionise; thus increasing the effective radiation. Divertor simulation packages
such as SOLPS-ITER can track the various impurity charge states (and where applicable
68 Spectroscopic investigations of detachment on TCV
10 0 10 1 10 2
10 -35
10 -34
10 -33
10 -32
10 -31
C
C+
C2+
C3+
C4+
C5+
Charge-resolved PLT
“Eective” PLT
Assuming ionisation balance
(transport eects neglected)
“Eective” PLT
Using SOLPS ionisation balance
(transport-eects included) 
#106278
Ca
rb
on
 e
xc
it
at
io
n 
ra
di
at
io
n 
(W
 m
3  )
Te (eV)
Figure 2.10: Charge resolved carbon PLT coefficients as function of temperature. An effective
PLT —which is determined assuming ionisation balance determined through ionisation and
recombination coefficients and assuming no transport is shown. An ’effective’ PLT curve which
includes TCV simulated transport is shown for a SOLPS modelled discharge # 106278 where
the effective PLT is determined by determining the individual PLTs for each charge state
in the grid cell using ne, Te and multiplying those with the simulated fractional abundances
obtained from the SOLPS simulation. All PLT values for all grid cell are shown where one
data point represents one grid cell.
metastables) individually to account for transport. Using a SOLPS-ITER simulation of a
TCV detached discharge (#106278), the ’effective’ PLT is calculated by using the simulated
fractional abundances obtained from SOLPS which are multiplied with the charge-resolved
PLT tables obtained from ADAS using the SOLPS simulated ne, Te. This result is shown in
figure 2.10 for each SOLPS grid cell. For a fixed Te a range of PLT values is obtained, covering
one order of magnitude, as the fractional abundances from two grid cells can be different
—due to transport —despite their temperatures being the same. This range in obtained PLT
values for a given fixed Te illustrates the influence ’simulated’ transport can have on carbon
radiative losses. It should be noted, however, that this result is likely different from including
transport by assuming a fixed ’residence time (τ)’ [91], which relies on a simplified model for
transport [144] and relies on assuming a single lifetime; e.g. a range of lifetimes [95] would
be required to describe the non-uniqueness of the effective, SOLPS-transport included, PLT
observed. The point where the PLT for carbon is maximised is around 8 eV assuming a no
transport assumption, while the SOLPS simulated case has a maximum at 15-20 eV and a
difference up to a factor 100 can occur between the two around 20 eV. Accurately accounting
for impurity transport is thus crucial for modelling and understanding impurity radiation.
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Transport is not only crucial for describing impurity radiation, but also for explaining trends
in the hydrogenic line emission. As explained, to compare the excitation and recombination
values to each other in terms of volumetric parameters; we needed to assume a neutral
fraction. By using no transport assumptions, one can obtain such a value as function of
temperature through an ionisation and recombination balance. For TCV this, however, leads
to grossly different parameters and dynamics as those found from measurements, while the
TCV SOLPS-ITER simulations are in agreement with the measured results. This will be
further discussed in chapter 7, where the methodology for quantitative analysis of the hydrogen
Balmer lines developed in this paper will be discussed.
2.4.7 Molecular reactions
As discussed, molecules may lead to momentum losses in the divertor. The plasma ions can
undergo charge exchange collisions with the molecular cloud in the divertor, and through
this momentum can be lost. Molecular reactions can also influence particle balance through
molecular activated recombination (MAR) and molecular activated ionisation (MAI), where
molecules contribute to recombination and ionisation [112, 106].
Diagnosing the rich molecular physics is complicated and requires measurements of the
Fulcher molecular band [106, 112] as well as collisional radiative models which account for
molecular processes such as Yacora [145]. The complicated part is that molecules can undergo
a large subset of different reactions, which also depend on vibrational populational states.
Furthermore, diagnosing the Fulcher band is tricky as their emission is extremely small (on
TCV we measure they are roughly 105 smaller than Dα), and requires both a high resolution
(sub-angstrom —preferably higher) and a large spectral coverage (40 nm). Due to this, the
experimental investigations of the physics of molecules and their role on detachment is fairly
limited experimentally, but has been done in [106, 112]. Modelling efforts have also been
done to investigate the influence of molecular reactions on the divertor. These have found
that MAR/MAI is relatively small for tokamak conditions [108], while the expected power
loss due to molecules is expected to be limited [110]. In other conditions, however, such
as in linear machines, they have found that MAR can be a very important process and
the main contributor to detachment by diagnosing the Balmer series [109]. Molecules are
expected to contribute to the Balmer line emission, especially Dα [110, 5, 130, 112, 106] and
also Dβ [5]; which is not accounted for by the ADAS collisional radiative model but can be
modelled through SOLPS-ITER. Likely, measuring Dα with respect to other Balmer lines
and comparing this to SOLPS-ITER simulation results is one of the quicker and easier ways
of obtaining qualitative information on molecular reactions in the plasma.
However, the precise role of molecules in divertor physics is currently unknown and more
investigations would need to be performed.
2.5 Alternative geometries and divertor performance
By shaping the plasma equilibrium by using multiple coils around the vessel —to which TCV
has access [146, 101, 147, 34] —the divertor geometry can be modified by moving the position
of the x-point, strike points, adding flux flaring and adding a secondary x-point close to the
primary x-point (snowflake). Such modifications are often referred to as ’advanced’ divertor
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geometries [101, 147] and potentially lead to reductions of the peak heat load, detachment
threshold, detachment sensitivity and an increase in detachment window —overall aiding
access to and robustness of detachment [148]. An overview of some different geometries
obtainable in TCV is shown in figure 2.11.
In the snowflake divertor [149] a second x-point is added close to the original single null
x-point, leading to two extra divertor legs. In an exact snowflake, the second x-point is
positioned at the first x-point, creating a second order null where the derivative of the poloidal
magnetic field is zero. However, the two X-point locations are often somewhat separated as
an ’exact’ snowflake would be hard to control. The shown snowflake configuration in figure
2.11 corresponds to a so-called snowflake +.
Figure 2.11: Designed TCV magnetic geometry configurations, corresponding to single-null,
snowflake, super-X divertor geometries.
By moving the plasma column vertically, in the TCV tokamak it is possible to realise
different type of snowflake configurations (e.g ’+’ and ’-’) [150]. Observations of the snowflake
divertor indicate that the connection length and magnetic shear is increased in the snowflake
configurations [150, 151]. The increase in connection length leads to a higher collisionality in
the SOL and larger divertor volume, which may facilitate divertor radiation, aiding detachment
access. H-mode snowflakes have been achieved in the TCV tokamak, which indicate a reduction
in ELM frequency and a reduction in ELM energy losses [151, 152]. The large magnetic null
region in the snowflake also is purported to have a stabilising effect on the movement of the
radiation front during detached conditions [147].
The X-divertor is a magnetic geometry with an added x-point close to the target outside
of the vessel, resulting in flux flaring close to the target. This differs from a snowflake
divertor where the additional x-point is close to the original x-point [148, 153] and thus the
x-point region is modified instead of the target region. Due to the flux flaring, the field lines
are diverging to the target for the X-divertor [148], which may have a stabilising effect on
detachment sensitivity [148] as the interaction region of the plasma with neutrals is reduced
when going from the target towards the x-point resulting in an intrinsic feedback system for
various detachment ’fronts’. Another predicted benefit of the X-divertor is an increased flux
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expansion near the target which broadens the wetted area and increases the radiating volume.
A variation on the x-divertor is the super-X divertor, which is planned to be installed
on MAST upgrade [154, 155, 156, 157]. In the super-X divertor, the divertor leg to which
an X-point is added at the target or outside the vessel is brought out to the low field side
of the tokamak, expanding the radius of the divertor leg, expanding the plasma wetted area
with respect to the single null, X-divertor and snowflake divertor. Additionally, analytic and
SOLPS modelling predicts [82, 50, 158] this stabilises the thermal front and hence decreases
detachment front sensitivity [82, 159].
A second variation on the x-divertor and super-x divertor is the x-point target divertor.
In the x-point target divertor, the secondary x-point is not positioned outside the reactor,
but just in front of the target, which can also be combined with increasing the radius of the
divertor leg [159]. By positioning an x-point close to the target, the poloidal field is further
reduced and the flux expansion and connection length is further enhanced. It is expected that
by positioning a secondary x-point near the target, an x-point radiation region will form near
the target in the divertor volume, which potentially counters the detachment front moving to
the x-point, allowing fully-detached operation over a large operational space.
2.6 Advanced modelling of divertor plasmas and detachment:
SOLPS-ITER
Although simplified models such as the two point model are often used for quick experimental
comparisons and for getting a rough idea of the different scalings in detachment, the actual
—’real’ —detachment dynamics are far more complicated. First of all, simplified models
such as the two point model lack the complex atomic and molecular physics required, which
form the key to detachment (sections 2.3, 2.4). Secondly, the nature of the neutrals must be
addressed and is intrinsically of a 2D nature. An accurate treatment of the neutrals thus
requires a 2D simulation, which can for instance be accounted for using a Monte Carlo code.
One of the most often used suites for advanced divertor modelling is SOLPS-ITER
[160, 161]. SOLPS combines a fluid code, B2.5 [162], which solves the Braginskii equations for
ions and electrons together with EIRENE [69, 162], which is a Monte Carlo neutral code which
also incorporates several atomic, molecular and chemical physics databases. Reactions such
as volumetric recombination, molecular activated recombination, transport of metastables,
chemical sputtering and more can for instance be taken into account through this code. The
works in [68, 53, 7, 98, 90, 67, 50] contains several investigations performed using either
SOLPS-ITER or other versions of SOLPS.
After a SOLPS solution is obtained, the result provides plasma parameters such as the
electron density, temperature, neutral density, charge-resolved impurity densities and more for
each simulated grid cell. Target parameters (such as the ion target current) are also provided
by the model. Such parameters can be compared to measured parameters in experiments.
This can also be performed by using the SOLPS output to simulate a synthetic signal of what
a certain diagnostic would measure given that output. In this way a more direct comparison
between the model result and the experiment can be performed. In this work, an in-depth
comparison between the experiment and SOLPS results is performed (sections 8.1.1) employing
synthetic diagnostics as discussed in sections 4.3, 5.8.
72 Spectroscopic investigations of detachment on TCV
Chapter 3
Analytical divertor models
Analytic models describing power/particle/momentum balance are introduced with a focus
on high recycling divertor operation and are used to illustrate TCV divertor dynamics both
before and after detachment. In this chapter several additions to works in literature by Peter
Stangeby [4, 3] and Sergei Krasheninnikov [6, 5] on these models have been made highlighted
specifically with boxed frames. This is combined with a more explicit derivation of such models
and re-arranging the various equations to bring together ’seemingly’ contrasting arguments
in literature. An explicit illustration of model predictions for the TCV operational regime is
shown.
Parts of this chapter have been adopted from: An improved understanding of the roles of
atomic processes and power balance in target ion current loss during detachment, by K.
Verhaegh, B. Lipschultz, B.P. Duval, et al., to be submitted. DOI:
https://doi.org/10.13140/RG.2.2.24292.48005/1
Power and particle balance of the recycling region (section 3.1) provides us with a model
(ignoring recombination for the below discussion) for the ion current (It) dependent on the
power entering this region (Precl), the energy cost per ionisation (Eion) and the fraction of
that power utilised for ionisation. That fraction depends on the ratio between the power
spent on ionisation (Eion per ion) and the power reaching the target in the form of kinetic
energy (γTt per ion) —γTt/Eion. This ratio will play a crucial role throughout this chapter.
To model the ion current in terms of power and particle balance, one needs a priori knowledge
on γTt/Eion. However, the observation that almost all of Precl is spent on ionisation (ignoring
recombination), would already intrinsically suggest that γTt/Eion → 0 and is thus operationally
sufficient to say that ion source can be fully described by power/particle balance alone, using
Precl and Eion.
That, however, requires already (strongly) detached conditions (Tt  Eion/γ, where
Eion/γ is generally around 4− 7 eV). For other cases one needs to account for the behaviour
of Tt —which is not provided by power/particle balance as it requires Tt as an input value. To
model the behaviour of Tt, power and particle balance need to be combined with the sheath
target boundary (equation 1.1), which links Tt to the ion source and the target pressure
(pt ∝ ItT 1/2t ). In other words, one has to account for target pressure trends and power/particle
balance simultaneously to get a full picture of divertor operation and detachment. That
can be achieved by combining equations 1.2 and 1.1, resulting in a ’Two Point (like) Model’
(discussed previously in section 2.2) which accounts for particle balance and Recycling power
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losses (e.g. ’2PMR’). The target pressure is however not considered a control parameter in the
divertor, while the upstream pressure is. Including momentum balance, the upstream pressure
pu, heat flux entering the recycling region (qrecl) and Eion become the driving parameters
of the 2PMR, which then forms a power/particle/momentum balance model (section 3.3).
That model enables one to merge two paradigms of thinking about detachment in terms of
momentum losses and thinking about detachment in terms of power limitation.
3.1 Power and particle balance
To model the target flux in terms of power and particle balance, first we must discuss and
investigate in more detail the principle power loss/gain and particle loss/gain processes in the
divertor, which were introduced in section 2.3 and which are visualised in figure 3.1. Although
the power and particle balance described/shown in this section apply to the entire (outer
or inner) divertor, these equations can also be applied to individual flux tubes, under the
assumption that heat and particle transport across the flux tubes in the divertor is negligible.
The power entering the divertor, Pdiv, is lost partially due to radiation, Prad, after which
the remaining power ends up at the target (Ptarget): both in the form of potential energy
P pottarget = It and kinetic energy P
kin
target. Here, It is the (integrated) ion target flux (ion/s),  =
13.6 eV (where for simplicity the energy associated to molecular dissociation —2.2 eV —is
omitted [90]) is the surface recombination term (e.g. the potential energy deposited per ion
which recombines at the divertor plate) and γ is the sheath transmission factor used previously
in chapter 2.2. Therefore, divertor power balance can be written as shown in equation 3.1.
Pdiv − Prad = Ptarget = P pottarget + P kintarget = It(γTt + ) (3.1)
The radiated power in equation 3.1 can be split into different portions: hydrogenic
radiation and impurity radiation. Hydrogenic radiation has both an excitation (PH,excrad ) and a
recombination (PH,recrad ) contribution as shown in equation 3.2. Any radiated power due to
hydrogen molecules is ignored here, which is expected to be fairly small [110].
Prad = P
H,exc
rad + P
H,rec
rad + P
imp
rad (3.2)
Separating hydrogenic and impurity radiation is crucial for understanding the detachment
process in high recycling divertors as the hydrogenic excitation radiation increases depending
on the ionisation (as will be shown below) and thus the ion target flux. It is therefore an
integral aspect of combining power/particle balance. However, separating impurity radiation
and hydrogenic radiation is experimentally generally not performed as radiation is measured
through bolometry, which provides the total radiative loss. However, hydrogenic or impurity
radiation can be estimated through using collisional radiative modelling, combined with
temperature, density, transport and concentration estimates/assumptions, which can be
paired with spectroscopy (as will be shown in section 7) to reduce the number of unknowns
and/or by using absolutely calibrated VUV measurements [163, 126]. If one were to infer the
hydrogen radiated power from spectroscopy, one could obtain impurity radiation by combining
these inferences with bolometric measurements.
After having established power balance, we will move towards particle balance. Generally
speaking, the sum of the divertor ion source (Ii) and the net ion flow towards (or away from)
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the divertor (Iup) minus the divertor ion sink (e.g. recombination) (Ir) equals the ion target
flux. Under high recycling conditions, Ii will strongly dominate over Iup. In that case Iup
can be neglected, also referred to as the ’closed box’ approximation [5, 6, 51, 52], shown
in equation 3.3. This approximates particle balance in the divertor to be fully closed from
upstream flows; flows from one divertor leg to the other and puffing/pumping [5] are either
neglected or assumed to balance each other.
It = Ii − Ir (3.3)
To obtain further insight into the interplay of power and particle balance in the divertor,
we can combine the two through combining equations 3.1, 3.2 and 3.3, resulting in 3.4. The
terms underlined in equation 3.4 show the influence of all the different processes highlighted
in figure 3.1.
(Pdiv − P imprad )︸ ︷︷ ︸
Precl
− (PH,excrad + Ii)︸ ︷︷ ︸
Pion
− (PH,recrad − Ir)︸ ︷︷ ︸
Prec
= ItγTt︸ ︷︷ ︸
Pkintarget
(3.4)
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Figure 3.1: Schematic overview of power and particle balance in the outer divertor. The blue
shaded region represents the divertor. The various parameters are defined in the text.
Using this separation of the different regions, we can define the power entering the recycling
region (Precl) to be provided by equation 3.5. Note that the separation of these regions is a
visualisation tool and the application here does not rely on this separation.
Precl = Pdiv − P imprad (3.5)
In the recycling region, that power passes first through the ionisation region, where
neutrals are converted into ions with an energy cost of at least  per ionisation event. However,
before ionisation occurs, multiple excitation collisions precede, which lead to radiative losses.
Such radiative losses (PH,excrad ) can hence be counted as an energy ’cost’ due to ionisation
[51, 3, 69, 5, 6]. The total power spent on ionisation (Pion) is then provided by equation 3.6a,
where the effective energy loss per ionisation event Eion is obtained by dividing Pion with the
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ionisation source Ii.
Pion = P
H,exc
rad + Ii (3.6a)
Eion =
Pion
Ii
=
PH,excrad
Ii
+  (3.6b)
An evaluation of Eion is shown in figure 3.2 as function of Te. In that graph, Eion has
been divided by γ for future reference where we will see that Tt = Eion/γ is an important
detachment threshold. Eion at relatively high temperatures (> 15 eV) is approximately
constant while Eion strongly increases when the temperature drops below 5 eV as more
excitation collisions are required to have a single ionising one; resulting in relatively higher
radiative losses per single ionisation event.
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Figure 3.2: Eion/γ as function of Te including the Te = Eion/γ curve for a range of ne and γ.
Apart from momentum losses in detached conditions, charge exchange can also transport
hot ions away from the plasma towards the side walls if the neutrals after charge exchange
can travel a sufficient distance before re-ionising, making it a power loss. Charge exchange is
a neutral-ion collision while ionisation is a neutral electron collision; both thus depend on the
neutral density. In other words, the ’more neutrals participate in ion-neutral energy exchange,
the higher the probability for ionisation is’ [6]. That implies that the power loss due to charge
exchange can be expressed as an energy loss due to charge exchange per ionisation event,
ECX . In other words, if the power loss due to ionisation is Pion = IiEion, the power loss
due to charge exchange would be PCX = IiECX . Since both Pion and PCX scale the same,
it could be included in equation 3.4 by replacing Pion with Pion + PCX = Ii(Eion + ECX).
Power losses due to charge exchange then effectively increase the ionisation energy cost Eion
[6, 5, 52].
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However, ECX is not well-known and large discrepancies between the various ECX estimates
occur in literature: 3 eV to 5 eV [5, 52] to 1 to 3.5 times the effective temperature of the
ionisation region [6, 164] (based on the ratio of heat to particle diffusivity of neutrals [6]). [165]
provided an analytic model for determining ECX as shown in equation 3.7, which pictures
ECX as losing a fraction of the energy of an ion in the recycling region
3
2Ti, depending on how
many collisions a neutral undergoes before a wall is reached (approximated as the ratio (with
a maximum of 1) between the ion-neutral mean free path (λin) and the characteristic divertor
width (Λ)), and depending on how likely it is that such collisions are charge exchange collisions
as opposed to ionisation collisions, (approximated by the charge exchange to ionisation ratio
CCD
SCD —section 2.4). Naturally, this analytic estimate is oversimplified as the neutral dynamics
is inherently 2D and rough approximations were made to estimate the effective fraction of
energy loss per ion in the recycling region. This, including the large discrepancies between the
various ECX estimates in literature is why we do not include ECX in our investigations and
in addition the effects of ECX are found secondary to Eion in SOLPS modelling for TCV [98].
ECX =
3
2
T × CCD
SCD
× λin
Λ
(3.7)
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Figure 3.3: Evaluation of different models for ECX compared to Eion as function of temperat-
ure.
We will however, investigate how ECX would depend on the plasma parameters according
to the model by [165] and how this would increase the effective Eion, illustrated in figure
3.3. For this we assume an effective divertor leg width of 5 cm (at the target for TCV this
is between 3-10 cm (latter in detached) according to IR measurements). In this, Te = Ti is
assumed. According to the model provided by equation 3.7, a divertor more transparent to
neutrals would have larger ECX as the fast neutrals would escape more easily (e.g. maximising
λin
Λ ). For TCV conditions, generally the ion-neutral interaction mean free path is of the order
of 1 cm to 10 cm; which is close to Λ especially at low densities. Therefore, the opacity of
the TCV divertor significantly changes depending on the electron denstiy, causing a strong
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density dependence of the modelled ECX as shown in figure 3.3. During detachment, ECX
increases strongly as the divertor becomes more transparent (increased ionisation mean free
path) and the ratio between charge exchange and ionisation increases, resulting in a strong
rise in ECX at temperatures below 5 eV (figure 3.3).
The obtained behaviour for ECX using the model provided by equation 3.7 with TCV
parameters leads to different predictions than elsewhere in literature (such as ECX = 3− 5
eV [5] or ECX being some fixed factor times the temperature of the ionisation region [6, 164]).
Depending on the electron density, a very wide range of possible ECX is predicted. In high
density conditions, however, ECX is expected to be much smaller than Eion and is thus
negligible. ECX remains secondary to Eion except for particularly low density cases (ne ≤
1× 1019 m−3) and particularly low electron temperatures.
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Figure 3.4: Erec as function of Te, ne with a contour line at zero.
Going closer to the target, we can find at the lowest temperatures a recombination region
during detachment acting as an ion sink losing Ir ions. From a power balance perspective,
there are both energy gains and losses in the recombination process. During the recombination
process, the potential energy  can be released back to the electron catalysing the three body
reaction during three-body recombination or to the neutral during radiative recombination.
At the same time, recombination leads to radiative losses, expressed here as PH,recrad which
are determined through ADAS which provides an effective radiative loss accounting for
both radiative/two-body recombination and three-body recombination. Assuming that each
recombination reaction releases  back to the plasma as done in [136], the power sink Prec due
to recombination can be written as equation 3.8a. Here a positive Prec implies radiative losses
dominate over the potential energy gain and a negative Prec implies the reverse. By dividing
Prec with the recombination sink, the effective energy loss/gain (negative) per recombination
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event can be obtained.
Prec = P
H,rec
rad − Ir (3.8a)
Erec =
Prec
Ir
=
PH,recrad
Ir
−  (3.8b)
Using the tables shown in section 2.4, Erec can be modelled using ADAS as function of
ne, Te, shown in figure 3.4. It is seen that at low temperatures and high densities a net plasma
heating (of up to Erec ∼ 3 eV for TCV parameters) can occur. This is because radiative
recombinative losses per recombination are smaller for three-body recombination than for
two-body recombination (where a net energy loss occurs according to figure 3.4). However,
such an energy gain is negligible compared to the influence of Eion and ECX on the power
balance and it can be assumed that recombination has a negligible influence on the power
balance (e.g. Erec ∼ 0).
3.2 Modelling the ion source from power/particle balance
Equation 3.4 already shows that Precl can be lowered through impurity radiation to a point
where Precl starts to constrain Pion and consequently the generated ion source Ii: a form of
’power limitation’ (or ’starvation’ [5]). This reduction of the ion source leads to fewer ions
entering the recombination region and thus a reduced ion target current It. As part of power
limitation the temperature in the recycling region and at the target both drop, affecting
processes such as recombination and ion-neutral collisions which are related to momentum loss
processes. An equation for It to show power limitation can be derived quantitatively using the
previous equations 3.5, 3.3, together with the assumption that ECX ∼ 0 and Erec ∼ 0, leading
to equation 3.9, where It is written as function of Precl, Tt and Ir. Variants of equation 3.9
have been derived/shown in [51, 5, 6, 53, 52]. Note that as the closed box approximation is
used, any transport of ions into the divertor region or between the different divertor regions is
not accounted for.
It =
Precl − EionIr
Eion + γTt
(3.9)
In this form, It corresponds to the integrated ion target flux at the inner or outer target
and thus Tt in equation 3.9 is essentially a heat flux averaged target temperature [51], which
is not necessarily representative of the peak temperature at the target. However, this model
is also applicable to a single flux tube when heat/particle transport across the flux tubes is
ignored.
The following description in this section (and subsection) is unique to this work and [2]
and has not been done before in literature.
For further insight into the dynamics of 3.9 it can be rewritten as equation 3.10a, where
the term fion(T
∗
t ) is introduced. In the absence of recombination (e.g. Ii ≈ It) fion (defined
in equation 3.10b) represents the fraction of power entering the recycling region being spent
on ionisation. In this power and particle balance model this is fully determined by T ∗t =
γTt
Eion
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(equation 3.10c) which represents, again in the absence of recombination, the ratio between
the kinetic power reaching the target and the power used for ionisation, e.g. ΓtγTtΓtEion .
It = (
Precl
Eion
− Ir)× fion(T ∗t ) (3.10a)
fion(T
∗
t ) =
1
1 + T ∗t
(3.10b)
T ∗t =
γTt
Eion
(3.10c)
The term PreclEion provides the maximum possible ion source one could generate when all
the power entering the recycling region is spent on ionisation. In that limit, as indicated by
equation 3.4 and 3.6b, Precl = Pion and thus P
kin
target → 0, meaning Tt → 0. In other words,
depending on the fraction of power spent on ionisation, the fraction of power reaching the
target is determined, which is directly related to the target temperature. One can express
this with the term fion in equation 3.10b, for which fion → 1 for T ∗t → 0 and fion → 0 for
T ∗t → ∞. That relation is directly obtained from equation 3.4, as Precl = It(γTt + Eion)
(in the absence of recombination) and thus PionPrecl =
IiEion
It(γTt+Eion)
≈ 11+T ∗t = fion. Essentially
this means that depending on the fraction of power entering the recycling region spent on
ionisation a certain target temperature is achieved. This also shows that separating impurity
and hydrogenic radiation is important for the understanding of divertor power/particle balance
as impurity radiation reduces Precl and hydrogenic radiation is mostly determined by Eion
and the modelled It: both impurity and hydrogenic radiation thus play different roles. The
fion(Tt) scaling will be crucial to the critical point (e.g. detachment thresholds) obtained from
the 2PMR in section 3.3.
As a side-note, it should be mentioned that the above formalism is written for divertor
’effective’ (Tt) or ’integrated’ Precl, It parameters. This can be re-written as local, flux tube,
parameters by replacing It with Γt; Precl with qrecl (e.g. heat flux entering the recycling region)
and Tt, Eion become local, flux tube specific, values. This is valid under the assumption that
transport of heat and particles across the flux tubes is negligible.
fion(T
∗
t ) =
1
1 + T ∗t
(3.11a)
fkin(T
∗
t ) =
T ∗t
1 + T ∗t
(3.11b)
fpot(T
∗
t ) =
/Eion
1 + T ∗t
(3.11c)
ftarget(T
∗
t ) =
/Eion + T
∗
t
1 + T ∗t
(3.11d)
Other fractions for insight into the power dynamics of the recycling region can be de-
termined (equation 3.11), similarly to how fion is defined. One can define fkin which is the
fraction of Precl ending up at the target in the form of kinetic energy. fkin is obtained, again
assuming that recombination is not present, as fkin =
Pkintarget
Precl
= ItγTtIt(γTt+Eion) =
T ∗t
1+T ∗t
= 1− fion.
This is not surprising as, the power in the recycling region not spent on ionisation reaches the
target in the form of kinetic energy. However, since ions recombine at the target’s surface
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when reaching the target, the actual fraction of Precl reaching the target is higher than fkin.
The fraction of Precl reaching the target in the form of potential energy, fpot, can be modelled
as (again assuming recombination is not present) as fpot =
P pottarget
Precl
= ItIt(γTt+Eion) =
/Eion
1+T ∗t
. It
may seem surprising that fpot + fkin + fion > 1, however, the reason for this is that, due
to the definition of Eion, a portion of fion will eventually reach the target in the form of
potential energy (/Eion). In other words, the power reaching the target is the power entering
the recycling region not reduced by the full ionisation power cost, but only reduced by the
radiative part of the ionisation power cost (e.g.
PH,excrad
Ii
). The actual fraction of Precl reaching
the target is then ftarget = fpot + fkin, as shown in equation 3.11d.
In the above discussion, we have made the simplification that no recombination is present,
which is generally accurate for TCV as the recombination rates are generally (much) lower than
the ionisation rate. When including recombination, the term Precl/Eion− Ir in equation 3.10a
represents the maximum possible ion source minus the recombination rate, which forms the
maximum possible ion target flux for a given Ir. It may seem peculiar that fion is multiplied
by Precl/Eion − Ir, since it means that when there is recombination Ir in this model, the ion
target flux is not lowered by Ir but by Irfion. The reason for this is that when recombination
is included, assuming a fixed target temperature, fewer ions arrive at the target, less power is
deposited at the target and thus a larger fraction of Precl is used for ionisation.
It = β(
Precl
Eion
)× fion(βT ∗t ) (3.12a)
T ∗∗t =
βγTt
Eion
(3.12b)
β =
It
Ii
(3.12c)
Equation 3.10a can be re-written to include this effect more intuitively in both the It
prediction and the different fractions highlighted in equation 3.11, leading to equations 3.12a
and 3.13 respectively. These results are highly similar to the no-recombination cases 3.10a,
3.11 but with the inclusion of β which describes the fraction of the ionisation source reaching
the target (β = ItIi =
Ii−Ir
Ii
). The influence of recombination on equations 3.12a and 3.13
can be understood by thinking about recombination as effectively ’enhancing’ the ’ionisation’
energy cost. For instance, if 50 % of the ionisation source is recombined volumetrically, for
each two ionisations one ion reaches the target; so the ’effective’ power spent to get that ion
to the target is twice as in the case without recombination. One could define such an effective
ionisation energy as Pion = ItE
eff
ion = IiEion → Eeffion = Eionβ . Replacing Eion with Eeffion in
equations 3.10a and 3.11 lead to identical relations as shown in equations 3.13.
fion(T
∗∗
t ) =
1
1 + T ∗∗t
(3.13a)
fkin(T
∗∗
t ) =
T ∗∗t
1 + T ∗∗t
(3.13b)
fpot(T
∗∗
t ) =
β/Eion
1 + T ∗∗t
(3.13c)
ftarget(T
∗∗
t ) =
β/Eion + T
∗∗
t
1 + βT ∗∗t
(3.13d)
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3.2.1 Physical expectations of power/particle balance and scalings
To obtain further insight into the derived relations and their predictions, we will investigate
the physical expectations of these relations and their scaling in this section. For this discussion
we imagine a hypothetical case where the target temperature is varied while Precl is kept
constant and no recombination is assumed: Ir = 0 (or β = 1).
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Figure 3.5: a) fion as function of Tt, b) ftarget, fpot, fkin as function of Tt c) Γt/qrecl =
fion(T
∗
t )
Eion
as function of Tt, d) pt/qrecl as function of Tt. All of this is shown for both a fixed Eion and
for Eion = f(Tt, nt).
First we will discuss the trends expected when Eion is fixed at 30 eV, which is often used
in literature [3, 4, 5, 6, 51]. The shown fion and fkin (figure 3.5 a, b) show a transitioning
from using almost none of Precl on ionisation at high temperatures (and thus almost all of
Precl reaches the target in the form of kinetic energy) to using almost all of Precl on ionisation
at low temperatures (and almost none of Precl reaches the target in the form of kinetic energy).
However, as more of Precl is spent on ionisation at low temperatures, the ionisation source rises
(figure 3.5 c); similarly to fion. This rise in ion source results in higher power deposition at the
target in the form of potential energy fpot (figure 3.5 b) when the temperature is decreased.
When observing the total fraction of Precl deposited at the target (ftarget = fpot + fkin), this
drops from approximately 1 at high temperatures (as almost all power reaches the target in
the form of kinetic energy) to ftarget ≈ Eion ≈ 0.45 for a fixed Eion. In other words, even
though the divertor is cooled and ionisation is increased still almost 50 % of Precl reaches the
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target due to the ion source recombining at the surface. In other words, the target heat loads
can only be reduced strongly through impurity radiation (e.g. reducing qrecl) and/or reducing
the ions reaching the target through recombination —if Eion is fixed at 30 eV.
Secondly, we will compare these trends to expected trends using an Eion evaluated from
ADAS (at ne = 5× 1019 m−3 (equation 3.6b), where it is assumed that the ionisation region’s
temperature is the same as the temperature at the target. Of course, this underestimates
the temperature as the ionisation region is not exactly at the target; especially in detached
conditions where the ionisation region will move away from the target into hotter regions higher
up the divertor leg. Therefore, Eion is likely overestimated and the shown trends/results
are likely in between the two trends. However, as noted previously, if one were to take
recombination into account; this can be modelled as an effective ’boost’ in Eion and also
charge exchange energy losses would further increase Eion. Including Eion(Tt) leads to a more
abrupt transitioning of fion and fkin (figure 3.5 a, b), although the general trend remains the
same. Strong deviations are observed when including Eion(Tt) for fpot and
It
Precl
(figure 3.5
b, c). Eion increases strongly at low temperatures, due to the radiative part of Eion leading
to strong radiative power dissipation in the divertor reducing ftarget. Also, at such strong
Eion, even if almost all power entering the recycling region is spent on ionisation, the cost
for ionisation is so high that the ionisation source and thus the ion target flux is expected to
strongly roll-over (figure 3.5 c), also reducing fpot as fewer ions reach the target. However,
these changes are not expected to be as strong in reality as Eion at low temperatures is likely
overestimated.
3.3 Including recycling energy cost in the Two Point Model:
the 2PMR
As discussed in sections 1.5 and 2.3, the target pressure, target particle flux and target
temperature are all connected through the sheath conditions. That connection is important
as it forms the basis of the interplay between power/particle and momentum balance. That
interplay will be formally derived here and essentially corresponds to including recycling
energy losses into the two point model (’2PMR’) as has been done in [3, 4], but also in [5, 6]
through an alternative approach. Before going into the math, we will first indicate how
changes in It and Tt are related to pt through the sheath conditions just when combining the
power/particle balance introduced previously with equation 1.1 —as this forms the basis of
the 2PMR. The specific focus on this particular dynamics is unique to this work.
First, we start with the sheath target conditions (equation 1.1), pt ∝ ΓtT 1/2t , which has
two implications: 1) reducing Γt and T
1/2
t simultaneously requires target pressure drop, 2) the
onset of this target pressure drop must occur when T
1/2
t drops faster than Γt rises. However, as
highlighted in the previous section, the ionisation source depends on the fraction of the power
entering the recycling region used for ionisation —which is a function of the target temperature.
We can derive what influence that temperature dependence has on pt by combining relations
1.1 and the flux-tube specific version of equation 3.10a (e.g. Γt ∝ qreclEion fion(T ∗t ) - assuming
no recombination), leading to equation 3.14 —which is plotted in figure 3.5d showing that
pt/qrecl (for a given Eion) has a maximum corresponding to Tt =
Eion
γ , which corresponds to
fion = 0.5. This is essentially what gives rise to the ’detachment thresholds’ derived later in
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this section. To go to lower temperatures, a pt reduction is required as Γt(Tt) increases less
strongly than T
1/2
t decreases, causing Γt(Tt)× T 1/2t to decrease, which occurs at sufficiently
low target temperatures (Tt = Eion/γ —figure 3.5 b).
pt ∝ qrecl
Eion
T
1/2
t
1 + TtγEion
→ pt ∝ E−1/2ion γ1/2
qrecl
Eion
T ∗t
1/2
1 + TtγEion
→ pt
qrecl
∝ 1
E
3/2
ion
T ∗t
1/2
1 + T ∗t
(3.14)
3.3.1 Derivation and key points
A Two-Point (like) Model including hydrogen Recycling energy losses (an identical model as
used in [3, 4, 5, 6]) is derived, starting with the two point model (section 2.2) and modifying
power balance in the recycling region according to the discussion in the previous section,
resulting in equation 3.15 where flux tube specific values are used and cross-field particle/heat
transport is neglected (which can occur especially if one includes charge exchange reactions).
It is assumed additionally that both charge exchange and recombination have no influence on
the power balance in the divertor (as highlighted in section 3.1). Although including ionisation
in the power balance includes some aspects of ionisation, it does not include all aspects and
still relies on the principle assumptions of the two point model, which includes the assumption
that the ionisation region is infinitely thin close to the target, which is necessary to derive
a pressure balance equation from the original 1D fluid model equations [3]. Therefore, the
influence ionisation (in experimental conditions) has on the velocity profile is not considered in
the 2PMR. As such, changes in convective versus conductive transport on the velocity profile
are not considered as well; they are however partially intrinsically included by the model
as measured values of pu are used for interrogating the 2PMR instead of the conductivity
equation as discussed in section 2.2. Using the findings in the previous chapter we can write
power balance in the recycling region as indicated in equation 3.15. We do this for the local
flux tube parameters where it is assumed that cross-field transport of heat is negligible.
qrecl = EionΓi + qt (3.15a)
→ qrecl = γΓiTt(1 + Eion
γTt
) (3.15b)
→ qt = qrecl T
∗
t
1 + T ∗t
(3.15c)
.
One should note that in equation 3.15c the term
T ∗t
1+T ∗t
is essentially fkin(T
∗
t ) introduced
in section 3.1 equation 3.20b where T ∗t =
γTt
Eion
as explained previously.
To include equation 3.15 in the 2PMR, first the sheath conditions (equation 2.2 where
q‖ is replaced with qt as heat flux losses occur) are used to express Tt as function of qt,
resulting in Tt =
2mi
γ2
( qtpt )
2 (note that pt is defined here such that it equals the total target
pressure; e.g. twice the kinetic pressure at the target). That equation is combined with
equation 3.15 leading to equation 3.16a, which is an implicit equation for Tt as function of
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qrecl, pu, Eion, which can be re-written as a quadratic equation yielding a solution for Tt as
function of qrecl, pt, Eion, which accounts for recycling energy losses and impurity energy losses.
This shows that Tt depends on qrecl/pt and Eion, similarly to as illustrated in figure 3.5 and
accompanying discussion.
Tt =
2mi
γ2
(
qrecl
pt
)2(
γTt
γTt + Eion
)2 (3.16a)
T 2t + (
2Eion
γ
− 2mi
γ2
(
qrecl
pt
)2)Tt + (
Eion
γ
)2 = 0 (3.16b)
Tt = (
2mi
γ2
(
qrecl
pt
)2 − Eion
γ
)
±
√
mi
γ2
(
qrecl
pt
)
√
mi
γ2
(
qrecl
pt
)2 − 2Eion
γ
(3.16c)
Of course, if one were to assume pressure balance, one can replace pt with pu in equation
3.16. To maintain generality, however, we will write the various equations in terms of pt. In
certain parts, where indicated, the dynamics is described in terms of pu and pressure balance
is assumed.
2PMR Tt solutions Figure 3.6 shows the target temperature determined through equation
3.16c for parameters respective of both a ”pure” pu linear ramp (respective of an ”pure” density
ramp without any other changes, which is generally different from what happens during a
density ramp experiment) assuming pressure balance, with a fixed qrecl ∼ 15× 106 MW m−2
—a TCV-relevant value. Equation 3.16c implies that two solutions for the target temperature
exist for a given (qrecl, pu, Eion), leading to a bifurcation as shown in figure 3.6, which can
be described as a high temperature branch, which predicts lower temperatures for increasing
pu/qrecl and a low temperature branch, which predicts higher temperatures for increasing
pu/qrecl. Research has shown [3, 5] that only the positive branch of equation 3.16c is stable
and the negative branch is unstable. This discussion will be continued later, but for now only
the positive branch will be considered and we will assume that the negative branch cannot
occur.
Tt in equation 3.16c not only depends on pt (or pu —with pressure balance), but also on
Eion. One could argue that Eion also has a target temperature dependence since the ’cost’ for
ionisation goes up when the ionisation region cools down as was shown in sections 2.4 and
3.1. Again, we can investigate the maximum possible influence of Eion by assuming that the
ionisation region is at the target; e.g. using Eion(Tt). Since that way Eion becomes explicitly
dependent on Tt, one can no longer use equation 3.16c in combination with Eion. Instead,
Eion can be explicitly included in the implicit Tt relation presented in equation 3.16a, after
which the Tt solution can be obtained numerically. That is an important general note, which
is also related to the 2PMR stability as we will discuss later. Figure 3.6 shows the influence
of Eion(Tt) on the high temperature branch of the Tt solution is small for the stable band.
To further understand the trend of Tt, one can simplify equation 3.16c by doing a series
expansion for mi
γ2
( qreclpt )
2 > 2Eionγ , leading to equation 3.17 under the assumption Tt >>
2Eion
γ ,
showing that the target temperature decreases when ptqrecl rises. The solution of this equation
as function of pu (assuming pressure balance) is also shown in figure 3.6, where a good
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Figure 3.6: 2PMR solutions for Tt for a given qrecl = 15 MW m
−2 compared with the standard
two point model solution (equation 2.4)
agreement between the high temperature branch of equation 3.16c and equation 3.17 is shown
especially for high temperatures. The first term in equation 3.17 is identical to Tt provided
by the basic 2PM (equation 2.4 —section 2.2 which is reduced by 2Eionγ (which is ∼ 8 eV to
10 eV in attached conditions).
Tt ≈ mi
γ2
(
qrecl
pt
)2 − 2Eion
γ
(3.17)
Instead of having a ’pure’ density ramp during an experiment while keeping qrecl fixed, one
can also cool down the divertor by impurity injection where the increase in divertor impurities
leads to enhanced divertor radiation which leads to a reduction in qrecl while keeping pu
constant (again, experimentally, also other conditions may change during such a scan). The
behaviour of Tt as function of pu (assuming pressure balance: pu = pt) and qrecl is compared
in figures 3.7 a and 3.7 b, where figure 3.7 a is identical to figure 3.6 and in figure 3.7 b qrecl is
reduced for a fixed pu ∼ 75 Pa (both TCV-relevant ranges). Eion ∼ 30 eV has been assumed
for simplicity. This shows that the Tt behaviour (e.g. a drop in Tt when considering the
high temperature branch of equation 3.16c) is very similar when qrecl is reduced compared
to when pu is ramped. Considering equation 3.16c this is not surprising as Tt is actually
determined by the puqrecl ratio. For completeness, figure 3.7c shows the behaviour of Tt with
pu
qrecl
for TCV-relevant ranges.
The target temperature according to the (stable) branch of equation 3.16c) will drop
with increasing ptqrecl until a maximum critical (
pt
qrecl
)max (which can also be expressed as
a maximum ptmax given a certain qrecl) as indicated in equation 3.18. Again, this is the
same critical point as found in figure 3.5 d and temperatures below this cannot be obtained
through the stable branch unless the fundamental structure of equation 3.16a is altered
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in C.
by including target temperature dependencies in the terms in the equation, which we will
discuss later. This critical ( ptqrecl )crit,lim also corresponds to a minimum critical temperature
(Tt,crit =
Eion
γ ), which can be obtained from combining equation 3.16c with equation 3.18
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and is the same temperature as shown in figure 3.5 d. To investigate to which values of Tt
this could correspond, we revisit figure 3.2 which shows the Eion(Tt)/γ behaviour as function
of Tt at the target. The intersections Tt =
Eion
γ for a range γ = 5 to 7 and a range ne =
1× 1019 m−3 to 1× 1020 m−3 occur in the interval 4.5 eV to 7 eV. This range is very similar
to the range in which detachment is generally expected to occur as explained in sections 2.1
and 2.3. The physical meaning of this critical point and its relevance will be discussed later.√
mi
γ2
(
qrecl
pt
)2min −
2Eion
γ
= 0
(
pt
qrecl
)max =
√
mi
2γEion
ptmax = qrecl
√
mi
2γEion
(3.18)
Γt behaviour according to the 2PMR
The expected behaviour of Γt according to the 2PMR has been discussed in literature
previously [3, 4], but the following derivation indicating the equivalence between equations
3.19a and 3.19b is unique to this work and [2], as well as analysing the implication of the
2PMR on the It ∝ n2e relation often used for the degree of detachment.
Using the equations obtained previously, we will investigate the 2PMR predictions for
Γt. We can rewrite 3.15b into Γt =
qrecl
Eion
1
1+
γTt
Eion
using the definition of fion this results in
equation 3.19a. That equation is identical to the flux tube equivalent of equation 3.10a
assuming no recombination losses. An alternative and equivalent/identical equation for Γt can
be derived using equation 2.7 from the two point model and replacing q‖ with the expression
for qrecl = qtfkin(T
∗
t ) in equation 3.15c, leading to equation 3.19b. Equation 3.10a from
power and particle balance seems, on first sight, to describe a different behaviour of It than
It ∝ n2u obtained from the two point model (equation 2.7) —which emphasises Γt from a
momentum balance perspective. The reasoning here and the explanation indicates that both
models are, however, equivalent and identical. That is important as it shows that the 2PMR
successfully bridges power/particle/momentum balance. Furthermore, it shows that either
way of reasoning provides the same answer.
Γt =
qrecl
Eion
fion(T
∗
t ) (3.19a)
Γt =
γp2t
2miqreclfkin(T
∗
t )
(3.19b)
The expressions for fion(T
∗
t ) and fkin(T
∗
t ) are obtained by using equation 3.16c in combin-
ation the expressions for fkin and fion, which are provided for the sake of completeness in
equations 3.20a & 3.20b.
fion =
Eion
mi
γ (
qrecl
pt
)2 +
√
mi(
qrecl
pt
)
√
mi
γ2
( qreclpt )
2 − 2Eionγ
(3.20a)
fkin = 1− Eion
mi
γ (
qrecl
pt
)2 +
√
mi(
qrecl
pt
)
√
mi
γ2
( qreclpt )
2 − 2Eionγ
(3.20b)
88 Spectroscopic investigations of detachment on TCV
70 80 90 100 110 120
p
u
 (Pa)
0
0.5
1
1.5
2
t 
(io
n./
m
2  
s)
10 24
t   p u
2
t   p u
3
t   p u
4
q
recl  = 15 MW/m
2
2PMR stable E ion  = 30 eV
2PM
2PMR stable E ion  (T t)
8 10 12 14 16 18 20 22 24
q
recl
 (MW/m 2 )
0
0.5
1
1.5
2
t 
(io
n./
m
2  
s)
10 24
t   q recl
-1
t   q recl
-1.5
t   q recl
-2
p
u
 = 75 Pa
2PMR stable E ion  = 30 eV
2PM
2PMR stable E ion  (T t)
Figure 3.8: 2PMR solutions for Γt (stable branch) as function of pt and qrecl compared with
the standard two point model solution (equation 3.19b).
Now that a relation for Γt is obtained, we can investigate how Γt is influenced by both
pu (assuming pressure balance) and qrecl, which is shown in figure 3.8 where only the stable
branch is shown. Γt increases with increasing pu until the maximum achievable pt/qrecl (or
pu/qrecl as momentum balance as assumed) is reached. In other words, the 2PMR in its
current form (e.g. equation 3.16a where no specific temperature dependencies in the different
terms are introduced) stops being applicable before reaching ’detached’ conditions where Γt
rolls over.
Through the 2PM Γt scaling, Γt ∝ n2u is expected for a constant qt = qreclfkin. However,
depending on how much ionisation occurs, fkin changes and thus, under a constant qrecl, qt
would not be constant. Therefore, if one keeps qrecl constant and then scans pu; a stronger
scaling than Γt ∝ p2u would be expected (more along the lines of Γt ∝ p3−4u ) —especially near
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reaching the maximum target pressure —as shown in figure 3.8 a. The influence of Eion on Γt
in this modelling is rather small since the deviation of Eion is rather small for the temperature
regime in which a stable solution is obtained.
In figure 3.8 b, the influence of qrecl with a constant pu on Γt is shown. Γt ∝ q−1t is
expected, which becomes Γt ∝ q−1recl in the standard 2PM where Eion = 0 eV, → fkin = 1 is
assumed. A stronger scaling for the 2PMR is observed, which is more in line with Γt ∝ q−1recl
to Γt ∝ q−2recl. The reason for this is, again, that while qrecl drops, the target temperature
decreases which increase the fraction of qrecl spent on ionisation (fion) such that qt decreases
faster than qrecl.
3.4 2PMR with explicit conductivity
The following description in this section is unique to this work and has not been done
before in literature.
It is interesting to see if it is possible with the 2PMR to model conditions where modest
or negligible temperature gradients arise as such observed behaviour is often attributed to
not being in high recycling. In the 2PMR, however, by definition the ion target flux is fully
built-up by ionisation: e.g. high recycling conditions.
To do this, first we need to incorporate the conductivity equation 2.3 into the 2PMR
(equation 3.16a), which requires explicitly separating nu and Tu instead of talking about
trends of pu. Ultimately, this results into the implicit equation 3.21a, which has to be solved
numerically to obtain Tt, after which Tu (or Tt/Tu) can be obtained. Including the conductivity
equation into the 2PMR also means that additional parameters are required to compute Tt,
including the connection length L, κ conductivity and the heat flux entering the flux tube
q‖, which is coupled to qrecl through as shown in equation 3.21b. Here it is assumed that
impurity radiation is sufficiently close to the target such that when integrating over the heat
flux profile along the flux tube,
∫
q(s)ds ∼ q‖L is obtained as highlighted previously.
Tt =
2mi
γ2
q2recl
n2u(T
7/2
t +
7q‖L
2κ )
4/7
(
γTt
Eion + γTt
)2 (3.21a)
q‖ = (1− f imprad )qrecl (3.21b)
Tt, Tu are computed using equation 3.21a and are shown in figure 3.9 as function of nu
with TCV-relevant parameters of κ = 2000, L = 10 m, q‖ = 20 MW m−2 and various levels of
f imprad (experimental values on TCV generally range from 0.25 to 0.75). The obtained trend
of Tt and Tu clearly shows that for low nu, Tt ∼ Tu and can go up to 100 eV. While nu is
increased, both Tt and Tu decrease simultaneously until a point is reached where Tt bifurcates
from Tu; e.g. a temperature gradient along the flux tube starts to exist. Interesting to note
is that the regime in which is the upstream temperature is roughly constant as the density
further increases in figure 3.9 is small for the 2PMR; as when these conditions are reached
with a bit higher density, the applicability limit of this version of the 2PMR is reached. In
other words, it implies that the often used approximation 2.5 is valid only in a very limited
regime and thus care needs to be used before it is applied.
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Figure 3.9: Solutions of Tu and Tt from the 2PMR, which accounts for ionisation energy losses
during recycling (Eion = 30 eV), and the 2PM, which does not account for ionisation energy
losses; both while taking conductivity into account. A) Tt and Tu as function of nu for a case
with no impurity radiation. B) Tt and Tu as function of f
imp
rad (e.g. the fraction of q‖ radiated
before reaching the recycling region). The 2PMR solutions are obtained until Tt = Eion/γ
and show lower temperatures/a larger temperature gradient due to the power lost during
recycling.
The fact that solutions can be obtained from the 2PMR in which Tt ∼ Tu is consistent
with the ’classical’ notion of sheath-limited divertor operation. In other words, in the theory
framework presented, situations may be possible where no significant temperature gradient
along the field lines exist while the ion target flux is fully made up by ionisation. This makes
it plausible that having a temperature gradient may not necessarily mean that the divertor is
in high recycling conditions. One has to take into account, however, that the theory presented
here is limited and does not have key physics such as drifts and convection incorporated.
These findings are consistent with [3], where two forms of the ’sheath-limited’ regime where
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laid out: 1) cases where parallel heat conductivity is very high and weak temperature gradients
are enough to carry all the power which entered the flux tube regardless of convection (which
is exactly the case modelled here —convection is neglected) or 2) cases where most particles
enter the flux tube upstream (e.g. not high recycling) where parallel convection carries most
of the input power.
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Figure 3.10: 2PMR and 2PM solutions Γt as function of nu (A: fixed L, κ, q‖, f
imp
rad = 0) and
f imprad (B: fixed L, κ, q‖, nu = 5× 1018 m−3) taking conductivity into account to determine Tu.
Eion =30 eV has been assumed. Dotted lines have been provided to compare the scaling of
the obtained trend with power scaling dependencies.
We also model an impurity seeding ramp by keeping nu = 1× 1019 m−3, keeping q‖ =
20 MW m−2 and by scanning f imprad between 0 and 1. In other words, under these conditions
the heat flux going into the recycling region is reduced while the heat flux going into the SOL
is kept constant. We observe that under these conditions, a minor temperature difference
between the target and upstream occurs without impurity radiation. When impurity radiation
is increased, both the target and upstream temperature drop until the target/upstream
temperature differences become sufficiently strong after which the upstream temperature
saturates while the target temperature keeps on decreasing until the applicability limit of the
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shown model is reached.
Now that we can model the behaviour of the target/upstream temperatures with the
2PMR with conduction included, we can also look at the Γt predictions. This is obtained
similarly to previously (using equation 3.19b) in conjunction with the Tt obtained from solving
the implicit equation 3.21a. Again, the behaviour of Γt is shown as function of nu and f
imp
rad
using the same parameters as previously in figure 3.10. This indeed shows that the increase in
Γt is much slower than Γt ∝ n2u. This occurs as the upstream temperature drops together with
the target temperature, partially negating the n2u dependence. In certain literature sources
[3, 45], the conduction-limited regime (e.g. with a significant temperature gradient) is often
recognised from a Γt ∝ n2u behaviour. This is indeed in agreement with the observation here.
However, one should note that experimentally also other processes not taken into account
here, such as scrape-off layer broadening, convective transport, scrape-off layer radiation can
influence Tu: a decrease in Tu while the divertor target temperatures are decreased is not
always an indication of sheath-limited operation.
3.5 Exceeding the 2PMR critical limits
Highlighting puqrecl |crit,lim=
√
1
γcst(Tt=
Eion
γ
)
[5, 6] and Tt =
Eion
γ [3, 4] as critical points in
the 2PMR has been done in literature, together with a discussion on the necessity of
volumetric momentum loss (assuming a constant upstream pressure) to facilitate Tt <
Eion
γ
and the ion current roll-over [3, 4]. The focus on target pressure loss, the fion = 0.5
critical point and the discussion on the Tt trend in the Tt <
Eion
γ regime being critically
dependent on the ’speed’ at which target pressure drop develops (e.g. ∂pt/∂Tt) is unique
to this work (and partially [2]) and has not been done before in literature.
The critical point of the 2PMR discussed previously (equation 3.18), which corresponds
to the maximum pressure in figure 3.5 d, can be expressed in three different forms, listed in
equation 3.22.
pt
qrecl
|crit,lim =
√
1
γcst(Tt =
Eion
γ )
(3.22a)
Tt =
Eion
γ
(3.22b)
fion = fkin =
1
2
(3.22c)
In literature, this point (more specifically the pu/qrecl limit —which is provided by equation
3.22a assuming pressure balance) is considered either a ’detachment criterion’ [5] or a ’limit of
a regime after which physics not treated in the 2PMR (which, in the version discussed, does
not include volumetric momentum loss) becomes dominant in the divertor’ [3]. As discussed
previously, this point represents the minimum temperature the stable solution (equation 3.22)
can obtain and represents the point where the unstable and stable branch meet.
We can ask ourselves the question: ’Why is this the lowest temperature one can achieve
with the 2PMR?’. The reason is that the power spent on ionisation (compared to the power
entering the recycling region) is so high at these target temperatures that insufficient power
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reaches the target to develop the temperature at the target necessary to build-up the required
target pressure [5, 6].
In other words, to obtain possible solutions at lower temperatures, the model must
intrinsically support the reduction of target pressure as shown in figure 3.5 by putting a
temperature dependence of the target pressure into equation 3.16a. Experimentally, such a
target pressure loss can be either achieved through volumetric momentum loss as is emphasised
using the 2PMR in [3, 4], or due to a reduction of the upstream pressure (as function of
Tt), which results in a reduction of pt. To illustrate this, the implicit solution by equation
3.16a is visualised in figure 3.11 for two values of pt. This shows that two different solutions
are obtained for the lower pt value while no solution is obtained for the higher pt value as
this is above the maximum possible target pressure (given Eion, qrecl) visualised in figure 3.5
d. Alternatively, another solution curve is shown for a case where pt drops for Tt < Eion/γ
in order to match the decreasing target pressure trend in figure 3.5d, provided by equation
3.23. Note that this pt drop can be provided by either volumetric momentum losses reducing
pt with respect to pu (as illustrated in [4, 3]), or by a reduction of pu as Tt drops; or by a
combination of both effects. As shown, this changes the solution curve such that only one
solution is still obtained and a solution is obtained for the higher pt,0 value. Naturally, as
pt drops with dropping Tt, the pressure at the solution (e.g. intersection) is both smaller
than pt,0 and smaller than the maximum target pressure achievable (e.g. peak of figure 3.5
d), which is 105 Pa for these conditions, as the solution for the target temperature is below
Eion/γ.
pt =
{
pt,0 T
∗
t ≥ 1
pt,0T
∗
t
n T ∗t ≤ 1
(3.23)
This also means that pt needs to have a minimum ’speed’ at which it reduces to enable
Tt < Eion/γ, as shown in figure 3.5. When using equation 3.14 for a constant Eion in the
range where pt needs to be reduced (T
∗
t  1) a series expansion can be used such that
pt
qrecl
∼ T ∗t 1/2: in other words pt has to drop with at least the square root of the target
temperature, or n ≥ 1/2 using equation 3.23. As explained, this target pressure drop could
—in theory —either delivered by a volumetric momentum loss and/or by an upstream pressure
loss. However, assuming that all target pressure loss is delivered by volumetric momentum
loss, the momentum loss models illustrated in section 2.4 would all have a sufficiently strong
Tt dependency (e.g. stronger than pt ∼ T 1/2t ) —as more explicitly illustrated in [4].
Next we will discuss different ways in which reductions of pt, or momentum losses, can be
accounted for in the 2PMR, which are also shown in figure 3.12 using a fixed pt,0, Eion and
varying qrecl. First, we imagine a case with a fixed amount of momentum loss, meaning that
fmom is a term without explicit target temperature dependence, which is for instance measured
through experiments. In that case, pt = fmompu can be introduced into the various equations.
Considering that there is a maximum possible ptmax means that momentum losses, in this
model, would enable a higher pu (or pu/qrecl) to obey the ptmax (or (pt/qrecl)crit). Lower
values for fmom would reduce pt if pu is held constant (pt/qrecl = pufmom/qrecl), essentially
shifting the controlling parameter pt/qrecl. That means for example that, if fmom would be
0.5, the values modelled for Tt would correspond to those where the upstream pressure was
previously twice as low (or qrecl was twice as high). In other words, it would delay (or shift)
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Figure 3.11: Graphical solution to the implicit equation 3.16a for the target temperature
where both sides of this equation are plotted against each other. The intersection between
the shown curves and the dashed line represents solution points where both sides equal. This
graphical solution is shown for two values of pt and for using a fixed pt or using a temperature
dependent pt (equation 3.23 with n = 1).
the decrease of Tt. The reason for this is that momentum losses partially decouple the relation
between the target pressure and the target heat flux (e.g. qt ∝ ptT 1/2t ). Thus keeping qt
similar and only reducing pt requires an increase in Tt (and thus also a strong decrease in
nT as pt drops). However, such a shift does not introduce a target temperature dependency
and thus the structure of the solution in equation 3.16a remains the same (e.g. two possible
solutions as shown in figure 3.11 for a fixed pt); thus not supporting a Γt roll-over while
scanning pu or qrecl and not enabling Tt < Eion/γ.
It is, however, possible to include a ’semi’ fixed value for fmom (or upstream pressure loss),
which does enable one to have a Γt roll-over. A simple argument one could make is that since
a ptmax exists, some process (could be volumetric momentum losses or upstream pressure loss)
always has to occur which at least reduces pt to ptmax (or pt/qrecl to (pt/qrecl)crit) starting
from pt reaching ptmax. In that case, once pt = ptmax is reached and qrecl is further reduced,
a proportional decrease in pt is required. This yields a Tt fixed at Eion/γ and an fion fixed
at 0.5, while Γt drops proportionally to qrecl —thus enabling the ion current to roll-over as
illustrated in figure 3.12 during a qrecl scan. Note that all of this is neglecting volumetric
recombination. That roll-over is also the strongest possible roll-over one can experience in
this model as enabling a further reduction of Tt would increase fion and would imply a larger
power fraction is used for ionisation, increasing the ion source. The amount of target pressure
loss in this model is the minimum amount of target pressure possible just to obey ptmax.
We can also assume that pt will drop according to equation 3.23, which is shown for n = 1
and n = 0.5 in figure 3.12. For both of these cases, pt drops more than just to pt,max thus
enabling higher power fractions to be used for ionisation resulting in lower target temperatures
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Figure 3.12: 2PMR results of Tt, pt,Γt as function of qrecl for Eion = 30 eV; pt,0 = 75 Pa. Five
different relations of pt are shown: 1) pt = pt,0 ; 2) pt = 1/2pt,0, 3) pt = pt,0 until pt > ptmax,
where pt is kept at ptmax; 4) equation 3.23 with n = 1/2; 5) equation 3.23 with n = 1. As a
reference, the ptmax trend is shown as qrecl varies.
(Tt < Eion/γ). The ion current also rolls-over (n > 0.5) while it remains flat for n = 0.5; which
means that fion(Tt) increases at the same rate qrecl decreases, thus leading to the same Γt.
Having a stronger dependency of pt with Tt of n = 1 instead, leads to a more gradual reduction
of Tt, pt and to a Γt roll-over when qrecl is scanned. That may seem as a surprising result. The
n > 0.5 behaviour is the minimum pt(Tt) dependency required to alter the solution structure
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of equation 3.16a. On the other hand, having momentum losses in a 2PM-like model leads to
an increase in Tt or a delay in the reduction of Tt. So, having just enough pt(Tt) dependence
such that a Tt < Eion/γ solution is obtained leads to the strongest possible Tt reduction as
qrecl is scanned while a stronger pt(Tt) dependency leads to a more gradual behaviour. But,
that also means that the power fraction which can be spent on ionisation rapidly increases
from 0.5 to 1, increasing ionisation, which is why there is no roll-over behaviour for that case
—assuming that volumetric recombination is negligible.
To summarise one needs to introduce a Tt dependence in pt (or a relation providing similar
behaviour such as including volumetric momentum loss) in order to obtain solutions of the
2PMR in the Tt < Eion/γ regime. Whether this should be done is debatable and most likely
it is a sign that such simplified models stop becoming applicable in low temperature, detached
regimes. It, and the accompanying discussion, does however show that in the detached regime
the speed at which target pressure loss occurs is crucial for the various trends in the divertor.
3.5.1 Exceeding the 2PMR critical limits: upstream density loss
The following description in this section is unique to this work and has not been done
before in literature.
Mathematically, as discussed, reduction in target pressure due to an pu(Tt) dependence
(e.g. pu = pt) is indistinguishable from the development of momentum losses in the shown
model. As we will show in section 9.2, such a loss of upstream pressure is observed in TCV
and is shown in SOLPS simulation results of other devices [52, 53, 67]. That upstream
pressure loss is thought to be related to an upstream density loss as opposed to an upstream
temperature loss as the upstream temperature, when a large temperature gradient is present,
is thought to be determined by the heat flux entering the scrape-off-layer and the connection
length (equation 2.5). In other words an pu(Tt) dependence is likely to be manifested in an
nu(Tt) dependence. All of this said, however, we must realise that this is an alternative way
of describing things and a simplified investigation. The common viewpoint is that pt drops
due to volumetric momentum losses, which is likely true —in the very least to a large extent.
This section here merely investigates what would happen if an nu(Tt) dependence would exist
in the 2PMR.
We evaluate how a nu(Tt) dependence can influence Tt,Γt, similarly to how this was done
in section 3.5. To do this, first we need to separate the behaviour of Tu from nu, which is
done though using the 2PMR with explicit conductivity (equation 3.21a). Similarly, such
an approach requires a separation between q‖ and qrecl as provided through 3.21b. For this
we assume a nu dependence in the form of equation 3.23 where pt is replaced with nu with
n = 1. The results shown in figure 3.13 shows a very similar trend to figure 3.12 where the
result for a pt drop was visualised. The upstream temperature is indeed observed to remain
constant while nu(Tt) drops. In other words, this model and its limitations, is consistent with
the notion that, in the absence of volumetric momentum losses a reduction of nu as Tt drops
during detachment could facilitate a detached solution [5, 6, 53]. Naturally, however, this
does not constitute a proof in any means.
Spectroscopic investigations of detachment on TCV 97
010
20
30
40
50
60
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8
0
30
60
Tt
Tu
frad
imp
nu0 = 10
19 m-3
nu  (Tt *> 1) = nu0 
nu  (Tt *< 1) = nu0 Tt *
q|| = 20 MW/m
2
L = 10 m
Eion = 30 eV
κ = 2000
γ = 7
pu = pt
T e
 (e
V
)
p u
 (P
a)
Γ t
 (1
02
3  i
on
s/
m
2  s
)
Figure 3.13: 2PMR results with explicit conductivity and nu(Tt) dependency (similar to
equation 3.23 with n = 1 and pt → nu of Tt, pu,Γt as function of f imprad . The fixed parameters
are: Eion = 30 eV; nu,0 = 1× 1019 m−3; q‖ = 20 MW m−2; L = 10 m; κ = 2000.
3.6 Reduced analytical models in comparison with experiments
The description in this section is unique to this work and [2] and has not been done
before in literature.
In this chapter we have discussed the expected relations in the divertor using reduced
analytical models. Such relations can, however, deviate from the observed experimental trends
since experimentally it is generally infeasible to only change the upstream density or only
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change the heat flux entering the recycling region. Such parameters often have a correlation
which cannot be accounted for in the reduced analytical model.
The point is that the models shown above are tools to try to understand the physics
observations and global relations between divertor parameters. But the experimental observa-
tions often can only be explained through a combination of effects. To account for this, it is
experimentally beneficial to include as many measured parameters as possible in the simplified
models shown above. One example of this is including measurements of the upstream pressure
as opposed to treating density, temperature separately through explicit conductivity. Also in
all of these models there is ’physics’ missing. Furthermore, there are processes missing which
could describe how the divertor could influence upstream parameters, which likely requires an
integrated core-edge model.
One example of how experimental data can be used to interrogate the 2PMR to predict
the trend of the integrated ion current along the target It =
∫
Γt. The trend of It is important
as deviations between the measured It and the expected It (e.g. the It roll-over) are often
used to identify detachment.
In order to model It, first we start with the expression for the flux specific Γt as shown
in equation 3.19b (for this calculation, we use the Γt expression featuring fkin). The value
of Γt has to be obtained for every single flux surface (using the flux surface’s equivalents for
pt, Eion and qrecl), after which the values for Γt have to be integrated again to obtain an It
prediction. This assumes negligible cross-field transport of power, momentum and particles.
To evaluate Γt, we also assume pressure balance pu = pt and thus replace pt with pu. For the
sake of simplicity we further assume that fkin at the separatrix is characteristic for the entire
divertor. Such a simplification can be made as we are interested in comparing ion current
trends (as opposed to absolute values) and, in addition, the influence of fkin on equation
3.19b is limited as fkin can only vary between 0.5 and 1. Using this simplification, we can
model the It trend as highlighted in equation 3.24, where s describes the distance of the flux
tube with respect to the separatrix (s = 0). To interrogate this equation, we require Eion
values —which we will see later can be obtained spectroscopically (section 9.1.1). We assume,
however, that the values for effective Eion of the total divertor, obtained spectroscopically are
good estimates for the separatrix Eion(s = 0), as most of the ionisation occurs closer/at the
separatrix (e.g. it carries the most heat flux).
It =
∫
Γt
It ∝ 1
fkin(Tt(Eion, pu, qrecl, s = 0)))
∫
p2u(s)
qrecl(s)
ds
(3.24)
To simplify the expression of the integral in equation 3.24, the upstream density, temper-
ature and qrecl profiles are broken up in their respective separatrix values (e.g. n
0
u for the
density) times a function describing their profile behaviour (e.g. fnu(r) for the density) as
shown in equation 3.25.
nu(s) = fnu(s)n
0
u
Tu(s) = fTu(s)T
0
u
qrecl(s) = fqreclq
0
recl
(3.25)
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By combining equation 3.24 with equation 3.25, the integral for determining It can be
further simplified as indicated by equation 3.26.
It ∝ 1
fkin
× fp × p
0
u
2
q0recl
(3.26)
where p0u is the upstream separatrix pressure, q
0
recl is the separatrix heat flux entering
the recycling region and fp is a parameter describing the influence of upstream profiles on It
defined as shown in equation 3.27.
fp =
∫ ∞
rsep
f2nu(s)f
2
Tu
(s)
fqrecl
dS (3.27)
From here onwards, we will omit the ’0’ when discussing the separatrix values (e.g. pu
will correspond to the separatrix values) in order to keep the expressions as clean as possible.
To evaluate equations 3.26 and 3.27, we need to estimate the spatial profile of the upstream
pressure and of the heat flux entering the recycling region. We estimate qrecl(s) by assuming
that the shape of the heat flux profile entering the recycling region is similar to the shape
of the heat flux profile reaching the target (qtarget), which is measured through IR camera
imaging. Here it is assumed that the heat flux shape at the target is similar to the heat flux
shape upstream entering the recycling region and it should be noted that volumetric radiation
could alter this heat flux shape. Generally, such target heat flux profiles are well characterised
by the Eich profile [100]. However, during detached operation, the target profiles may deviate
significantly from the Eich characterisation [99]. In this work, we thus characterise the profile
with a single exponential (as opposed to an exponential convolved with a Gaussian which
comprises the Eich characterisation). The advantage of such a characterisation is that the
parameter λq,int can be used to estimate the width of the IR target heat flux profile (which
was mapped upstream) from the ratio between the measured peak and total heat fluxes. The
separatrix qrecl can then be obtained by dividing the power entering the ionisation region
(Precl —section 8.3) with an effective area Aeff = 2piRtarget
Bt
Bp
λq,int [3], where it is assumed
that the radial location of the ionisation region is the same as the target radius and where
Bt/Bp represents the ratio between the toroidal and poloidal field. Uncertainties of the
characterisation of Aeff have been neglected and could lead to systematic deviations from
the portrayed trend of qrecl.
The upstream pressure profile and separatrix value can be obtained more straightforwardly
using reciprocating probe plunges (section 4.2.4) and repeat discharges to increase the time
mesh at which these probe plunges are taken (section 4.4) which provides us with upstream
density/temperature profiles. In order to improve upon the time resolution of the inference
(e.g. the TCV reciprocating probe can plunge at most twice a discharge —see section 4.2.4),
we combine upstream (separatrix) measurements of density/temperature from Thomson
scattering (section 4.2.5), providing n0u, T
0
u while the reciprocating probe plunges provide
fnu(s) and fTu(s). To provide a smooth result for the profiles, the reciprocating probe
upstream density/temperature profiles are fitted with a double exponential: e.g. fnu(s) =
A1 exp(− sλ1 ) +A2 exp(− sλ2 ). As mentioned, a single exponential profile using λq,int has been
used to describe the profile of qrecl(r) whose integral equals Precl. The parameter fp is
evaluated at the time base at which reciprocating probe plunges occurred, where afterwards
it is interpolated to match a higher frequency time base if required. As will be shown later,
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Precl can be obtained experimentally (section 8.3). This provides us with all the necessary
ingredients to interrogate the It trend according to equations 3.26 and 3.27, which will be
done in section 9.2.
3.7 Summary and discussion
Recycling is a key process in divertor physics which leads to an intricate balance between
momentum, particle and power balance. Including this in the two point model enables
consolidating the ’basic’ two point model (which predicts trends of the target temperature)
with a ’power limitation’ type of model which only includes power and particle balance
(which enables modelling the ion target current roll-over given that the target temperature
is known). Merging these two models shows that the two seemingly different scalings for
the ion current by the two-point model (e.g. Γt ∝ n2uT 2u/qt) and by a power-limitation
model (e.g. Γt ≈ qrecl/Eionfion(T ∗t )) are identical when recycling energy losses are included;
indicating that both ways of reasoning are equivalent and should lead to identical results.
When including recycling energy losses, target pressure loss is necessary to obtain detached
solutions with an ion current roll-over and temperatures below Eion/γ (which requires the
target pressure to drop with at least T
1/2
t as Tt decreases). Target pressure loss needs to occur
when fion = 0.5;Tt = Eion/γ; (pt/qrecl) = (pt/qrecl)max, providing three ’detachment onset
criteria’ which all correspond to reaching a maximum possible target pressure (ptmax) given
the parameters qrecl, Eion.
The actual dynamics (most notably the target pressure) after reaching this point during
detached solutions (Tt < Eion/γ) are very sensitive to the precise speed at which the target
pressure drops with respect to Tt. Solutions at Tt < Eion/γ thus depend on a complex and
intricate interplay between several processes in the divertor (atomic and molecular processes,
but also 2D neutral transport and drift effects) which go far beyond what can be modelled
with the 2PMR. Likely the ’safest’ assumption is that once the ptmax is reached; the 2PMR is
no longer applicable as a specific dependency of pt(Tt) has to be assumed. Such a relation
may be dependent on a range of parameters including recycling geometry, operating density,
molecular processes leading to volumetric momentum loss, etc.
Investigating the difference between including recycling in the two point model or neglecting
it has shown that the behaviour of the ion current during a density ramp with fixed qt (2PM)
or fixed qrecl (2PMR) is radically different, leading to 2PMR predictions of the degree of
detachment which are different from those obtained in literature. This point is crucial for
quantifying degrees of divertor detachment as it shows that the ’classical’ Γt ∝ n2u type of
behaviour can be easily violated even when ’external’ parameters are controlled (e.g. the
power entering the divertor; impurity radiation in the divertor). Other comparisons between
the 2PMR and 2PM have shown that isothermal field lines are accessible through the 2PMR,
meaning that isothermal field lines (or ’sheath limited operation’) is not necessarily linked to
high recycling when considering the described simplified models.
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Chapter 4
TCV: Tokamak a` Configuration
Variable
TCV is a medium-sized tokamak in Lausanne, Switzerland with an open divertor geometry
and carbon walls on which the research in this work is based. The open divertor geometry
enables a complete and thorough investigation of the relatively large outer divertor leg, which
is exploited in this work in order to accurately measure the various processes of detachment
along the outer divertor leg.
4.1 TCV overview and capabilities
Table 4.1: Overview of TCV parameters
Major radius, R 0.89 m
Minor radius, a 0.25 m
Plasma elongation 0.9 - 2.8
Plasma triangularity -0.8 - +0.9
Maximum plasma current 1.2 MA (diverted ∼ 400 kA)
Max. discharge duration 2.6 s Ohmic (4 s ECCD)
Core peak electron density 5× 1018 m−3 to 5× 1020 m−3
Max. Ohmic heating 1 MW
Max. NBI heating 1 MW
Max. EC heating 4.5 MW
Max. toroidal field Bt 1.54 T
Divertor densities 3× 1018 m−3 to 2× 1020 m−3
Divertor temperatures <1 eV to 50 eV
Upstream densities 3× 1018 m−3 to 5× 1019 m−3
Upstream temperatures 15 eV to 50 eV
TCV, or ’tokamak a` configuration
variable’ in French, is a Medium
Sized Tokamak based in Lausanne,
Switzerland. As such, it is one of
the three national tokamak devices
operating as European facilities
within the medium-sized tokamak
work package of the EUROfusion
consortium. A picture of TCV is
shown in figure 4.1 and the basic
plasma and machine parameters of
TCV are listed in table 4.1.
The TCV tokamak has a car-
bon wall, which is boronised after
every major shutdown phase, mak-
ing carbon and boron one of the
main impurities on TCV. TCV has
access to one single NBI heating beam and an ECRH heating system, which is often used
for advanced plasma control experiments (such as mode tracking). The discharges discussed
in this paper are in L-mode without, disrupt due to MHD activity during either density or
impurity seeding ramps and are in ’reversed field’ (e.g. ∇ ~B unfavourable for H-mode), while
the current direction is also reversed to obtain the same field line helicity.
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Figure 4.1: Picture of the interior of TCV with graphite tiles installed. Courtesy of SPC,
EPFL, Lausanne, Switzerland
TCV is mainly known for having an open divertor geometry with 16 independently
operatable coils to control the plasma shape, giving rise to the unique capability of generating
exotic plasma shapes, including single null (’standard’ configuration), double null, snowflakes,
negative triangularity, etc. Such unique shaping capability is important for scientific fusion
studies focusing on the influence on plasma shape on core transport/turbulence and the
influence on divertor geometry on divertor performance, detachment onset and window
through accessing advanced divertor regimes (section 2.5) shown in figure 2.11.
4.2 TCV diagnostic capabilities
The open divertor geometry on TCV enables good diagnostic access of the divertor region of
TCV, which is exploited in this work to provide a detailed characterisation of TCV detachment.
A more in-depth discussion on the various diagnostics including their capabilities used in this
work are shown below. As a reference, the locations and line of sight of the various diagnostics
used in this work are shown in figure 4.2 adopted from [2].
4.2.1 Measuring radiative losses: bolometry
TCV has access to a 64 channel gold foil bolometry system, using 8 cameras with lines of
sight determined through pinholes [166, 167, 168]. Radiative losses by the plasma heat up the
gold foil, which is detected through measuring the resistance change of the gold foil using a
balanced Wheatstone bridge, leading to a measured voltage which is calibrated to obtain the
radiated power. The lateral lines of sight of the bolometry system are shown in figure 4.2b.
One disadvantage of using gold foil bolometers is that gold partially (1-35 %) reflects
photons with wavelengths between 12 nm to 250 nm, while photons with wavelengths longer
than 250 nm are strongly reflected (35 - 100 %). If a significant amount of radiated power
is radiated in these regions, the measured radiated power can be strongly underestimated.
This is thought to problematic particularly in detached conditions, where a relatively large
amount of the radiated power loss is due to line emission at such wavelengths [169]. A carbon
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Figure 4.2: a): Lines of sight of the horizontal and vertical DSS systems. Divertor geometries
for #56567 (red), #54868 (green), #52158 (blue) are shown. b) Lines of sight and locations
of other diagnostics (Thomson/Langmuir probes/Vertical IR/Reciprocating probe/Bolometry
together with the divertor geometry of #56567. Adopted from [2].
coated bolometer (with less reflections in those regions) has been compared with the gold foil
bolometer showing ∼ 15% more radiative power in attached (limiter plasma) conditions [169],
which could be larger in detached conditions. Therefore, in this work, we assume that the
bolometer radiated powers are underestimated by at least 15 % while an uncertainty (68 %
confidence interval) of 5 % has been assumed.
Inversion-less analysis of bolometric data
Bolometry results are line integrated measurements which are generally inverted in order to
obtain 2D maps of the radiated emissivities. By integrating over those maps (and over specific
regions) the radiated power in the core, external, private flux regions and total radiated power
are estimated [168]. However, given the limited bolometric coverage on TCV, such inversions
can lack accuracy. Especially the difference between core radiation and SOL radiation is hard
to estimate as the inversions tend to overestimate the radiation upstream, as shown in figure
4.3. Sometimes, that can be seen by calculating the required carbon concentration at that
position in order to provide such radiation given estimates of the density and temperature at
that location, leading to non-physically high carbon impurity fractions.
Therefore, an inversion-less technique has been established to estimate the radiated power
in the divertor and core, which only uses the lateral lines of sight of the TCV bolometry
system. The advantage of this technique is that it tends to provide more stable results. One
large difference between this technique and the standard inversion (general TCV convention)
is that the regions in which the radiation is evaluated are differently defined. As opposed to
defining the regions as core, external and private flux [168], instead the plasma is divided
as a divertor region (below x-point) and a core region (above x-point). As we are mainly
interested in this work in the power entering the outer divertor and the radiated power in the
outer divertor, the bolometric chords intersecting the inner divertor leg are omitted from the
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Figure 4.3: a): Radiative power as function of time for # 52065 determined through the
default analysis and through the inversion-less routine. b) Example of the inversion result [2]
analysis.
The radiated power in the outer divertor leg is estimated by using the chords intersecting
the outer divertor leg. This provides a profile of the outer divertor leg radiation in W/m2
as function of the r, z coordinates at which the lines of sight intersect the outer divertor leg.
From this, one can estimate the radiated power in the divertor by integrating toroidally over
this profile. This technique is similarly to how divertor integrated quantities obtained from
the DSS are obtained, which will be explained later 7.3 and follows the analysis from [63].
Using a similar technique, the radiated power in the inner divertor leg is estimated by using
chords which only intersect the inner leg/x-point region.
The radiated power in the core is estimated similarly. First, only chords are considered
which integrate only through the core and not the divertor regions. Afterwards, the core
is discretised using a vertical mesh. The intersections between the different lines of sight
and the mesh are determined. It is assumed that the emission corresponding to each line of
sight is equally distributed to all intersection points of that line of sight: e.g. if there are
N intersections, the emission at each intersection is 1/N the radiation corresponding to the
chord in W m−2. Alternatively, one could use the emissivities obtained through the inversion
to divide the line integrated emissivity proportionally among the various intersection points
(which does not lead to a noticeably different result). As such, a radiation profile is obtained
on the vertical mesh which is toroidally integrated similarly to how the outer divertor leg
radiation is obtained, leading to a radiative loss in W.
In order to see whether any coverage of the plasma is lacking, this technique is also used
to calculate the plasma volume which is compared with the plasma volume obtained directly
from the equilibrium reconstruction. The radiated powers (in the core / outer divertor / inner
divertor) are multiplied with the ratio between their calculated volumes. To compensate for
the lack of coverage, it is assumed that the plasma radiates similarly outside of the observed
area than in the observed area: e.g. if only 90 % of the volume is covered the total radiation
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is estimated to be 1/0.9 ≈ 1.11 higher than initially estimated.
Figure 4.3 a shows an example of the radiated power of the various regions determined
through the default routine and through the inversion-less routine. Although the total radiated
power is of the similar order, the division of the two powers is different between the two
techniques. If one would estimate the power flow into the divertor by subtracting core radiation
or above x-point radiation from the power in the core, one would thus obtain radically different
results and trends. Furthermore, the radiated powers estimated through this inversion-less
routine are more stable; but this likely has to do with the fact that the data quality for the
discharge shown is poor for the top and bottom systems which affect the inversion but does
not influence the inversion-less routine as that only relies on lateral chords.
TCV #55939
Thomson scattering
TCV #56898
Thomson scattering
(b) (c)
TCV #52062
Langmuir probes
(a)
Figure 4.4: a): Langmuir probe coverage adopted from [117]. For illustration a typical plasma
geometry (single null) is plotted (shot #52062). b) Thomson scattering coverage before
upgrade adopted from [170]. c) Thomson scattering coverage after upgrade adopted from
[170].
4.2.2 Measuring target heat fluxes: infrared thermography
TCV has access to both vertical and horizontal infrared thermography cameras which provide
measurements of the tile temperature due to an in-situ calibration using a heated tile
which relates camera count to surface temperature [168, 99]. These estimates of the surface
temperature are used in combination with the THEODOR analysis code [168, 43, 171] to
provide estimates of the total power and heat flux profile reaching the strike point.
4.2.3 Langmuir probes
TCV has access to an array of wall Langmuir probes (rooftop and flushed probes at the
vertical surfaces, domed probes at the target) to monitor ion target current at the divertor
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strike points together with electron temperature and density estimates, shown in figure 4.4a
(adopted from [117]). The Langmuir probes are generally biased with a voltage which is
swept, while the resulting current is measured leading to an IV measurement curve. These
measurements are combined with an advanced four parameter fit in order to extract plasma
parameters from the reciprocating probe measurements [117], while optimizations and cleaning
to the signal are applied to remove artefacts induced due to finite resistances in the Langmuir
probe circuitry.
Langmuir probes are known to overestimate Te (and thus underestimate ne) in low
temperature (detached Te < 5 eV) conditions [118, 119, 117]. Although the applicability of
the advanced four parameter fit has found to reduce the obtained temperature in detached
conditions, Langmuir probe temperatures are still likely overestimated as LP Te > 3 − 4
eV over the entire target profile are measured while volumetric recombination is observed
spectroscopically. This overestimation of the temperature is attributed to the expectation
that the energy distribution of the electrons reaching the target are not fully described by a
Maxwellian and have a high energy component. This suprathermal electron populations will
influence the Te LP measurement and change it from the bulk Te. Furthermore, the fact that
Langmuir probes could potentially bias a flux tube due to the voltage applied, makes it not a
fully passive measurement and also this may influence the Te determination. Hence, in this
work where detachment is investigated, the LP ion target current measurement is used, while
the LP derived Te, ne are not used.
4.2.4 Reciprocating probe
The TCV reciprocating probe is a reciprocating probe on loan from USCD [172, 173] which
has been used on other tokamaks previously. The reciprocating probe can plunge into the
scrape-off layer of the plasma (it is currently installed on the mid-plane) for a limited amount
of time, to get a single (as function of time) measurement of the upstream plasma profiles
(electron density and temperature) at a spatial resolution of ∼ 1 mm including fluctuations
on those measurements [173]. Reciprocating probes are often used for investigating the shape
of the upstream density/temperature and heat flux profiles [8] and for fluctuation studies
[174, 175]. Their disadvantage, however, is that only two plunges per discharge can be done.
Discharges thus need to be repeated in order to obtain more snapshots. One can combine the
high spatial resolution RCP data with the lower spatial resolution Thomson data in order
to combine the strengths of both diagnostics: high spatial resolution and high(er) temporal
resolution.
4.2.5 Measuring core and upstream temperatures/densities: Thomson scat-
tering
Thomson scattering on TCV is a routine diagnostic for monitoring of both core and upstream
SOL densities and temperatures. It contains three lasers which can either be interleaved
or fired simultaneously for either higher temporal resolution or higher signals. Interleaving
enables Thomson to operate at a maximum frequency of 180 Hz.
Recent upgrades to the Thomson system [170] have substantially improved the Thomson
scattering coverage of the scrape-off layer, enabling a spatial resolution of around 1% of the
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minor radius in the pedestal region, resulting in ∼ 6 mm spatial resolution (figure 4.4 b,c).
This upgrade has proven important for monitoring the upstream conditions in this paper.
Another routine diagnostic for the electron density on TCV is a Far InfraRed (FIR)
interferometer [176], through which a line integrated density estimate is obtained. Those
measurements are also used for density control purposes. The default Thomson result on
TCV is generally altered by a ’FIR to Thomson correction ratio’, which modifies Thomson
determined densities to provide the same values as the FIR line integrated density. That
correction ratio is determined for every time step during a discharge. When the core density
is continuously increased during a discharge; that correction ratio is observed to drift, for
instance from 1.05 (low core densities) to 1.4 (high core densities and a detached divertor) for
# 52065. That behaviour is not expected to be a physical correction factor for the actual
density results measured by Thomson. Possibly, as the FIR densities are line-integrated, what
can be is that a significant portion of the line integrated density picked up by the FIR is
picked up from the divertor leg in cases where the divertor densities are high with respect
to the core/upstream densities (e.g. detached cases). This is why, in contrast to standard
TCV convention, we do not apply the FIR to Thomson correction ratio in this work when
Thomson data is shown.
When the upstream density/temperature is determined, the values are obtained from
the Thomson chord closes to the separatrix. Although this can lead to a positional error
which would result in systematic deviations between the measured parameters and the actual
parameters upstream; this way any calibration uncertainty between the different Thomson
chords is accounted for. It is observed that this leads to less noisy (over time) trends of the
Thomson upstream parameters during a density ramp.
4.2.6 Measuring neutral pressures: baratrons
Two baratrons are currently installed in TCV for obtaining neutral pressure measurements at
the walls. These baratrons are of a similar type of those installed on JET [177]. The baratron
are magnetically shielded, vibrationally isolated and are connected to the vessel by dedicated
extension tubes [101], providing a divertor and mid-plane neutral pressure measurement.
Depending on the divertor geometry, the divertor neutral pressure measurement could be
located in the private flux region near the strike point or in the common flux region, which
can influence the neutral pressure measurement [101]. The neutral pressure measurement is
thus strongly dependent on the divertor geometry.
It should be noted that the pressure gauge does not measure the neutral plasma pressure
directly but indirectly as the neutral gas during a discharge enters the extension tube. The
neutral pressure measured after the extension tube, thus depends on how the neutral gas flow
is altered in the tube [178, 179, 68]. Thus, neutral pressure measurements may be more useful
as a qualitative tool rather than a quantitative tool or one has to assume a certain physics
model which determines how the neutral gas flow is altered in the extension tube.
4.2.7 Spectroscopy for boundary physics studies
TCV has several spectroscopic systems which are crucial for plasma edge studies, including
multi-spectral imaging through filtered cameras; charge exchange recombination spectroscopy;
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overview spectroscopy; fast camera imaging and a SPRED VUV (single line of sight) system.
A newly developed Divertor Spectroscopy System (DSS) which has been developed as part of
this thesis (chapter 5), whose lines of sight are shown in figure 4.2.
Charge exchange recombination spectroscopy is a routine TCV diagnostic for monitoring
of core and plasma edge ion temperatures/carbon content and plasma rotation using absolute
intensity calibrations and an in-situ wavelength calibration which runs after every discharge
[180].
Spectral imaging combines a camera image of the TCV plasma with an interference filter
which transmits at particular wavelengths. By specifying interference filters such that they
correspond to a certain spectral line, 2D images of spectral line emission can be established.
Such images can be inverted [81, 79] and are most often used for qualitative information on
the dynamics of the various emission regions in the plasma.
Multi-spectral imaging aims at using a single view and re-arranging this light in such
a way that it can be imaged on multiple cameras with spectral filters. This can be either
achieved using beam splitters [181] or by using an optical cavity design, just like a Thomson
polychromator, which leads to less emission losses when going to a higher number of channel
(> 4) system [182, 183]. In the timespan of this thesis, three different multi-spectral imaging
systems have been used on TCV, MultiCam (4 channel beam splitter design) [181]; MSI (4
channel polychromator design) [182] and MANTIS (10 channel polychromator) [184].
In figure 4.5, an application of MultiCam on #52065 is shown during attached (0.6 s) and
detached (1.0 s) conditions of the CIII (465 nm) and Dα (656 nm) emission. This data has
already been inverted and is obtained from [79].
Figure 4.5: Example of inverted (non-calibrated) emissivities from the MultiCam system on
#52065 in attached (0.6 s) and detached (1.0 s) conditions. Adopted from [79].
Divertor Spectroscopy System (DSS)
The TCV Divertor Spectroscopy System (DSS) has been the principal diagnostic used in this
thesis and has been developed as part of this thesis. Its lines of sight are shown in figure 4.2
a. More details are provided in chapter 5.
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4.2.8 TCV Diagnostic Control Systems
As part of this thesis, the general management system which controls the settings for TCV
general diagnostics (also dubbed the ’Diagnostician Du Jour’ (diagnostician of the day) DDJ
system) and performs post-shot checks on the acquisition was improved.
Several enhancements and updates have been made to the tools which form the DDJ
system in an effort to reduce repetitive tasks and further engage the DDJ in the physics
behind TCV experiments and diagnostics. A new control window (through the VISTA system,
a proprietary Human-Machine Interface which is the general control system for TCV actuators
and diagnostics), together with data scopes, has been developed which uses MATLAB routines
to perform routine checks on diagnostic data after every discharge and optimizes settings for
the next discharges.
The main changes to the system can be summarised as follows:
• General oversight ’single-click’ program for running routines which set diagnostic settings
depending on a reference discharge (’autogain’).
– Checks for common operator errors
– Manages possible errors and warnings output by the different setting routines
• Autogains for various diagnostics have been created or improved, including: soft-xray
systems, Dα photodiodes, bolometry, electron cyclotron emission diagnostic and divertor
spectroscopy. The new autogain implementation, for several diagnostics, has significantly
reduced saturated data and significantly reduced the number of cases in which unusably
low signal values were obtained.
– Data optimization algorithms have been improved using histograms of the data
obtained while excluding data taken before and the end/after the discharge.
– Advanced data checks have been implemented which verify the reference data
before using it as a data reference (this includes but is not limited to checks on
erroneously low signals, checks on closed shutters, etc.).
• Automatic post-shot data verification for various diagnostics have been created or
improved, including: soft-xray systems, Dα photodiodes, bolometry and divertor spec-
troscopy;
– Checks investigate data availability, diagnostic state (e.g. whether the diagnostic is
operational and follows the different states of a TCV discharge) and data quality
(saturation and low signal levels).
– Validates whether the machine’s shutters for particular diagnostics during a dis-
charge open
– Validates if the gains set changed during the discharge cycle (which makes it such
that the wrong gain values are stored, making the calibration of the data erroneous).
• Single click diagnostic start-up and shutdown routines. These routines manage the initial
start-up of bolometry (including bridge balancing), divertor spectroscopy, photodiodes,
soft-xray diagnostics, imaging camera diagnostics and output any warnings/errors in
case something goes wrong with the initialisation of the diagnostic
110 Spectroscopic investigations of detachment on TCV
4.3 Evaluating and using this experimental data for verifica-
tion with SOLPS-ITER: synthetic diagnostics
SOLPS provides detailed simulations with a range of different output, plasma, parameters,
as explained in section 2.6. Generally, such output parameters are not directly measured in
an experiment. Instead, diagnostics measure related information and using numerical and
physical models this information is transformed into an estimate of the plasma parameters.
One way of providing a direct comparison between simulated data and the experiment is to
use a synthetic diagnostic. Such synthetic diagnostic use models to predict what a diagnostic
would see given the simulated data. This can then be compared directly with the diagnostic
measurement. Additionally, it can be used to investigate whether diagnostics can actually
reproduce the plasma parameters requested given their range of limitations by using the
diagnostic analysis on the synthetic data and checking whether this corresponds to the data
directly simulated by SOLPS.
To have the closest comparison between the experimentally measured densities and the
densities obtained in the experiment, the temperature and densities simulated are interrogated
at the grid cell where the intersection between the Thomson laser and the Thomson lines of
sight corresponds to.
Technical implementation In order to establish synthetic diagnostics for TCV, a technical
toolbox has to be developed which evaluates the atomic physics to get line emissivities and
radiated power using ADAS (section 2.4) in combination with the SOLPS model solution.
Those line emissivities and radiated power might deviate somewhat from the actual values in
the simulation as different atomic physics tables have been used.
Many diagnostics make chordal integrated measurements and such synthetic diagnostics
thus requires one to make a line integral though simulated parameters which are on a 2D
map of grid cells where the shape of each cell deviates from one to another. When making
such chordal integrals, it also has to be accounted for that a diagnostic has a certain viewing
cone as opposed to a ’pencil-like’ line of sight in the plasma. To account for this, each line of
sight is modelled as a series of ”sub lines of sight”, which have a slight shift in their angle
specification. The combination of those lines of sight mimics a viewing cone. A spatial profile
also has to be ascribed to each viewing cone for which we use a Gaussian centred at the main
angle of the line of sight. Each ”sub” line of sight is discretised into many elements (> 1000).
It is checked which of these elements are inside each SOLPS-ITER grid cell and the value of
the particular quantity which is line integrated is than copied to that element. This technique
ensures that interpolation is not necessary.
4.3.1 Synthetic bolometry
As explained earlier, bolometry provides line integrated measurements which are calibrated to
provide the line integrated radiated power W/m2. For this, we have developed a synthetic
diagnostic. This first calculates the radiated power in SOLPS due to carbon and deuterium
using ADAS and afterwards performs line integrations given the lines of sight of TCV bolometry
together with their values for the etendue, eventually yielding a measure for W/m2, which
can be fed into the bolometric inversion algorithms discussed previously.
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Figure 4.6: Comparison between a radiation map of a SOLPS discharge and the estimated
radiation map by bolometry using a synthetic bolometer diagnostic with an inversion algorithm
on the same colour axis. The SOLPS grid is over-plotted
This has been performed for SOLPS simulation # 106276 (which is attached; start of a
density ramp). The actual SOLPS radiation map and the bolometry synthetic diagnostic
inverted data is shown in figure 4.6. This indicates, as we expected earlier, that given the
resolution of the system the detected emission is largely spread-out and can lead to artefacts,
for instance the ray from the lower diagnostic port towards the x-point and the x-point emission
at the low-field side of the x-point; both which are not in the simulation. Furthermore, the
radiation at the target is mostly missed, which could be due to the relatively coarse resolution
(figure 4.2). Despite this, the total radiation is fairly well estimated within 10 % of the
simulated radiation.
4.3.2 Synthetic baratrons
A synthetic neutral pressure gauge for SOLPS-ITER has been implemented based on equation
4.1, based on [68] p. 192, which can be compared with measurements by pressure gauges,
installed at two different locations, during the experiment (section 4.2.6).
In this, we assume a very simplified model to translate the actual neutral pressure to
the neutral pressure in the gauge [68, 179]. First, we assume that the neutrals entering the
baratron are thermalised at the end of the baratron. Furthermore, we assume that the flow
of the neutral gas is a non-viscous molecular flow, which is appropriate for high Knudsen
numbers, meaning that the mean free path for neutral collisions (in the gas) is assumed to be
larger than the dimensions of the gauge. Under such assumptions, the particle (neutral) flux
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Figure 4.7: Comparison of the neutral pressure measured by baratrons (divertor and mid-plane)
with the neutral pressure obtained in modelling through a synthetic baratron as function of
the upstream density. The mid-plane neutral pressure has been multiplied by 10.
has to be constant, but not the pressure. Furthermore, it needs to be accounted that atoms
re-associate once they reached the thermalised end of the baratron back into molecules.
Using the model above, the pressure in the neutral pressure gauge is a combination
of the pressure due to neutral atoms (pgaugeatom = n
gauge
atom T
gauge) and molecules (pgaugemolecule =
ngaugemoleculeT
gauge), which depends on the respective densities in the gauge natom, nmolecule and
the temperature of the gauge T gauge. The respective densities in the gauge are determined by
the respective densities outside the gauge (e.g. the plasma at the wall) (nplasma,wallatom , n
plasma,wall
molecule ,
which again is determined by the neutral/molecular temperature of the plasma at the wall
(T plasma,wallatom , T
plasma,wall
molecule ) and the wall temperature Twall. It has been assumed that Twall =
Tgauge = 300K. The SOLPS-ITER simulation provides n
plasma,wall
atom , n
plasma,wall
molecule , T
plasma,wall
atom .
pgauge = pgaugeatom + p
gauge
molecule = (n
gauge
atom + n
gauge
molecule)T
gauge
ngaugeatom =
nplasma,wallatom√
2
√
T plasma,wallatom
Twall
ngaugemolecule = n
plasma,wall
molecule
√
T plasma,wallmolecule
Twall
(4.1)
These parameters are averaged over the surface of the pressure gauge at the tiles. Here a
spherical port size for the baratrons is assumed. This is important as there can be a strong
deviation in the simulated neutral pressure along the baratron’s surface, depending on the
discharge and plasma shape —this can be over a factor four.
Using five SOLPS simulations [7], representative of a density ramp, which will be further
discussed in section 8.1.1, the synthetic baratron pressure and the measured neutral pressure
are compared. Figure 4.7 shows this comparison for #52065, indicating a reasonable agreement
for the mid-plane baratron. For the divertor baratron, however, the synthetic neutral pressure
is a ∼ 10 too high at the lower upstream densities (which correspond to attached conditions).
Also, as indicated in figure 4.7, the neutral pressure strongly rises at the end of the density
ramp while such a sudden rise is not observed in the simulation. The neutral pressure from
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the synthetic diagnostic changes across the surface of the baratron by a factor ∼ 4; indicating
that the neutral pressure result can be strongly spatially dependent (in the simulation), which
may explain this discrepancy.
4.4 Discharge reproducibility
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Figure 4.8: a) 9 → 2 Balmer line brightness and b) inferred Stark density from the 9 → 2
Balmer line obtained from the vertical system using the line of sight closest to the strike point
location. Each colour indicates a different discharge. Characteristic uncertainties are shown
in the figure.
As will be mentioned in chapter 7, there are cases where discharges have to be repeated
in order to gain, considering the diagnostic limits, the required high resolution Balmer line
measurements from two different spectral region settings on the divertor spectrometer. A case
in point is TCV pulse #56567 (shown later) where lower-n Balmer lines (n = 5, 6) are used
for Balmer line ratios and ionisation/recombination calculations while the n=7 Balmer line is
utilized for Stark density inferences.
To demonstrate such reproducibility we show, in Figure 4.8, the variation of the brightness
and Stark inferred density (see chapter 6) measurements for a set of eight identical discharges
(#56567 is part of that sequence), repeated sequentially on the same day. The time depend-
encies of the Balmer n = 9 line intensity (Figure 4.8a) and the derived chordal averaged
(weighted by the n = 9 (recombinative) emission profile) density (Figure 4.8b) are the same
within uncertainty from discharge to discharges. In addition, results from other diagnostics
(bolometry and Langmuir probes) also agree within uncertainty for the repeated discharges,
indicating a sufficient reproducibility for our central measurements of the divertor plasma
characteristics. However, the reproducibility of TCV discharges can deviate significantly from
day to day due to altering machine conditions. In this work, only sequential diagnostic repeats
are used.
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Chapter 5
Divertor Spectroscopy System
(DSS) on TCV
5.1 Divertor spectroscopy on TCV
As part of this thesis, a novel divertor spectroscopy system has been developed for TCV,
including the corresponding software systems for hardware control and CAD design of
mechanical components. The system has been calibrated and characterised using
state-of-the-art calibration techniques, including facilitating highly accurate lineshape fitting
through a detailed instrumental function characterisation; smearing and stray light correction
techniques.
5.1.1 Overview and capabilities of the Divertor Spectroscopy System on
TCV
In scope of this thesis a novel divertor spectroscopy system has been designed, installed,
commissioned and operated on TCV. The system contains of two separate spectrometers
with cameras; both of which have identical hardware. Each spectrometer has a triple turret
grating installed, enabling the user to change between the grating (which sets the trade-
off between spectral resolution and spectral coverage) and grating angle (which sets the
monitored wavelength regime) in between discharges as indicated in table 5.1. Accounting for
the installed slit width, 25 µm —indicated by the dial and in agreement with measurements
obtained through a microscope, laser diffraction experiment and spectrometer using the pixel
size in a mirror configuration, which leads to roughly a 3 pixel FWHM instrumental function
resulting in the indicative spectral resolutions of table 5.1. Using 32 lines of sight per system,
which are programmed as 32 binned tracks on the CCD, the maximum acquisition frequency
of the diagnostic is ∼ 200 Hz, although higher acquisition frequencies could be achieved by
masking off regions of the CCD.
The horizontal lines of sight can be arranged in three different orientations, as indicated
in figure 5.1. Changing between these three different orientations requires removing two
screws and can be done between discharges. At the machine’s side, the horizontal fibres are
arranged in such a way that two linear arrays with identical coverage in the machine are
present, which can be branched out to either of the two spectrometers, enabling the user to
use two spectrometers simultaneously for additional spectral coverage. Alternatively, one of
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Table 5.1: Overview of DSS parameters.
Horizontal Vertical
Lines of sight 30-32 30-32
Spatial resolution 1.4 cm 2 cm
Acquisition frequency <220 Hz
Brightness range (dis-
charge to discharge)
1× 1013 ph m−2 sr−1 s−1 (Fulcher band, EMCCD 50; 50 ms exp.
time) - 4× 1020 ph m−2 sr−1 s−1 (Dα, EMCCD 0; 5 ms exp. time;
neutral density 2.0 filter)
Spectrometer (grating) 1800 l/mm 600 l/mm 300 l/mm
Blaze 500 nm 500 nm 500 nm
Spectral resolution 0.06 - 1.1 nm 0.22 - 0.41 nm 0.44 - 0.87 nm
Spectral coverage ∼19 nm ∼63 nm ∼131 nm
Operational range 350-700 nm 350 - 1000 nm 350 - 1050 nm
Grating efficiency 50-80 % 40-80 % 40-80%
Camera Spectrometer
Size (pixels) 1024 x 1024 Focal length 320 mm
Pixel size 13 um x 13 um Aperture ratio f/4.6
Quantum efficiency
>85 % (410-700 nm) Stray light <2× 10−4
35-85 % (350 - 410 nm) Grating 68 x 68 mm (3 x)
5-90 % (700-1050 nm) Spatial resolution >8 line pairs/mm
Digitisation 16 bit @ 30 MHz Coma correction 16.4◦
Vertical shift speed 1.13 µs/row Astigmatism 0
Temperature - 80 ◦C Mirror reflectivity >82 %
Dynamic range >5× 103 Magnification 1:1
the spectrometers can be coupled to the available vertical lines of sight.
Other features of the system include the possibility to add filters between discharges in
front of the collection optics. This is a necessary feature to enable monitoring bright spectral
lines without saturation, such as Dα.
Hardware description The key DSS hardware consists of an Andor iXon Ultra 888 1024
x 1024 pixels (13 µm x 13 µm per pixel) EMCCD camera and a Princeton Instruments SCT
320 Isoplane spectrometer. Both components have a wavelength dependent ’efficiency’ —as
indicated in the ranges of efficiency in table 5.1. For the spectrometer this is optimised near
the grating blaze wavelength and the quantum efficiency of the EMCCD is optimised in the
visible range, decaying outside the visible regime. Both components are held together using a
custom designed plate, enabling the camera to rotate and be aligned to the slit. TCV port
usage has been optimised by integrating other diagnostics such as Dα photodiodes, ECRH
protection probes and collection optics for the Ocean spectrometers into the same support
mount on the tokamak, which has been custom designed and 3D printed using ABS (see
appendix A.3). The light emitted from the divertor region is collected by a custom designed
(by Yanis Andrebe) 2” diameter f = 32 mm lens with an anti-reflection coating transmitting
in the near-UV range (350 nm to 700 nm), which has minimal aberrations for the edge lines of
sight. That lens is coupled to a linear array of 32 440 µm diameter fibres (400 µm core; 40 µm
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cladding (the jacketing has been removed to ensure a higher packing ratio); where each fibre
corresponds to a different line of sight in the plasma as shown in figures 4.2 and 5.1. This
assembly is connected to the tokamak using a custom designed 3D printed ABS assembly,
and fed into a linear array of fibres, each fibre corresponding to a different line of sight in the
plasma, which is connected to the spectrometer’s slit using a custom 3D printed assembly in
the diagnostic’s cell —see picture 5.2 and further discussion in A.3.
Figure 5.1: DSS lines of sight, showing the
three different horizontal orientations (blue, red,
green) and the vertical lines of sight (magenta)
together with the equilibrium of # 56567 at 1.0
s.
By back-lighting the fibres, the system
has been focussed. Important in this is that,
as the divertor configuration can alter on
TCV, the system has to be in focus for a
fairly wide range (70 cm to 140 cm). This
has been achieved by focussing the system
somewhere in this range (more towards the
low-end of the range than the upper-end of
the range), while the edges of the range were
tested to be of acceptable quality qualitat-
ively, meaning that only negligible amounts
of light emitted from one location will enter
two neighbouring fibres due to a defocussed
system as the individual fibres during back-
lighting are clearly separable. By using a
range of different light sources in combination
with various spectral filters, ranging from <
425 nm short-pass filters to Wratten colour
balancing filters emphasizing wavelengths in
the red near 600 nm, the influence of chro-
matic aberration on the viewing optics has
been tested. An acceptable focus was ob-
tained throughout the entire regime meas-
ured and the focus has been optimised for
the 400 nm to 425 nm regime. Back-lighting
the system was also used to verify the mag-
nification of the system as function of object distance.
The various CAD models together with this magnification provide an estimate of the
geometry of the lines of sight obtained in the tokamak. Due to mechanical tolerances and
uncertainties (particularly related to mounting and re-mounting the lens-fibre coupler), a
rotational uncertainty of up to 3 LoS is present, corresponding to 5 cm in the plasma. This
uncertainty has been verified by back-lighting the fibres and taking images of the different
light spots in the tokamak. As such an uncertainty is too large for quantitative measurements,
the line of sight calibration is updated by tracking the spectral emission during the divertor
formation phase of a discharge. During this phase, the strike point is formed and is swept
along the inner column (and partially the floor, depending on the discharge). Spectrally, this
strike point is noticeable due to a strong (spatial) peak in boron emission (BII at 412 nm).
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Figure 5.2: Pictures of DSS (Horizontal) system. a) Machine side. b) Tokamak side.
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5.2 General details, alignment and track selection
Before going into the hardware details of the DSS systems, first we will highlight the alignment
procedure, which also serves as an introduction for the nomenclature used. The spectrometer,
camera and auxiliary systems (such as the hardware mounting, tokamak window transmission
characteristics, etc.) are discussed later on, including a characterisation of these systems.
Other information on the general basics on imaging spectroscopy can be found in literature
[180].
To improve performance (acquisition speed, sensitivity and single to noise ratio), the
camera is operated in ’tracked mode’. This means that all the emission from a set track is
binned. The tracks are aligned to the different fibres, such that the emission from each fibre
corresponds to individual tracks.
The camera has a spectral and spatial (fibres) dimension, which are orthogonal to each
other. As only horizontal tracks can be set, the spectral dimension has to be aligned as much
horizontally as possible while the spatial dimension has to be aligned as much vertically as
possible. To do this, the slit is illuminated and the spectrometer is operated in its mirror
configuration, such that a direct reflection is made of the light input through the slit. This
should result in a vertical slit image in the CCD. The camera is rotated such that this is
achieved. For that purpose, a routine has been developed which in real time outputs the slit
image together with an analysis of its tilt using object recognition algorithms from MATLAB
—which indicated a tilt of 1/1024 pixels at most (e.g. ≈ 0.06◦ ). For the most homogeneous
results, the slit blades should be aligned as parallel as possible. The image recognition
algorithm also provides an analysis of the parallelity of the slit, indicating a parallelity better
than 0.03◦.
After the camera is aligned to the spectrometer, the fibre assembly is aligned to the slit
using the custom fibre-slit coupler, which provides rotational and translational freedom for
the fibre bundle. The fibres are aligned in such a way that the most amount of light (given a
fixed slit width) is received on the sensor, ensuring that the fibres are filling up the slit width
as much as possible. This is illustrated by the image shown in figure 5.3, which shows the
2D full image observed when the system is illuminated with a spectral lamp. That image is
obtained by observing a set of spectral lines, which are shifted over the sensor by modifying
grating angle, which causes the periodicity observed in figure 5.3. That is done to see how the
system behaves if a spectral line is positioned at a different point horizontally of the sensor.
As the fibres are circular, if the fibres would be misaligned from the slit, then only the edge of
the circle would be shown on the sensor. As shown, the distances between the different fibres
is minimal, meaning that the centre of the fibre array is fairly well aligned to the slit.
A single spectral line generally appears curved along the length of the slit of a spectrometer,
as illustrated in figure 5.3. This curve is generally observed in spectrometers (sometimes
dubbed ’smile distortion’) and could lead to a deterioration in spectral resolution if a significant
curve occurs within a single track, corresponding to a single fibre. However, considering the
fibres and the amount of smile distortion, this is negligible for this case. The smile distortion
does, however, lead to a deterioration of the signal ’quality’ at high framing speeds (> 100
Hz) due to electronic shift smearing —which will be explained later in section 5.4.
Afterwards, the tracks have to be set-up on the sensor, also called ’regions of interest’
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Figure 5.3: Image of the full-frame observation while monitoring a spectral lamp using the
horizontal system with indicators of the spectral and spatial direction and the used ROIs.
The spectral lamp used is Mercury-Cadmium at 365 nm central wavelength using a 600 l/mm
grating.
(ROIs). There is a trade-off when setting regions of interest. One may think that the best
way to set-up such regions is to centre them at the obtained fibres and leave no space in
between the various regions of interest. Certainly, this would maximise the sensitivity of
the diagnostic. However, when one would illuminate a single fibre, the light corresponding
to that fibre would bleed out slightly outside of the fibre’s bounds. If one would imagine
that the emission obtained through one fibre is much brighter than the emission obtained
through a neighbouring fibre, then this bleeding could contribute significantly to the signal of
the neighbouring fibres; e.g. the signal ’pick-up’ would become important. When the ROIs
are narrower, pick-up decreases as an ROI would be further away from a neighbouring fibre,
but the sensitivity of the diagnostic would decrease as well as some portion of the emission
corresponding to the fibre monitored would be missed.
This trade-off is analysed in order to obtain the ideal spacing between the regions of interest.
Such an investigation requires two separate measurements. First, the fibre illumination centres
(e.g. centres of the regions of interest —ROIs) for each fibre need to be identified. This
analyses/accounts for the deviations between the individual sizes of the fibre core/cladding
diameters, which can deviate up to a few pixels considering the 5 % engineering tolerance.
Secondly, the intensity profile of a single illuminated fibre vertically (in the ROI direction)
on the system is required. Both of these measurements are obtained by illuminating the
system with an incandescent source leading to a continuous spectrum as opposed to spectral
lines. After the trade-off has been determined, the regions of interest have been chosen such
that the expected pick-up remains below 30 % even if a neighbouring fibre would be ten
times brighter, while 75-95 % of the signal corresponding to a single fibre is collected. An
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illustration of the chosen regions of interest is shown in figure 5.4 where the grating angle is
scanned such that the ROI choice can be investigated over a large wavelength range and the
various measurements (e.g. images) are appended. The full analysis for obtaining the relevant
ROI settings, according to the above brief description, is shown in appendix A.4.
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Figure 5.4: Spectra (full-framed) with tracks. Multiple spectra are appended. The colour bar
corresponds to counts where yellow corresponds to the highest signal and blue corresponds to
the lowest signal
Setting the slit width The final stage of the alignment procedure is to set-up the required
slit width on the system using manually a micrometer on the slit assembly on the spectrometer.
The slit width is fixed for each calibration run to maintain the calibration and due to the fact
that the slit width is not reproducible, given the limitations of the mechanical design.
Considering the type of measurement the DSS has to perform, the spectral resolution of the
system is close to the limit for Stark density inferences on TCV (chapter 6), considering the
modest divertor electron densities on TCV (1× 1018 m−3 to 1× 1020 m−3) when compared to
higher density tokamaks (1× 1020 m−3 to 5× 1021 m−3) such as C-Mod and ASDEX-Upgrade
where Stark broadening is routinely applied [74, 73, 66]. Furthermore, especially during
detachment studies, the line emission is generally not limiting and often neutral density
filters need to be employed to avoid oversaturating the system. Therefore, the slit width is
optimised to provide the highest possible spectral resolution as opposed to having a high
system sensitivity.
Imagining an infinitely thin slit width, the obtained spectral instrumental function would
be fully due to the spectrometer’s intrinsic broadening. Imagining a very wide slit width,
then the obtained spectral instrumental function would be almost fully dominated by the slit
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Figure 5.5: Modelled instrumental functions (convolution between a block function and a
Lorentzian) as function of ’slit width’, shown by the colour bar. The instrumental functions
given a slit width of 25 and 35 micron are highlighted a) Lorentzian Full-Width-Half-Maximum
is 35 micron (indicative of central fibres). b) Lorentzian Full-Width-Half-Maximum is 80
micron (indicative of edge fibres)
width as opposed to the instrinsic broadening of the spectrometer. The obtained instrumental
function can be modelled as a convolution of the slit width (which can be modelled as a
rectangular block) and the function determined by the instrument [137]. Important to note is
that this is an instrumental function in micron (or pixels) on the CCD sensor and to get the
spectral resolution, one has to map this with the dispersion —given by the installed grating.
The obtainable dispersion of the Isoplane SCT 320 spectrometer is, however, fairly limited
given the fact that the diagnostic is optimised for relatively low grating angles (see section
5.3.1). When increasing dispersion, higher grating angles are required to obtain the same
wavelength range. Therefore, the aberrations in the diagnostic become significant when using
a grating with higher dispersion than 1800 l/mm (the higher the lines per mm the higher the
dispersion) in the visible range. That ultimately leads to a limit in spectral resolution of 0.6 A˚
to 1.2 A˚ for the DSS.
As will be discussed in section 5.3.1, the Isoplane SCT 320 spectrometer has its optics
optimised for obtaining Lorentzian-like instrumental functions, as these have generally ’sharper’
peaks than more common Gaussian instrumental functions. In this simplified model, the
instrumental function is thus set by a convolution of a block function (describing the slit
width) with a Lorentzian of a fixed width (describing the spectrometer broadening). For
simplicity, we assume that the full slit is homogeneously illuminated. For instance, when the
width would become larger than the fibres illuminating it; then any additional width would
not increase the intensity —that is not accounted for here. That assumption can be well made
as long as the slit width remains under half of the diameter of the core fibre. The obtained
instrumental functions using this method are shown in figure 5.5.
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Figure 5.6: Parameters obtained from slit model highlighted in figure 5.5 as function of slit
width in micron. a) Full-Width-Half-Maximum obtained for two different Lorentzian FWHMs
shown together with the 1:1 trend to which the result will converge if the instrumental function
is dominated by the slit function. b) Obtained peak intensity normalised such that 1 would
be obtained if the slit function would no longer be smeared out.
The full-width-half-maximum and peak intensity as function of slit width using these
instrumental functions is shown in figure 5.6. The obtained result shows that if one would
open the slit width gradually, at first (assuming light enters the system homogeneously and
no blemishes are present on the slit), the instrumental function would not change much as the
convolution would be dominated by the instrument’s broadening. At one point however, the
instrumental function would start to widen as the slit width starts to lead to an increase in the
effective instrumental function (note that this would be stronger with a conventional Gaussian
instrumental broadening). As shown in figure 5.6, this roughly happens when the slit width
becomes approximately half the width of the spectrometer’s broadening. By qualitatively
opening the slit and observing the resulting instrumental function, this point experimentally
occurs around 25 µm to 35 µm for our spectrometer for central ROIs. From hereon we refer to
this point as the ’optimisation point’ (as the throughput is maximised in the region where the
instrumental function is not changed much). Due to blemishes and scratches on the slit blades
(estimated size of 5 µm to 10 µm using a microscope), slit widths below 20 µm are not usable.
The instrumental broadening is significantly wider at the edges of the spectrometer than
at the centre of the spectrometer by roughly a factor two. That means that the ’optimisation
point’ is first achieved at the centre of the CCD and later at the edges of the CCD. Generally,
the slit width is set such that the optimisation point at the centre is just reached while it
is not reached at the edges; optimising the system for sensitive line shape studies at the
centre of the CCD —particularly important for Doppler broadening measurements, at the
expense of throughput. However, depending on the calibration run, the slit width can also
be larger up to the optimisation width for the regions at the edge of the CCD, enabling a
higher throughput. When both spectrometers are available with identical lines of sight, one
spectrometer is optimised for accurate fitting at the centre of the CCD and has a narrower slit
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Figure 5.7: Pictures from the CCD output using a Hg spectral lamp with the spectrometer
central wavelength being set at 546.1 nm (corresponding to a Hg spectral line) for three
different slit widths. This shows greater deviation between central and edge pixels and lower
peak intensity for the smallest slit width.
(optimisation point is reached at the centre), while the other spectrometer is more optimised
for throughput and has a wider slit where the optimisation point for the edge fibres is reached.
However, as shown in figure 5.7, using such (relatively) small slit widths also leads to
disadvantages. Not only does it limit throughput (the total throughput roughly scales linearly
with the slit width assuming the slit width is much smaller than the fibre’s diameter), it also
limits the peak intensity obtained. For a fully open slit, this would theoretically be close to
1 considering figure 5.6, but that would require slit widths larger than realistic (>200 µm).
Limiting the slit widths to 200 µm, the theoretical (simulated) ’peak’ intensity ranges between
0.75 to 0.9 depending on the ROI location. For the slit widths currently employed (25 µm
to 35 µm) the ’peak’ intensity ranges between 0.2 to 0.5 depending on the ROI location and
precise slit width. This means that the obtained throughput (spectral line integral) and the
peak line intensity could be significantly enhanced with a wider slit width.
5.3 Hardware and control details of the DSS
This section will provide a more in-depth overview of the used DSS hardware: spectrometer,
camera and auxiliary systems (mechanical designs, details fires, back-illumination examples
and window transmission). A discussion/overview of the mechanical design of the DSS is
shown in appendix A.3, while further software/control details are provided in appendix A.5. A
characterisation of the DSS spectrometer and camera is shown, together with an explanation
of the camera’s timing scheme and triggering solution. That is important as those details will
explain the smearing which occurs due to the vertical shift of the CCD for which a correction
algorithm is developed and shown.
5.3.1 Spectrometer
The used commercial spectrometer (e.g. the Princeton Instruments Isoplane SCT 320) is
a so-called Schmidt-Czerny-Turner spectrometer. In contrast to conventional mirror-based
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Figure 5.8: Overview of the Princeton Instruments Isoplane SCT 320 spectrometer adopted
from its patent by [185]. The light input and camera sensor locations are marked.
spectrometers (Czerny-Turner), the Schmidt-Czerny-Turner adds an aspheric corrector plate
which adds and/or subtracts certain aberrations. The principle idea of the design is that by
choosing the right aspherical parameters, the design can be tuned (by setting the distance
between the different components in certain ratios; by creating stop shifts; etc.) such that
spherical, coma and astigmatic aberrations in theory cancel for a given particular grating angle
[185]. To achieve this, the light does not reach the CCD’s sensor perpendicularly but under a
specific angle, which may lead to reflections at the CCD. This is accounted for by blackening
the mount of the CCD to the spectrometer. The main specifications of the spectrometer are
highlighted in table 5.1.
We will now discuss how the specification of the spectrometer agree or disagree with the
investigations we have seen previously. When looking at the specifications of the system,
minimal cross-talk between the channels is claimed due to the removal of astigmatic aberrations;
more specifically, it is claimed that more than 100 spatial channels can be resolved with
minimal cross-talk. Considering the previous discussion of the pick-up between different
channels, leading to the choice of omitting ∼ 2− 4 pixels in between two tracks, assuming 100
spatial channels this would mean that at least ∼ 200-400 pixels would be omitted from the
set ROIs. It thus seems feasible to image 100 spatial channels on the CCD and possibly that
is indeed related to the removal of astigmatic aberrations. Certainly the pick-up between the
various positions of the CCD did not depend on the CCD position horizontally (wavelength
direction); and the change in pick-up vertically is thought to be mainly due to differences
in the individual fibres due to engineering tolerances. A schematic overview of the design
of the spectrometer is shown in figure 5.8, which has been adopted from the patent of the
spectrometer from [185].
When there is a deviation from this grating angle, spherical and astigmatic aberrations
should still not exist, but coma aberration is increased, which influences the observed instru-
mental functions. The larger the deviation from the optimised grating angle, the stronger the
coma aberration, leading to strongly asymmetric instrumental functions. The coma aberration
is optimised for 465 nm using a 1200 lines/mm grating [185], which corresponds to a grating
angle of 16.4◦. Using a 1800 l/mm grating, the same grating angle would be achieved at
310 nm. Using such a high resolution grating, it is thus expected that the instrumental function
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shapes deteriorates at higher wavelengths. The best performance (in terms of instrumental
shape) is thus expected for the lowest operational range of the diagnostic in the near-UV (∼
365 nm). For the other installed grating (600 l/mm), this point corresponds to 930 nm, which
is above the operational range of the DSS diagnostic. For those gratings it is thus expected
that the performance (in terms of instrumental shape) is the highest near the upper end
of the operational range. Furthermore, due to this, a better performance is expected with
the 600 l/mm grating than with the 300 l/mm grating (in terms of instrumental function
shape/asymmetry).
The quoted #F number of the spectrometer is relatively large considering NA 0.22 fibres
are generally used for spectrometers. That means that the acceptance cone of the spectrometer
is fairly small when compared to that of the (NA 0.22) fibres. More specifically it means
that the fibres will ’overfill’ the acceptance cone of the spectrometer, and that excess light
(75 % of the total emission of a NA 0.22 fibre, assuming the fibre is a point source at the
optical access) can ’bounce around’ the spectrometer, ultimately leading to stray light. On
the other hand, if the fibres would ’underfill’ the spectrometer; that would mean a loss of
sensitivity of the system. Considering both points, the NA 0.22 fibres used previously on
the DSS were replaced during this thesis with NA 0.10 fibres. Stray light is particularly an
issue during absolute calibration in the near-UV range, which will be discussed in detail in
appendix A.2. Furthermore, figure 5.13 shows the influence of using NA 0.22 or NA 0.10
fibres on the measured spectra in terms of stray light.
5.3.2 Camera
The cameras used on the spectrometer are Andor iXon Ultra 888 EMCCD cameras: back-
illuminated EMCCDs with a frame transfer region, which are triggered using an external train
of TTL pulses. These pulses are synchronised to the TCV clock. A vacuum seal is present on
the camera together with a Peltier cooling element (with water-cooled assist), which enables
the CCD to be temperature controlled and brought to below −80 ◦C in order to minimise the
dark current. The specifications and used settings of the camera are shown in table 5.1.
The photons incident on the camera’s surface are transformed into photoelectrons in the
light-sensitive region with a certain quantum efficiency, which for these cameras, is particularly
high (up to > 95%) due to the back-illumination, for which the sensor was thinned. These
photoelectrons are trapped in a matrix of potential wells, which make up the pixels. At each
pulse, the camera starts shifting vertically the acquired (as the image is tracked 1024 x 32)
image into the frame transfer region by applying voltages across the sensor. In the frame
transfer region, the electrons at the bottom row travel horizontally (by applying horizontal
voltages across the sensor) into the Electron Multiplication (EM) register. In the EM register,
the clocking voltages used are higher, which enables electrons to acquire sufficient energy
for impact ionisation, generating additional electrons. Although the probability of such an
ionisation event is small, as there are many locations where such an event can occur, significant
gains (up to ∼ 1000) in the electron count can be achieved through creating an avalanche.
After the electron multiplication has occurred, the signal is read out and goes through an A/D
converter and a pre-amplifier. As the signal multiplication takes place before the read-out
phase, the low signal levels are no longer limited by the read-out noise. As such, the EM
gain amplifier can be used to enhance signals above the typical noise level. EMCCD sensors
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can have a much larger dynamic range than can be faithfully reproduced by the analogue to
digital converter and installed electronics. To give access to the smallest and largest signals, a
pre-amplifier gain can be changed, which determines the sensitivity of how many electrons
lead to a count of the sensor.
The thinning of the sensor can give rise to etaloning and the appearance of fringes in the
NIR wavelength region. This leads to oscillatory artefacts on the CCD, depending on the
precise way the light enters the system. Such artefacts start to appear already at 600 nm:
continuum illumination of the CCD would lead to an oscillatory pattern with an amplitude of
<5% at this wavelength. This increases up to 15 % at 700 nm. The uncertainty of the system
thus increases when measurements are performed at relatively large wavelengths (> 600 nm).
The time the camera receives a TTL pulse from TCV is not exactly the time of the
acquisition, but rather (near) the time the camera starts shifting the image into a buffer region
and to understand how the TTL pulse train precisely correlates to the camera exposures, we
have to highlight the timing scheme of the camera. When the camera receives the triggering
pulse, it first waits for some time (10 µs) after which the image is shifted vertically into the
frame transfer region. As there are roughly 1024 pixels and the voltage application for each
shift is clocked at 1.13 µs per row, there is a frame shift time of roughly 1.16 ms. Important
to note is that during this time, light still enters the CCD and thus falls on unintended places,
leading to smearing, which will be discussed later and correction algorithms for vertical shift
smearing are shown. After the vertical shift has finished, the exposure phase starts for the
next TTL pulse. Assuming a perfect smearing correction and a periodic TTL pulse train with
a period of T , when a TTL pulse arrives at t, the acquisition corresponds to the light sampled
from t− T + twait + tshift to t+ twait. Using the suggested values above, this becomes t− T+
1.33 ms + 10 µs to t+ 10 µs. Generally the periods used are either 10 ms or 5 ms. The latter
corresponds to the fastest speed the camera can handle using the specified clock frequencies
and using 32 tracks over the whole CCD. That means, for instance that for a TTL pulse at
t with T =5 ms, the emission is sampled between t− 3.66 ms and t + 0.01 ms. The effective
exposure time is thus less than the 5 millisecond period between two TTL pulses, but instead
is 3.67 ms.
In order to drive the acquisition frequency as high as possible, it is beneficial to choose the
fastest vertical and horizontal clock frequencies. That, however, also has disadvantages such
as enhanced noise. Another difficulty is that once the clock frequencies are driven higher for
shifting the electrons across the sensor, some pixels (e.g. potential wells) may start ’leaking’,
leading to a trail of electrons smeared over the sensor and resulting in a loss of signal integrity.
To combat this, it is possible to overclock the sensor in such a way that the voltages applied
are amplified, making the potential well less prone to leakage. Although this improves sensor
stability when using the highest vertical shift speeds (figure 5.9a), the sensor still remains
sensitive to transients. This is shown in figure 5.9b, where the sum of the integrated spectra
for a single ROI is shown using a flashing LED (10 Hz) illumination source. For the first
thousand frames, the stability is reasonable, but afterwards the signal starts drifting. That
drifting is not present when a time-stabilised light source is used (figure 5.9b). As such, we use
the second highest vertical shift speed together with the highest horizontal clock frequency;
instead of the fastest settings, to ensure measurement integrity.
The cameras have various settings such as pre-amp gain, EM gain, horizontal shift speed
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Figure 5.9: Integrated counts (not background corrected) for a single ROI as function of
acquisition frame at 200 Hz acquisition for two different camera timing settings: fastest
vertical shift with voltage overclock (’VSS 0 VSA 3’) and second-fastest vertical shift without
voltage overclock (’VSS 1 VSA 0’) a) Time-stabilised source. b) LED flashing at 10 Hz.
and vertical shift speed. The sensor’s sensitivity is a function of these settings; e.g. if either
of these settings is changed a different calibration must be applied. The camera is therefore
calibrated for a subset of these parameters, while the other parameters are held constant. This
calibration is a relative calibration and is performed by using a time-stabilised source in front
of the spectrometer. The calibration factor is then specified relative to the base calibration (0
EM gain and the parameters from table 5.1). When the absolute calibration is performed,
these relative calibration factors are used to translate the absolute calibration to the base
calibration camera setting. When an experiment is performed, the absolute calibration is used
together with the relative calibration factor. The EM gain is also calibrated by scanning the
EM gain and varying the exposure accordingly such that one would obtain the same counts
always if the EM gain was perfectly linear. As shown in figure 5.10, this is not the case and
some deviation (especially at low EM gains) between the expected linear EM gain and the
measured EM gain occurs; which is accounted for in the calibration.
Furthermore, when using an EM gain it takes time (and acquisitions) to stabilise the EM
gain registry. The time this takes has been measured to be ∼ 30 s and speeds up to < 10 s
after multiple acquisitions have been taken. As such, the system is programmed that some
time before a discharge (e.g. in the TCV ’PrepShot’ phase, which takes place 3 min to 4 min
before the discharge) the required EM gain is set and a range of acquisitions (20, each with an
exposure time of 1 s and a waiting time of 1 s, combined with shutter opening/closing) takes
place. This is to ensure that the sensor is fully stabilised when the discharge happens. The
acquisition is also programmed to occur between −1 s to 3 s with respect to the TCV start
time (the plasma break-down phase starts at 0 s).
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Figure 5.10: Measured EM gain calibration for Pre-Amp gain 0, 1 (1 is the default value and
the highest, 0 can be used for highly sensitive studies requiring maximum dynamic range);
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Figure 5.11: Measured signal on all ROIs when a range of ROI is illuminated for a series of
exposure times ([texp = 5 ms to 20 ms]) and vertical shift speeds (tV SS = 1.1 ms to 4.3 ms per
row). The predicted smearing roughly scales as tV SStexp , giving rise to the horizontal dotted
lines. The lit ROIs (and partially lit ROIs) are shaded. Note that this measurement was done
without fibres and thus the tracks have been set-up equidistant in 20 segments.
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5.4 Camera smearing and post-shot corrections
After spectra for a discharge have been acquired, the measured counts are corrected for the
background noise by looking at the signal measured before and after the discharge. Afterwards,
the signal is corrected for camera smearing and an absolute calibration is applied. The absolute
calibration uses the estimated exposure time discussed previously as opposed to the period in
between two TTL triggering pulses (which can deviate up to 36 % at 5 ms periods).
As explained previously, camera smearing occurs due to the fact that photons will still
fall on the sensor during the vertical shift phase of the acquisition. That means that photons
corresponding to a certain ROI will receive photons corresponding to other ROIs during this
phase. First we will discuss the influence of this on the spectra. As discussed earlier, there
is a curvature of the slit’s image of a spectral line (figure 5.3. Then if the image is shifted
into the frame transfer region, the tracks corresponding to the edges will get additional signal
due to smearing corresponding to the location of the central ROIs while centre ROIs will get
additional signal due to smearing from edge channels. In other words, due to the curvature of
the slit, smearing can influence the shape of the observed instrumental function. Although
the magnitude of the smearing is generally insufficient to distort the measured intensity of a
line, considering that the instrumental width is often wider than Stark/Doppler broadening
components, they can influence the line shape significantly to influence the spectral fitting
investigations (chapter 6). Furthermore, during detached (e.g. recombinative) conditions,
particular the edge chords corresponding to close to the strike points will become bright due
to recombinative emission. That means that when central ROIs are shifted through these
edge regions, they can receive a significant amount of smearing.
Assuming that the emission is quasi-static with respect to the inter-exposure times, the
measured (smeared) signal can be related to the unsmeared signal using a matrix equation,
by building on previous techniques by [186, 187, 188] as shown below. First, it is assumed
that the emission is quasi-static along two acquisition frames, which is required as part of
the smeared contribution can arise from the shift of the previous acquisition. The measured
emission for a certain ROI is the actual emission of that ROI during the exposure plus the
emission obtained from other ROIs during the shifting phase. For a constant light fluence Fi
per second at a certain row (corresponding to track i), the actual emission of track i is Fi
times the exposure time (texp) times the number of rows of i (Ni): Fi× texp×Ni. The emission
falling on that track during the vertical shifting originating from a different ROI j (smearing)
is Fj times the time it takes for the other ROI to shift over the monitored ROI, which we
approximate as the number of rows comprising the ROI (Nj) times the vertical shift speed per
row tV SS : Fj ×NjtV SS . The signal of an ROI is thus: Si = Fi× texp×Ni +
∑
j,j 6=i FjNjtV SS .
The real signal we are interested in is Ri = Fi × texp ×Ni. Thus, Si = Ri +
∑
j,j 6=iRj
NjtV SS
texp
.
That can be written as a matrix equation, shown in equation 5.1.

S1
S2
...
Sn
 =

1 N2tV SStexp · · ·
NntV SS
texp
N1tV SS
texp
1 · · · NntV SStexp
...
...
. . .
...
N1tV SS
texp
N2tV SS
texp
· · · 1
×

R1
R2
...
Rn
 (5.1)
This matrix (for simplicity we express equation 5.1 as S = C×R, where C is the correction
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matrix) can be used as a ’simplified’ smearing correction model, where R is solved from
S = C×R by inverting the correction matrix C (see equation 5.1). The correction matrix C is
a square matrix with number of ROI by number of ROI elements. For each wavelength point
and for each time point, there is a single vector of number of ROI elements x 1 data, which
represents S. From this data, R can be determined straightforward in Matlab by looping
this procedure for every wavelength point and for every time point. More advanced smearing
correction algorithms which account for some time dependency are shown in appendix A.1
are more along the lines of [189] and represent original work.
When considering equation 5.1, the off-diagonal smearing elements increase with the
ratio of shifting time to exposure time tV SStexp . This means that smearing will become a larger
problem when the exposure time is at its shortest (so in practice, at 200 Hz operation). That
is understandable, as one would expect a larger fraction of the measured signal to be picked-up
during the shift phase if the shift phase is relatively long compared to the exposure phase.
Note that the effect is actually worse than linear with the period (T ) as texp ≈ T −1024× tV SS
An illustration of this basic smearing correction algorithm is shown in figure 5.11, where only
a few fibres were illuminated by a time-stabilised source by putting a mask in front of the fibre
ferrule on the collection-optics side of the assembly. At the fastest acquisition frequencies, a
smearing trail can be seen below the lit regions. More than 80 % of that smearing disappeared
when using the correction algorithm as shown in figure 5.11, where the predicted smearing
level through equation 5.1 is shown.
The basic smearing correction can be improved, using the techniques illustrated in appendix
A.1. Using those techniques is however, not straightforward in practice. They can however be
partially included through a relatively simple change which accounts for the fact that there
can be a difference in emission between neighbouring two frames (e.g. not for a difference
in emission during a single acquisition). This technique (equation 5.2) yields similar results
to the advanced smearing correction algorithms, if no strong transients (like ELMs) arise.
Essentially, one needs to account for changes in the signal of a particular pixel between the
time for which the correction is applied t0 and the previous acquisition t−1, which can be
approximated by using the ratio of the signals of both times. In the approach below, this
is approximated by using the ratio of both measured (e.g. uncorrected) signals. Therefore,
this approach is not entirely self-consistent, but provides fair results if one assumes that the
smearing component does not change rapidly as function of time.

S1
S2
...
Sn
 =

1 N2tV SStexp · · ·
NntV SS
texp
S1(t−1)
S1(t0)
× N1tV SStexp 1 · · ·
NntV SS
texp
...
...
. . .
...
S1(t−1)
S1(t0)
× N1tV SStexp
S2(t−1)
S2(t0)
× N2tV SStexp · · · 1
×

R1
R2
...
Rn
 (5.2)
An example of smearing correction is shown for a detached density ramp discharge where
the Balmer line intensity strongly increases as function of time (figure 5.12). In the appendix,
an additional example is shown for a detached N2 seeded discharge (section A.1.1, figure A.1)
where the N impurity lines strongly increase when nitrogen is introduced. For all of these
discharges, the fastest acquisition rate of 200 Hz was used, smearing is expected to be the
strongest. For each case, three different smearing algorithms are used: the basic smearing
algorithm highlighted above, the advanced smearing algorithm (section A.1) while using either
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the Dα intensity measured by photodiodes as a time-dependent intensity indicator (I(t)) or
by using an interpolation of the spectra as function of time to provide I(t) where low signal
levels are omitted to avoid taking erroneous quick relative changes into account which occurs
when noise is monitored. All corrections are done point-wise separately for every ROI and for
every pixel position.
First it is important to note the following: 1) the Balmer line intensity (6→ 2) increases
rapidly as function of time as the recombinative emission (6→ 2) in this discharge (#52065
see [1]) increases; 2) the Balmer line emission (6→ 2) is stronger near the target than further
up the divertor leg, creating an asymmetry across the sensor in the emission. Both points are
shown in figure 5.12 a & b.
Four different spectra are shown in figure 5.12, highlighting the (6→ 2) deuterium Balmer
line for four different lines of sight (LoS) as shown in figure 5.12 a. From the spectra it is clear
that the raw measurement of 6→ 2 emission at line of sight 1 is fully made up of smearing
(figure 5.12 c). All smearing algorithms indicate this and successfully remove the emission.
Indeed, during the experiment, this fibre is kept dark as for this particular discharge its line
of sight is vignetted at the tokamak’s port.
The smearing is shown to be much smaller for the fibres corresponding to the brightest
region (LoS 3) and the central region (LoS 20). As can be seen, the location of the smearing
is indeed different as the location of the peak of the spectral line, which is as expected due
to slit’s curvature. That means that smearing, even in such cases where it is fairly low, can
significantly influence the Balmer spectral line shape.
The relative influence of smearing strongly increases near the ’near x-point’ region of
the sensor (e.g. LoS 28-32), likely as the signal was brighter near the strike point region.
One other point which plays a role in that is the sensitivity of the diagnostic. Although the
measured intensity between LoS 20 and 30 is similar after calibration, the sensitivity of the
diagnostic decreases near the edge and thus the same brightness corresponds to fewer counts
near the edge. That is the case as, for the discharge run shown, vignetting is particularly
strong as an aperture was placed in front of the collection optics to limit throughput to avoid
saturation.
The deviation between the different smearing correction algorithms shown is small and is
likely within the error of the smearing correction. This means the temporal change for this
case is sufficiently slow to warrant the basic smearing correction. By inspecting the various
smearing correction matrices manually, the advanced smearing correction shows an increase
of up to 10% for the elements upper of the diagonal with respect to lower than the diagonal
(which is also the difference between the advanced and simple smearing correction algorithm
in this case). Those upper elements correspond to the case where lower ROI numbers shift
into upper ROI numbers, whereas the lower elements correspond to the case where a new
image is shifted, e.g. thus corresponding to the previous TTL pulse where the signal was
lower. This change is thus not due to a change in the signal during a single acquisition, but
due to the difference in the previous acquisition to the acquisition analysed: e.g. the difference
between the green phase and blue phase in figure 5.12 b.
From the examples it is clear that smearing correction algorithms can be successful
for removing a significant portion of the smeared signal. However, they rely on various
assumptions and are not perfect. Especially cases where high S/N levels are achieved and
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Figure 5.12: Overview of smearing correction on a measured 6 → 2 Balmer line at 200 Hz
acquisition frequency (# 52065). a) Profile of 6 → 2 intensity as function of ROI at t =
1.25 s together with highlights of the ROI of which the spectra are shown. b) Profile of 6→ 2
intensity for LoS 3 (near target —brightest) as function of time, together with windows
corresponding to the different acquisition phases. c-g) Spectra of 6 → 2 both measured
(non-smearing correction) and smearing corrected for five different lines of sight. Also the
deviation between the spectra and the smearing-corrected spectra (plusses) is shown, which
indicates the amount of smearing contributing to the measured signal.
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where the spectrum is relatively constant as function of time and across the sensor, the
agreement between the different smearing techniques is adequate, providing some assurance
of the smearing correction. In other cases, however, the differences between the algorithms
can be up to 20 % of the smear prediction; which is a measure of uncertainty of the smearing
correction algorithms. The smearing correction investigation has also shown that the edge
chords are often not reliable. The reason this likely occurs is that the fibre array is slightly
larger than the sensor and thus the edge chords are often only partially caught on the sensor.
Their ROI width is thus smaller than for the other ROIs, making them more prone to smearing.
Therefore, they are not used for quantitative investigations. The smearing correction for cases
with strongly deviating signals (such as impurity seeding ramps and density ramps) —both
in time and across the sensor —induces more errors and thus operation at 100 Hz or less
is advised to reduce smearing. When applying the various smearing correction algorithms
to ELMy discharges (not shown), they strongly deviate and show that smearing has a very
strong influence on the spectra. That means that the DSS data quality during ELMy (type 1)
H-mode operation with relatively fast ELM frequencies (> 100 Hz) is questionable and does
not enable a quantitative analysis unless hardware changes to allow for faster operation are
applied.
5.5 Spectrometer absolute intensity calibration
The absolute intensity calibration is carried out by illuminating the DSS collection op-
tics, by taking them off the tokamak, with a time-stabilised pre-calibrated incandescent
(halogen-tungsten) lamp illuminated through an integrating sphere. Using the pre-calibration
curve (which provides the radiated emission in terms of W sr−1 m−2 nm−1) together with
a wavelength calibration (which provides the spectral range over each pixel), the incident
ph sr−1 m−2 s−1 pix−1 can be determined through a unit conversion and integrating the refer-
ence spectra over the wavelength range of each pixel. By relating this to the number of counts
per second (applying the camera calibrations as discussed previously) for a particular pixel, a
calibration factor can be determined which relates the number of counts per second measured
for a particular pixel (and thus wavelength) to the brightness in terms of ph sr−1 m−2 s−1 pix−1.
This is done separately for every ROI, every pixel and for every grating angle used in the
experiments. The absolute intensity calibration is performed by using identical ROI tracks
and camera settings as in the experiment.
The process above does not account for the transmission of the vacuum window and
vignetting at the vacuum window is assumed to be negligible. That assumption is indeed
supported by the mechanical design, except for the first edge chord. The vacuum window
has been taken off the tokamak and its transmission has been measured by using the same
technique as highlighted above both with and without vacuum window. The measured
transmission in the usable range of the DSS has been measured to be smooth as function of
wavelength and above 90 %. For simplicity, a 90 % transmission of the vacuum window is
assumed in the calibration and presented data. The uncertainties induced due to this are
negligible due to other uncertainties in the absolute calibration.
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5.5.1 Stray light and the absolute intensity calibration
Although the calibration sequence is fairly straightforward as spectrometers are routinely
calibrated, one challenge is that stray light can influence the measured signal during the
calibration in the near-UV regime. The issue is that incandescent light sources, such as
halogen lamps, emit a light spectrum similar to that of a black body radiator with respective
colour temperatures of 2400 K to 3200 K. That means that most of the lamp’s emission
(spectrally) will be in the infrared or near infrared, while the emission will be much weaker in
the near-UV regime. Although the influence of stray light for calibrating divertor spectroscopy
systems in the near-UV regime is not treated in literature; the challenge of stray light
in calibrating the near-UV regime in spectrometers has been considered critical in other
spectroscopic applications, such as calibrating LED lights [190, 191, 192] and performing
absorption measurements. Stray light can originate from various sources in a spectrometer,
such as due to ghosts from a non-ideal grating and reflections/scatter from the walls of the
spectrometer internally. These reflections can be particularly strong when the acceptance
angle of the spectrometer is not well-matched. As explained, this was the case previously
where the NA 0.22 fibres overfilled the Isoplane spectrometer by roughly 75 % (e.g. etendue
scales with the acceptance angle squared).
There are several ways of characterising stray light. One technique uses spectral lines
measured by using a spectral source, such as a laser or a spectral lamp [193, 190, 194, 195].
When high S/N measurements are performed, it can be seen that the signal between the
spectral lines does not go to zero exactly, but remains at some level, as shown in figure
5.13 where the spectrum is normalised using the integral of one spectral line. Here the
measured difference is shown between using NA 0.22 and NA 0.10 fibres, indeed showing a
great reduction (roughly a factor three) in the signal between the spectral lines, indicative of
a reduction of stray light.
As a side-note, stray light also alters the instrumental function and depends on the details
of how the system is illuminated. To highlight this, the system is illuminated by a spectral
Pen-Ray lamp either directly (e.g. a single angle) or through an integrating sphere which
fills-up the entire cone of the acceptance angle of the fibres (Lambertian surface). If some
information about these angles is conserved until the end of the slit is reached, the illumination
from the fibres into the spectrometer would be at a wider distribution of angles and would
thus likely lead to more stray light. This is indeed observed in figure 5.14.
To illustrate the influence of stray light during absolute calibration measurements in the
near-UV range, one has to make an assumption of how the spectrometer influences the input
spectrum during the measurement, also sometimes referred to as a point spread function of
the spectrometer [190, 194, 195, 193]. For this we will assume that stray light is spectrally
flat: meaning that if only light of one single wavelength is fed to the system, one will observe a
thin peak at that wavelength while observing some fraction of its integral outside of that peak.
It should be noted that this is just done for illustration purposes and does not represent an
accurate model for stray light: stray light has a certain spectral shape and to fully account for
it, ideally a scannable laser or a series of notch filters are used to track stray light as function
of wavelength for a given grating angle [190, 194, 195, 193] —which is done in literature for
advanced stray light characterisation.
Using a known spectra and using the point spread function, the spectra which would be
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Figure 5.13: Measured spectra of a Xe spectral lamp (the input optics are illuminated through
using an integrating sphere) using the horizontal spectrometer with a 1800 l/mm grating
centred at 465 nm central wavelength (spectral coverage: 456 nm to 474 nm), shown both
with the older (NA 0.22) fibres and the newer (NA 0.10) fibres.
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Figure 5.14: Spectra shown using a Xe lamp in the 465 nm region (central wavelength) with a
1800 l/mm grating where either the collection optics are illuminated directly by the spectral
Pen-Ray lamp or illuminated through using an integrating sphere. a) Full spectra normalised
such that an integral over the brightest spectral line would yield 1. b) Zoom-in on brightest
spectral line.
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measured by the system can be modelled through a convolution. That result is shown in
figure 5.15 where the spectra of pre-calibrated incandescent light sources are used to highlight
how they are influenced by stray light.
The first calibration source used in this work was a source with a lower colour temperature
(2400 K). As shown in figure 5.15 a, a strong deviation between the model with/without stray
light using this lamp curve occurs at low wavelengths. Significant deviations already start
to occur at 500 nm, while at 400 nm most of the signal measured would be due to stray
light. Note however, that the used stray light assumption (10−4) does not correspond to the
stray light of the Isoplane spectrometer and here serves as an illustration (e.g. the Isoplane
spectrometer specifications highlight a stray light rejection better than 10−5). Stray light leads
to an overestimation of the signal in the near-UV, which leads to an overestimation of the
efficiency of the diagnostic and thus an underestimation of the actual measured brightnesses.
Also, when taking into account how the deviation between the two spectra varies as function
of wavelength (figure 5.15 b), it is clear that the deviation in the spectra can be sufficiently
significant to alter determined line ratios of lines 40 nm apart by more than 20 %.
Later, a source was used with a higher colour temperature (3100 K). With a higher colour
temperature, there is less deviation in the spectra between the near-UV regime and the upper
visible (600-700 nm). Due to that, the influence of stray light on the calibration is reduced.
An additional technique used for reducing the influence of stray light is to use optical
filters in combination to the calibration sources. In that way, the emission outside of the
band monitored which leads to stray light, can be prevented from entering the system. As
shown, applying a short pass filter which transmits only below 434 nm greatly reduces the
amount of stray light present in the near-UV during absolute intensity calibrations. The
signal with stray light is actually lower than the signal without stray light, indicating that
when using this filter, a portion of the near-UV emission will end up at higher wavelengths as
stray light, and as the shown spectra is normalised, the spectra would appear slightly less
bright in the near-UV. It should be noted that this does not invalidate the calibration: during
the experiment also some fraction of the emission corresponding to a spectral line will be
’moved’ to other spectral regions in the form of stray light.
One disadvantage of this, however, is that it requires a calibrated filter. Assuming a filter
calibration curve is present, there are often small oscillations (5-10 %) in the transmission of
the filter as function of wavelength when using a short-pass filter. In the DSS, the way filters
can be placed in the system is by attaching them to the lens. If then the lens is illuminated
using an integrating sphere, the emission goes through the filter at a whole range of angles.
Depending on this angle, the path length the light makes in the filter changes and as a result,
the filter curve with its oscillations shifts. Using a short-pass filter in the absolute calibration
thus not only increases the uncertainty in the calibration by the uncertainty in the filter
calibration (5 %), but also by the amplitude of the oscillation in the transmission, as the way
the light enters the filter during the calibration is not representative of how the light enters
the system during the experiment.
In order to further reduce and characterise stray light we have made an analysis technique
and stray light correction algorithm (appendix A.2). The easiest way to detect stray light is
to check if light is observed in regions where no light is expected (for instance through a notch
filter). That, however, is actually done intrinsically by imaging spectrometers with fibres. The
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Figure 5.15: Illustration of the influence of stray light (1× 10−4 stray light (with respect to
intensity) is assumed) on an absolute intensity calibration. a) Pre-calibrated lamp spectra
(intensity on a log scale) where the influence of stray light has been modelled. The different
lamp curves have been normalised with respect to their integral. b) Relative difference in the
spectra due to stray light ((Stray light spectra —lamp spectra) / stray light spectra).
fibres provide a pattern of emission and region where no emission should occur between the
fibres (e.g. fibre cladding), which is also used in [196] for stray light correction. The stray
light correction algorithm shown in appendix A.2, developed as part of this thesis, aims at
measuring the spectra using both tracked settings and the full-frame in order to extract the
signal levels in between the fibres. These are compared between the signal levels corresponding
to the fibres for a case where no stray light is expected and for the case investigated. If these
values increase, this is evidence for the appearance of stray light and the amount by which
they increase give an indication of the amount of stray light.
An absolute intensity calibration has been performed on a lower colour (2800 K as opposed
to 3100 K) temperature lamp for illustration purposes without using the short-pass filter
and with using the older fibres in figure 5.16; which all results in higher stray light levels.
The stray light corrected calibration curve is indeed significantly closer to the one obtained
by using a short-pass filter with respect to the uncorrected signal, which has a considerably
higher (up to 2.5 times) estimated ’efficiency’, meaning that the eventual calibrated signal
will underestimate the brightness significantly if no calibrations or short-pass filter is used
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with this particular light source at such low wavelengths. However, the stray light correction
algorithm does not remove all stray light as shown and still a deviation between the estimated
efficiency through using a short pass filter and by using the correction algorithm of generally
less than 25 % (but can rise up until 35 %).
360 370
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5 10
-11
380 360 370 380 360 370 380
Wavelength (nm)
No correction
Correction
Shortpass lter 
(<424 nm)
“E

ci
en
cy
” a
bs
ol
ut
e 
ca
lib
ra
tio
n
(c
ou
nt
s 
s-1
 p
ix
-1
 c
or
re
sp
on
di
ng
 to
 p
h 
m
2  s
r-1
 s
-1
 p
ix
-1
)
Ca
lib
ra
te
d 
si
gn
al
 =
 m
ea
su
re
d 
si
gn
al
 / 
ca
lib
ra
tio
n 
fa
ct
or
a) b) c)LoS 3 LoS 16 LoS 30
Figure 5.16: Absolute calibration curves showing the absolute calibration factors (e.g. calib-
rated signal = measured signal (counts / s) / calibration factor) as function of wavelength
(corresponding to a single acquisition of central wavelength 369 nm —lowest calibrated
wavelength) shown for three ROIs using the signal uncorrected for stray light, the stray light
corrected signal and using a 424 nm short-pass filter (while taking that filter curve into account
in the absolute calibration.).
By using different interpolation techniques and different smoothing parameters in the
advanced stray light correction algorithm (appendix A.2), up to 10 to 20 % deviation in the
obtained signals can occur. This indicates that this smearing correction itself can add up to
20 % uncertainty to the calibration. Every absolute calibration is set-up such that both the
tracked and full-frame measurements are available and the contribution of stray light to the
calibration is predicted. If this contribution is smaller than 20 %, stray light correction will
not be applied, otherwise it will. In practice, when using the short-pass filter in combination
with the higher colour temperature (3100 K) incandescent source stray light correction is only
applied at 380 nm and below.
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5.6 Spectrometer instrumental function characterisation and
calibration
When performing fits for obtaining information on the measured line broadening where the
measured line broadening is small or comparable to the instrumental function’s broadening,
it is crucial that the instrumental function’s line shape is carefully monitored as function of
grating used, grating angle used and ROI. The recorded instrumental function’s line shapes
then provide an estimate of the instrumental function’s shape, which can be accounted for
when performing line fits. In addition to just recording these line shapes, it is also of crucial
importance that the uncertainty of this recording is quantified such that the uncertainty of
the line fits can be eventually assessed.
The instrumental function shape is obtained by using a spectral lamp as a light source,
which has a negligible continuum. The spectral lamps used are Mercury, Mercury-Cadmium,
Xenon and Neon. Using a mix of these spectral lamps provides a good coverage of spectral
lines in the visible (365 nm to 700 nm). The operational conditions in such lamps are such
that most line broadening mechanisms in such lamps are negligible (Doppler broadening (low
ion temperature), pressure broadening by neutral particles, Stark broadening (low electron
density; low pressure) and that a negligible amount of line splitting is present (no external
magnetic field) —see chapter 6 for more information about broadening mechanisms. When
all of these are negligible, the emitted spectral lines can be considered to be peaks provided
by delta functions. The observed spectral lines by the spectrometer from such sources provide
the instrumental broadening, in that case. From hereon dubbed the instrumental function.
To account for the instrumental function’s shape, first it is convenient to have a model
for the shape. As mentioned previously, the spectrometer provides lineshapes which are
Lorentzian rather than Gaussian. As coma aberrations are present, these aberrations can
lead to asymmetrical line shapes. An example of the measured lineshape is shown in figure
5.17. Such an asymmetrical line shape can be characterised roughly through fitting it with an
asymmetric Lorentzian, expressed in equation 5.3. In this equation, x0 is the peak position, a
denotes the width and b, c denotes the fall-off of the Lorentzian on the left or right side of
the peak. By setting a large difference between b and c, an asymmetric lineshape is obtained.
Although this function can often correctly parametrise the measured instrumental function,
care must be taken as its results are often not unique when fitting noisy experimental profiles.
The reason for this is that a different width a can often be compensated by a change in the
fall-off strength, b, c.
L(x) =

( 1
1+4(
x−x0
a
)2
)b if x ≥ x0
( 1
1+4(
x−x0
a
)2
)c if x ≤ x0
(5.3)
At first, the instrumental functions were fitted using an asymmetric Lorentzian and that
fit was subsequently used as the instrumental function characterisation in the line broadening
(Stark broadening —chapter 6) fits. However, more accurate Stark broadening results (reduced
noise at low densities (and thus low Stark broadening)) were obtained using the measured
instrumental function instead. Thus, the measured instrumental functions are recorded as
function of ROI, used grating and used grating angle.
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To record the measured instrumental functions, first the instrumental function’s centres
(or more specifically peak position) are determined by fitting the instrumental function with
an asymmetric Lorentzian, provided by equation 5.3. The peak location returned by the fit
is taken as the line’s peak. The instrumental function is spline interpolated and split in a
right-hand side and a left-hand side. Both sides are interrogated on an integer pixel mesh.
That methodology is used in order to limit the influence of the pixels having finite sizes on
the instrumental function (e.g. one could imagine that the recorded shape is slightly altered
when an instrumental function is shifted over the space of one pixel due to discretisation).
The obtained line shapes are post-processed such that a background (if present) is removed by
making sure that the pixel with the lowest counts is set to zero and the instrumental function
is normalised such that its integral equals one.
The obtained instrumentals (left- and right-hand side) are then recorded as function of
ROI, grating used and grating angle. It is made sure that this characterisation is present
for every single combination of grating and its angle used in the experiment. Important to
note is that this means that the measured instrumental function can thus be at a different
horizontal (spectral) position of the CCD than the observed spectral line in the plasma
experiment. For simplicity, it is assumed that the instrumental function, for a given grating
angle, does not change in the spectral direction of the CCD. That assumption has been
investigated using a Xenon lamp at 465 nm central wavelength, where four different spectral
lines (and thus instrumental functions) are measured at four different locations in the spectral
direction. Alternatively, one could assume that the instrumental function depends more on
the wavelength of the spectral line used to measure the instrumental function rather than
the grating angle. That scenario was also investigated by scanning the spectrometer around
a certain grating angle such that a given spectral line shifts horizontally along the spectral
direction of the CCD as the grating angle is changed. The result is shown in figure 5.17, where
it is evident that the instrumental function changes are small for either of the two cases.
As such, we will assume that the measured instrumental function at the same grating angle
is the appropriate one, although the spectral line monitored during the experiment can be at
a different horizontal location than the recorded spectral line during the instrumental function
calibration. This method enables a simpler and faster instrumental function calibration.
The deviation in the instrumental function when multiple spectral lines are simultaneously
measured for a given grating angle are used to estimate the uncertainty in the instrumental
function characterisation. As it is unknown how precisely the light from the tokamak enters the
input optics, the instrumental function is recorded both without and with using an integrating
sphere to test the influence of the illumination on the spectral shape (e.g. figure 5.14, which
is accounted for in the uncertainty of the instrumental function.
5.6.1 Assessing the uncertainty in the instrumental function
As described previously, one can indeed use the distribution of the various instrumental
functions obtained at different wavelengths for a fixed grating and grating angle as an
indicator for the uncertainty of the instrumental function. The difficulty of this is that this
provides a finite set of instrumental functions, for instance four, giving only a rough indication
of the uncertainty. Below we describe a technique which enables us to use these multiple
instrumental functions to create a large set of possible instrumentals, given the uncertainties,
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Figure 5.17: Examples of extracted instrumental functions for the horizontal DSS system
using a 1800 l/mm grating around the 460 nm to 470 nm wavelength region. a-c) Different
instrumental functions (different colours) shown for three different lines of sight corresponding
to a 467.81 nm line from a mercury-cadmium spectral lamp, positioned between horizontal
(wavelength direction) pixel number 100 and 700. d-f) Different instrumental functions
(different colours) shown for three different lines of sight (16 —centre; 4 edge; 27 edge),
corresponding to 458.28, 462.43, 467.12, 469.7, 473.42 nm spectral lines obtained from a Xe
spectral lamp obtained during a single acquisition (single grating angle), with and without
integrating sphere. Note that the situation shown in a-c is from a different calibration run
than the one shown in d-f.
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Figure 5.18: 2D PDF of the Bayesian fit (of instrumentals measured using a 1800 l/mm
grating, 465 nm central wavelength and using a Xe lamp) of the a, c using equation 5.3 (the
result is marginalised along the b direction), shown for two different errors. Each colour
map shows the results of three separate PDFs (corresponding to three separate instrumental
functions obtained during a single acquisition of the Xe lamp at different wavelengths) using
red, green, blue colours. When all instrumentals overlap, a grey map would be obtained.
When none of the instrumentals overlap, separate red, green, blue maps are obtained.
which can be generated in a Monte-Carlo fashion. The benefit of that technique is that instead
of having for instance four separate outcomes, a smooth distribution of outcomes is generated,
resulting in a probability density function. Due to that, it can also be combined with Bayesian
analysis techniques, which require such a smooth evolution as otherwise strongly non-unimodal
results would be obtained.
In order to generate a smooth sample of possible instrumentals, first the instrumental
functions would need to be semi-characterised. For this we use the asymmetric Lorentzian
function introduced previously. To provide a smooth outcome, we provide a Bayesian fit of
the instrumental functions using an asymmetric Lorentzian. This is done by performing a
parameter scan for all the unknowns in equation 5.3 the width a and the fall-off parameters
b, c (x0 is not a free parameter as, due to the way the instrumental functions are specified, this
is already set to zero). For each set of parameters, the residuals between the obtained function
and the instrumental function are obtained. A certain error margin is ascribed to the measured
instrumental function, meaning that the obtained residuals can be transformed to a probability
(at each point of the instrumental function). All of these probabilities are multiplied, yielding
a final (relative) probability for the parameter set a, b, c, yielding a probability density function
(PDF). The PDF obtained for the various instrumentals of a set (which were assumed to
be identical) are summed, to create one final PDF. Imagine the uncertainty specified for
the instrumental function is very small, then the resulting PDFs would be narrow as only a
specific set of fit parameters is most likely. When adding such narrow PDFs, the resulting
PDF would be non-unimodal, which implies that multiple outcomes are feasible (as multiple
instrumental functions where used for the analysis) but a solution between them is unlikely.
That, however, is not true as a limited number of instrumentals has been used in the analysis
(for instance four-eight). Therefore, the error of the instrumental function is tuned manually
such that the various PDFs obtained responding to the various instrumental functions merge
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together, leading to a single unimodal PDF (as expected). This is illustrated for two different
error values in the 2D PDFs shown in figure 5.18.
Figure 5.19: Extracted (median of distribution obtained through a Xe lamp) and a) simulated
asymmetric Lorentzians obtained from the Bayesian asymmetric Lorentzian fit using the
described Monte Carlo algorithm, b) simulated instrumental functions obtained by point-wise
shifting the instrumental functions such that the median of the distribution of instrumental
functions aligns with the input instrumental function. The data has been taken from the
edge of the CCD (LoS 2) using a 1800 l/mm grating at 404 nm central wavelength, which
deviates more strongly from the asymmetric Lorentzian fit than central chords, using a
Mercury-Cadmium spectral lamp. Of the Monte Carlo generated instrumentals, 100 different
instrumental functions are shown.
After this Bayesian fit of all the instrumental functions is completed, rejection sampling
is used to generate a certain N number of different instrumental functions, which all are
modelled through equation 5.3. The issue with those instrumental functions is, however, that
the measured instrumental functions do not exactly fit an asymmetric Lorentzian. Especially
near the edges of the sensor deviations between an asymmetric Lorentzian and the measured
instrumental functions can occur. Therefore, at each point of the instrumental, the median of
the obtained Monte-Carlo set of instrumentals is computed. The resulting Monte-Carlo set
of instrumentals is then point-by-point shifted such that its point-wise median agrees with
the median of the measured instrumentals. Afterwards, everything is re-normalised. This
means that, for instance, if there is a ’bump’ at the instrumental function, that bump would
still be present in the Monte-Carlo set of instrumentals as the median of the Monte-Carlo
set corresponds to the measured instrumental function. However, the variances between the
different Monte-Carlo iterations of the simulated instrumentals is set by the Bayesian fit of
the various instrumental functions. An illustration of this procedure is shown in figure 5.19.
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The results of the full process are shown in figure 5.20, where the simulated instrumentals
are compared with the input distribution of instrumentals and with the median obtained from
the input distribution of instrumentals around which the simulated instrumentals are centred.
Figure 5.20: Extracted and simulated (100) instrumental functions (normalised with respect
to intensity) using the described Monte Carlo algorithm for three different lines of sight. All
shown correspond to spectral lines at 458.28, 462.43, 467.12, 469.7, 473.42 nm obtained from
a Xe spectral lamp during a single acquisition (1800 l/mm grating), both with/without using
an integrating sphere.
5.7 Spectrometer characterisation
After having discussed some of the more technical aspects of the spectrometer in greater
detail, below we will present a characterisation of the system by presenting its sensitivity,
instrumental function width and instrumental function asymmetry as function of grating,
space and wavelength. The asymmetry in the instrumental function is defined by determining
the deviation between the instrumental functions peak and the location where a left-hand
or right hand-integral of the instrumental yield the same value; e.g. the ’centroid’ of the
instrumental function. This is intended to give a general idea of the system’s parameters
and how they vary, but these values will differ from the vertical/horizontal systems and from
calibration run to calibration run.
The instrumental function characterisation is shown in figure 5.21, indicating a minimum
FWHM of 3.5 pixels (at smaller slit widths, a FWHM of between 3-3.5 pixels is feasible)
at the centre of the CCD (for the 15-20 most central pixels), while for the edge pixels the
instrumental function width increases by roughly a factor 2. As predicted based on the
optimisation angle of the spectrometer for coma correction; that optimal point for the 1800
l/mm grating occurs at lower wavelengths and thus the instrumental function’s width is
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Figure 5.21: Instrumental function characterisation for the 1800 l/mm grating (a,c,e) and the
600 l/mm grating (b,d,f). Colour maps as function of ROI and wavelength are shown for the
width (FWHM in pixels (a,b) and width at 10 % of the maximum intensity (c,d)) and for the
asymmetry in pixels (e,f).
expected to deteriorate with increasing wavelength. That is however the opposite for the 600
l/mm grating: thinner instrumentals are observed around 480 nm than at 380 nm; again in
correspondence to our predictions based on the optimisation point (which for this grating as
at 930 nm). The widening of the instrumental function at the FWHM (e.g. 50 % of maximum
intensity) or at a different point (such as the full width tenth maximum —e.g. width at 10 %
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of maximum intensity) shows the same picture in terms of trends.
While ROI and wavelength is scanned, the behaviour of the asymmetry of the instrumental
function changes. The change in instrumental function asymmetry as function of wavelength
is more ’erratic’ (e.g. ’quicker’) for the edge chords than for the centre chords. Starting at 380
nm for the 1800 l/mm grating, the instrumental function is relatively symmetric (particularly
for the central chords). When going to higher wavelengths, the asymmetry first moves in the
negative direction (e.g. centroid on the lower-wavelength side of the peak) and, close to 600
nm, again becomes positive (e.g. centroid on the higher-wavelength side of the peak). The
behaviour is different for the 600 l/mm grating. First, negative asymmetries are found at lower
wavelengths (with the strongest asymmetry at the edges of the CCD). At higher wavelengths,
the asymmetry becomes first strongly positive (e.g. centroid more towards higher wavelengths
than the peak of the instrumental), ater which it goes towards zero again (symmetric case).
That shift occurs most rapidly for the edge chords leading to an asymmetry range of -0.08 to
+0.3, while the asymmetry remains between 0 and +0.05 for the central chords. The conclusion
is that the asymmetry changes as function of wavelength and ROI, while its sensitivity is
stronger at for edge chords than central chords, where also the instrumental function is more
stably symmetric (in terms of their centroid not changing from 0).
Figure 5.22 highlights the obtained ’efficiency’ (note that the determined correction factors
are usually per pixels; to compare different gratings here the calibration coefficients have
been divided by the wavelength span in nm over a single pixel), which is decreased at low
wavelengths (350-425 nm) and then rises by roughly a factor 3 to 500 nm where it is roughly
constant until 650 nm after which it deteriorates.
The 600 l/mm grating shows a similar behaviour but lower efficiency values. Oscillations
in the efficiency curve for the 600 l/mm grating are obtained at high wavelengths (700 nm),
which is due to the etaloning of the sensor as described previously. There is roughly a 33
% difference between the efficiency obtained in the centre of the CCD than at the edges of
the CCD —which is not precisely symmetric as shown in figure 5.22 b). That asymmetry
however deviates between the different calibration runs as shown in figure 5.22 a). Some
strange artefacts are observed in the calibration maps at 388 nm; which is likely an artefact
due to the stray light correction algorithms and stray light correction filter used in these
regimes. Each curve in figure 5.22 is a separate calibration measurement and having multiple
curves at the same wavelength is due to an overlap in wavelength map when the grating angle
is slightly changed, which is not a 100 % overlap. The reason is that not only the efficiency
depends on the wavelength but also on the CCD horizontal position (not just ROI). At the
edges of the CCD the efficiency is reduced, leading to a sharp roll-over in the efficiency curves
at high wavelengths as shown in figure 5.22 a and in the measurement of figure 5.22 b.
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Figure 5.22: DSS ’efficiency’, where the measured signal (in counts m−2 s−1 sr−1 nm−1) equals
the calibrated signal (in ph m−2 s−1 sr−1 nm−1) times the shown efficiency coefficient (which
is in counts per photon). The calibration coefficient is shown as function of wavelength for
several calibration runs, the 1800 and 600 l/mm gratings and at several ROIs. b) Example
of 2D calibration map obtained during a single acquisition corresponding to three curves
highlighted in a).
5.8 Synthetic diagnostic implementation in SOLPS-ITER
Using the techniques described in section 4.3 a synthetic diagnostic for SOLPS-ITER sim-
ulations of the DSS has been established for deuterium Balmer and carbon impurity lines.
The Balmer line emission and line shape is modelled at every grid cell of the simulation using
Open-ADAS [134, 135] tables together with the simulated hydrogen ion density; hydrogen
neutral density; electron density; electron temperature and ion temperature. Molecular com-
ponents to the Balmer line emission are neglected. The Balmer line shape is modelled using
the experimentally measured instrumental function convolved with a Doppler broadening
component (using the simulated ion temperature) and a Stark line shape [74, 131] (using the
simulated electron densities and temperatures) —see chapter 6. Using the techniques employed
in section 4.3, the viewing cones corresponding to the synthetic DSS line of sight are discretised
as multiple lines of sight whose amplitudes are governed by a Gaussian function with the
full-width-half-maxima corresponding to the spot size’s diameter (distance between the two
chords ≈ 12 mm). Each line of sight is discretised into multiple points. The emissivity spectra
(ph m−3 s−1 pix−1) corresponding to the grid cell in which each point houses is copied to these
points. The synthetic Balmer line spectra is then obtained by integrating along the line of
sight, yielding a brightness spectrum in terms of ph m−2 pix−1. Given an experiment-relevant
value for the S/N level, a noise level is simulated for the synthetic spectrum. An application
of the DSS synthetic diagnostic is shown in section 7.7.
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Chapter 6
Application of Stark broadening
measurements on TCV
Stark broadening density inferences is one of the main analysis techniques of DSS data and is
required to initialise the more in-depth Balmer line analysis to provide
ionisation/recombination estimates. Although Stark broadening is a fairly standard technique,
utilised in various other fusion devices including C-Mod, ASDEX-Upgrade, JT60, W7-AS,
JET and MAST, it is generally employed at fairly high densities (ne > 1× 1020 m−2)
—which are generally not achieved at TCV, complicating Stark broadening analysis on TCV.
The application of Stark broadening on TCV is discussed, where special techniques used are
discussed in order to cope with the lower TCV densities, including a complete
characterisation of the various uncertainties and comparison between different Stark models.
6.1 Stark broadening introduction and fundamentals
Stark broadening is a form of line broadening due to the interaction (collisions) of the emitting
particle with the background plasma (electrons and ions); therefore it is considered a form of
pressure broadening. These interactions lead to a time-dependent interaction of the emitter
with the background plasma, which —from a first order perspective —acts as an interruption
of the emitting particle (e.g. collision), giving rise to a Lorentzian spectral line shape with
increasing width the more frequent the collisions are. These collisions are mainly a function
of electron density and a weak function of temperature; thus analysing Stark broadening can
provide an electron density estimate.
Determining Stark broadening is rather complex due to the long-range Coulomb inter-
action with the many charged particles in the plasma involved. To solve this problem, the
time-dependent Schro¨dinger equation must be solved. Although this can be, under certain
assumptions, achieved through computer simulation techniques [197, 127, 198, 199], it is a
complicated system to solve. Instead, two assumptions are generally made to facilitate obtain-
ing an analytic approximative solution instead: the impact approximation and the quasi-static
approximation. The impact approximation considers only the electric field produced by the
electrons, which varies rapidly as they pass a neutral atom. This interaction can be treated
as a collision, resulting in the Lorentzian line shape [137]. The quasi-static approximation
considers only the electric field produced by the ions, which is assumed to be quasi-static
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and constant at the location of the radiator; e.g. it is considered to be a ’microfield’. This
eventually leads to a modified Lorentzian profile whose wings are to the power 5/2 as opposed
to the power 2 of a standard Lorentzian —leading to a faster decay which is indeed generally
observed in fusion plasmas hydrogen Balmer lines [74, 73]. However, larger discrepancies
between the experimentally observed lineshapes and the analytically predicted line shapes can
occur in the centre of the line shape when using this approximation [200, 74]. For hydrogen,
both the ion and electron collisions must be accounted for and thus a combination of both
approaches is required.
Table 6.1: Overview of Stehle parametrisation
parameters by Lomanowski ([74] and internal
communication) for medium and higher-n hy-
drogen Balmer lines.
n→ 2 Ci ai bi
5 1.310× 10−15 0.6796 0.03
6 3.954× 10−16 0.7149 0.028
7 6.258× 10−16 0.712 0.029
8 7.378× 10−16 0.7159 0.032
9 8.947× 10−16 0.7177 0.033
10 1.239× 10−15 0.7158 0.032
11 1.632× 10−15 0.7146 0.028
12 6.459× 10−16 0.7388 0.026
13 9.012× 10−16 0.7356 0.02
There are several techniques which can
combine both of these approaches. One of
them, which is often used in fusion research, is
the Model Microfield Method (MMM). This
focusses on the quasi-static approximation,
where Stark splitting is considered, and ap-
plies collisional broadening due to electron-
neutral interactions to each individual Stark
split [137, 73, 201], resulting in an analytic
solution to the Schro¨dinger equation which in-
cludes both ion (through a quasi-static field)
and electron (through impact theory) effects.
One of the most accurate databases up to
date performing such MMM calculations is
developed by Stehle´ [131] on a coarse spectral
grid. These line shape profiles ”published by
Stehle [131] are widely accepted” [74] and are
used to evaluate divertor densities in AUG
[115], JET [74], MAST [76], NSTX [75], C-Mod [51, 66] and W7-AS [77]. The general uncer-
tainties in these line shapes are expected to around 10 % [74, 73, 131], while the uncertainties
in the centre of the line can be larger as MMM models due to the limitations in how the
ion dynamics are included, which influence the central part of the spectral line [74, 200] and
integrating the Schro¨dinger equation instead tend to give more consistent results for the centre
[200]. Experimentally, however, this is expected not to have a strong influence on the observed
line shape as also other broadening mechanisms (Doppler broadening, small Zeeman split)
leads to a mixing of different mechanisms in the central part of the line, flushing out these
discrepancies [73, 74].
Lomanowski [74] has analysed the Stehle databases (equation 6.1) and has provided a fit
through the Stehle line shapes, which enables a fast interrogation of line shapes and provides
the line shape on an arbitrarily fine grid, where I(λ, λ0, ne, Te, I0, i) is the line intensity as
function of wavelength λ. Here λ0 is the central wavelength, ne is the electron density (in
m−3), Te is the electron temperature in eV, I0 is the peak line intensity and i denotes the
index of the transition. Ci denotes the general width of Stark broadening, while ai (ne), bi
(Te) are tuning parameters determining the effective influence of ne, Te on the Stark width; all
of these values are tabulated and partially provided in table 6.1. The uncertainty (in terms of
Full-Width-Half-Maxima (FWHM)) in this parametrisation with respect to the Stehle model
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is < 10 %, while the uncertainties on each of the fit parameters is generally 5-10 % [74] (less
than 5 % for the 7→ 2 hydrogen Balmer line on which TCV stark broadening is based).
I(λ, λ0, ne, Te, I0, i) =
I0
4
√
2| λ−λ0
Ci
ne
ai
Te
bi
|5/2 + 1 (6.1)
6.1.1 An introduction to Stark fitting on TCV
As a prelude to the following of this chapter, we will first briefly introduce the Stark broadening
fit mechanism used on TCV —to get a rough idea of the spectral widths and the various
dependencies. First, it is important to Stark broadening is an additional broadening observed
to the spectral line shape: e.g. the exact Stark line shape is never exactly observed as the
instrument itself also leads to a specific line shape even when a non-broadened (or negligibly
broadened) line is observed and in addition other broadening effects (most notably Doppler
broadening) also occur. If the Stark broadening is much more significant than the instrumental
function or any other form of spectral broadening —it will, however, approximate the Stark
function well, which is true for most devices where Stark broadening is employed (AUG [115],
JET [74], MAST [76], NSTX [75], C-Mod [51, 66] and W7-AS [77]). However, due to the
modest electron densities on TCV, Stark broadening only has a minor effect on the observed
line shape and the fact that the observed line shape is a convolution of all line broadening
effects together with the instrumental function needs to be accounted for.
The discussion on TCV’s Stark fit approach is further discussed in section 6.3. Lo-
manowski’s fit of the Stehle model [74, 131] is used as the default Stark fit on TCV, from
hereon referred to as the ’parametrised Stehle model’. We have checked that we obtain the
same results with the tabulated version and with the full results from the Stehle tables [131].
This approach has been benchmarked with other Stark models, such as the PPP-B code
[74, 202] and recently to computer simulation techniques to solve the Schro¨dinger equation
quantum mechanical calculation of the Stark broadening [198, 199, 197] using TCV data,
which has shown an agreement between both models using a manual ’fit’ [127]. Rosato’s Stark
tables [198, 199, 197, 127], where the line shape depends on ne, Te as well as the magnetic field
and the observational angle of the diagnostic with respect to the magnetic field, have been
implemented in the TCV fitting algorithms and can be used instead of the default technique
—we will refer to this as the ’Rosato model’. In section 6.6 Stark broadening results obtained
through both models will be compared and discussed. By default, the n = 7 deuterium Balmer
line is used for Stark broadening on TCV.
In figure 6.1 various relevant line shapes (Stark, Doppler and instrumental shape) are
shown for a range of TCV parameters. From these comparisons, we can conclude:
• The instrumental function is significantly wider than Stark broadened width (considering
the Full-Width-Half-Maximum (FWHM)), except at the high(er) TCV densities ne >
6× 1019 m−3.
• Even Doppler broadening at a modest ion temperature of Ti = 5 eV is significantly wider
than Stark broadening at modest TCV densities ne < 5 5× 1019 m−3. However, the
roll-off (e.g. the wings of the spectral line) are much narrower for the Gaussian Doppler
profile than the Lorentzian-like Stark profiles.
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• Stark broadening increases strongly with increasing electron density. The FWHM of the
n = 7 deuterium Balmer line scales approximately like ∆λFWHM ∝ n0.7e (e.g. equation
6.1 and table 6.1).
• At the lowest electron densities, Zeeman splitting can have a significant influence on the
central part of the spectral line shape (effective widening and splitting) of even upper-n
Balmer (n = 7) lines. This mostly occurs for high magnetic fields of 2 T (inner column).
• Apart from magnetic field effects, the results obtained by the Stehle and Rosato models
are similar and most of the deviation occurs in the central part of the line shape, where
the Rosato model has a more blunt shape. Some discrepancy also exists in the wings
where the wings predicted by the Rosato model are wider implying that lower densities
with this model would be detected than with the Stehle model.
-2 -1 0 1 2
ne =    10
19 m-3
ne = 2.10
20 m-3
Stehle parametrised
Rosato (B = 1 T)
Rosato (B = 2 T)
Doppler broadening (Ti = 5 eV)
Instrumental function
a) b)
λ - λ0 (Å)
-2 -1 0 1 2
λ - λ0 (Å)
n=7 Deuterium Balmer
In
te
n
sit
y (
no
rm
ali
se
d 
w
rt 
in
te
gr
al)
Figure 6.1: Various line shapes on a a) linear scale and b) logarithmic scale of Stark/Doppler-
/Instrumental broadening for the n = 7 deuterium Balmer line (397 nm). All line profiles are
normalised with respect to their integral.
6.2 Stark broadening compared to other line broadening ef-
fects
Stark broadening is, however, not the only line-broadening mechanism for Balmer lines on
TCV: other line shape effects occur, which we will summarise below. First we will discuss
the line shape influences which do not influence the spectra on TCV. To illustrate how much
broadening these mechanisms could lead to, we make an overestimation of the possible influence
by making the following assumptions: λ0 =397 nm (central wavelength corresponding to the
7→ 2 transition —the calculations below are for that transition); ne = 1× 1021 m−3 (large
overestimation —ne on TCV is generally in the range 1× 1018 m−3 to 3× 1020 m−3); neutral
temperature of 12 eV (exaggerated), neutral density of no = 1× 1021 m−3 (exaggerated by
two orders of magnitude). As a reference, we note that for TCV relevant conditions, Doppler
broadening of this line at Tn = 5 eV would lead to a Doppler width of 0.5 A˚ and Stark
broadening of this line at ne = 5× 1019 m−3 would lead to a similar (FWHM) width of 0.6 A˚.
Note also that these broadening levels are at the lower limit of the instrumental’s FWHM of
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0.6 A˚ to 1.2 A˚ (depending on the LoS used and the wavelength region used), using the highest
dispersive grating of the DSS.
• Natural broadening. This arises from Heisenberg’s uncertainty principle which relates
the lifetime of an excited state to an uncertainty of its energy distribution thus resulting
in a spectral broadening with a Lorentzian profile [137]. For the 7 → 2 Balmer line,
this is expected to lead to 3.6× 10−7 A˚ broadening. This is fully negligible. For this
calculation, equation 9.15 in [137] is used in combination with NIST values [203]
• Resonance broadening. Interactions of the same kind of neutral atoms can lead to
’resonance broadening’ —a form of spectral pressure broadening due to neutral particles.
This can occur if the upper or lower level of a transition is connected to the ground state
through an allowed dipole transition. Using the resonance for the 7→ 2 transition to
the ground state (using the 2→ 1 transition), this would lead to a (FWHM) broadening
of 3× 10−5 A˚ and is thus completely negligible. For this calculation, equation 9.22 in
[137] is used in combination with NIST values [203].
• Van der Waals broadening. This other form of pressure broadening due to neutral
particles is due to the Van der Waals interaction between two neutral atoms of different
species, resulting in a spectral line broadening. Assuming a Van der Waals interaction
constant of order C6 = 1× 10−40 m6 s−1 [137], we expect a broadening of 2× 10−4 A˚
using equation 9.26 in [137], assuming hydrogen to carbon collisions —which is completely
negligible.
• Opacity broadening. Self-absorption of emission can occur in high density regimes. This
generally plays the strongest role at a line’s centre [137]: instead of a peaked profile,
the broadening leads to a more stubbed shape where the top has been cut-off. In more
extreme cases, even a self-reversed double peak line profile can occur. To approximate
the influence of this, we follow the simplified procedure highlighted in [204, 205] and
we make the additional assumptions that the emission region is 5 cm wide and that
the electron temperature is < 0.5 eV (to increase the n = 7 populational level, which
exaggerates the opacity influence). This leads to a maximum upper limit of opacity of
1.5 % (where, as stated previously, the density and neutral density was overestimated
by at least one order of magnitude) —leading to an approximate modification of the
effective line width by ∼ 0.8 %. We can thus expect that opacity broadening (and
opacity itself) is negligible for TCV plasmas; but may play a role at higher density
tokamaks such as JET and C-Mod [63, 72].
There are however other line shape influences which may influence the spectra more
significantly, which are Zeeman splitting; Doppler broadening and the Te influence in Stark
broadening. Below we will provide a brief overview of how such influences can influence the
expected line shape. When inferring the electron density from the Stark fit, however, one
has to make assumptions on these influences/parameters. In section 6.4 a more in-depth
uncertainty / sensitivity analysis is performed using Monte Carlo methods which highlights
how sensitive the Stark result is to such assumptions and how a mismatch between the
assumed values and the actual values leads to a mismatch in Stark inferred density.
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6.2.1 Stark broadening under the presence of a magnetic field —Zeeman
splitting
Zeeman splitting arises when a magnetic field is present, which splits the energy levels of
atomic systems, splitting the emission of a transition over two levels, leading to a split of the
spectral line where the distance between the two components depends on the strength of the
magnetic field. Each of these contributions is broadened by Stark/Doppler broadening as
well as the other effects described. Depending on how strong the split is between these two
different lines —the split can be such that it is not fully negligible compared to the broadening
of each of the contributions and then effectively broadens the spectral line observed. If the
split is such that it is significantly stronger than the broadening of the spectral lines, two
individual curves can be observed. These Zeeman components are fully covered by the Rosato
model, which we have already seen in figure 6.1.
Zeeman splitting is considered negligible for ASDEX-Upgrade-like magnetic fields (which
is higher than the magnetic field on TCV) for n=7 or higher Balmer lines [73, 115]. When
calculating the Zeeman split using a TCV magnetic field of 1 T to 2 T (corresponding to the
outer-inner column respectively with the conventional 1.4 T magnetic field at the central axis),
we obtain that the Zeeman splitting expected of the 7→ 2 Balmer line is 0.1 A˚ to 0.2 A˚. This
ignores the magnetic field generated by the plasma current.
Despite this being significantly smaller than the instrumental function, it can (especially
near the inner column) play a role when inferring the Stark width in low density conditions
of the order ne =1× 1019 m−3, where the Stark width is ∼ 0.2 A˚ of the n = 7 Balmer line.
Likewise, lower-n Balmer lines (n < 7) will be (relatively) effected more strongly as their
Stark broadening is smaller.
Zeeman splitting is fully accounted for in Rosato’s Stark model [127, 198, 199, 197]. We
investigate the influence of the magnetic field on Stark broadening at several electron densities
by visualising the ’width’ of the obtained lineshape, expressed as the full width of some
fraction of the peak intensity in figure 6.2. This confirms the above suspicions: especially at
stronger magnetic fields (1.5 T to 3 T), Zeeman splitting and other magnetic field effects can
influence the Stark line shape and widths significantly at low ne (2× 1019 m−3). At higher
ne, however, the influence is negligible. When the result is sensitive to the magnetic field, also
the observational angle plays a role, which is fixed around 90 deg in the experiment (when
neglecting the magnetic field generated by the plasma).
6.2.2 Te dependence of Stark broadening
Although Stark broadening depends mostly on the electron density, it also has some (electron)
temperature dependence [131], arising from the weak temperature dependence of elastic and
inelastic collision rates [137]. Using table 6.1, for the n = 7 Balmer line, the Stark width is
∼ n0.71e /T 0.029e . The influence of a Te range 0.6 eV to 15 eV on the inferred Stark density is
±6 % compared to a fixed Te at 3 eV [1].
The Te dependence of Stark broadening however depends on the Balmer line used. In figure
6.3 we compare the influence of Te on the parametrised Stehle model (explained above) and
the Rosato Stark model (where a magnetic field of B = 1.4 T is assumed with an observational
angle of θ = 88 deg), indicating that especially at low Te (0.5 eV to 7.5 eV) the obtained
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Figure 6.2: Various fractional widths of the Stark lineshape using the Rosato Stark model for
two different ne as function of B for two different observational angles.
Stark profiles can be significantly wider at 5% of its peak intensity whereas the deviation in
the central part of the line shape is smaller. The influence of Te is thus more pronounced
in the Rosato model, which may imply that larger uncertainties due to Te than ±6 % can
be expected —especially in detached (e.g. low Te) conditions. That discrepancy partially
arises from the parametrised Stehle model (e.g. the non-parametrised Stehle models predict
a stronger Te dependence —although not as strong as Rosato’s Stark model). This could
potentially influence density estimates in detached conditions, which is investigated in more
detail in section 6.4.
6.2.3 Stark broadening and Doppler broadening
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Figure 6.3: Various fraction widths of the Stark lineshape for two different ne as function of Te
for both the parametrised Stehle model and the Rosato Stark model, which assumes Te = Ti
and accounts for ion dynamics (only the Stark shape is shown —not the Doppler shape)
Important to note is that Doppler broadening arises from the temperature of the emitting
particle. For the hydrogen Balmer lines, that is, assuming excitation emission, the neutral
temperature and, assuming recombinative emission, the ion temperature —which likely
leads to negligible Doppler broadening as the ion temperature is likely of the order of a few
eV as such low electron temperatures are required for recombination to occur. However,
for legacy purposes, we refer to the Doppler-related temperature as an ion temperature.
As was already highlighted previously, the Doppler broadening of the hydrogen Balmer
line can be significant compared to the Stark broadening (when the full-width-half-maxima
are considered) —even at modest ion temperatures of ∼ 5 eV. This means that the Doppler
broadening (in low density conditions) may be significant in both attached and even detached
conditions.
However, as shown in figure 6.1, the wings of the Stark profile are significantly wider.
That is assuming a Maxwellian ion velocity distribution where the Doppler line shape can
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be described by a Gaussian with a certain width dependent on the ion temperature [137].
Assuming such a Doppler line shape, the Stark broadening component can still be extracted
from the line shape without detailed knowledge on the ion temperature by focussing on the
wings of the line shape More details on how this is done is provided in section 6.3. A quick
investigation of the sensitivity of Stark fitting to the Doppler width has been employed by
the author in [1]. Here, synthetic profiles with random noise have been simulated, including
Stark, Instrumental and Doppler broadening with an ion temperature between 0.2 and 15 eV,
the obtained Stark density differs (when fitting the synthetic line shape assuming Ti = 3 eV)
by less than 10% [1]. In addition, such Doppler broadening could be beneficial for the Stark
analysis, to some degree, as it will smooth or ’wash’ out the central part of the line shape,
reducing the influence of Zeeman splitting [73, 74] and smoothing out uncertainties in the
Stark line shapes which are strongest in the central part of the line shape [74, 197, 199, 198].
All of this is however assuming a Gaussian Doppler line shape, corresponding to a
Maxwellian ion distribution. However, if the velocity distribution of the ions is non-Maxwellian
(for instance due to the presence of a fast ion population), Doppler broadening may give rise
to wider wings and a more Lorentzian-like profile, making it harder to distinguish from Stark
broadening and thus effecting the Stark density inference [127]. As an illustration we will
show a case where we simulate a synthetic Balmer line spectra (including the instrumental
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function, Stark broadening, Doppler broadening and random noise) with a prescribed density
(ne = 5× 1019 m−3) and a multi-component ion temperature distribution as shown in figure
6.4. That line shape is then fitted using identically to experimental line shapes (as will be
explained in section 6.3) where a fixed ion temperature of 5 eV is assumed, which fits the
synthetic line shape appropriately as shown visually in figure 6.4. However, the electron
density inferred from this fit is ∼ 1× 1020 m−3, which is twice higher that the prescribed
electron density.
A non-Maxwellian (or multi-component) ion velocity distribution can thus be a serious
issue for Stark fitting, which cannot be detected by looking at the fit residuals. One important
way to detect such influences is to check the consistency of Stark fitting between different
Balmer lines. The Stark width will increase with increasing n number while the Doppler
width will remain constant. For the case shown for instance, the inferred Stark ne ranges
from 2.3× 1020 m−3 (a factor 4-5 overestimation) for a n = 5 Balmer line to 5.9× 1019 m−3
(20 % overestimation) for a n = 12 Balmer line. Consistency between different Balmer lines in
the inferred Stark ne is thus a good indicator for the validity of the Stark inference. Such a
consistency is shown and investigated in section 6.6.
6.3 TCV’s Stark fitting techniques
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Figure 6.5: Comparison between the electron density set in the synthetic spectrum with a Ti =
15 eV to the electron density inferred in the fit assuming a Ti = 5 eV for different weighting
functions used in the fit. Uncertainties in the instrumental function and due to the signal to
noise level of the synthetic spectra are accounted for using a Monte Carlo approach.
For TCV applications, Stark fitting is performed by convolving a Stark model function
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together with the measured instrumental function, which has been characterised to very high
accuracy particularly for this purpose (see section 5.6), and a Gaussian function corresponding
to Doppler broadening (assuming a Maxwellian ion velocity distribution with a certain ion
temperature Ti). Depending on the Stark model used, the fitting parameters (can) include
electron density ne, ion temperature Ti, peak intensity I0, central wavelength λ0, electron
temperature Te, observational angle θ and magnetic field strength B. Some of these parameters
may be fixed during the fit to reduce the number of free parameters and thus make the fitting
procedure more numerically stable. Generally, only the peak intensity I0, central wavelength
λ0 and electron density ne are free parameters whereas Ti, Te are fixed (usually at 3 or 5
eV) and if the Rosato Stark model is used, B and θ are also fixed (at 1.4 T and 88 deg
respectively). A choice has been made for using the total line shape function, obtained through
convolution, as a fitting function instead of deconvolving the experimentally measured spectra,
which tends to be numerically more unstable. As the plasma emission also has a background
level in the experiment, a polynomial background (n = 1 or n = 2) is added to this line
shape to form the full fitting function for the experimental spectrum. The actual fitting is
performed through a least-squares fit through a Matlab implementation developed by Basil
Duval and Alexander Karpushov of the Gradient-expansion algorithm developed by Bevington
[206]. An illustration of the fit result and its various line components is shown in figure 6.6,
where an experimentally observed spectra has been fitted using Rosato’s Stark model (by
default the parametrised Stehle model is used). For the case shown, the electron density,
peak intensity, central wavelengths and polynomial background (n = 1) were free parameters
while the rest of the shown parameters (Ti, Te, B, θ) were fixed as indicated. These are the
free/fixed parameters generally used. The reason (Ti, Te and B, θ for Rosato’s Stark model)
are fixed is to reduce the number of free parameters in the fit, making the fit more numerically
stable and faster.
As discussed, one challenge for TCV Stark fitting is that the Stark width FWHM is
generally smaller than both the Doppler and instrumental FWHM and thus, somehow, the
wings of the experimentally measured line shape must be emphasized in the fit to obtain
a correct density inference. However, the intensity at the wings of the observed line shape
is much smaller than the peak intensity of the line and measuring these wings accurately
requires a significant signal-to-noise (S/N) ratio. Based on the investigation of influence of
the S/N ratio and the instrumental function (shown in more detail in section 6.4 and [1]), the
minimum peak signal-to-noise ratio for which a Stark fit is attempted is generally 30 (but at
least 10), which is achieved by dynamically averaging the spectra over a number of frames
(e.g. over a longer period of time), depending on the S/N level: less averaging is applied when
the observed S/N level is larger and when the deviations in the density are faster.
f(y) ∝ 1
ya
(6.2)
In addition to averaging the signal, the emphasis on the spectral wings of the fit (which
carries the most and the purest information on ne through Stark broadening) is increased
by employing a weighting function which puts emphasis on the wings of the profile. These
weighting functions are provided by equation 6.2, which in essence ascribes higher importance
to low signal values. Here y is the measured spectrum and the power of a is set depending on
the strength of the weighting required. That strength depends on the ion temperature present
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and the signal-to-noise level, as making the fit more sensitive to low signal levels (larger a),
makes the fit more sensitive to noise thus requiring higher S/N levels by averaging the spectra
over more frames. One main advantage of focussing on the wings of the fit is that it exploits
the fact that the central part of the model fit function is not as accurate as the wings of that
line shape, due to both uncertainties on the assumed Doppler/Zeeman broadening/splitting
and due to the central part of the Stark line shape not being well retained by Stark models
[74, 73, 131]. The inclusion of this weighting function in the fit has lead to a more robust and
higher quality Stark fits —meaning:
• Deviations obtained between Stark densities of different Balmer lines have decreased
• The resultant electron density during a discharge has become less erratic (more stable)
—especially at low electron densities (< 5× 1019 m−3)
• Line fitting has become less sensitive to impurity lines
• Deviations in the Stark fit due to an uncertainty in the assumed ion temperature has
decreased
The ability to make the fit more insensitive to the assumed Ti by using a prescribed
weighting function is shown in figure 6.5, where the inferred electron density from a synthetically
simulated line shape is investigated by using different weighting functions on a case where the
synthetic Ti = 15 eV assumed Ti = 5 eV —this deviation is particularly high and is expected
to be smaller during the experiment. This analysis has been determined using the Monte
Carlo approach highlighted in section 6.4.
Without applying the weighting function, a consistent overestimation of the Stark density
is shown by 3× 1019 m−3, which reduces when weighting is included and eventually by using
stronger weighting (increasing a), the discrepancy between the inferred Stark density and
the prescribed Stark density is diminished to zero while the uncertainty increases due to a
stronger dependence of the fit to the S/N ratio. Experimentally, the applied weighting can be
altered to see if the fit quality (visually) improves, while the increased uncertainty (which
would lead to noisier ne inferences in an experiment) can be reduced again by increasing the
S/N ratio. This visual confirmation is important as a miss-fit arising from a strong deviation
between the actual and prescribed Ti can be seen by looking at the fit —which was clear from
looking at synthetic line shapes obtained from SOLPS simulations near the X-point where
the neutral temperature is particularly high (25 eV). Such behaviour has not been observed
in the experiment.
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Figure 6.6: Example of a Stark fit using experimental TCV data on a linear scale (a) and
a logarithmic scale (b). The shown instrumental function, Doppler line shape, Stark line
shape are convolved and a polynomial background is added to form the fitting function. The
shown spectral line corresponds to the 7 → 2 Balmer line. All line profiles are normalised
with respect to their integral.
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6.4 TCV Stark broadening uncertainty and sensitivity ana-
lysis
A thorough and full characterisation of Stark broadening for TCV conditions has been done
through a sensitivity analysis in order to investigate the applicability of Stark broadening infer-
ences on TCV and in order to ascertain the uncertainty of such inferences. First uncertainties
arising due to various effects are investigated individually, which include uncertainties due to
S/N ratio and the instrumental function; uncertainties due to a mismatch in the prescribed
and actual Te, Ti; uncertainties induced due to Zeeman splitting and uncertainties between
different Stark models (parametrised Stehle and Rosato). All of this information is eventually
combined to obtain a general uncertainty. All of this analysis applies to the n = 7 Balmer
line.
The individual investigations have been performed by first simulating a synthetic spectra
given a series of known parameters, which are then fitted using the basic fit routines where some
parameters are free fit parameters while others are fixed. All of this is done in a Monte Carlo
approach where multiple synthetic line shapes are simulated with random noise (depending
on the prescribed S/N ratio) and simulated instrumentals, describing the uncertainty in the
measured instrumental function in a Monte Carlo fashion as highlighted in section 5.6. Each
synthetic line shape is then fitted and a value for ne is obtained, leading to a list of values
for ne. Using statistical methods highlighted in section 7.6, that list can be mapped to a
probability density function (PDF). The peak of that PDF then provides the most likely value
for ne while the width of the PDF, whose integral corresponds to a set probability, provides
the confidence interval for ne.
To address the general uncertainty, a measured spectrum is fitted where the fixed fit para-
meters are varied in a Monte-Carlo fashion (Te, Ti, B, etc.), while the simulated instrumentals
are used in the fit, describing the uncertainty in the measured instrumental function in a
Monte Carlo fashion as highlighted in section 5.6. This again leads to a list of values for ne,
from which a PDF is extracted to obtain both the uncertainty and the expected ne value.
6.4.1 Uncertainties induced due to signal-to-noise ratio and the instru-
mental function
The main uncertainties in TCV Stark fitting are induced by the S/N ratio and the instrumental
function uncertainty. Those uncertainties/sensitivities have been analysed for a central/edge
line of sight in figure 6.8 as function of S/N level. This indicates large uncertainty margins and
a large deviation between the inferred electron density and the prescribed electron densities
at low S/N values. When increasing the S/N level, the uncertainty converges to a fixed (much
smaller) level, corresponding to the uncertainty expected due to the instrumental function
uncertainty, while the electron density estimate converges towards the prescribed level. As
expected, this convergence point is at a lower S/N level for higher electron densities as higher
electron densities lead to brighter wings. The convergence point is also at a lower S/N level
for the central chords than the edge chords, which have a narrower instrumental function.
Those narrower instrumental functions, plus a smaller instrumental function uncertainty as
has been determined in section 5.6, also lead to a significantly smaller uncertainty by a factor
two. For all criteria, the uncertainty is fully converged at S/N ratios higher than 70.
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Figure 6.7: Probability density functions (PDFs) for the Monte Carlo inferred Stark density
where the random noise and the instrumental function (according to its error) is varied for a
case where the electron density corresponding to the synthetic spectra is fixed at 2× 1019 m−3.
Different PDFs are shown for different lines of sight and different signal to noise level.
The large deviation between the inferred electron density estimate and set electron density
at low S/N levels implies that a minimum S/N level is required for reliable electron density
inferences. For all conditions shown, this is achieved at a S/N level of 10 or higher while
the influence of noise on the fit is small for signal-to-noise levels higher than 30, where 68
% confidence margins of less than 1× 1019 m−3 are expected (2× 1019 m−3 are expected for
S/N levels between 10 to 30); leading to the minimum S/N criteria of 10 to 30 for TCV Stark
fitting mentioned previously (dynamic averaging is applied to reach those criteria).
Before proceeding with the characterisation of the expected uncertainties, we should note
that the shown information (peak values and uncertainties) does not visualise all information
from the obtained PDFs. A characteristic example of the obtained PDFs is shown in figure
6.7. It is important to note that the PDFs shown are clearly unimodal (e.g. have a single
peak) and are smooth; meaning that there is a single result which is most likely with a given
uncertainty given by the widths of the PDFs. Therefore, it is fair to visualise this analysis by
focussing on the estimated ne (peak of the PDF) and estimating the confidence interval by
determining the bounds in which the integral of the PDF equals some prescribed uncertainty.
Given that assurance, we proceed with using the results, as shown in figure 6.8, to construct
a 2D map of expected uncertainties and deviations (e.g. the difference between the estimated
ne and the prescribed ne) as function of prescribed electron density and signal-to-noise level,
shown in figure 6.9. This indicates that the deviation between the Stark Monte Carlo inference
between and the set electron density in the synthetic spectra is small for signal-to-noise ratios
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Figure 6.8: Comparison between the electron density set in the synthetic spectrum to the
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density, b) ne = 1.1× 1020 m−3 with 68 % and 95 % confidence intervals.
larger than 30 for the applicable range of electron densities and it shows that the expected
uncertainty for the central line of sight is below 1× 1019 m−3, while for the edge line of sight it
remains within 1× 1019 m−3 to 2× 1019 m−3. For higher densities (5× 1019 m−3 and higher)
a relative uncertainty below 20 % is generally noted. However, the actual uncertainties on
the Stark fit are likely higher than quoted here as uncertainties in the Stark model, magnetic
field, electron temperature, ion temperature are not yet accounted for. In addition, if stronger
weighting is applied (for this analysis a = 1 equation 6.2), a stronger sensitivity to the S/N
ratio would occur.
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6.4.2 Deviations between different Stark models
Although the parametrised Stehle and Rosato model yield similar results [127], some deviations
between the two can occur as shown previously. This is analysed here in detail by simulated a
synthetic spectrum using the Rosato model (assuming no external magnetic field), which is
subsequently fitted using the parametrised Stehle model. This choice has been made as the
parametrised Stehle model is much faster than the Rosato model, which requires interpolation
and file look-ups. Te = Ti = 5 eV is assumed for both the fit model and the synthetic simulated
spectral line. As the influence of S/N level and the line of sight has already been investigated,
this approach will only be performed for the central line of sight assuming S/N = 30.
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Figure 6.10: Comparison between the electron density set in the synthetic line-shape generated
through the Rosato model and the inferred density from the Monte Carlo fit using the
parametrised Stehle model for the 7→ 2 Balmer line.
The investigation shows that the parametrised Stehle model has a slight overestimation of
the electron density when compared to the prescribed electron density for the synthetic line
shape using the Rosato Stark model by 15 %, as indicated by the clear linear trend between
the inferred density and the prescribed density in figure 6.10. The uncertainty shown is similar
to the cases studied previously (figures 6.9 and 6.8). Although Rosato’s Stark model does
take the various quantum mechanical processes more accurately into account; its parameters
are also evaluated on a fairly coarse grid of ne, Te, B and thus it is unknown which of the two
is closer to the actual density value. That question is beyond the scope of this work and the
deviation between the two is likely more respective of the uncertainty in Stark broadening.
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6.4.3 Uncertainties induced due to uncertainties in Te, B and Ti effects
The possible influences of other parameters on Stark fitting, such as the electron temperature,
magnetic field and ion temperature were discussed previously briefly. Here, the influences of
these parameters are discussed in a more rigorous manner by simulating synthetic line shape
generated using Rosato’s Stark model (which can account for B), again with a prescribed
S/N ratio (30) and while accounting for instrumental errors, with prescribed values for Te,
B and Ti, while the basic assumed values Te = Ti = 5 eV and no external magnetic field,
together with the parametrised Stehle model, were used for performing the spectral fit. All of
this is based on the central line of sight and the n = 7 Balmer line. These three parameters
were varied individually during the investigation which indicated no different behaviour and
varying the three parameters separately. Thus, the individual separation is discussed below,
where the other parameters were set identically to the assumed values (Te = Ti = 5 eV and
B = 0 T). The results will be shown as two graphs: one graph highlighting the ratio between
the result of the Stark density fit and the prescribed Stark density (e.g. 1 implies they are
equal; 1.2 would imply the Stark density fit overestimates the density by 20 %); which is
normalised to the default parameters (Te = Ti = 5 eV and B = 0 T) in order to account for
any intrinsic deviations between the parametrised Stehle and Rosato Stark model used.
The influence of Te
We use Rosato’s Stark model to generate the synthetic line shape in this case as it is more
strongly influenced by Te than the parametrised Stehle model (the influence of Te on the
inferred ne is trivial in that case as discussed previously). The result, shown in figure 6.11,
indicates that the inferred electron density, using the parametrised Stehle model with an
assumed Te = 5 eV, overestimates the electron density by up to 25 % at low Te < 1.5 eV. In
order to account for the default differences between Rosato’s Stark model and the parametrised
Stehle model, the result is normalised to the Te = 5 eV region, as Te = 5 eV is assumed
in the parametrised Stehle model fitting. That overestimation of ne is due to the fact that
low Te leads to wider Stark wings in Rosato’s Stark model as shown in figure 6.3. Similarly,
an underestimation by 5-10 % of the electron density can occur when the actual electron
temperature is higher than 10 eV.
The overestimation of ne by the parametrised Stehle model when using Rosato’s Stark
model at these low Te may play a role during detached discharges. At this point, it is however
unknown whether this stronger Te dependence by Rosato’s Stark model with respect to the
parametrised Stehle model is physical or not, which requires further investigation; although
it does account for the quantum mechanical processes giving rise to Stark broadening more
accurately than the Stehle model. However, that discussion is outside of the scope of this thesis
where we will not specifically account for a possible wider Stark wings at low Te. That said,
the uncertainty margins assumed for Stark broadening (20 % at detachment, corresponding
to a 68 % confidence interval) is larger than the expected uncertainty due to the instrumental
function (during detachment the S/N ratio is maximised as strong recombinative emission
occurs).
As shown, the uncertainty inferred by the Monte Carlo technique is not or negligibly
influenced by a mismatch between the electron temperature set and the assumed electron
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Figure 6.11: Comparison between the prescribed electron density in the synthetic line-shape
generated through the Rosato model and the inferred density from the Monte Carlo fit using
the parametrised Stehle model as function of Te. Both the ratio between the inferred and
prescribed Stark density (a) and the relative uncertainty (95%) obtained through the Monte
Carlo method is shown (b).
temperature in the fit.
The influence of B
The reason the Rosato model was used in order to investigate the influence of an external
magnetic field on the Stark line shapes is that this model supports taking the magnetic field
accurately into account both due to the Zeeman splitting and accounting for ’deeper’ effects
where the magnetic field influences the dynamics leading to Stark broadening itself. The shown
result (figure 6.12) is normalised with respect to the case closest to the model assumption,
namely B = 0 T and indicates a mostly negligible influence of an external magnetic field on
the Stark density inference: adding an external magnetic field may lead to an overestimation
by the Stark density at high magnetic fields (higher than 1.5 T) of 5-7 % for moderately
high Stark densities (5× 1019 m−3 or higher). For such relatively high magnetic fields, an
overestimation of 7-10 % is expected for lower electron densities in the range 3× 1019 m−3 to
5× 1019 m−3, while an overestimation of 10-20 % is expected at lower electron densities. As
shown, the uncertainty inferred by the Monte Carlo technique is not or negligibly influenced
by a mismatch between the magnetic field set and no magnetic field assumption in the fit.
The influence of Ti
The result (figure 6.13 indicates that small deviations due to the set Ti can arise at fairly
low densities of up to 5× 1019 m−3. This sensitivity also depends on the weighting function
employed to provide emphasis on the Stark wings (section 6.3). For this investigation, equation
6.2 was used as a fit function with a = 1, while a > 1 would lead to a stronger insensitivity
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Figure 6.12: Comparison between the prescribed electron density in the synthetic line-shape
generated through the Rosato model and the inferred density from the Monte Carlo fit using
the parametrised Stehle model as function of B. Both the ratio between the inferred and
prescribed Stark density (a) and the relative uncertainty (95%) obtained through the Monte
Carlo method is shown (b). The TCV range of applicable magnetic fields is shielded.
of the Stark fit to Ti, but would require a larger S/N than 30 (likely ∼ 100). At lower ion
temperatures than the 5 eV assumed in the fit model, an underestimation of the inferred
electron density can occur between 5-10 % of electron densities up to 4× 1019 m−3. An
overestimation of the inferred electron density can occur at higher ion temperatures than the 5
eV assumed of 10-15 % for fairly low densities up to 5× 1019 m−3. As shown, the uncertainty
inferred by the Monte Carlo technique is not or negligibly influenced by a mismatch between
the ion temperature set and the ion temperature assumption of 5 eV in the fit model.
6.4.4 Putting it all together: general uncertainty
Performing a Monte-Carlo uncertainty analysis for every single spectral fit would be too
time-consuming and thus instead we prescribe an uncertainty and applicability range of the
default Stark fit on TCV based on the sensitivity studies above. To repeat, the default TCV
Stark analysis assumes Te = Ti = 5 eV, B = 0 T, while dynamically averaging the spectra to
obtain a S/N of 30 or higher (or 10 if 30 is not feasible). Based on the work in this section,
we estimate the PDF of the fitted electron density with a Gaussian, peaked at the value of
the fit while its 68 % confidence interval corresponds to 1× 1019 m−3 or 20 % of the Stark
density (whichever is larger). This analysis is applicable at electron densities of 2× 1019 m−3
or higher. Based on the sensitivity study, the various assumption made by the simplified
Stark model fit (such as no external magnetic field, electron/ion temperature of 5 eV) have an
impact on the inferred result smaller than or at most the characteristic uncertainty. At lower
electron densities the inferred density may have an offset with respect to the actual electron
densities, unless the analysis is performed at higher signal-to-noise levels than 30.
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Figure 6.13: Comparison between the prescribed electron density in the synthetic line-shape
generated through the Rosato model and the inferred density from the Monte Carlo fit using
the parametrised Stehle model as function of Ti. Both the ratio between the inferred and
prescribed Stark density (a) and the relative uncertainty (95%) obtained through the Monte
Carlo method is shown (b).
There is, however, also a more formal/rigorous (although more time-consuming) way to
obtain a PDF for the spectral Stark fit using Monte-Carlo techniques. For this, we fit an
experimental spectrum using the Rosato Stark model in a Monte Carlo fashion where PDFs
of Ti, Te, B, θ are assumed, together with a series of simulated instrumentals (section 5.6).
This has been applied for discharge # 57912, which represents a density ramp detachment
discharge, where the plasma shape has been optimised to facilitate an improved strike point
coverage by the DSS. For the various ranges, a uniform distribution for B and θ are assumed
between 1-2 T and 80 − 100 deg respectively. Using the analysis techniques highlighted in
chapter 7, a probability density function for the electron temperature corresponding to the
excitation and recombinative emissions is eventually obtained, together with the fraction of
n = 7 Balmer line emission due to recombination. Using this fraction, an estimated effective
weighted temperature is obtained by combining the recombinative and excitation temperatures.
It should be noted, however, that a change in the inferred electron density would change
these estimated temperatures. Therefore, this approach is merely indicative and not strictly
self-consistent. The ion (e.g. neutral) temperature is randomly chosen to be any value between
0 eV and 150 % of the effective weighted electron temperature; as it is expected more likely
that the neutral temperature is generally lower than the electron temperature —in agreement
with SOLPS simulations.
We apply such an investigation here, where we first show two examples of the resulting
PDF from this analysis. In figure 6.14 for a single time step and a single line of sight, compared
to the PDF expected from the default analysis (parametrised Stehle model with an assumed
uncertainty) and compared to the default Rosato Stark analysis (e.g. single fit assuming
Ti = Te = 5 eV, B = 0, with an assumed uncertainty as in the parametrised fit model).
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Figure 6.14: Comparison between the probability density functions obtained for a single LoS
(4) at a single time step (1.0 s) using the full Monte Carlo Stark investigation explained
above and the fast ’default’ fit using the parametrised Stehle model together with its assumed
uncertainty and probability density shape (Gaussian).
Although, there is a significant deviation between the result from the default (parametrised
Stehle) fit and the Monte Carlo fit by roughly 1.2× 1019 m−3; there is still an overlap between
the two PDFs, partially due to the large assumed uncertainty of the default fit. The deviation
between the two functions is partially explained by differences between Rosato’s Stark model
and the parametrised Stehle model, but some deviation still occurs when the Rosato Stark
model is used with fixed default parameters and an added assumed uncertainty. The PDF
obtained from the Monte Carlo fit is clearly unimodal and is narrower by roughly a factor two,
indicating that the detailed uncertainty calculation provides a factor two smaller uncertainty
than the assumed uncertainty. However, this does not account for uncertainties in the Stark
broadening theories and as such the uncertainty estimates are and should be larger than the
Monte Carlo determined uncertainty.
After having compared the PDFs, we will compare the evolution of the electron density
(and uncertainty) as function of time given by the Monte Carlo analysis and by the faster
default Stark fits (both the parametrised Stehle and Rosato varieties (latter one only for
LoS 1-3)). The data shown corresponds to a density ramp which will be discussed further in
section 8.1.2 and the geometry and lines of sight are shown in figure 8.2 b. The trends of both
the default Stark analysis and Monte Carlo analysis are similar and their main difference is
that the ’full’ Stark analysis, based on Rosato’s Stark model, results in lower electron densities
by up to ∼ 20% as already identified in figure 6.14. Again, that difference is partially due to
the difference between the two Stark models, but mostly due to the mismatch in the assumed
Te and the actual Te. As such, this difference is also largest for the LoS closest to the target
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(e.g. lowest Te conditions (Te < 1 eV)). The observed roll-over in electron density is therefore
also slightly stronger in the ’full’ Stark investigation (22 % drop vs 18 % drop), but this can
also be explained by measurement noise. As fairly high uncertainties for the default analysis
are assumed, which include these lower ne values, the overestimation of ne by 20 % likely does
not have a strong influence on the ’deeper’ analysis results which use Stark broadening as an
input. Furthermore, the Rosato Stark result leads to a more erratic / noisier trend than the
parametrised Stehle model, which may have to do with the technical implementation of the
Rosato Stark model for TCV fitting, which depends on interpolating over a coarse ne, Te grid.
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Figure 6.15: Evolution of inferred Stark density for the first five lines of sight as function of
time for discharge # 57912 using the default fit analysis and a Monte Carlo fit analysis. The
inferred 95 % uncertainty margins based on the Monte Carlo fit analysis is added.
6.5 Stark broadening and line integration effects
Spectroscopic measurements are chordal measurements where a chordal integral is performed
through a plasma with varying local parameters —including the electron density. This has a
certain influence on the inferred electron density and the meaning of that electron density,
which is further investigated here using both a simplified analysis where a priori profiles of
plasma parameters are assumed and using a synthetic diagnostic approach, which is employed
to SOLPS simulations.
A preliminary investigation was performed by the author in [1] where a large range of
a priori ne, Te and neutral density profiles were assumed along the line of sight. At each
point of the profile, the Balmer line intensity was calculated and the Stark line shape was
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determined. Summing over all Stark line shapes leads to a synthetic spectrum, which is fitted
using the same techniques as with which the experimental data is fitted. The obtained ne
Stark from the synthetic fit was generally 50-80% of the peak Stark density and, perhaps more
importantly, corresponds well to the emission weighted electron density. That means that
the Stark inferred electron density is in fact a ’characteristic’ electron density of the region
where most of the emission of the particular line analysed occurs. In addition, for cases where
the emission profile was flat (e.g. all densities in the density profile contribute equally to the
synthetic spectral line’s shape), the obtained synthetic spectral line shape could not be fitted
well leading to large residuals because it did no longer resemble a modified Lorentzian: the
sum of a large range of modified Lorentzian deviates from the modified Lorentzian line shape.
In other words, the fitting procedure will only produce an acceptable fit if the fit model has
is in reasonable agreement with the experiment: meaning that most of the emission should
come from a single (or narrow) electron density region. That behaviour (e.g. clear deviation
from a modified-Lorentzian like Stark line shape) is not observed in the experiment.
These preliminary findings are in good agreement to a more detailed investigation which
is based on determining a synthetic Stark line shape based on SOLPS simulations while
accounting for the DSS geometry and the local electron temperatures/electron densities/ion
temperatures/magnetic field along the DSS chordal integrals. That comparison will be shown
(together with other inferred parameters from the Balmer line spectra) in section 7.7 and 8.1.1,
while the synthetic diagnostic implementation is discussed in 5.8 and 4.3. The synthetic spectra
could be well fitted (e.g. resulting in small residuals) and the inferred density corresponds well
to the averaged electron density along the line of sight weighted by the emissivity profile of a
certain Balmer line. More specifically, the synthetic diagnostic approach has shown that indeed
most of the emission comes from a fairly narrow region in electron density as will be shown in
section 7.7. Furthermore, this shows that the ion temperature and electron temperature are
not significantly deviating the Balmer line shape from the Balmer fit model in the realistic
conditions of a TCV core density ramp experiment where fairly high values for the electron
density in the divertor (e.g. ≥ 5× 1019 m−3) are achieved during detached conditions. As a
caveat, it should be mentioned that this investigation was performed using the parametrised
Stehle Stark model, which has a lower sensitivity to Te and does not account for the influence
of B. As different Balmer lines are expected to radiate at different locations due to their
different sensitivities to recombinative and excitation emission (as explained chapter 7); that
means that (small) deviations between the electron density inferred between the Balmer lines
can exist, where higher-n Balmer lines will lead to lower electron densities as higher-n Balmer
lines; assuming that the recombinative emission corresponds from lower temperature regions
where the electron density is lower. This is indeed observed in the simulations and is in
agreement with the experiment —as shown in section 6.6 (although the deviations between
the different Balmer lines are small and could also be described by the uncertainty).
6.6 TCV Stark broadening results and verifications
A general result of Stark broadening is shown in figure 8.2 a where the evolution of the
electron density from the seven horizontal DSS viewing chords closest to the target (figure
8.2 b), throughout a density ramp discharge where the core electron density is continuously
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increased is shown. The inferred electron density from Stark broadening near the target is in
agreement with the maximum measured density measured by Langmuir probes at the target.
This agreement occurs until ∼0.87 s, which coincides with the time detachment starts to occur.
During detachment, the measured Stark density for the viewing chord nearest to the target
continues to rise while the density measured by Langmuir probes at the target starts to drop.
This is a general TCV observation and has been shown previously by the author in [1] on a
different discharge. There is a concern that the Langmuir probe measurement of the target
density are incorrectly low as the Langmuir probe density estimates use the Langmuir probe
temperature estimate —which is overestimated in detached conditions [118, 119, 117]. As such,
following a similar approach as in [1], we calculated a modified nLP,mode = nLPe
√
TEe
TLPe
using a
spectroscopically inferred temperature (TEe (section 7.3.1)) from the excitation emission of the
chord closest to the target. The target density remains significantly smaller than the observed
Stark density upon detachment, even with this correction. Some combination of the width of
the poloidal viewing chord (1-2 cm) and the weighting of the Stark density towards the higher
densities (and thus higher emissivities) along the cone describing the target line of sight is
likely driving this difference. Hence, the electron density profile must decay in a narrow region
(< 2 cm) close to the target. Alternatively, the electron density in the detached case may be
overestimated by Stark broadening, although this effect should be much smaller (based on the
sensitivity studies presented, at most 1.5× 1019 m−3) than the mismatch between the Stark
inferred density and Langmuir probe inferred density during detached conditions. A more
detailed discussion of these results will take place in section 8.1.2.
Apart from Langmuir probe results being in agreement with the DSS inferred Stark
densities, one can also compare results from SOLPS simulations to the DSS inferred Stark
densities. An adequate agreement between the Stark density obtained through a synthetic
diagnostic and the values obtained experimentally is obtained in section 8.1.1.
6.6.1 Comparison of Stark inferred density with respect to different Balmer
lines
Comparing Stark density inferences between different Balmer lines is an important cross-check
for the validity of the results as the relative scaling between the Stark width and other
broadening mechanisms (such as Doppler broadening) is different between the different Balmer
lines. Thus, if an agreement within uncertainty of the inferred Stark density between the
various Stark densities is obtained, this indicates that the Balmer lines are not significantly
influenced (e.g. less than the characteristic uncertainty) by non-accounted broadening effects.
This is a particular important check against the possible influence of a non-Gaussian ion
velocity distribution on the Stark line shapes as those may result in pronounced wings which
are interpreted by the fitting model as Stark broadening and thus enhances the inferred
electron density.
This verification has been shown in figure 6.16 for the inferred Stark density of the
n = 6, 7, 9, 10, 11, 12, 13 Balmer lines. During the discharge shown, the core electron density
was continuously increased while the power entering the divertor is kept approximately constant,
driving the divertor into detachment after roughly 1.0 s and giving rise to recombinative
emission, leading to the appearance of high-n Balmer lines (n ≥ 9), which is further explained
in chapter 7. To obtain the required spectral coverage with the highest spectral resolution
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Figure 6.16: Stark density as function of time observed for repeat discharges numbers 52126,
52128 and 52131 while using various time windows
grating for both the n = 6, 7 Balmer lines and the high-n Balmer lines n ≥ 9, repeat discharges
where necessary. The reproducibility of these discharges has been found to be adequate using
various diagnostic as was discussed in section 4.4. Two repeat discharges where performed
with the high resolution grating aimed at the n = 6, 7 Balmer lines while different gains on
the camera were used in order to aid the dynamic range as the deviation in the Balmer line
signal during a density ramp between attached and detached conditions can be over a factor
50 on TCV as has been shown by the author in [1]. The electron densities shown have been
inferred using the default fitting analysis. This investigation has been shown for LoS 3 close
to the target, although similar trends are observed for the other lines of sight.
The density inferred from the various Balmer lines are in agreement with each other
within the default assumed 68 % uncertainty margin (20 % of the inference or 1× 1019 m−3
—whichever is larger). Furthermore, the deviation between the various Balmer lines is similar
to the deviation between the inferred density from the n = 7 Balmer line in high and low
gain conditions. This thus indicates that likely other line broadening mechanisms (such as
Zeeman splitting and Doppler broadening) are either well predicted by the assumed fit model
or have a small influence. It should however be noted that the cross-validation has mainly
been investigated at fairly high densities (∼ 8× 1019 m−3) as at these the high-n Balmer
lines become measurable. In addition to that, other Balmer lines have different electron
temperature dependencies in their line shapes. That means that if the observed electron
density is consistent between the various Balmer lines, the Stark line shapes are here likely
not strongly influenced by the mismatch between the assumed electron temperature (5 eV)
and the actual electron temperature. A larger deviation occurs between the electron densities
inferred from the n = 7 and the n = 10, 11 Balmer lines as the Balmer line fit for the n = 10, 11
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transitions is influenced by a neighbouring impurity line —which is not accounted for in the
fit algorithm.
Another point where the deviation between the inferred electron densities through the
n = 7 and n = 9 Balmer line are fairly large is around 0.9 s where recombinative emission
just starts to appear, while the deviation diminishes as the core density is further increased,
reaching diminishable levels at 1.05 s; likely a line-integration effect. As will be discussed
later in chapter 7, the measured n = 7 emission is often a mix between emission arising from
excitation and emission arising from recombination (especially during the onset of detachment).
On the other hand, the emission arising from the n = 9 transition is purely recombinative,
which —as explained previously in section 6.5 —can lead to this discrepancy. Consistent with
this explanation is that 50 % of the n = 7 Balmer line emission is recombinative at 0.9 s,
increasing to 100 % at 1.05 s (these fractions are inferred quantitatively from Balmer line
ratios —chapter 7).
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Figure 6.17: Spectra of high-n lines during a detached discharge (#52126) observed with the
horizontal system from the line of sight closest to the target indicating the formation of the
recombinative pseudo-continuum after the n = 17 Balmer line which is still observed.
The wavelength distance between Balmer lines decreases with n while the Stark width
of each Balmer line increases with n —giving rise to a merging of the high-n Balmer lines
at some point forming a pseudo-continuum —which occurs for the hydrogen Balmer lines at
some wavelength above 365 nm [125] and is density dependent as higher densities will lead
to stronger Stark broadening and an earlier merging of the Balmer lines. In other words,
the highest n observable Balmer line provides a rough indication of the expected electron
density —referred to as the Inglis-Teller limit [137, 207]. This merging of the Balmer lines
is shown for a TCV spectra in figure 6.17 at the latest phase of discharge 52126 and the
highest-n Balmer line observed is the n = 17 transition. Using the classical equation of
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the Inglis-Teller limit (which assumes a simplified Stark model) from [137], corresponds to
an electron density of 8× 1019 m−3 with an uncertainty of 5.0× 1019 m−3 to 1.2× 1020 m−3
(when taking the neighbouring n = 16, 18 transitions as the uncertainty range. These values
are in good agreement with the electron density obtained at this point, which has been found
to be 8× 1019 m−3 as shown in figure 6.16, again showing consistency of the Stark broadening
results.
6.7 Summary and applicability of Stark broadening on TCV
Inferring a characteristic electron density of the emission corresponding to a Balmer line is
routinely performed using Stark broadening on higher density tokamaks, such as C-Mod,
JET and AUG and techniques have been developed to perform this analysis routinely for
TCV, which operates at relatively lower densities giving rise to a whole range of challenges
and important effects, which have been analysed in detail. These techniques include a
highly accurate accounting for the instrumental function and its uncertainty, employing
weighting functions to emphasize the Stark wings, and including dynamic averaging of the
Stark broadened spectra to enhance the signal-to-noise ratio.
Sensitivity studies have shown that Stark broadening on TCV can be applied quantit-
atively starting from an electron density of 2× 1019 m−3 or higher, while it can be applied
non-quantitatively between 8× 1018 m−3 to 2× 1019 m−3. A characteristic uncertainty (68%
confidence interval) of 20 % or 1× 1019 m−3 (whichever is higher) is found to roughly accom-
modate the various sensitivity studies performed.
The Stark density analysis has been verified and validated by cross-comparisons between
different diagnostics, comparisons to modelling and by comparing Stark density results
obtained for different spectral lines.
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Chapter 7
Quantitative analysis of Balmer line
spectra
Inferring quantitative information from the Balmer line spectra in detachment-relevant
regimes is challenging as both recombination and excitation can contribute to the Balmer
line’s emission and, as such, this analysis in literature is generally not performed or only the
recombinative emission is analysed. In this work novel techniques for analysing Balmer line
emission are developed, which quantitatively split the Balmer line’s emission into
recombination/excitation fractions using Balmer line ratios; enabling the analysis of
ionisation/recombination rates; hydrogenic radiation; charge exchange to ionisation ratios and
characteristic recombination/excitation temperatures. All of this is performed using a
probabilistic approach in order to accurately account for measurement uncertainties.
First, a brief introduction of the analysis strategy and the model used for modelling
the Balmer line intensities is introduced (section 7.1) together with a description of the
input parameters and their assumed uncertainties (section 7.1.2). Afterwards, each step
of the analysis chain is treated in more detail in the subsequent chapters (sections 7.2, 7.3
and 7.4). One key challenge of the analysis is that certain required input parameters (for
instance the neutral fraction) are generally only known within a large range, spanning multiple
orders of magnitude; implying that a ’standard’ Taylor-expansion based error analysis is
not applicable and therefore a Monte-Carlo based probabilistic analysis has been developed
to provide the range of named inferences and uncertainties from the Balmer lines (section
7.6). The assumptions made in the analysis and their robustness are verified in a statistical
investigation, including an investigation into the sensitivity of the analysis on uncertainties in
ADAS rates, in the appendix B. To verify and test many of these assumptions, a collection
of SOLPS simulation results (representative of an electron density ramp) are used, and the
results obtained directly from SOLPS and from a synthetic diagnostic analysis are compared
(section 7.7).
Parts of this chapter have been adopted from: An improved understanding of the roles of
atomic processes and power balance in target ion current loss during detachment, by K.
Verhaegh, B. Lipschultz, B.P. Duval, et al., to be submitted. DOI:
https://doi.org/10.13140/RG.2.2.24292.48005/1
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7.1 Introduction of Balmer line analysis
To analyse Balmer line spectra, first a model for the Balmer line intensity has to be established.
The divertor spectrometer measures the emitted spectra integrated along a line of sight through
the plasma with a local emissivity map (depending on local plasma parameters - ph m−3 s−1),
yielding a brightness in terms of ph m−2 s−1. The brightness of the observed Balmer line
(Bn→2) models this situation as a line of sight intersecting a 0D plasma slab with spatially
constant electron density (ne); electron temperature (Te); hydrogen ion density (n
+
H); hydrogen
neutral density (n0H) along a path length ∆L. For simplicity, it is assumed that n
+
H = ne,
which follows from assuming the plasma is a pure hydrogen plasma (Zeff = 1) and invoking
quasi-neutrality. Following this assumption, we will refer to the hydrogen neutral density as n0
from this point onwards. Furthermore, we assume that molecular reactions are not influencing
the Balmer line spectra, which is valid for n > 4 Balmer lines [5, 6, 108, 106, 112]. Under
those assumptions, the hydrogen Balmer line emission can be modelled through equation
7.1, which has a recombination (Brecn→2) and excitation (Bexcn→2) component, where the PEC
coefficients are from ADAS [134, 135, 140] as explained in section 2.4. This line emission
model forms the backbone of the entire analysis chain and the various assumptions made for
this line emission model will be discussed in the various sections and in an integrated way by
analysing the SOLPS synthetic spectra in section 7.7.
Bn→2 = ∆Ln2ePEC
rec
n−>2(ne, Te)︸ ︷︷ ︸
Brecn→2
+ ∆LnonePEC
exc
n−>2(ne, Te)︸ ︷︷ ︸
Bexcn→2
(7.1)
The first step of the Balmer line analysis is to separate Brecn→2 and Bexcn→2 from the measured
Balmer line intensity. This is done by inferring the fraction of emission due to recombination
(Frec(n)) and excitation (Fexc(n)) (defined in equation 7.2) quantitatively (section 7.2) using
a Balmer line ratio, a density estimate (from Stark broadening —chapter 6) and a neutral
fraction no/ne estimate (obtained from modelling —section 7.1.2); which are applied to Bn→2.
Brecn→2 and Bexcn→2 are then used to estimate the line integrated recombination and ionisation
rates (section 7.3); their respective temperatures (section 7.3.1); line integrated hydrogenic
radiative power loss (section 7.4) and hydrogen charge exchange to ionisation ratios (section
7.5).
Frec(n) =
Brecn→2
Bn→2
Fexc(n) =
Bexcn→2
Bn→2
= 1− Frec(n)
(7.2)
7.1.1 Output parameters of the analysis chain
The different output parameters can be classified in two different types: chordal integrated
parameters: recombination rate RL (in rec./m
2s); ionisation rate IL (in ion./m
2s); charge
exchange rate CXL (in reac./m
2s) and hydrogenic radiation rates (excitation (PH,excrad,L ) and
recombination (PH,recrad,L ) in W/m
2) —which aim to estimate the integral of a reaction rate
along the line of sight; and local parameters (ne through Stark broadening —chapter 6 and the
characteristic temperatures —section 7.3.1). These parameters are discussed in summarised
in table 7.1, where it is also mentioned whether the output parameter originates from the
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Figure 7.1: Schematic overview of the analysis steps (green) in the Balmer line analysis chain together
with the required measured inputs (grey, white text —including the Balmer line brightness Bn→2),
assumed inputs (grey, yellow text —including the neutral fraction no/ne, the path length ∆L) and
inferred outputs (purple —including the Stark density ne; inferred recombination/excitation Balmer
line emission fraction Frec(n), Fexc(n); line integrated hydrogenic excitation/recombination radiated
power loss P excrad,L, P
rec
rad,L; line integrated ionisation/recombination rate IL, RL and line averaged charge
exchange to ionisation ratio CXL/IL).
analysis of the excitation or recombination emission, as indicated in figure 7.1. An analysis
on how these analysis inferences relate to the actual parameters of the plasma is shown in
section 7.7. The conclusion of that investigation is that the integrated parameters agree
within uncertainty with the actual integrated values along the chord: thus such integrated
values can be obtained through passive line of sight spectroscopy and does not require 2D
techniques. Passive techniques cannot however provide information on local parameters at a
specific location of the plasma; instead a fair agreement was found between the inferred local
parameters and the line averaged parameter weighted by the respective emissivity profile.
That means, for instance, that a temperature derived from recombinative emission would be
different from a temperature derived from excitation emission as the recombinative emission
would occur at a different location along the line of sight 7.3.1.
As discussed in chapter 5, the TCV divertor spectrometer has a good coverage of the
outer divertor leg for most conventional TCV divertor geometries. As such, a profile of
the various inferences are obtained along the entire outer divertor leg. By integrating the
profiles of line integrated estimates along the outer divertor leg (RL, IL, etc.) toroidally and
poloidally, the total values corresponding to the outer divertor leg of the ionisation source Ii (in
ion./s); recombination sink Ir (in rec./s); hydrogenic radiation due to excitation/recombination
PH,excrad /P
H,rec
rad (in W) can be obtained. This integral is determined similarly to [63] through
equation 7.3 (shown for Ii), which uses the locations in figure 7.2 a where the ri, zi locations are
obtained from the intersection of the line of sight with the separatrix. Here it is assumed that
the line integrated values can be described as if they are all originating from the separatrix,
which may not be accurate if the largest part of the actual reactions are originating particularly
far from the separatrix location.
Ii =
∫
2piriIi(ri)dzi (7.3)
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Table 7.1: Summary of the output parameters of the spectroscopic analysis as indicated in
figure 7.1, where Toroidal integral = Tor.
∫
; line integral = Line
∫
.
Type Name Parameter Unit (R)ecomb. /
(E)xcit.
Tor.
∫
Ion source Ii ion./s E
Tor.
∫
Radiated power, excitation PH,excrad W E
Tor.
∫
CX to ionisation ratio ICX/Ii - E
Tor.
∫
Recombination sink Ir recomb./s R
Tor.
∫
Radiated power, recombination PH,recrad W R
Line
∫
Ion source IL ion.m
−2 s−1 E
Line
∫
Radiated power, excitation PH,excrad,L W m
−2 E
Line
∫
CX to ionisation ratio CXL/IL - E
Line
∫
Recombination sink RL recomb. m
−2 s−1 R
Line
∫
Radiated power, recombination PH,recrad,L W m
−2 s−1 R
Line
∫
Balmer emission fraction (recomb.) Frec - E & R
Line
∫
Balmer emission fraction (excit.) Fexc - E & R
Local Excitation temperature TEe eV E
Local Recombination temperature TRe eV R
Local ”Frec” temperature Te,Frec eV E & R
7.1.2 Input parameters and their uncertainties
This section provides a brief overview of the used input parameters and their uncertainties
in the analysis chain as listed in table 7.2 and shown in figure 7.1. Due to the nature of the
probabilistic analysis (section 7.6), the input parameter has to be described as a probability
density function (PDF), meaning that 1) the shape of the PDF must be defined; 2) the peak
of the PDF must be defined; 3) the width of the PDF must be defined. The list provided in
table 7.2 features mostly already discussed parameters with exception the path length ∆L
(section 7.1.2) and no/ne (section 7.1.2) which are further discussed below. As highlighted in
sections 5.5, the uncertainties in the Balmer line intensities and Balmer line ratios are driven
by the uncertainties in the absolute intensity calibration, estimated to be ∼ 17.5 % (68 %
confidence interval); and the relative intensity calibration, estimated to be ∼ 12.5 % (68 %
confidence interval) —both described by a Gaussian PDF. Based on section 6.4, we assume
the uncertainty in the Stark inferred density to be ∼ 20 %, with a minimum uncertainty of
1019m−3. The PDF is described by a Gaussian, considering that the inferred density and its
uncertainty can be fairly close to each other, this Gaussian could lead to non-physically low
densities (and even negative densities). Therefore, a minimum density cut-off is applied to
its PDF using rejection sampling, where values sampled below the cut-off are omitted and
re-sampled; such that a Gaussian PDF with a cut-off is obtained.
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Figure 7.2: a) Schematic overview of how the path length ∆L and ri, zi are determined. b)
Example of ∆L time trace for three lines of sight for # 56567.
An estimate has to be obtained for the characteristic length —or path length, ∆L —along
the lines of sight over which the plasma contributes most strongly to the measured brightness.
Ideally, one would use multi-spectral imaging for this purpose. However, that is not always
available and the path length is expected to differ between the different Balmer lines as they
have varying sensitivity to recombination and excitation and both processes are expected to
occur at different positions in the plasma. As such, one would need to use the same Balmer
line in multi-spectral imaging for such an endeavour. This was attempted, but the imaging
quality and spatial resolution of the multi-spectral imaging systems at the time on TCV
was insufficient for this purpose. We use, therefore, an alternative approach for obtaining
an estimate for the path length. The line emission for both excitation and recombination
depends on the density as shown in equation 7.1. According to theory, the saturation current
measured by Langmuir probes at the target jsat ∝ ne
√
Te also depends on density. Hence, we
model ∆L at the target as the FWHM of the jsat profile squared to get a density squared
dependence. The points corresponding to the FWHM are mapped upstream along their two
corresponding flux surfaces. The intersection between each line of sight and the corresponding
flux surfaces is calculated and ∆L is determined as the distance between both intersections.
An illustration visualising this approach for estimating ∆L is shown in figure 7.1 a.
Especially during a density ramp, which are generally used for investigating detachment,
the SOL profiles can broaden considerably by more than a factor three during the discharge
as the SOL/divertor cools on TCV [99]. This is taken into account by determining ∆L at
each temporal measurement of the divertor spectrometer. An example of the result of ∆L is
shown in figure 7.2 b for discharge # 56567, further discussed in chapter 8 and [2], showing
an increase in ∆L throughout the discharge.
This method of obtaining ∆L is a rough approximation. Although both the recombination
and excitation part of the Balmer line emission depend on the electron density, they do so
differently. In addition, the Balmer line intensity also depends on electron temperature and
neutral density (equation 7.1) and the PECs scale non-linearly with the electron temperature.
Around 5 eV temperatures, the recombination PECs increase with decreasing Te and excitation
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PECs increase with increasing Te; thus excitation and recombination would radiate at a
different location as shown in figure 7.3, where the emission profile along a synthetic DSS
chord of a SOLPS simulation is shown together with the temperature, electron density and
neutral density distribution along the chord. From this we conclude:
• Recombinative and excitation emission occur at different positions of the chordal integral,
which will influence the localisation of local inferences.
• ∆L can be different for excitation and recombination emission of the same Balmer line.
• ∆L can be different for each Balmer line. For instance if a Balmer line is chosen where
both recombinative and excitation emission are of equal importance, the emission region
can be wider than for other Balmer lines.
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Figure 7.3: a-c) Emission profiles (recombination/excitation/total) for the n=5,6,7 Balmer
line emission obtained along the line of sight during a SOLPS simulation (#106237). d-e)
Plasma profiles of electron temperature, electron density and hydrogen neutral density along
line of sight. f) SOLPS grid geometry (outer divertor leg) with line of sight.
Since obtaining ∆L is a rough approximation, we assume an uncertainty of ∼ 50 %. As
shown in [100, 99], the SOL broadening is due to two mechanisms: an upstream broadening
and a diffusive broadening which occurs somewhere between upstream and the target. Hence
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if the SOL width at the target is taken and mapped upstream, the ∆L at a position of the
divertor leg may be overestimated. Hence we assume that the lower uncertainty of ∆L is -50
% and the upper uncertainty is +30 %. The PDF of ∆L is then described as an asymmetric
Gaussian where the upper half has a σ of +30 % and he lower half has a σ of +50 %; both
leading to a 68 % confidence interval.
Table 7.2: Overview of used input parameters
in the Balmer line analysis including their un-
certainties and the shape of their probability
density functions.
Input parameter Probability density function
Bn→2
Gaussian
Peak: Measured brightness
σ : 0.175 ·Bpeakn→2
Bn2→2
Bn1→2
Gaussian
Peak: Measured line ratio
σ : 0.125 · Bn1→2Bn2→2
ne [Stark]
Gaussian
Peak: Stark density from fit
σ : 0.2 · npeake .
σ > 1019m−3.
ne > n
min
e .
nmine = [1− 5] · 1018m−3.
∆L
Asymmetric Gaussian
Peak: Inferred ∆L
σ(∆L < ∆Lpeak) = 50%.
σ(∆L > ∆Lpeak) = 30%.
no/ne
Uniform
[10−3–0.05]
We can determine from the emission
profiles along the line of sight determined
through SOLPS (as in figure 7.3) the min-
imum width of the emission profile, where
the integral is a given % of the total emis-
sion; which can be done separately for the
total emission profile or the recombinative
and excitation parts of the emission profile.
This can be compared against the estimated
∆L and its uncertainties from the described
technique using the flux surfaces and ion tar-
get flux profile simulated by SOLPS. This is
shown in figure 7.4 where the approximated
∆L and its uncertainty roughly corresponds
to 50 to 75 % of the total measured line
intensity; and thus seems to give a reason-
able estimate as a rough predictor. Here,
the previous points made about the emission
region when figure 7.3 was discussed are con-
firmed, showing that, although the estimated
path length provides a reasonable estimate
of ∆L, the real situation is more complicated
and ∆L can deviate between different Balmer
lines and between the recombination/excit-
ation emission regions. On the other hand,
the size of the emission regions for excitation
emission and recombination emission are similar for every Balmer line. That is an important
point as it means that the recombinative/excitation emission regions are the same for every
Balmer line: the only difference is their respective magnitudes. That is also important for
investigating line integration effects (section 7.7) as it means that once the recombinative/ex-
citation parts are separated this should reduce the influence of line integration effects on the
analysis.
Neutral fraction no/ne
The neutral fraction is a crucial element in the analysis chain for using Bexcn→2 to estimate the
ionisation source. Additionally, as will be explained in section 7.2, the dynamics of no/ne (as
opposed to its actual value) as the divertor cools down is crucial for inferring Frec. One difficulty,
however, is that no/ne is generally unknown and no direct measurements of the neutral density
in the divertor plasma is available. Instead, one has to rely on predictions, simulations and
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neutral pressure measurements through baratrons (section 4.2.6) which measure the neutral
pressure due to both molecules and neutrals at a fixed target location. However, such baratron
measurements do not provide volumetric neutral pressure measurements and require a model
to convert the neutral pressure measurement into a neutral pressure in the plasma.
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Figure 7.4: Estimated path lengths from the Jsat profile compared to the actual characteristic
lengths of the emission region along the line of sight; both determined through a SOLPS
simulation (MDS+ shot number #106273 —see section 7.7 for more details), for the n=5,6,7
Balmer lines.
There are several processes influencing the neutral dynamics in the divertor. Ignoring
neutral transport, one can argue that ionisation reduces the neutral density (as neutrals
are being used up in the process), whereas recombination increases the neutral density (as
neutrals are being created in the process). As such, in a transport-less plasma, the neutral
fraction is the recombination to ionisation ratio (assuming a pure hydrogenic, quasi-neutral
plasma) is provided by equation 7.4 where SCD, ACD are ADAS parameters [138, 135, 134]
explained in section 2.2, which are strongly temperature dependent. Thus, in a transport-less
plasma, no/ne is strongly temperature dependent where, for an increasing range Te = 0.2 eV
to 100 eV, the neutral fraction obtained from this model decreases from none = 1× 1025 to
1× 10−7. Such a model for the neutral fraction is sometimes used in literature for modelling
the Balmer line emission [73, 115].
no
ne
=
ACD(Te, ne)
SCD(Te, ne)
(7.4)
Apart from ionisation and recombination, neutral transport in the divertor also plays a
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role in the dynamics of the neutrals. Transport generally moves neutrals from colder regions
of the plasma to hotter regions, flattening the strong temperature dependence of the neutral
fraction. Neutral fluxes from the plasma facing components due to recycling also must be
considered as additional neutral sources at the target.
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Figure 7.5: Comparison of the neutral fraction along the (a) separatrix and (b) emission-
weighted (n = 7 Balmer line) along the DSS chords; both from the outer divertor leg obtained
from SOLPS-ITER simulations at different upstream densities. The SOLPS results are
compared to the no-transport assumption in (a) (equation 7.4). The neutral fraction range
(no/ne = [0.001− 0.05]) is shaded in yellow.
SOLPS simulations also provide neutral density profiles and account for ionisation/re-
combination, transport and neutral influxes from the wall simultaneously. These results are
compared to the no-transport model (equation 7.4 where ne, Te is provided by the SOLPS
simulation) in figure 7.5 for a field line at the separatrix during an upstream density ramp
(nue ) in which the divertor goes from attached to detached conditions, respective of discharge
# 52065 as has been presented in [7]. The no transport assumption clearly shows a very
strongly varying neutral fraction along the divertor leg (factor > 100) which increases as the
divertor is cooled (factor > 106), whereas the SOLPS simulated neutral fraction is relatively
flat (deviations within a factor < 10). This information shows that the neutral dynamics is
almost fully governed by transport in the TCV divertor according to SOLPS simulations,
resulting in an almost flat response in the neutral fraction: ionisation and recombination only
have small effects on the neutral density. One may, however, argue that the values presented
in figure 7.5 a are not respective of the effective neutral density contributing to a measured
brightnesses as the emission does not precisely occur at the separatrix locations on which
figure 7.5 a is based. To make up for that, the neutral fractions averaged along the line of
sight, weighted by the n = 7 Balmer line emission profile is shown in addition in figure 7.5 b;
which shows a similar trend with an even smaller deviation during the upstream density ramp
and along the outer divertor leg.
SOLPS modelling [7, 68] and OSM-Eirene modelling [79] indicates neutral fractions between
no/ne = [0.005 − 0.05] and here the results presented here from [7] are on the upper part
of that range. However, as shown from the comparison between neutral baratron pressure
measurements and a synthetic baratron diagnostic in section 4.3 has indicated that the neutral
density may be overestimated in the SOLPS simulation; although there are other reasons why
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a deviation between the two can occur (such as the simplifications used when translating the
baratron neutral pressures to plasma neutral pressures). Given that information, we assume in
the analysis that the neutral fraction is constant within a certain range (no/ne = [0.001−0.05]).
Not only the value or range of no/ne is important for the analysis, it is also important
to consider the dynamics of the neutrals in the TCV divertor and the influence this has on
the dynamics of the Balmer line emission. Information on the neutral dynamics of no/ne
are important when the plasma is continuously cooled. As will be explained in section 7.2,
one needs to assume that no/ne is ’fairly’ insensitive to Te; which agrees with the shown
SOLPS results. One other indicator for this is that, assuming a constant no/ne, it is expected
that the ratio between two Balmer lines will be similar to the ratio expected when only
excitation is present at high temperatures, which transitions to a higher line ratio, respective
of only recombination present, at lower temperatures. In other words, the Balmer line ratio
is expected to ’step up’ at some point when the plasma is continuously cooled. If one were
to assume a no transport case (equation 7.4), a different behaviour would be observed. This
step-like behaviour of the Balmer line ratio is clearly observed on TCV (figure 7.6) and
[1], which is thus indicative of a ’fairly’ constant no/ne as has been shown in the SOLPS
simulations. This will be explained in further detail in section 7.2 where the methodology to
determine Frec is highlighted.
7.2 Separating recombination and excitation contributions to
the Balmer line emission
Hydrogen Balmer lines become more sensitive to volumetric recombination with increasing
n number. High-n Balmer lines (n > 9), for instance, are only observed in tokamaks during
detachment (when recombination is present); whereas lower-n Balmer lines are always observed.
Since Balmer lines become more sensitive to volumetric recombination with increasing n, the
ratio between an upper-n and lower-n Balmer increases when recombination contributes more
strongly to the Balmer line emission; the ratio between two Balmer lines changes depending on
how much of their emission is due to recombination. By investigating Balmer line ratios, we
have found that Balmer line ratios can be employed to separate excitation and recombination
contributions to a Balmer line’s emission quantitatively. That is an important finding as the
excitation and recombination parts of a Balmer line’s emission are often both important during
detached conditions; which complicates analysis strategies performed in literature where it
is assumed that the Balmer line emission is either fully due to recombination [66, 51, 72] or
excitation [70, 73, 72]. Thanks to the separation technique found in this work, the excitation
and recombination contributions can be analysed individually, making the Balmer line analysis
much less cumbersome. Furthermore, as we have seen in figure 7.3, the Balmer line emission
location along the line of sight can be different for each Balmer line as the excitation and
recombination parts of the Balmer line emission can occur at different locations along the
line of sight. Separating excitation/recombinative emission in such cases enables a better
localisation of the emission, reducing line integration effects on the analysis as shown in section
7.7.
To separate the excitation/recombination components of a Balmer line’s emission we first
establish relations, based on the model presented in section 7.1 equation 7.1, for a Balmer
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line’s ratio
Bn2→2
Bn1→2
and the fraction of Balmer line emission due to recombination, which we
define as Frec(n), leading to equations 7.5 and 7.6. As shown, both the Balmer line ratio and
Frec in the model depend on ne, Te,
no
ne
. Therefore, for a given ne,
no
ne
, both
Bn2→2
Bn1→2
and Frec(n)
become functions of only Te.
Bn2→2
Bn1→2
=
PECrecn2→2(ne, Te) +
no
ne
PECexcn2→2(ne, Te)
PECrecn1→2(ne, Te) +
no
ne
PECexcn1→2(ne, Te)
(7.5)
Frec(n) =
PECrecn→2(ne, Te)
PECrecn→2(ne, Te) +
no
ne
PECexcn→2(ne, Te)
(7.6)
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Figure 7.6: Modelled B5→2B6→2 as function of Te. Both the excitation only and recombination only
trends are shown at three different densities, while the green/magenta take both recombina-
tion/excitation into account and assume a fixed no/ne. The black solid line indicates
B5→2
B6→2 as
function of Te where no/ne is determined as function of Te using equation 7.4, as done in [73]
to determine the ’TEC’. The black plusses indicate the measured B5→2B6→2 for # 56567 for all
lines of sight of the divertor spectrometer, where Te respective of the excitation emission is
used as the effective Te (see section 7.3.1 and 9.1.2).
.
Secondly we investigate the temperature dependence of the modelled Balmer line fraction,
shown in figure 7.6. As explained previously, the ratio between an upper-n Balmer line and a
lower-n Balmer line is expected to rise as the recombination contribution to the spectra becomes
stronger. However, there is a lower limit (|Bn2→2Bn1→2 |exc−limit —equation 7.7) to this where both
Balmer lines are dominated by excitation emission (Frec(n1, n2) ∼ 0). There is also an upper
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limit to this rise (|Bn2→2Bn1→2 |rec−limit —equation 7.7) where both Balmer lines are dominated by
recombinative emission Frec(n1, n2) ∼ 0. Both of these limits only depend on ne, Te and are
relatively constant compared to the difference between the two limits. The modelled line ratio,
assuming a fixed neutral fraction (no/ne), starts at the excitation limit at high temperatures
where, at some point, it starts to rise towards the recombination limit when reducing the
temperature while saturating at the recombination limit later (figure 7.6); e.g. at some
point when the temperature drops, a transitioning occurs from excitation dominated emission
towards recombination dominated emission. The points where this transitioning occurs are
inflection points, as shown in figure 7.6 where the temperature derivative of the modelled
line ratio changes direction. That behaviour is however observed for a fixed no/ne while
determining no/ne through a no-transport model (equation 7.4), as is sometimes employed in
literature [73], yields a completely different behaviour where no longer a transitioning from
excitation to recombinative emission occurs (figure 7.6). Instead, a smooth trend arises which
indicates recombination dominant emission at high temperatures (as the neutral fraction
drops) and when transitioning to low temperatures the Balmer line emission becomes more
excitation dominant (as the neutral fraction rises).
|Bn2→2
Bn1→2
|exc−limit =
PECexcn2→2(ne, Te)
PECexcn1→2(ne, Te)
|Bn2→2
Bn1→2
|rec−limit =
PECrecn2→2(ne, Te)
PECrecn1→2(ne, Te)
(7.7)
This predicted transitioning behaviour of the measured B6→2B5→2 line ratio (or other Balmer
line ratio) from low values (quantitatively consistent with the modelled |Bn2→2Bn1→2 |exc−limit) to
high values (quantitatively consistent with the modelled |Bn2→2Bn1→2 |rec−limit) is observed as has
been shown by the author [1], when the plasma on TCV is continuously cooled (e.g. density
ramp discharge). The fact that such a clear jump in the Balmer line ratio occurs in TCV as the
plasma cooled is an experimental indicator that the neutral fraction is fairly constant in the
TCV divertor, which is in agreement with SOLPS simulation results for TCV as shown in figure
7.5. Furthermore, similar dynamics of Balmer line ratios have been shown in MAST [81, 208]
and JET [80, 61]. It thus seems that using a no transport assumption for modelling no/ne may
not be (always) appropriate. To visualise the observed step-like behaviour in the Balmer line
ratio, the measured B6→2B5→2 results of a density ramp (# 56567) have been added to figure 7.6
while using the temperature obtained through analysing the excitation emission (TEe as will be
discussed in section 7.3.1) as a characteristic temperature. One other interesting observation
is that, depending on no/ne, the Te at which this transitioning in the Balmer line ratio occurs
changes. The observed trend thus suggests that no/ne in the experiment is in between 1× 10−3
to 1× 10−1. Furthermore, the precise temperature at which this transitioning occurs may
give information on no/ne; meaning that with further analysis advances it may be possible
to use Balmer line ratio trends together with temperature estimates to infer the neutral
fraction, which will be future work. Please note, however, that this TEe deviates from the Te
obtained from the line ratio analysis as will be discussed in section 7.3.1 and figure 7.12. The
transitioning of medium-n Balmer line ratios (n = 6, 7) from excitation dominant emission
to recombination dominant emission can be relatively slow and occurs at different times
for different locations along the divertor leg. This means that, for a large part of a density
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ramp discharge, the Balmer line intensities can have both significant excitation/recombination
contributions, showing the importance and necessity of quantitatively splitting the Balmer line
emission in its excitation and recombination components rather than assuming the Balmer
line emission is either recombination or excitation dominant.
Now that we have established that a constant neutral fraction assumption is appropriate
for describing TCV line ratio trends, we can go onwards to third step, which is to quantify Frec
given a measured Balmer line ratio. Since both the modelled Frec and the modelled
Bn2→2
Bn1→2
are functions of only Te for an assumed fixed ne,
no
ne
(equations 7.6, 7.5), we can visualise
Frec(n) as function of the Balmer line ratio (figure 7.7) where each point corresponds to a
certain Te. The relation shows that a measured line ratio leads directly to a unique Frec for
Frec = [0.1 − 0.9] where both recombination and excitation contribute to the Balmer line
emission. Although this is only presented here for the n = 5, 6 Balmer lines, similar relations
are found for other combinations of Balmer lines and the Balmer line for which Frec is shown
is not necessarily one of the Balmer lines used in the Balmer line ration, although this may
lead to higher uncertainties.
6->2 5->2
0.2 0.3 0.4 0.5
0
0.2
0.4
0.6
0.8
B  / B
F r
ec
 (n
=5
)
no/ne = 10
-3    ne = 10
20 m-3
no/ne = 10
-3    ne = 10
19 m-3
no/ne = 1         ne = 10
19 m-3
n
o
/ne = 1         ne = 10
20  m-3
1
Te decreasing
Figure 7.7: Frec(n = 5) as function of
B6→2
B5→2 for a set of fixed ne and no/ne. Each point in
this graph corresponds to a certain Te.
It is clear from figure 7.7 that the Frec(n) obtained is insensitive to the electron density and
neutral fraction, although the deviations can lead to small shifts in the relationship between
the line ratio and Frec(n). Due to this insensitivity, the obtained Frec(n) is strongly insensitive
to line integration effects, which will be further discussed in section 7.7. The characteristic
uncertainty of Frec(n) is ∼ 0.2, which has been determined through the probabilistic analysis
presented in section 7.6. From Frec the respective recombination and excitation parts are
determined using the measured line intensity: Brecn→2 = Frec(n) × Bn→2 and Bexcn→2 = (1 −
Frec(n))×Bn→2, as was shown in equation 7.2.
One important point to note is that the unique solution for Frec(n) from the measured
ratio of two Balmer lines is only obtained when Frec(n) is in between ∼ 0.1 and ∼ 0.9: e.g. if
almost all Balmer line emission is due to recombination (Frec(n) = 0.9 to 1.0), B
exc
n→2 cannot
be determined (all that can be said is that it is much lower than Brecn→2). It should be noted
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also that the Frec = 0.1 to 0.9 range is an approximative range, which can vary depending on
the neutral fraction, electron density and line integration effects tend to reduce this range by
0.1 (section 7.7). For simplicity, however, we refer to the validity range as Frec = 0.1 to 0.9.
Outside of this range either recombination or excitation dominates the Balmer line emission.
0.0
0.5
1.0
F r
ec
1.7 11.75.42.3 3.3
Te (eV)
1.0
0.5
1.0
0.5
0.0
0.5
1.0
0.5
0.0
0.5
F r
ec
F e
xc
F r
ec
F e
xc
F e
xc
00 10 10 10 10-41
7->2
6->2
5->2
-1 -2 -3---1
RL / IL
Figure 7.8: Frec(n) and Fexc(n) as function
of the temperature (and hence recombination
to ionisation rate ratio) for an assumed ne =
5 · 1019m−3 and no/ne = 0.05.
This, however does not provide (by itself)
any information on whether the actual recom-
bination rate dominates over the ionisation
rate or gets close to the ionisation rate. The
reason for the loss of uniqueness outside this
validity range is that, as shown in figure 7.6,
the excitation only and recombination only
trends of the Balmer line ratio have a weak Te
dependence, which is smaller than the change
in Balmer line ratio when transitioning from
Frec ∼ 0 → Frec ∼ 1. Due to that weak de-
pendence, if only the line ratio is known, and
Frec is outside the validity range, there are
two possible solutions for Frec and Te (figures
7.6 and 7.7), one corresponding to the step
in line ratio and one corresponding to the
recombination only (Frec ∼ 1) or excitation
only (Frec ∼ 0) trend.
Depending on which Balmer lines are used
in the analysis; the validity regime (Frec =
0.1 to 0.9) corresponds to different plasma
parameters. As such, the Balmer lines for
the various outputs of the analysis must be
chosen appropriately based on one’s goal and
based on the plasma parameters. This is
illustrated in figure 7.8 where, for a fixed
density and neutral fraction, the evolution
of Frec(n) and Fexc(n) = 1–Frec(n) is given
for three different Balmer lines as a function
of temperature as indicated in the top label
in figure 7.8. This change in temperature
(with a fixed ne, no/ne) leads to an increasing recombination to ionisation ratio (RL/IL)
with decreasing temperature. Shaded regions for each Balmer line in figure 7.8 show where
Frec < 0.1 or Fexc < 0.1. For the reader’s convenience, these Frec limits are shown in more
detail in table 7.3, where these limits are presented for different Balmer line as function of ne
and no/ne. Recombination emission is strongly dependent on electron density and thus, with
increasing electron density, the recombination emission will dominate the Balmer line ratio at
higher Te and lower RL/IL, as shown in table 7.3. This means that, at high densities, the
Balmer line emission of medium-n Balmer lines is easily dominated by recombination —even
if the recombination rate is smaller than the ionisation rate; complicating the extraction
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of Bexcn→2 during detachment, which is necessary to infer the ionisation rate and hydrogenic
radiative power loss (see overview figure 7.1). To combat this, one can use a lower-n Balmer
line which is less sensitive to recombination; but that will also lower the minimum RL/IL at
which recombination can be detected. Interesting to note is that changing no/ne has only a
small influence on the RL/IL window in which Frec can be inferred, although the temperature
regime in which this occurs changes strongly (as also shown in figure 7.6).
We note, however, that there is a limit to using Frec for estimating B
exc
n→2 at high electron
densities and high recombination rates as the lowest-n Balmer line which can be used in this
analysis is the n = 5 Balmer line. Lower-n Balmer lines (n = 3, 4: Dα, Dβ) cannot be used as
molecular reactions may contribute significantly to their intensity [109, 5]. This is consistent
with our analysis of the Dα emission, which indicated that the observed Dα during detached
conditions is much higher than the expected Dα from atomic processes (section 8.4) most
likely due to molecular reactions (mostly molecular activated recombination) contributing to
the Dα brightness. Therefore, for cases where the recombination and ionisation rates become
of comparable magnitude, assuming densities around ne ∼ 1× 1020 m−3, Frec(n = 5) > 0.9
will be reached; complicating the ionisation rate analysis as Bexc5→2 can no longer be accurately
estimated, which is an issue especially during high density operation as shown in table 7.3.
Table 7.3: Te and RL/IL corresponding to the Frec = 0.1 to 0.3 limits as function of n, ne, no/ne
.
Frec limit n = 5 n = 6 n = 7 n = 8 n = 9
0.1
ne[m
−3]
no/ne
1× 1018
1× 10−3
Te[eV]
RL/IL
5.1
0.09
6.8
0.03
8.8
0.01
11
7× 10−3
14.5
4× 10−3
ne[m
−3]
no/ne
1× 1018
0.1
Te[eV]
RL/IL
2.1
0.1
2.5
0.03
2.9
0.01
3.3
6× 10−3
3.9
3× 10−3
ne[m
−3]
no/ne
5× 1020
1× 10−3
Te[eV]
RL/IL
24
9× 10−4
40
4× 10−4
61
2× 10−4
91
1× 10−4
130
8× 10−5
ne[m
−3]
no/ne
5× 1020
0.1
Te[eV]
RL/IL
4.5
8× 10−4
6.2
2× 10−4
8.2
9× 10−5
11
4× 10−5
14
2× 10−5
0.9
ne[m
−3]
no/ne
1× 1018
1× 10−3
Te[eV]
RL/IL
2.2
9
2.6
3
3
1
3.5
0.5
4
0.2
ne[m
−3]
no/ne
1× 1018
0.1
Te[eV]
RL/IL
1.3
12
1.5
3
1.6
1
1.8
0.5
1.9
0.2
ne[m
−3]
no/ne
5× 1020
1× 10−3
Te[eV]
RL/IL
4.7
0.07
6.5
0.02
8.8
8× 10−3
12
4× 10−3
15
2× 10−3
ne[m
−3]
no/ne
5× 1020
0.1
Te[eV]
RL/IL
2
0.1
2.4
0.02
2.8
8× 10−3
3.3
3× 10−3
3.9
2× 10−3
For TCV divertor conditions using the n = 6, 7 Balmer lines generally suffices for extracting
Frec. The advantage of monitoring these two lines is that they can be acquired simultaneously
using the highest resolution grating of the DSS, which suffices for Stark broadening measure-
ments (chapter 6). However, for a relatively strongly recombining divertor (L-mode density
ramps with Ip > 340 kA where divertor electron densities of ∼ 1× 1020 m−3 are achieved
during detachment), the Frec(n = 6, 7) > 0.9 limit is exceeded before the ion target current
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roll-over. Although this indicates that the Balmer line emission of the n = 6, 7 Balmer lines is
fully dominated by recombination as shown in figure 7.8 and table 7.3, this only corresponds
to recombination to ionisation ratios of more than a few percent. By including a lower-n
Balmer line (n=5) in the analysis, the point where Frec(n = 5) > 0.9 is reached only occurs at
recombination to ionisation ratio of tens of percent’s. Since high resolution data of the n = 7
Balmer line is still required for electron density inferences through Stark broadening, obtaining
both n = 5, 7 Balmer lines while having a high resolution measurement of the n = 7 Balmer
line required a repeat of discharges to change the spectrometer’s wavelength range. That is
also one of the reasons why the DSS was modified later in order to enable both spectrometers
to be used with (identical) horizontal lines of sight as explained in chapter 5. Using the n = 5
Balmer line as opposed to higher-n Balmer lines does mean that the sensitivity to detecting
recombination becomes weaker, but recombination is still detectable when it is increases
beyond ∼ 1% of the ionisation rate. Nonetheless, even when using the n = 5 Balmer line, the
Frec(n = 5) = 0.9 limit is reached during the strongest detached phases of high current density
ramp discharges on TCV. Although the loss of uniqueness at Frec(n) > 0.9 is cumbersome,
this is not a ’hard’ limit and can be alleviated by using certain numerical algorithms (section
7.2.1), which exploit the fact that the temperature is continuously decreasing in the divertor
during a core density/seeding ramp in order to estimate whether a solution corresponds to
the excitation/recombination branches or the transitioning branch (figure 7.6).
7.2.1 Determining Frec(n) in the Frec(n) limits
As explained previously and shown more explicitly in figure 7.9, the loss of uniqueness for
Frec occurs as two Te solutions are possible outside the Frec = 0.1 to 0.9 interval. Using
the information that the temperature is continuously decreasing, we can determine which of
these two solutions is valid. First we describe the structure of the two solutions obtained
for a monotonous drop in temperature, as shown in figure 7.9 b —where we first model
the Balmer line ratio obtained and from this infer the Frec obtained. Starting at a high
temperature, two Frec solutions are obtained, where the blue trend shows the ’Correct Frec’
and the red trend shows the wrong ’Secondary Frec’. When dropping the temperature, at
some point the bifurcation disappears and a single Frec solution is obtained. When comparing
this to figure 7.9 (where obtaining double valued Frec for the same line ratio is highlighted
with two circles and a connecting red line), the point where that bifurcation disappears
corresponds to the minimum/maximum value the Balmer line ratio can obtained. During a
density ramp, the Balmer line ratio is observed to exhibit an ’S’-like behaviour: where the line
ratio first decreases as the temperature is reduced, afterwards increases as the contribution of
recombination to the Balmer line emission becomes more significant and decreases again as
the Balmer line emission is fully dominated by recombination —as indicated by the measured
line ratio and modelled fixed no/ne trends in figure 7.6. The two inflection points in this
correspond to the minimum/maximum Balmer line ratio obtainable. Before reaching the first
inflection point (e.g. at high temperatures where Frec ∼ 0) we assume that Frec has a random
value between 0 and the Frec value corresponding to the inflection point —which depends
on density/temperature/neutral fraction, but is usually ∼ 0.02 or smaller. Between the first
and second inflection point a unique value for Frec is obtained through the line ratio analysis.
After reaching the second inflection point (at low temperatures where Frec ∼ 1) we assume
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that Frec has a random value between the Frec value corresponding to the inflection point
(which is usually ∼ 0.98 or higher) and 1. This leads to the inferred Frec trend shown in figure
7.9 b. This procedure is performed on each Monte Carlo iteration (as discussed in section 7.6).
The difficulty in this is, however, finding the inflection points —as the precise value where
this occurs changes throughout the discharge as the density changes. Furthermore, due to
measurement uncertainties, one will never reach exactly the inflection point. Therefore, first
we assume that a certain line ratio always corresponds to temperatures between the two
inflection points as shown by the red trend in figure 7.9 a) —’Frec Te restricted’. This results in
a ’S-like’ trend of the inferred Frec as function of decreasing temperature as shown by the red
curve in figure 7.9 b). The minimum and maximum Frec obtained as the divertor temperature
is continuously cooled then corresponds to the two inflection points (cyan —figures 7.9, 7.6).
Smoothing/fitting has applied where appropriate to make sure the result is not affected by
measurement noise. Then the algorithm mentioned above is used in order to ’correct’ Frec for
regions where a double valued solution was obtained, which is our ’first’ correction algorithm
for dealing with situation where Frec(Fexc) ∼ 1.
As Frec approaches 1, the upper uncertainty bound is reduced given the physically limit
at 1. Therefore, given measurement uncertainties, it is easier to underestimate Frec rather
than underestimate Frec when Frec ∼ 1. If Frec(n) > 0.9 even small underestimates of Frec(n)
can lead to a large (relative) overestimation of Bexcn→2. Given that the medium-n Balmer line
emission strongly increases due to the presence of recombination (factor ∼ 50 on TCV for the
n = 6, 7 Balmer lines as has been shown by the author in [1]), this can lead in practice to
the non-physical result of a strongly increasing Bexcn→2 (and thus the ionisation rate) during
detachment. To deal with this, we have devised a ’second’ correction algorithm. Given
the way the ionisation rate is extracted from Bexcn→2 (as will be explained in section 7.3), a
temperature (TEe ) is inferred from the magnitude of B
exc
n→2. Higher temperatures lead to a
stronger emissivity. Therefore, a non-physical rise in Bexcn→2 is accompanied by an increase in
the inferred TEe from B
exc
n→2 —which is against the expectation of a continuously decreasing
temperature. Therefore, assuming that the temperature continuously drops, cases where the
inferred TEe strongly increases during a density ramp can be filtered out numerically. Again,
where appropriate smoothing/fitting is used to make sure that this approach is not affected
by measurement noise. Furthermore, there is a limit on how strong the slope in TEe has to be
for the result to be filtered. It is important to note is that only the trend of TEe plays a role
here and not the magnitude. Furthermore, the corrections are performed for each individual
Monte Carlo randomisation. Therefore, they are not influenced by the wide PDF obtained for
TEe (as will be shown in section 7.6). Furthermore, it should be noted that the randomisation
in the Monte Carlo approach (see section 7.6) is kept constant for a given iteration for all
different time points. This means, for instance, that no/ne, is fixed throughout time and other
parameters are some fixed factor (as function of time), specified according to their respective
PDFs, times the measured value, enabling the application of both correction algorithms while
using the probabilistic analysis approach. Both mentioned correction algorithms are only
applied to cases where Frec > 0.9 is achieved for a relatively long duration of the discharge
and a relatively large number of chords.
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Figure 7.9: An illustration of the technique for obtaining a unique Frec: a Frec(n = 5) as
function of B6→2/B5→2 where two different Te windows were used, a ’full’ window and a
restricted window (’Frec restricted Te window’) where only unique solutions can be obtained.
b Inferred Frec(n = 5) from the Balmer line ratio showing two solutions for Frec and a
visualisation of the solution provided by the highlighted correction algorithm. c) Magnification
of figure a in the Frec ∼ 1 non-unique region where four points of Te are highlighted, which
are represented by the numbered vertical lines in b to link figures a, b and c.
7.2.2 Frec(n) and the recombination to ionisation fraction
Apart from table 7.3 indicating rough limits to extracting excitation/recombination emissivities
which can be alleviated using the techniques of the previous section; that table has another
very important implication. It means that, especially at high densities, a single recombination
reaction leads to much more photons than a single ionisation reaction. In various works
[115, 3, 61, 79] line ratio techniques are employed to make statements on the ’dominance’
of recombination. However, as shown in figure 7.8, the ’dominance’ of higher-n Balmer
line emission (Frec(n = 6, 7) > 0.9) can start to occur at recombination to ionisation rate
ratios of 1× 10−2 to 1× 10−1: even if Balmer line emission is dominated by recombination,
the ionisation rate can still be much higher than the recombination rate. This is strongly
dependent on electron density as indicated in table 7.3; especially in density regimes higher
than typical TCV divertor electron densities (ne > 1× 1020 m−3) the higher-n Balmer line
emission will be recombination dominated at recombination rates which are much lower
than the ionisation rate. Although line ratio techniques can be employed to gauge whether
recombination is present and whether the Balmer line emission of a particular transition is
dominated by recombination, it does not provide direct information on the magnitude of
volumetric recombination and neither information on the ’dominance’ of the recombination
rate over the ionisation rate. Instead, quantitative calculations are required to infer the
magnitude of both the ionisation and recombination rate.
Another implication is that, as illustrated, excitation emission (which is the signature of
ionisation) is increasingly more difficult to extract in the presence of some recombination level
at higher densities; this requires further investigation and may imply for future devices that
other techniques need to be employed to infer the ionisation source, such as using Lyman
series measurements [72].
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7.3 Inferring recombination and ionisation rates
Once Brecn→2 and Bexcn→2 are obtained experimentally, both the recombination rate (RL in rec.
m−2 s−1) and ionisation rate (IL in ion. m−2 s−1) integrated along a spectroscopic line of
sight can be obtained.
Using the 0D plasma model described in section 7.1, the line integrated recombination
rate (RL) can be determined as indicated in equation 7.8 [1]. Given a certain ∆L (as
determined through the approach in section 7.1.2) and a certain ne (as determined through
Stark broadening —chapter 5), the modelled RL becomes a function of only Te. For this,
the effective recombination coefficients ACD(ne, Te) from Open-ADAS [134, 138, 135] have
been used, which takes both radiative and three-body recombination into account as was
explained in section 2.4. Similarly, with those parameters set, the modelled Brecn→2 also becomes
a function of only Te (equation 7.1). Given a measured B
rec
n→2, this means that RL can be
inferred from the comparison between the modelled Brecn→2 and RL as shown in figure 7.10.
RL = ∆Ln
2
eACD(ne, Te) (7.8)
The physical interpretation of this analysis approach is that an electron temperature
estimate of the recombinative emission region TRe is obtained by matching the modelled
Brecn→2 (given a certain ∆L and ne) to the experimental Brecn→2. As discussed in section 2.4,
the hydrogen Balmer line PECs for the recombinative part of the emission are such that
lower Te lead to higher emission rates. Using T
R
e and ne, the recombinations per Balmer line
recombination photon ratio ACD(ne,T
R
e )
PECrecn→2(ne,TRe )
are used to ’translate’ the experimentally obtained
Brecn→2 into the effective line integrated recombination rate RL.
As shown in figure 7.10, for a given Brecn→2 a unique solution for RL is obtained. Although
figure 7.10 shows this example for the n = 6 Balmer line; other Balmer lines provide similar
trends. The recombination rate, for a given Brecn→2, is only weakly dependent on changes in
ne and ∆L, meaning that even large uncertainties in ne and ∆L would only have a minor
influence on the recombination rate. One reason for this is that the temperature dependence
of the recombination PEC and the recombination rate (ACD) are relatively similar meaning
that even though a small change in temperature leads to both a large change in recombination
rate (figures 2.5, 2.6) and a large change in the recombination emissivity (figure 2.8) such
that the ratio between the two changes relatively less [63]. Since Brecn→2 is robust to changes
in ne,∆L; this method can also be expected to be robust to line-integration effects. This is
indeed shown by the author in [1] where the influence of a priori density/temperatures on
inferring the recombination rate through the 0D model presented in section 7.1 (equation
7.1). This will be further discussed in section 7.7 using a synthetic diagnostic approach on a
SOLPS discharge.
Using an analogous approach, the ionisation rate integrated along a spectroscopic line
of sight can be obtained from Bexcn→2 by using the Stark inferred density and the combined
parameter, ∆L×no/ne. First, the line integrated ionisation rate using the 0D model described
in section 7.1, is modelled as indicated in equation 7.9 using the effective ionisation coefficient
SCD(ne, Te) from Open-ADAS [134, 138, 135] (section 2.4). Using ne and ∆L× no/ne, both
the modelled Bexcn→2 and modelled IL becomes functions of only Te. Therefore, again, given
a measured Bexcn→2, the IL can be inferred assuming a certain ne and ∆L× no/ne as shown
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in figure 7.10. This means, again, that an effective excitation temperature (TEe ) is used as
a free parameter for the modelled Bexcn→2 to reach the experimentally obtained Bexcn→2; where
higher values for TEe lead to higher emissivities (figure 2.8). Using this T
E
e and the assumed
ne the ionisations to Balmer line excitation photon ratio
SCD(ne,TEe )
PECrecn→2(ne,TEe )
is used to ’translate’
the experimentally observed Bexcn→2 into a line-integrated ionisation rate IL. The effective
temperatures of the excitation region and recombination region are generally not the same
and considering that the spectroscopic line of sight integrates through a plasma profile one
would not expect them to be the same. This is further discussed in section 7.3.1.
IL = ∆LnoneSCD(ne, Te) (7.9)
Although one can obtain ionisation ratios using this analogous approach, the ionisation
rate has a much larger sensitivity to its input parameters than for RL, as shown in figure 7.10
B in comparison to figure 7.10 A. From figure 7.10 b it is clear that both the ionisation rate
inference is sensitive to both ne and the assumed combined parameter ∆L× no. These large
sensitivities, combined with the fact that the atomic physics coefficients used from ADAS can
have strong non-linear scalings, means that a standard uncertainty analysis based on first
order Taylor expansions [206, 209] is inadequate for evaluating both the uncertainty and the
estimated parameters. Given these larger uncertainties we have developed a probabilistic
analysis to extract a more robust measure of both the value and uncertainty of IL, RL and
other output parameters using a Monte Carlo approach as will be explained in section 7.6.
Line integration effects (section 7.7) lead to larger deviations between the inferred ionisation
rate and the ’true’ ionisation rate than deviations between the inferred/actual recombination
rate due to the larger sensitivity of the ionisation rate determination to other input parameters.
In both cases, however, the uncertainty induced by line integration effects remains significantly
smaller than the characteristic uncertainty of the quantities itself as will be shown in section
7.7. To minimize the uncertainty in IL, the lowest n Balmer line used in the Balmer line ratio
for determining Frec(n) (which yields the lower Frec(n) of the two and hence the higher (and
more accurate) Fexc(n) of the two) is used to determine IL. The highest-n Balmer line used
in the Balmer line ratio for determining Frec(n) (which yields the higher (and more accurate)
Frec(n) of the two) is used to determine RL. The results agree within uncertainty when either
Balmer line of the Balmer line pair used to determine Frec(n) is used to determine either
RL or IL. When permutations are performed of different Balmer line ratios, for cases where
several Balmer lines have been monitored through diagnostic repeats, the obtained RL and
IL agree within uncertainty. The analysis flow described above provides, in TCV, a poloidal
profile of the line-integrated ionisation and recombination rate. Exploiting the full coverage of
the DSS lines of sight of the outer divertor leg (figure 5.1), the total volumetric ionisation
and recombination rates are obtained (ion, rec / s), by integrating this profile toroidally and
poloidally, with uncertainties provided by the probabilistic analysis as was explained in section
7.1 equation 7.3.
7.3.1 The excitation and recombination temperatures
As explained above, the analysis of the emission due to excitation and the emission due to
recombination yields two different (in the analysis independent) temperatures: the excitation
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temperatures inferred from our measurements typically range from 3 eV to 20 eV, whereas
the recombination temperatures inferred from our measurements range typically from 0.5 eV
to 4 eV.
First we have to ask ourselves the question, is it physical to obtain two different tem-
peratures from the same analysis? Or, more specifically, what is the physical meaning of
these temperatures? To answer this question, first we will look at the emission-weighted
temperatures given a certain line of sight from a series of SOLPS discharges, which are
described in more detail in section 2.6 and literature [7]. The way the synthetic Balmer line
emissivities are generated are discussed in 7.7.
In figure 7.3, section 7.1.2, we discussed the emission profile along a line of sight for the
n = 5, 6, 7 Balmer lines, and we concluded that the excitation/recombination emission can
occur at different positions of the line of sight while excitation/recombination occurs at the
same location for each Balmer line. Therefore, the temperature at the excitation/recombination
locations is different as is shown in the same figure by the accompanying density/temperature
profiles along the line of sight. Using emission profiles along the line of sight (as in figure 7.3),
an emission-weighted Te and ne can be computed for each DSS chord, which is shown in figure
7.11. This shows that the difference between the excitation emission weighted or recombination
emission weighted temperature can be up to a factor two, while the difference in the effective
density is ∼ 1× 1019 m−3, similar to the expected inference uncertainty (chapter 6). The
investigation in figure 7.11 again shows that the temperature of the excitation/recombination
region is the same for every Balmer line; but the effective temperature per Balmer line is
different as the relative importance of recombination increases with n (figure 7.11 a). This
is an important conclusion for passive Balmer line emission analysis, as it shows that the
effective recombination/excitation temperatures are the same for all Balmer lines (neglecting
molecular contributions). Therefore, by separating out the excitation and recombination parts
of the emission (assuming the separation is not influenced by line integration effects), the
analysis becomes more robust to chordal integral effects; this and a comparison between the
emission-weighted temperatures and an inferred temperature using a synthetic spectrometer
diagnostic approach on SOLPS simulations will be further discussed in section 7.7.
Now that we have established that the Balmer line emission can be written as the
excitation part (with an ’excitation’ temperature TEe ) and the recombination part (with
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a ’recombination’ temperature TRe ), we have to go back to the Frec calculation. Here we
implicitly assumed that Te = T
E
e = T
R
e to keep the numerical approach as simple as possible.
This can be validated, however, using TEe and T
R
e provided by the full-analysis to compute a
self-consistent, post-processed Frec (equation 7.10).
F consistentrec (n) =
PECrecn→2(ne, TRe )
PECrecn→2(ne, TRe ) +
no
ne
PECexcn→2(ne, TEe )
(7.10)
This is performed for discharge # 56567 in figure 7.12 where F consistentrec (n) was computed
using a Monte Carlo approach. When inspecting Frec as a function of time for a given chord
(figure 7.12 a), an agreement within uncertainty is shown while the post-processed Frec has
slightly smaller uncertainties at low Frec values. The PDF outputs of both techniques for a
given chord at three different time steps are compared to provide a more detailed comparison
between the two in figure 7.12 b. This shows a slightly wider PDF at t = 0.6 (low Frec) for
the standard calculation with a spike at 0, which is an after effect of the techniques used for
dealing with the non-uniqueness of Frec at Frec ∼ 0 or Frec ∼ 1. Incorporating TEe and TRe
into the Frec determination is another way on dealing with the non-uniqueness of Frec close to
its limiting cases. As such, the agreement between the post-processed Frec and the estimated
Frec also provide some assurance to the application of the correction algorithms presented in
section 7.2.1. For the two later time steps shown, the shapes of the PDFs are likely within
the uncertainty of the statistical mapping of Monte Carlo values into a PDF (see section 7.6);
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meaning that the two are virtually indistinguishable.
7.4 Estimating hydrogenic radiative losses
The amount of energy expended for each ionisation is central to our analysis of the role
of power balance in the ionisation process. That energy cost includes several to multiple,
excitation collisions, where energy is lost due to line radiation as the atom de-excites; power
losses which occur before the final ionisation collision (e.g. radiative energy loss) as well as
the potential energy it requires to convert a neutral into an ion (at least  = 13.6 eV [90, 37]
—not accounting for the dissociative energy cost of D2 molecules into D neutrals).
The local radiated power density due to excitation collisions is modelled using the same 0D
plasma slab model presented in section 7.1. Internally, as explained in section 2.4 this is done
by modelling the full excitation hydrogen spectra using ADAS, after which it is integrated (in
spectral domain) to obtain the ADAS ’PLT’ parameter in W m3 [134, 138, 135] as function
of electron temperature and density (figure 2.9 a). The (excitation) radiated power (PH,excrad,L
in W m−2) due to excitation given the plasma slab model integrated over a line of sight is
then given by equation 7.11. By using the Stark density and an estimate for the combined
parameter ∆L× n0/ne, again both Bexcn→2 and PH,excrad,L become only functions of Te and thus a
measured Bexcn→2 can be translated into a value for P
H,exc
rad,L using figure 7.13 b. This is analogous
to how the ionisation rate was obtained. As such, again, the magnitude of Bexcn→2 is used to
estimate the temperature, which is used to interrogate the PLT to PEC ratio (e.g. radiated
energy per observed excitation photon), with which the measured Bexcn→2 is multiplied. This is
identical to using equation 7.11 together with the previously obtained TEe .
PH,excrad,L = ∆LnonePLT (ne, Te) (7.11)
As mentioned, also potential energy is required to convert a neutral into an ion. As such
the total power ’cost’ due to ionisation along a given line of sight is (Pion,L = P
H,exc
rad,L + IL)
as was explained in section 3.1. Note that Pion,L and Eion =
Pion,L
IL
are always positive and
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always indicate an energy loss. Examination of the ADAS cost per ionisation (figure 3.2
section 3.1) reveals that the radiated energy per single ionisation event increases strongly at
low temperatures increasing the energy ’cost’ per recombination as the plasma cools (figure
2.9 a and 3.2). For TCV conditions (experimental estimates of Eion are shown in section
9.1.1), the effective Eion for the total divertor (e.g. averaged over the entire divertor weighted
by the ionisation rate) is 25 eV to 30 eV in attached conditions, rising to 40 eV to 50 eV in
detached conditions while below the ionisation region in detached conditions Eion = 80 eV to
100 eV can be reached.
Using a similar approach, the radiated loss due to volumetric recombination can be
inferred spectroscopically. As explained in section 2.4, radiative loss due to recombination
can be modelled using ADAS [138, 135, 134] by first modelling the full recombination spectra
and then integrate this (spectrally) to obtain the ’PRB’ parameter, which combines various
forms of electron-ion recombination (two-body recombination, three-body recombination) and
Bremsstrahlung. To separate the hydrogenic Bremsstrahlung component (whose contribution
is negligible for recombination-relevant temperatures) from the recombination component, the
Bremsstrahlung is modelled using equation 4.25.5 from [30], divided by n2e, and subtracted
from the ADAS ”PRB” parameter to generate an effective ’PRB’ parameter purely due to
recombination, which we use when we refer to the ’PRB’ parameter (shown in figure 2.9
b). Using the 0D model again introduced in section 7.1, we can model the radiative power
loss due to volumetric recombination (PH,recrad,L W m
−3) as shown in equation 7.12. Again, by
assuming a value for ne (Stark broadening —chapter 6) and ∆L (section 7.1.2) both P
H,rec
rad,L
and Brecn→2 become functions of only Te. These are plot as function of each other in figure 7.13
a and thus a measured value for Brecn→2 can be translated into P
H,rec
rad,L ; analogously to how the
recombination rate was obtained. Again, this is identical to using equation 7.12 together with
the previously obtained TRe .
PH,recrad,L = ∆Ln
2
ePRB(ne, Te) (7.12)
When recombination occurs, energy is lost due to radiation, but also the resulting neutrals
gain energy since the potential energy of the ion,  is released [4, 136] as was highlighted in
section 3.1. The total power loss due to recombination (Prec,L) can thus be either positive or
negative (power loss). For the cases observed in this work (see section 2.4), Erec =
Prec,L
RL
can
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range from −2 eV to 2 eV in recombination-relevant conditions (figure 3.4). It shows hence
that radiative energy losses and the potential energy gain roughly balance (as shown during
the experiment in section 9.1.1 figure 9.1), implying that volumetric recombination can be
neglected as an energy source or sink.
7.5 Estimating charge exchange rates and charge exchange to
ionisation ratios
Similarly to how the ionisation rate and hydrogenic radiation due to excitation is calculated, the
charge exchange rate can be estimated using the Open-ADAS ’CCD’ parameter [134, 138, 135],
which is a function of density and temperature (section 2.4). Using the simplified 0D plasma
slab model we have been using continuously in this section, the line integrated charge exchange
rate CXL in reac m
−2 s−1 is provided in equation 7.13. Again, analogous to how IL, P
H,exc
rad,L
were estimated, one can estimate CXL using the B
exc
n→2 line intensity with an estimated ne,
∆L × no/ne, which again is equivalent to using TEe . Implicitly, this is assuming that the
region in the line integral where charge exchange reactions occur is the same as the excitation
emission region; which seems reasonable considering that charge exchange is an ion-neutral
collision and ionisation is an electron-neutral collision (and hydrogen ion/electron densities
are identical at the same location assuming local quasi-neutrality and Zeff ∼ 1). On the other
hand, excitation emission drops rapidly as function of temperature while charge exchange
reactions can still occur at those temperatures. Figure 7.14 a shows CXL as function of
Bexc5−>2, from which it is clear that the CXL rate is highly insensitive to Te (and hence to
Bexcn→2 once ∆L, no/ne, ne have been fixed), but when ∆L, no/ne, ne is changed, CXL changes
dramatically. This finding is not surprising since the charge exchange rate (hydrogen) is fairly
relatively insensitive (e.g. compared to ionisation/recombination) to the electron temperature
as shown in figure 2.5 section 2.4. Hence, the analysis shown here is not appropriate for
estimating charge exchange rates and to measure the ’absolute’ charge exchange rate, an
improved estimate of the neutral fraction is required.
CXL = ∆LnoneCCD(ne, Te)
CXL
IL
=
CCD(ne, Te)
SCD(ne, Te)
(7.13)
However, classically, momentum losses are not related to the absolute charge exchange rate
but to the dominance of charge exchange over ionisation [3, 142, 141]. This raises the question,
although our charge exchange rate estimate is strongly inaccurate, could we estimate the charge
exchange to ionisation ration? As was discussed previously in section 2.4, the charge exchange
to ionisation ratio is strongly sensitive to temperature due to the temperature dependence of
the ionisation ratio while the charge exchange reaction rate is relatively unchanged. See, for
instance, figure 2.7 where the charge exchange to ionisation ratio was used to interrogate the
expected momentum loss using the Self-Ewald model. Using the expression for CXL, we can
model the CXL/IL ratio (equation 7.13), which only has an explicit Te, ne dependence. Again,
using an estimated ne, ∆L, both B
H,exc
n→2 and CXL/IL are only functions of Te, which are
shown as function of each other in figure 7.14 b, indicating that the CXL/IL ratio is indeed
sensitive to changes in Bexcn→2 (of a roughly similar magnitude as the IL determination). Again,
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this is identical to using TEe to interrogate equation 7.13. The reason this inference is still
sensitive to ∆L×no/ne despite it not appearing in the CXL/IL expression is that ∆L×no/ne
still influences the TEe determination from B
exc
n→2. Implicitly in this determination, it is again
assumed that the excitation/ionisation and charge exchange regions are all at an identical
location of the chordal integral through the divertor plasma. This may not be the case for
the charge exchange rate, which could also occur partially in the recombinative emission
region. This, however, is not expected to be of a major influence as the charge exchange
rate is not particularly sensitive to Te. One should also note that the margin of uncertainty
required on CXL/IL is fairly large. As illustrated when comparing figure 2.7 to figure 2.5, the
momentum-loss phase takes place from 2 to 10 eV (e.g. fmom = 0.9→ 0.15) corresponding to
change in CXL/IL of ∼ 1→ 103); one thus needs to alter CXL/IL by an order of magnitude
to get meaningful changes in the expected momentum loss from charge exchange dominating
over CXL. How the ’actual’ charge exchange to ionisation ratio compares to the inferred ratio
is further discussed in section 7.7 through analysing a synthetic spectra given the strategies
laid out in this chapter.
7.6 Monte-Carlo probabilistic analysis methodology
We have seen that the various inferences can be fairly sensitive input parameters, especially the
ionisation rate and that certain input parameters (particularly no/ne which is not well-known
and adopted from modelling giving it an uncertainty margin of multiple orders of magnitude
and ne) can have large absolute and/or relative uncertainties. Given this, in combination
with the complicated set of analyses and the usage of atomic rate coefficients which can
exhibit strongly non-linear behaviour, a ’standard’ Taylor-expansion based uncertainty analysis
[206, 209] is insufficient to sufficiently quantify the uncertainties in the analysis.
However, uncertainties do not play a role only in determining the uncertainty margin
but can also influence the actual inferred parameter, which is not accounted for in ’standard’
Taylor-expansion based uncertainty analysis. As a thought experiment we present a case where
the analysis exhibits non-linear behaviour (e.g. y = x2) and one quantifies the uncertainty
of the input parameter x through a Gaussian distribution where the peak corresponds to
the measured value (e.g. x = 3) and the width corresponds to the estimated uncertainty
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(e.g. σ = 1 —68 % confidence interval). Using those values, one would expect y = 9 with
an uncertainty of 6. Taking the full Gaussian distribution into account and determining the
output values, similarly to the approach laid-out in this section for spectroscopic inferences,
a probability function is obtained with a certain uncertainty range (2-13 (68 % confidence
interval)) and a peak representing the highest probable estimate (6.8). In other words, the
highest probable estimate, can drift significantly from the expected value if one were to use
the measured value in non-linear cases [210].
We have therefore employed Monte Carlo techniques to obtain both the estimate and its
uncertainty from every output parameter highlighted in section 7.1. The benefit of such an
approach is that it not only leads to higher certainties on the uncertainty estimate; but it also
provides an accurate estimate of the output parameters even when the uncertainties are large
and the analysis is non-linear. In addition, the final result becomes less prone to errors in
input parameters —as not only the estimated parameter is used for determining the outputs,
but some region around this parameter (dictated by their probability functions) is used. The
results from the Monte Carlo technique take the form of probability density functions (PDFs),
similarly to a full Bayesian approach.
The probabilistic analysis first starts with prescribing a functional form describing the
uncertainty of each input parameter in the form of a PDF. That is an important step as the
shape of the assumed uncertainty (not just the magnitude) will have some influence on the
inferred result. Depending on the input parameter, this ranges from Gaussian (for instance
for the Balmer line intensity); to an asymmetric Gaussian (for the path length) to uniform
for the neutral fraction (no/ne). Table 7.2 indicates an overview for every input parameter
characterising their uncertainty in the form of a PDF, while section 7.1.2 provides motivation
on the chosen shape of the input PDFs. An investigation on the sensitivity of the assumed
input PDF for the neutral fraction is presented in section B.
After the input PDFs are established, random values (at least 5000) are sampled corres-
ponding to the various input PDFs, which are randomised for every input parameter. As
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opposed to changing the randomisation for every different time/profile point, the randomisa-
tion is kept the same for all lines of sight and time steps. This means that, for instance, if
the randomly sampled input value indicates a brightness 10% below the measured brightness,
this 10% is used for all time steps and all lines of sight. Keeping the randomisation the
same as function of time and space is a necessity enabling the usage for the techniques
highlighted in section 7.2.1 in cases where Frec is close to 0 or 1 —which are employed to each
individual randomisation. Apart from that, assuming these systematic shifts is also realistic
as many of the uncertainties have a systematic nature as opposed to a random nature (for
instance uncertainties in the line intensity and line ratio are dominated by uncertainties in
the calibration and not random noise). For each randomisation separately, the toroidally
integrated quantities (highlighted in 7.1) are obtained. For simplicity a simplified PDF for ne
(which is an input in this analysis), based on the full and complex analysis in section 6.4 is
chosen instead of a Monte-Carlo result, such as presented in figure 6.7.
An example of the probabilistic analysis is shown in Figure 7.15 for the line-integrated
ionisation source IL. The main parameters driving the uncertainty in the ionisation rate
(IL) (at a given time, for a given chord) are the uncertainties in the brightness as well as
in ∆L × ne × no/ne shown in figure 7.15a. Other uncertainties, such as the uncertainty in
the line ratio and electron density also contribute, but to a lesser extent for this particular
case. The scatter plot of figure 7.15a shows the randomly sampled values of the distributions
of ∆L × no/ne × ne and B5→2 from their uncertainty PDFs which are shown as PDFs
respectively below and to the left of the main figure. A ‘kernel density estimate’, a statistical
non-parametric technique for providing smooth estimates for probability density functions
from a distribution of values —such as obtained from the Monte Carlo output (figure 7.15
a), is employed to convert the analysis outputs into a PDF using an adaptive kernel density
estimation algorithm from [211]. The colour of each point in the scatter plot (Figure 7.15a)
corresponds to an ionisation rate given in the colour bar below the resultant PDF of the
ionisation rate of Figure7.15b.
An example of the adaptive kernel density estimation algorithm from [211], where the
PDF is compared to a histogram and a point cloud plot is shown in figure 7.16 for TEe . Kernel
density estimates aim to represent the histogram, but instead provide a smooth and continuous
function for the histogram. This is done by assuming a certain bandwidth and applying a
normalised Gaussian with a width corresponding to this bandwidth to each individual data
point (whose integral is 1/N where N is the number of measured points). The sum of all of
these Gaussians provides the kernel density estimated PDF whose integral is one. Adaptive
kernel density estimators can alter the bandwidth for each data point. This is particularly
effective for reproducing asymptotic PDFs and reducing boundary bias (e.g. cutting-off the
PDF after points no longer occur) [211]. However, there is still some boundary bias present
as shown in figure 7.16.
We apply analysis techniques adopted from Bayesian analysis [209, 212] to extract informa-
tion from the resultant output PDFs. The uncertainty of the estimate is given by the shortest
interval whose integral corresponds to a requested uncertainty range; commonly referred to
in literature as the ”Highest Density Interval (HDI)” [209, 212]. In this work, all confidence
intervals present 68 % confidence margins (unless otherwise stated) and are presented by a
lower and upper bound. For unimodal PDFs (which most of the PDFs obtained in this work
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are —figure 7.17) this interval also contains the maximum likelihood (MLE —peak of PDF)
of the PDF [209, 212]. We use this MLE as the estimate of our result parameter, since that is
the value has the highest probability to occur. It should be noted, however, that there also
exist other techniques to extract information from PDFs [209], such as using an equal-tailed
uncertainty margin and using the median as the estimate of the result; which would lead to
(small) differences in the presented results.
Figure 7.17 presents an overview of characteristic output PDFs of the Balmer line analysis,
obtained for # 56567 (a discharge which will be discussed in section 8) at three different
time points —representing the attached (0.5 s), detachment onset (1.0 s) and detached phase
(1.2 s). Note that this does not contain the Stark inferred ne PDF, which was discussed in
detail in section 6.4. The magnitude of the uncertainty and its asymmetry for the various
analysis results can vary strongly during a single (density ramp) discharge. The PDF of
output parameters, however, remains unimodal except for Frec, which is most likely due to
the techniques presented in 7.2.1. However, this does not influence the presented analysis
results as Frec is an intermediate parameter.
Deeper statistical sensitivity studies have been carried out in appendix B in order to
investigate: 1) the sensitivity of the analysis to uncertainties in the atomic rate coefficients
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provided by ADAS; 2) the sensitivity of the analysis using a log-uniform as opposed to uniform
neutral fraction input PDF; 3) a correlation study on the sensitivity of the analysis uncertainty
on the uncertainties of the various input parameters.
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7.7 Applying a synthetic diagnostic to SOLPS simulations and
investigating line integration effects
As mentioned previously, various assumptions are made to obtain the local (density/temper-
ature) and line-integrated quantities (ionisation rates/recombination rates/charge exchange
rates/radiated hydrogenic power) from the analysis chain presented in this section. This
section aims at verifying the analysis approach by using SOLPS simulations (see sections
2.6, 8.1.1), respective of a density ramp [7] to model the Balmer line emission obtained by
a synthetic spectrometer (with the same lines of sight as the DSS —see section 5.8). The
corresponding MDS+ shot numbers are shown in Figure 7.18. The synthetic spectra are
then analysed identically to how the experimental data is analysed using the approach in
this chapter. By comparing the inferred parameters from the synthetic spectra with the
parameters directly obtained from the SOLPS model, the analysis approach has been valid-
ated. The SOLPS simulations used here include chemical carbon sputtering to reach realistic
carbon concentrations in the divertor (which have been verified with the experiment using the
absolute CIII (465 nm) brightness through a synthetic diagnostic approach). Puffing/pumping
is performed to reach the required upstream density in the situation as opposed to using a
density boundary.
Before moving on to actually comparing the inferred output parameters through the
synthetic diagnostic with the direct output parameters directly from SOLPS, the reader
should note that many individual parts/assumptions of the analysis were already verified
previously in this chapter against SOLPS. Assumptions based on the neutral fraction have
already been verified in section 7.1.2; assumptions on the validity of using a different excitation
and recombination temperature have already been verified in sections 7.3.1 and 7.1.2; and the
validity of the path length ∆L has been verified in 7.1.2. The validity of assuming Zeff = 1
has been investigated and verified by the author in [1] using Zeff estimates from the measured
plasma conductivity, showing that (combined with fractional abundance modelling through
ADAS using carbon and boron as the main plasma impurity species), 60 to 100 % of ne is
provided by hydrogen ions. Accounting for this leads to negligible changes in Frec, RL, IL and
to small changes in TRe ; which are all significantly smaller than the estimated uncertainty in
those parameters. All of these assumptions are tested in this synthetic diagnostic approach.
Apart from a synthetic diagnostic approach using SOLPS simulations, also a more simplified
approach has been performed where a priori Gaussian ne × Te profile was chosen with a
fixed width, a peak temperature of 4 eV and a peak density of 5× 1019 m−3 while a flat
neutral density profile of 1× 1018 m−3 was assumed. An additional Gaussian profile of either
ne or Te was assumed where the width was varied and the resulting profile shape of the
other quantity was computed using the assumed electron pressure profile. The Balmer line
emissivity and Stark line shape profile (assuming Ti = Te for the Gaussian part —see chapter
6) was generated similarly to the synthetic diagnostic case using SOLPS below while assuming
Zeff = 1 and ∆L was estimated to be the FWHM of the neT
1/2
e profile as Γt ∝ ptT−1/2t
(equation 1.1). That investigation, which is partially presented by the author in [1], has
indicated that the local inferred parameters are in adequate agreement with the emission-
weighted averaged parameters; while a significant deviation between the peak ne, Te and the
inferred local parameters (e.g. density, temperature) can occur, depending on the situation.
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The inferred integrated parameters were in agreement with the actual integrated parameters
(e.g. ionisation source, recombination sink, etc.) within the expected characteristic uncertainty.
The SOLPS approach highlighted below serves as a more detailed investigation, which uses
a physics model to generate the various ne, Te, no profiles along the lines of sight instead of
an assumed a priori profile and properly accounts for the influence of Ti (through Doppler
broadening) and n+H (as Zeff 6= 1 in the SOLPS simulation due to the presence of carbon
impurities).
Methodology Using the simulated hydrogen ion density; hydrogen neutral density; electron
density; electron temperature and ion temperature, a synthetic Balmer line spectra in terms
of ph m−2 sr−1 s−1 pix−1 (identically to the measured data) is obtained using the techniques
from section 5.8 and 4.3. The synthetic line shape includes the instrumental function using the
default parametrised Stehle Stark line shape model while not accounting for Zeeman splitting
(chapter 6). For simplicity, the SOLPS grid cells corresponding to the inner strike point have
been omitted to prevent pollution of the synthetic spectra originating from the inner strike
point. Atomic tables used in the synthetic (and experimental) analysis from Open-ADAS
are used to determine all atomic rates (ionisation, recombination, etc.) using the simulated
parameters to avoid any discrepancy between the atomic tables used in the synthetic analysis
and the simulation.
This synthetic spectrum is treated identically to the experimental data and first the various
Balmer line shapes are fitted using the experimental technique (see chapter 6), yielding both
the Stark broadening electron density estimate and the Balmer line intensity. The obtained
n = 6 to n = 5 Balmer line ratio and Balmer line intensities are then fed into the experimental
analysis together with the Stark density inferred for the n = 7 Balmer line (analogous to the
technique used for # 56567, which will be analysed in detail in chapter 8). An estimate for
the path length (∆L) is obtained analogous to the experiment from the simulation’s ion target
flux profile and flux surfaces (section 7.1.2). The same uniform range for no/ne is assumed
as is used for the experiments. Also the same uncertainties assumed for the experiment are
applied to the synthetic data. This provides all the input information required for the analysis
as illustrated in table 7.2. As the ’resolution’ of the upstream density scan of the SOLPS runs
is fairly limited (e.g. five separate simulations of which the last two reach higher upstream
densities than the experiment), the techniques for ’correcting’ Frec near its applicability limit
(section 7.2.1) have not been employed as they require a smooth evolution of the temperature.
Results After utilising the full analysis presented in this section, including the statistical
analysis, estimates of Frec(n = 5), IL, RL, P
H−exc
rad,L , CXL/IL and T
E
e with 68% uncertainty
margins are obtained along the outer divertor leg as shown in Figure 7.18. The IL and RL
profiles are then used to obtain the total ion source Ii and total ion sink (recombination) Ir
in the outer divertor. These are compared with the direct SOLPS solution by summing the
ionisation/recombination rates of every divertor grid cell caught in between the two outer
spectroscopic lines of sight. The obtained Ii and Ir from the synthetic diagnostic are in good
agreement with the direct result from SOLPS (< 5% deviation) (7.18 a,b) throughout the
density ramp. Below the figure with Ii and Ir (Figure 7.18) are profiles of various analysis
output parameters for three different simulations, whose upstream densities are indicated by
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the vertical lines in Figure 7.18 a,b. Good agreement between the synthetic diagnostic with
direct SOLPS results for is found all line integrated parameters (Frec(n = 5) 7.18 C,D); IL 7.18
G,H); RL 7.18 I,J); P
H,exc
L,rad 7.18 K,L)) except the charge exchange to ionisation ratio (CXL/IL
7.18 M,N)). The deviation of the CXL/IL ratio occurs when Frec ∼ 1 while the corrections
of Frec could not be applied. This is also the reason why the ionisation source starts to be
overestimated (as predicted in section 7.2.1), leading to a strong rise in the upper uncertainty
boundary of IL and Ii at the highest upstream density close to the target (figure 7.18 h).
Again, it should be said that at those highest upstream densities, the SOLPS simulations
are more ’detached’ and has higher recombination rates/recombinative emission than the
experiment, which disrupts at a lower upstream density (around 4× 1019 m−3 assuming a
linear trend see figure 8.1 and the accompanying discussion). Due to this and to having no
correction for Frec ∼ 1, the uncertainties shown in figure 7.18 are larger than the uncertainties
obtained for the experiment (figure 8.3).
We have also used the SOLPS model of TCV plasmas to examine the interpretation of
local (e.g. ’slab’) quantities inferred from chordal integrated emissivities through passive
spectroscopy by comparing them to the emission-weighted averaged quantities over the DSS
chords along the SOLPS grid using the same techniques as in section 4.3. An adequate
agreement between the Stark density (from the synthetic diagnostic) and the emission-
weighted ne is shown (Fig. 7.18 e,f), indicating that the Stark density can be interpreted
as the ‘respective density’ of the emission region. There is qualitative agreement (variation
with upstream conditions) between the inferred TEe from the synthetic diagnostic and the
Te respective of the excitation emission region of the 5 → 2 Balmer line. The reason for
poor quantitative agreement is the reduced sensitivity of TEe at larger Te as the magnitude of
the excitation emission (e.g. the PECs) become relatively more insensitive to the electron
temperature as shown in figure 2.8. This is also apparent from the wide PDFs obtained for
TEe at such temperatures (see figure 7.17g at 0.5 s), which also implies that the T
E
e result is
not well localised (e.g. there is not really a single TEe likely at such temperatures —but an
entire range of TEe ).
In summary, we find that although several assumptions are made in the analysis, the
deviation of the analysis results due to these assumptions is negligible compared to the
uncertainty of the inferred results given the analysis. Hence, the analysis appears to be robust
against line integration effects and assumptions regarding Zeff . One of the reasons why
the analysis chain presented is robust against line integration effects is that the Balmer line
emission due to recombination and excitation is separated and that a separate temperature is
assigned to the recombination/excitation regions. By doing so, the emission coming from the
locations where excitation and recombination occurs is separated, alleviating issues due to
line integration effects.
Figure 7.18: Characteristic PDFs from output parameters
(Ii, Ir, P
H,exc
rad , P
H,rec
rad ,
∫
CXL/Ii, Frec(n = 5) (line of sight 3), T
E
e , T
R
e (both line of
sight 3)) obtained from #56567 at three different time steps, together with the maximum
likelihood estimate (MLE - +) and the highest density interval (HDI - 68 % - shaded).
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Chapter 8
The physics of detachment and its
dynamics on TCV
The ion target flux on TCV is in agreement with the measured ionisation source rate: TCV is
in high-recycling conditions in the sense that the ion target flux is predominately generated by
divertor ionisation. The reduction of the ion source during detachment is directly responsible
for the ion current roll-over while recombination is only a secondary effect on TCV. When
the ion current rolls-over, the ionisation peak leaves the target and moves towards the x-point
while both recombination and density remain peaked near the target, leading to elevated charge
exchange to ionisation ratios near the target, giving rise to momentum losses. The ion source
reduction occurs when the power entering the recycling region becomes limited for ionisation.
All of these observations are in quantitative agreement with both SOLPS simulations and
analytic models introduced in chapter 3.
First, the general detachment characteristics on TCV are discussed and compared to
observations from other machines, including a quantitative description of the evolution of
the impurity radiation, ionisation and recombination regions along the divertor leg, which is
in fair quantitative agreement with SOLPS simulations (section 8.1). After discussing these
dynamics based on profiles in the divertor, we integrate these profiles to obtain the total
ionisation source/recombination sink which are discussed and compared to the ion current
(section 8.2), together with a discussion on Dα emission which is indicative of the presence
of molecular activated recombination (MAR). This investigation shows that the ion current
roll-over is concurrent with a roll-over in ion source, which is further investigated by looking
at the power balance in the divertor (section 8.3).
Parts of this chapter have been adopted from: An improved understanding of the roles of
atomic processes and power balance in target ion current loss during detachment, by K.
Verhaegh, B. Lipschultz, B.P. Duval, et al., to be submitted. DOI:
https://doi.org/10.13140/RG.2.2.24292.48005/1
8.1 General detachment characteristics on TCV
As explained in section 2.3, detachment is often studied through a density ramp, where the
core density is increased continuously, or an impurity seeding ramp; where at some point the
212 Spectroscopic investigations of detachment on TCV
detached state is entered.
As a reference to the general detachment characteristics on TCV, we will discuss these
dynamics during a density ramp experiment (# 56567), where feedback control of the D2
fuelling is used to obtain a linear increase of the line averaged core density ne, measured by
a vertical FIR interferometer chord (section 4.2.5). This discharge is an L-mode discharge
without external heating and is performed in reversed field (e.g. ∇B in the unfavourable
direction) to stay out of H-mode. To keep the same field line helicity, both the Bt direction
and Ip direction were reversed. The equilibrium of the discharge together with the DSS
viewing geometry is shown in figure 4.2 a. The line averaged density (ne) is increased until
the plasma disrupts at t =1.25 s, achieving a maximum Greenwald fractions of ∼ 0.65 (figure
8.1 a). Both the total ion target flux integrated across the divertor target, It in ion/s, and
the target ion flux density at the separatrix (Γt in ion/m
2s) (Figure 8.1 b) initially increase
linearly with both the line-averaged and separatrix density, ne,u (Figure 8.1 a). At ∼ 0.85 s,
Γt starts to roll-over while It starts to deviate from its linear trend. As this linear trend is
respective of attached conditions on TCV (more information is provided in section 9.2), we
use that deviation to define the onset of the process of detachment. For the case presented,
this point corresponds to the roll-over of the ion target flux at the separatrix (figure 8.1 b),
but that observation may not be general [101]. Later, we will show that this point is in
accordance with the peak in the ionisation profile along the outer leg lifting off the target
and is in accordance with detachment onset predictions (section 9.2), which were derived
previously in section 3.3. Note that the It roll-over (negative slope in It) can occur after the
point where It starts to deviate from its linear trend. This separation between the deviation
and roll-over times can vary from one discharge to another as shown in figure 8.4. At the
time when the total ion target flux rolls-over, the upstream temperature is observed to drop
rapidly while the upstream density saturates (figure 8.1); indicative of an upstream pressure
drop. The upstream pressure drop will be compared to momentum loss estimates and the
minimum required target pressure drop (as explained in section 3.3) in section 9.2.
The linear scaling of It and Γt with the upstream/core density for attached plasmas was
observed for all the density ramp studies at TCV [58, 45, 101, 1, 79]. This contrasts the
Γt ∝ n2e,u scaling observed in other tokamaks [115, 37, 33]. Further analysis in section 9.2,
using the models presented in section 3.3 and 3.1, will show this linear increase of It and Γt
is expected from both power/particle balance and from power/particle/momentum balance
where the reduction of upstream temperature and increase in divertor radiation, observed
experimentally throughout the density ramp, is considered. To quantify the loss of target ion
current for this study we determine a linear, in upstream density and thus time, fit to the ion
target current during the attached phase and extrapolate into the detached phase. The ‘It
loss’ is then the difference from this to the measured ion target current, It (see Figure 8.1).
Although spectroscopic signatures of recombination start to appear just before the ion
target flux roll-over, the It loss is significantly larger than the total recombination sink
integrated over the entire outer leg (Figure 8.1 b), indicating that the recombination sink alone
is insufficient (at least by a factor three) to fully explain the It roll-over. This observation is
general on TCV (as shown by the author in [1] and shown in section 8.2) and has also been
observed under higher density conditions in Alcator C-Mod [51] as well as under N2 seeded
conditions in JET [72].
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Figure 8.1: Overview of detachment based on a high Ip density ramp discharge (#56567). a
Line averaged density, ne, upstream density ne,u and upstream temperature, Te,u as function of
time. b Total ion target flux (It), ion target flux density at the separatrix (Γt), recombination
rate (Ir) and It loss rate as function of time.
8.1.1 Experimentally observed TCV detachment dynamics with a compar-
ison to SOLPS results
During the periods before, during and after the target ion current roll over (∼ 1 s) the poloidal
profiles of several plasma parameters along the outer divertor leg vary, as was indicated by the
cartoon in figure 2.2. Instead of a cartoon, various of these reaction rates / parameters are
measured and shown in figure 8.3e, g, i at the times indicated by the vertical lines of Figure
8.3a. In figure 8.3d, f, h, j we display the plasma dynamics for a series of SOLPS simulations
[7] that are representative of a density ramp obtained by performing multiple simulations for
a range of upstream densities, which are reached by varying the gas puffing in the code for
this particular run.
Before detachment, the density along the divertor leg (Figure 8.3c), the radiated power
(Figure 8.3g – Prad,L) and the ionisation rate (Figure 8.3e – RL) are all spread-out along the
entire outer divertor leg while their peak is near the target. Increasing ne and ne,u further
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generates a gradual shift in the radiated power peak towards the x-point (concurrent with
the observation of the CIII front leaving the target [79, 101]), followed by a displacement of
the peak in the ionisation region (Figure 8.3e – IL). The process of detachment starts to
occur when the ionisation peak ’detaches’ from the target, corresponding to a flattening of
the measured ion target current (∼ 0.83 s Figure 8.3a). As the ionisation moves away from
the target, a region where charge exchange dominates over ionisation is left behind (Figure
8.3i), eventually extending over a region up to ∼20 cm from the target. During the entire
detached phase, both the Stark density and recombination rate continue to increase along
the entire divertor leg whilst their peaks remain near the target (Figure 8.3c and 8.3e) where
the lowest DSS measurement chord is ∼5 cm above the target surface. At the highest core
density, recombination dominates over ionisation only over a small region (<10 cm) close to
the target (Figure 8.3e). The development of detachment on TCV, illustrated by the profiles
in Figure 8.3, is generally observed in TCV.
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Figure 8.2: a) Electron density (characteristic uncertainty ∼ 1× 1019 m−3) traces of chords
near the target (#57912) for a density ramp experiment. b) Corresponding divertor geometry
and lines of sight
All the above observations are in excellent qualitative (and in most cases even quantitative)
agreement with the SOLPS simulation results (Figure 8.3a vs b; Figure 8.3c vs d; Figure 8.3e
vs f; Figure 8.3g vs h; Figure 8.3i vs j). The upstream density corresponding to the times
indicated by the vertical lines in figure 8.3a are shown in figure 8.3b. This simulation does not
reproduce the experimental result that the upstream density saturates upon detachment as is
shown in the experiment. As such, a linear trend of the upstream density has been used to
match the chosen times to the appropriate ne,u. The three simulations used to compare the
SOLPS profiles to experimental profiles are indicated by the enlarged symbols in figure 8.3b,
where their colours correspond to the vertical lines at which the experimental data is taken,
shown in figure 8.3a. The SOLPS results (Figure 8.3f, h, j) are obtained by integrating through
the 2D SOLPS profiles of ionisation, recombination, etc. along the DSS and bolometric chords
(Figure 8.3h —Prad,L), enabling a closer comparison between experiment and simulation (see
section 4.3). Shown SOLPS integrated results (figure 8.3 b) are obtained by integrating the
ionisation source/recombination sink over the region covered by the entire horizontal DSS
viewing chord fan (figure 5.1). The SOLPS ‘Stark density’ result (Figure 8.3d) is obtained
from the Stark fit of a synthetic DSS diagnostic (see section 5.8).
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Figure 8.3: Left hand side: Experimentally (spectroscopic inferences + bolometry) determined
quantities along the outer divertor leg. Right hand side: Results obtained directly from SOLPS
simulation utilizing synthetic diagnostic measurements. a) Total outer ion target flux It, outer
divertor integrated ion source and recombination rate (Ii, Ir), together with the linear scaling
of the ion target flux as function of time and vertical lines corresponding to the times at which
the profiles are shown in the figures below. b) Analogous ion source/sink plot (outer divertor
integrated) obtained from SOLPS where the ionisation source and recombination sinks are
shown as function of upstream density. c, e) Stark density profiles (c —obtained from a
synthetic diagnostic —see section 5.8). e, f) Chordal integrated recombination (RL) /ionisation
rate (IL) profiles. g, h) Chordal integrated total radiation profiles through bolometry – Prad,L;
and radiation due to hydrogenic excitation – PH,excrad,L . i, j) Line integrated charge exchange to
ionisation ratio profiles (CXL/IL).
8.1.2 Evolution of electron density near the target
The three time points in the general plasma characteristic profiles along the divertor leg
(Figure 8.3c, f, g, h) do not accurately convey the dynamics of the near target region, in
particular the electron density which we expect, based on previous work [90, 65, 74], to drop
as the low pressure, low density region expands from the target during detachment.
Stark density measurements from the 7 horizontal DSS viewing chords closest to the target
are shown in Figure 8.2a together with the viewing geometry (Figure 8.2b). This discharge
is similar to the one discussed in sections 8.1.1, but with a magnetic geometry optimised
for DSS strike point coverage. At approximately the time of the total ion target current
roll-over (∼0.87 s), which coincides with the time when the integrated ion current deviates
from its linear trend (not shown), the measured Stark density for the viewing chord nearest
to the target rises above the peak density measured by Langmuir probes at the target (Figure
8.2a). Afterwards, when the core density is further increased, the Stark density (within ∼5 cm
from the target) peaks after which it rolls-over, which happens after the ion target current
roll-over and after the target separatrix target density measured by Langmuir probes, Figure
8.2a, starts dropping. This data is consistent with observations from the vertical DSS system
indicating a reduction in line averaged (9 → 2 Balmer line, thus recombination emission
weighted) density throughout the divertor leg (Figure 4.8). Since the density peak must have
started at the target before detachment, the strong decreasing trend of the lowest viewing
chord density would be consistent with the density peak starting to move up along the leg.
The decay in Stark density could be stronger than shown, due to the reduction of the target
temperature increasing the Stark width, which is not accounted for in the default Stark fit
analysis; as was discussed in detail for this particular discharge (# 57912) in section 6.4,
figure 6.15, where the target Stark density peaks at 1.1 s (ne = 8× 1019 m−3) and rolls over
reaching 6× 1019 m−3 at the end of the discharge.
There is a concern that the Langmuir probe measurement of the target density is incorrectly
low. Since the Langmuir probe density inferences uses the Langmuir probe temperature
inference (Jsat ∝ nLPe
√
TLPe ), the density would be underestimated when T
LP
e is overestimated
—which generally occurs in cold divertor conditions [118, 119, 117]. As such, following a similar
approach as developed by the author in [1], we calculated a modified nLP,mode = nLPe
√
TEe
TLPe
using a spectroscopically inferred TEe (section 7.3.1) from the excitation emission of the chord
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closest to the target (figure 8.2 a). nLP,mode remains significantly smaller than the observed
Stark density upon detachment. Some combination of the width of the poloidal viewing chord
(1-2 cm) and the weighting of the Stark density towards higher emissivities (and thus higher
densities) along the cone describing the target line of sight is driving this difference. This
discrepancy thus suggests that the electron density strongly decreases in a narrow region
(< 2 cm) close to the target. A decay of the electron density in such a narrow region during
detachment is also observed in the SOLPS simulations [7]: the density, emission-weighted
(n=7 Balmer line) over radial cells in the divertor, drops poloidally by 1× 1019 m−3 in a region
smaller than 1 cm near the target.
8.2 Characterisation of the loss of source and its effect on the
ion target flux
In the survey of discharge characteristics (figure 8.1), the inferred ionisation source magnitude
and time dependence appears to determine the current reaching the target. The following
discussions are based on particle balance over the entire divertor and not just a particular flux
tube and focus on divertor ion sources and ion sinks. During that discussion, three discharges
are discussed of which two are density ramps and one is an impurity seeding ramp (nitrogen)
at constant core density. All three of these discharges are in L-mode and without external
heating, performed in reversed field (e.g. ∇B in the unfavourable direction) to stay out of
H-mode. To keep the same field line helicity, both the Bt direction and Ip direction were
reversed. The equilibria of all three discharges together with the DSS viewing geometry are
shown in figure 4.2 a.
The balance of sources and sinks within the divertor can be written as equation 8.1a, where
the target ion flux (the sink for ions at the target), It, is the sum over the divertor target
surface while both the ionisation source, Ii, and the recombination sink, Ir, are integrated over
the entire outer divertor leg. Iup represents the net contribution of ion flows towards the ion
target. Under the assumption that It >> Iup, the divertor is a closed, self-contained system,
where the total divertor ion target current is fully dominated by divertor ion sources (equation
8.1b); an approach used previously [51, 5, 52]. To investigate this assumption, an estimate
of the upper bound for Iup based on reciprocating probe upstream profiles is presented in
section 8.2.3. In this work we define the high recycling regime to be where the total divertor
ion target current is dominated by divertor ion sources as opposed to sources outside the
divertor; e.g. cases where equation 8.1b is valid.
It = Ii − Ir + Iup (8.1a)
It = Ii − Ir if It >> Iup (8.1b)
8.2.1 Characterisation of ion sinks and sources in density ramp discharges
We show examples of the equivalence of the divertor ionisation source and target ion current
for two density ramp discharges (which were ramped until disruption) at two different plasma
currents in the first two columns of figure 8.4.
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The ionisation source (figure 8.4b & e), Ii, tracks the increasing target flux, It, (within
uncertainties) during the attached phase for both density ramp cases while recombination, Ir,
is either ignorable (for the low current case —Figure 8.4b) or small (for the higher current case
—Figure 8.4e). We conclude that the majority of ion target flux derives from ionisation within
the divertor, in agreement with the self-contained divertor approximation (equation 8.1b),
which shows that TCV is operating under ‘high recycling’ conditions. These measurements
also indicate that the additional source from ion flux into the divertor from the SOL should
be either relatively small or balanced by ion flows flowing from the outer divertor towards the
inner target.
High recycling divertor operation has been visualised/simplified as being a narrow ionisation
region in front of the target [3]. This contrasts with our TCV observations, as was highlighted
previously in section 8.1.1, which may deviate from other tokamaks due to the relatively
large mean free path of ionisation on TCV (5-10 cm). This indicates that having a narrow
ionisation region may not be necessarily a requirement for cases where equation 8.1b applies.
The various ion losses for the density ramp cases can be compared quantitatively by
assuming that both the ion target flux and Ii should increase linearly with time for the
density ramp discharges (red dashed lines Figure 8.4d, e). The losses are then calculated
by subtracting the measured It and Ii from these respective linear scalings. These linear
scalings in attached conditions will be verified in section 9.2 using the two point model with
recycling energy losses introduced in section 3.3. The measured target ion current loss and
the ionisation source loss track well within uncertainties for both density ramp cases (Figures
8.4g, h). The recombination ion sink is only significant at the end of the high plasma current
discharge; it only starts to develop to significant levels after the deviation of the measured It
from its linear (attached) scaling and after the ion target flux roll-over. Even at the latest
phases of discharge # 56567, the recombination loss remains more than a factor 4 lower than
the loss of target ion current or loss of ionisation source.
There is a clear difference in the role volumetric recombination plays between the low and
high current cases. This is an interesting observation, as it suggests that (for the same core
Greenwald fraction) the plasma current is a ‘control knob’ for the influence of recombination
on the ion target flux. The recombination rate in the high current case is 5-10 times higher at
the same core Greenwald fraction, whereas the ion target flux is only ∼ 25 % higher. That
change is consistent with the predictions from equation 2.7 as the higher current also increases
the Ohmic power (by roughly a factor two), thus increasing q‖ (assuming similar SOL widths
and core radiation fractions) for the higher current case. One explanation for the higher
recombination rates is that the ∼ 1.5 times higher ne,u leads to higher divertor densities
—which are observed (Stark density) to be ∼ 3 times higher for the high current case. This
agrees with the expected strong dependence of the divertor density on ne,u (cubic [3], based
on equation 2.8 assuming T 2u/qt is similar between the two cases). Assuming identical divertor
temperatures between the two cases, this would result in ∼ 10 times higher recombination
rates, using the tables presented in section 2.4.
8.2.2 Characterisation of ion sinks and sources in N2 seeded discharges
N2 seeded discharges develop significantly differently than the core density ramp discharges
discussed previously. The line averaged density for the discharge shown (# 52158) is held
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Figure 8.4: First two columns correspond to core density ramps at two different plasma
currents: Core Greenwald fraction (a,b); divertor ion sources/sinks and ion target flux (d,
e) as well as the loss of ion target current, recombination sink and loss of ionisation (g, h).
The last column corresponds to a N2 seeding ramp at constant core density (c): divertor ion
source/sink and ion target flux (f) as well as the loss of ion target current, recombination sink
and loss of ionisation (i).
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constant over the N2-seeding ramp at a fixed Greenwald fraction of ∼ 0.4 (Figure 8.4c). This
is just below the core density at which the ion target flux roll-over occurred in the equivalent
high current, density ramp discharge (pulse # 56567; Figure 8.4 e). While the core density is
kept constant, a ramp of N2 seeding is introduced, starting at 0.8 s as shown in figure 8.4 c.
The ion target current loss is quantified as previously using the pre-N2 seeding scaling as a
reference. This likely underestimates the actual value of the ion target loss as in attached
conditions, assuming only impurity radiation in the divertor is altered, the ion target flux is
expected to increase according to the two point model (equation 2.7).
Both the ion target flux and ionisation source are observed to drop with increasing N2 gas
puff rate while recombination remains fully negligible (figure 8.4 f). The magnitude of the ion
source loss, including the range of uncertainty, is however larger than the ion target current
loss and starts to rise earlier (figure 8.4 i). One possible explanation for this discrepancy is
that a significant fraction of the target ion current was carried by nitrogen ions. To explain
the mismatch between the ion target current measured by Langmuir probes and the ionisation
source prediction, a nitrogen concentration of 10 to 25 % would suffice, assuming an average
nitrogen ion charge of 2.
A crude analysis, using Open-ADAS photon emission coefficients together with the NII
(399.6 nm) line brightnesses measured by the DSS and the statistical (TEe , n
Stark
e , ∆L) PDFs
obtained from the Balmer line analysis, indicates the ratio between the N+ density and ne
to be at least 4% (e.g. 4 to 30 %). The total nitrogen concentration is likely significantly
higher than the N+ concentration; assuming a transport-less plasma (which is not true —this
calculation serves only as an illustration), one would expect only a small fractional abundance
(< 0.1) for N+, considering the TEe and n
Stark
e ranges obtained from the Balmer line analysis
where NII radiates. Although the N+ fractional abundance is most likely larger than this,
the crude analysis shown does support the explanation of a significant fraction of target ion
current being generated due to N ions, but it does not constitute a proof. One of the reasons
for this is that the inferred (TEe , n
Stark
e ) from the Balmer line series does not necessarily
match the temperature/density from which the NII emission originates [213] and provide wide
ranges leading to a large uncertainty margin in the expected N+ concentration. Furthermore,
the N+ concentration is linearly sensitive to the assumed ∆L; meaning that if NII radiates in
a larger region than predicted by the simplified ∆L analysis based on the Langmuir probe
Jsat profile (section 7.1.2), the N
+ concentration would be overestimated. Additionally, to
convert the N+ concentration into a total nitrogen concentration, a much more sophisticated
analysis including non-equilibrium ionisation balance modelling is required.
Recombination being smaller during N2 seeding can be (partially) explained due to the
lower upstream and divertor densities obtained during N2 seeding as during a density ramp
at the same plasma current. The recombination rate from the density ramp experiment (#
56567) at the same upstream density as the N2 seeding experiment is in the range 1× 1019 to
4× 1019 ions/s (between 0.7-0.8 s), which agrees within uncertainty with the recombination
rate for the N2 seeding experiment just before the N2 puff (5× 1018 to 1.5× 1019 ions/s).
Interestingly, the measured recombination rate during the N2 seeding ramp only increases
slightly as the N2 seeding is increased. This is contrasting with the behaviour during a density
ramp and also contrasts one’s expectations as a higher N2 seeding rate would be expected to
decrease the divertor temperature, which should increase recombination, assuming that the
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local density is not strongly decreased (consistent with Stark inferences indicating a static
ne ≈ 3× 1019 m−3 within an uncertainty of 1× 1019 m−3) and the plasma is not detached
before N2 seeding. This seems to be consistent with the measurements, which will be further
discussed in section 9.3.
8.2.3 Estimating the flow of ions from upstream into the divertor
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Figure 8.5: The target ion flux compared to the ion source, inferred ion flow from the upstream
SOL and the recombination rate
In this section we have shown that in both attached and detached conditions, the measured
ion current of the outer divertor leg during reversed field discharges, does correspond to the
ionisation source estimated of the outer divertor leg, obeying the closed box approximation
and therefore, the notion of a high recycling divertor. While direct measurements of Iup are
unavailable, the ion flow from upstream can be estimated through equation 8.2, in which Mu
is the upstream Mach number and r is the radial distance from the separatrix [214], which
includes fluid flows along the magnetic field but ignores several types of drift flows such as
E ×B flows, ignores ionisation in the SOL outside of the spectroscopic view and ignores flows
from the inner target to the outer target or visa versa.
Iup ≈ 2piMuBp
Bt
∫ wall
seperatrix
rnu(r)
√
Tu(r)
mi
dr (8.2)
To estimate the maximum possible Iup, we use Mu ∼ 0.5, the upper bound of a previous
survey of upstream Mach number profiles across 3 tokamaks [214]. To compute this con-
servatively large Iup (equation 8.2), separatrix upstream densities and temperatures were
measured using Thomson scattering, while their profiles were measured with a reciprocating
probe (details are provided in section 3.6). The resulting Iup, shown in figure 8.5 for discharge
(# 56567) previously discussed, remains small compared to the divertor source of ions and
the target ion current, but can increase up to ∼ 30% of It during detachment.
222 Spectroscopic investigations of detachment on TCV
When these values for Iup are included in the overall particle balance (equation 8.1a),
this would be consistent with the Langmuir probe It measurements and the ionisation source
measurements Ii within uncertainties. However, even with Iup included, Ii remains the largest
contributor to the target ion flux and its roll-over at the detachment onset. Based on the
other results in this section (figure 8.4); it is likely that this is the case also for lower current
(e.g. lower density) discharges. Another possibility is that, if there would be a significant Iup
or a significant amount of SOL ionisation, these ions flow towards the inner divertor instead
of the outer divertor; thus making the outer divertor self-contained such that the influence of
Iup is ignorable on the outer divertor.
8.3 Power balance in the divertor and its relationship to ion-
isation
Although the divertor ion source appears to be the main determinant of the ion target flux, we
did not address the question as to what causes the ionisation source to decrease. It has been
suggested previously, both experimentally [51] and theoretically [52, 5, 68] that the ion source
can be limited by the amount of power available for ionisation in the divertor, or the power
entering the recycling region, which was highlighted in the power balance structure shown in
section 3.1, which provides a model for divertor power balance (figures 3.1, 2.2). To pursue
this question, we aim to compare the power entering the recycling region, Precl and the power
required for ionisation Pion. The power required for ionisation, Pion, depends on hydrogenic
excitation radiative losses PH,excrad and the ionisation rate (equation 3.6a section 3.1); which
both can be obtained spectroscopically as shown in sections 7.3, 7.4. This power balance
investigation is applied to the outer divertor of # 56567 (high Ip density ramp), shown in Fig.
8.4, for #56567, while charge exchange power losses (section 3.1) are neglected.
Estimating the power entering the recycling region (Precl = Pdiv − P imprad ), as shown in
equation 3.5, requires estimating both the power entering the divertor (Pdiv) and the power
loss due to impurity radiation (P imprad ). The power entering the divertor can be estimated
by first estimating the power flowing into the SOL from the core plasma (PSOL). Since
the discharges included in this study are Ohmically heated the heat source of the core is
Ohmic POhm. PSOL is obtained by subtracting the core radiated power (P
rad
core), measured by
foil-bolometer arrays (section 4.2.1), from POhm. After establishing PSOL = POhm−P radcore, the
portion of power from the core flowing to each strike point (or the asymmetry in the power
flow) has to be established, described by α in equation 8.3, representing the fraction of power
crossing the SOL going towards the outer strike point. An in-depth study [215] has provided
us with an overview of α for different configurations. For the reversed field discharge discussed
here (#56567), with Ip = −340kA and fx ∼ 8, the power flowing towards the inner/outer
strike point are roughly equal (α ∼ 0.5). To account for the uncertainty in Pdiv, no uncertainty
in α or POhm is assumed. The uncertainty for P
core
rad is described in section 4.2.1.
Pdiv = α(POhm − P corerad ) (8.3)
Using the power balance discussed in section 3.1, P imprad can be estimated by subtracting
the spectroscopically estimated hydrogenic radiated power loss (PH,excrad + P
H,rec
rad ) from the
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total radiated power Prad estimated from bolometric measurements, leading to equation 8.4.
P imprad = Prad − PH,excrad − PH,recrad (8.4)
After having established how to obtain the various power loss channels, we can investigate
how these power losses and power flows vary during a density ramp discharge, which is shown
in figure 8.6 for #56567; similar qualitative trends are found for the other two discharges
presented in the previous section. We include again the measurements of the target ion flux
and the ionisation source (Figure 8.6a) as a reference. Figure 8.6b, which shows the various
radiative loss channels in the divertor shows that throughout the density ramp, intrinsic
impurity radiation is dominant (x 3) over PH,excrad while recombination radiative losses are
essentially ignorable. That is an important observation as it shows that TCV, being a carbon
wall machine, has a very significant amount of impurity radiative losses intrinsically, which
become stronger as the density ramp continues both due to an increase in divertor density
and due to divertor cooling increasing carbon radiation in detachment as shown in figure 2.10.
The increase in divertor impurity radiation throughout the discharge causes Precl to
steadily drop (Figure 8.6c) during the ramped increase of the core and edge density while the
power into the outer divertor, Pdiv, remains roughly constant. This suggests that, even in
non-seeded density ramp discharges, impurity radiation due to intrinsic impurities (carbon in
the case of TCV) is not just the dominant radiative loss, but plays a key role in reducing the
power reaching the recycling region in TCV. Reducing Precl is what causes power limitation
near the time of the ion target flux roll over, (∼ 1.05s) as Precl has dropped to roughly Pion
at that point. This quantitative information suggests that the ion source is being limited by
the power reaching the recycling region. When Precl has dropped to roughly Pion, most of the
power flow entering the recycling region is expended on ionisation and thus the kinetic power
reaching the target is relatively small P kintarget  Precl (section 3.1). This both implies that
low target temperatures are achieved, as is expected from detachment and observed (section
9.1.2); and it implies that the target temperature no longer plays a role in power/particle
balance, which is a sufficient observation to state that the ion source from that point onwards
is expected to be driven by the power entering the recycling region and the energy required
for ionisation, as was explained in section 3.1 and will be further investigated in section 9.1.
We note that, however, Precl is larger than Pion when the target ion current deviates
from the linear trend (in fact, Precl is approximately twice Pion at the start of detachment);
which makes sense as some power, beyond ionisation, is required to maintain a target
temperature. This empirical observation coincides with predictions of the detachment threshold
(Precl < 2Pion) presented in sections 3.1 and 3.3, which will be further discussed in sections
9.1.3 and 9.2.2.
Figure 8.6d includes a check of the overall divertor power balance. The sum of the total
radiated power and the power reaching the target, Prad + P
IR
target (the latter term from IR
measurements), is compared with the power flowing to the outer divertor region, Pdiv; which
should equal each other (section 3.1). The two are shown to match within uncertainties,
giving confidence in the Pdiv determination. Note that Prad + P
IR
target is no longer shown after
1.05 s due to failures in the IR background subtraction algorithm.
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Figure 8.6: Power balance investigation for the outer divertor for pulse #56567 a): ion
target flux, ionisation rate and recombination rate; b) break-down of total radiation and its
contributors; c) comparison between power entering the outer divertor leg, Pdiv; the power
entering the recycling region, Precl and the power needed for ionisation, Pion; d) comparison
between Pdiv and the outer divertor leg radiative losses plus the measured power deposited on
the target by the IR for consistency.
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8.4 Evidence for molecular reactions during TCV detachment
A detailed analysis of the Dα brightness measured spectroscopically in TCV indicates that
the observed Dα brightness is larger than expected from atomic processes, which do explain
the brightness of other Balmer lines. This discrepancy is indicative of molecular reactions as
other studies have shown that several molecular reactions (most notably Molecular Activated
Recombination —MAR [111, 106, 110]) can enhance the n=3 population level, increasing the
Dα emissivity [109, 111, 106]. A comparison between the experimental measurements and
SOLPS simulations also indicates that the observed strong rise in Dα emission during density
ramp detachment is due to molecular reactions.
We estimate the atomic contribution to Dα by using medium-n Balmer line brightnesses
(n=5,6 Balmer line intensities) to predict the Dα brightness, based on atomic reactions for
each view, which is compared with the measured values for Dα (figure 8.7b). That information
is compared with the SOLPS-simulated atomic contribution to Dα, using ADAS, and SOLPS-
simulated molecular contribution to Dα, using EIRENE (figure 8.7b); which are both obtained
using a synthetic diagnostic approach (section 5.8). The following process of estimating
additional contributions to Dα is based on the formalism discussed in section 7.2. First we
determine Frec from theB6→2/B5→2 line ratio to obtainBexc5→2 andBrec5→2 (corresponding toDγ).
Secondly, using the Stark density and the respective excitation/recombination temperatures
from the Balmer line analysis, we determine Dα to Dγ ratios separately for the excitation
and recombination components (Bexc3→2/Bexc5→2 and Brec3→2/Brec5→2). Thirdly, using these ratios
we ’upscale’ the measured Bexc5→2, Brec5→2 brightnesses into respective Bexc3→2, Brec3→2 brightnesses
by multiplying the measured Bexc5→2, Brec5→2 with the estimated Bexc3→2/Bexc5→2, Brec3→2/Brec5→2 ratios.
Summing the Bexc3→2, Brec3→2 Dα contributions leads to the prediction of Dα intensity due to
atomic reactions: Batomic3→2 = Bexc3→2 + Brec3→2. The statistical approach described in section
7.6 has been used to estimate the most probable Dα and its (68%) uncertainty margin. In
this technique, the fact that the excitation and recombination emission occur at the same
location along the chordal integral for each Balmer line (section 7.3.1), is exploited to enable
the assumption that the excitation/recombination temperatures from the Balmer line analysis
are respective of the excitation/recombination temperatures of Dα. This makes the upscaling
particularly insensitive to line integration effects. We note that a similar technique found
consistency between the measured and predicted n=5-9 Balmer line intensities.
The measured Dα brightness is always higher than that predicted (based on atomic
processes) during a density scan. Figure 8.7 displays the measured and predicted Dα
brightnesses, integrated over all DSS chords (Figure 8.7b). The measured Dα starts ∼ 50%
higher than predicted. When the core density is increased, the measured and predicted Dα
further diverge up to a factor three at the detachment onset and more than a factor six during
the detached phase of the discharge.
We have also compared the measured Dγ/Dα ratios with predictions based on atomic
collisional radiative modelling alone. As highlighted in section 7.2, such line ratios are predicted
to start at values expected for excitation emission and then, as the plasma cools, increase
towards values expected for recombinative emission (which is ∼ 0.1 —a factor ∼ 10 larger than
the excitation limit for the Dγ/Dα ratio) as estimated from the PECs presented in section
2.4. The measured Dγ/Dα along 3 DSS lines of sight (covering regions close to the target,
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Measured (summed over all chords) Dα signal and predicted summed Dα signal. c) Measured
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minimum ratio is shown. The predicted recombination limit is ∼ 0.1.
middle of the divertor leg and close to the x-point) are shown in figure 8.7c. It is striking
that even before detachment all three measurements are lower than the excitation only limit
(which only takes atomic excitation into account). As the plasma cools down after detachment
the observed Dγ/Dα actually decreases further —in contrast to the strong increase expected.
All these observations indicate that the Dα line intensity is elevated compared to expecta-
tions based on atomic collisional radiative modelling alone. In other words, there must be
other reactions, such as molecular ones (most notably MAR), contributing to the Dα emission.
Generally, there are three possible MAR chains [112] highlighted in table 8.1: 1) DA-MAR,
which features a complex chain of reactions involving Dissociative Attachment resulting in
D−, leading to recombination [112, 108, 109], 2) IC-MAR, which features molecular Ion
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Table 8.1: Overview of MAR reactions adopted from [109] for deuterium. D2(ν) implies
vibrationally excited deuterium molecules, whereas D∗ denotes electronically excited atomic
neutrals
Label Type Reaction
DA-MAR
DA D2(ν) + e
− → D− +D
MN D− +D+ → D +D∗
IC-MAR
CX D2(ν) +D
+ → D+2 (ν) +D
DR D+2 (ν) + e
− → D +D∗
MIC-MAR
CX D2(ν) +D
+ → D+2 (ν) +D
MIC D2(ν) +D
+
2 (ν)→ D+3 (ν) +D
DR 2D+3 (ν) + 2e
− → 3D +D2(ν) +D∗
Converison (e.g. charge exchange) followed by dissociative recombination of D+2 [112], 3)
MIC-MAR, which features the generation of H+3 through tri-atomic molecular ion conversion,
eventually leading to the generation of vibrationally excited molecules [109]. On linear devices,
it is believed that the presence of the MIC-MAR reaction impedes IC-MAR and generates
vibrationally excited hydrogen molecules, for which the reaction rate of DA-MAR is more
pronounced; which is believed to be the reason why DA-MAR is the dominant MAR chain
in linear device [109]. Calculations suggest DA-MAR may also be important for tokamak
plasmas [108]. In other studies, IC-MAR is considered important in elevating Dα in tokamaks
[72, 110].
We have used SOLPS simulations [7] to further investigate the source of the Dα enhance-
ment. A synthetic Dα brightness has been obtained and summed over all DSS chords, as
shown in figure 8.7b. Here the Dα contributions have been distinguished into a molecular part
(obtained through EIRENE [162, 69]) and an atomic part (obtained through Open-ADAS
[140, 134]). It is important to note that the SOLPS simulation uses the default set of molecular
reactions (see [216], in particular table 3.2), which do not include reactions with D− and D+3 .
A good qualitative and fair quantitative agreement is found between the total measured Dα
and simulated Dα and between the predicted atomic part of Dα and the simulated atomic
part of Dα. This further supports the idea that the strong rise of Dα during the detached
phase is due to molecular reactions. In addition, the quantitative agreement of the SOLPS
predictions of the total and atomic part of Dα emission with the experiment implies that the
molecular part of Dα predicted by SOLPS also agrees to the experiment. As this does not
include any reactions with D− or D+3 , this suggests that the observed Dα emission is not due
to DA-MAR, but due to IC-MAR (table 8.1) —consistent with findings in literature [72, 110].
It should be noted that the D+2 generated during molecular charge exchange can also be
involved in Molecular Assisted Dissociation (MAD) D+2 (ν) + e→ D +D+ + e and Molecular
Assisted Ionisation (MAI) D+2 (ν) + e→ D+ +D+ + 2e [68]. Those reactions likely play a role
at high densities.
The strong enhancement of Dα occurs at ∼ 0.9 s and is correlated with the onset of
detachment (figure 8.7) during a density ramp. That rise of Dα, is suggestive of recombination
of D+2 [110] and could indicate IC-MAR occurs, which involves molecular charge exchange
in the divertor. This may also indicate a significant molecular density in the TCV divertor
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—which would support the notion that the formation of D2 near the target, including the
processes arising from plasma-molecule interaction (momentum losses, energy losses, MAR),
are correlated with reaching sufficiently low target temperatures and the detachment onset
[4, 49, 78]. However, a large content of D+2 may have have been present before the enhancement
of Dα and may have gone into MAD and/or MAI as illustrated by the reactions above [68].
Although the amount of D2 and the momentum loss originating from it cannot be
quantified through our analysis of the experimental data, the SOLPS simulations for TCV [7]
do indicate that D2 continuously rises during the density ramp while momentum loss from
ion-molecule interactions occur and its relative importance increases as the plasma becomes
more detached, while its role (for similar upstream densities as the experiment) remains
secondary to momentum loss from ion-neutral interaction. Molecule-ion collisions may also
lead to an additional power sink [54] (which is thought to be minor considering the work in
[110]).
The observation of Dα also has other implications, especially considering other literature
where similar enhancements of Dα were observed [112, 108, 111, 106]. In literature, often
ratios such as Dα/Dγ have been used to indicate ’recombination dominant’ emission [3,
76, 77, 80, 102, 61], which is based on the assumption that all emission is due to atomic
recombination/excitation; this is however problematic as most of the Dα emission observed is
due to molecules during detachment; which invalidates such diagnostic techniques. Instead, line
ratios such as Dα/Dβ have to be compared with modelling which takes molecular processes
into account as has been done in [79], for example.
A fuller experimental understanding of the role of molecular processes in interpreting Dα
emission would require more sophisticated analysis with a full molecular collisional radiative
model such as Yacora [145], which is out of the scope of this thesis. However, since the ion
sources and sinks due to atomic ionisation and volumetric recombination match the measured
target ion flux within uncertainties, it is likely that the sum of ion sources/sinks due to
molecular reactions would not have a strong net effect on the particle source balance.
8.5 Summary
The results shown in this chapter indicate a strong particle balance correlation, in magnitude
and time, between the ionisation source and the target ion current. This implies the ion
current roll-over occurs due to an ion source reduction as opposed to an ion sink, such as
volumetric recombination. This ion source reduction is correlated with the point where the
power entering the recycling region (Precl) approaches the power used during ionisation: power
limitation of the ionisation source is occurring. During a density ramp, Precl is reduced
through intrinsic impurity radiation in the divertor while the power entering the divertor
remains roughly constant; indicating the strong role of intrinsic carbon impurities during TCV
detachment. At the onset of detachment, the peak in ionisation is observed to move from
the target towards the x-point, giving rise to a region near the target with enhanced charge
exchange to ionisation ratios. This is correlated with the appearance of a strong mismatch
between the observed and predicted (from atomic processes) Dα emission; which is indicative
of Dα emission arising from molecular reactions as has also been indicated in the SOLPS
simulations through a quantitative agreement.
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Chapter 9
Discussion
Combining the results, shown in chapter 8, with the analytic models introduced in chapter 3
indicates a quantitative agreement between the modelled ion current trend and the observed
(linear) ion current trend; explaining the linear rise in It during a TCV detachment ramp.
This occurs until the predicted detachment onset criteria are reached, which agrees with the
experimentally measured detachment onset and signifies the point from which target pressure
loss is required. This is concurrent with a measured onset of the rise of charge exchange to
ionisation ratios, from which a significant volumetric momentum loss is estimated (70 % —in
agreement with experimental comparisons between the target and upstream pressure profiles
[8]). Not only the target pressure is observed to roll-over, but also the upstream pressure. That
is consistent with analytic model predictions as the required reduction of the target pressure,
according to the analytic model, is larger than the estimated volumetric momentum loss.
Parts of this chapter have been adopted from: An improved understanding of the roles of
atomic processes and power balance in target ion current loss during detachment, by K.
Verhaegh, B. Lipschultz, B.P. Duval, et al., to be submitted. DOI:
https://doi.org/10.13140/RG.2.2.24292.48005/1
The results treated in chapter 8 have quantitatively shown that the ion target current
roll-over occurs when the ion source in the divertor is reduced as the power required for
ionisation approaches the power entering the recycling region. The implications and the
meaning of this is further investigated in sections 9.1 and 9.2 using reduced analytic models
to predict the ion source behaviour and detachment thresholds based on power/particle
balance (section 3.1) and power/particle/momentum balance (section 3.3). Such reduced
analytical models take the minimum number of necessary physical processes into account to
model the various detachment characteristics. It is observed that power/particle balance can
well describe the trend in ion current —if a measured temperature is provided (section 9.1).
Modelling the temperature trend, however, requires including momentum balance which leads
to a prediction of a point —considered a detachment threshold —where target pressure loss
needs to start to occur, as was explained in section 3.3.
These predicted detachment thresholds agree within uncertainty with the measured onset
of detachment in section 9.2.2. Strikingly, the predicted detachment thresholds, which
signify a point at which target pressure loss needs to start to occur, are in agreement with
the observation of increased charge exchange to ionisation ratios indicative of volumetric
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momentum loss due to ion-neutral collisions (section 9.2.3). That observation is important as
it indicates consistency between the ’power limitation’ and ’volumetric momentum loss’ points
of view (section 9.2.5). In addition, both power limitation and volumetric momentum loss is
required to explain the TCV observations (section 9.2.4) —as well as a saturation/roll-over in
upstream pressure, which is observed. The generality of these TCV observations is further
discussed (section 9.4).
Implications and the meaning of the lack of recombinative emission during N2 seeded
discharges, together with the disappearance of Dα emission during N2 seeding (while Dα
greatly increases during a density ramp likely due to molecular processes —section 8.4), is
further discussed (section 9.3).
9.1 Investigating detachment in the framework of power and
particle balance
We investigate the influence of ’power limitation’ on the ion source more quantitatively by
predicting the target ion source through its dependence on power and target temperature
using power and particle balance [51, 5], using the model highlighted in section 3.2.1.
By applying such a model, It is modelled through equation 3.10a using measured variables
(which are assumed to be independent in the model) of the power entering the recycling
region (Precl), the energy cost per ionisation (Eion) and the target temperature Tt; showing a
quantitative agreement with It measured by Langmuir probes. It should be clearly noted that
since this model requires an input or measured Tt; it does not take explicitly into account
that changing the power entering the recycling region also influences the target temperature.
To account for this, momentum balance has to be included in the model (section 9.2).
9.1.1 The variation of Eion during detachment
To obtain an It estimate through equation 3.10a we require an estimate of the energy cost per
ionisation estimate —Eion. In simple modelling, the amount of energy spent per ionisation,
Eion, is often assumed to be constant [51, 5, 6, 3, 4]. An expression for Eion was derived earlier
in equation 3.6b: Eion =
Pion
Ii
=
PH,excrad
Ii
+ . The excitation radiation (PH,excrad /Ii) component
of Eion has, however, a strong temperature dependence: as Tt is reduced, more excitations
occur before ionisation happens. This leads to a strong temperature dependence of Eion as
shown previously in figure 3.2.
However, the expression for Eion consists of parameters shown previously in the results
(section 8.3) derived purely from spectroscopic inferences; thus Eion can be estimated quantit-
atively along the divertor leg and as function of time during a discharge using the techniques
highlighted in section 7.4. Eion is shown as function of time in figure 9.1 b during the density
ramp of the relatively high current case (# 56567), presented previously in chapter 8. This
shows that during the density ramp, the effective temperature of the ionisation region drops,
leading to a factor of two rise in (PH,excrad /Ii). This causes a 50 % increase in effective Eion
(divertor leg averaged, weighted by the ionisation rate).
When looking at the predicted scaling of It according to equation 3.10a, one important
parameter of this is Precl/Eion; which represents the maximum ion source if all the power
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Figure 9.1: a) Target ion flux as function of time together with the ionisation rate and
recombination rate. b) Effective radiative energy cost per ionisation/recombination. c)
Radiative energy cost per ionisation along a certain chord.
entering the recycling region would be spent on ionisation. During the presented density ramp
discharge, that value increases both before and during detachment both due to a decrease in
Precl due to intrinsic impurity radiation and due to an increase in Eion. When investigating
the detached phase where the Precl starts to approach Pion (e.g. a large fraction of Precl
is spent on ionisation - figure 8.6), the maximum ion source (Precl/Eion) decreases ∼ 30%
between t=1.0 and t=1.25 s, due to a ∼ 10% decrease in Precl and a ∼ 25% increase in
Eion. Hence, arguably, even for the conditions where the divertor radiation is dominated by
impurity radiation (figure 8.6), the increase in hydrogenic radiation through a drop in the
ionisation region’s temperature can play a significant role in limiting the number of ionisations
(e.g. reducing Precl/Eion) during the detached phase. However, in order to go to detachment,
volumetric power removal is required, for which impurity radiation is crucial.
Since the number of excitation events required per ionisation rises strongly at low temper-
atures (∼ 2 eV), poloidal temperature gradients lead to strong variations of the radiative cost
of ionisation (PH,excrad,L /IL) along the divertor leg as shown in (figure 9.1c), where P
H,exc
rad,L /IL
is shown for three different divertor chords. In the region close to the target PH,excrad,L /IL
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Figure 9.2: a) Predicted ion target flux based on power balance compared with measured ion
target flux as function of time. b) Ion loss as function of time for the ion target flux prediction
and the measured ion target flux. c) Target temperature as function of time.
increases up to 80 eV. In hotter regions of the divertor leg (chords further away from the
target), where most of the ionisation takes place, the excitation radiation cost per ionisation
is 15-30 eV (figure 9.1). Thus, variations in geometry (e.g. closed vs open divertor, vertical-
vs horizontal-target), which lead to variations in recycling and neutral penetration, could
influence the location of the ionisation region and thus could affect the dynamics of the target
ion current loss through a change of Eion, amongst other changes. Furthermore, the increase
of Eion close to the target during the detached phase may provide a second explanation (apart
from the more obvious explanation of lower temperatures reducing the ionisation rate) of why
the peak in ionisation has to move towards the x-point during detachment.
Whether recombination can heat the divertor plasma is determined by the competition
between the energy loss due to recombinative radiation and the potential energy released
back to the plasma upon recombination [4, 136], as explained in section 2.4. For the TCV
conditions investigated we find that the effective radiated energy loss per recombination event
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(PH,recrad,L /Ir —Figure 9.1b) is roughly equal to the potential energy. That is not surprising,
considering the modest TCV densities and the discussion in section 2.4 and figure 3.4, where
the difference between PH,recrad,L /Ir and the potential energy (13.6) eV was discussed as function
of density and temperature. That calculation indicates an effective heating of 0-1 eV per
recombination reaction at Te = 1 eV for ne in between 1× 1018 m−3 to 1× 1020 m−3. Hence,
volumetric recombination does not lead to significant plasma heating for the TCV conditions
presented.
9.1.2 Target temperature predictions
In addition to Eion and Precl also a prediction of the target temperature (Tt) is required for
evaluating It based on power/particle balance. Obtaining the Tt during detached conditions
on TCV is challenging as Te measured by Langmuir probes (LP) is concluded to be often
overestimated in detached low Te conditions [118, 119, 8] —section 4.2.3.
An estimate of Tt can be obtained spectroscopically from the line of sight closest to the
target, which yields two different target temperatures (section 7.3.1): one target temperature
characteristic for the recombinative region (TRt ), which is similar to the temperature obtained
by fitting the n ≥ 9 Balmer lines with a Saha-Boltzmann fit [51, 41], and one target temperature
characteristic for the excitation region (TEt ). Those are both likely an upper limit with respect
to the actual target temperatures as the chord views the separatrix region at ∼ 5 cm above
the target. As a consistency check, these spectroscopically-derived target temperatures are
compared with a target temperature derived from power balance (TPBt —equation 9.1), which
is obtained from power balance (equation 3.4) combined with the closed box approximation
(equation 8.1b). Since TPBt is obtained from the kinetic power reaching the target, T
PB
t can
be regarded as a heat flux averaged target temperature.
TPBt =
Pdiv − Prad
γIt
− 
γ
(9.1)
All three target temperature estimates show a decreasing trend as function of time, reaching
target temperatures of 1-2 eV at the end of the discharge (figure 9.2 c). TEt and T
PB
t agree
within uncertainty, whereas TRt (shown from 0.9 s onwards, since recombinative signatures are
visible from this time) starts lower and decreases less strongly as function of time. TRt is likely
lower since recombination-dominated emission increases strongly at low temperatures and is
thus dominated by contributions from lower-temperature parts of the plasma along the line of
sight (section 7.3.1). We utilize TEt in the following prediction of the target ion flux roll-over
(equation 3.10a). This is appropriate as the excitation emission weighted temperature is likely
similar to the heat flux averaged temperature, as most excitation near the target occurs at
high heat fluxes.
9.1.3 Comparing the measured and predicted ion target current
The estimates of Eion and Tt enables us, together with the estimate of Precl (section 8.3)
and Ir (section 8.2) to provide a quantitative model for Ii and It through power and particle
balance (section 3.1 —equation 3.10a).
The predicted ion target flux is in good agreement (in magnitude, trend and roll-over
point) with experimental measurements of It (Figure 9.2a). Figure 9.2b displays a comparison
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of the predicted and measured target ion current loss and loss of ion source, as previously
determined from the deviation of the measured/predicted values to the attached linear trend
(section 8.2). This shows that the ion target flux can be described fully in terms of the
maximum possible ion source, PreclEion , and the recombination sink, Ir once the fraction of power
spent on ionisation fion is known, which requires either knowledge on Tt/Eion (as explained
in section 3.1), or which requires the observation that most of Precl is spent on ionisation (e.g.
Precl approaching Pion) as this already implies that fion ∼ 1.
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Figure 9.3: Break-down of the fraction of Precl spent on ionisation (fion); reaching the target
(ftarget); reaching the target in the form of potential energy (fpot) and reaching the target in
the form of kinetic energy (fkin). The shown fractions are modelled/predicted, based on T
∗
t
(equation 3.11), which are compared to direct experimental inferences from power balance.
Note that the fractions visualised in figure 9.3 have not been corrected for recombination,
as the ratio Ir/Ii is small for the TCV discharge presented (see equations 3.11 and 3.13 for
further explanation).
The maximum ion source, Precl/Eion, is of order twice the ion source, Ii, at the detachment
onset (where the deviation of the ion current trend from its linear reference starts), which
corresponds to fion ∼ 0.5. This critical point fion = 0.5 can also be written in terms of
the target temperature (equation 3.10b): T ∗t = 1 → Tt = Eion/γ (which is around 4-6 eV),
which occurs when the black trend crosses the red trend in figure 9.2. As a reminder, in
equation 3.10b it was derived that, fion(T
∗
t ) =
1
1+T ∗t
, where T ∗t = Ttγ/Eion, where γ is the
sheath coefficient. Both of these points are consistent with the empirical detachment threshold
Precl < 2Pion found in section 8.3 figure 8.6. One may think that for the detachment process
to start, almost all of Precl should be used for ionisation, but that is not true as some finite
energy must penetrate the ionisation region to sustain a Tt at the target. In fact the analytic
modelling presented in sections 3.3 shows that for fion > 0.5, the expected rise of It with
further decreases in Tt is so slow that a target pressure drop is required through the sheath
conditions (equation 1.1). Due to this, this point is interpreted as either a point from which
volumetric momentum loss must occur [3, 4], under the assumption that the upstream pressure
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is uninfluenced by divertor processes; or as a point from which detachment is expected to
occur [6, 5, 113]. For more details, see section 3.3.
Through the description of equation 3.10a we see that the dynamics of the target ion current
is a competition between two terms: changes in the maximum ion source and recombination,
(PreclEion − Ir) —figure 9.2a, which decreases during a density ramp, and changes in fion —figure
9.3, which increases during a density ramp (due to the decrease of T ∗t as both Tt decreases
while Eion increases). The increase in fion is stronger in the period up to fion ∼ 0.5, leading
to a net (linear) increase in the target ion current before detachment. After detachment starts
(fion > 0.5), the increases in fion becomes slower as function of T
∗
t and becomes insufficient
to fully compensate the drop of Precl/Eion resulting in a flattening of It. As fion ∼ 1 is
approached, the drop in Precl, along with any recombination and increase in Eion, results in an
ion current roll-over as It ∼ (Precl/Eion–Ir) equation 3.10a. This observation is operationally
sufficient to state that the ion source is becoming limited by the amount of power flowing
into the recycling region. It however does not explain how one can get to this regime, which
requires a detailed understanding of the precise behaviour of Tt, which requires including
momentum balance (section 3.3).
In such conditions where fion ≈ 1, the maximum ion source is fully set by power/particle
balance and power limitation arises from a limitation (or reduction) of the maximum possible
ion source (Precl/Eion), which decreases during the discharge both due to a decrease in Precl
(section 8.3) and an increase in Eion (section 9.1.1). When comparing both influences in
the strongest detached phase (between t = 1.0s and t = 1.25s), the maximum ion source
(Precl/Eion) decreases ∼30%, due to a ∼10% decrease in Precl and a ∼25% increase in Eion.
This suggests that, once strongly detached (for which the reduction in Precl throughout the
discharge was crucial —section 8.3), increasing hydrogenic radiation (in the form of Eion)
by cooling the ionisation region can have an important effect on the power limitation of ion
source, augmenting the ion current reduction during detachment —even for the conditions
shown where impurity radiation strong dominates over hydrogenic radiation (section 8.3).
9.1.4 Power dynamics in the TCV recycling region
The trend in fion can be further investigated for additional physical insight into the power
dynamics of the recycling region. First, as shown in equation 3.11a and highlighted previously,
fion can be modelled/predicted based on T
∗
t . But, considering that we directly estimate Precl
and Pion, fion can also be inferred directly from the experimental spectroscopic observations
and power balance as fion =
Pion
Precl
. The experimental inference (solid lines) agrees with the
predicted fion (symbols) within uncertainty (figure 9.3). Since fion is the fraction of Precl
spent on ionisation, we can also calculate the remaining fraction of Precl left after passing the
ionisation region in the form of kinetic energy (fkin = 1− fion —equation 3.11b), which drops
from ∼ 1 to ∼ 0.6 during the attached phase, while dropping from ∼ 0.6 at the detachment
onset towards 0, during detachment; consistent with a target temperature drop (equation
3.11b). In the absence of recombination, those ions left after the ionisation region leave
the target and their associated kinetic power reaching the target is fkinPrecl. Apart from
modelling fkin based on T
∗
t , one can also infer fkin directly experimentally: fkin =
ItγTt
Precl
.
The power deposition to the target does not only depend on fkin but also a part of the
power spent on ionisation (e.g. a fraction of fion) reaches the target. That part is the power
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associated with the potential energy spent on neutral to ion conversion (ionisation) in the
recycling region (Ii); which is later released as either volumetric recombination (which also
leads to radiation losses, similar to  per recombination event —section 9.1.1) or surface
recombination at the target. Assuming volumetric recombination is negligible, all ions would
recombine at the target. The fraction of energy involved in this process of Eion is

Eion
and
thus the fraction of power reaching the target in the absence of recombination in the form
of potential energy is fpot =

Eion
fion (equation 3.11c). Again, this modelled fpot can be
compared with the directly estimate: fpot =
It
Precl
. As shown in figure 9.3, fpot throughout
the discharge increases as more of Precl is used for ionisation. However, as one can see, that
increase has a limit at Eion (which is around 0.35 assuming Eion ∼ 40 eV) where fion → 1.
The total power fraction of Precl reaching the target is: ftarget = fpot + fkin (equation
3.11d), which decreases as function of time (Figure 9.3) from 90 % to 40 %; ftarget is never
1 due to the power lost due to radiative excitation losses associated with ionisation in the
recycling region (PH,excrad ). When fkin approaches 0, fpot becomes the lower limit of ftarget,
and thus the power fraction reaching the target can attain (Eion ∼ 40 eV) ∼ 35 %. For a
further reduction of ftarget volumetric recombination is required. Although a deviation of the
target ion flux from linear starts once fion becomes larger than 0.5, the target integrated ion
current roll-over appears to start at higher fion where fpot and fkin are similar (Figure 9.3,
∼ 1.05s); the kinetic energy of the ions reaching the target is comparable to the potential
energy released at the target. That corresponds to a target temperature, Tt =

γ ≈ 2 eV based
on equation 3.11.
Recombination has not been accounted in this discussion as, but can be included by
multiplying Eion with 1/β where β is the fraction of ionised ions reaching the target (β =
Ii−Ir
Ii
)
(see equation 3.13 and accompanying discussion). For the discharge presented, Ii−IrIi > 0.85
and thus including recombination would lead to at most a 17 % change in the ’effective’ Eion.
Assuming a case with a fixed low divertor temperature, including recombination would 1)
enhance fion, enabling it to reach 1 faster; 2) lower the limit of fpot = β/Eion and thus enable
the target power fractions to drop below the 35 % presented.
9.2 Investigating detachment in the framework of power, particle
and momentum balance
In the previous section we have investigated the target ion flux trend in the framework of
power and particle balance of the entire SOL. In this section, we add momentum (pressure)
balance [3, 5] to the power/particle balance analysis of previous section, such that the target
temperature is now predicted instead of set by measurements. This enables a single flux tube
comparison of the observed detachment dynamics and onset with additional predictions from
simplified analytical theory; the preceding work has all been for the entire outer divertor. In
this discussion, only the electron pressure is considered.
Trends in target and upstream pressure are compared in figure 9.4, where pu is obtained
from Thomson scattering while pt is obtained from spectroscopic inferences of the target
density/temperature from the chord closest to the target. By assuming pt ∼ pu before
detachment, pt appears to be significantly underestimated by approximately a factor two,
which can be explained by the chordal-average nature of the spectroscopically estimated
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target pressure. That factor two is consistent with the deviation between a spectroscopically
inferred pressure and using the local separatrix pressure when using a synthetic spectrometer
on SOLPS detached discharges.
Both the upstream and target pressure are observed to roll-over at the target ion flux
roll-over (figure 9.4b, d). The upstream density saturates simultaneous with a roll-over in
the upstream pressure, while the upstream temperature drops (section 8.1 —figure 8.1).
As discussed in the introduction and theory section (equation 1.1), at any point during
the discharge, the target ion flux scaling can be written as Γt ∝ pt/T 1/2t , i.e. the target
plasma pressure must drop faster than T
1/2
t at the target ion flux roll-over, which is indeed
approximately observed (figure 9.4c). Following the discussion in section 9.1, the relation
Γt ∝ pt/T 1/2t links the trend in the ionisation source (equation 3.10a) to the trend in the target
pressure and is thus crucial for understanding the complex interplay between momentum
balance and ionisation balance (see the beginning of section 3.3).
9.2.1 Modelling total target ion current behaviour with both power and
momentum balance
We utilise a ‘two point’ divertor model [4, 6], which accounts for hydrogen recycling energy
losses, to model the total target ion current, here dubbed the 2PMR, which was introduced
and highlighted in section 3.3 and was previously introduced in literature [78, 3, 6]. For the
implementation of the 2PMR in this subsection we assume momentum balance. Our first goal
of the application of the 2PMR is to verify the expected integrated ion target flux trend in
attached conditions (It). For this, we utilise the techniques highlighted in section 3.6 and
interrogate equation 3.26. The idea behind that approach is to evaluate equation 3.19b to
obtain Γt for a single flux tube, which is then integrated by providing a profile for the input
parameters of equation 3.19b. Furthermore, pressure balance was assumed. The result for It
is obtained by using the Precl and Eion inferences presented earlier (sections 9.1 and 9.1.1)
together with reciprocating probe measurements to provide upstream density/temperature
profiles; Thomson measurements to provide the upstream separatrix density/temperature at a
higher time resolution and IR heat flux measurements to estimate the width of the recycling
region (which is assumed to be the same as the width of the target heat flux).
The predicted It through this approach shown in figure 9.6 a is similar to the measured
target flux in the attached phase, showing a clear linear increase as function of time (and
thus upstream and line averaged density —figure 8.1). Hence, simply using It ∝ n2u, on
which the ’Degree of Detachment’ [102] (discussed in section 2.2 and 3.3), a parameter often
used to investigate the ’depth’ of detachment [58, 101, 73], is based, is not appropriate for
the TCV density ramp discharges studied and should generally be used more carefully. In
fact, from a 2PMR point of view, if Tu, qrecl, Eion are held constant and only the upstream
density is increased, a different scaling than Γt ∝ n2u is expected (see figure 3.8 a). The main
term contributing to It (modelled through equation 3.26) is p
2
u/Precl as shown in figure 9.6 b,
while the influence of changes in upstream profiles on It (described by the term fp equation
3.27) and the influence of fkin on It in the attached phase are minor. This basic scaling (or
Γt ∝ p2u/qrecl) not only arises from the 2PMR, but can also be obtained directly from pressure
balance and the sheath target equation, resulting Γt ∝ n
2
uT
2
u
qt
as was derived in section 2.2
equation 2.7; providing an equivalent relation for the target ion flux as discussed here and
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equivalent relation to the one used in [102] for defining the degree of detachment originally
(obtained by using equations 3,4,8 in [102]).
Since It ∝ p2u/Precl increases linearly as nu, T 2u/Precl must decrease roughly as 1/nu. Given
that Precl decreases during the density ramp (section 8.3), Tu (figure 8.1) must decrease more
strongly than 1nu during the attached phase to give this scaling. As Pdiv is roughly constant
throughout the discharge (figure 8.6) a decrease of Tu could result from SOL broadening
(which is measured by IR thermography to increase by over a factor 3 until detachment is
reached for the discharge shown [99]). Alternatively, the decrease of Tu could be due to an
increase in convective over conduction parallel heat transport [3] and as explained in section
2.2. The influence of the broadening of the SOL on Tu is shown in figure 9.5 where the
predicted Tu based on conductivity (equation 2.5) is shown, where κ = 2000 and q‖ was
determined using Pdiv and the measured heat flux width (λq,int) and the connection length L
was retrieved from the magnetic equilibrium. The Tu = (7q‖L/4κ)2/7 relation, respective of
the heat flux entering throughout the SOL rather than from the top of the SOL ([3] equation
4.91) as this provided a more adequate agreement with the measured Tu. This indicates
that the decrease in Tu during the attached phase can indeed be described through SOL
broadening.
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Figure 9.5: Thomson upstream temperature as function of time for # 56567 together with
the upstream temperature prediction from conductivity.
A previous TCV study concluded that the observed linear trend of It with ne on TCV
indicated that the divertor plasma was in a low-recycling operation [45]. However, given our
measurements that the target ion current agrees with the ionisation source (section 8.2) and
that It is properly predicted by the 2PMR (which assumes that all target ion current is due
to divertor ionisation) is more consistent with characterizing the divertor as high-recycling.
9.2.2 Detachment thresholds and implications for momentum/pressure
losses along a flux tube (separatrix)
It is evident from equation 1.1 that the ion current roll-over, together with a fixed/decreasing
target temperature, must be accompanied by target pressure loss. More specifically the target
pressure cannot be increased indefinitely, and a maximum exists as pt ∝ ΓtT 1/2t (sections 3.1
and 3.3). That critical maximum target pressure is reached at 0.8 s in figure 9.6, after which
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the target pressure must reduce as Γt rises slower than T
1/2
t drops. This is not allowed by the
model assumptions of a fixed, prescribed pu and constant pressure along the field lines; which
is why the It result cannot be computed beyond this point (figure 9.6 a) and which is why
the approach used to model It can only be used in attached conditions.
The point, or threshold, where the target pressure is maximised and target pressure loss is
necessary has been suggested by Krasheninnikov [6, 5] to be a ‘detachment onset criterion’,
which occurs at fion > 0.5;Tt < Eion/γ. Krasheninnikov reasons that, for target temperatures
below this limit insufficient power is transferred beyond the ionisation region to sustain a
sufficiently high target temperature for the target pressure (which is collapsing) to match the
upstream pressure. Stangeby, although not calling the above limits a detachment threshold,
argues properly that to reach Tt < Eion/γ processes such volumetric momentum loss must be
accounted for, which enable the upstream pressure to remain high while the target pressure
is reducing. More specifically, a prescribed function which reduces the target pressure as
function of Tt (within Tt < Eion/γ) is required to obtain 2PMR solutions for temperatures
below Eion/γ as was also shown in section 3.5 figure 3.11. This target pressure reduction
could be achieved either by pu or nu dropping with Tt without momentum losses (figure
3.12, 3.13); or by a fixed upstream pressure while volumetric momentum loss occurs within
Tt < Eion/γ [4, 3]; or a combination of the two. See section 3.3 for more information and for
various functional forms indicating the ’speed’ at which pt has to drop with Tt and the effect
of those forms.
The point at which target pressure loss must start to be accounted for, or ‘detachment
thresholds’ are given by equation 3.22 which we have repeated for simplicity (equation 9.2)
below. The fion and Tt,crit criteria, were found previously (figure 8.6 and 9.2) as empirical
thresholds for the onset of detachment. A third (equivalent) criterion for the detachment onset
has been derived from the 2PMR (equation 3.22a [5]), providing a critical maximum target
pressure (pt,crit = qrecl/(2γcs(Tt = Eion/γ))), more commonly written as a critical upstream
limit for ptqrecl or —assuming pressure balance —
pu
qrecl
[5] where cs is the target sound speed at
Tt = Eion/γ. (pt/qrecl)crit, which applies to a flux tube —not the average over the divertor,
is compared to the experimentally inferred pu/qrecl in Figure 9.6c. The observed increase
in pu/qrecl is mostly ascribable to a drop in qrecl during the pulse. This third critical limit
(equation 9.2a), evaluated at the separatrix, is also reached at ∼ 0.8 (figure 9.6c), similar to the
other detachment criteria (fion = 0.5 (Figure 9.3), Tt =
Eion
γ (Figure 8.6)) After this threshold
is reached, the observed pu/qrecl rises beyond the critical maxima for pt/qrecl. All of these
three points correspond to the point where the integrated target ion current starts to flatten
(deviate from the linearly increasing trend); at the start of the detachment process (where,
for the case presented, also the separatrix ion target current density starts to roll-over) —see
figure 8.1. For the reader’s convenience and in order to better highlight the correspondence
of the various detachment thresholds to the experiment, all three thresholds are shown at
once in figure 9.7. Note that for figure 9.7c pu = pt was assumed to transform the (
pt
qrecl
)crit
242 Spectroscopic investigations of detachment on TCV
threshold into ( puqrecl )crit, which is compared to the measured (
pu
qrecl
).
(
pt
qrecl
)crit =
1
γcs(Tt =
Eion
γ )
(9.2a)
Tt,crit =
Eion
γ
(9.2b)
fion =
1
2
(9.2c)
9.2.3 The 2PMR and momentum losses
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Solutions beyond these limits (equa-
tion 9.2) require additional processes
which enable pt to drop at Tt < Eion/γ
and missing processes could also include
neutral transport [5] and recombina-
tion [6]. In the following we assume
that only momentum losses are “miss-
ing” from the 2PMR, defined by a factor
fmom ≡ pt/pu (note that when we refer
to pt in this work, this corresponds to
2ntTt and already includes the dynamic
pressure at the target). Since the rela-
tion between momentum loss and the
target temperature is unknown for TCV,
we specify fmom as a function of time
—which we obtain experimentally from
the Self-Ewald model as explained previ-
ously (section 2.4). This contrasts to pre-
scribing the function fmom(Tt) as used
in [4, 3] where various fmom(Tt) rela-
tions from literature where used. Fur-
thermore, SOLPS simulations for TCV
indicate that volumetric pressure loss
can occur in the volume of the diver-
tor [7]; not just in front of the target as
observed in simulations [49] for other ma-
chines on some of the fmom(Tt) prescrip-
tions in [4] are based. Assuming such a
specified fmom does not enable solutions
for lower temperatures (Tt < Eion/γ) as
this requires a specific fmom(Tt) (section
3.3). It does, however, enable pu/qrecl
to rise beyond (pt/qrecl)crit and It to roll-over as shown in section 3.5. Momentum losses
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can therefore explain why pu/qrecl rises above (pt/qrecl)crit (e.g. pu/qrecl =
1
fmom
(pt/qrecl)crit).
Using figure 9.6 c, a minimum fmom drop starting at 0.8 s from 1 to 0.4 at the end of
the discharge would be required to explain the increase of pu/qrecl beyond the maximum
(pt/qrecl)crit, respective of the maximum possible target pressure. Such momentum losses in
the TCV divertor during similar experiments have been determined directly from upstream
and target pressure measurements [8], implying momentum losses greater than 50%.
An independent estimate of the onset and magnitude of momentum losses based solely on
the dominance of charge exchange over ionisation can be made using the Self-Ewald model
[33, 141] where fmom is a function of the charge exchange to ionisation ratio. This model
has been introduced in section 2.4 (equation 2.9) and has been used in several other studies
[45, 6, 141] where some supportive evidence was shown. One key difference between such
studies and the way the Self-Ewald model is used here is that in such studies often the target
temperature is used to evaluate the charge exchange to ionisation ratio. This, since the
target has the lowest temperature, likely leads to an overestimation of the charge exchange
to ionisation ratio which is a strong function of target temperature (figure 2.7). Therefore,
our approach is to utilise the spectroscopically estimated charge exchange to ionisation ratios
to infer fmom along the divertor leg. As momentum loss from charge exchange involves
neutral-ion collisions just as ionisation, we will use the ionisation profile along the divertor leg
in order to determine an averaged charge exchange to ionisation rate value of the divertor
weighted by the ionisation profile. We feel such an averaged charge exchange to ionisation
ratio is more respective of the situation, especially as momentum loss occurs volumetrically in
TCV.
The Self-Ewald model uses an over-simplified physics model to predict fmom (which
assumes isothermal field lines and treats charge exchange collisions as a drag force), which
is generally overestimated (figure 2.7) when compared to scaling laws introduced in [4].
Molecular-ion collisions are also not included, which provide additional momentum loss, which
could be significant [50, 49, 4, 78], although other works estimate their importance to be minor
[141]. Also transport may influence momentum losses, for instance transporting momentum
cross-field and thus reducing it locally at the separatrix flux tube [141]. Although the level
of momentum loss due to molecules is unknown for TCV, we do know that molecules are
present and undergoing reactions in the volume of TCV from the investigation of Dα emission
(section 8.4). SOLPS simulations for TCV [7] indicate momentum losses could be important
in detached conditions but are secondary to charge exchange. Momentum loss can also occur
due to recombination. From a simple SOL model [143] we have evaluated the reduction of
fmom due to recombination (section 2.4) for the case studied and found it negligible —smaller
than 1.5% (in agreement with results from literature [51]).
Our estimate of fmom, using the Self-Ewald model (equation 2.9), drops from ∼ 0.9 to
∼ 0.3 (0.2 to 0.4 with uncertainty) is shown in Figure 9.6d, in agreement with the momentum
losses obtained experimentally [8] and with the fmom required to explain the increase of
pu/qrecl beyond the maximum pt/qrecl limit discussed above. This may be a coincidence as the
Self-Ewald model provides a qualitative picture of momentum loss due to its simplifications
in the physics model.
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9.2.4 The case for divertor processes reducing the upstream pressure and
density
The results of the previous section show that the rise of puqrecl beyond its critical limit can be
attributed, at least partially, to momentum losses. However, pu also drops during the detached
phase, which will be investigated here further together with the role it plays in matching puqrecl
to its critical threshold (equation 3.18). The question of what leads to the drop in upstream
pressure (and density) during detachment has been discussed by several authors of analytic
and modelling studies [5, 52, 53].
Recombination has been predicted to lead to saturation of the upstream density when
its rate approaches the ionisation rate in a flux tube through a feedback loop [113]: as nu
increases, the divertor cools further, hence augmenting the recombination sink and moving
the recombination region further towards the x-point, potentially impeding a rise in nu [113].
This is not the case for these TCV discharges as recombination remains low (or negligible)
and the recombination peak does not move far off the target (sections 8.1.1 8.2 and [1]).
Krasheninnikov [5, 6] offers another explanation for saturation of the upstream density:
during detachment insufficient momentum losses along flux tubes can constrain, or pull down
the upstream pressure. It is important to reiterate that, although an It roll-over requires a
target pressure drop which increases faster than T
1/2
t (equation 2.2), mathematically (from
the viewpoint of the 2PMR) this can be provided by either volumetric momentum loss and/or
a reduction of upstream pressure (section 3.3).
In fact, the 2PMR predicts that there is a critical maximum target pressure ((pt)crit)
allowed for a given qrecl and Eion, which is inferred throughout the discharge in figure 9.6e.
We remind the reader (see section 3.3) that this target pressure maxima occurs as there is a
maximum to pt ∝ ΓtT 1/2t due to a maximum limit in the ionisation source (dependent on qrecl
and Eion) and due to fion, which highlights the trade-off between the fraction of qrecl used for
ionisation and the target temperature (e.g. ionising a larger fraction of qrecl leads to larger Γt
but smaller Tt). Since fmom is estimated throughout the discharge using the Self-Ewald model;
that also means that a maximum critical upstream pressure (pu)crit =
1
fmom
× (pt)crit can be
inferred throughout the discharge as shown in figure 9.6e. Note that the target/upstream
pressures do not have to be at their critical values, but below their critical values as illustrated
in section 3.3. These two critical maxima pressure estimates are compared to the measured
upstream pressure (Thomson scattering) in figure 9.6e. The measured upstream pressure
rises during the density ramp, while both pressure limits drop due to a decrease in qrecl until
pu crosses the maximum pt limit at ∼ 0.8 s; the detachment threshold. At the same time
momentum losses start to develop, leading to a bifurcation between the upstream/target
critical pressures: the pt limit keeps decreasing while the upstream pressure initially keeps
on increasing and later saturates/drops. While this occurs, the upstream pressure remains
roughly at the inferred upstream pressure limit. This observation leads to several points.
First, it shows that the observation is consistent with the inferred pressure limits. Secondly,
since a given qrecl and Eion leads to a maximum obtainable pt and since fmom provides the
strength of the bifurcation between this maximum obtainable pt and a maximum obtainable
pu; more momentum loss would either support higher upstream pressures at the same level
of qrecl, Eion or would enable pt to drop below its maximum level —which enables lower
temperature solutions in the 2PMR (section 3.5). The most important point, however, is that
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given the decrease in qrecl and increase in Eion during detachment, the target pressure during
the experiment must be reduced by such a large amount that the spectroscopically inferred
momentum loss, by itself, would be insufficient and thus pu would need saturate/drop for
consistency —which is indeed experimentally observed.
The upstream pressure roll-over is an observation for TCV and needs to be accounted
for. Although the result shown in figure 9.6e is consistent with the notion that inadequate
momentum loss could lead to an upstream pressure drop as suggested by [6]; this consistency
does not indicate causation. For instance, other processes (i.e. cross-field transport (particles
and/or momentum)) may be reducing the upstream pressure as well. A commonly held
assumption is that the upstream pressure remains constant/unaffected by detachment, resulting
in the (mis)understanding that all required pt drop must be provided by only volumetric
momentum losses. These TCV results however show that both an upstream pressure drop
and volumetric momentum losses contribute to the required pt drop. Accounting for upstream
pressure changes is thus crucial for understanding detachment.
9.2.5 The role of momentum loss and upstream pressure loss in target ion
current loss
As described in the introduction researchers generally look at detachment from two different
ways: power/particle balance and momentum balance, which mostly focusses on volumetric
momentum losses. Both viewpoints for describing detachment must be consistent with
equation 2.2. As explained earlier, the 2PMR, which combines both points of view, predicts
when detachment occurs/power limitation starts (Pion ∼ 1/2Precl; Tt ∼ Eionγ ∼ 4 − 6eV),
which corresponds to the point where the ion target current increases slower than 1/T
1/2
t ,
hence requiring a target pressure loss. Thus both target pressure loss and power limitation
are required for detachment when the divertor is the primary source of ions.
It is striking that the temperatures (Tt <
Eion
γ ∼ 4 − 6eV) at which target pressure
loss must occur (2PMR), according to divertor-physics, corresponds to the temperatures
at which volumetric momentum loss can occur, according to atomic physics. This seeming
coincidence of plasma and atomic physics implies volumetric momentum loss develops when
power ‘limitation’ conditions (Precl < 2Pion) are reached, implying that power ‘limitation’ is a
requirement for detachment for both points of view discussed.
The results of section 9.2.4 show that the commonly held assumption that the upstream
pressure remains constant/unaffected by detachment is not always true. Instead, the upstream
target pressure and any volumetric momentum loss must be consistent with each other. This
means the role of volumetric momentum loss can only be fully understood if all the processes
influencing the upstream pressure are understood. These may be divertor, scrape-off layer and
core processes. Examples could include changes in cross-field transport of energy, momentum
and particles or volumetric losses within a flux tube, or both. Ionisation could also play a
role in this by providing the particles in order to build up the upstream electron density, as
suggested by [5]. The reality, however, is that we lack a quantitative understanding of how
pu is influenced by both the core and divertor plasma, which likely requires an integrated
core-edge model. Lacking such a model prevents us from fully ascertaining the role momentum
loss plays in detachment.
Nevertheless, it is unlikely that momentum losses directly reduce the ion target current
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during fully power-limited (Precl ∼ Pion) detachment as It ∼ Precl/Eion (section 9.1) for those
conditions: momentum losses slow down the fluid velocity in a flux tube, but do not directly
reduce the ion flux through the tube. Momentum losses may, however facilitate detachment
indirectly by allowing higher upstream pressures, leading to higher divertor densities (for the
same Te) and thus higher divertor radiation and higher recombination rates. They may play
a role in providing (Tt <
Eion
γ ∼ 4− 6 eV) solutions, which require a specific pt(Tt) reduction
in the 2PMR (section 3.5), giving access to lower temperatures. The precise dynamics of Tt
during detachment, however, tends to depend very strongly on the precise speed at which
pt(Tt) is reduced (figure 3.12).
9.3 N2 seeded detachment on TCV
One of the interesting observations during the discussed N2 seeded detachment cases (section
8.2.2) is that recombination during N2 seeding is relatively small; comparable to the pre-
detached values of the density ramp experiments where the Stark/upstream densities were
similar. To further investigate this, the total recombination rate relative to the ion target
flux for the two density ramp discharges and the N2 seeded discharge discussed in figure
8.4 is shown in figure 9.8 as function of the inferred Stark density from the chord near the
target. Here it is shown that the recombination rate is fairly stable and increases somewhat
with Stark density at low Stark density values. However, when the Stark density is further
increased, the observed recombination rate starts to rise more strongly during the detached
phase as the temperature is reduced, leading to elevated recombination rates. This elevation
point occurs at lower Stark densities for the lower current case than for the higher current
case due to the differences in Ohmic power and thus power crossing the separatrix. For the N2
seeded discharge, however, the recombination rate only slightly increases with Stark density:
the strong sudden rise in the recombination rate does not occur. This suggests that, although
the recombination values for the N2 seeded case are similar to the recombination values for
the density ramp cases when compared at the same divertor densities (which corresponds to
the pre-detached values for the density ramp cases), the sudden increase in recombination
due to achieving lower target temperatures does not occur for the N2 seeded case. If the
target temperatures for the N2 seeded case would not below 3-4 eV (see figure 2.5), this
could explain the observation of a lack of volumetric recombination during the N2 seeded
case. Other points which could explain this would be an overestimation of the Stark inferred
density or a particularly high nitrogen impurity fraction such that the hydrogen ion density is
significantly reduced below the electron density.
In addition to the differences in observed recombination and recombinative emission, there
is also a difference in the behaviour of Dα between a density ramp discharge and an N2 seeded
discharge at constant core density. The strong rise in Dα observed density ramp detachment
(figure 8.7) is not observed during N2 seeded detachment. Instead, the Dα emission is observed
to drop at a similar rate at which the excitation emission of the n = 6, 7 Balmer lines drop
and at a similar rate at which the ionisation drops; which is the behaviour one would expect
when the Dα emission is dominated by atomic excitation and molecular dissociation: e.g.
when MAR in particular does not contribute to the Dα emission. The reason for the lack of
additional Dα emission related to MAR is currently unknown. The emission resulting from
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MAR would likely be modest, again, if the temperature would be not much reduced below
the temperature at the onset of detachment (∼ 4 eV), which can be seen from figures 8.7 and
9.2 where the detachment onset is at ∼ 0.85 s. Another explanation could be that either the
molecular deuterium density and/or the deuterium ion density in the divertor is reduced.
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Figure 9.8: Recombination to ion target flux ra-
tio as function of Stark density obtained from
the chord near the target for the three dis-
charges presented in figure 8.4.
The spectroscopic Balmer line analysis for
the N2 seeded discharge indicates a negligible
drop in target/divertor temperatures during
the detached phase; e.g. the target temper-
ature is observed to stay fixed around 3-7 eV
(close to Eion/γ) —which is also consistent
with a power balance analysis. It should be
noted, however, that these spectroscopic in-
ferences indicate but do not prove that the
temperature does not drop further during N2
seeding. Such temperatures would, however,
be consistent with the observation of low and
fairly constant recombination rates (e.g. for
strong recombination, lower temperatures are
required). In addition to that, the inferred
charge exchange to ionisation ratios are such
that the predicted volumetric momentum loss according to the Self-Ewald model (see sections
2.4 and 9.1) is negligible: fmom remains constant around 0.8-0.9 throughout the detached
phase.
During the 2PMR discussion (section 3.5), it was shown that the target temperature
obtained depends critically on the precise way in which the target pressure drops as function
of Tt in the range Tt < Eion/γ. Although spending more power on ionisation reduces the
target temperature, there is a limit to how much of the power entering the recycling region
can be lost on ionisation which depends critically on the speed at which pt is reduced for
fion = [0.5− 1]. More specifically, according to the model investigation in section 3.5, if pt
is reduced during detachment by the minimum amount to obey the pt maximum limit, the
target temperature is expected to remain fixed at Tt = Eion/γ and any further power removal
(e.g. reduction of qrecl) would lead to a proportional reduction in ion source (and associated
ionisation power loss) such that Tt will stay at Eion/γ. Reducing pt below the pt maximum
limit would enable a higher fraction of qrecl to be spent on ionisation, depending on how
far pt is reduced below (pt)crit, leading to lower target temperatures. If hypothetically the
pt drop during detachment as the seeding phase proceeds corresponds (or is close to) the
minimum amount of pt drop, this could explain why the target temperature would not drop
(as) much below Eion/γ during seeded detachment where further power removal may could
lead to a proportional reduction in ion source (e.g. less power spent on ionisation) rather than
a further temperature reduction. It should be noted, however, that this argument is based
on an oversimplified model and reality will be different as the speed at which pt drops will
likely vary during the N2 seeding phase as Precl (amongst other divertor parameters) change.
On other tokamaks as C-Mod [51] and JET [72] it has also been observed that volumetric
recombination is relatively small during N2 seeded detachment; and the reason for this should
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be further investigated.
9.4 Applicability of TCV results to other existing and planned
tokamaks
A central focus of this paper is on the development of target ion current loss in detachment
which is set in motion when the power flowing into the recycling region drops to twice the level
required for the ion source —qrecl/(EionΓt) < 2, resulting in a ‘power limitation’ of the ion
source. This appears to be the main driver of the It roll-over on TCV, while recombination
has a much smaller effect and occurs after the roll-over of It. We cannot envision any situation
in current or future tokamaks where power limitation is not needed for target ion current
loss, assuming the ions arriving to the target are primarily ionised in the divertor; e.g. high
recycling conditions. One would expect that a closed divertor would help to obtain such high
recycling conditions as it would confine the neutrals in the divertor region, thus lowering
ionisation rates in the SOL away from the divertor. Given that such high recycling conditions
have been verified for this paper in TCV, which has an open divertor, it would likely be true
that such conditions are also present in a tokamak with closed divertor baﬄing. Although
recombination can certainly contribute to the ion current loss, it cannot be dominant until after
target ion current roll-over when Tt is significantly lower than Eion/γ and power limitation has
already started. ’Power limitation’ ( qreclEionΓt < 2) thus appears to be a universal requirement to
reach the starting conditions for ion source reduction and significant volumetric momentum
loss while recombination occurs later in the discharge.
Certainly, the much higher density (and power-density) results from Alcator C-Mod [51]
appear to be consistent with power limiting the ionization source, eventually resulting in the
roll-over and then rising recombination [62, 63, 66, 51]. While the recombination/ionisation
ratio is much higher in C-Mod density ramp detachment than for TCV, recombination is not
dominant over ionisation until past target ion current roll-over [51]. In addition, C-Mod results
with N2-seeding to reach detachment show [51], like TCV, that recombination is strongly
decreased (x10-100 lower) as opposed to detaching through a density ramp. It thus seems
generally true that volumetric recombination is not a requirement for (roll-over) detachment;
although it (can) play a stronger role in other tokamaks, leading to larger target ion current
drops relative to the peak value. Higher recombination rates at higher density machines could
lead to a significant movement of the recombination and density peaks (front) at the deepest
detached conditions as well, which remains small (at most a few cm) at TCV.
We do expect the characteristic gradient scale lengths of various quantities such as
ionisation, recombination and charge exchange to be shorter (poloidal and along B) in
tokamaks with higher densities and parallel power densities than for TCV. Certainly the
parallel heat flux would be 100x larger in ITER than TCV leading to smaller parallel-to-B
scale lengths in absolute value and relative to the divertor size ∆Lq‖ , e.g. ∆Lq‖ ∼ ∆T/q‖
where ∆L is set by the impurity cooling curve [82], ∼ 10− 20 eV for carbon; this would lead
to more localized impurity radiation and ionisation regions. In addition, higher densities
in other tokamaks would lead to shorter charge exchange and ionisation mean free paths.
The ionisation region is fairly large on TCV and covers almost the entire outer divertor leg;
where the mean free path for ionisation is 5-10 cm, which is comparable to the divertor leg
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width. A schematic overview of the location, size and dynamics of the impurity radiation,
ionisation and recombination regions; based on the profiles shown in figure 8.3, is shown in
figure 9.9 as a reminder for the TCV detachment dynamics. The ions and neutrals will be
better equilibrated with shorter mean free paths, affecting the transfer of momentum and
possibly affecting the power loss due to charge exchange as was predicted by the simplified
charge exchange energy loss model by [54] presented in section 2.4. Such higher divertor
densities, for the same upstream conditions, may be facilitated by the planned baﬄe upgrade
[34] of TCV, which is aimed at increasing neutral compression. This would also modify the
ionisation source distribution and may enhance momentum losses.
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Figure 9.9: A schematic overview of the location, size and dynamics of the impurity radiation,
ionisation and recombination regions on TCV; based on the profiles shown in figure 8.3
There is another likely key change in divertor characteristics engendered by larger Psep and
q‖. Intrinsic carbon radiation in TCV suffices to lower qrecl so that it limits the ionisation source
during density ramp discharges. However, as q‖ is increased, reaching Precl ∼ 2×Pion without
additional impurity seeding is correspondingly more difficult to accomplish during density
ramps only [94]. That is particularly true for operation with high-Z metallic walls where we
expect less intrinsic divertor radiation, adding impetus to needing seeded impurities to detach.
However, given that impurity seeded TCV plasmas clearly show lower volumetric recombination
(also true for JET [72] and C-Mod [51]) than for density ramp-driven detachment, the
connection between seeding and recombination needs to be better understood.
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Chapter 10
Conclusion
A detailed investigation of detachment on TCV has shown that TCV detachment occurs due to
a reduction of the ion source generated in the divertor, rather than volumetric recombination
which can be either small or negligible. We conclude that the reduction of the ion source
occurs when the power entering the recycling becomes comparable to the power required for
ionisation, which is in agreement with both SOLPS and analytical predictions, forming the
first direct experimental proof of the concept of ’power limitation’. This conclusion is expected
to be generally true, although the role of recombination may be stronger in higher density
tokamaks. This is important as it provides a way of understanding detachment through
a reduction in ion source, rather than ions staying longer in the divertor as increases in
ion-neutral friction ’plug the drain of ions’.
The onset of power limitation is observed to occur when 50 % of the power entering the
recycling region is spend on ionisation. This is in agreement with analytical predictions, which
suggest that at this point target pressure (pt ∝ ItT 1/2t ) loss needs to start to occur as reducing
the target temperature (Tt) further leads to a slower increase of the ionisation source (It)
than T
1/2
t decreases. That point from analytic models can be written as three ’detachment
thresholds’, which are in quantitative agreement with the observed onset of detachment.
Reaching this threshold implies that so much power is spent on ionisation that the near target
region temperatures are severely reduced (4-7 eV for TCV), establishing a dominance of
charge exchange over ionisation —enabling volumetric momentum losses; evidenced by the
shift of the ionisation peak away from the target and the high charge exchange/ionisation ratio
(CXL/IL) region left behind. The observed target pressure loss on TCV is not only facilitated
by volumetric momentum loss —but also by upstream pressure loss, consistent with analytical
predictions using the estimated TCV volumetric momentum loss, heat flux entering the
ionisation region and ionisation energy cost. After reaching the detachment threshold, strong
rises of Dα emission near the target are observed beyond emission predictions based on atomic
processes; indicating molecular contributions to Dα —quantitatively consistent with SOLPS
modelling. This may be indicative of enhanced molecular densities in the divertor, which
could give rise to additional momentum losses due to ion-molecule interactions. Afterwards,
in dense divertor conditions, volumetric recombination may become significant —although it
remain a secondary effect on TCV. ’Power limitation’ is required to enable all above processes
of detachment and thus forms the starting point of the detachment mechanism.
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Appendix A
Technical details DSS: Correction
algorithms, Hardware and
Software
In this chapter further technical details of the DSS and the corresponding investigations are
discussed.
A.1 Advanced smearing correction algorithms
In section 5.4 smearing correction was simplified in various ways. First of all, we have
to account for the fact that the spectra can change within a single (or two) acquisition
phases. This means that the diagonal elements in equation 5.1 are in fact time-dependent.
The technique shown here below builds upon previous techniques by [189, 188]. Such time
dependency can be accounted for using an ’indicator’ for the changes in the spectra. More
specifically, the off-diagonal elements should correspond to the signal one row obtains at
that position obtained during the shifting. Thus, if the time-dependency would be known
(here denoted as I(t) which could be ROI dependent); I(t) should be integrated over the
time in which the shifting takes place. However, for a time-dependent problem also the
physical timing of the shifting has to be taken account, which was previously simplified as
no time-dependency was included. For a time-dependent problem the shifting of both ROIs
should be represented as a discrete convolution of two blocks, providing a weighting function
for the integral over I(t). This, for instance, reproduces correctly that most smearing of ROI j
into ROI i corresponds when both rows align exactly. The convolution of two block functions
leads to a trapezoidal function. W (t, a, b, c, d) = max(min( t−ab−a , 1,
d−t
d−c), 0). Assuming that the
shift starts at t0, the vertical shift speed is tV SS and the ROI pixel start locations are assigned
with PS while the end location are assigned as PE, the different variables of this trapezoidal
function become a = t0 + tV SS(PS(j)− PE(i)) (the time when end of row i reaches the start
of row j); b = t0 + tV SS(PE(j)− PE(i)) (the time when the end of row i reaches the end of
row j); c = t0 + tV SS(PS(j)− PS(i)) (the time when the start of row j reaches the start of
row i); d = t0 + tV SS(PE(j)−PS(i)) (the time when the start of row i reaches the end of row
j). Under the assumption of quasi-constant emission during two frames, this methodology
leads identical results to the smearing correction highlighted above.
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In a time-dependent scenario however, the ratio between the picked-up signal and the
signal obtained during the exposure time has to be computed. When the signal is acquired
during the exposure time, corresponding to row i and then shifts into row j then becomes∫ d
a W (t,a,b,c)×I(t,j)dt∫ t0+1× 10−5
t0−texp I(t,i)dt
(where texp is as calculated previously (e.g. period between two TTL pulses
minus the shifting time) and 10 µs is the time it takes for the camera to respond to the
TTL trigger). Important to note is that for the lower diagonal elements smearing works
differently. Smearing here arises from the previous shift into the registry - so from (assuming
the period is T ) the shift corresponding to t0 − T . When considering the shifting of the
ROIs, the smearing on ROI i is now due to a shift of the previous ROI j into i, as opposed
of the ROI i shifting. Again, this leads to a trapezoidal function, but now with parameters
a = t0 − T + tV SS(PS(i)− PE(j)) (the time when end of row j reaches the start of row i);
b = t0 − T + tV SS(PE(i)− PE(j)) (the time when the end of row j reaches the end of row i);
c = t0 + tV SS(PS(i)− PS(j)) (the time when the start of row i reaches the start of row j);
d = t0 + tV SS(PE(i)− PS(j)) (the time when the start of row j reaches the end of row i).
These elements replace the term Nj
tV SS
texp
in equation 5.1.

S1
S2
...
Sn
 =

1
∫
W (t,t0,2,1)×I(t)dt∫ t0+1e−5
t0−texp I(t)dt
· · · −W (t,t0,N,1)×I(t)dt∫ t0+1e−5
t0−texp I(t)dt∫
W (t,t0−T,2,1)×I(t)dt∫ t0+1e−5
t0−texp I(t)dt
1 · · · −
∫
W (t,t0,N,2)×I(t)dt∫ t0+1e−5
t0−texp I(t)dt
...
...
. . .
...∫
W (t,t0−T,N,1)×I(t)dt∫ t0+1e−5
t0−texp I(t)dt
∫
W (t,t0−T,N,2)×I(t)dt∫ t0+1e−5
t0−texp I(t)dt
· · · 1

×

R1
R2
...
Rn
 (A.1)
The simplified smearing correction matrix can then be re-written as equation A.1 which in-
cludes time-dependency, where W (t, x, i, j) corresponds to a trapezoid function W (t, a, b, c, d) =
max(min( t−ab−a , 1,
d−t
d−c ), 0) introduced earlier where a(x, i, j) = x+tV SS(PS(i)−PE(j)), b(x, i, j) =
x+ tV SS(PE(i)−PE(j)), c(x, i, j) = x+ tV SS(PS(i)−PS(j)), d(x, i, j) = x+ tV SS(PE(j)−
PS(i)).
We can simplify this solution under the assumption that the emission during the shifting
does not change but an emission difference between two frames does occur. In that simplifica-
tion, the upper diagonal elements
∫
W (t,t0,j,i)×I(t)dt∫ t0+1e−5
t0−texp I(t,i)dt
≈ Nj tV SStexp (e.g. j > i), whereas the lower
diagonal elements are replaced
∫
W (t,t0−T,j,i)×I(t)dt∫ t0+1e−5
t0−texp I(t,i)dt
≈ Nj tV SStexp
I(t0−T )
I(t0)
. That leads to equation
5.2 shown in section 5.4.
To apply these techniques, however, one needs an indicator for changes in the spectra - for
instance by interpolating the spectra between frames, although that is not a self-consistent
solution as the smeared signal is used for these indications (essentially assuming that the
smeared signal to non-smeared signal ratio is quasi-static). Another alternative is to monitor
Dα and assuming (this is a very rough assumption only valid in certain cases) that Dα trends
measured by photodiodes provides an indicator for changes in the spectra (e.g. assuming
that the ratio between Dα and each spectral line measured is quasi-constant during a single
acquisition frames).
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A.1.1 Application of advanced smearing correction - example N2 seeded
discharge
Below an example of the smearing correction algorithm application on an N2 seeded discharge
(#61144) with 200 hz acquisition frequency is shown. The application of the smearing
correction is shown at the time a N2 puff is introduced to the system, leading to a rapid increase
in the emission of the various nitrogen lines. We have applied two different implementations of
the advanced smearing correction algorithm based on interpolating between different spectra:
one case where the interpolated signal has been smoothed before determining the interpolant
in order to obtain smoother results and one where such a smoothing was not applied. An
overview of the evolution of the line intensity (the A.1 b) line) as function of time, together
with the sampling window, and the spatial profile of the line intensity is shown in figure A.1
a). As the N2 seeding has just started at the time when the spectra are shown (near 0.8 s),
there is a strong (local - e.g. only for those pixels where a nitrogen impurity spectral line is
present) difference between the nitrogen line emission occurring during the previous vertical
shift (green region in figure A.1 b), giving rise to smearing. This is not expected to occur for
the Balmer lines as they do not change that rapidly/abruptly when the nitrogen impurity gas
is introduced.
The differences shown in figure A.1 indicates the basic smearing correction algorithm
overestimates smearing due to the lower diagonal elements while it underestimates smearing
from the upper diagonal elements. This can lead to erroneous behaviour of the basic smearing
correction algorithm, shown in figure A.1 for LoS 31, where the smearing correction is so
strong that the obtained (background corrected) signal becomes negative. his behaviour is
not shown for the Balmer lines, where differences between the different smearing techniques
are smaller. A more viable result is obtained from the advanced algorithms as these partially
account for the sudden introduction of N2 through the asymmetry between the upper diagonal
elements and the lower diagonal elements in the correction matrix.
The obtained differences between the advanced smearing correction technique where
smoothing was or was not applied is small and likely, considering the uncertainties in the
smearing correction, this is likely similar or smaller to the error introduced during the smearing
correction. Although this error is generally small for most spectral lines, it can increase up to
50 % (relative difference between two different smearing levels) for the nitrogen line emission
at the weaker channels. This significantly alters the spectral line shape and can influence the
line intensity up to 20 %.
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Figure A.1: Overview of smearing of the 6→ 2 Balmer line and neighbouring NIII lines at 200
Hz acquisition frequency for a N2 seeded discharge. a) Profile of NIII (410.33 nm) intensity
as function of ROI at t = 1.25 s together with highlights of the ROI of which the spectra are
shown. b) Profile of the NIII (410.33 nm) intensity for LoS 30 (near x-point) as function of
time, together with windows corresponding to the different acquisition phases. c-g) Spectra of
6→ 2, NIII (409.73 nm) and NIII (410.33 nm) both measured (non-smearing correction) and
smearing corrected for four different lines of sight. Also the deviation between the spectra and
the smearing-corrected spectra (plusses) is shown, which indicates the amount of smearing
contributing to the measured signal.
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A.2 Stray light detection and correction during absolute cal-
ibration
A technique has been developed to detect stray light during the absolute intensity calibration
and to correct for this stray light. First, we investigate two different full-frame images obtained
during an absolute intensity calibration, one corresponding to a central wavelength of 600 nm
(where the influence of stray light is negligible) and one corresponding to a central wavelength
of 360 nm (where the influence of stray light is not negligible). By comparing the full-frame
images in figure A.2, it is clear that the relative signal in between the various tracks is much
higher for the 360 nm case than for the 600 nm case, which is indicative of stray light. By
looking at the relative increase of the signal in between the tracks, it is thus possible to detect
the appearance of stray light. In spirit, this correction technique is similar to the technique
used in [196]; where a periodic ruling is used to mask off regions with a fixed frequency, after
which Fourier-aided analysis can be applied for stray light correction/detection.
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Figure A.2: Examples of a background corrected full-frame spectra of an incandescent light
source (2800 K color temperature) obtained using a 1800 l/mm grating (approximately 18
nm coverage per acquisition) at different central wavelengths. a-c) Full-frame spectra with
colourmap (0 minimum, each map is normalised with respect to its maximum). d) Spectra
summed in the spectral direction normalised with respect to the integral over a single ROI for
the three different cases, indicating different levels of signal in between the ROIs.
As the signal is generally small in between the two tracks, looking at such changes
quantitatively requires averaging over many frames (100 - 1000) to improve the S/N level. By
blocking out the set ROIs (with some margin) an image of the signal in between the various
tracks remains with unknown (masked) regions. A signal level at those regions can be obtained
using 2D interpolation techniques in order to extrapolate the signal in between the tracks to a
2D image. Care has to be taken that an algorithm is used for this which is robust. The used
algorithm is based on John D’Errico’s inpaint nans.m Matlab function (available at https://
uk.mathworks.com/matlabcentral/fileexchange/4551-inpaint_nans), which treats the
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known values as boundary points between which a partial differential equation, representative
of a spring model, is used to interrogate the points in the unknown region. This result is very
similar to Laplacian interpolation, but instead has a constant extrapolation as opposed to a
linear extrapolation of Laplacian techniques. An application is shown in figure A.3, where
the ROI regions have been masked and the signal in between has been estimated using the
described algorithm. To ensure a smooth result, sometimes the obtained images are smoothed
manually afterwards, in order to ensure that erratic behaviour due to noise will not influence
the stray light correction. Afterwards, the same technique is applied but now instead of
masking the lit ROIs, the spacing in between the ROIs is masked (with some margin). The
result is shown in figure A.3.
Using this information, one can obtain a 2D map of the ratio between the expected signal
in between ROIs, which is assumed to span over the entire CCD, to the signal of the ROIs.
This ratio increases when more stray light is present. By assuming that no stray light occurs
around 600 nm, the differences of this ratio with respect to 600 nm can be determined. This
forms the fraction of stray light expected. Using that matrix, the observed stray light can be
corrected.
This technique is illustrated in figure A.4, where also the eventual obtained stray light
corrected spectra and its differences to the non-stray light corrected spectra is shown. The
stray light correction estimates that a larger contamination (20-25 % more) of stray light
occurs near the edges of the CCD, which is as expected as the emission there is smaller. Thus,
the stray light corrected spectra has a more peaked intensity profile in the spatial profile (as
is also observed when a shortpass filter is used to reduce stray light), as shown in figure A.4 g)
compared to h) and e). The amount of stray light increases from 5 - 25 % towards 15 - 40 %
when reducing the wavelength from 376.5 nm to 362.5 nm (figure A.4 e), which is as expected
due to the lower signals expected from the incandescent source at lower wavelengths.
By invoking the ROIs on the stray-light corrected spectra and measured spectra, both the
expected measured signal for a tracked setting and the expected signal for a tricked setting
with stray light correction can be determined. The ratio between the two is mapped to the
’actual’ absolute calibration spectra recorded using tracked settings.
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Figure A.3: Overview of the first step of the stray light correction algorithm applied to the
measured absolute calibration spectra at 369 nm without the application of a 424 nm shortpass
filter. a) Measured spectra (full-frame) masking off all regions not corresponding to the ’dark
spots’ in between ROIs, b) interpolated spectra over the masked regions: e.g. full-frame signal
expected due to signal in the optical ’dark’ regions. c) Measured spectra (full-frame) masking
off all regions not corresponding to the ’brightest centra’ of the ROIs, d) interpolated spectra
over the masked regions: e.g. full-frame emission expected due to signal in lit regions (if no
fibre edges were present). e) Ratio between the expected ’dark’ signal and ’lit signal’.
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Figure A.4: Overview of the second step of the stray light correction algorithm applied to
a measured absolute calibration spectra at 369 nm without the application of a 424 nm
shortpass filter. a) + b) determined ratio between the expected extrapolated ’dark’ and
’lit’ signals of the 600 nm measurement (of which no smearing is assumed) and the 369 nm
measurement. c) Difference between these both ratios, indicating the predicted fraction of
stray light the measured spectra at 369 nm has. d) Measured spectra (with stray light) at
369 nm. f) Stray-light corrected spectra (full-frame) with e) a plot as function of horizontal
pixel location (spatial direction). g) Measured spectra (normalised at a single ROI’s intensity)
as function of horizontal pixel position (spatial direction). h) Stray-light corrected spectra
(normalised at a single ROI’s intensity) as function of horizontal pixel.
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A.3 Mechanical and 3D printed assemblies
As part of the development of the DSS, various mounts were developed and 3D printed to
ensure an integration between the different components, which are discussed here.
The CAD model of the fibre-lens coupler is presented in figure A.5, which has been largely
3D printed. The assembly mounts the lens to the fibres and allows for a linear displacement
of the fibre assembly, supported by an inner guidance bar to ensure an on-axis displacement.
The fibre support consists of two elements, one which is directly mounted to the fibres and
which is kinematic, meaning that it can be disassembled and re-assembled with sufficient
precision to maintain the various calibrations. In order to enable saving different lens position
(if, for instance, different lenses would be used for an experiment), two elements are present
which can be mounted to align a pin into a slot on the fibre assembly in order to ’store’
two lens-ferrule positions. The ferrule mount also has two pins with two holes, enabling the
installation of masks (which have been 3D printed from a rubber-like material) in front of the
fibres to limit the number of fibres sending light into the DSS which could potentially be used
for high speed DSS application.
Baseplate
Fibre bundle
Ferrule
Ferrule mount
Ferrule holder with 
sliding support
Pins for installing
masks in front of bres
Slidable pin
for saving ferrule-lens distance
Lens
Fibre bundle support
Figure A.5: CAD model for lens to fibre (tokamak end) coupler. Pre-made parts are highlighted
in cyan, 3D printed parts according to this CAD model are highlighted in red.
The CAD model to mount the fibre-lens coupler to the tokamak for the horizontal port
is presented in figure A.6, which has been largely 3D printed and is previously shown in
figure 5.2 which also shows the other diagnostics integrated into this assembly. The assembly
supports three different viewing orientations for the DSS collection optics, which can be
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changed between discharges by moving the fibre-lens mount to a different orientation, which
has been mounted using a location pin (inference fit) and two screws.
Tokamak base plate
Fibre-lens coupler with lens
Plate for mounting 
- bre-lens coupler
- Ocean optics 
collection optics (not shown)
Screw
Pin
Support for mounting
mounting plate to base plate
Space for photodiode
mount
Space for mounting
ECHR protection probe
Figure A.6: CAD model for the 3D printed assembly at the end of the tokamak, shown in
picture 5.2 a). The CAD model shows the three different DSS orientations and as such, no
Ocean optics collection optics mount is shown. Pre-made parts are highlighted in cyan and
3D printed parts according to this CAD model are highlighted in red.
The CAD model of mounting the ferrule to the spectrometer’s slit is shown in figure A.7,
which has been largely 3D printed and a picture is shown in figure 5.2 b. The assembly
replaces the spectrometer’s baﬄe plate by making a thicker 3D printed baﬄe with an opening
which fits the rectangular part of the ferrule tightly. This baﬄe plate has some rotational and
translational freedom, enabling the fibres to be aligned to the slit, after which it is fastened
with four screws. The support holder of the lens-slit coupler fits on the spectrometer’s slit
while leaving access to the screws required to demount the slit assembly. Using the 3D
printed support for the ferrule, two long locational pins can be mounted to as a guidance for
positioning the ferrule in a linear motion to the slit. An additional clamp can be mounted
over the fibres in order to hold the fit of the fibres to the slit more firmly, ensuring a firm fit
of the ferrule to the slit which does not change over time. To ensure the best performance,
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the fibres are attached to the slit blades without leaving any space.
The fibre assembly used has been manufactured and designed by CeramOptec according
to the requested design and specifications, which features two threads for mounting accessories
to the fibres, which are used to mount the fibres to the various assemblies.
A.4 Analysing pick-up and choice of ROI
Slit assembly
Bae plate (tight t
with ferrule) 
Ferrule
Slit mount
Sliding ferrule
support
Clamp for 
holding ferrule
Figure A.7: CAD model for the 3D printed assembly for mounting the fibres to the slit at the
spectrometer’s end. Pre-made parts are highlighted in cyan, 3D printed parts according to
this CAD model are highlighted in red.
As discussed in chapter 5, the ROIs need to be chosen appropriately for the diagnostic and
to make that choice one needs to investigate the trade-off between capturing the most of the
emission corresponding to a single fibre and picking up signal from neighbouring ROIs. That
is analysed below in detail in a quantitative way using both measurements of the spreading of
a single illuminated track and measurements of the position of all the different tracks and
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Center LoS (pix. 512) Edge LoS (pix. 970)
Figure A.8: Measured spatial instrumental functions as function of pixel positions for a
range of different wavelengths (indicated by different lines with different colours). a) Spatial
instrumental function of a central fibre (512 pixel index), b) spatial instrumental function of
an edge fibre (970 pixel index).
their spacing on the CCD.
Using MATLAB’s built-in image recognition algorithms, the various regions of interest
are recognised and their centres/sizes analysed. This is achieved by making the image as
homogeneous as possible which, considering the emission of our incandescent source (halogen
bulb) is achieved by using a high resolution grating in the 500 nm to 700 nm region. To get
an idea of this scan, the full-frame spectra shown in figure 5.4 of a grating angle scan with
ROI regions overplot can be used. At lower wavelengths, the emission gradient along the
spectral direction (e.g. the brightness of the source is higher at higher wavelengths) becomes
too large for the image recognition algorithms to detect the ROIs. The drift in the ROIs has
been investigated by scanning the spectrometer’s grating angle in this wavelength region and
the ROIs (size and position) were shown to be constant (a shift of less than half a pixel) along
the 500 nm to 700 nm range. The sizes of the ROIs were found to be mostly in between 30.5 -
34 pixels (corresponding to 406 µm to 442 µm), with three fibres/ROIs as small as 28.5 pixels
(corresponding to 380 µm). The distances between the ROI centra was at least 32.2 pixels
and varied between 32.2 - 34 pixels (corresponding to 418 µm to 442 µm).
In order to obtain the spatial instrumental function, only a single fibre is illuminated by
using a spring-loaded pinhole (smaller than 400 µm diameter) on the machine side of the
set-up ensuring that a single fibre can be illuminated despite the fibres not being separable on
the machine side at the cost of having a very low throughput. By performing full-frame camera
measurements, a profile is constructed of the spatial instrumental function of the fibre. This is
performed as function of wavelength but, as shown in figure A.8, the wavelength dependence
of the spatial instrumental function is negligible. It does, however, have a dependence on the
vertical position of the CCD (e.g. ROI). As no trend in the spatial dependence was found,
that dependence is not likely due to a different spatial broadening of the spectrometer at
different vertical locations but instead due to differences in illumination of the fibre and the
spatial illumination pattern of the fibre coming into the slit (such as engineering tolerances
on the fibre sizes).
264 Spectroscopic investigations of detachment on TCV
ROI width
Max. ROI 
width
Fibre 
centra
Fibre 1
Fibre 2
Fibre 1 + 2
Position (pixels)
N
or
m
al
is
ed
 in
te
ns
ity
Figure A.9: Illustration of the pick-up calculation. Two identical spatial instrumental functions
are shown for two neighbouring fibres including the total instrumental function (addition
of the two). The maximum possible ROI width and the chosen ROI width are highlighted
together with the ROIs centres. This illustration is only shown for the central fibre.
Using the full-frame measurements of all illuminated fibres, the minimum separation
between two fibre centres is determined, corresponding to a worst-case scenario. Hence we will
assume that two fibres have this separation, which for the case shown is 418 µm. Furthermore,
it is assumed that each fibre has an identical spatial instrumental function (which they
have not). Using those assumptions, and assuming a certain intensity ratio between two
neighbouring channels, a total measured intensity profile can be modelled, as shown in figure
A.9. By putting different track separations between the two fibres (while centring each track
at each fibre’s centre), it can be investigated how much of the actual intensity is picked-up by
the track and how much pick-up is picked up. Although only one neighbour is shown in figure
A.9, this calculation is done by adding two neighbours. Second-order effects (non-neighbouring
fibres) are assumed to be negligible, which is valid considering figure A.8.
That investigation first leads to a relation between the fraction of the signal picked up
(here defined as ”efficiency” and expressed as a percentage) as function of ROI (figure A.10 a)
and a relation between the fraction of pick-up achieved (in % of the total measured signal) and
as function of ROI (figure A.10 b); highlighting the trade-off between pick-up and efficiency.
The result indicates that a negligible pick-up (< 5%) is present assuming the similar intensities
between the central fibre and its neighbour when fairly large regions of interest (∼ 75% of the
centre to centre distance between two ROIs) are chosen which covers more than 95% of the
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Figure A.10: a) Calculated ”efficiency” in % (e.g. fraction of signal corresponding to a single
fibre caught by the ROI) as function of ROI width in pixels. b) Calculated ”efficiency” in %
as function of the pick-up between neighbouring fibre channels.
emission corresponding to the monitored fibre. However, when using the spatial instrumental
function observed for the edge fibre, the obtained efficiency for the same ROI width choice
is significantly smaller (< 70%) while the obtained pick-up is larger (∼ 10% - assuming 1:1
intensity ratios). After a qualitative inspection of the different fibres/spatial instrumental
functions, this large difference is not applicable to the other edge fibres and in this case
is mostly created by the wider and asymmetric emission pattern of the edge fibre chosen.
That difference could be due to differences between the various fibres (figure A.8), which
could be explained through engineering tolerances. Due to the asymmetric emission pattern
the pick-up is likely overestimated. This, combined with the chosen worst-case scenario
smallest ROI-to-ROI distance, creates a worst-case upper limit estimate of the pick-up which
is likely not characteristic for the system as the ROI-to-ROI distance would increase when
the core diameter of one of the fibres monitored is larger. The vertical line in figure A.10
a) / horizontal line in figure A.10 b) indicates the ROI width chosen for the calibration run
presented. Given those values and assuming the neighbouring fibres are ten times as bright, a
pick-up of ∼ 25% is expected for the centre spatial instrumental function while a pick-up of
∼ 40% is expected for the edge spatial instrumental function. Realistically, the intensity ratios
obtained experimentally during detached discharges (smaller ratios exist during attached
discharges) are generally at most 3 : 1 :< 1. The 10:1 ratio estimate shown (figure A.10) is
thus indicative of a worst-case event.
A.5 Software systems and hardware control
In order to operate and monitor DSS data, a number of software programs have been developed
in light of this thesis, highlighted below.
The DSS is set-up in such a way that acquisition is fully automated: at the start of the
day the diagnostic is initialised and at the end of the day it is switched off. The diagnostic
communicates with the TCV databases (e.g. Vista Database - VDB) in order to monitor any
changes in the TCV state (e.g. whether a shot is pending) and to retrieve the required DSS
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settings. When any DSS setting is changed, the diagnostic is automatically updated. When
the TCV state changes and enters a shot cycle, the diagnostic is triggered and enters the shot
phase. The first part of the shot phase consists of turning on the EM gain and stabilising
the EM gain by doing a series of acquisitions/pauses (3-4 minutes before a discharge) and
initialising the timer cards for the TTL trigger train pulses depending on the values set. In
the second phase of the TCV cycle the camera is armed (30 seconds before a discharge) and
prepared for the TTL triggers. When the discharge is performed, the camera acquires a set
number of frames at every TTL trigger pulse and the acquisition PC saves the data locally
and uploads it to MDS+, after which it can be loaded in.
The DSS control interface is shown in figure A.11 and enables changing the following:
grating used, grating angle used (e.g. central wavelength must be set), EMCCD cooling
temperature, EMCCD gain, timing values (start/end of TTL train, period of the TTL train
and the number of TTL pulses), viewing orientation (must be changed manually on the
machine side), filter installation (must be installed manually on the machine side) and CCD
acquisition mode). The CCD acquisition modes are pre-programmed combinations of various
CCD settings, containing information on the CCD clock speeds used (vertical/horizontal
shift), trigging used (e.g. external trigger (TTL train) or internal triggering (TTL start - rest
is done by the camera itself)), etc.). When a grating is changed, the corresponding track
settings needed are automatically loaded and updated. Spectrometer changes (e.g. grating
changes) are sent to the spectrometer using serial commands, are verified and log files are
written by obtaining diagnostic data from the spectrometer. Camera changes are sent to the
camera using MATLAB MEX files developed by Basil Duval, which interface directly with
the camera’s SDK C++ software, over a USB connection. All these settings are logged and
saved for each appropriate discharge. The data loading routines load in all of these settings
and apply the appropriate calibrations - e.g. if for instance a neutral density filter is installed,
it will load the calibration curves for the neutral density filter and apply it to the standard
calibrations.
Apart from settings, the DSS VDB also contains diagnostic information on the system.
For instance, for most set values a read-back is in place to ensure that the set values were
properly set. In case of errors, a message string is available displaying the relevant error.
Also issues arising after the diagnostic’s checks on the input parameter (for instance, when
wrong timing values are set or when a TTL period smaller than the smallest possible are
requested), lead to warnings in the message string. Again, all of this information is saved for
each discharge.
A routine has been developed which loads all available DSS data from the MDS+ tree,
applies the appropriate corrections (such as basic smearing correction, background subtraction,
etc.), loads in the appropriate calibrations (camera calibrations, absolute intensity calibrations,
filter curves if any filters were used, wavelength calibration and reading out the calibrated
instrumental function) and loads in processed data if available (such as fit results). The
processed information is stored using a dynamic allocation under several ’dummy’ names in
the DSS MDS+ trees which are automatically recognised by the reading program using a
string attached to each field written in MDS+ in order to maintain maximum flexibility. That
means that all types of results (even inferred data) can be stored under these trees and the
information of the type of data/name of the data is also written to the same node, such that
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Figure A.11: Control window for DSS operation during experiments.
the reading routine can read out these instructions in order to understand how to handle the
data.
These data loading routines are used automatically by two GUIs, one which can be used for
looking at the DSS spectra and making simple spectral calculations (such as determining line
integrals) and another one which is used for inspecting fitted data. A screenshot of the general
data viewing GUI is shown in figure A.12. A shot number can be entered and the required
system (e.g. horizontal or vertical) can be selected. After loading, the calibrated spectra is
shown in the primary window and can be shown at different times/ROIs by using the various
slider buttons. Several spectra (at different times or different ROI) can be overlaid. Using
the GUI a window can be defined, which can be zoomed-in upon and integrated. This can
be used for a quick inter-shot analysis by integrating various spectral lines and determining
ratios between those lines. The secondary window is used for displaying processed data as
function of either time or ROI. Processed data here can mean data inferred from fits or from
other analysis. By default, the maximum intensity in the spectra is shown in order to detect
more easily oversaturation. Using the various menu options, various actions can be done: 1)
shot information (both general shot info (density, power injected, power radiated, etc.) and
information on the DSS settings (EM gain, timing settings, track settings, etc.) used) can be
shown; 2) the plasma equilibrium can be shown at different times with the DSS lines of sight
overplotted; 3) the DSS signal can be resampled at a different time base to enhance S/N level
by averaging the signal over various frames; 4) known spectral lines can be overlaid on the
spectra for spectral line identification; 5) a copy of the primary or secondary window can be
quickly saved; 6) a spectral fit can be initiated; 7) known spectral lines in the spectra can be
used to update the wavelength calibration. Initiated spectral fits are sent as a job order to
the internal MATLAB cluster, enabling parallelisation of the various fits.
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Figure A.12: Printscreen of the GUI used for DSS data viewing. Comments to identify the
different elements are shown in red.
Spectroscopic investigations of detachment on TCV 269
Appendix B
Statistical investigation of Balmer
line analysis sensitivities
This section provides an in-depth study of the various analysis sensitivities.
• The sensitivity of the analysis to uncertainties in the atomic rate coefficients provided
by ADAS, by assuming a uniform range of uncertainty for ADAS coefficients.
• The sensitivity of the analysis on a different (e.g. log-uniform as opposed to uniform)
neutral fraction input PDF.
• The sensitivity of the analysis output uncertainty on the uncertainty of the various
input parameters using a rank correlation technique.
B.1 Investigating the influence of uncertainties in atomic rate
coefficient
Atomic physics rates (e.g. the Photon Emission Coefficients (PECs), effective recombina-
tion/ionisation rates (ACD/SCD), radiated power rates (PLT/PRB) and charge exchange
rates (CCD) of ADAS [134, 138, 135, 140] are not perfectly well known and can have a certain
uncertainty. Such uncertainties are not well documented at this time, but based on differences
between the 96 ADAS data set and the newly revised 12 ADAS dataset for hydrogen [140]
which are expected to be at most 20 %. To investigate how uncertainties in the rate coefficients
could influence the analysis strategy, a random (uncorrelated), uniform uncertainty of ±20 %
is assumed for all atomic rate coefficients for one particular analysis run as shown in figure
B.1. Since the number of parameters having an uncertainty is greatly increased by adding
uncertainties to the rate coefficients, a higher number of Monte Carlo iterations is required to
minimise the influence of Monte Carlo noise on the analysis. As such, we utilise ten times the
number of iterations normally used (e.g. 50000 iterations). Note that these uncertainties are
not normally included in the presented results.
Figure B.1 indicates no significant change in the parameter estimates in either the time
trace of the ion source/sink or in the various PDFs which have their peak in a similar location.
There is also no significant difference in the shape of the PDFs, although for some parameters,
the PDFs and 68 % highest density intervals (HDI) are slightly wider when uncertainties
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in the atomic coefficients are included (most notably PH,excrad,L , T
E
e , T
R
e and CXL/IL). That
change in the uncertainty margin is however small when compared to the uncertainty margin
as shown in figure B.1. The conclusion is thus that a random, uncorrelated uncertainty in the
ADAS tables have a negligible influence on the analysis result.
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Figure B.1: Ionisation source, recombination rate and ion target current for # 57920 (density
ramp at high current - similar to #56567) when accounting for no uncertainty in the atomic
coefficients or 20 % uncertainty (in the form of a uniform distribution). PDFs for various
output parameters are shown for those two cases at 0.7 and 1.1 s
B.2 Investigating the robustness against various neutral frac-
tion PDFs
To account for not knowing the neutral fraction, we assumed a uniform distribution for
the neutral fraction, which ranges 1× 10−3 to 0.05 exceeding several orders of magnitude.
Although it is true that each value in that range has equal probability of occurring in a
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Figure B.2: Ionisation source, recombination rate and ion target current for # 57920 (density
ramp at high current - similar to #56567) using a uniform and log-uniform PDF for no/ne.
PDFs for various output parameters are shown using a uniform and log-uniform PDF for
no/ne at 0.7 and 1.1 s
uniform PDF, it is ten times more likely to get a number between 1× 10−2 to 1× 10−1 than a
number between 1× 10−3 to 1× 10−2. Thus, for ranges exceeding several orders of magnitude,
choosing a log-normal input PDF for a parameter which is not well known may be more
appropriate. In the log-normal range, the log10 is taken of the neutral fraction range, yielding
−3 to −1.3 -for a no/ne range of 1× 10−3 to 0.05 and a random value in this range is chosen
x , which is transformed back to no/ne through 10
x. As this leads to stronger deviations in
no/ne, a larger number of Monte Carlo iterations is used (e.g. 20000 iterations).
A comparison between using a uniform and log-uniform neutral fraction distribution
(between 1× 10−3 to 0.05) is shown for discharge # 57920 (a density ramp discharge with
similar parameters as #56567) in figure B.2. The log-uniform neutral fraction distribution
leads to 35 % higher ionisation rate estimates as shown in figure B.2 while the trend of the
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ionisation source as function of time is similar. The inferred recombination rate is practically
unaltered between the two neutral fraction distribution, which is to be expected as the
recombination inference only depends on the neutral fraction during the Frec computation
step. The shape of the ionisation source, recombination sink and radiated power (excitation)
PDFs is similar between the two neutral fraction distributions, although the radiated power
due to excitation is somewhat higher for the log-uniform neutral fraction. The reason for
this is that higher TEe values are achieved for the log-uniform neutral fraction distribution
as it is more likely to obtain low values for the neutral fraction, which (for a fixed Bexcn→2)
has to be compensated with a higher TEe (or more specifically a wider T
E
e PDF which has
a stronger asymptotic tail to high values), which leads to higher a higher ’ionisations per
emitted excitation photon ratio’ and a higher ’radiated power per emitted excitation photon
ratio’, explaining the rise in PH,excrad,L and Ii. These higher T
E
e values also reduce the expected
CXL/IL, especially during detached (1.1 s) conditions.
B.3 Investigating the different sensitivities of output paramet-
ers to input uncertainties
An investigation was performed on the sensitivity of the analysis to input uncertainties using
the output Monte Carlo results. For a given chord, for each time, there is a list of input
and output values determined through Monte Carlo techniques. The correlation between the
two is determined by using the Kendall-tau correlation technique [217], which is often used
for exploratory data analysis aimed at investigating the basic relations between parameters
as opposed to scatter plots such as shown in figure 7.16 a; which become cumbersome for
high dimensional cases. The goal of this is to provide an exploratory overview on which
uncertainties likely dominate the output variables. Kendall correlation has been chosen for, as
it is a non-parametric technique (the often used Pearson correlation, for instance, is parametric
and investigates a linear correlation). That said, Spearman and Pearson correlation techniques
yield qualitatively similar results. The main conclusion of this exploratory investigation is
that there is not a single uncertainty parameter which dominates all output parameters: the
uncertainties contributing most to the output variables are different for each output variable
and change as function of time as relative uncertainties change and the Balmer line emission
becomes more dominated by recombination.
Kendall correlation is a non-parametric method which investigates the ordering of values
(e.g. rank correlation) and for instance answers the question, if I order the dataset such that
the values for Bn→2 are always increasing, is the ionisation rate then also likely to increase ?
The result of this technique lies between -1 (means the order between the input and output
variable is identically reversed), 0 (means there is no correlation) and 1 (means the order
between the input and output variable is identical). Since this computation is all done for an
individual time step and an individual line of sight over all the Monte Carlo values, the only
deviation in all of the matrices is due to the given uncertainty - and not dynamic changes in
parameters. As such, the correlation shown here only investigated the uncertainty : e.g. which
input uncertainties contribute most to the output uncertainties and not which input parameters
contribute most to the actual result. This also accounts for the fact that uncertainties of
certain parameters (e.g. no/ne) are larger than of other parameters (e.g. Bn→2). For instance,
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in the sorted list of no/ne inputs, there is a far larger deviation between the two most outer
points than in the sorted list for Bn→2 - and thus the average step between each value in the
list is larger for no/ne than for Bn→2. The correlation investigates how the influence of these
deviations changes the rank (or ordering) of the result output.
Figure B.3 shows the correlation between various output parameters and various input
parameters as function of time for # 56567 where a uniform distribution for no/ne was used.
Changing to a log-uniform distribution for no/ne increases the relative importance of the
no/ne uncertainty for all cases, making it dominant for CXL/IL and T
E
e . Cases of statistical
insignificance have been removed from the analysis and can occur at very low correlation
strengths of 0.05 or smaller. The main conclusion from this figure is that there is not a single
uncertainty parameter which dominates all output parameters: the uncertainties contributing
most to the output variables are different for each output variable and change as function of
time when the plasma becomes more strongly recombining and the density changes.
Below is an explanation of figure B.3 for every output parameter shown.
• IL At small Frec, uncertainties in the B5→2, no/ne, ne and ∆L contribute most to
the ionisation source uncertainty. Later, the importance of no/ne uncertainties increases
and at higher Frec the correlation of IL with B6→2/B5→2 becomes by far dominant
(while other correlations decrease); which is to be expected given that at high Frec, small
changes in Frec lead to large changes in B
exc
5→2.
• RL Most important uncertainties which play a role in the RL uncertainty are un-
certainties in B5→2, ne and B6→2/B5→2. At small Frec uncertainties in B6→2/B5→2
(which have a strong influence on setting Brec6→2 as Frec is small) and ne (which has a
large relative uncertainty due to having a low Stark inferred ne) dominate. At high Frec
uncertainties in the B5→2 become more important.
• CXL/IL The dominant uncertainties are similar for the TEe inference, but the ranking
is opposite (e.g. since as TEe increases CXL/IL decreases). At low Frec, the most
important uncertainties are in ne, no/ne. Later in time, first the influence of the ne
uncertainty decreases (likely again due to having higher Stark inferred ne and lower
relative uncertainties) while the influence of no/ne and ∆L uncertainties increase. At
the highest Frec, the correlation of CXL/IL with B6→2/B5→2 becomes by far dominant
while other correlations decrease. Again, this is due to the strong influence of Frec on
changes in Bexc5→2 at high Frec.
• Pion,L Somewhat similar to the correlations of IL but no/ne and ∆L play much smaller
roles. As such, the uncertainties mostly contributing to the Pion,L uncertainty are B5→2
and ne at low Frec. At high Frec, again with B6→2/B5→2 becomes by far dominant
while other correlations decrease.
• TEe The correlations are similar as to CXL/IL but in the opposite direction.
• TRe The correlation to ne is by far dominant at low Frec while at high Frec, the
influence of the uncertainty in ne increases and the influence of the ∆L uncertainty
increases.
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Figure B.3: Calculated (Kendall) correlation strength of input parameters to output parameters
for # 56567 as function of time for line of sight 3. Positive values are shown with solid lines
and negative values are shown with dotted lines. Statistical insignificant calculations have
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