We present a new multiclass algorithm in the bandit framework, where after making a prediction, the learning algorithm receives only partial feedback, i.e., a single bit indicating whether the predicted label is correct or not, rather than the true label. Our algorithm is based on the second-order Perceptron, and uses upper-confidence bounds to trade-off exploration and exploitation, instead of random sampling as performed by most current algorithms. We analyze this algorithm in a partial adversarial setting, where instances are chosen adversarially, while the labels are chosen according to a linear probabilistic model which is also chosen adversarially. We show a regret of O( √ T log T ), which improves over the current best bounds of O(T 2/3 ) in the fully adversarial setting. We evaluate our algorithm on nine real-world text classification problems and on four vowel recognition tasks, often obtaining state-of-the-art results, even compared with non-bandit online algorithms, especially when label noise is introduced.
Generally, such problems are referred to as learning with partial feedback. Unlike the full information case, where the system or the learning algorithm knows the outcome of each possible response, e.g., the user's action for each and every possible book recommended, in the partial setting, the system observes the response only to very limited options and, in particular, the option that was actually recommended.
We consider an instantiation of this problem in the multiclass prediction problem within the online bandit setting. Learning is performed in rounds. On each round the algorithm receives an instance and outputs a label from a finite set of size K. It then receives a single bit indicating whether the predicted label is correct or not, which the algorithm uses to update its internal model and proceed to the next round. Note that for rounds where the feedback indicates wrong prediction, the algorithm's uncertainty about the true label for that instance is almost not reduced, since the number of alternatives is only reduced from K to K − 1. Hence the algorithm needs somehow to follow an exploration-exploitation strategy.
Related work Our algorithm trades-off exploration and exploitation via upper-confidence bounds, in a way that is somewhat similar to the work of Auer (2003) and Dani et al. (2008) . Yet, the result most closely related to our work is the Banditron algorithm of , which builds on the immortal Perceptron algorithm. investigated this problem in an online adversarial setting, and showed a O(T 2/3 ) bound on the regret compared to the hinge loss of a linear-threshold comparator. Wang et al. (2010) extended their results to a more general potential-based framework for online learning.
Multiclass classification with bandit feedback can be seen as a multi-armed bandit problem with side information. Relevant work within this research thread includes the GreedyEpoch algorithm analyzed by Langford and Zhang (2007) , where a O(T 2/3 ) regret bound has been proven under i.i.d. assumptions, yet covering more general learning tasks than ours. We are aware of at least three more papers that define multi-armed bandit problems with side information, also called bandits with covariates: Wang et al. (2005) , Lu et al. (2010) , Rigollet and Zeevi (2010) . However, the models in these paper are very different from ours, and not easily adapted to our multiclass problem. Another paper somewhat related to this work is by Walsh et al. (2009) , where the authors adopt a similar linear model as ours (and similar mathematical tools) in a setting where an online prediction algorithm is allowed to sometimes answer "I don't know" (the so-called KWIK setting). A direct adaptation of their results to our multiclass setting is not straightforward. It is, however, easy to adapt their work to the binary (non-bandit) setting. In this case, their algorithm is shown to approximate the Bayes predictor with a convergence rate of the form T −1/4 . This result is significantly inferior to our convergence results, and it seems to hold only in the finite-dimensional case. We do not expect any multiclass adaptation of their results to lead to improved convergence rates.
Two papers (Valizadegan et al. 2011; Hazan and Kale 2011) more closely related to our work became available after our paper was submitted; we briefly discuss these contributions in Sect. 8.
Our results
We study a setting related to the one by and Wang et al. (2010) , in which we assume a probabilistic linear model over the labels, although the instances are chosen by an adaptive adversary. We develop a bandit algorithm building on the 2nd-order Perceptron algorithm using the correlation matrix maintained by the algorithm to estimate uncertainty in prediction. We show regret bounds of O( √ T log T ), which are essentially optimal in this setting (up to log factors). We evaluate our algorithms on nine real-world text classification tasks and four vowel recognition tasks which vary in size, feature complexity and number of labels. We show that our algorithm always outperforms the Banditron algorithm. In fact, on a few datasets our algorithm also outperforms Perceptron and 2nd-order Perceptron working with full information labels, especially when label noise is induced. Finally, we sketch an extension of our results to the case when the labels have an arbitrary distribution, and an approximation error to our linear noise model has to be taken into account.
Multiclass bandit online learning
Standard online learning with full information is performed in rounds. On round t the algorithm receives an instance x t ∈ R d to be classified, and predicts a labelŷ ∈ {1 . . . K}. It receives the true label y t , updates its internal model, and is ready for the next round.
The algorithm we present employs linear models. The algorithm maintains K weight vectors w i ∈ R d , for i = 1, . . . , K. Given an instance x t , the algorithm computes a score associated with each of the K classes, defined by w i x t , and outputs a prediction to be the label with the highest score, that is,ỹ
(1)
We emphasize that two quantities are considered: the label with maximal scoreỹ t defined in Eq.
(1) (this quantity is internal to the algorithm), and the label that is actually output by the algorithm, denoted byŷ t . In the full-information case, most algorithms just output their prediction, that is we haveŷ t =ỹ t . In this paper, we focus on the partial information setting, also known as the bandit setting. Here, after the algorithm makes a prediction, it does not receive the correct label y t but only a single bit M t indicating whether its outputŷ t was correct or not, i.e.,
M t = {y t =ŷ t },
where {A} is 1 if the predicate A is true, and 0 otherwise. Since learning algorithms receive only very limited feedback there is a natural tradeoff between exploration and exploitation. On the one hand, the algorithm should output the best scoring labelỹ t = arg max i=1...K w i x t , this step being called exploitation. Yet, it may be the case that the model used at some point will not perform well (for example, the initial model), and thus the algorithm will make many mistakes and most of its feedback will indicate that the output is not correct, that is M t = 1. This feedback is almost useless, as there is still uncertainty about the true label (one of K − 1 options remain). On the other hand, the algorithm may perform exploration and output another label to get useful feedback.
The Banditron algorithm implements one approach to exploration-exploitation tradeoff. From time to time, the algorithm outputs another label than its predictionỹ. The Banditron chooses such examples at random with some probability γ , and then it chooses a random label uniformly with probability 1/K. This approach ignores few aspects of the state. First, it ignores the specific input x t to be labeled, although some inputs may be classified well by the current model, and others may not. For example, in a deterministic setting where each instance vector is associated with only a single label, if an example is repeated few times, and the algorithm receives feedback about its true label, then it should output the best scoring label rather than sampling a label. Second, it ignores the difference in score values w 1 x t , . . . , w K x t . For example, it may be the case that two of the score values are very large compared to the others; then it makes sense to output only one of the two, rather than sampling from the entire label set. Third, it ignores the example index t , as it is reasonable to assume that as the algorithm learns more it needs to explore less.
An alternative approach, which we employ in this work, is to maintain additional confidence information about the predictions. Specifically, given an input x t , the algorithm not only computes score values, but also non-negative uncertainty values for these scores, denoted by i,t . Intuitively, high values of i,t indicate that the algorithm is less confident in the value of the score w i x t . Given a new example, the algorithm outputs the label with the highest upper confidence bound (UCB), computed as the sum of score and uncertainty, y t = arg max i (w i x t + i,t ). Intuitively, a labelŷ is output by the algorithm if either its score is high or the uncertainty in predicting it is high, and there is need to obtain information about it. Specifically, our algorithm maintains a positive semidefinite matrix per label, A i,t ∈ R d×d . Given an input instance x t to be classified, we define the confidence intervals to be 2 i,t = η t x t A −1 i,t x t for some scalar η t which is used to tradeoff the exploration and exploitation. The matrices A i,t (or their inverses) are used to measure uncertainty in the score, and input examples are used to update them as well as the parameters of the scoring function w i 's.
We now describe the specific model we use to motivate our algorithm, and later analyze it. In Sect. 4.2 we sketch an extended analysis that works under more general assumptions and show that the regret is larger and depends on how much the general model is different from the proposed one.
Our setting is slightly less adversarial than the one considered in , Wang et al. (2010) . In particular, we assume the following parametric model for the multiclass labels:
1 we assume that the labels of an example x t are generated according to the following probabilistic model,
for some K vectors u 1 , . . . , u K ∈ R d , and a scalar α ∈ (−1, 1]. The model is well defined if, for all x ∈ R d chosen by the adversary, we have
(Notice that this implies u i x ≤ 1 for all i). For simplicity we also assume x t = 1 for all t . Given some weight vectors u i for i = 1, . . . , K and an input x, the constraints of
being a probability vector are enforced by projecting these weight vectors onto the constraints (6). In Sect. 3.1 below we show how to compute this projection efficiently.
Intuitively, α quantifies the closeness of the K tasks according to model (2). On the one hand, the closer α gets to −1 the more the scores u i x are forced to be close to each other (i.e., u i x ≈ 1 for all i, independent of x). On the other hand, setting α = 1 yields
under the constraints −1 ≤ u i x ≤ 1 and
This choice allows the probability mass to be concentrated on the i-th label by setting u i x = 1 for some i and u i x = −1 otherwise. Two natural choices of α are α = 1 K−1 and α = 0. The former yields
which can be satisfied by a constraint that is independent of x t , namely,
The latter choice α = 0 forces (u 1 x, . . . , u K x) to be a probability vector. For the sake of our analysis (Sect. 4), we will restrict our attention to the case α ≥ 0.
We will bound the extent to which the number of prediction mistakes of our learning algorithms exceeds the number of prediction mistakes of the Bayes optimal predictor
for this label noise model. In particular, we are aimed to bound from above the cumulative regret
with high probability over past y's, possibly taking into account the internal randomization of the algorithms. In the above expression, P t denotes the conditional probability
, where it is understood that x t can also be chosen adversarially as a function of past x and y, and σ t−1 is the (possible) internal randomization of the algorithm under consideration up to round t − 1. Similarly, we denote by
Notice that the regret (3) is comparing (expected) cumulative 0/1-loss of the algorithm to (expected) cumulative 0/1-loss of the best offline linear predictor. Hence, our notion of regret is also sharper than the one adopted in and Wang et al. (2010) , whose regret compares 0/1 loss to hinge loss.
Our algorithm is a variant of the multiclass second-order Perceptron algorithm that maintains at time t a set of K vectors w 1,t , . . . , w K,t ∈ R d , whereΔ i,t = w i,t−1 x t is intended to approximate Δ i,t = u i x t for all i and t . The bandit algorithm also maintains a set of K matrices A i,t , which are used to compute a standard upper confidence scheme of the form
where i,t is a suitable upper confidence level for class i at time t , which is a function of both x t and A i,t .
The new bandit algorithm
Our algorithm, described in Fig. 1 , is parameterized by the model parameter α ∈ (−1, 1], assumed to be known. The algorithm maintains, for each class i = 1, . . . , K, a weight vector w i ∈ R d and a correlation matrix A i ∈ R d×d , and operates similarly to 2nd-order (or ridge regression)-like algorithms (Hoerl and Kennard 1970; Azoury and Warmuth 2001; CesaBianchi et al. 2005 ) (see also, e.g., Strehl and Littman 2008; Crammer et al. 2009b; CesaBianchi et al. 2009; Dekel et al. 2010; Dredze et al. 2008 and references therein). The weight vectors are initialized to zero, and the matrices A i are initialized to (1+α) 2 times the identity
For t = 1, 2 . . . , T :
1. Get instance x t ∈ R d : x t = 1; 2. Set (see Eq. (5))
, where (see Eq. (9))
6a. with prob. Our algorithm works in rounds. On round t , the algorithm receives the (normalized) instance x t ∈ R d and defines the following time-t convex set
The reader should observe that for each t , set C t includes the parameter space where vectors u i are assumed to live (see text surrounding Eq. (2)). The algorithm then projects the current
The projection is performed using the multiclass Mahalanobis distance
This projection can be computed efficiently in time O(K log K), the details are given in Sect. 3.1. The algorithm uses w i,t−1 to estimate the score-valuesΔ i,t = x t w i,t−1 , and the upper confidence predictionŷ t = arg max i (Δ i,t + i,t ) is output. Upon receiving the binary feedback M t , the algorithm performs either a deterministic or a randomized update, depending on the value of M t . Specifically, if a mistake has been made (M t = 1) then the algorithm flips a coin with bias 1+α 2 and goes with the update the vector X t = (0, . . . , 0, ± x t , 0, . . . , 0) depending on the value of the coin. On the other hand, if no mistake is made in that time step (M t = 0), the associated update vector is X t = (0, . . . , 0, x t , 0, . . . , 0), independent of α. In all cases, the nonzero block of X t is in positionŷ t , i.e., only theŷ t 's predictor gets directly affected by X t . The constructed update vectors are used within a standard 2nd-order updating scheme, where matrix A t−1 undergoes a rank-one update A t ← A t−1 + X t X t , and vector W t−1 turns to vector W t through an additive update A t W t ← A t−1 W t−1 + X t . The update is well defined as the matrices A t are positive definite (hence nonsingular), since we initialize A 0 to be positive definite, and the eigenvalues of the matrices A t are nondecreasing with t . We call this algorithm Confidit, for (upper) confidence based bandit algorithm.
The construction of the update vector X t essentially determines the algorithm's behavior: The updating sign, denoted by β t = ±1, of x t within X t acts either as a promoter for clasŝ y t or a demoter, depending on whether β t is positive or negative. First, observe that, if the algorithm makes a mistake, then β t is on average equal to −α, i.e.,
Hence on a mistaken trial we demote (the mistaken) classŷ t only if α is positive. (On the contrary, if α is negative the algorithm deems all class predictors Δ i,t to be very close to each other, hence promoting one class is somewhat similar to promoting all the other ones. Recall that the projection step forces them to stay very close anyway. This is one of the reasons why we restrict our discussion to nonnegative values of α.) Second, it is worth observing that, conditioning only on the past, and setting p t = P t (M t 
, we have
Hence this expectation is positive if and only if Δŷ t ,t > 0. One way of stating this is that on any given time step (mistaken or not),Δŷ t ,t progresses through the updates in Step 8 of the algorithm towards Δŷ t ,t by growing more positive or more negative depending on the sign of Δŷ t ,t , at an average pace of |Δŷ t ,t |. The above behavior is similar to the upper-confidence algorithms under bandit feedback of Auer (2003) , Dani et al. (2008) for multiarmed bandits, where our update sign β t plays the role there of a random observation whose (conditional) average is the average payoff Δŷ t ,t of the chosen arm. The randomization in the algorithm serves just to "symmetrize" the unbalanced feedback received in this online protocol, so as to gather information about the true margin Δŷ t ,t of the chosen class.
We note in passing that the running time of each round of the algorithm includes the time for computing the inversion of the matrix
.1). Hence the overall running time per round is
Moreover, it is easy to see that the algorithm can also be run in dual variables (i.e., in a RKHS). This has a twofold implication: (a) The resulting noise model (2) can be made highly nonlinear in the input space, 2 and (b) the running time per round can be made quadratic in the number of rounds so far, rather than d 2 . In practice, and also in the experiments described in Sect. 5, we actually used a version of the algorithm which maintains a (fully) diagonal matrix A instead of a block-diagonal one. All the steps remain the same except step 8 of Algorithm 1 where we define the rth diagonal element of the matrix to be (A t ) r,r = (A t−1 ) r,r + (X t ) 2 r . The running time per round is now O(dK + K log K), as all the operations are linear in the dimensions of X, W and A, except the projection, as shown next.
Computing the projection
We now show how to compute the projection step efficiently. The running time will be Our goal is to solve the following problem, which we write in vector form, arg min
where A i is the i-th block of the matrix A and we omitted the example index t for convenience. We change variables for the derivation below and define,
Substituting back into (6) we get, arg min
Next, we write the Lagrangian and get,
Taking the derivative with respect toũ i and setting it to zero we get,
from which we get the optimal solution,
From the KKT conditions we know that
. We thus get,
where we used the assumption x = 1, hence x i = 0 since A i are of full rank. Combining both cases into a single equation we get,
To solve for λ we tell apart the set of indices i associated with non-zero values of β i , formally, I = {i : β i = 0}. Plugging into the equality constraint we have,
We thus get,
Theoretically, one could enumerate over all possible 2 K sets I to solve for λ and then β i and pick the single consistent solution. The following observation reduces the number of possibilities from 2 K to K + 1. Examining (8) we note that β i is monotonically decreasing
2 . Thus, we have that
Therefore, if β j = 0 (and j ∈ I) then also β i = 0 (and i ∈ I). One last observation is that the set I cannot be empty. Otherwise, it will imply that β i = 0 for all i, and thusũ ix i = −α for all i, in contradiction with the equality constraint iũ ix i = 1 + α − Kα. All the above yields the following algorithm which we now sketch. First, sort the indices i with respect to a monotonically decreasing order of
2 . Denote by r the lowest index for which β i = 0. The algorithm starts with r = 1 and iterates: it computes λ and checks if indeed α r = 0. If yes, the algorithm is done, if not, it increases r and starts over.
Note that we can compute the main quantities directly from the original variables and not the modified ones,
These quantities can be precomputed once for all i (this is dominated by the matrix inversions, which takes order of d 2 K if the inversions are done incrementally) after which we can update the value of λ in O(1). Once λ and β i have been computed, obtaining the solution to problem (6) can be done via (7) by computing
Thus, the total running time of the algorithm is O(d 2 K + K log K) as claimed. However, in the case when the matrices A i are diagonal, this clearly reduces to O(dK + K log K).
Our derivation above is inspired by Crammer and Singer (2002) . Other papers where methods have been proposed for solving similar problems include the work of Liu and Ye (2009) and of Duchi et al. (2008) . Yet, it is not so obvious to us how to adapt their methods to our specific projection problem, while retaining computational efficiency.
Regret analysis
Our analysis, given in Sect. 7.1, allows us to set the upper confidence level i,t in Algorithm 1 in such a way that
where U 2 is either the actual Euclidean length of the comparison vector
The following is the main theoretical result of this paper, where we emphasize both the data and the time-dependent aspects of the bound.
Theorem 1 In the adversarial setting described so far with
where
with probability at least 1 − δ uniformly over the time horizon T . In the above,
, and | · | denotes the determinant of the matrix at argument.
The bound described in Theorem 1 is essentially a O(
√ T log T ) regret bound, as both B 2 and B 3 are logarithmic in T . The best previous bound for multiclass prediction in an adversarial bandit setting is O(T 2/3 ), which was first shown for the Banditron algorithm in the case when also the labels are adversarial, rather than being stochastically generated.
Low-noise assumptions
By making further assumptions on the distribution of the x t , such as low noise, one can improve the √ T log T bound and interpolate between log 2 T (hard-margin separation assumption) and √ T log T (no assumptions on x t ). In fact, we can proceed by defining the multiclass margin of a label y t as Δ bt ,t − max i =bt Δ i,t . A low-noise assumption places restrictions (lower bounds) on the probability that x t is drawn in such a way that this margin is small. For instance, under hard-margin separation assumptions we can easily prove the following logarithmic regret result. 
, for
where B 2 and B 3 are as in Theorem 1.
This result is essentially a log 2 T regret bound, which is a log-factor worse than the one achieved by the random projection-based algorithm described by , working in the linearly separable case. However, unlike ours, their algorithm does not seem to lend itself to an efficient implementation.
General conditional distribution of classes
In this section we sketch an extension that holds for any conditional distribution of classes P(y | x). Because our algorithm in Sect. 3 has been designed to work under a linear noise model, we need to keep track of the approximation error caused by our linear noise hypothesis (2).
Let then q t be the (multiclass) approximation error at time t , defined as
i.e., the extent to which instance x t makes the conditional probability of the classes deviate from the linear hypothesis (2). Again, x t , u i , and α satisfy the constraints given in Sect. 2, and the cumulative regret is still given by (3), i.e., we are still competing against the best linear hypothesis
. Because of the harder setting, we need to modify the upper confidence levels i,t so as to incorporate approximation errors. Let Modified Confidit be Algorithm 1 where
We have the following cumulative regret bound.
Theorem 2 In the adversarial setting described above with α ∈ [0, 1], the cumulative regret R T of Modified Confidit satisfies
with probability at least 1−δ uniformly over the time horizon T . In the above,
In order to run Modified Confidit with 2 i,t satisfying (10), we need to know an upper bound on the current approximation error Q t−1 = t−1 s=1 q s , the most obvious one being Q t−1 = O(t). However, notice that this setting results in useless (i.e., nondecreasing) confidence levels (10), and a vacuous regret bound. Hence Theorem 2 is meaningful only when Q T is sublinear in T . Clearly, when Q T = 0 we recover the result in Theorem 1.
Experimental study
We evaluate our algorithm on two domains: text categorization and vowel recognition. In text categorization, we use five natural language classification tasks over nine datasets, with various size and number of labels. In vowel recognition, the goal is to detect spoken vowels as part of the Vocal Joystick project, 3 again varying in size and number of labels. Below we summarize the main properties of our datasets. More information can be found in the recent works by Dredze et al. (2008) , Crammer et al. (2009a) , Lin et al. (2009) , where these datasets have previously been used.
Data
The characteristics of the text categorization datasets are summarized in Table 1 . We use two datasets based on Amazon product reviews studied previously (Blitzer et al. 2007 ) for domain classification. The first dataset Amazon7 contains all seven product types: books, dvds, music, apparel, electronics, kitchen and, video. The second smaller subset includes reviews from only the first three product types: books, dvds, and music. Preprocessing and feature generation followed the protocol of Blitzer et al. (2007) . The 20 newsgroups 4 is a very popular dataset with about 20,000 newsgroup messages, divided into 20 different newsgroups. This dataset was also used in the past for evaluation both in the supervised binary and multi-class text classification setting, as well as in the unsupervised clustering setting. Each message was represented as a binary bag-of-words.
Two additional datasets are based on the automatic classification of Enron emails into one of the 10 largest folders.
5 Two users were selected: farmer-d (Enron A) and kaminski-v (Enron B). The classes were defined using the ten largest folders for each user (excluding non-archival email folders such as "inbox," "deleted items," and "discussion threads"). Emails were represented as binary bag-of-words with stop-words removed.
The NY Times (Sandhaus 2008) dataset was published few years ago. The entire dataset contains 1.8 million articles, published across 20 years starting from 1987. This is an ideal corpus for large scale NLP tasks, as it is one of the largest publicly released annotated news text. We used a subset with three annotations for each article: the desk that produced the story (Financial, Sports, etc.) (NYTD), the online section to which the article was posted (NYTO), and the section in which the article was printed (NYTS). Articles were represented as bag-of-words with feature counts (stop-words removed).
Finally, we also used documents from RCV1v2 dataset (Lewis et al. 2004 ), which contains more than 800,000 manually categorized newswire stories (RCV1-v2/ LYRL2004). Each article contains one or more labels describing its general topic, industry, and region. We performed topic classification with the four general topics: corporate, economic, government, and markets.
In all of the above text categorization datasets, we followed the experimental setting described by Crammer et al. (2009a) , including data preprocessing.
The vowel recognition datasets are taken from the Vocal Joystick Vowel Corpus (Kilanski et al. 2006 ) collected specifically for the VJ project. 6 We followed the same experimental setting of Lin et al. (2009) which we repeat now for completeness. We used a training set built from 21 recording sessions (2 speakers appear twice, although there is only partial overlap in their sounds), a development set of 4 speakers, and a test set of 10 speakers. All speakers come from the earlier data collection efforts described by Kilanski et al. (2006) and capture the wide variability in human vowel production.
We tested two sizes of label sets: 4-vowel (ae, , u, i) classification and 8-vowel (with additional four vowels: a, o, , e) classification. For the 4-vowel case, there are about 275 K training examples or frames (1,931 utterances), for the 8-vowel case there are about 550 K frames (3,867 utterances). The test set has 116 K examples or frames (716 utterances) for 4-vowel task and 236 K (1432 utterances) frames for 8-vowel task. In these tasks, each utterance contains a single speaker uttering a single vowel. We used MFCCs with first-order deltas yielding vectors with 26 distinct features (frames were 25 ms long with a 10 ms shift) and we also varied the number of frames in the feature window. There are 53 features when using one frame and 365 features when using seven frames. The above gave rise to four vowel recognition datasets, named v4.w1 (four vowels, one frame), v4.w7 (four vowels, seven frames), v8.w1 (eight vowels, one frame), and v8.w7 (eight vowels, seven frames). We evaluated five algorithms: two of them work in the bandit setting, the other three in the full information setting. The two bandit algorithms are the Banditron algorithm , and the following modification to our algorithm. First, as is typical of many upper confidence-based algorithms, the width of the confidence interval is a pessimistic overestimation of the actual uncertainty, which suggests that implementing our algorithm and testing it on real data in the exact form given by the theory may not work well in practice. Hence, we replaced the multiplier of (9)) with some constant η whose value was set by cross validation, that is, we used
Second, the projection step in Algorithm 1 is only needed for technical purposes in the analysis (operating with a bounded martingale difference sequence). On preliminary experiments (not reported here) we observed that the actual length of the vectors either did not grow large or, when it did, the projection actually hurted performance-see below. Furthermore, the real-world data do not necessarily satisfy the constraint of Eq. (5). Thus, we decided to remove this projection step from our implementation of Algorithm 1. Third, for computational efficiency reasons, the inverse matrices A −1 i,t−1 have been replaced by diagonal versions thereof.
In order to illustrate the properties of the three abovementioned implementation choices for Confidit (full vs. diagonal matrices, projection vs. no projection, theoretical vs. simplified confidence intervals), and to motivate our subsequent setting on the real-world data, we run a simple simulated experiment on synthetic data. Our goal is to underscore the contribution of each to the final performance. We ran five versions of Confidit, ranging from "theoretical" to "practical". These are summarized in Table 2 .
We repeated the following experiment 10 times, the reported results being an average over the 10 runs. On each run we generated 1,000 random examples of dimension 9, where the first 5 features were used to generate labels, and the remaining 4 features are random with zero mean and unit standard deviation, with no correlation with other features or labels. One of five labels (this is a multiclass problem with K = 5) were generated using five (random) linear models u i of dimension five through the first 5 features. Specifically, a given instance vector x = (x 1 , . . . , x 9 ) is associated with class i = arg max j =1,...,5 (u j , 0, 0, 0, 0) x. The norm of the models u i was recorded, since Eq. (9) depends on it. Notice that these data 7 On top of this, observe that the multiplier in (9) is dependent on the norm U of the comparison classifier, which need not be known to the algorithm. are not generated according to model (2), thereby making the setting of α in Confidit (and the associated projection step) lose much of its significance. In fact, in all cases we set α = 1, turning Confidit into a deterministic algorithm.
We ran each of the five versions seven times. When (9) was used (variants 1 and 3) we set U to be the squared norm of the model used to generated the data, scaled by one of the 7 values 10 −3 , 10 −2 , . . . , 10 3 , which were meant to provide a further "knob" to Eq. (9), possibly capturing the variability due to the confidence level δ therein. Otherwise, when (11) was used (variants 2, 4 and 5), we set η = 10 −3 , 10 −2 , . . . , 10 3 , seven values all together. The results are summarized in Fig. 2 showing the (average) cumulative number of mistakes for each of the five variants and the seven choices of parameters. Interestingly, Algorithm 1 (shown in blue squares) performs worst, with more than 600 mistakes after 1,000 examples. The version that uses (11) rather than (9) (magenta diamonds) performs slightly better, with slightly less than 600 mistakes. The versions with no projection perform better, where the one that uses (9) (green stars) makes about 500 mistakes and the one that uses (11) (red circles) performing best, with about 300 mistakes. If we use diagonal matrices rather than full ones (black triangles), the performance drops and the number of mistakes increases to about 400. This fifth version is the one we used in our subsequent experiments, since it is much faster than all other (full matrix) versions.
In summary, these simple findings suggest that indeed the projection step in Confidit is only needed for technical purposes related to the specifics of our noise model, and that the confidence intervals computed by theory in (9) are too pessimistic. It seems that the full matrix version performs best, yet it is unfortunate that in many real-world problems it is not feasible to manipulate such matrices. It is also important to observe that performance is robust to the specific choice of parameters, as in most variants the total number of mistakes is within a range of about 30.
The three Confidit's competitors that work in the full information setting are the classical Perceptron algorithm (Rosenblatt 1958) extended to the multiclass setting as by Crammer and Singer (2003) , a diagonal multiclass version of the 2nd-order perceptron algorithm (Cesa-Bianchi et al. 2005) , and AROW (Crammer et al. 2009b) . Note that only AROW is margin-based among all five algorithms. All other algorithms are mistake driven (at most). This difference will be reflected in the performance of the algorithms.
In all experiments with real-world data we performed 10-fold cross validation for all algorithms. Algorithm's parameters (γ for Banditron, r for AROW, η for Confidit and a for the 2nd order Perceptron) were tuned using a single split of the data into 80 % training and 20 % evaluation. In a preliminary set of experiments we also evaluated the influence of the parameter α for Confidit. Since the optimal value was very close to 1 anyway, with no significant improvement in the results, we decided to set 8 α = 1 even on the real-world datasets.
Empirical results
We now report our results on real-world datasets, starting from text categorization. We summarize these results both in terms of cumulative number of mistakes in the online setting and in terms of test error in the batch setting, beginning with the former.
Online results for text categorization
Evaluation of all algorithms in the online setting is split into Figs. 3 and 4. We refer to the best scoring label (prediction) asỹ t = arg max i w i,t−1 x t , and to the one actually output asŷ t . For Perceptron, 2nd-order Perceptron and AROW, these two are always the same. On the contrary, bandit algorithms work in the partial information setting, hence their need to make predictionỹ t and output labelŷ t be generally different. In particular, Banditron outputs a uniformly random label with some fixed probability, while Confidit outputs the label with the highest sum of score and confidence w i,t−1 x t + i,t .
We refer now to Fig. 3 which summarizes the results for four representative datasets. Similar observations hold for the other five datasets shown in Fig. 4 . The left column of Fig. 3 summarizes the cumulative number of prediction mistakes each of the five online algorithms makes during its first training epoch over the data. The plots are in a linear-linear scale. The four datasets are (top to bottom): 20 newsgroups, Amazon3, NYTS, and Reuters. We observe that AROW makes the least number of mistakes, while Banditron makes the most. There is no clear ordering between the other algorithms. This is surprising since Confidit has only partial information, on each iteration, while Perceptron and 2nd-order Perceptron do rely on full label information. Furthermore, we expected algorithms that employ (diagonal) 2nd-order information (e.g., 2nd-order Perceptron), to outperform algorithms that are based only on first order information (e.g., Perceptron).
The second column of Fig. 3 summarizes the cumulative number of prediction mistakes over ten training epochs over the data. The plots are in a log-log scale. The vertical dashed black line indicates the end of the first epoch. In general, we observe a trend similar to the one observed after the first epoch. Banditron makes the same rate of mistakes in later epochs as the first one, yet it is not always the case for the other algorithms. For example, on 20 newsgroups (top plots) all other algorithms make noticeably fewer mistakes in the last 9 training epochs (on average) compared to the number of mistakes they make in the first iteration. The parameters of all algorithms were the ones that minimize the error on held-out-data, which may be far from optimal when evaluating just on the number of online mistakes.
Finally, the right column of Fig. 3 summarizes the cumulative number of examples for which the prediction and the output of bandit-based algorithms are not the same. This may Fig. 3 Cumulative number of prediction mistakes in the first training epoch (left; linear-linear scale), and in all 10 epochs (middle; log-log scale), no label noise. The right plots shows the cumulative number of examples for which a predictionŷ of a bandit algorithm is not the label outputỹ. Four datasets are used (top to bottom): 20 newsgroups, Amazon3, NYTS and Reuters be thought of as an exploration rate or total queried labels-which is the total number of time for which the algorithm output a label which is not the best according to the model. Clearly, this only applies to Banditron and Confidit. The plots are in linear-linear scale. By definition, Banditron has a fixed exploration rate (of γ ), as opposed to Confidit whose exploration rate varies as more examples are observed. In seven out of the nine datasets (four are plotted in Fig. 3 , the other five are in Fig. 4 ) Confidit has lower and monotonically decreasing exploration rate. Confidit has more cumulative exploration rate in two of the datasets: Amazon3 and Amazon7. A possible explanation is that the number of features in these datasets is large (the largest among the nine datasets). Since the exploration rate of Confidit is based on a term which is linear in the square of the features, and there are many rare features, new features are introduced at a high-rate during training. As a result, Confidit gets biased towards exploring classes with a high number of relatively rare features. Table 3 summarizes averaged 10-fold cross-validation error rates. Bold entries indicate best results within all algorithms except AROW (which is margin based), while underlined en- Crammer et al. (2009b) ). Thus we consider below only Perceptron and 2nd-order Perceptron in the full information setting, and their bandit counterparts: Banditron and Confidit. When comparing the two algorithms working in the full information setting, we see that 2nd-order Perceptron outperforms Perceptron in 6 datasets, and is worse in 2 (there is a tie on one dataset). In fact the 2nd-order Perceptron outperforms all other three algorithms in 4 datasets. Confidit performs best among all four algorithms (including full information ones) in three datasets, and outperforms Banditron in all dataset. All results, except one, are statistically significant with p-value of 0.001.
Batch evaluation for text categorization

Label noise for text categorization
We repeated the above experiments with artificial label noise injected into the training data. Specifically, we picked examples from the training set with probability p, and replaced the true label of these examples with a uniformly distributed random label. This process was performed only for the training subset of the data, the test results were evaluated using uncorrupted data. However, parameter tuning was performed using only corrupted data. The motivation here is that injecting label noise might be more harmful in the bandit setting than the full information setting. This is because the bandit algorithms not only observe partial information, but when they get some, this information may be incorrect. Online results for six datasets are given in three groups of plots. Figure 5 shows the cumulative number of mistakes (compared to the true non-corrupted label) for three noise levels: 10 %, 20 %, and 30 % (left to right), similar to the left column of Fig. 3 . Figure 6 shows the cumulative number of mistakes (compared to the true non-corrupted label) on 10 training epochs for the three noise levels: 0 % (no noise), 9 20 %, and 30 % (left to right), to be compared to the middle column of Fig. 3 . Finally, Fig. 7 shows the cumulative number of examples for which the prediction and the output of bandit-based algorithms are not the same for the three noise levels: 10 %, 20 % and 30 % (left to right), similar to the right column of Fig. 3 . As before, this may be thought of as an exploration rate, and it only applies to Banditron and Confidit.
Comparing the three columns of Fig. 5 per row, we observe that all algorithms make more mistakes, still the relative ordering remains the same. For example, the 2nd-order Perceptron algorithm makes about 8,000 mistakes on the 20 newsgroups data set of which 10 % of the labels were corrupted, about 9,000 mistakes when 20 % of the labels were corrupted, and about 10,000 mistakes when 30 % of the labels were corrupted. Similar trend is observed for Confidit which makes about 10,000, 11,500 and 12,000 mistakes when run on the same data corrupted with 10 %, 20 % and 30 % label-noise, respectively.
Comparing the three columns of Fig. 6 per row, we observe that, when run on noisy data (second and third columns), all algorithms continue to make mistakes after the first epoch at a rate that remains similar throughout time. This is in contrast to the evidence we collected on noiseless data (left column), where the mistake rate curves tend to flatten out in later epochs. The phenomenon was observed in the full information setting as well: Since the data are not separable the algorithms will continue to make mistakes.
Additionally, from Fig. 7 we see that compared to the noise-free case, Confidit has more exploration in some datasets, and comparable in others. In these plots we show the total queried labels-the total number of time for which the algorithm output a label which is not the best according to the model. This is also due to the different value of explorationexploitation parameter η automatically set by cross-validation. For example, in the first row of Fig. 7 we see that for 20 newsgroup Confidit has about 20,000 queries altogether for 10 % label noise, about 25,000 queries for 20 % label noise, and about 40,000 queries for 30 % label noise. This relation can also be observed on the EnronB dataset (last row). On other datasets, the trend is inverse (less queries with more noise, e.g., EnronA, 2nd line form the bottom), and on others there is no clear trend.
Finally, averaged 10-fold cross validation error rates on label noise rates 10 % 20 %, and 30 % are summarized in Tables 4, 5 and 6, respectively. Evaluations are performed using uncorrupted data, the noisy data being used only during training and parameter tuning. There opposed to non-noisy data. However, on the first epoch the characteristics are changing gradually when we increase the label noise. Fig. 7 The cumulative number of examples for which a predictionŷ of a bandit algorithm is not the label outputỹ for three noise levels 10 %, 20 % and 30 % (left to right). Six datasets are shown (top to bottom): 20 newsgroups, Amazon3, NYTS, Reuters, Enron A and Enron B are few trends. First, as expected, performance degrades as the level of noise increases. For example, on the Amazon7 dataset the error rate of Banditron increases from 29.15 % via 34.74 % via 39.46 % to 45.28 % as the label noise levels range from 0 % (see Table 3 ) to 10 % to 20 % to 30 %. Second, as the level of noise increases, it seems that Confidit suffers the least compared to Perceptron and 2nd-order Perceptron. For example, on Amazon3 both Perceptron and 2nd-order Perceptron have about 5.50 % error when trained with no noise (Table 3) , while having about 12 % error with 10 % label noise. Confidit, on the other hand, has 6.57 % error with no noise, and about 8.90 % with noise. Third, in fact, while Confidit performs best (among the four non margin-based algorithms) on only 3 datasets out of 9 when no noise is induced, it is the best in 4 datasets at a 10 % label noise level, and is best on all 9 datasets for 20 % and 30 % noise. Hence Confidit seems more resilient to label noise compared to Banditron, as well as to the other two full information algorithms: Perceptron and 2nd-order Perceptron.
Batch evaluation for vowel recognition
Following the experimental setting in Lin et al. (2009) , we now give batch evaluation results on the four vowel recognition datasets. Generally speaking, similar trends as those reported on the text categorization datasets can be observed. Test accuracies as a function of the training set size are contained in Fig. 8 . All online algorithms made a single pass over the training data. The figure also includes the test set accuracy of the Probabilistic Linear Machine (PLM) algorithm (Lin et al. 2009 ), which achieves state-of-the-art results for that task. The PLM algorithm was trained using the entire training set. The top row shows the results for the smaller set of four labels ("v4"), and the bottom one for the larger set of eight labels ("v8"). The left column summarizes the results for one feature window ("w1"), the right column is for the seven feature window ("w7").
Focusing on the top-left panel we observe that PLM achieves 90.0 % accuracy. AROW and Confidit achieve an accuracy of 89 % or higher using only 1,000 examples. AROW achieves PLM's accuracy with about 2,000 training examples, and Confidit with about 20,000. The full training set size has about 275 K frames. All other online algorithms do not achieve this skyline, second-order Perceptron and Perceptron achieve accuracy of about 87 % when trained with 1,000 examples, and reach a peak performance of about 90 % (second-order perceptron) and 89 % (perceptron) with about 20,000 training examples. Interestingly, all algorithms, except AROW, slightly overfit with more training data. This could be because tuning is performed with a fixed fraction of the training set, thus more training set examples are used to tune parameters when the training set is larger.
Moving to the top-right figure, when more features are available we observe a similar trend. The skyline of PLM is higher by one percent and is 91.6 %. Banditron's accuracy when training with 1,000 examples is 82 % (higher than the accuracy of 77 % with one frame). Then its accuracy increases to about 89 % with 50,000 and the performance is not improving when more training data are available. Perceptron and second-order Perceptron start with higher accuracy of 86 % when there are only 1,000 examples. Perceptron improves as more data are available until it reaches the skyline with all data. The 2nd-order Perception's accuracy is very close to the skyline with 20,000 and then starts to overfit. Confidit starts a bit higher with 87 % accuracy when training with 1,000 examples, and achieves higher accuracy than all algorithms, except AROW, throughout all sizes of training set (except second-order Perceptron trained with 20,000 examples). Finally, AROW achieves the best accuracy among all online algorithms, across all datasets.
The bottom two panels show the results with the harder problems with eight labels. The skyline is lower with accuracy of 67.2 % (one frame) and 68.4 % (seven frames). None of the online algorithms do achieve it or get close to it. As expected, all online algorithms improve when more training data are available. In general AROW is best, then comes 2nd-order Perceptron, then Confidit, then Perceptron, and finally Banditron. The latter seems to gain most from additional data.
Proofs
This section contains the proofs of Theorem 1, Corollary 1, and Theorem 2. Specifically, Sect. 7.1 deals with Confidit and Sect. 7.4 deals with Modified Confidit.
In all cases, the analysis starts off with a one-step bound that relates the instantaneous regret of the algorithm to the current confidence level associated with the chosen class (Lemmas 1, 7, and 8). Then, it is shown that the update rule of the algorithm makes it likely for this confidence level to decrease with time. The way this is done is by controlling the quantity (W t−1 X − U X) 2 as it evolves over time, where W t−1 is the vector computed by Confidit in Step 2 (see Fig. 1 ), U is the multiclass comparison vector, and X is an arbitrary update vector. Because X is arbitrary, the convergence of W t−1 X to U X implies the convergence of W t−1 to U which, in turn, implies that the above instantaneous regret goes to zero as the number of time steps increases. The detailed rate of convergence happens to be ruled by the specific assumptions we make along the way. In particular, the convergence rate is of the form log T √ T under the assumptions of Theorem 1, it is of the form log 2 T T under the assumptions of Corollary 1, and is dependent on the amount of noise in the more general case of Theorem 2.
Analysis of Confidit (Algorithm 1)
The following standard lemma relates the error of our algorithm in computing the score values and the regret, and is a direct consequence of our learning model.
Lemma 1 If at time t the upper confidence algorithm in Eq. (4) is such that
Proof From (2) we can write 
Let also X t be the dK-dimensional (random) vector constructed at time t (Steps 6-7 of the algorithm).
Lemma 2 With the notation introduced so far, the following inequality holds for any t and any X ∈ R dK , where we have r s = X s A −1 s X s , and U ∈ R dK is the unknown multiclass vector of parameters defined in (2). 
Now, from the Cauchy-Schwarz inequality (for dual norms) we have
Solving (14) for d t−1 (U, W t−1 ) and plugging back into the last inequality concludes the proof.
The next three lemmas are intended to control with high probability the cumulative difference of square losses
occurring in Lemma 2. We do this in three steps. First, we prove that, conditioned on the past, the expectation of D s cannot be negative (Lemma 3). Then we show that the conditional variance of D s is close to its conditional expectation (Lemma 4). Finally, we apply a standard martingale concentration argument to prove that with high probability ], the expectation being over the current random label y t as given in (2) and the random choices of the algorithm in round t . Similarly, let Var t (·) denote the conditional variance.
Lemma 3 With the notation introduced so far, the following inequality holds for any
dK , where U ∈ R dK is the multiclass vector of parameters defined in (2):
Proof Let us introduce the shorthands Δ = u ŷt x t ,Δ = w ŷt x t , p = α+Δ 1+α
, and γ = 1+α 2
. From Steps 6 and 7 of the algorithm and Eq. (2) we can write
Similarly,
Hence, recalling p and γ , we have 
Lemma 4 With the notation introduced so far we have, for any
holds with probability at most
. We use the inequality √ cb ≤ we have
A further overapproximation to incorporate the condition t ≥ 4 concludes the proof.
Combining Lemmas 2 through 5 we get the following approximation result, which delivers the announced upper confidence levels i,t in (9).
Lemma 6 With the notation introduced so far we have that
holds with probability at least 1 − δ, uniformly over i = 1, . . . , K and t = 1, 2, . . . .
Proof Combining Lemma 2 with Lemma 5 gives
holding with probability at least 1
2 . In the above we set X = (x t , 0, . . . , 0), X = (0, x t , 0, . . . , 0), . . . , X = (0, . . . , 0, x t ), and take a union bound over t . Recalling (12) proves the lemma.
Proof of Theorem 1
From Lemma 1 and Lemma 6 we have, with probability at least 1 − δ, 
where N i,t−1 is the number of times class i has been chosen by the algorithm up to time t − 1. Now observe that when the algorithm predicts with classŷ t at time t then the corresponding matrix Aŷ t ,t−1 used at the beginning of round t gets augmented by the rank-one matrix x t x t , independent of the value of M t . Hence,
−2 allows us to write
yt ,t−1 x t ) and thus,
the equality following from the Sherman-Morrison matrix inversion formula. Setting for
Using again the same argument as above we can upper bound the last sum by B 3 . Hence
Finally, since 
Proof From (2) we write
thereby concluding the proof.
To conclude the proof of Corollary 1, it suffices to combine Lemmas 1 through 6 as in the proof of Theorem 1 by using Eq. (18).
Analysis of Modified Confidit
We need to generalize Lemmas 1 through 6. In the sequel, we only stress how to adapt their proofs. First, Lemma 1 is generalized as follows. Proof We use the same shorthands as in the proof of Lemma 3, where now p = P(y t = y t | x t ). Following the same steps therein we can see that
Lemma 8 Let
Now, the approximation bound |p − α+Δ 1+α | ≤ q t implies that the RHS is at least (Δ − Δ) 2 − 4γ |Δ − Δ| q t , thereby concluding the proof.
The proof of Lemma 4 is not affected by the modified class conditional distribution, hence it holds unchanged. The next lemma combines Lemma 9 and Lemma 4 into the following more general concentration bound. Recall that D s = Lemma 6 turns into the following approximation bound, resulting from the combination of Lemma 2, Lemma 9, Lemma 4, and Lemma 10. It is this approximation that provides the upper confidence level i,t contained in (10). 
Lemma 11 With the notation introduced so far we have that
where ŷt ,t satisfies (10). Continuing as in the proof of Theorem 1 leads to the desired statement.
Conclusions and open problems
We presented the Confidit algorithm, which is based on combining 2nd-order Perceptron for multiclass problems and upper confidence bounds. We provided a regret bound of O( √ T log T ) in a partial adversarial setting, which improves in our setting on the T 2/3 bound proven for the Banditron algorithm. We have also sketched an extended analysis where no assumptions whatsoever are made on the conditional distribution of the labels, and a (cumulative) approximation error has to be taken into account. Our algorithm can also be viewed as maintaining a similar model to that of AROW (Crammer et al. 2009b) , where for each label we keep a Gaussian distribution over models. Given an input example the algorithm includes a one-dimensional Gaussian distribution over the per-label margin, and outputs the label with the largest combination of means and standard deviation, the tradeoff being computed in Eq. (9).
Experiments with an efficient version of the algorithm indicate the superiority of our algorithm, especially against mistake-driven algorithms that work both in the bandit and the full information setting. Our results on 13 datasets, both for text classification and speech recognition (vowel classification) indicate that the generalization ability of our algorithms is sometimes better than of algorithms that use full information. We leave the analysis of this phenomenon to future work.
Slightly after our paper was prepared, a related paper (Valizadegan et al. 2011 ) became available which contains a more involved version of the Banditron algorithm. This is essentially a Banditron algorithm whose exploration rate depends on the past behavior of the algorithm (rather than being constant). Though (Valizadegan et al. 2011 ) report improved experimental results over the standard Banditron, no relevant theoretical enhancements are provided.
Another very recent work that was published after our paper was submitted is (Hazan and Kale 2011) . The authors describe a second-order descent algorithm for the multiclass problem with partial information. Like the Banditron, this algorithm works in the fullyadversarial setting but, unlike ours, their notion of regret is based on the log-loss, rather than the number of mistakes, which we find the direct quantity of interest.
Our current analysis of Confidit is not capturing the right dependence on the α parameter. In fact, one would expect the bounds to improve as α gets closer to −1. The technical difficulty stems from Eq. (17), where an inverse dependence on (1 + α) 2 is derived when passing from x t A −1 yt ,t−1 x t to x t A −1 yt ,t x t . Another open question is to provide a sharper analysis of Modified Confidit that makes further assumptions on the class conditional distributions P(y = i | x). For instance, if P(y t = i | x t ) is a Lipschitz function of Δ i,t then the one-step regret in Lemma 8 will be (at most) proportional to |Δ bt ,t − Δŷ t ,t |, and the deviation terms q t will only occur in the bias handled by Lemma 9. This might lead to improved bounds, upon proper changes in the martingale construction of Lemma 10.
Finally, a broader open question is developing a margin-based version of the algorithm, as such algorithms often outperform mistake-driven algorithms in practice.
