Let P f (AE ) be the set of finite nonempty subsets of AE and for F, G ∈ P f (AE ) write
Introduction.
Our motivation for this study comes from a question of Erdős, Nešetríl, It is easy to see that Szemerédi's Theorem [8] , or in fact only Roth's Theorem [6, 7] , implies that X = AE does not satisfy (2) of Question 1.1.
Modifying a suggestion of Vitaly Bergelson, we came to consider "triangles" in the following set X. (Here P f (AE ) = {F ⊆ AE : F = ∅ and F is finite} and F < G means that max F < min G.)
Definition. (a) X = {(F, G) : F, G ∈ P f (AE ) and F < G}. (b) A triangle in X is a set of the form {(F ∪H, G), (F, G), (F, H ∪G)} where F, H, G ∈ P f (AE ) and F < H < G.
We then address the following question.
Question. Does there exist > 0 such that, for any finite Y ⊆ X there must exist Z ⊆ Y such that |Z| ≥ · |Y | and Z contains no triangles?
Questions 1.1 and 1.3 are both examples of what have come to be known as Pisier type problems. In [5] , G. Pisier announced a proof that a subset X of the dual group G of a compact abelian group G is a Sidon set if and only if there is some > 0 such that for every finite subset Y of X there is a subset Z of Y such that |Z| ≥ · |Y | and Z is quasi-independent, meaning that whenever F and G are distinct subsets of Z, F = G. See [1] and [2] for more information about Pisier type problems. Our reason for asking Question 1.3 is contained in the following theorem.
1.4
Theorem. An affirmative answer to Question 1.3 implies an affirmative answer to Question 1.1.
Proof. Let x n
∞ n=1 be a sequence in AE with the property that for all n ∈ AE , x n+1 > 4 · n k=1 x k and let X = { n∈G x n − n∈F x n : (F, G) ∈ X} .
Let r ∈ AE and let X = r i=1 C i . For i ∈ {1, 2, . . . , r}, let D i = {F, G} : F, G ∈ P f (AE ) , F < G , and − n∈F x n + n∈G x n ∈ C i .
Pick by the Milliken-Taylor Theorem ([3, Theorem 2.2], [9, Lemma 2.2]) some i ∈ {1, 2, . . . , r} and sets F < H < G in P f (AE ) such that
{(F ∪ H, G), (F, G), (F, H ∪ G)} ⊆ D i . the electronic journal of combinatorics 9 (2002), #R22
Let a = − n∈F ∪H x n + n∈G x n and let d = n∈H x n . As a consequence, part (1) of Question 1.1 holds for X .
To see that an affirmative answer to Question 1.3 implies part (2) of Question 1.1, it suffices to show that the only three term arithmetic progressions {a, a + d, a + 2d} in X are those with a = n∈G x n − n∈F ∪H x n and d = n∈H x n .
Assume that we have a, d ∈ AE such that {a, a + d, a + 2d} ⊆ X . For y ∈ X we can uniquely express y as ∞ n=1 π n (y) · x n where each π n (y) ∈ {−1, 0, 1}. Further, if π n (y) = −1 and π m (y) = 1, then n < m.
Let b = a + d and c = a + 2d. Then
It follows that π n (c) − π n (b) = π n (b) − π n (a) for every n ∈ AE . Thus for each n, we have Our claim now follows with F = {n ∈ AE : π n (b) = −1}, G = {n ∈ AE : π n (b) = 1} and H = {n ∈ AE \ F : π n (a) = −1}.
We are hopeful that the answer to Question 1.3 is "yes". And all of the evidence which we shall present later is consistent with an affirmative answer for = 1 2 . However, we must point out that the referee does not share our optimism. One reason is that our set X has "short cycles". For example, if
T 2 = ({1, 2, 3}, {4}), ({1}, {4}), ({1}, {2, 3, 4}) , and
By way of contrast, given any l ∈ AE , Nešetríl and Rödl announced in [4] the existence of a set S which satisfies part (1) of Question 1.1 but has no cycles of length at most l. (Recall that a cycle in a hypergraph consists of a finite sequence E 1 , E 2 , . . . , E n of distinct edges such there exists a corresponding sequence
"Triangles" among Pairs of Finite Sets
We develop in this section some basic facts about triangles in X. Notice that triangles are uniquely represented. That is, if
The following fact will also be useful.
Remark.
Let A and B be distinct triangles in X. Then |A ∩ B| ≤ 1.
In the current context, we can turn Question 1.3 into a completely finite question.
Definition.
Let i, j ∈ AE with i < j. Then
Lemma.
Any triangle in X is contained in X i,j for some i < j. 
Then |Z| ≥ · |Y | and, by Lemma 2.3, Z contains no triangles.
We notice that the structure of X i,j depends only on j − i.
is a bijection which maps the set of triangles in X 1,k+1 onto the set of triangles in X i,k+i .
An additional reduction is provided by the following lemma. Proof. This is an immediate consequence of Remark 2.5.
We notice that there are large subsets of X i,j that have no triangles.
the electronic journal of combinatorics 9 (2002), #R22
Proof. Conclusion (b) is immediate from conclusion (a), which is trivial.
Lemma. Let i < j in ω and let
k = j − i. (a) |X i,j | = (k + 1) · 2 k−2 . (b) If k ≥ 2, then |W i,j,0 | = (k + 2) · 2 k−3 .
Proof. (a)
We proceed by induction on k. We know that
Notice that, as a consequence of Lemmas 2.8 and 2.9, each X i,j has a subset which has no triangles and contains slightly more than half of the members of X i,j .
We now introduce some numbers with which we shall be concerned for the rest of this paper.
Definition
We observe now that answering Question 1.3 amounts to determining bounds for the numbers λ k or k . Proof. To see that (a) implies (b), let k ∈ AE and pick Y ⊆ X such that |Y | = k and
is an immediate consequence of Theorem 2.4 and Lemma 2.6.
Lemma
Proof. Conclusion (a) is immediate. To verify conclusion (b), observe that the function γ :
) is injective and takes triangles to triangles.
Values of λ k
In this section we derive exact values of λ k for k ≤ 13 (and announce the value of λ 14 ). Proof. The first three values are completely trivial, while the last three follow immediately from Remark 2.1.
The notation introduced next does not indicate its dependence on the choice of Y . This should not be confusing as we will be mostly working with one Y at a time. The following geometric notion will be helpful. 
Remark 2.5 we may presume that V and W disconnect V ∪ W , simply by translating
We shall find it convenient to have a linear ordering of X.
Notice that (F, G) < (F , G ) if and only if whenever x n
∞ n=1 is a sequence with the property that
We now introduce coordinates for elements of X, defining an embedding of X in {−1, 0, 1} AE .
We observe that, for any x, y, z ∈ X with x < y < z, {x, y, z} is a triangle if and
3.8 Lemma. Let x, y, z ∈ X be distinct, with y < z. Suppose that there are elements p, q, r ∈ X for which {x, y, p}, {x, z, q} and {y, z, r} are triangles and {x, y, p} = {x, z, q}. Then one of the following nine cases holds.
(I) (a) x < y < p , x < z < q , and y < z < r (b) y < x < p , x < z < q , and y < z < r (c) y < x < p , z < x < q , and y < z < r (II) (a) x < p < y , x < q < z , and y < r < z (b) y < p < x , x < q < z , and y < r < z (c) y < p < x , z < q < x , and y < r < z (III) (a) p < y < x , q < z < x , and r < y < z (b) p < y < x , q < x < z , and r < y < z (c) p < x < y , q < x < z , and r < y < z . 
, π n (r) for some value of n. The first three columns display all non-constant possibilities with π n (y) = π n (z) and the last displays the only non-constant possibility with π n (y) = π n (z). (Notice that, since {y, z, r} is a triangle, if n, m ∈ AE , π n (y) = π n (z), and π m (y) = π m (z), then
If, for example, y < z < r, this common value must be (−1, 0).)
We make some observations. At least two of these four columns must occur for some n. (If the first is the only one which occurs, then y = q and z = p and so {x, y, p} = {x, z, q}. If the second is the only one which occurs, then x = y; if the third is the only one which occurs, then x = z; if the fourth is the only one which occurs, then y = z.) On the other hand, we claim that the first column cannot occur with any of the others. If the first and second columns both occur, then a < b and the fact that {x, z, q} is a triangle implies that x < q and q < x, while b < a implies that q < x and x < q. Similarly, the occurence of the first and third columns leads to a contradiction. If the first and fourth columns both occur, then the fact that {x, y, p} is a triangle implies that u = a, v = b and w = c. Since y < z, it follows that b < c, and this implies that q < z and z < q. So the first column cannot occur.
We can now prove the lemma. We obtain case I by choosing a = 1, b = −1, and c = 0. If columns 2 and 3 both occur, we have I(b). If columns 2 and 4 both occur, then the fact that {x, z, q} is a triangle implies that u = b = −1, v = c = 0, and w = a = 1. This gives us I(a). If columns 3 and 4 both occur, we obtain I(c).
In a similar way, we obtain case II by choosing a = 0, b = −1, and c = 1. We obtain case III by choosing a = −1, b = 0, and c = 1.
This exhausts the possibilities, because the assumption that y < z implies that b < c.
The following consequence of the above lemma will frequently be useful. Proof. Suppose that {w, y, z} is a triangle contained in C x . We may suppose that w < y < z. Let p, q, r be elements of Y for which {x, y, p}, {x, z, q} and {x, w, r} are triangles. We claim that {x, y, p} = {x, z, q}. Suppose instead that {x, y, p} = {x, z, q}. Then (y, p) = (q, z) and so {x, y, p} = {x, y, z}. Thus by Remark 2.1 {x, y, z} = {w, y, z}, and so w = x, contradicting the fact that w ∈ C x . Similarly one may show that {x, z, q} = {x, w, r}. We can apply Lemma 3.8 with r replaced by w, and see that one of the possibilities listed in III must hold. So q < z < x or q < x < z.
We can also apply Lemma 3.8 with y, p, r replaced by w, r, y respectively. Since q < x < z or q < z < x, III must still hold. However, each of the three possibilities listed in III now implies that y < w, a contradiction. For the remainder of this section we turn our attention to establishing the values of λ 8 and λ 12 (from which the values for λ 9 , λ 10 , λ 11 , and λ 13 follow immediately). The major tool for this effort is the known structure of X 1,4 , which we pause now to describe in some detail. (It is surprising that the structure of X 1,4 , which has only eight elements, allows us to deduce the exact values of λ 12 and λ 13 . In fact, in a proof that we will not present, it gives us significant information even about λ 26 .)
We can identify S with X 1,4 by using the mapping x → π 2 (x), π 3 (x) from X 1,4 onto S. Thus we shall regard S as containing triangles.
We enumerate the elements of S and the triangles in S as follows: Notice that the composition of triangle maps is again a triangle map.
Remark. Let Y ⊆ X and let
We shall use triangle maps which are created by one particular method. 1, 1, 0, −1) .
Since the elements y, y 1 , y 2 , y 3 , y 4 are distinct, at least two of these possibilities must occur. The second and third cannot both occur, since for any n < m in AE and any w ∈ X, one cannot have π n (w) = 1 and π m (w) = −1. We may assume that the second occurs, since this could be achieved, if necessary, by interchanging the order of our two triangles. So there exist m < n in AE for which
We can now define the required triangle map σ :
If T z ≥ 2, we can use a similar argument to define a triangle map from Y to S which has s 1 , s 2 , s 3 , s 5 , s 6 in its image. To define σ, we follow this map by the triangle map from S to itself obtained by interchanging -1 and 1 and reversing the order of the coordinates.
The following simple fact will frequently be useful. 
Since σ does not take any three points in Z to the same point, any triangle in Z would have to go to a triangle in B. To see that λ 10 ≤ 6 we produce a 10 element subset of X 1,5 with µ(Y ) = 6. Let Y = {x 1 , x 2 , . . . , x 10 }, where {2, 3, 4, 5}) . 
(ii) Choose x ∈ Y \{y, z} with x ∈ C z if T z = 1. Choose a six point triangle free set Z ⊆ Y \{x, y, z}. Then Z ∪ {y, z} is triangle free. 
For the proof of the following lemma it may be helpful to refer to Diagram (a). 
Proof. Suppose first that σ[Y
contradicting Lemma 3.21(b). We now claim that if i and j are distinct members of {2, 5, 6}, {t i , t j } ⊆ U , and 3.24 Corollary. λ 11 = 7 and λ 13 = 8.
Proof. That λ 11 = 7 follows from Lemma 2.12 and the facts that λ 10 = 6 and λ 12 = 8. By Lemmas 2.12 and 3.5(a), we have that 8 = λ 12 ≤ λ 13 ≤ λ 3 + λ 10 = 8.
It is interesting that for λ 3 , λ 6 , λ 9 , and λ 12 , the actual values are the trivial upper bounds obtained by considering disjoint triangles. We do not know whether λ 15 = 10 nor whether λ 18 = 12, but we do know that by Lemma 3.5(a), λ 21 ≤ λ 10 + λ 11 = 13.
We have been able to obtain other results about the values of λ k . We do not wish to burden the reader by providing the proofs of these, particularly as one or two of the proofs are very long. However, the reader may be interested to know that we have shown that λ 14 = 9, λ 17 ≥ 10, λ 20 ≥ 11, λ 23 ≥ 12 and λ 26 ≥ 13. In the case of λ 17 and λ 20 , these estimates cannot differ from the correct value by more than 1, because λ 17 ≤ λ 7 + λ 10 = 11 and λ 20 ≤ λ 10 + λ 10 = 12. These results can be used to prove that 
A routine check shows that Z contains no triangles. Since any n-element subset of X 1,5 includes at least n − 6 members of Z, we have that for any
n . Now We also observe that Y contains no points of degree 1. If y ∈ Y had degree 1, we could choose a point z = y in the triangle containing y, and then obtain a nine point triangle free set in Y by adding y to an eight point triangle free subset of Y \ {y, z}.
We define a triangle map σ : 
Corollary. For all
k ∈ AE , k > 1 √ 2k .
