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CONVEXITY ESTIMATES FOR LEVEL SETS OF QUASICONCAVE
SOLUTIONS TO FULLY NONLINEAR ELLIPTIC EQUATIONS
PENGFEI GUAN AND LU XU
Abstract. We establish a global geometric lower bound for the second fundamental
form of the level surfaces of solutions to F (D2u,Du, u, x) = 0 in convex ring domains, in
terms of boundary geometry and the structure of the elliptic operator F . We also prove
a microscopic constant rank theorem, under a general structural condition introduced by
Bianchini-Longinetti-Salani in [3].
1. Introduction
Solutions of boundary value problems for elliptic equations often inherit important geo-
metric properties of the domains with the influence of the structures of the corresponding
equations. One of these geometric features is the quasiconcavity. A function u is called
quasiconcave if its level sets {x|u(x) > c} are convex. By the work of Gabriel [8], the Green
function of a convex domain is quasiconcave. The same is also true for p-harmonic func-
tions in convex ring domains with homogeneous boundary conditions following Lewis [12].
Another example is the quasiconcavity of solutions to the free boundary problem arising
in plasma physics in convex domains in the work of Caffarelli-Spruck [6]. The quasicon-
cavity of solutions to nonlinear equations has been studied extensively in the literature,
we refer [8, 12, 5, 10, 11, 6, 9, 7, 13, 3, 14, 2] and references therein. The techniques of
quasiconcave envelopes have been refined by Colesanti-Salani [6], and more recently by
Bianchini-Longinetti-Salani [3] to prove quasiconcavity of solutions to general degenerate
elliptic fully nonlinear equations in the form
(1.1) F (D2u,Du, u, x) = 0,
in convex ring domain Ω = Ω0\Ω1 (i.e. Ω0 ⊂⊂ Ω1 are convex) with the Dirichlet boundary
condition
u|∂Ω0 = 0, and u|∂Ω1 = 1.(1.2)
The main focus of this paper is on the quantified properties of the quasiconcave solutions
of equations of form (1.1). More specifically, we establish a global a priori estimate on the
geometric lower bound of the principal curvatures of the level surfaces of these quasiconcave
solutions, in terms of boundary geometry and the structure of operator F . In addition to
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the geometric interest, this type of estimates may be used via homotopic deformation to
obtain the existence of quasiconcave solutions of the corresponding equations. We achieve
this macroscopic geometric estimate through a microscopic Constant Rank Theorem for
the smallest principal curvatures of the level surfaces for quasiconcave solutions. A simple
microscopic convexity principle for level surfaces of solutions of equations in form (1.1) is
obtained in Theorem 1.3, under a general structural condition introduced in [3] to cover
a larger class of nonlinear equations. A more refined version for the smallest principal
curvatures of the level surfaces is proved in the last section of the paper. The main result,
Theorem 1.4, is a consequence of this type of microscopic principle.
Let us introduce some notation. Denote Sn the space of real symmetric n×n matrices
and let Υ ⊂ Sn be an open set.
Definition 1.1. ∀ θ ∈ Sn−1, denote θ⊥ the linear subspace in Rn which is orthogonal to θ.
Define S −n (θ) to be the class of n×n symmetric real matrices which are negative definite
on θ⊥. Denote S 0−n (θ) the subclass of S
−
n (θ) of matrices that have θ as eigenvector with
corresponding null eigenvalue. For any b ∈ Rn with t = 〈b, θ〉 > 0, define
B
−
θ (Υ) =
{
B ∈ Sn+1
∣∣∣ B = ( B˜ bT
b χ
)
with B˜ ∈ S 0−n (θ) ∩Υ, χ ∈ R
}
.(1.3)
Denote J = (In |0 ) the n × (n + 1) matrix, where In is the n × n identity matrix and
0 is the null vector in Rn. Suppose F = F (r, p, u, x) is a C2 function in Υ× Rn × R× Ω,
∀(θ, u) ∈ Sn−1 × R fixed, set
(1.4) ΓF =
{
(B, x) ∈ B−θ (Υ)×Ω : F (t
−1JB−1JT , t−1θ, u, x) > 0
}
.
The following was proved in [3].
Theorem 1.2. [Bianchini-Longinetti-Salani] Suppose F is proper, continuous, degen-
erate elliptic operator which satisfies a viscosity comparison principle. Assume that for
each (θ, u) fixed, the super-level set ΓF defined in (1.4) is convex. If u ∈ C
2(Ω)
⋂
C(Ω¯)
with |∇u| > 0 is an admissible classical solution of equation (1.1) satisfying the Dirichlet
boundary value (1.2) in convex ring domain Ω, then level set {x ∈ Ω|u(x) > c} ∪ Ω1 is
convex for each constant 0 6 c 6 1.
The class of operators F satisfying conditions in Theorem 1.2 includes Laplace opera-
tors, p-Laplace operators, the Pucci operator, and the mean curvature type equations of
the form
(1.5)
n∑
i,j=1
aij(∇u, u, x)uij = f(∇u, u, x).
A similar result was also proved by Bianchini-Longinetti-Salani in [3] under the assumption
that, ∀θ, u fixed
(1.6) ΞF =
{
(A, t, x) ∈ Υ× (0,+∞)× Ω : F (t−3A, t−1θ, u, x) > 0
}
is locally convex.
CONVEXITY ESTIMATES OF LEVEL SETS 3
With this structural condition on F , a constant rank theorem was obtained in [2]. The
convexity structural condition on F in Theorem 1.2 is weaker than the convexity struc-
tural condition on ΞF . In particular, the mean curvature operator (1.5) does not satisfy
condition (1.6). Detailed discussion of these conditions as well as examples will be given
in section 2.
To establish a strict convexity estimate on the second fundamental forms of the level
surfaces of solutions in Theorem 1.2, we need two assumptions:
(1.7) ellipticity:
(
Fαβ
)
:=
(
∂F
∂rαβ
(∇2u(x),∇u(x), u(x), x)
)
> 0, ∀x ∈ Ω;
(1.8) structural condition: ∀(θ, u) fixed, the set ΓF is locally convex.
Throughout the paper, we assume
(1.9) |Du(x)| > d0 > 0,∀ x ∈ Ω,
to ensure that the level-surface {x ∈ Ω|u(x) = c} is smooth for each c.
The first result of this paper is a microscopic constant rank theorem.
Theorem 1.3. Suppose u ∈ C3,1(Ω) is a solution of (1.1) and (D2u(x),Du(x), u(x)) ∈
Υ×Rn× (−γ0+ δ0, γ0+ δ0) for some δ0 ∈ R at x ∈ Ω. Suppose that F satisfies conditions
(1.7) -(1.8) and the level set {x ∈ Ω|u(x) > c} ∪ Ω1 of u is connected and locally convex
for all c ∈ (−γ0+ δ0, γ0+ δ0) for some γ0 > 0. Then the second fundamental form of level
surface Σc = {x ∈ Ω|u(x) = c} has the same constant rank for all c ∈ (−γ0 + δ0, γ0 + δ0).
We now switch our attention to global geometric bounds of the second fundamental
forms of level surfaces of u. For a function u defined in domain Ω, denote
Σc = {x ∈ Ω¯|u(x) = c}
to be the level surface. For any x ∈ Σc, denote κs(x) the smallest principal curvature of
the level surface Σc at x. For each c ∈ R, if Σc 6= ∅, set
κc = inf
x∈Σc
κs(x).
We will strengthen (1.7) to
(1.10) uniform ellipticity: ∃λ > 0,
( ∂F
∂rαβ
(D2u(x),Du(x), u(x), x)
)
> λ(δαβ), ∀x ∈ Ω¯.
Set
(1.11) ̟ = max
α,β,γ,η,i,j
supx∈Ω{|
∂2F (D2u(x),Du(x),u(x),x)
∂rαβ∂rγη
||∂F (D
2u(x),Du(x),u(x),x)
∂rij
||Du(x)|}
λ
.
Theorem 1.4. Suppose u is a classical solution of equation (1.1) with the Dirichlet bound-
ary value (1.2) in convex ring domain Ω. Suppose F satisfies conditions (1.8)-(1.10) at
(D2u,Du, u, x) ∈ Υ× Rn × [0, 1] × Ω. Then
(1.12) κc > min{κ0eAc, κ1eA(c−1),
λeA(c−1)
100̟
}, ∀ c ∈ [0, 1],
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for some universal constant A > 0 depending only on ||F ||C2 , n, λ, d0, ‖u‖C3 .
It should be pointed out that the convexity estimates carried out in this paper are very
sensitive to the structure of the corresponding equation. For equations of the form (1.5)
with the Dirichlet boundary condition (1.2), the behavior of f is crucial. For instance, in
the case of Laplace equation
(1.13) ∆u = f(u),
Theorems 1.3-1.4 are true when f > 0. In general, Theorem 1.3 does not hold if f(u) < 0
in equation (1.13), even for f ≡ −1.
The rest of the paper is organized as follows. In Section 2, we discuss the structural
conditions and prove two key lemmas: Lemma 2.5 and Lemma 2.6. An auxiliary curva-
ture test function is analyzed in Section 3. The proof of Theorem 1.3 - Theorem 1.4 is
given in the last section, by establishing a strong maximum principle for the test function
considered in Section 3.
2. structural conditions
We recall some notation and results in [3].
Definition 2.1. ∀ θ ∈ Sn−1, denote by A −θ (Υ) the following open set in Sn+1:
(2.1) A −θ (Υ) = {A ∈ Sn+1 : A =
(
A˜ µθT
µθ 0
)
with A˜ ∈ S −n (θ) ∩Υ, µ > 0
}
Properties of A −θ , B
−
θ and their relationship have been studied in [3]. We list some of
them which will be used in this paper.
detA 6= 0 if A ∈ A −θ , and
(2.2) B−θ (Υ) = {A
−1 : A ∈ A −θ (Υ)}.
If B = A−1 ∈ B−θ (Υ), then
(2.3) A˜ = JB−1JT and µ =
1
t
.
Set
(2.4) Q = t2JB−1JT ,
where B ∈ B−θ (Υ) and t defined in Definition 1.1. By symmetry of B, t = 〈b, θ〉 =∑n
l=1Bn+1 lθl.
In what follows, we will use summation over repeated indices α, β, γ, η, k, l,m, r, s ∈
{1, ..., n} and c, d, e, f ∈ {1, ..., n + 1} unless otherwise indicated.
Lemma 2.2. [lemma 3.11 in [3]] Q defined in (2.4) is concave in B ∈ B−θ (Υ). Further-
more
(2.5) I := Fαβ
∂2Qαβ
∂Bcd∂Bef
XcdXef 6 0,
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for any nonnegative definite n × n matrix (Fαβ) and any (n + 1) × (n + 1) symmetric
matrix (Xcd).
Proof. The concavity of Q has been proved in [3]. For any nonnegative definite n × n
matrix (Fαβ), there exist ζ1, · · · , ζn ∈ R
n, such that
(Fαβ) = ζ1ζ
T
1 + · · ·+ ζnζ
T
n .
Therefore, I 6 0 follows directly from the concavity of Q. 
For function F (r, p, u, x), write Fαβ = ∂F∂rαβ , F
pl = ∂F∂pl , · · · as derivatives of F with
respect to corresponding arguments. For the level set ΓF defined in (1.4), denote the
tangent space of ΓF as
T ΓF = {V = ((Xcd), (Zk)) ∈ Sn+1 × R
n : 〈V,∇(B,x)F (t
−1JB−1JT , t−1θ, u, x)〉 = 0}.
Write
F (t−1JB−1JT , t−1θ, u, x) = F (t−3Q, p, u, x).
Condition (1.8) is equivalent to the fact
V∇2(B,x)FV
T
6 0, ∀ V = ((Xcd), (Zk)) ∈ T ΓF .
A straight computation yields,
∇BF =
(Fαβ
t4
(t
∂Qαβ
∂Bcd
− 3Qαβδn+1cδldθl)−
F ps
t2
δn+1cδldθsθl
)
,(2.6)
∇xF = (F
x1 , ..., F xn),(2.7)
V∇2(B,x)FV
T =
Fαβ,γη
t8
(t
∂Qαβ
∂Bcd
Xcd − 3QαβXn+1lθl)(t
∂Qγη
∂Bef
Xef − 3QγηXn+1sθs)
−2
Fαβ,pl
t6
θl(t
∂Qαβ
∂Bcd
Xcd − 3QαβXn+1rθr)Xn+1sθs
+
Fαβ
t3
∂2Qαβ
∂Bcd∂Bef
XcdXef − 6
FαβQαβ
t5
Xn+1lXn+1sθlθs
−6
Fαβ
t5
(t
∂Qαβ
∂Bcd
Xcd − 3QαβXn+1rθr)Xn+1sθs
+2
F psθs
t3
Xn+1lXn+1rθlθr +
F ps,pmθsθm
t4
Xn+1lXn+1rθlθr + F
xk,xlZkZl
+2
Fαβ,xk
t4
(t
∂Qαβ
∂Bcd
Xcd − 3QαβXn+1rθr)Zk − 2
F ul,xkθl
t2
Xn+1sθsZk.(2.8)
This expression suggests us to set
X˜αβ = t
−4(
∑
c,d
t
∂Qαβ
∂Bcd
Xcd − 3Qαβ
∑
l
Xn+1lθl), Y˜ = −t
−2
∑
s
Xn+1sθs.(2.9)
For
V =
(
(Xcd), (Zk)
)
, H(V, V ) = V∇2(B,x)FV
T ,
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H(V, V ) can be written as
H(V, V ) = Fαβ,γηX˜αβX˜γη + 2F
αβ,plθlX˜αβY˜ + 2F
αβ,xkX˜αβZk
+F pl,psθlθsY˜
2 + 2F pl,xkθlY˜ Zk + F
xk,xlZkZl + 2tF
plθlY˜
2
+6tFαβX˜αβY˜ − 6t
−1FαβQαβY˜
2 +
I
t3
(2.10)
where Einstein summation convention is used and I is defined in (2.5). At this point, we
have proved
Lemma 2.3. Condition (1.8) is equivalent to H(V, V ) 6 0, ∀ V = ((Xcd), (Zk)) ∈ T ΓF ,
where Fαβ,rs, Fαβ,pl , etc. in (2.10) are evaluated at (t−3Q, t−1θ, u, x).
We may now compare condition (1.8) and (1.6), these are the two structural conditions
introduced in [3] (Condition (3.10) and Condition (1.2) there). As already discussed by
Bianchini-Longinetti-Salani in [3], a variation of these two conditions can be compared
(Theorem 3.12 in [3]). In fact, the following is true.
Corollary 2.4. The condition (1.6) that ΞF for each θ, u is locally convex implies condi-
tion (1.8).
Proof. Lemma 4.1 in [2] states that condition (1.6) impliesH(V, V ) 6 t−3I whereH(V, V )
is defined in (2.10) and I is defined in (2.5) respectively. The corollary follows directly
from lemma 2.2 and lemma 2.3. 
The quantity I defined in (2.5) is a crucial term. We wish to compute this term explicitly,
so it can be used in the proof of main theorems in the last section. For our purpose, we
set θ = (0, · · · , 0, 1). In this case, A and B can be written as (see [3])
A =

× 0
aij
...
...
× 0
× · · · × × µ
0 · · · 0 µ 0
 ,(2.11)
B =

0 ×
aij
...
...
0 ×
0 · · · 0 0 t
× · · · × t χ
(2.12)
where the (n− 1)× (n− 1) matrix (aij) is negative definite and can be assumed diagonal,
(aij) is the inverse matrix of (aij), t = Bn+1,n =
1
µ > 0. The values at the positions
denoted by × which are not important in the calculations.
Note that Bln = Bnl ≡ 0, ∀ l 6 n. We may as well set
Xln = Xnl = 0, ∀ l 6 n.
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Denote
Bαβ = (B−1)αβ = Aαβ, T := {1, ..., n − 1}.
We compute
Fαβ
∂2Qαβ
∂Bcd∂Bef
XcdXef(2.13)
= 2t2FαβBαeBfcBdβXcdXef − 4tF
αβBαcBdβXcdXn+1n + 2F
αβBαβX2n+1n,
by breaking summation into the following three parts.
Case 1. α, β ∈ T . We can see if c = n, then d must be n+ 1, as Bn+1β = 0,
2
∑
i∈T
t2BααBiiBββXαiXβi − 4tB
ααBββXαβXn+1n + 2F
ααBααX2n+1n
=
∑
i∈T
2
Bii
(tBiiBααXiα −B
iαXn+1n)(tB
iiBββXiβ −B
iβXn+1n).(2.14)
Case 2. α = n, β ∈ T or β = n, α ∈ T . As Bnn+1 =
1
t
,
2
∑
i∈T
t2BααBiiBββXαiXβi − 4tB
ααBββXαβXn+1n + 2F
ααBααX2n+1n
= 2t2BneBfc(BββXcβ +B
nβXcn)Xef
−4tBnc(BββXcβ +B
nβXcn)Xn+1n + 2B
nβX2n+1n
= 2t2Bne(
∑
c 6=n
BfcBββXcβ +B
fn+1BnβXn+1n)Xef
−4t(
∑
c 6=n
BncBββXcβ +B
nn+1BnβXn+1n)Xn+1n + 2B
nβX2n+1n
= 2t2Bne
∑
c 6=n
BfcBββXcβXef − 4t
∑
c 6=n
BncBββXcβXn+1n
= 2t2
∑
c 6=n
(
∑
f 6=n
BneBfcBββXcβXef +B
nn+1BncBββXcβXn+1n)
−4t
∑
c 6=n
BncBββXcβXn+1n
= 2t2
∑
e 6=n
∑
i∈T
BneBiiBββXiβXie − 2t
∑
c 6=n
BncBββXcβXn+1n
= 2
∑
i∈T
1
Bii
(tBiiBββXiβ −B
iβXn+1n)(t
∑
c 6=n
BiiBncXci).(2.15)
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Case 3. α = β = n.
∂2Qnn
∂Bcd∂Bef
XcdXef
= 4t2
∑
c,d6=n
(BnnBn+1cBdnXcdXnn+1 +B
nn+1BncBdnXcdXn+1n)
+2t2
∑
c,d,e,f 6=n
BneBfcBdnXcdXef + 2t
2Bnn(Bnn+1Bn+1nXnn+1Xn+1n
+Bn+1n+1BnnXn+1nXnn+1 +B
n+1nBn+1nX2nn+1 +B
nn+1Bnn+1X2n+1n)
−4t
∑
c,d6=n
BncBdnXcdXn+1n − 8tB
nnBn+1nX2n+1n + 2B
nnX2n+1n.
It follows from the facts that Bnn+1 =
1
t
and Bn+1β = 0, ∀β 6= n,
Fnn
∂2Qnn
∂Bcd∂Bef
XcdXef = 2t
2
∑
c,d,e,f 6=n
FnnBneBfcBdnXcdXef
= 2t2
∑
i∈T
∑
d,e 6=n
FnnBneBiiBdnXidXei
= 2
∑
i∈T
Fnn
Bii
(t
∑
e 6=n
BneBiiXei)
2.(2.16)
Set
(2.17) Yiα := tB
iiBααXiα −B
iαXn+1n, ∀ α ∈ T ; Yin := tB
ii
∑
c 6=n
BncXci.
Combining (2.14),(2.15) and (2.16), for θ = (0, · · · , 0, 1), I in (2.5) can be written as
I = 2
∑
i∈T
Fαβ
Bii
YiαYiβ,(2.18)
where Yiα, ∀ α ∈ {1, ..., n} is defined in (2.17).
We wish to express I in terms of X˜αβ and A. Recall Qαβ = t
2Bαβ,
(2.19)
∂Qαβ
∂Bcd
=
∂(t2Bαβ)
∂Bcd
= −t2BαcBdβ + 2tBαβδn+1cδnd,
(2.20)
∑
c,d
t
∂Qαβ
∂Bcd
Xcd − 3Qαβ
∑
l
Xn+1lθl = −t
3
∑
c,d
BαcBdβXcd − t
2BαβXn+1n.
By (2.9)
(2.21) t2X˜αβ = −tB
αcBdβXcd −B
αβXn+1,n, 1 6 α, β 6 n.
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Extending the definition of X˜ as (n+ 1)× (n+ 1) symmetric matrix by setting
(2.22) t2X˜ef = −tB
ecBdfXcd −B
efXn+1,n, 1 6 e, f 6 n+ 1.
Since Xnα = 0,∀ α 6 n, and B
n+1,c = An+1,c = 0,∀ c 6= n,
(2.23) X˜n+1,c = 0,∀ c 6= n; X˜n+1,n = −
2
t3
Xn+1,n =
2
t
Y˜ .
In this setting, Xcd can be recovered using the formula below,
(2.24) Xcd = −tA
ceAfdX˜ef +
t2Acd
2
X˜n+1,n, 1 6 c, d 6 n+ 1.
From the relationship B = A−1, and the fact that (n − 1) × (n − 1)-matrix (Aαβ) is
diagonal, we have Bn+1,i = −
tAn,i
Aii
. Hence from (2.17),
(2.25) Yiα = t
3AiαX˜n+1,n − t
2X˜iα.
It follows from (2.18) and (2.25),
Lemma 2.5. For θ = (0, · · · , 0, 1), if (Aαβ) is diagonal, then I in (2.5) can be written as
I = 2
∑
i∈T
Fαβ
Aii
YiαYiβ,(2.26)
where Yiα is defined in (2.25).
From (2.6), (2.7) and (2.9),
< V,∇(B,x)F >= F
αβX˜αβ + F
unY˜ + F xkZk
V = ((Xcd), (Zk)) ∈ T ΓF if and only if
(2.27) FαβX˜αβ + F
unY˜ + F xkZk = 0,
where X˜αβ , Y˜ as in (2.21) and (2.23) respectively, and F
αβ , F un and F xk are evaluated
at (t−1A˜, t−1θ, u, x) with θ = (0, · · · , 0, 1).
Set V˜ = ((X˜cd), (Zk)) where (X˜cd) defined by (2.22) with (2.23), rewrite (2.10) as
H(V˜ , V˜ ) =
I
t3
+ S,(2.28)
where I is defined as in (2.26),
S = Fαβ,γηX˜αβX˜γη + 2F
αβ,pnX˜αβ Y˜ + 2F
αβ,xkX˜αβZk + F
pn,pnY˜ 2
+2F pn,xk Y˜ Zk + F
xk,xlZkZl + 2tF
pn Y˜ 2 + 6tFαβX˜αβ Y˜ − 6tF
αβAαβ Y˜
2,(2.29)
and Fαβ, F un , F xk etc. are evaluated at (t−1A˜, t−1θ, u, x), A˜ ∈ S −n (θ) ∩Υ.
By (2.24) and Lemma 2.3,
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Lemma 2.6. Condition (1.8) is equivalent to
H(V˜ , V˜ ) 6 0, ∀ V˜ = ((X˜cd), (Zk)) satisfying (2.27).
By approximation, if Condition (1.8) is satisfied, then
H(V˜ , V˜ ) 6 0,
for every V˜ = ((X˜cd), (Zk)) satisfying (2.27) at each A˜ ∈ S
−
n (θ) ∩ Υ diagonal, where
S
−
n (θ) is the closure of S −n (θ), with Ykα = 0 when akk = 0 for some k 6 n− 1.
With the explicit expression of H in Lemma 2.6, we may verify condition (1.8) for mean
curvature operator and general quasilinear operator F satisfying structural conditions in
[14]. Condition (1.6) is not satisfied by mean curvature operator as indicated in [3]. It
was verified there that for n = 2, the Mean Curvature operator:
(2.30)
F (D2u,Du) = Div(
Du√
1 + |Du|2
) =
∆u√
1 + |Du|2
−
n∑
α,β=1
uαuβuαβ√
1 + |Du|2
3 = f(u) > 0,
satisfies condition (1.8), but not (1.6). Here we verify this fact for general n. Since
condition (1.8) and (1.6) are invariant under orthogonal transformation, we may as well
set Du = (0, ..., 0, un), (uij) is diagonal for each i, j ∈ T = {1, ..., n−1}. We also note (uij)
is negative definite. According to (1.4), t−1θ = Du, where θ = (0, ..., 0, 1) and t−1 = un,
JB−1JT = u−1n (D
2u). Since the mean Curvature operator F in (2.30) is homogenous of
one degree, S in (2.29) can be calculated as
S = 2Fαβ,unX˜αβ Y˜ + F
un,unY˜ 2 + 2
F un
un
Y˜ 2 + 6
Fαβ
un
X˜αβ Y˜ − 6u
−2
n FY˜
2(2.31)
From (2.27), V˜ = ((X˜cd)) satisfies
(2.32) 0 = 〈V˜ ,∇BF 〉 = F
αβX˜αβ + F
un Y˜ .
A straightforward calculation yields that
S =
∑
i∈T
(
4un
W 3
X˜iiY˜ −
6
W 3
uiiY˜
2
)
−
3 + 6u−2n
W 4
FY˜ 2(2.33)
where W =
√
1 + |Du|2. It is easy to check that S 6 0 is violated for some X˜ii, Y˜
satisfying (2.32). On the other hand, Lemma 4.1 in [2] implies that S 6 0 if condition 1.6
is satisfied. Therefore, F does not satisfy condition (1.6).
However, from (2.26)
I = 2un
∑
i∈T
Fαβ
uii
YiαYiβ.(2.34)
For the mean curvature equation, it can be computed that
(2.35) Yiα = −t
2X˜iα + 2t
2uiαY˜ u
−1
n , ∀ i, α ∈ G.
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By (2.33), (2.34) and (2.35), and the facts that uii < 0, F > 0,
H = S + Iu3n
6 S + 2u4n
∑
i∈T
F ii
uii
Y 2ii
= 2
∑
i∈T
(
1
Wuii
X˜2ii − 2
un + 2u
−1
n
W 3
X˜iiY˜ +
4u−2n + 1
W 3
uiiY˜
2
)
−
3 + 6u−2n
W 4
FY˜ 2
=
∑
i∈T
2
Wuii
[(
X˜2ii −
un + 2u
−1
n
W 2
uiiY˜
)2
+
1
W 4
u2iiY˜
2
]
−
3 + 6u−2n
W 4
FY˜ 2
6 0,
That is the mean curvature operator F satisfies condition (1.8) by Lemma 2.6. This
example indicates that the term I is the key. The verification of condition (1.8) for the
quasilinear operators considered in [11, 14] can be done in a similar way, we leave for the
interested reader to check them.
3. the test function
The proof of our main results relies on the establishment of a maximum principle for cer-
tain appropriate curvature test function. This section is devoted to discuss some regularity
and concavity properties of the proposed test function.
We will assume u ∈ C3,1(Ω), |∇u| > 0 and {x ∈ Ω|u(x) > c} ∪ Ω1 is locally convex in
the rest of this paper.
We recall some of formulas related to the Weingarten curvature tensor of level surfaces.
Suppose u is a function defined in an open set in Rn, assume that un(x) 6= 0. The upward
inner normal direction of the level sets of u is
~n =
|un|
|Du|un
(u1, u2, ..., un−1, un).(3.1)
It’s calculated in [2] that the second fundamental form II of the level surface of function
u with respect to the upward normal direction (3.1) is
(3.2) hij = −
|un|(u
2
nuij + unnuiuj − unujuin − unuiujn)
|Du|u3n
, i, j 6 n− 1.
Note that as {x ∈ Ω|u(x) > c} ∪ Ω1 is locally convex, the second fundamental form of
Σc is nonnegative definite with respect to the upward normal direction (3.1). For Du is
as the same direction as ~n, thus we have un > 0 locally. (3.2) implies that the matrix
(uij(x)) is nonpositive definite.
Denote a(x) = (aij(x)) the symmetric Weingarten tensor of Σ
u(x) = {y ∈ Ω|u(y) =
u(x)}. Our assumption implies that a is nonnegative definite. Since un(x) 6= 0, following
[4], the Weingarten tensor can be computed as (see [2]),
(3.3) aij = hij −
∑n−1
l=1 uiulhjl
W (1 +W )u2n
−
∑n−1
l=1 ujulhil
W (1 +W )u2n
+
∑n−1
l,k=1 uiujukulhkl
W 2(1 +W )2u4n
, i, j 6 n− 1,
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where W = (1 + |∇x′v|
2)
1
2 and x′ = (x1, · · · , xn−1).
Set
(3.4) a˜ = a− η0g(u)I, η0 > 0, g(u) = e
Au
where η0 > 0 and A > 0 are constants to be determined later such that a˜ > 0.
Suppose the minimal rank l of a˜ is attained at some interior point x0. Let O be a small
open neighborhood of x0 such that for each x ∈ O, there are l ”good” eigenvalues of (a˜ij)
which are bounded below by a positive constant, and the other n−1− l ”bad” eigenvalues
of (a˜ij) are very small. Denote G be the index set of these ”good” eigenvalues and B be
the index set of ”bad” eigenvalues. For each x ∈ O fixed, we may express (aij) in a form
of (3.3), by choosing e1, · · · , en−1, en such that
|Du|(x) = un(x) > 0, (uij(x)), i, j = 1, .., n − 1 is diagonal.(3.5)
From (3.3) and (3.4), the matrix (a˜ij), i, j = 1, .., n−1 is also diagonal at x, and without loss
of generality we may assume a˜11 6 a˜22 6 ... 6 a˜n−1,n−1. There is a positive constant C > 0
depending only on ‖u‖C4 and O, such that a˜n−1,n−1 > a˜n−2,n−2 > ... > a˜n−l,n−l > C for all
x ∈ O. For convenience we denote G = {n−l, n−l+1, ..., n−1} and B = {1, 2, ..., n−l−1}
be the ”good” and ”bad” sets of indices respectively. If there is no confusion, we also denote
B = {a˜11, ..., a˜n−l−1,n−l−1} and G = {a˜n−l,n−l, ..., a˜n−1,n−1}.(3.6)
Note that for any δ > 0, we may choose O small enough such that a˜jj < δ for all j ∈ B
and x ∈ O.
The following two functions are of fundamental importance in our treatment.
p(a˜) = σl+1(a˜ij), q(a˜) =
{
σl+2(a˜ij)
σl+1(a˜ij)
, if σl+1(a˜ij) > 0
0, otherwise.
(3.7)
We consider function
(3.8) φ(a˜) = p(a˜) + q(a˜)
where p and q as in (3.7). The function φ was first introduced in [1] for the Hessian of
solution u, and for Weingarten tensor a in [2]. Here we adopt it as a function in a˜.
We will use notion h = O(f) if |h(x)| 6 Cf(x) for x ∈ O with positive constant C
under control. Again, as in [1], to get around p = 0, for ε > 0 sufficiently small, we instead
consider
(3.9) φε(a˜) = φ(a˜ε),
where a˜ε = a˜+ εI. We will also denote Gε = {a˜ii + ε, i ∈ G}, Bε = {a˜ii + ε, i ∈ B}.
We will write p for pε, φ for φε, q for qε, a˜ for a˜ε, G for Gε, B for Bε with the
understanding that all the estimates will be independent of ε. In this setting, if we pick O
small enough, there is C > 0 independent of ε such that
(3.10) φ(a˜(z)) > Cε, σ1(B(z)) > Cε, for all z ∈ O.
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In what follows, i, j, · · · will be denoted as indices run from 1 to n − 1 and the Greek
indices α, β, · · · will be denoted as indices run from 1 to n. Denote
pα =
∂p
∂xα
, pαβ =
∂2p
∂xα∂xβ
, Fαβ =
∂F
∂uαβ
, 1 6 α, β 6 n.
We also denote g = eAu,
(3.11) Hφ =
∑
i,j∈B
|∇a˜ij |+ φ,
and ∀j ∈ B,
Ij =
∑
i∈G
[−2u3n
∑
α,β /∈B
Fαβaij,αaij,β
aii
+ 4u2nunj
∑
α/∈B
Fαiaij,α + 2u
2
njF
iiuii],(3.12)
and
J1j = −12
n∑
α=1
F jαunαujnujj + 4
n∑
α=1
F jαujnαunujj − 2unnF
jju2jj
−η0
n∑
α,β=1
Fαβgαβu
3
n + 4η0
n∑
α=1
F jαgαujnu
2
n − 2η0
n∑
α,β=1
Fαβunαgβun
−η0g
n∑
α,β=1
Fαβ(2ujαujβun + unαβu
2
n +
n−1∑
i=1
uiαuiβun)− 2η0g(
∑
i∈B
F ii)u2njun
−2η0g
n∑
α,β=1
∑
i∈G
Fαβaij,αaij,β
aiia˜ii
u3n,(3.13)
and
J2j = 2F
αβ,ujujαβujj + 2F
unujujnujj + 2F
uj ,xjujj + F
uujj(3.14)
+F ululnu
−1
n ujj + 2F
ujujnu
−1
n ujj + F
ujuju2jj − η0F
ulglun.
Lemma 3.1. Suppose u ∈ C3,1 is a solution of equation (1.1) with |∇u| > 0, then φ ∈
C1,1(O). For any fixed x ∈ O, with the coordinate chosen as in (3.5) and (3.6),
(3.15) φα =
[
σl(G) +
σ21(B|j)− σ2(B|j)
σ21(B)
]
a˜jj,α +O(Hφ),
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and
Fαβφαβ
=
∑
j∈B
u−3n
[
σl(G) +
σ21(B|j)− σ2(B|j)
σ21(B)
][
n∑
α,β,γ,η=1
Fαβ,γηuαβjuγηj
+2
n∑
α,β=1
Fαβ,unujαβujn + 2
n∑
α,β=1
Fαβ,xjujαβ + F
un,unu2jn + 2F
un,xjujn + F
xj ,xj
+2
F un
un
u2jn
]
u2n + 6
n∑
α,β=1
Fαβujαβujnun − 6
n∑
α,β=1
Fαβuαβu
2
jn + Ij + J1j + J2j

−
1
σ31(B)
n∑
α,β=1
∑
i∈B
Fαβ[σ1(B)a˜ii,α − a˜ii
∑
j∈B
a˜jj,α][σ1(B)a˜ii,β − a˜ii
∑
j∈B
a˜jj,β]
−
1
σ1(B)
n∑
α,β=1
∑
i 6=j,i,j∈B
Fαβ a˜ij,αa˜ij,β +O(Hφ).(3.16)
Ij, J1j and J2j in (3.16) are crucial terms. Some fine analysis of these terms are the key
in our proof of the main results.
Proof of Lemma 3.1. For any fixed point x ∈ O, choose a coordinate system as in (3.5)
so that |Du(x)| = un(x) > 0 and the matrix (a˜ij(x)) is diagonal for 1 6 i, j 6 n − 1 and
nonnegative. From the definition of p,
−
ujj
un
− η0g = a˜jj = O(Hφ),∀j ∈ B; pα = σl(G)
∑
j∈B
a˜jj,α +O(φ).(3.17)
By (3.17),
pαβ = σl(G)[
∑
j∈B
a˜jj,αβ − 2
∑
i∈G,j∈B
a˜ij,αa˜ij,β
a˜ii
] +O(Hφ)
= σl(G)[
∑
j∈B
(ajj,αβ − η0gαβ)− 2
∑
i∈G,j∈B
a˜ij,αa˜ij,β
a˜ii
] +O(Hφ).(3.18)
Since uk = 0 at x for k = 1, · · · , n− 1, from (3.3), and for each j ∈ B,
u3najj,αβ = −u
2
nujjαβ − 2un(unβujjα + unαujjβ) + 2un(ujαunjβ + ujβunjα)
+2ununjuαβj + 2unj(unαujβ + unβujα)− 2unnujαujβ − (2unαunβ +
2unuαβn)ujj − 2η0gujαujβun − 3η0u
2
n(unαgβ + unβgα)
−η0g(3u
2
nunαβ + 6unαunβun +
n−1∑
i=1
uiαuiβun) +O(Hφ).(3.19)
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From the definition of aij ,
unuijα = −u
2
naij,α + unjuiα + uniujα + unαuij , ∀ i, j 6 n− 1,(3.20)
and
a˜ij,α = aijα − η0gαδij , ∀ i, j ∈ B,(3.21)
n∑
α,β=1
Fαβajj,αβ(3.22)
=
n∑
α,β=1
Fαβ
u3n
[−u2nuαβjj − 4unαunjujβ + 4unujαunjβ + 2ununjuαβj − 2unnujαujβ
−η0g(2ujαujβun + unαβu
2
n +
n−1∑
i=1
uiαuiβun)− 2η0unαgβu
2
n] +O(Hφ).
Break summation as
∑n
α=1 F
αnunα = (
∑n
α,β=1−
∑n−1
β=1
∑n
α=1)F
αβuαβ , ∀j ∈ B,
n∑
α,β=1
Fαβunαujβ = unj(
n∑
α,β=1
−
n−1∑
β=1
n∑
α=1
)Fαβuαβ +
n∑
α=1
F jαunαujj,
n∑
α,β=1
Fαβujαunjβ = unj(
n∑
α,β=1
−
n∑
α=1
n−1∑
β=1
)Fαβuαβj +
n∑
α=1
F jαujαnujj,
and by (3.20), for j ∈ B,
un
n∑
α=1
n−1∑
β=1
Fαβuαβj = un
n∑
α=1
(∑
i∈B
Fαiuijα +
∑
i∈G
Fαiuijα
)
=
n∑
α=1
∑
i∈B
Fαi(uiαujn + ujαuin − η0gαu
2
nδij + unαuij)
+
n∑
α=1
∑
i∈G
Fαi(−u2na˜ij,α + uiαujn + ujαuin) +O(Hφ)
= −u2n
n∑
α=1
∑
i∈G
Fαia˜ij,α + unj
∑
i∈G
F iiuii + 2unj(
n−1∑
i=1
Fniuni) + unj
∑
i∈B
F iiuii
+ujj
n−1∑
i=1
F ijuni + ujj
n∑
i=1
F ijuni − η0
n∑
α=1
F jαgαu
2
n +O(Hφ),
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and
n∑
α,β=1
Fαβujαujβ = F
nnu2nj + 2F
jnujnujj + F
jju2jj
= u2nj(
n∑
α,β=1
Fαβuαβ − 2
n−1∑
α=1
Fαnunα −
n−1∑
α,β=1
Fαβuαβ) + 2F
jnujnujj + F
jju2jj.
Put above to (3.22),
u3n
n∑
α,β=1
Fαβajj,αβ = −u
2
n
n∑
α,β=1
Fαβ(uαβjj + 6uαβjunjun − 6uαβu
2
nj)
+4u2nunj
n∑
α=1
∑
i∈G
Fαia˜ij,α + 2u
2
nj
∑
i∈G
F iiuii + 2u
2
nj
∑
i∈B
F iiuii
−12
n∑
α=1
F jαunαujnujj + 4
n∑
α=1
F jαujnαunujj − 2unnF
jju2jj
−η0g
n∑
α,β=1
Fαβ(2ujαujβun + unαβu
2
n +
n−1∑
i=1
uiαuiβun)
−2η0
n∑
α,β=1
Fαβunαgβun + 4η0
n∑
α=1
F jαgαujnu
2
n +O(Hφ).(3.23)
Since aij,α = a˜ij,α for i 6= j,
n∑
α,β=1
Fαβ a˜ij,αa˜ij,β
a˜ii
=
n∑
α,β=1
Fαβaij,αaij,β
aii
aii
a˜ii
=
n∑
α,β=1
Fαβaij,αaij,β
aii
(1 +
η0g
a˜ii
).(3.24)
(3.18), (3.23) and (3.24) yield that, for each j ∈ B,
Fαβpαβ = F
αβσl(G)[
∑
j∈B
(ajj,αβ − η0gαβ)− 2
∑
i∈G,j∈B
a˜ij,αa˜ij,β
a˜ii
] +O(Hφ)
= u−3n
∑
j∈B
σl(G)
[
−
n∑
α,β=1
Fαβu2nuαβjj + 6un
n∑
α,β=1
Fαβujnuαβj
−6u2jn
n∑
α,β=1
Fαβuαβ + Ij + J1j
]
+O(Hφ).(3.25)
where Ij, J1j as in (3.12) and (3.13).
For each j ∈ B, differentiating equation (1.1) in ej direction at x,
(3.26)
n∑
α,β=1
Fαβuαβj + F
unujn + F
ujujj + F
xj = 0,
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−
n∑
α,β=1
Fαβuαβjj =
n∑
α,β,γ,η=1
Fαβ,γηuαβjuγηj + 2
n∑
α,β,l=1
Fαβ,uluαβjulj(3.27)
+2
n∑
α,β=1
Fαβ,xjuαβj +
n∑
l,s=1
F ul,usuljusj + F
uujj
+
n∑
l=1
F ul,xjulj + F
xj ,xj +
n∑
l=1
F ululjj.
It follows from (3.20) that, at x
−
n∑
α,β=1
Fαβuαβjj =
n∑
α,β,γ,η=1
Fαβ,γηuαβjuγηj + 2
n∑
α,β=1
[Fαβ,unujαβunj + F
αβ,xjuαβj]
+F un,unu2jn + 2F
un,xjujn + F
xj ,xj + 2
F un
un
u2jn + J2j +O(Hφ),(3.28)
where J2j is defined in (3.14).
Since uαβjj = ujjαβ, from (3.25) and (3.28),
Fαβpαβ =
∑
j∈B
u−3n σl(G)
[( n∑
α,β,γ,η=1
Fαβ,γηuαβjuγηj + 2
n∑
α,β=1
Fαβ,unujαβujn
+2
n∑
α,β=1
Fαβ,xjujαβ + F
un,unu2jn + 2F
un,xjujn + F
xj ,xj + 2
F un
un
u2jn
)
u2n
+6
n∑
α,β=1
Fαβujαβujnun − 6
n∑
α,β=1
Fαβuαβu
2
jn + Ij + J1j + J2j
]
+O(Hφ).(3.29)
The fact q ∈ C1,1(O) follows Corollary 2.2 in [1]. Also by Lemma 2.4 in [1],
(3.30) qα =
∂q
∂xα
=
∑
j∈B
σ21(B|j)− σ2(B|j)
σ21(B)
a˜jj,α +O(Hφ),
and
qαβ =
∑
j∈B
σ21(B|j)− σ2(B|j)
σ21(B)
[
a˜jj,αβ − 2
∑
i∈G
a˜ij,αa˜ij,β
a˜ii
]
−
1
σ31(B)
∑
i∈B
[
σ1(B)a˜ii,α − a˜ii
∑
j∈B
a˜jj,α
][
σ1(B)a˜ii,β − a˜ii
∑
j∈B
a˜jj,β
]
−
1
σ1(B)
∑
i 6=j∈B
a˜ij,αa˜ij,β +O(Hφ).(3.31)
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Following the same computations as for p, we get
n∑
α,β=1
Fαβqαβ
=
∑
j∈B
σ21(B|j)− σ2(B|j)
σ21(B)u
3
n
[( n∑
α,β,γ,η=1
Fαβ,γηuαβjuγηj + 2
n∑
α,β=1
Fαβ,unujαβujn
+2
n∑
α,β=1
Fαβ,xjujαβ + F
un,unu2jn + 2F
un,xjujn + F
xj ,xj + 2
F un
un
u2jn
)
u2n
+6
n∑
α,β=1
Fαβujαβujnun − 6
n∑
α,β=1
Fαβuαβu
2
jn + Ij + J1j + J2j
]
−
1
σ31(B)
n∑
α,β=1
∑
i∈B
Fαβ[σ1(B)a˜ii,α − a˜ii
∑
j∈B
a˜jj,α][σ1(B)a˜ii,β − a˜ii
∑
j∈B
a˜jj,β]
−
1
σ1(B)
n∑
α,β=1
∑
i 6=j∈B
Fαβ a˜ij,αa˜ij,β +O(Hφ).(3.32)
The proof of the Lemma is complete. 
4. Proof of Theorems
We want to show a˜ defined in (3.4) is of constant rank. Theorem 1.3 corresponds to
the case η0 = 0. As for Theorem 1.4, set
(4.1) Ω̟ = {x ∈ Ω|0 < κs(x) <
λ
100̟
.}
We indicate how the constant rank theorem for a˜ would imply Theorem 1.4. If min{κ0, κ1} =
0, the strict convexity of level surfaces Σc for c ∈ (0, 1) in Theorem 1.4 follows from Theo-
rem 1.3. We may assume min{κ0, κ1} > 0. By Theorem 1.4, a is strictly positive definite in
Ω¯. That is, κs(x) > 0,∀x ∈ Ω¯. By the continuity, κs(x) has a positive lower bound (which
we want to estimate). Increasing η0 from 0 to the level that a˜ is nonnegative definite
through out Ω¯̟ but degenerate at some points x0. (1.12) follows easily if the degeneracy
happens outside Ω̟ or on the boundary. If the degeneracy happens at an interior point
x0 of Ω̟, the goal is to show that a˜ is degenerate through out the connected component
U of Ω̟ containing x0 with the same rank. If this is true, κs(x) = constant,∀x ∈ Σ
c
⋂
U .
Theorem 1.4 would follow. Furthermore, the closure of Σu(x)
⋂
U can not intersect the set
{z ∈ Ω|κs(z) =
λ
100̟} for any x ∈ U , since by definition κs(x) <
λ
100̟ . This would imply
that if the degeneracy of a˜ happens at an interior point of Ω̟, the connect component
U of Ω̟ containing that point is exactly the set
⋃
c0<c<c1
Σc for some 0 6 c0 < c1 6 1,
and κs(x) ≡ constant,∀x ∈ Σ
c. Therefore, Σc is a round sphere for each c0 6 c 6 c1.
The task now is to prove the rank of a˜ is constant. That is a consequence of the following
proposition.
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Proposition 4.1. Suppose u ∈ C3,1 is a quasiconcave solution of equation (1.1) and F
satisfies assumptions in Theorem 1.3. If the second fundamental form of Σc of solution u
attains minimum rank l at certain point x0 ∈ Ω, then there exist a neighborhood O of x0
and a positive constant C independent of φ (defined in (3.8) ), such that
(4.2)
n∑
α,β=1
Fαβφαβ(x) 6 C(φ(x) + |∇φ(x)|), ∀ x ∈ O.
If in addition F satisfies the uniform ellipticity condition (1.10) in O ⊂ Ω̟, then there
is A depending only on ||F ||C2 , n, λ, d0, ‖u‖C4(Ω¯), such that if a˜(x) defined in (3.4) attains
minimum rank l at certain point x0 ∈ O, then inequality (4.2) is true for all x ∈ O.
Proof of Proposition 4.1. Suppose the minimum rank l of a˜ is attained at an interior
point x0, and we may assume l 6 n − 2. Let O be a small neighborhood of x0. Lemma
3.1 and (3.8) implies φ ∈ C1,1(O), φ(x) > 0, φ(x0) = 0. For ǫ > 0 sufficient small,
let φǫ defined as in (3.9), we want to establish differential inequality (4.2) for φε with
constant C independent of ε in O. For each fixed x ∈ O, choose a local coordinate frame
e1, · · · , en−1, en so (3.5) and (3.6) are satisfied. We will omit the subindex ε with the
understanding that all the estimates are independent of ε. From Lemma 3.1,
Fαβφαβ
=
∑
j∈B
u−3n
[
σl(G) +
σ21(B|j)− σ2(B|j)
σ21(B)
]
{Sj + Ij + J1j + J2j}
−
1
σ31(B)
n∑
α,β=1
∑
i∈B
Fαβ [σ1(B)a˜ii,α − a˜ii
∑
j∈B
a˜jj,α][σ1(B)a˜ii,β − a˜ii
∑
j∈B
a˜jj,β]
−
1
σ1(B)
n∑
α,β=1
∑
i 6=j,i,j∈B
Fαβ a˜ij,αa˜ij,β +O(Hφ),(4.3)
where Ij, J1j , J2j are defined in (3.12), (3.13), (3.14) respectively, and,
Sj =
[ n∑
α,β,γ,η=1
Fαβ,γηujαβuγηj + 2
n∑
α,β=1
Fαβ,unujαβujn + 2
n∑
α,β=1
Fαβ,xjujαβ
+ F un,unu2jn + 2F
un,xjujn + F
xj ,xj + 2
F un
un
u2jn
]
u2n
+ 6
n∑
α,β=1
Fαβujαβujnun − 6
n∑
α,β=1
Fαβuαβu
2
jn(4.4)
In the coordinate system (3.5),
(4.5) t = u−1n , D
2u(x) = t−1A˜, Aij = tuij =
uij
un
, θ = (0, .., 0, 1).
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For each j ∈ B, set
X˜αβ = uαβjun; ∀ α, β ∈ G ∪ {n} with (α, β) 6= (n, n),
X˜αβ = 2uαβujn; ∀ α ∈ B or ∀ β ∈ B,
X˜nn = unnjun +
1
Fnn
[2
∑
α∈B
β∈G∪{n}
Fαβuαβjun +
∑
α,β∈B F
αβuαβjun
−2
∑
α,β∈B F
αβuαβujn − 4
∑
α∈B F
αnuαnujn + F
ujujjun];
Y˜ = ujnun; Zk = δkjun.
(4.6)
For such V˜ =
(
(X˜αβ), Y˜ , (Zk)
)
, by (3.26),
< V,∇(B,x)F > = F
αβX˜αβ + F
unY˜ + F xkZk
= Fαβuαβjun + F
ujujjun + F
unujnun + Fxjun = 0.
We need the following lemma.
Lemma 4.2. Under the coordinate system (3.5) at x with V˜ as in (4.6), then
u3nI = Ij +O(ujj),
where Ij defined in (3.12) and I defined in (2.26).
Proof of Lemma 4.2. Since uii = −aiiun for i ∈ G and (uij), i, j = 1, .., n−1 is diagonal
at x. By (3.12) and (3.20), for each j ∈ B,
Ij =
∑
i∈G
[−2u3n
∑
α,β/∈B
Fαβaij,αaij,β
aii
+ 4u2nunj
∑
α/∈B
Fαiaij,α + 2u
2
njF
iiuii]
=
∑
i∈G
∑
α,β /∈B
[2u2n
Fαβuij,αuij,β
uii
− 8ununj
Fαβuij,αuiβ
uii
+ 8u2nj
Fαβuiαuiβ
uii
] +O(ujj)
= 2
∑
i∈G
∑
α,β /∈B
Fαβ(uijαun − 2uiαujn)(uijβun − 2uiβujn)
uii
+O(ujj).(4.7)
By (4.5), (2.23), (2.25) and (4.6),
Yiα = 0,∀ i ∈ B; Yiα = −(uijαu
−1
n − 2uiαujnu
−2
n ),∀ i ∈ G,α /∈ B.
Therefore
u3nI = 2
∑
i∈G
∑
α,β /∈B
Fαβ
uii
YiαYiβu
4
n = Ij +O(ujj).(4.8)

We now finish the proof of the proposition.
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In case of Theorem 1.3, since η0 = 0, ujj = O(φ),∀ j ∈ B, a = a˜. (4.3) gives
Fαβφαβ
=
∑
j∈B
u−3n
[
σl(G) +
σ21(B|j)− σ2(B|j)
σ21(B)
]
(Sj + Ij)
−
1
σ31(B)
n∑
α,β=1
∑
i∈B
Fαβ [σ1(B)aii,α − aii
∑
j∈B
ajj,α][σ1(B)aii,β − aii
∑
j∈B
ajj,β]
−
1
σ1(B)
n∑
α,β=1
∑
i 6=j,i,j∈B
Fαβaij,αaij,β +O(Hφ).(4.9)
In fact for each j ∈ B, by (4.6) and (3.20),
X˜αβ = uαβjun +O(Hφ); ∀ α ∈ B or ∀ β ∈ B,
X˜αβ = uαβjun; ∀ α, β ∈ G ∪ {n}, (α, β) 6= (n, n),
X˜nn = unnjun +O(Hφ).
(4.10)
Lemma 4.2, condition (1.8) and Lemma 2.6 imply
(4.11) Sj + Ij = H(V˜ , V˜ ) +O(Hφ) 6 O(Hφ).
By the Newton-MacLaurine inequality, C > σl(G)+
σ2
1
(B|j)−σ2(B|j)
σ2
1
(B)
> 0. Condition (1.7)
implies that there is δ > 0
(4.12) (Fαβ) > δI, ∀ x ∈ O.
Combining (4.9), (4.11) and (4.12)
Fαβφαβ 6 C(φ+
∑
i,j∈B
|∇aij|)−
δ
σ1(B)
n∑
α=1
∑
i 6=j∈B
a2ijα(4.13)
−
δ
σ31(B)
n∑
α=1
∑
i∈B
(σ1(B)aii,α − aii
∑
j∈B
ajj,α)
2.
Finally, by Lemma 3.3 in [1], the term
∑
i,j∈B |∇aij | can be controlled by the rest terms
on the right hand side in (4.13) and φ+ |∇φ|. In conclusion, there exist positive constant
C independent of ε, such that∑
α,β
Fαβφαβ 6 C(φ+ |∇φ|).(4.14)
Proposition 4.1 is verified under the assumptions of Theorem 1.3. Therefore, Theorem
1.3 is proved.
The rest proof is to deal with the case η0 > 0. In this case, since κs(x) > 0 for all x ∈ Ω
by Theorem 1.3. Since O ⊂ Ω̟,
(4.15) 0 < κs(x) <
λ
100̟
,∀x ∈ O.
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For each j ∈ B, it follows from (4.6), (3.20), (3.21), and the fact uk = 0 for all k 6 n−1,
X˜αβ = uαβjun + a˜αjβu
2
n + η0gnu
2
nδβnδαj +O(ujj), ∀α ∈ B;
X˜αβ = uαβjun; ∀ α, β ∈ G ∪ {n}, (α, β) 6= (n, n),
X˜nn = unnjun −
2η0gnu2nF
nj
Fnn +O(
∑
i,j∈B |∇a˜ij|) +O(ujj).
(4.16)
In view of (4.16),
uαβjun = X˜αβ − a˜αjβu
2
n − η0gnu
2
nδβnδαj +O(ujj), ∀α ∈ B;
uαβjun = X˜αβ ; ∀ α, β ∈ G ∪ {n}, (α, β) 6= (n, n),
unnjun = X˜nn +
2η0gnu2nF
nj
Fnn +O(
∑
i,j∈B |∇a˜ij|) +O(ujj).
(4.17)
Notice that ujj = −η0gun + O(φ), ∀ j ∈ B. Substitute uαβjun by formula (4.17) in
Sj defined in (4.4). We need to track the terms with factor η
2
0g
2
n. They are coming
from
∑
α,β,γ,η∈{j,n} F
αβ,γηujαβuγηju
2
n only. In turn, the coefficient in front of η
2
0g
2
n can be
controlled by, say 50̟η20u
3
n, where ̟ is defined in (1.11). By Lemma 4.2, condition (1.8),
Lemma 2.6 and the assumptions of Theorem 1.4, there exist constants C ′0, C
′′
0 depending
only on λ, ‖F‖C2 , d0, ‖u‖C3 such that
Sj + Ij 6 H(V˜ , V˜ ) + 50̟η
2
0g
2
nu
3
n + C
′
0η0|gn|+ C
′′
0 η0g +O(Hφ)
6 50̟η20g
2
nu
3
n +C
′
0η0|gn|+ C
′′
0 η0g +O(Hφ)
= (50̟η0g)A
2η0gu
5
n + C
′
0Aη0gun + C
′′
0 η0g +O(Hφ).(4.18)
Since Fnn > λ, by (3.13) and (3.14),
J1j + J2j +O(ujj) 6 −η0F
nngnnu
3
n + η0C
′
1|gn|+ η0C
′
2g +O(φ)
6 −η0gλA
2u5n + η0gAC
′′
1un + η0C
′
2g +O(φ),(4.19)
where C ′1, C
′′
1C
′
2 are positive constants depending only on n, d0, ||u||C3(Ω), ‖F‖C2 . Note
that η0g 6 κs(x) <
λ
100̟ , it follows from (4.15) that
Sj + Ij + J1j + J2j +O(ujj) 6
η0g
2
(−A2λu5n +C
′
3A+ C
′′
3 ) +O(Hφ).(4.20)
where C ′3, C
′′
3 are positive constants depending only on n, d0, ||u||C3(Ω), ‖F‖C2 . Since un >
d0 > 0, we may choose A large enough in (4.20) depending only on n, d0, ||u||C3(Ω), ‖F‖C2 , λ
such that
(4.21) Sj + Ij + J1j + J2j +O(ujj) 6 O(Hφ).
By (4.3) and (4.21),
Fαβφαβ 6 C(φ+
∑
i,j∈B
|∇a˜ij|)−
δ
σ1(B)
n∑
α=1
∑
i 6=j∈B
a˜2ijα(4.22)
−
δ
σ31(B)
n∑
α=1
∑
i∈B
(σ1(B)a˜ii,α − a˜ii
∑
j∈B
a˜jj,α)
2.
As in the case of η0 = 0, the same argument yields (4.14) for a˜. Thus Proposition 4.1
is validated under the assumptions in Theorem 1.4. 
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We remark that Theorem 1.4 covers all quasilinear equations satisfying structural con-
ditions (1.8)-(1.10). Therefore, it covers the quasilinear equations treated in [11, 14] from
the discussion in Section 2. In particular, ̟ ≡ 0 if F is quasilinear. In this case, (1.12)
becomes
(4.23) κc > min{κ0eAc;κ1eA(c−1)}, ∀ c ∈ [0, 1].
From the proof above, the strong maximum principle concludes that if ” = ” holds for
some c0 ∈ (0, 1) in (4.23), then κs(x) ≡ constant for all x ∈ Σ
c and ∀c ∈ (0, 1). This
implies that Σu(x) is a round sphere for every x ∈ Ω¯. The same conclusion is also true if
condition (1.6) is held. Note that ̟ was used only in (4.18) to get (4.20). It’s proved in
[2] that Sj 6 0 under condition (1.6). In that case, one may take ̟ = 0 in (4.18).
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