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FTIR-ATRAbstract A typical application of multivariate techniques in forensic analysis consists of discrim-
inating between authentic and unauthentic samples of seized drugs, in addition to ﬁnding similar
properties in the unauthentic samples. In this paper, the performance of several methods belonging
to two different classes of multivariate techniques–supervised and unsupervised techniques–were
compared. The supervised techniques (ST) are the k-Nearest Neighbor (KNN), Support Vector
Machine (SVM), Probabilistic Neural Networks (PNN) and Linear Discriminant Analysis
(LDA); the unsupervised techniques are the k-Means CA and the Fuzzy C-Means (FCM). The
methods are applied to Infrared Spectroscopy by Fourier Transform (FTIR) from authentic and
unauthentic Cialis and Viagra. The FTIR data are also transformed by Principal Components
Analysis (PCA) and kernel functions aimed at improving the grouping performance. ST proved
to be a more reasonable choice when the analysis is conducted on the original data, while the
UT led to better results when applied to transformed data.
ª 2014 The International Association of Law and Forensic Sciences (IALFS). Production and hosting by
Elsevier B.V. All rights reserved.1. Introduction
The commerce of counterfeit Phosphodiesterase type 5
(PDE-5) inhibitors for the treatment of erectile dysfunctionpresented a large increase in the last decade. From January
2007 to September 2010, 80% of the reports issued by the
Brazilian Federal Police (PF) were associated with seizures
of unauthentic Cialis and Viagra samples.1 Sildenaﬁl (Via-
gra, Pﬁzer), tadalaﬁl (Cialis, Eli Lilly) and vardenaﬁl (Lev-
itra, Bayer) are responsible for a signiﬁcant portion of
counterfeit seizures due to their high commercial cost and
embarrassment associated with the underlying pathology.2
Counterfeit PDE-5 inhibitors represent serious risks to public
health since there is no certainty about activell rights
84 M.J. Anzanello et al.pharmacological ingredients, pharmaceutical dosage forms,
and origin of raw materials.
Several analytical techniques enable the identiﬁcation of
tadalaﬁl and sildenaﬁl in pure or pharmaceutical forms,
including the physical control of tablets,3 inorganic proﬁle by
X-ray ﬂuorescence spectrometry (XRF),1 organic pro-ﬁle by
electrospray ionization mass spectrometry (ESI-MS),4 and
Infrared Spectroscopy by Fourier Transform (FTIR).5–7 Such
data have been successfully analyzed by means of simple yet
efﬁcient multivariate techniques, as Principal Component
Analysis (PCA),8–10 Cluster Analysis (CA),11 and more
recently Data Mining (DM) techniques.12–14 The scope of
the multivariate tools in forensic applications is typically to
discriminate between authentic and unauthentic samples of
seized drugs, in addition to ﬁnding similar properties in the
unauthentic samples. In light that CA and DM are multivari-
ate techniques that rely on different theoretical fundamentals,
the aim of this study is to assess the performance of such tech-
niques on data from analytical techniques.
In this paper, the performance of two groups of multivariate
techniques frequently used for analyzing sample properties and
inserting samples into authentic and unauthentic categories–
supervised and unsupervised techniques–are compared. Meth-
ods associated with Supervised Techniques (ST) are applied
on two groups of variables: independent, e.g., variables arising
from analytical techniques; and dependent variables, e.g., labels
of authentic or unauthentic samples. STs establish a relationship
between independent and dependent variables, yielding a model
to classify new samples into categories. DM methods are
inserted in this category, and include k-Nearest Neighbor
(KNN), Support Vector Machine (SVM), Probabilistic Neural
Networks (PNN) and Linear Discriminant Analysis (LDA),
among others. On the other hand, Unsupervised Techniques
(UTs) donot require a dependent variable formodeling; instead,
UTs search for patterns among the independent variables, and
groups of samples are formed based on the structure of the vari-
ables. UTs include clustering techniques, such as the k-Means
CA and the Fuzzy C-Means (FCM). In these propositions, the
performance was tested of four STs (KNN, SVM, PNN and
LDA), and two UTs (k-Means CA and FCM); such techniques
are applied to Infrared Spectroscopy by Fourier Transform
(FTIR) from authentic and unauthentic Cialis and Viagra,
and the resulting classiﬁcation accuracies are assessed.
The main contribution of this paper is to provide the
researcher with a better understanding of some multivariate
techniques typically used in Forensic and Biomedical applica-
tions. In addition, it is extected that this research will unveil
some advantages and disadvantages of each technique to help
the researcher in choosing the most appropriate technique for
each nature of analysis. Finally, the use of the Silhouette
Index–a well known metric for measuring clustering quality
in multivariate analysis–is seen as a relevant contribution to
the forensic science ﬁeld.
2. Materials
2.1. Samples
Twenty-ﬁve samples of authentic Viagra and 28 samples of
authentic Cialis were analyzed. Six authentic Viagra tablets
containing 50 mg of Sildenaﬁl (SLD) were supplied by PﬁzerLtda Laboratories, and 8 authentic Cialis tablets containing
20 mg of Tadalaﬁl (TAD) were supplied by Eli Lilly to Brazil
Ltda Laboratories. Twenty authentic Cialis tablets (TAD,
20 mg) from 8 distinct batches and 19 authentic Viagra tab-
lets (SLD, 50 mg) from 6 distinct batches were purchased in
local pharmacies (Dimed S/A Distribuidora de Medicamentos,
Porto Alegre, RS, Brazil). In addition, 104 counterfeit samples
were sent for forensic analysis at the PF (Porto Alegre, Brazil).
All samples were analyzed by ATR-FTIR.
2.2. ATR-FTIR analyses
All experiments employed a Nicolet 380 FTIR Spectrometer
(Nicolet Instrument Co., Madison, Wisconsin State, USA)
equipped with DTGS (Deuterated Triglycine Sulfate) detector
and Smart Orbit single reﬂection diamond. An ATR sampling
device was employed in all experiments. The spectra from a
small amount of sample positioned on the ATR crystal were
measured, and the transmittance values were converted to
absorption. Genuine and counterfeit tablets were prepared the
same way: the tablets were crushed in a porcelain mortar, and
the powder was tested in the ATR-FTIR device. No sample
treatment was necessary for measurement. Some of the authen-
tic and counterfeit Viagra presented a ﬁlm coating whose frag-
ments were removed from the sample after crushing. As for
samples presenting no ﬁlm coating, the coating became part of
the sample in the form of homogenized powder.
Next, a sample portion was directly placed in the ATR ele-
ment, and the same pressure was used for all measurements.
Each mixture was sampled three times (triplicate). Each spec-
trum comprises 16 co-added scans measured at a spectral res-
olution of 4 cm1 in the 4000–525 cm1 range. Spectral data
were acquired with EZ OMNIC software, version 7.2a (Nicolet
Instrument Co.). After the measurement, the crystal was
cleaned with acetone. An hourly background spectrum was
obtained against air with a clean and dry ATR element, using
the same instrumental conditions as the samples. No spectrum
pretreatments were employed.
Representative spectra of SLD (authentic Viagra active
pharmaceutical ingredient-API), in purple, and TAD (authentic
CialisAPI), in red, are depicted inFigure 1.Representative spec-
tra of genuine and counterfeit Viagra andCialis samples are pre-
sented in Figure 2. The most important peaks for TAD can be
associated with CAO bonds in the 1700 cm1 band and CAC
bonds from the ketone group in the 1280 and 1172 cm1 band.
As for the SLD, the 1676 cm1 peak can be correlated to
CAN stretching (1690–1640 cm1); NAH bending appears at
1647 cm1 and the 1490 cm1 band is the result of CAC bonds
in a ring; CAN bonds in the OACAN functional group absorb
at 1400 cm1 which accounts for the 1402 cm1 absorbance; and
the aryl CAN bonds are responsible for the 1269 cm1 peak. In
addition, there are some characteristic infrared absorption
peaks for lactose (excipient of authentic Cialis) in 1048 cm1,
909 cm1 and 890 cm1. The spectra for Cialis (TAD) and Via-
gra (SLD) consist of 300 and 177 samples (both in triplicate),
respectively, and 661 variables (wave number).
2.3. Multivariate techniques
The following presents the fundamentals on the supervised and
unsupervised techniques evaluated in this paper.
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Figure 1 Representative spectra of SLD (in purple) and TAD (in red).
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Figure 2 Representative spectra of Genuine Viagra (in green), Counterfeit Viagra (in blue), Genuine Cialis (in purple), and Counterfeit
Cialis (in red).
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The k-Nearest Neighbor (KNN) technique categorizes a new
sample in authentic or counterfeit classes by measuring theEuclidean distances between the new sample and the k-Nearest
Neighbor, representing existing samples. The class of each of
the k neighbors is known, authentic or counterfeit. A new
86 M.J. Anzanello et al.sample is classiﬁed as authentic if the majority of its k-Nearest
Neighbors belong to the authentic class. The number of neigh-
bors, k, can be deﬁned by maximizing the classiﬁcation accu-
racy in the training set. Further details in KNN are
presented in Duda et al.15 and Been et al..13
With similar purposes, the Support Vector Machine (SVM)
is a classiﬁcation tool that constructs a hyper plane to separate
authentic and unauthentic samples by maximizing the distance
between the two closest observations, one of authentic class
and one of unauthentic class; see Cristianini and Shawe-Tay-
lor.16 In order to ﬁnd a more precise separating hyper plane,
original variables can be transformed by mathematical func-
tions named kernel functions; such transformation reallocates
the observations in a higher dimensional space that allows
ﬁnding a separating hyper plane. Polynomial, Radial basis
and Sigmoid are among the most used kernel functions, as
claimed by Abe17 and Rakotomamonjy.18
The third method tested is the Probabilistic Neural Net-
work (PNN), a classiﬁcation technique that takes into account
the inﬂuence of all the existing observations to categorize a
new observation into authentic or unauthentic class. It calcu-
lates the Euclidean distance between a new observation and
each of the existing observations.15 These distances are trans-
formed by means of a standard exponential function, which
scales the similarity between the new observation and each
of the existing observations; such scaling is weighted by a
sigma parameter. PNN then sums up the transformed values
related to observations belonging to the authentic class sepa-
rately from those coming from the unauthentic class. The
new observation is assigned to the class with the highest sum-
mation. Further details can be found in Spetch.19
The last ST tested is the well acknowledged Linear Discrim-
inant Analysis (LDA). LDA constructs a linear combination
of variables that enables the classiﬁcation of observations in
two or more classes.20,21 In LDA, the dependent variable is a
categorical variable which identiﬁes the class of each observa-
tion, and the coefﬁcients of the discriminant function are
deﬁned in a way that the variance between the groups is max-
imized; see Abdi22 for details on LDA.
2.3.2. Unsupervised Techniques
Data clustering is a widely known multivariate analysis tech-
nique that inserts observations (samples) into classes (clusters)
so that observations in the same cluster are as similar as pos-
sible, and items in different clusters are as dissimilar as possi-
ble.23,24 Clustering algorithms typically belong to two
approaches: nonhierarchical and hierarchical methods. The
k-Means clustering algorithm, one of the most hailed non-hier-
archical methods,25 inserts each observation into the cluster
with the nearest centroid. The method aims at minimizing
the sum of the Euclidean distances between the observations
and the nearest centroid.26 The number of clusters k is user-
deﬁned.
An alternative clustering technique is the Fuzzy C-Means
(FCM), in which each observation has a degree belonging to
clusters rather than belonging entirely to a single cluster. For
that matter, FCM computes a metrics similar to a ‘‘member-
ship grade’’ that measures how much each observation belongs
to a cluster. That grade is inversely related to the distance from
a speciﬁc observation to the cluster centroids around that
observation.27 Formally, one observation is inserted into thecluster that presents the higher probability of owing that
observation, i.e., the cluster with the highest ‘‘membership
grade’’. Nock and Nielsen28 compared the performance of dif-
ferent FCMs; additional details on FCM are available in
Ahmed et al.27
The quality of the clustering procedure can be assessed by
the Silhouette Index (SI), which measures how similar an
observation is with respect to observations in its own cluster,
compared with observations in other clusters.24,29 SI is esti-
mated as in Eq. (1), where a(j) is the average distance from
the j-th observation to all others in its cluster, and b(j) is the
average distance from the j-th observation to all oth ers
assigned to the nearest neighboring cluster.
SIj ¼ bðjÞ  aðjÞ
maxfbðjÞ; aðjÞg ð1Þ
Each clustered observation is associated with a SI value
that ranges from +1 to 1; the closer to +1 the more distant
the observation is to observations in neighboring clusters,
meaning a proper cluster; values of SI close to 0 indicate obser-
vations that do not clearly belong to a speciﬁc cluster; SI val-
ues close to 1 refer to observations that were improperly
inserted into the ﬁnal cluster. Kaufman and Rousseeuw24 state
that the global quality of a clustering procedure can be
assessed by estimating the average SI over all clustered
observations.
Although not tailored to grouping purposes, Principal
Components Analysis (PCA) belongs to the UT class. PCA
is a multivariate technique that constructs A independent lin-
ear combinations of the original variables x. Consider data
from an analytical technique consisting of N samples described
by J variables (wave numbers); the linear combinations of the
x variables are represented by tia = w1axi1 + w2axi2 +. .. +
wJaxiJ. These combinations, also known as principal compo-
nents, explain most of the variability in the original data based
on a small number of components; i.e., A< J. The weight
associated with variable j, wja, is deﬁned based on the maximi-
zation of the variance between the components. In these prop-
ositions, the t variables, also called scores, replace the original
x variables in the supervised and unsupervised techniques in
order to improve grouping accuracy. The number of compo-
nents to be retained is deﬁned based on the amount of
explained variance, as in Rencher.30 For details about PCA,
see Anzanello et al.31
3. Results and discussion
The supervised (KNN, LDA, PNN and SVM) and unsuper-
vised techniques (k-Means CA and FCM) were applied to 28
samples of authentic Cialis, 25 samples of authentic Viagra,
and 104 counterfeit samples sent to the PF (Porto Alegre, Bra-
zil) for forensic analysis. The techniques were evaluated in
terms of their ability to accurately insert the samples into
two classes: authentic and unauthentic, i.e., the ST relied on
the class label to train the model, while the UT was supposed
to distinguish the two groups based on the data structure itself.
The six multivariate techniques were applied to the original
data from FTIR (denoted as variables x), and to the scores t
yielded by a PCA analysis run on the original data. Thus,
the intention was to compare the performance of the tech-
niques also on PCA scores, since that is a typical procedure
Table 2 Classiﬁcation and clustering performance for the
Cialis data.
Kernal Supervised Unsupervised
KNN LDA PNN SVM k-Means FCM
x1/3 0.9992 0.8620 0.9885 0.9995 0.7608 0.7608
x 0.9995 0.8659 0.9493 0.9998 0.7608 0.7608
x3 0.9995 0.8334 0.9964 0.9769 0.9435 0.9417
t1/3 0.8313 0.4881 0.7619 0.8722 0.8688 0.8685
t 0.8495 0.4976 0.7370 0.8632 0.8688 0.8685
t3 0.7369 0.5334 0.7204 0.7458 0.9689 0.9689
1
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scores t were transformed using two levels of a kernel polyno-
mial transformation, x3 and x1/3 (similarly for t3 and t1/3), in
order to evaluate whether data transformation improves the
performance of the techniques. Kernel methods promote a
transformation on the data, remapping the samples into a
high-dimensional variable space. Such procedure usually
reveals new structure in the data, yielding better classiﬁcation
and clustering results.32
The performance of the ST (KNN, LDA, PNN and SVM)
was evaluated through the classiﬁcation accuracy of samples
on a testing set. For that matter, the original data-set was
divided into training and testing sets according to a 75%/
25% proportion.33 The clustering performance was evaluated
by rescaling the Silhouette Index (SI): since the original SI is
comprised in the (1 to 1) interval, it was adjusted to a percent
scale (0 to 1). That enabled an unbiased comparison between
the supervised and unsupervised techniques. Finally, a cross-
validation procedure15 recommended using k= 3 for the
KNN, and sigma = 0.001 for the PNN. As for the PCA, 2
principal components were retained based on a scree graph.30
Table 1 depicts the performance of the six techniques
applied to the Viagra data. The higher the percent, the better
the classiﬁcation or clustering results. The ST presented a sat-
isfactory average accuracy (0.9308) when applied to the x vari-
ables, but that performance decreased signiﬁcantly when the
PCA scores replaced the original variables (average accu-
racy = 0.5628). A comparison between the four ST shows that
the SVM slightly outperforms KNN and PNN; the LDA yields
a signiﬁcantly lower accuracy when compared with the other
techniques. There is no clear tendency due to the kernel trans-
formation on such results.
As for the unsupervised techniques, a lower average accu-
racy (0.8731) was observed when compared with the Super-
vised Techniques (0.9308) applied to the x variables (see
Table 1). Both k-Means and FCM presented a similar perfor-
mance. Conversely to the ST, the clustering methods presented
a higher average accuracy (0.9279) when applied to the PCA
scores than to the x variables (0.8731). That agrees with many
forensic studies that claim that analyses on PCA scores yield
more conclusive results compared with the information pro-
vided by the x variables.7,34,35 It is also noteworthy that the
cubic kernel transformation (x3 and t3) tends to increase the
classiﬁcation/clustering performance.
Similar analysis was applied to the Cialis data; results are
presented in Table 2. Cialis data corroborated the supervised
techniques as a better choice when multivariate techniques
are to be applied on x variables: the average classiﬁcation
accuracy for the ST is 0.9558, while the UT yielded averageTable 1 Classiﬁcation and clustering performance for the
Viagra data.
Kernal Supervised Unsupervised
KNN LDA PNN SVM k-Means FCM
x1/3 0.9690 0.7854 0.9665 0.9995 0.8573 0.8573
x 0.9644 0.7817 0.9489 0.9998 0.8573 0.8573
x3 0.9591 0.8439 0.9750 0.9769 0.9098 0.8995
t1/3 0.5300 0.5475 0.6093 0.5922 0.9228 0.9216
t 0.5303 0.5555 0.5889 0.6270 0.9228 0.9216
t3 0.5526 0.5218 0.6063 0.4925 0.9405 0.93810.8214. The kernel transformations do not favor the ST,
decreasing the average accuracy from 0.9558 to 0.7198. Once
again, the LDA was outperformed by the other ST.
As veriﬁed for the Viagra data, the UT on the PCA scores
presented a higher average accuracy (0.9021) when compared
with the x variables (0.8214). In addition, the cubic kernel
transformation (x3 and t3) substantially increased the cluster-
ing performance. Finally, both k-Means and FCM presented
a similar performance.
Figures 3 and 4 display the SI graphs for the worst and best
clustering results for the Cialis, respectively. There is a remark-
able improvement on the clustering quality when using the
cubic kernel aligned with the PCA scores: the number of mis-
classiﬁed samples is reduced in Figure 4, and a substantial
number of samples yields SIs close to 3, i.e., denoting a proper
clustering procedure.
Based on the aforementioned results, it seems reasonable to
recommend three of the ST (KNN, PNN and SVM) to scenar-
ios where the data are described by the original x variables; i.e.,
scenarios where PCA is not suitable for analysis. On the other
hand, k-Means and FCM clustering techniques are favored by
PCA scores, which signiﬁcantly increased grouping perfor-
mance. There is no clear distinction between the two UT
tested, suggesting that both can be used without a major loss.
The cubic kernel transformation also showed to be a valuable
resource for unsupervised analysis. Finally, the computational
time required by all the tested techniques is very small, and the
codes are usually available in most statistical packages.-0.2 0 0.2 0.4 0.6 0.8 1
2
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Cl
us
te
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This paper compared the performance of two groups of multi-
variate techniques frequently used for analyzing sample prop-
erties and inserting samples into authentic and unauthentic
categories: supervised and unsupervised techniques. For that
matter, four STs (KNN, LDA, PNN and SVM) and two
UTs (k-Means and FCM) were tested on FTIR from authentic
and unauthentic Viagra and Cialis samples. The original data
were also transformed by PCA and kernel functions aimed at
trans-forming the data and improving the grouping
performance.
STs proved to be a more reasonable choice when the anal-
ysis was conducted on the original data, i.e., x variables. KNN,
PNN and SVM presented a better performance than LDA in
both datasets, but neither PCA nor kernel transformations
yielded better grouping results when integrated to a ST. As
for the UT, k-Means and FCM performed similarly. It is note-
worthy that the clustering improvement was yielded by the
cubic kernel transformation, suggesting that remapping tech-
niques unveil implicit patterns on data from analytical tech-
niques.M.J. Anzanello et al.
Future studies include the development of variable selection
approaches for both ST and UT, since better grouping results
may derive from using a subset of more informative variables.
Other kernel transformations, such as the Sigmoid and Gauss-
ian, are also to be tested. The techniques will also be applied
on data from other analytical techniques.
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