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Voorwoord
De eindige-elementenmethode is een algemeen aanvaarde en vrij breed gebruikte tech-
niek voor numerieke simulatie van verschillende processen en fenomenen in construc-
ties. De methode is oorspronkelijk ontwikkeld voor structuurmechanische analyse in
civiele en mechanische constructies. Tegenwoordig is het toepassingsgebied echter
zeer sterk uitgebreid, bijvoorbeeld naar problemen in warmtetransport, vloeistoffen-
stroming, elektromagnetisme, . . . De eindige-elementenmethode is een deterministi-
sche methode: de inputparameters zijn dus volledig gekend en gedefinieerd. Het re-
sultaat is dan ook deterministisch. In de realiteit is het echter moeilijk om al deze
inputparameters correct en e´e´nduidig te definie¨ren. Er kan bijvoorbeeld onzekerheid
bestaan over bepaalde materiaalparameters door onzuiverheden aanwezig in de materie
of bepaalde aspecten van een constructie kunnen nog niet volledig bepaald zijn in de
ontwerpfase. Om deze onzekerheid in de invoergegevens te modelleren, kan men zich
op de vaagverzamelingenleer baseren. De onzekere parameter wordt dan beschreven
door middel van een lidmaatschapsfunctie die een weergave is van wat de werkelijke
waarde van de grootheid mogelijks kan zijn. Een eerste aanpak om de deterministi-
sche eindige-elementenmethode uit te breiden voor onzekere invoerparameters is door
alle stappen in de methode te vervangen door equivalente bewerkingen in de vaagheid.
Hierbij treden echter problemen op. Het veelvuldig herhalen van basisbewerkingen
uit de vaagrekenkunde voegt artificie¨le onzekerheid aan de oplossing toe. Door het
grote aantal basisbewerkingen in de eindige-elementenmethode wordt de onzekerheid
van het resultaat groot, waardoor er een overschatting van de eigenlijke onzekerheid
aanwezig is. Daarenboven bestaat er geen procedure om een stelsel van lineaire vaag-
vergelijkingen in een algemeen geval op te lossen.
Na twee korte inleidende hoofdstukken over de vaagverzamelingenleer en de ein-
dige-elementenmethode, wordt de vaagrekenkunde van dichterbij bekeken en wordt er
geprobeerd het probleem van artificie¨le onzekerheid bij basisbewerkingen met vaag-
getallen aan te pakken. We tonen aan dat de vaagrekenkunde herdefinie¨ren om dit
probleem op te lossen niet mogelijk is. We bouwen daarom een algoritme op dat steunt
8op de klassieke vaagrekenkunde maar waarbij afhankelijkheden tussen argumenten in
rekening worden gebracht waardoor de artificie¨le onzekerheid verminderd wordt. In
een volgend hoofdstuk stellen we een algemene methode voor het oplossen van stel-
sels van lineaire vaagvergelijkingen voor. De eerste aanpak is gebaseerd op de alge-
braı¨sche oplossing. We benaderen de algebraı¨sche oplossingen door middel van een
‘vaaginverse’ matrix. In toepassingen is het daarentegen eerder interessant om alle
mogelijke resultaten van stelsels van lineaire vergelijkingen waarbij de vaaggetallen
vervangen zijn door ree¨le coe¨fficie¨nten binnen de extreme waarden van de vaaggetal-
len, te bundelen in een alternatieve oplossing. Hierbij werpen we een bredere kijk op
stelsels van lineaire vaagvergelijkingen waarbij dan de gelijkheid in het systeem van
lineaire vaagvergelijkingen niet meer geı¨nterpreteerd wordt als een strikte gelijkheid.
Om dit praktisch te realiseren, bouwen we een methode op die zich baseert op para-
metrische functies waarbij telkens e´e´n vaaggetal de variabele in de functie is. In deze
basismethode wordt de lidmaatschapsgraad bepaald met behulp van een aggregatieope-
rator. Wanneer het minimum gebruikt wordt om de lidmaatschapsgraden te aggregeren,
dan kan de methode nog geoptimaliseerd worden aan de hand van de monotoniciteit
van de parametrische functies. Aangezien in de eindige-elementenmethode de matrix
van het stelsel steeds symmetrisch is, ontwikkelen we ook een methode die rekening
houdt met die symmetrie. Daarbij worden de coe¨fficie¨nten van de matrix niet als vol-
ledig onafhankelijk beschouwd zodat de artificie¨le onzekerheid gereduceerd wordt. In
het laatste hoofdstuk passen we de voorgestelde methoden gecombineerd met statische
condensatie toe op realistische voorbeelden. Zo bekijken we eerst een eenvoudige con-
structie opgebouwd uit drie staven met een externe kracht erop uitgeoefend. Als laatste
bekijken we de eindige-elementenmethode voor een eenvoudig vliegtuigmodel.
Tenslotte merken we op dat bepaalde onderdelen van dit proefschrift reeds gepu-
bliceerd werden in internationale tijdschriften [61, 64, 65]. Tevens werden een aantal
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In dit hoofdstuk brengen we enkele begrippen in verband met vaagverzamelingen aan
en bespreken hun belangrijkste eigenschappen. De theorie van de vaagverzamelin-
gen exploreert het begrip “orde” ten volle. Daarom starten we met het bespreken van
geordende verzamelingen. We definie¨ren de belangrijkste operatoren van de vaagver-
zamelingenleer op de tralie ([0,1],≤). Daarna vermelden we de begrippen uit de vaag-
verzamelingenleer die we in het vervolg van dit werk nodig zullen hebben.
1.1 Geordende verzamelingen
Goguen [18] merkte al in 1967 op dat vooral de ordening belang heeft in vaagverza-
melingen. In een uitspraak als “x behoort in de mate 0.65 tot A” heeft het getal 0.65
geen enkele absolute betekenis. Meestal wordt een lidmaatschapsgraad arbitrair of
steunend op heuristische onderstellingen gekozen en wordt hij als relatieve grootheid
geı¨nterpreteerd. De mate waarin x tot A behoort, heeft slechts betekenis als men de lid-
maatschapsgraad kan vergelijken met die van een ander element y. De uitspraak “Tom
is groot in de mate 0.8 en Lotte is groot in de mate 0.4” interpreteert men direct als:
Tom is groot maar Lotte is veel kleiner.
Daarom beginnen we met de volgende definities.
Definitie 1.1 [32] Onder een partieel geordende verzameling (kortweg poset) ver-
staan we elk koppel (P,≤) bestaande uit een niet-ledige verzameling P en een binaire
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relatie ≤ over P die voldoet aan de voorwaarden:
P.1. (∀x ∈ P)(x≤ x) (reflexiviteit),
P.2. (∀(x,y) ∈ P2)(x≤ y en y≤ x⇒ x = y) (antisymmetrie),
P.3. (∀(x,y,z) ∈ P3)(x≤ y en y≤ z⇒ x≤ z) (transitiviteit).
De relatie ≤ noemt men een (partie¨le) orderelatie over P.
Een partieel geordende verzameling (P,≤) wordt eindig genoemd indien P een eindig
aantal elementen bevat.
Definitie 1.2 [32] Onder een totaal geordende verzameling verstaan we elke partieel
geordende verzameling (P,≤) die bovendien voldoet aan:
(∀(x,y) ∈ P2)(x≤ y of y≤ x).
In een totaal geordende verzameling zijn derhalve elke twee elementen vergelijkbaar.
Een totaal geordende verzameling noemt men ook een ketting of een lineair geordende
verzameling. In een poset kunnen er elementen optreden die niet vergelijkbaar zijn; in
dit geval gebruikt men de notatie x‖y, m.a.w.:
x‖y⇔¬(x≤ y) en ¬(y≤ x)
of in minder conventionele notatie:
x‖y⇔ (x,y) 6∈ ≤ en (y,x) 6∈ ≤.
Voorbeeld 1.3 (N∗, |) is een poset waarbij | de deelbaarheidsrelatie voorstelt m.a.w.
voor n ∈ N∗ en m ∈ N∗ definie¨ren we:
n | m⇔ n is een deler van m⇔ (∃q ∈ N∗)(n.q = m)
(N∗, |) is geen totaal geordende verzameling want er treden elementen op die niet ver-
gelijkbaar zijn. Bijvoorbeeld 3 is geen deler van 7 en 7 is geen deler van 3 m.a.w.
3‖7.
Hierna volgen een aantal belangrijke begrippen met betrekking tot een poset (zie [32]).
Stel (P,≤) is een poset, A⊆ P en b ∈ P, dan:
• b is een bovengrens voor A ⇔ (∀a ∈ A)(a≤ b),
• b is een ondergrens voor A ⇔ (∀a ∈ A)(b≤ a),
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• A is naar boven begrensd (in (P,≤)) ⇔ (∃b ∈ P)(b is een bovengrens voor A),
• A is naar onder begrensd (in (P,≤)) ⇔ (∃b ∈ P)(b is een ondergrens voor A),
• A is begrensd (in (P,≤)) ⇔ A is naar boven begrensd (in (P,≤)) en A is naar
onder begrensd (in (P,≤)),
• b is een maximaal element van A ⇔ b ∈ A en (∀x ∈ A)(b≤ x⇒ x = b),
• b is een minimaal element van A ⇔ b ∈ A en (∀x ∈ A)(x≤ b⇒ x = b),
• b is het grootste element van A ⇔ b ∈ A en b is een bovengrens voor A,
• b is het kleinste element van A ⇔ b ∈ A en b is een ondergrens voor A,
• b is het supremum voor A ⇔ b is de kleinste bovengrens voor A,
• b is het infimum voor A ⇔ b is de grootste ondergrens voor A.
Definitie 1.4 [32] Een partieel geordende verzameling (P,≤) wordt een tralie ge-
noemd als elk doubleton {x,y} een supremum en een infimum bezit.
Gewoonlijk zullen we voor een tralie de notatie (L,≤) gebruiken. In een tralie worden
inf{x,y} en sup{x,y} ook genoteerd als x∧ y en x∨ y respectievelijk. Men noemt ∧ de
meet-bewerking en ∨ de join-bewerking. Een tralie (L,≤) noemen we begrensd indien
L een grootste (meestal 1 genoteerd) en een kleinste element (meestal 0 genoteerd)
bezit.
Een tralie kan eveneens worden gedefinieerd als een algebraı¨sche structuur (m.a.w. als
een verzameling voorzien van een aantal binaire bewerkingen).
Definitie 1.5 [32] Een tralie is een algebraı¨sche structuur (L,∨,∧) bestaande uit
een niet-ledige verzameling L en twee binaire bewerkingen op L die voldoen aan de
volgende eigenschappen.
Voor a, b en c, elementen uit L gelden:
L.1. a∧a = a en a∨a = a (idempotentie),
L.2. a∧b = b∧a en a∨b = b∨a (commutativiteit),
L.3. a∧ (b∧ c) = (a∧b)∧ c en a∨ (b∨ c) = (a∨b)∨ c (associativiteit),
L.4. a∧ (a∨b) = a en a∨ (a∧b) = a (absorptie).
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De orde-afhankelijke definitie (L,≤) en de definitie als algebraı¨sche structuur (L,∨,∧)
van een tralie zijn verbonden door:
a≤ b⇔ a∨b = b⇔ a∧b = a.
De equivalentie tussen beide definities wordt aangetoond in [32].
Definitie 1.6 [32] Een tralie (L,≤) noemen we compleet indien elke niet-ledige deel-
verzameling van L een supremum en een infimum bezit.
Elke eindige tralie is een complete tralie want:
sup{a,b,c}= sup{sup{a,b},sup{a,c}},
inf{a,b,c}= inf{inf{a,b}, inf{a,c}}.
Zo ziet men dat elke niet-ledige deelverzameling in een eindige tralie een supremum
en een infimum heeft. De oneindige verzameling R is een niet-complete tralie want de
niet-ledige deelverzameling van even gehele getallen heeft geen supremum.
Een complete tralie (L,≤) is steeds begrensd: de tralie is naar boven begrensd door
supL en naar onder begrensd door infL.
Voorbeeld 1.7 ([0,1],≤) is een complete tralie met:
sup{a,b}= max{a,b},
inf{a,b}= min{a,b}.
1.2 Operatoren op de complete tralie ([0,1],≤)
Er bestaat een duidelijk verband tussen binaire logische connectoren en verzameling-
theoretische bewerkingen. Dit verband blijft bestaan in het vage geval. Eerst beschou-
wen we de conjunctoren en disjunctoren op het eenheidsinterval [0,1].
Definitie 1.8 [32] Een triangulaire norm (kortweg t-norm) is een stijgende, commu-
tatieve, associatieve [0,1]2 → [0,1] afbeelding T die voldoet aan T (1,a) = a voor alle
a ∈ [0,1].
Voorbeeld 1.9 Men ziet gemakkelijk in dat de volgende afbeeldingen t-normen zijn.
Voor willekeurige (x,y) ∈ [0,1]2:
• min(x,y),
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• TP(x,y) = x.y, het algebraı¨sch product genoemd,
• TW (x,y) = max(0,x+ y−1), de Łukasiewicz t-norm genoemd.
Definitie 1.10 [32] Een triangulaire conorm (kortweg t-conorm) is een stijgende,
commutatieve, associatieve [0,1]2 → [0,1] afbeelding S die voldoet aan S(0,a) = a
voor alle a ∈ [0,1].
Voorbeeld 1.11 Men ziet gemakkelijk in dat de volgende afbeeldingen t-conormen
zijn. Voor willekeurige (x,y) ∈ [0,1]2:
• max(x,y),
• SP(x,y) = x+ y− xy, de probabilistische som genoemd,
• SW (x,y) = min(1,x+ y), de begrensde som genoemd.
Lemma 1.12 [32] Voor iedere triangulaire norm T en iedere triangulaire conorm S
geldt T (x,0) = 0 en S(x,1) = 1 voor alle x ∈ [0,1].
Deze eigenschap volgt gemakkelijk uit het stijgend zijn van een t-norm en een t-conorm
samen met T (1,x) = x en S(0,x) = x.
Elke triangulaire norm valt over {0,1}2 samen met de klassieke doorsnede of conjunc-
tie, aangezien T (0,1) = T (1,0) = T (0,0) = 0 (door commutativiteit en Lemma 1.12)
en T (1,1) = 1. Elke triangulaire conorm valt over {0,1}2 samen met de klassieke
unie of disjunctie, aangezien S(0,1) = S(1,0) = S(1,1) = 1 (door commutativiteit en
Lemma 1.12) en S(0,0) = 0.
1.3 Basisbegrippen uit de vaagverzamelingenleer
Definitie 1.13 [32] Een vaagverzameling A in een universum X wordt gekarakteri-
seerd door een X → [0,1] afbeelding die men de lidmaatschapsfunctie van A noemt en
eveneens noteert als A. Voor alle x ∈ X is A(x) de lidmaatschapsgraad van x in de
vaagverzameling A, d.w.z. de mate waarin x behoort tot A. De klasse van alle vaagver-
zamelingen in X noteert men als F(X).
Voorbeeld 1.14 Zij X een universum van personen, beschouw het evaluatieprobleem
in X voortgebracht door de vage eigenschap “groot van gestalte”. De oplossing van
dit evaluatieprobleem wordt voorgesteld door een vaagverzameling A in X. Dit leidt tot
de volgende interpretatie: voor alle personen x ∈ X, stelt A(x) de graad voor waarin
persoon x groot van gestalte is. Als A(x) = 0, dan betekent dit dat x helemaal niet groot







Figuur 1.1: “Groot van gestalte”.
is, terwijl A(x) = 1 inhoudt dat x zeer groot is. Tussen deze twee uitersten bevindt zich
een zone met een graduele overgang, gekenmerkt door een toenemende lidmaatschaps-
graad (zie figuur 1.1).
We maken hierbij twee belangrijke opmerkingen:
• de lidmaatschapsfunctie is afhankelijk van de context of het universum;
• de lidmaatschapsfunctie is binnen eenzelfde context ook nog gebruikersafhanke-
lijk.
Voorbeeld 1.15 De lidmaatschapsfunctie “Groot van gestalte” is afhankelijk van de
context of het universum. Wanneer het universum alleen uit Chinezen bestaat, hebben
we een andere interpretatie van het begrip “Groot van gestalte” aangezien Chinezen
gemiddeld kleiner zijn. De lidmaatschapsfunctie zal dus verschillend zijn bij een uni-
versum van Europeanen en een universum van Chinezen.
De lidmaatschapsfunctie “Groot van gestalte” is ook gebruikersafhankelijk. Een per-
soon die 1m95 groot is, heeft een andere kijk op “Groot van gestalte” dan iemand die
1m65 meet.
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Het is dan ook duidelijk dat de vraag naar exacte, universele, objectieve lidmaatschaps-
functies totaal irrelevant is. De ordening is veeleer van belang bij het toekennen van de
lidmaatschapsgraad.
Nu komen nog enkele algemene begrippen van vaagverzamelingen aan bod die we
later nodig zullen hebben.
Definitie 1.16 [32] Zij A een vaagverzameling in het universum X. De zwakke α-
niveauverzameling van A, genoteerd Aα ,wordt gedefinieerd als:
Aα = {x | x ∈ X en A(x)≥ α} (1.1)
met α ∈ ]0,1]. De sterke α-niveauverzameling van A, genoteerd Aα ,wordt gedefinieerd
als:
Aα = {x | x ∈ X en A(x)> α} (1.2)
met α ∈ [0,1[.
Opmerking 1.17 Wanneer we in het vervolg spreken over α-niveaus voor α ∈ [0,1],
bedoelen we de zwakke α-niveauverzamelingen als α ∈ ]0,1] en de sterke niveauver-
zameling als α = 0.
Definitie 1.18 [32] Zij A een vaagverzameling in een universum X, dan is de drager
van A, genoteerd suppA de sterke 0-niveauverzameling A0:
suppA = {x | x ∈ X en A(x)> 0}. (1.3)
De kern van A, genoteerd kerA, is dan de zwakke 1-niveauverzameling A1:
kerA = {x | x ∈ X en A(x) = 1}. (1.4)
Definitie 1.19 [32] Zij A een vaagverzameling in een universum X, dan worden de
hoogte van A, genoteerd hgtA, en de plint van A, genoteerd pltA, respectievelijk gede-
finieerd als:
hgtA = sup{A(x) | x ∈ X} en pltA = inf{A(x) | x ∈ X}. (1.5)
We definie¨ren nu een aantal bewerkingen op vaagverzamelingen, die uitbreidingen zijn
van de bewerkingen op klassieke verzamelingen.
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Definitie 1.20 [32] Zijn A en B vaagverzamelingen in een universum X, T een t-norm
en S een t-conorm dan zijn de T -doorsnede en de S-unie van A en B gedefinieerd door:
A∩T B(x) = T (A(x),B(x)), (1.6)
A∪S B(x) = S(A(x),B(x)), (1.7)
voor alle x in X. De Zadeh-doorsnede, genoteerd A∩B, definie¨ren we als
A∩B(x) = A∩min B(x) = min(A(x),B(x)) (1.8)
en de Zadeh-unie, genoteerd A∪B, definie¨ren we als
A∪B(x) = A∪max B(x) = max(A(x),B(x)). (1.9)
In deze scriptie wordt gerekend met parameters die fysische grootheden voorstellen
en waarvan de exacte waarde onzeker is. Deze parameters kunnen voorgesteld worden
met behulp van vaaggetallen, vaagverzamelingen in R met bepaalde eigenschappen.
Hier halen we dan ook de nodige definities in verband met vaaggetallen en vaagreken-
kunde uit [32] aan. Stel dat A ∈ F(R) (de klasse van vaagverzamelingen in R). Men
zegt dat A convex is als en slecht als
(∀(x1,x2) ∈ R2)(∀λ ∈ [0,1])(µA(λx1 +(1−λ )x2)≥min(µA(x1),µA(x2))). (1.10)
De elementen uit de kern van de vaagverzameling A worden ook modale waarden
van A genoemd. Wanneer de kern van A een singleton is dan is de notatie voor de
modale waarde van A, modA.
Een afbeelding f van R naar [0,1] wordt suprasemicontinu genoemd als en slechts
als
(∀α ∈ ]0,1])( f−1([0,α[) ∈ τ|.|). (1.11)
waarbij τ|.| de natuurlijke topologie op R is. Als gevolg hebben we dat, wanneer f
stijgend is:
f is rechtscontinu ⇔ f is suprasemicontinu.
Definitie 1.21 [32] Een vaaggetal is gedefinieerd als een convexe suprasemicontinue
vaagverzameling in R met een unieke modale waarde en een begrensde drager. We
noteren de verzameling van alle vaaggetallen als FN.
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Een vaaggetal A kan voorgesteld worden aan de hand van zijn α-niveaus (0≤ α ≤
1). Door Definitie 1.21 zijn de α-niveaus van een vaaggetal gesloten, samenhangen-
de en begrensde deelverzamelingen van R, dus intervallen. De begrippen drager en
α-niveaus worden componentsgewijs uitgebreid voor vectoren of matrices van vaag-
getallen. De vaagrekening is gebaseerd op het extensiebeginsel van Zadeh [69–71]:




waarbij ◦ de notatie is voor e´e´n van de vier basisoperatoren, i.e. +, −, · of /. De
vaagoptelling, -aftrekking, -vermenigvuldiging en -deling worden dan logischerwijs
genoteerd als ⊕, ⊖, ⊙ en ⊘. De vaagrekening gebaseerd op het extensiebeginsel van
Zadeh (zie (1.12)) kan ook uitgevoerd worden door intervalrekenen met de α-niveaus.
Definitie 1.22 [42] Gegeven twee gesloten en begrensde intervallen [a,a] ⊆ R en
[b,b]⊆ R, de vier basisoperaties op intervallen zijn gedefinieerd door
[a,a]◦ [b,b] = {a◦b|a ∈ [a,a]en b ∈ [b,b]} voor ◦ ∈ {+, · ,−,÷}, (1.13)
waarbij 0 /∈ [b,b] wanneer de deling beschouwd wordt. De vier basisoperatoren kunnen
dan bekomen worden op de volgende manier:
[a,a]+ [b,b] = [a+b,a+b], (1.14)
[a,a]− [b,b] = [a−b,a−b], (1.15)
[a,a] · [b,b] = [min(ab,ab,ab,ab),max(ab,ab,ab,ab)], (1.16)
[a,a]/[b,b] = [a,a] · [1/b,1/b] (als 0 /∈ [b,b]). (1.17)
Er geldt dat [51]:
(AB)α = {a◦b | (a,b) ∈ Aα ×Bα} (1.18)
= Aα ◦Bα , (1.19)
waarbij ◦ een van de vier basisoperatoren is, i.e. +, −, · of /. Voor de optelling hebben
we bijvoorbeeld:
(A⊕B)α = Aα +Bα .
Verder hebben we ook de definitie van het Cartesiaans product van vaagverzamelingen
nodig.
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Definitie 1.23 [32] Stel Ai ∈ F(R) met i ∈ {1, ...,n}. Men definieert het Cartesiaans
product A1× ...×An als een vaagverzameling op Rn:
A1× ...×An : Rn → [0,1]
(x1, ...,xn) 7→ min{Ai(xi)|i ∈ {1, ...,n}}. (1.20)
Wanneer er niet gee¨ist wordt dat de modale waarde van een vaaggetal uniek is,
wordt eigenlijk een onzeker interval bekomen. Hier wordt een convexe suprasemi-
continue vaagverzameling in R met een begrensde drager dan ook een vaaginterval
genoemd.
Opmerking 1.24 Een vaaginterval kan ook gedefinieerd worden zoals in [32] als een
convexe vaagverzameling in R. De suprasemicontinuı¨teit, de uniciteit van de modale
waarde en de begrensdheid van de drager worden dan niet gee¨ist.
Speciale gevallen van vaagintervallen zijn bijvoorbeeld de trapezoı¨dale vaaginterval-
len. Een trapezoı¨daal vaaginterval A = (a / b / c / d) wordt volledig gekarakteriseerd




b−a als x ∈ [a,b[
1 als x ∈ [b,c]
d−x
d−c als x ∈ ]c,d]
0 elders,
(1.21)
waarbij a,b,c,d ∈ R en a≤ b≤ c≤ d.
Wanneer we eisen dat de modale waarde uniek is, dus wanneer b = c in uitdrukking
(1.21), wordt een trapezoı¨daal vaaginterval een triangulair vaaggetal.
De α-niveaus van een trapezoı¨daal vaaginterval voor α ∈ [0,1] worden gegeven
door
Aα = [a+(b−a)α,d− (d− c)α]. (1.22)
We definie¨ren hier ook een binaire relatie ⊆ op FN:
A⊆ B ⇔ (∀α ∈ [0,1])(Aα ⊆ Bα)
⇔ (∀x ∈ R)(A(x)≤ B(x)).
Deze relatie wordt componentsgewijs uitgebreid voor vectoren van vaaggetallen.
De op een t-norm en t-conorm gebaseerde doorsnede en unie zijn in principe een
uitbreiding van de doorsnede en unie bij de klassieke verzamelingenleer; wanneer we
ons beperken tot de verzameling {0,1} dan verkrijgen we dezelfde verzameling met de
T -doorsnede als met de klassieke doorsnede, idem voor de S-unie en de klassieke unie.
In het interval ]0,1[ worden verschillende resultaten bekomen naargelang de gebruikte
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t-norm of t-conorm. Dit is eigen aan vaagverzamelingenleer en brengt ons tot de con-
clusie dat het mogelijk is om op een andere manier dan op basis van de doorsnede en
unie verschillende vaagverzamelingen te combineren. Dit resulteert in de definitie van
aggregatieoperatoren die geen analoge operatoren in de klassieke verzamelingenleer
hebben.
Een n-aire aggregatieoperator f is een [0,1]n → [0,1] afbeelding die voldoet aan
(A.1.) de randvoorwaarden: f (0, . . . ,0) = 0 en f (1, . . . ,1) = 1;
(A.2.) de partie¨le afbeeldingen zijn van f stijgend;
(A.3.) f is continu .
Bovendien kunnen bijkomende voorwaarden opgelegd worden:
(A.5.) f is symmetrisch als f invariant is onder een permutatie van de argumenten;
(A.6.) f is idempotent als f (x, . . . ,x) = x.
Men toont gemakkelijk aan dat een aggregatieoperator idempotent is als en slechts als
hij gelegen is tussen de minimum en maximum operator.
Voorbeeld 1.25 Een belangrijk type van aggregatieoperatoren zijn de geordende ge-
wogen gemiddelde-operatoren (‘ordered weighted averaging operations’, kortweg
‘OWA’) geı¨ntroduceerd door Yager in 1988 (zie [68]). Gegeven een gewichtenvector
w = (w1, . . . ,wn) met wi ∈ [0,1] en ∑ni=1 wi = 1. De ‘OWA’-operator geassocieerd met
w is de [0,1]n → [0,1] afbeelding fw gedefinieerd door
fw(a1, . . . ,an) = w1b1 +w2b2 + . . .+wnbn, (1.23)
waarbij de vector (b1, . . . ,bn) een permutatie is van de vector (a1, . . . ,an) die ontstaat
door de componenten in dalende orde te rangschikken. Men ziet eenvoudig in dat deze
aggregatieoperatoren symmetrisch en idempotent zijn. Het minimum, maximum en het
rekenkundig gemiddelde zijn ook ‘OWA’-operatoren met respectievelijke gewichtenvec-
tor (0, . . . ,1), (1, . . . ,0) en ( 1
n
, . . . , 1
n
).
De idempotente aggregatieoperatoren kunnen gebruikt worden wanneer compensa-
tie tussen de verschillende lidmaatschapsgraden geprefereerd wordt. Standaard wordt
het minimum gebruikt om twee lidmaatschapsgraden te combineren. In dat geval wordt
steeds de laagste lidmaatschapsgraad als graad van de conjunctie bekomen, onafhanke-
lijk van het feit of de andere lidmaatschapsgraad veel groter dan of gelijk aan de laagste
lidmaatschapsgraad is. Wanneer alle lidmaatschapsgraden in rekening willen gebracht
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worden, dan kan men een aggregatieoperator gebruiken, bijvoorbeeld het rekenkun-
dig gemiddelde. Bij het rekenkundig gemiddelde hebben alle lidmaatschapsgraden een
evenwaardige impact op het resultaat.
In [51] bewijst Nguyen de volgende stelling.
Stelling 1.1 [51] Als de functie f : R×R→ R continu is, dan hebben we voor alle
vaaggetallen A en B,
[ f (A,B)]α = f (Aα ,Bα),∀α ∈ [0,1] (1.24)
waarbij via het extensiebeginsel van Zadeh (zie (1.12))
f (A,B)(z) = sup
(x,y)∈ f−1({z})
min(A(x),B(y)). (1.25)
Om in de praktijk gemakkelijker met vaaggetallen te rekenen definieerden Dubois
en Prade in [10] LR vaaggetal.
Definitie 1.26 Gegeven twee continue functies L : R→ [0,1] en R : R→ [0,1], de zo-
genaamde vormfuncties, die voldoen aan de volgende eigenschappen:
1. L(−x) = L(x) en R(−x) = R(x);
2. L(0) = 1 en R(0) = 1;
3. L en R zijn dalende functies op [0,+∞[;
4. L(1) = 0 en R(1) = 0.
















met spreidingen α ∈ ]0,+∞[ en β ∈ ]0,+∞[ en modale waarde a ∈R. Het vaaggetal ˜A
wordt dan genoteerd als (a,α,β )LR.
Wanneer L(x) = R(x),∀x ∈ R dan wordt het LR vaaggetal semisymmetrisch genoemd
of ook wel een LL vaaggetal. Wanneer daarenboven de spreidingen α en β gelijk zijn
dan wordt het LL vaaggetal symmetrisch genoemd.
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x
˜A
0 a−α a a+β0
1
Figuur 1.2: Een LL vaaggetal met L(x) = max(0,1− x2) en modale waarde a en spreidingen α
en β = 2α .
De optelling en aftrekking van LR vaaggetallen is gemakkelijk te beschrijven. De
vermeningvuldiging en deling van twee LR vaaggetallen is echter geen LR vaaggetal,
er wordt dan ook vaak een benaderend LR vaaggetal gegeven van het resultaat. Wan-
neer benaderingen toegelaten worden dan is de vaagrekenkunde van LR vaaggetallen




2.1 De standaard eindige-elementenmethode
De eindige-elementenmethode is een veelgebruikte techniek voor de numerieke simu-
latie van verschillende fysische processen en fenomenen in verscheidene structuren.
Die fysische processen en fenomenen die beschreven worden door partie¨le differen-
tiaalvergelijkingen, worden gesimuleerd met een bepaalde nauwkeurigheid. In eerste
instantie was de eindige-elementenmethode ontwikkeld voor toepassingen in de struc-
tuurmechanica. Tegenwoordig is het toepassingsgebied behoorlijk wijd: zo worden
ook problemen van warmtetransport, electromagnetisme, vloeistoffenstromingen, . . .
behandeld. Hier illustreren we de basisstappen voor de eindige-elementenmethode aan
de hand van een eenvoudig e´e´ndimensionaal probleem (zie [31]). Dit dient enkel om
een idee over de eindige-elementenmethode te vormen. Meer hebben we in het vervolg
van deze scriptie niet nodig. Beschouw het e´e´ndimensionaal statisch probleem waarbij
een staaf zonder massa bestaande uit 2 componenten met verschillende diameter en uit
verschillende materialen, onder trekkracht geplaatst wordt (zie [28]). De componenten
van de staaf worden gekenmerkt door lengtes l(1)(m) en l(2)(m), de dwarsdoorsneden
A(1)(m2) en A(2)(m2) en de elasticiteitsmoduli E(1)( N
m2
) en E(2)( N
m2
). De totale lengte
van de staaf is L = l(1)+ l(2). We zoeken de uitrekking van de staaf veroorzaakt door
de trekkracht. Hier duiden wij door x de plaats aan op de staaf voor de vervorming en
u(x) duidt dan de verplaatsing aan van x, dus de gezochte uitrekking. Ee´n uiteinde van
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A ,E
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Figuur 2.1: Ee´ndimensionaal statisch probleem: elastische staaf bestaande uit twee componen-
ten waarop een uitwendige kracht F aangrijpt.
de staaf is ingeklemd, u(0) = 0. De uitwendige kracht bestaat uit een trekkracht F die
aangrijpt op het andere uiteinde van de staaf.
Laten we voor dit voorbeeld eerst de differentiaalvergelijking opstellen. De wet
van Hooke is van toepassing op deze elastische staaf:
σ = Eε (2.1)
waarbij ε de relatieve lengteverandering, σ de elastische spanning en E de Young mo-
dulus zijn. De relatieve lengteverandering kan ook genoteerd worden als
ε = Du(x), (2.2)
met D de notatie voor de afleiding naar x. De elastische spanning kan bepaald worden





waarbij F de kracht op het uiteinde van de staaf en A de oppervlakte van de dwarsdoor-
snede van de staaf zijn. De Young modulus en de oppervlakte varie¨ren aangezien de
staaf opgebouwd is uit 2 componenten; deze parameters zijn dan ook afhankelijk van
de plaatsvariabele x. We verwaarlozen hier het eigengewicht van de staaf en veronder-
stellen de aangrijpende kracht per volume-eenheid, f , gelijk aan 0. Het eigengewicht
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van deze materialen is te verwaarlozen aangezien de kracht die aangrijpt op het uitein-
de van de staaf zoveel belangrijker en groter is. Door het krachtenevenwicht binnen de
staaf kunnen we volgende evenwichtsvergelijking opstellen:
D(σA)(x) = 0.
Op deze manier wordt de differentiaalvergelijking:
D(EADu)(x) = 0 (2.4)
bekomen. Hierbij bepalen we ook de randvoorwaarden:
• de dynamische randvoorwaarde:
E(2)A(2)Du(L) = F ; (2.5)
• de kinematische randvoorwaarde:
u(0) = 0. (2.6)
De standaard eindige-elementenanalyse bestaat uit 3 basisstappen die we zullen illu-
streren aan de hand van dit voorbeeld:
1. de herformulering van het randwaardenprobleem, gesteld door een (partie¨le) dif-
ferentiaalvergelijking, in variationele vorm;
2. de discretisering van dit variationele probleem: door de ruimte van testfuncties
te vervangen door een eindigdimensionale deelruimte (een Lagrange eindige-
elementenruimte);
3. de constructie en het oplossen van het eindige-elementenstelsel.
2.1.1 Een equivalente variationele formulering
De oplossing van de differentiaalvergelijking (2.4) met randvoorwaarden (2.5) en (2.6)
kan ook gevonden worden door een gelijkaardig variationeel vraagstuk op te lossen.
We voeren hiervoor de lineaire ruimte V van testfuncties in:
V =
{
v ∈C1P([0,L]); v(0) = 0 en E(2)A(2)Dv(L) = F
}
(2.7)
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waarbij C1P ([0,L]) de ruimte der ree¨elwaardige continue functies op [0,L], met stuks-
gewijze continue1 eerste orde afgeleide, voorstelt.
We vermenigvuldigen beide leden van (2.4) met de testfunctie v(x) en integreren
deze uitdrukkingen over het interval [0,L]:∫ L
0
D(EADu)(x)v(x)dx = 0.













Dit is dan de variationele of Galerkin formulering van ons randwaardeprobleem. We





Het probleem kan dus herschreven worden naar:
Bepaal u ∈V waarvoor er geldt dat
a(u,v) = Fv(L),∀v ∈V.
2.1.2 De discretisering van het variationeel probleem
Om te discretiseren maken we een partitie
0 = x0 < x1 < .. . < xN = L
van het interval [0,L], in deelintervallen [x j−1,x j] met lengte
h j = x j− x j−1.
1Men zegt ook continu per interval, waarmee men bedoelt dat er slechts een eindig aantal punten zijn
waar de functie een sprong maakt.





is dan ook een maat voor de fijnheid van de partitie. Daarna willen we een eindig-
dimensionale ruimte van continue functies op [0,L] die lineair zijn op de intervallen
[x j−1,x j] voor 1 ≤ j ≤ N en die voldoen aan de geometrische randvoorwaarde (2.6),
definie¨ren. Hiertoe stellen we N functies, de zogenaamde ‘hoedfuncties ’, φi voor al-
le i ∈ {1, . . . ,N} op zo dat de functie φi van [0,L]→ [0,1] een continue stuksgewijs
lineaire functie die de waarde 1 aanneemt in de knoop xi en 0 in de andere knopen:
φi(x j) =
{
1 als i = j;






Figuur 2.2: De hoedfunctie φi.






voor x ∈ [0,L] = [x0,xN ].
Met behulp van deze partitie en de hoedfuncties (φi)Ni=1 kunnen we ons probleem
herschrijven naar een discreet probleem:




E(x)A(x)Duh(x)Dv(x)dx = 0,∀v ∈V
of
a(uh,v) = Fv(L),∀v ∈V.
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In ons voorbeeld nemen we een partitie van 11 knooppunten, {x0,x1, . . . ,x10}, waarbij
we de twee componenten van de staaf elk opdelen in 5 gelijke elementen (intervallen).
De elementen van de eerste component van de staaf hebben lengte l1 en van de tweede
component l2 waarbij dan l(1) = 5l1 en l(2) = 5l2. We benaderen dus de oplossing






als (i−1)l1 ≤ x≤ il1
& 1≤ i≤ 5;
−x− (i+1)l1l1 als il1 < x≤ (i+1)l1




als l(1)+(i−5)l2 < x≤ l(1)+(i−4)l2
& 5≤ i < 10;
x− (l(1)+(i−6)l2)
l2
als l(1)+(i−6)l2 ≤ x≤ l(1)+(i−5)l2
& 5 < i≤ 10;
0 elders.
(2.11)
2.1.3 De constructie en het oplossen van het eindige-elementenstel-
sel
Aangezien de testfuncties v kunnen benaderd worden met de hoedfuncties (φi)Ni=1, kun-
nen we het probleem ook schrijven als:












,∀(αi)Ni=1 ∈ RN .
Het probleem kan dus ook als volgt geformuleerd worden:
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Zoek uh ∈ span(φi)Ni=1 waarvoor er geldt
a(uh,φi) = Fφi(L),∀i ∈ {1,2, . . . ,N}.





β jφ j. (2.12)
Hieruit volgt dat ons probleem equivalent is met:
Bepaal β = (β1,β2, . . . ,β10)T , met βi ∈ R voor 1≤ i≤ N waarvoor er geldt dat
Kβ = D
met
K = (Ki j)1≤i, j≤N ,
Ki j = a(φ j,φi),∀(i, j) ∈ {1,2, . . . ,N}2
de stijfheidsmatrix genoemd en
D = (Di)1≤i≤N ,
Di = Fφi(L),∀i ∈ {1,2, . . . ,N}
de krachtenvector.
Dit stelsel wordt dan het eindige-elementenstelsel genoemd. Deze ree¨le matrix K
is symmetrisch:


















ziφi) z 6= 0
> 0,
zT Kz = 0⇒ z = 0.
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Aangezien een ree¨le, symmetrische en positief-definiete matrix niet singulier is, bestaat
de oplossing van ons probleem en is die uniek.






Di = Fφi(L) =
{






























Op die manier bekomen we het stelsel:
2c1 −c1 0 0 0 0 0 0 0 0
−c1 2c1 −c1 0 0 0 0 0 0 0
0 −c1 2c1 −c1 0 0 0 0 0 0
0 0 −c1 2c1 −c1 0 0 0 0 0
0 0 0 −c1 c1 + c2 −c2 0 0 0 0
0 0 0 0 −c2 2c2 −c2 0 0 0
0 0 0 0 0 −c2 2c2 −c2 0 0
0 0 0 0 0 0 −c2 2c2 −c2 0
0 0 0 0 0 0 0 −c2 2c2 −c2




























Het probleem van het oplossen van een (partie¨le) differentiaalvergelijking wordt aldus
gereduceerd naar het oplossen van een stelsel van lineaire vergelijkingen waarbij een
continue stuksgewijs lineaire functie als benadering van de oplossing bekomen wordt.
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2.2 De vaag eindige-elementenmethode
Aangezien de eindige-elementenmethode fysische fenomenen simuleert, is deze me-
thode zeer bruikbaar in ontwerpvalidaties, betrouwbaarheidsstudies en ontwerpoptima-
lisaties. De standaard eindige-elementenmethode werkt met deterministische waarden.
Maar is dit dan een waarheidsgetrouwe simulatie van de werkelijkheid? We weten
immers dat de analyse gebaseerd is op een aantal vereenvoudigingen van de fysische
wereld. Daarenboven zijn niet alle aspecten in de analyse vast. Ze kunnen varie¨ren
door onzekerheden in de materiaaleigenschappen of in de geometrische eigenschappen
van de beschouwde structuur. Er kunnen ook nog openstaande beslissingen aanwe-
zig zijn in de ontwerpfase. Daarom wordt de deterministische analyse uitgebreid naar
een niet-deterministische analyse. Klassiek baseert de niet-deterministische analyse
zich op de waarschijnlijkheidsleer. Zeer gekend in deze aanpak is de Monte Carlo
simulatie. Een probabilistische uitvoer wordt verkregen aan de hand van een groot
aantal deterministische analyses. Deze klassieke aanpak is dan ook zeer rekeninten-
sief. Daarenboven krijgt deze methode de kritiek van niet waarheidsgetrouw te zijn
aangezien soms subjectieve resultaten bekomen worden. Deze methoden zijn immers
zeer gevoelig aan kleine wijzigingen in de invoer waardoor resultaten kunnen gema-
nipuleerd worden (zie [41]). De onzekerheid in de invoer moet dus volledig objectief
bepaald worden en dat is niet mogelijk wanneer probabiliteiten gebruikt worden. Onze-
kerheid wordt veel beter gemodelleerd aan de hand van vaagverzamelingen. We willen
hier dan ook een niet-determinische eindige-elementenmethode aan de hand van vaag-
verzamelingen voorstellen. Hanss e.a. [28] hebben e´e´n van de eerste stappen gezet
in dit gebied. Ze passen klassieke vaagrekening, gebaseerd op het extensiebeginsel
van Zadeh toe om eindige-elementenproblemen met onzekere parameters op te los-
sen. Ze bespreken het e´e´ndimensionale statische probleem van een staaf zonder massa
bestaande uit 2 componenten met verschillende diameter en uit verschillende materi-
alen, die onder trekkracht geplaatst wordt (zie ook Paragraaf 2.1). Ze bekijken niet
de ganse eindige-elementenmethode maar brengen de vaaggetallen pas in de metho-
de bij het oplossen van het stelsel van lineaire vergelijkingen. Directe toepassing van
vaagrekenen op de eindige-elementenmethode blijkt niet praktisch te zijn. Ze tonen
aan dat de oplossing afhankelijk is van de gebruikte methode. In de meeste technieken
wordt er ongewenst artificie¨le onzekerheid toegevoegd. Er wordt een overzicht gegeven
van de meest gebruikte technieken voor het oplossen van stelsels van lineaire vergelij-
kingen (dus met ree¨le getallen als coe¨fficie¨nten) toegepast op het bekomen stelsel in
de eindige-elementenmethode met vaaggetallen als invoerparameters en ze vergelijken
deze technieken op basis van het optreden van artificie¨le onzekerheden. In Voorbeeld
2.1 worden hun bevindingen geı¨llustreerd.
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Voorbeeld 2.1 Om het voorbeeld eenvoudig te houden, wordt de staaf slechts verdeeld
in twee elementen, de twee verschillende componenten van de staaf. De eerste compo-
nent van de staaf is van staal met parameters:




en de tweede component is van aluminium met parameters:








voor ieder element i = 1,2. Met de werkwijze beschreven in Paragraaf 2.1 wordt het
volgende stelsel bekomen:(


























Deze oplossing wordt bekomen door systematisch symbolische vereenvoudigingen door
te voeren. In de praktijk kan het stelsel gewoonlijk niet analytisch opgelost worden aan-
gezien de dimensie van het systeem te groot is. Daarom worden numerieke oplossingen
gebruikt. Een eerste mogelijkheid is de inverse van de systeemmatrix berekenen en
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deze te vermenigvuldigen met de krachtenvector:
u1 =
c2F(




(c1 + c2)c2− (c2)2
) .
(2.15)
Een tweede mogelijkheid rekening houdend met het feit dat de systeemmatrix symme-
trisch en positief-definiet is, wat gewoonlijk zo is voor een eindig-elementenprobleem,



















Deze drie oplossingstechnieken worden hier nu gebruikt voor het oplossen van stelsels
van lineaire vaagvergelijkingen bekomen door vaaggetallen als invoerparameters in de
eindige-elementenmethode te gebruiken, via vaagrekening gebaseerd op het extensie-
beginsel van Zadeh. Aangezien de modale waarde van een vaaggetal uniek is, zijn de




De drager van de verplaatsingen is echter bij iedere techniek verschillend:
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Zo ziet men dat artificie¨le onzekerheid toegevoegd wordt aan de oplossing wanneer
tussendoor geen symbolische vereenvoudiging doorgevoerd wordt. De reden daarvoor
is dat wanneer een parameter meerdere keren in een uitdrukking voorkomt, de argu-
menten van bewerkingen afkomstig van dezelfde parameters toch als onafhankelijk van
elkaar behandeld worden door de vaagrekening (zie Hoofdstuk 3).
Bij de analytische oplossing wordt er geen artificie¨le onzekerheid toegevoegd aan
het resultaat. Ieder element uit de drager van de oplossing wordt bekomen door een
bepaalde combinatie van elementen uit de drager van de invoerparameters. Wanneer
andere oplossingstechnieken gebruikt worden, dan worden de invoerparameters als on-
afhankelijk beschouwd (ook als ze meerdere keren voorkomen) en kunnen er combi-
naties van ree¨le getallen voorkomen die niet mogelijk zijn binnen de dragers van de
invoerparameters. Er kunnen dan bijvoorbeeld twee verschillende elementen uit de
drager van eenzelfde vaaggetal gecombineerd worden, wat resulteert in een oplossing
waar onzekerheid is aan toegevoegd. De oplossing wordt overschat. Dit noemt men
conservatisme. Beschouw een stelsel met twee vergelijkingen en twee onbekenden
waarbij de coe¨fficie¨nten vaaggetallen zijn. Het probleem kan dan opgevat worden als
een intervalprobleem wanneer we de α-niveaus beschouwen. Laten we hier slechts e´e´n
α-niveau bekijken. De verzameling van alle mogelijke oplossingen is dan bijvoorbeeld
de oplossingenverzameling getekend in Figuur 2.3. Deze oplossingenverzameling is
moeilijk te beschrijven, daarom wordt meestal iedere component onafhankelijk be-
schouwd. De oplossing wordt dan beschreven met twee onafhankelijke intervallen die
gevonden worden door de projectie op de beide assen. Zo beschrijven we de kleinste
hyperkubus (hier een rechthoek) die de oplossingenverzameling bevat. Wanneer artifi-
cie¨le onzekerheid toegevoegd wordt aan de oplossing, verkrijgen we een conservatieve
hyperkubus. Bij bepaalde methoden (bijvoorbeeld de vertex-methode voorgesteld door
Dong en Shah [9]) kan een niet-conservatieve hyperkubus gevonden worden. Die niet-
conservatieve hyperkubus mist een aantal oplossingen die in realiteit wel mogelijk zijn
en dit is niet aanvaardbaar in bepaalde toepassingen bijvoorbeeld bij betrouwbaarheids-
analyse van bepaalde structuren.
De vaag eindige-elementenmethode kan opgesteld worden uit de eindige-elemen-
tenmethode waarbij alle operaties met ree¨le getallen vervangen worden door operaties
met vaaggetallen gebaseerd op het extensiebeginsel van Zadeh. Dit komt dan in feite
neer op het doorvoeren van de eindige-elementenmethode met intervallen op de ver-









Figuur 2.3: De oplossingverzameling benaderen door de kleinste hyperkubus.
schillende beschouwde α-niveaus. Deze rechtlijnige aanpak heeft het voordeel een-
voudig te zijn maar er is een belangrijk nadeel. Door de vele operaties in de eindige-
elementenmethode worden veel verbanden tussen invoerparameters genegeerd wan-
neer vaagrekening gebruikt wordt waardoor de oplossing veel artificie¨le onzekerheid
bevat. Daardoor wordt de oplossing in sommige gevallen totaal irrelevant. Bijgevolg
worden andere aanpakken geprefereerd.
Zo kan bijvoorbeeld de vertex methode voorgesteld door Dong en Shah [9] ge-
bruikt worden om de artificie¨le onzekerheid te onderdrukken. Daarbij neemt men alle
mogelijke combinaties van de eindpunten van de intervallen van de invoerparameters
en voert men voor al deze combinaties de eindige-elementenmethode uit. De methode
werkt zeer goed onder de voorwaarde dat de oplossing monotoon is in zijn invoerpa-
rameters. Wanneer dit niet het geval is dan kunnen lokale extrema niet geı¨dentificeerd
worden en zo kan een niet-conservatieve hyperkubus ontstaan. Deze methode werd
daarom geoptimaliseerd door Hanss [27]. Hij stelde de ‘transformatiemethode’ voor.
Bij deze methode worden niet alleen de eindpunten maar ook bepaalde tussenpunten
gebruikt. Per component van het resultaat wordt het minimum en maximum genomen
van de verschillende resultaten bekomen door alle combinaties van de beschouwde
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punten in de invoer. Hanss stelde daarenboven ook een soort sensitiviteitsanalyse voor
aansluitend bij deze methode om te bepalen welke invoerparameters de meeste invloed
hebben op de uitvoer om zo onbelangrijke invoerparameters met ree¨le getallen te be-
naderen. Bij de ‘transformatiemethode’ hebben we nog steeds een niet-conservatieve
hyperkubus als oplossing wanneer de uitvoer niet monotoon is in de invoerparameters,
hoewel de kleinste hyperkubus beter benaderd wordt dan bij de vertex methode. Een
ander nadeel is dat de rekenkost exponentieel groeit bij een stijgend aantal invoerpara-
meters en bij een stijgend aantal tussenpunten in de invoerparameters wanneer we de
kleinste hyperkubus beter willen benaderen.
Om de kleinste hyperkubus te bekomen, kunnen we de standaard eindige-elemen-
tenmethode zien als een doelfunctie die geminimaliseerd en gemaximaliseerd wordt
onder de voorwaarden dat de invoerparameters binnen hun interval varie¨ren. Beschouw
k intervallen als invoerparameters, dan bepalen we
[min f (p1, p2, . . . , pk),max f (p1, p2, . . . , pk)]
onder de voorwaarden dat
p1 ∈ [p1, p1];




pk ∈ [pk, pk];
waarbij f de functie is die de standaard eindige-elementenmethode representeert. Deze
aanpak is zeer rekenintensief en door de complexiteit en de onvoorspelbaarheid van de
doelfunctie f is deze aanpak slechts mogelijk voor eenvoudige analyses en dus niet
algemeen toepasbaar.
Al deze aspecten in acht genomen, werd een hybride aanpak beschouwd in [41].
Daarin wordt een globale optimalisatie doorgevoerd voor een zo groot mogelijk deel
van de eindige-elementenmethode. Daarna wordt er met de bekomen intervallen ge-
woon verder gerekend op basis van de intervalrekening. Op deze manier is er minder
conservatisme aanwezig in de oplossing vergeleken met de oplossing bekomen door
de totale eindige-elementenmethode door te rekenen met intervalrekening. De reken-
intensiteit van deze hybride aanpak is ook beduidend lager dan wanneer de globale
optimalisatie over de totale eindige-elementenmethode uitgevoerd wordt. De voorde-
len van de globale optimalisatie en de rechtlijnige aanpak met intervalrekening worden
dus gecombineerd.
Op deze manier kan de globale optimalisatie gebeuren om het stelsel van lineaire
vergelijkingen in de eindige-elementenmethode te assembleren. Zo wordt een stelsel
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In dit hoofdstuk gaan we dieper in op de problemen die de vaagrekening op basis van
het extensiebeginsel van Zadeh met zich meebrengt. We gaan na of er een mogelijkheid
is om deze klassieke vaagrekening te verbeteren en stellen dan ook een algoritme voor
realtime toepassingen voor dat een aantal van deze problemen aanpakt.
Wanneer ik weet dat ik ongeveer 15 euro op zak heb en ik schenk alles weg aan
een collecte voor de vierde wereld, dan kan ik met zekerheid zeggen dat ik geen geld
meer op zak heb. Ik heb exact 0 euro. Stel dat het vaaggetal ˜A ‘ongeveer 15 euro’
representeert, dan zou er moeten gelden dat: ˜A− ˜A = 0. De vaagrekening gebaseerd
op het extensieprincipe van Zadeh is daar echter niet consistent in. Het resultaat zal
een vaaggetal zijn dat ‘ongeveer 0 euro’ representeert. Mizumoto and Tanaka [40]
hebben bewezen dat niet elk element een inverse heeft ten opzichte van de optelling
of de vermenigvuldiging gebaseerd op het extensieprincipe. Yager [67] heeft deze
eigenschap uitgebreid voor L-vaaggetallen met de klassieke vaagrekening, waarbij L
een tralie is met een kleinste en een grootste element. We gaan dan ook de uitdaging
aan om dit gemis aan inversen en tegengestelden te ontwijken door het voorstellen van
een nieuwe vaagrekening.
3.1 Vaagrekening herdefinie¨ren
3.1.1 Een eerste aanpak
In [11–13, 30, 40, 67] wordt er aangetoond dat de klassieke vaagrekening gebaseerd








Figuur 3.1: Nieuwe vaagoptelling volgens Ma e.a.
element bestaat voor zowel de vaagoptelling als vaagvermenigvuldiging en dat aan de
distributiviteitswet niet voldaan is. Distributiviteit is dus ook een punt van mogelijke
verbetering.
Een eerste stap in de goede richting was het definie¨ren van volgende nieuwe vaag-
rekening, die eerder door Ma e.a. [37] in 1999 op een andere manier benaderd werd.
De som ˜A⊕ ˜B en het product ˜A⊙ ˜B van twee vaaggtallen ˜A en ˜B wordt gedefinieerd als
volgt:
• ˜C = ˜A⊕ ˜B⇔ (∀x ∈ R)(µ
˜C(x) = max(µ ˜A(x−b),µ ˜B(x−a)))
• ˜C = ˜A⊙ ˜B⇔ (∀x ∈ R)(µ
˜C(x) = max(µ ˜A(x+a−ab),µ ˜B(x+b−ab)))
voor ˜A, ˜B ∈ FN en µ
˜A(a) = 1 en µ ˜B(b) = 1.
De som van twee vaaggetallen ˜A en ˜B (zie Figuur 3.1) bekomen we intuı¨tief als
volgt: veronderstel dat a en b de modale waarden zijn van respectievelijk ˜A en ˜B. Dan
verschuiven we ˜A en ˜B over de horizontale as over een afstand b respectievelijk a en zo
bekomen we ˜A′ en ˜B′. Daaruit volgt dat de modale waarden van zowel ˜A′ als ˜B′ gelijk
zijn aan a+b. De nieuwe som ˜C = ˜A⊕ ˜B is dan het vaaggetal met lidmaatschapsgraad
voor x ∈ R het maximum van de twee lidmaatschapsgraden van x voor ˜A′ en ˜B′. Een
gelijkaardige constructie wordt toegepast voor de vermenigvuldiging van vaaggetallen.
Men bewijst eenvoudig dat deze optelling en vermenigvuldiging voldoen aan de
associativiteit, de commutativiteit en dat er een neutraal element bestaat voor beide
bewerkingen. In [37] wordt de distributiviteit bewezen. Dus deze vaagrekening is al
een stap in de goede richting; we hebben reeds een extra eigenschap ten opzichte van de
klassieke vaagrekening gebaseerd op het extensieprincipe van Zadeh. Jammer genoeg
ontbreekt nog steeds een zeer belangrijke eigenschap: tegengestelden voor de optelling
en inversen voor de vermenigvuldiging bestaan nog steeds niet.
Veronderstel bijvoorbeeld dat we een vaaggetal ˜B, het tegengestelde van een vaag-
getal ˜A, zoeken:
˜A⊕ ˜B = 0 ⇔ (∀x ∈ R)(max(µ
˜A(x−b),µ ˜B(x−a)) = 0)
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⇔ (∀x ∈ R)(µ
˜A(x−b) = 0en µ ˜B(x−a) = 0).
Deze voorwaarde kan niet voldaan worden aangezien er geen ree¨el getal b, de modale
waarde van ˜B, bestaat zo dat µ
˜A(x−b) = 0 voor alle x ∈ R.
Het voordeel van onze innovatie is dus gering. We hebben alleen de distributiviteit
als extra eigenschap van de voorgestelde nieuwe vaagrekening. Dit is echter onvol-
doende om de klassieke vaagrekening op basis van het extensieprincipe te vervangen.
3.1.2 Een veldstructuur voor vaaggetallen?
Wanneer we de vaagrekening opnieuw willen definie¨ren, dan is een belangrijke eis
dat het rekenen met scherpe ree¨le getallen wordt uitgebreid aangezien scherpe getallen
ook kunnen voorgesteld worden door middel van vaaggetallen. Immers, met elk scherp
getal a ∈ R correspondeert er een vaaggetal a˜ ∈ FN gegeven door, voor alle x ∈ R:
a˜(x) =
{
1 als x = a
0 anders .
Dus wanneer we de nieuwe optelling noteren als ⊕ en stel a en b twee ree¨le getallen,
dan eisen we dat
a˜⊕ ˜b = a˜+b.
Om aan deze eis te voldoen, vragen we dat de modale waarde van de som van twee
vaaggetallen ˜A en ˜B de som van de modale waarden is:
mod( ˜A⊕ ˜B) = mod ˜A+mod ˜B. (3.1)
Als tweede voorwaarde voor een goede vaagrekening eisen we dat de onzekerheid
niet mag verdwijnen wanneer men twee positieve vaaggetallen optelt. Wanneer bij-
voorbeeld iemand weet dat hij exact 70 kilo woog bij zijn laatste medische controle
maar ondertussen een paar kilootjes is bijgekomen, weet hij niet precies hoeveel hij
weegt. Dus de onzekerheid mag niet verdwijnen, het is wel toegestaan dat ze vermin-
dert. We eisen hier a priori niet hetzelfde in het geval e´e´n of beide vaaggetallen een
negatieve modale waarde heeft om het vinden van tegengestelden niet te hypotheke-
ren. Deze twee zwakke voorwaarden voor een nieuwe vaagrekening zijn in ons opzicht
een absoluut minimum waaraan een vaagrekening moet voldoen. Maar zelfs met deze
zwakke eisen, die natuurlijk voldaan zijn voor de klassieke vaagrekening op basis van
het extensieprincipe, is het onmogelijk om een optelling te definie¨ren die een groep
induceert. We bewijzen dit in het volgende theorema, waarbij de notatie ||suppA|| de
lengte van het interval suppA aanduidt.
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Theorema 3.1 Het is niet mogelijk een optelling ⊕ op FN te definie¨ren die voor alle
˜A, ˜B ∈ FN voldoet aan,
(i) mod( ˜A⊕ ˜B) = mod ˜A+mod ˜B,
(ii) als (mod ˜A≥ 0 en mod ˜B≥ 0) en ( ||supp ˜A||> 0 of ||supp ˜B||> 0)
dan ||supp( ˜A⊕ ˜B)||> 0,
zo dat (FN,⊕) een groep voortbrengt.
Bewijs: Laat ons er vanuit gaan dat (FN,⊕) een groep is. Dan bestaat er een neutraal
element e ∈ FN zodanig dat voor een willekeurig vaaggetal ˜A,
˜A⊕ e = ˜A = e⊕ ˜A.
Uit (i) volgt dat mode = 0. We zien ook dat supp( ˜A⊕ e) = supp( ˜A), in het bijzonder,
||supp( ˜A⊕ e)||= ||supp( ˜A)||. Als we nu voor het willekeurig vaaggetal ˜A, het scherp
getal a > 0 kiezen, dan ||supp(a⊕ e)|| = ||supp(a)|| = 0. Gebruik makend van (ii)
verkrijgen we dat ||supp(e)|| = 0. We concluderen hieruit dat het neutraal element e
gelijk is aan het scherpe getal 0.
Voor elk vaaggetal van de groep (FN,⊕), bestaat er een symmetrisch element:
(∀ ˜A ∈ FN)(∃ ˜B ∈ FN)( ˜A⊕ ˜B = 0 = ˜B⊕ ˜A).
Laat ons voor ˜A een vaaggetal kiezen zo dat mod ˜A ≥ 0 en ||supp ˜A|| > 0. Dan
volgt uit voorwaarde (ii) dat mod ˜B < 0. Bij het vaaggetal ˜B tellen we dan een scherp
positief ree¨el getal c op zo dat mod ˜C≥ 0, waarbij ˜C = ˜B⊕ c˜. Aangezien men duidelijk
ziet dat −˜c het symmetrisch element is van c˜ ten opzichte van ⊕ en gebruik makend
van de associativiteit van ⊕, bekomen we dat
˜C⊕ (−˜c) = ( ˜B⊕ c˜)⊕ (−˜c)
= ˜B⊕ (c˜⊕ (−˜c))
= ˜B⊕ ˜0
= ˜B.
Zo zien we dat
˜A⊕ ( ˜C⊕ (−˜c)) = ˜A⊕ ˜B = ˜0
⇒ ( ˜A⊕ ˜C)⊕ (−˜c) = ˜0 (associativiteit)
⇒ ˜A⊕ ˜C = c˜ (−˜c is het symmetrisch element van c˜ t.o.v. ⊕)
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en dus ||supp( ˜A⊕ ˜C)|| = ||supp c˜|| = 0. Dit is in strijd met (ii). Derhalve vormt
(FN,⊕) geen groep. 2
We kunnen nu analoog dezelfde conclusie trekken voor de vermenigvuldiging.
Theorema 3.2 Het is niet mogelijk een vermenigvuldiging ⊙ op FN te definie¨ren die
voor alle ˜A, ˜B ∈ FN, voldoet aan:
(i) mod( ˜A⊙ ˜B) = mod ˜A ·mod ˜B,
(ii) als (mod ˜A≥ 0 en mod ˜B≥ 0) en ( ||supp ˜A||> 0 of ||supp ˜B||> 0)
dan ||supp( ˜A⊙ ˜B)||> 0,
zo dat (FN,⊙) een groep voortbrengt.
Deze twee theorema’s gecombineerd leiden ons tot volgend besluit:
Gevolg 3.3 Het is niet mogelijk een optelling en een vermenigvuldiging te definie¨ren
op FN die voor alle ˜A, ˜B ∈ FN, voldoen aan:
(i) mod( ˜A⊕ ˜B) = mod ˜A+mod ˜B,
(ii) als (mod ˜A≥ 0 en mod ˜B≥ 0) en ( ||supp ˜A||> 0 of ||supp ˜B||> 0)
dan ||supp( ˜A⊕ ˜B)||> 0,
(iii) mod( ˜A⊙ ˜B) = mod ˜A ·mod ˜B,
(iv) als (mod ˜A≥ 0 en mod ˜B≥ 0) en ( ||supp ˜A||> 0 of ||supp ˜B||> 0)
dan ||supp( ˜A⊙ ˜B)||> 0,
zo dat (FN,⊕,⊙) een veld vormt.
Alle suggesties om de vaagrekening te herdefinie¨ren onder deze zwakke voorwaar-
den, zullen hetzelfde probleem, het ontbreken van symmetrische elementen ten opzich-
te van ⊕ of ⊙ voor elk vaaggetal, ontmoeten.
3.1.3 Een andere aanpak
De eigenlijke oorzaak van het ontbreken van tegengestelden en inversen ligt in het feit
dat de klassieke vaagrekening volledige onafhankelijkheid tussen de argumenten van de
elementaire operaties veronderstelt, waardoor er een overschatting gebeurt. Overschat-
ting van het resultaat is dus een inherent probleem voor de klassieke vaagrekening. Het
exacte resultaat kan echter verkregen worden door optimalisatiemethoden uit te voe-
ren op de uitdrukking voor de verschillende waarden in de drager van de vaaggetallen.
Dit probleem wordt in het volgende voorbeeld geı¨llustreerd voor een veelterm maar is
uiteraard aanwezig bij iedere rationale uitdrukking.
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Figuur 3.2: de directe evaluatie fD(a˜) tegen-
over het eigenlijke vaagresultaat f (a˜)
Figuur 3.3: de evaluatie van de gefactorizeerde
vorm fF (a˜) tegenover het eigenlijke vaagresul-
taat f (a˜)
Figuur 3.4: de evaluatie van de Horner vorm
fH(a˜) tegenover het eigenlijke vaagresultaat
f (a˜)
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Voorbeeld 3.4 Beschouw de rationale uitdrukking f ( ˜A) = ˜A3− 2 ˜A2− 5 ˜A die zal ge-
evalueerd worden voor het triangulaire vaaggetal (1 / 1.5 / 3). Wanneer we deze
uitdrukking evalueren door klassieke vaagrekening onmiddellijk door te voeren, dan
bekomen we het resultaat fD(a˜) in Figuur 3.2. Deze bevat veel meer onzekerheid in
vergelijking met het exacte resultaat f (a˜). Dit werd bekomen met behulp van opti-
malisatietechnieken. Per α-niveau wordt het minimum en maximum van de gegeven
uitdrukking berekend onder de voorwaarde dat de variabele in het α-niveau ligt. Men
kan hiervoor bijvoorbeeld Lagrange optimalisatie gebruiken. We kunnen de polyno-
miale uitdrukking ook ontbinden in factoren, f ( ˜A) = ˜A( ˜A2−2 ˜A−5) dan bekomen we
het resultaat fF(a˜) in Figuur 3.3. Tenslotte kunnen we ook de Horner vorm van de
veelterm f ( ˜A) = (( ˜A−2) ˜A−5) ˜A evalueren waarbij we dan het resultaat fH(a˜) in Fi-
guur 3.4 bekomen. Hier zien we duidelijk dat de vaagrekening meestal leidt naar een
overschatting van het eigenlijke resultaat. De mate van overschatting verschilt naar-
gelang de gebruikte symbolische verwerking van de veelterm. Het eigenlijke resultaat,
berekend met behulp van optimalisatiemethoden, kan niet bekomen worden door vaag-
rekening toe te passen op een bepaalde vorm van de veelterm. Deze overschatting is
bekend in intervalrekening als het afhankelijkheidsprobleem of als de eigenschap van
conservatisme.
De overschatting treedt dus op wanneer een variabele meerdere keren voorkomt
in de expressie. De voorbije jaren is er veel gepubliceerd over de mogelijkheid om
deze overschatting te reduceren [24, 26, 27, 33, 42, 58]. Hier zullen we kort enkele
mogelijkheden aanraken.
• Een eerste, eenvoudige stap om het afhankelijkheidsprobleem in de vermenig-
vuldiging aan te pakken is de nde macht van een vaaggetal speciaal definie¨ren in
plaats van n maal de vermenigvuldiging onafhankelijk toe te passen (zie bijvoor-
beeld [26]).
• Een andere benadering is gebaseerd op de centrale vorm van een intervaluitdruk-
king, voorgesteld door Moore [42] en verder uitgewerkt door Hansen [24]. De
uitdrukking wordt herschreven in een vorm waarbij de centrale punten van de
intervalargumenten een belangrijke rol spelen. Door deze symbolische voorver-
werking van de uitdrukking, wordt gepoogd de lengte van het intervalresultaat
zo klein mogelijk te houden.
Voorbeeld 3.5 Beschouw de veelterm a2−a die gee¨valueerd wordt voor het in-
terval [0.8,1.2]. Wanneer we de veelterm in deze vorm evalueren over dat in-
terval bekomen we [−0.56,0.64]. Het centrale punt van het interval is 1 en we
kunnen de uitdrukking dan herschrijven gebaseerd op dit centrale punt op de
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volgende manier: (x−1)2 + x−1. Wanneer we deze uitdrukking evalueren over
het interval [0.8,1.2], bekomen we [−0.2,0.6].
Een nadeel aan deze methode is dat een beter resultaat alleen kan verzekerd wor-
den als de intervalargumenten voldoende kort zijn. Deze voorwaarde is jammer-
genoeg meestal niet voldaan in realistische toepassingen van de vaagrekening.
• Gebaseerd op een idee van Moore [42] kan een betere omsluiting van het in-
tervalresultaat bekomen worden door opsplitsing van intervallen. Skelboe [58]
implementeerde deze benadering in een praktisch algoritme. Hierbij worden alle
input intervallen Xi, i ∈ {1, . . . ,n} opgesplitst in N subintervalllen van gelijke
lengte. Met deze subintervallen als argumenten wordt er dan apart gerekend,
waarna het resultaat bekomen wordt door de unie te nemen van alle subresulta-
ten. Er gebeurt natuurlijk geen enkele overschatting wanneer N → ∞.
Voorbeeld 3.6 Beschouw opnieuw de veelterm a2 − a die gee¨valueerd wordt
voor het interval [0,2]. Wanneer we deze uitdrukking over dit interval evalueren
bekomen we [−2,4]. Wanneer we echter het interval opsplitsen in 2 subinterval-
len van gelijke lengte, [0,1] en [1,2] en de unie nemen van de bekomen resultaten
voor deze subintervallen, is het resultaat [−1,3]. Verdere opsplitsing zorgt voor
steeds betere omsluiting van het eigenlijke intervalresultaat.
Een nadeel hierbij is dat de rekenkost voor deze methode zeer hoog kan zijn
wanneer een voldoende grote N gekozen wordt.
• Hanss [27] stelde een andere benadering voor, namelijk de algemene transforma-
tiemethode. Deze houdt in dat men de lidmaatschapsfunctie opsplitst in verschil-
lende α-niveaus met eventueel nog een aantal tussenliggende punten wanneer de
rationale uitdrukking niet monotoon is in al zijn argumenten. Men berekent dan
het minimum en maximum per α−niveau van alle mogelijke scherpe resultaten.
Voor deze aanpak stijgt de rekenkost jammergenoeg wel exponentieel met het
aantal α-niveaus.
• Klir [33,34] suggereerde om de afhankelijkheid tussen de argumenten van de va-
ge operaties in rekening te brengen. Wanneer bijvoorbeeld de twee argumenten
gelijk zijn, voegt Klir een gelijkheidsrelatie toe aan de klassieke vaagrekening.
Zijn voorstel doet de complexiteit van de berekening stijgen in vergelijking met
de klassieke vaagrekening gebaseerd op het extensiebeginsel. Maar er wordt veel
minder artificie¨le onzekerheid aan het resultaat toegevoegd. In de volgende sec-
tie baseren we ons op het idee van Klir om realtime bewerkingen uit te voeren
waarbij afhankelijkheden in rekening gebracht worden.
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In het vervolg van dit hoofdstuk behandelen we enkel vaagintervallen met begrens-
de drager en gesloten α-niveaus, die we vanaf nu dan ook simpelweg vaagintervallen
zullen noemen.
3.2 Voorwaardelijke vaagrekening
Om een oplossing te voorzien voor het onnodige precisieverlies wanneer we rekenen
met vaaggrootheden, introduceerde Klir [33, 34] in 1997 voorwaardelijke (of gedwon-
gen, rijke, verwante ...) vaagrekening. Er waren daarop enkele pogingen om deze
theorie zo efficient mogelijk te implementeren. Geen enkele van deze voorstellen kon-
den gebruikt worden in realtime toepassingen. In dit hoofdstuk spitsen we ons dan ook
toe op de implementatie van deze voorwaardelijke vaagrekening voor realtime toepas-
singen.
Rekenen met vaaggrootheden die linguı¨stische waarden, zoals bijvoorbeeld ‘onge-
veer 1 kilogram’ representeren, kan dus problemen veroorzaken. In sommige gevallen
corresponderen de berekeningen niet met onze intuı¨tie. Wanneer we bijvoorbeeld ‘on-
geveer 1 kilogram’ bloem in onze voorraadkast vinden en we gebruiken deze allemaal
(d.i. ‘ongeveer 1 kilo’ ) om onze taart te bakken, dan weten we met zekerheid dat we
geen bloem meer over hebben. Maar in de vaagrekening gebaseerd op het extensiebe-
ginsel hebben we in dat geval dat het verschil van deze twee vaaggrootheden, ‘ongeveer
1 kilogram’ verminderd met ‘ongeveer 1 kilogram’ niet noodzakelijk ‘0 kilogram ’ als
resultaat teruggeeft, maar ‘ongeveer 0 kilogram’. Dus wanneer we bijvoorbeeld weten
dat de twee argumenten in een aftrekking vaaggrootheden zijn die hetzelfde represen-
teren, dan moeten we gebruik maken van die extra informatie om een beter resultaat
te bekomen. In klassieke vaagrekening gaan we ervan uit dat beide argumenten totaal
onafhankelijk zijn van elkaar, op die manier leggen we echter waardevolle informatie
naast ons neer en verliezen precisie.
Klir [33, 34] heeft een oplossing voorgesteld om dit probleem te behandelen en hij
definieerde het concept voorwaardelijke vaagrekening. Hij neemt bijkomende informa-
tie over de twee argumenten op in de operatie. Die bijkomende informatie kan bijvoor-
beeld de gelijkheid zijn zoals in het voorbeeld met de taart of juist een ongelijkheid als
we bijvoorbeeld weten dat het ene argument altijd kleiner is dan het andere. Het kan
bijvoorbeeld ook zijn dat de vaaggrootheden kansen voorstellen die moeten sommeren
tot 1. Al deze informatie kan in rekening gebracht worden in de voorwaardelijke vaag-
rekening van Klir. De gelijkheid is natuurlijk zeer belangrijke informatie die in veel
berekeningen waarin die informatie genegeerd wordt tot overschatting leidt. In inter-
valrekening noemt men deze overschatting conservatisme. In de literatuur wordt er dan
ook vooral aandacht besteed aan die gelijkheidsrelatie tussen de twee argumenten. De
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klassieke aanpak bestaat er dan ook in om de expressie globaal te evalueren met behulp
van optimalisatietechnieken, maar dit kan zeer complex worden en een grote rekentijd
vergen. Navara and ˇZabokrtsky´, [45] stelden dan ook voor om de totale expressie op
te splitsen in irreducibele deelexpressies die dan onafhankelijk van elkaar gee¨valueerd
kunnen worden. Deze methode is dan ook voordeliger in rekentijd. Een nadeel is dat
we nog altijd globaal moeten werken dus eerst wordt de gehele expressie ingelezen om
dan op te splitsen in deelexpressies (wat niet altijd eenvoudig is) die dan apart worden
gee¨valueerd. In realtime toepassingen kan deze benadering dus niet gebruikt worden en
is er geen andere mogelijkheid dan de argumenten van de operaties volledig onafhan-
kelijk van elkaar te behandelen. Dit is duidelijk een nadeel voor realtime toepassingen,
waar resultaten en tussenresultaten onmiddellijk moeten geweten zijn om bijvoorbeeld
het verder verloop van de expressie te laten afhangen van tussenresultaten: wanneer
bijvoorbeeld een tussenresultaat een bepaalde drempelwaarde overschrijdt, moet eerst
een andere operatie doorgevoerd worden op dit tussenresultaat vooraleer de expressie
verder kan gee¨valueerd worden. Daarom hebben we een nieuw realtime algoritme ont-
wikkeld die deze problemen kan omzeilen. Het eindresultaat kan ook vlug berekend
worden aangezien we niet hoeven te wachten tot de gehele expressie ingegeven is.
3.2.1 Gedwongen vaagrekening gedefinieerd door Klir
Klir wou de afhankelijkheden tussen de argumenten gebruiken om de vaagrekening
te verbeteren. Alle beschikbare informatie over de twee argumenten moet aangewend
worden om tot een resultaat te komen. Met het volgende eenvoudige voorbeeld tonen
we aan wat er misloopt in de gewone vaagrekening.
Voorbeeld 3.7 Beschouw de volgende triangulaire vaaggetallen (1 / 3 / 4) en (2 / 5 /
7). We hebben dat ˜Aα = [1+2α,4−α] en ˜Bα = [2+3α,7−2α] voor alle α ∈ [0,1].
Wanneer we nu standaard vaagrekening toepassen bekomen we
( ˜A⊕ ˜B)α = [3+5α,11−3α],
( ˜A⊖ ˜B)α = [−6+4α,2−4α],
( ˜A⊙ ˜B)α = [(1+2α)(2+3α),(4−α)(7−2α)].
Aangezien bij deze bewerkingen de veronderstelde onafhankelijkheid tussen de ar-
gumenten ook geldt, ontmoeten we hier geen problemen. In de volgende bewerkingen
zien we wel precisieverlies:
( ˜A⊖ ˜A)α = [−3+3α,3−3α],
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( ˜B⊘ ˜B)α = [(2+3α)/(7−2α),(7−2α)/(2+3α)].
We verwachten een scherpe 0 en een scherpe 1 voor respectievelijk de aftrekking en de
deling. Dit komt omdat in klassieke vaagrekening ˜A⊖ ˜A gedefinieerd is als ( ˜A⊖ ˜A)α ={
a−b | (a,b) ∈ ˜Aα × ˜Aα
}
.
Om deze situaties te vermijden definieerde Klir [33] de voorwaardelijke vaagreke-
ning. In het vorige voorbeeld wordt dan de aftrekking beı¨nvloed door de gelijkheid
a = b: er wordt een koppel van twee gelijke ree¨le getallen uit ˜Aα genomen in plaats
van een willekeurig koppel, i. e.
( ˜A⊖ ˜A)α =
{




a−b | (a,b) ∈ ˜Aα × ˜Aα en a = b
}
.
In dit geval wordt de gelijkheid als bijkomende voorwaarde aan de vaagaftrekking op-
gedrongen.
Algemeen kan iedere voorwaarde R op ˜A ˜B, waarbij  een willekeurige basisbe-
werking voorstelt, een gewone relatie of vaagrelatie zijn op de verzameling ˜Aα × ˜Bα ,
voor iedere α ∈ [0,1]. De definitie voor de voorwaardelijke vaagrekening is dan:
Definitie 3.8 Beschouw twee vaaggetallen ˜A en ˜B. Stel dat R de afhankelijkheid tussen
de twee argumenten ˜A en ˜B representeert, dan is












a◦b | (a,b) ∈ ( ˜Aα × ˜Bα)∩Rα
}
. (3.3)
Naast de gelijkheid kan men bijvoorbeeld ook een ongelijkheid als bijkomende
informatie gebruiken, wanneer we bijvoorbeeld weten dat de geassocie¨erde basisva-
riabelen van de beide argumenten voldoen aan de ongelijkheid a ≤ b dan wordt de





a ·b | (a,b) ∈ ( ˜Aα × ˜Bα)en a≤ b
}
.
Maar aangezien de gelijkheidsvoorwaarde, aangeduid als de relatie E, veelvul-
dig voorkomt in berekeningen spitsen we daarop onze aandacht (zoals Navara and
ˇZabokrtsky´, [45]).














a−a | a ∈ ˜Aα
}










[a2,a2] als a < 0
[a2,a2] als a > 0







a/a | a ∈ ˜Aα
}
= {1} , (3.7)
(als 0 /∈ ˜Aα voor alle α ∈ ]0,1]).
We kunnen opmerken dat de gelijkheidsvoorwaarde de vaagoptelling niet beı¨n-
vloedt.
Aangezien we bij de klassieke vaagrekening bijkomende voorwaarden opleggen zal
het resultaat een deelverzameling zijn van het klassieke reslutaat. Algemeen geldt:
( ˜A ˜B)R ⊆ ( ˜A ˜B) (3.8)
voor een willekeurige vaagbasisbewerking  en voor de vaaggrootheden ˜A en ˜B, zoals
aangetoond in [33].
3.2.2 Nieuwe benadering voor voorwaardelijke vaagrekening met
de gelijkheid
Het grote voordeel van voorwaardelijke vaagrekening is dat de onzekerheid van het
resultaat niet buitensporig groeit dankzij het gebruik van de extra informatie. Daar-
bij komt natuurlijk wel het feit dat de rekencomplexiteit stijgt (zie bijvoorbeeld [45]).
Want voor de algebraı¨sche expressie S = ˜f (x˜), waarbij x˜ een vector voorstelt met als
componenten vaagintervallen, wordt traditioneel de ondergrens s(α) en de bovengrens
s(α) van het interval Sα berekend voor ieder α−niveau door het volgende optimalisa-
tieprobleem op te lossen:
s(α) = min
{





˜f (x) | x ∈ x˜α
}
.
Navara and ˇZabokrtsky´ [45] verminderen de rekencomplexiteit door de globale ex-
pressie die moet berekend worden op te splitsen in irreducibele delen waartussen geen
afhankelijkheden bestaan. Op die irreducibele delen worden dan optimalisatietechnie-
ken toegepast.
Maar ook bij de optimalisatie voorgesteld in [45] moet de gehele expressie eerst in-
gelezen worden waarna er een voorverwerking plaats vindt om irreducibele deelexpres-
sies te bekomen. Dus voor realtime toepassingen kan deze verbeterde methode voor








Figuur 3.5: Basisprincipe nieuwe benadering
voorwaardelijke vaagrekening dan ook niet gebruikt worden. Daarom hebben we een
nieuwe benadering voorgesteld die voor deze toepassingen wel gebruikt kan worden.
De berekeningen kunnen al gestart worden vooraleer de gehele expressie ingelezen is.
Het basisprincipe voor onze nieuwe benadering (zie Figuur 3.5) bestaat erin om de
twee deelexpressies die de argumenten zijn van de beschouwde bewerking te transfor-
meren aan de hand van de afhankelijkheden tussen hen en vervolgens een klassieke
vaagbewerking uit te voeren op die getransformeerde argumenten. Zo blijft de trans-
formatie van de argumenten en de berekening gescheiden. Op deze manier hoeven we
de bewerkingen voor voorwaardelijke vaagrekening niet te implementeren en wanneer
lange expressies beschouwd worden, zoals bijvoorbeeld, (2 ˜A⊕ ˜B⊖ 3 ˜C⊕ ˜E)⊖ ( ˜A⊖
4 ˜B⊖ ˜C⊖2 ˜D): moeten er geen 4 voorwaardelijke aftrekkingen gebeuren maar het vol-
staat om 3 transformaties door te voeren en dan e´e´n enkele aftrekking te berekenen. Dit
houdt een kleinere berekeningstijd in. Dit zal duidelijker worden in Paragraaf 3.2.4.
Veronderstel dat A, B en C de beschouwde α-niveaus zijn van de vaagintervallen
˜A, ˜B en ˜C respectievelijk. Tabel 3.1 geeft de transformaties weer die nodig zijn in
specifieke gevallen van afhankelijkheden. De optelling wordt hier niet in rekening
gebracht aangezien, zoals eerder vermeld, de optelling niet door gelijkheden beı¨nvloed
wordt.
1. Aftrekking
Stel dat het eerste argument van de aftrekking, voor α ∈ [0,1], (x ˜A⊕ ˜B)α = [k, l]
is en het tweede argument (y ˜A⊕ ˜C)α = [u,v], met x,y ∈R. Wij transformeren de
argumenten dan zoals beschreven in de eerste rij van Tabel 3.1 overeenkomstig
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het geval (x ˜A⊕ ˜B)− (y ˜A⊕ ˜C) waarbij we drie mogelijke voorwaarden voor x en
y beschouwen. Daarna voeren we de standaard vaagaftrekking door op de twee
getransformeerde argumenten. De twee gevallen (x ˜A⊕ ˜B)− (y ˜A⊕ ˜C) waarbij
x ≤ 0 ≤ y of y ≤ 0 ≤ x hoeven geen speciale behandeling, de vaagintervallen
hoeven niet getransformeerd te worden, de klassieke aftrekking voor intervallen
kan immers onmiddellijk toegepast worden.
Voorbeeld 3.9 Voor α ∈ [0,1], stel ˜Aα = [−1+α,2−α], ˜Bα = [1,2−α] en
˜Cα = [α,3−2α]. Stel x= 4 en y= 2 (dus |x| ≥ |y|): [k, l] = [−3+4α,10−5α] en
[u,v] = [−2+ 3α,7− 4α]. Dan, (((4 ˜A⊕ ˜B)− (2 ˜A⊕ ˜C))E)α = [−3+ 4α,10−
5α]− [(−2+3α)− (−2+2α)+(4−2α),(7−4α)− (4−2α)+(−2+2α)] =
[4α − 4,6− 4α] = (2 ˜A⊕ ˜B⊖ ˜C)α . Merk op dat dit het correcte resultaat is en
niet [−10 + 8α,12− 8α], het resultaat bekomen door klassieke vaagrekening
zonder gelijkheden in rekening te brengen.
Voorbeeld 3.10 Voor α ∈ [0,1], stel ˜Aα = [−1+α,2−α], ˜Bα = [1,2−α] en
˜Cα = [α,3− 2α]. Stel x = −3 en y = −4: [k, l] = [−5+ 3α,5− 4α], [u,v] =
[−8+5α,7−6α]. Dan is((
(−3 ˜A+ ˜B)− (−2 ˜A+ ˜C))E)α
= [(−5+3α)− (−6+3α),(5−4α)− (3−3α)]
−[(−8+5α)− (−6+3α),(7−6α)− (3−3α)]
= [−3+3α,4−3α]
= ( ˜A+ ˜B− ˜C)α .
Voorbeeld 3.11 Voor α ∈ [0,1], stel ˜Aα = [−1+α,2−α], ˜Bα = [1,2−α] en
˜Cα = [α,3−2α]. Stel x =−2≤ 0≤ y = 3. Dan is((
(−2 ˜A+ ˜B)− (3 ˜A+ ˜C))E)α
= ([−4+2α,2−2α]+ [1,2+α])− ([−3+3α,6−3α]+ [α,3−2α]
= [−3+2α,4−3α]− [−3+4α,9−5α]
= [−12+7α,7−7α]
= (−5 ˜A+ ˜B− ˜C)α
.
In dit geval kunnen we dus de klassieke vaagrekening onmiddellijk doorvoeren
op de argumenten zonder transformaties.
Het is mogelijk om ook het algemene geval (x ˜A⊕ y ˜B⊕ z ˜C⊕ ...)− (k ˜A⊕ l ˜B⊕
m ˜C⊕ ...) op te lossen met de gevallen beschreven in Tabel 3.1: voor het eerste
3.2 Voorwaardelijke vaagrekening 55
gemeenschappelijke vaaginterval, ˜A, voeren we de transformatie door voor het
overeenkomstige geval waarbij y ˜B⊕ z ˜C⊕ ... en l ˜B⊕m ˜C+ ... als respectievelijk
˜B′ en ˜C′ behandeld worden. Met deze twee nieuwe vaagintervallen wordt het-
zelfde gedaan voor het volgende gemeenschappelijke vaaginterval tot er geen
gemeenschappelijke termen meer voorkomen. Uiteindelijk voeren we dan de
aftrekking door op de laatst bekomen intervallen.
Expressies zoals (( ˜A⊙ ˜B)⊕ ˜C)⊖(( ˜A⊙ ˜B)⊕ ˜D) kunnen ook berekend worden met
voorwaardelijke vaagrekening wanneer de representatie van ˜A⊙ ˜B bijgehouden
wordt. Algoritme 3.2.1 toont hoe de aftrekking geı¨mplementeerd is. Het eerste
deel staat in voor de transformatie van de vaagintervallen indien dit nodig is,
het tweede deel berekent het resultaat en de nieuwe hulpstructuur (zie Paragraaf
3.2.3). De constructors fuzzyInterval1, fuzzyInterval2, ... cree¨ren de nodige
getransformeerde intervallen overeenkomstig Tabel 3.1.
2. Vermenigvuldiging
Voor alle α ∈ [0,1], stel ˜Aα = [a,a] en ( ˜A⊙ ...⊙ ˜A)︸ ︷︷ ︸
x keer
respectievelijk ( ˜A⊙ ...⊙ ˜A)︸ ︷︷ ︸
y keer
zijn het eerste en het tweede argument. Er zijn slechts twee gevallen waarbij er
getransformeerd moet worden:
(a) n = x+ y even en 0 ∈ [a,a];
(b) n = x+ y oneven en 0 ∈ [a,a].
Na de nodige transformaties (zie Tabel 3.1), voeren we de klassieke vermenig-
vuldiging door op de getransformeerde vaagintervallen.
Voorbeeld 3.12 We berekenen, voor α ∈ [0,1], (( ˜A⊙ ˜A)E)α met n = x+ y even




α = [0,(6−2α)2] ·
[1,1] = [0,(6−2α)2].
De gevallen waarbij a > 0 of a < 0, hoeven geen speciale behandeling; met
klassieke vaagbewerkingen bekomen we het correcte resultaat. Merk op dat deze
gevallen ook toepasbaar zijn indien de argumenten het resultaat zijn van vroegere
berekeningen (zoals bijvoorbeeld A = B⊙C⊕D), waarbij dan de α-niveaus van
deze resultaten opgeslaan zijn.
3. Deling
Stel voor alle α ∈ [0,1], ˜Aα = [a,a]. Beschouw de volgende gevallen:
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• x ˜A⊘ y ˜A, bijvoorbeeld 2 ˜A⊘ ˜A, 5 ˜A⊘2 ˜A, ˜A⊘3 ˜A, ...
Transformeer eerst (x ˜A)α tot [xa · xa,xa · xa] en het tweede argument tot
[x · y · (a · a),x · y · (a · a)], deel dan deze twee getransformeerde intervallen
met de klassieke vaagdeling;
• ( ˜A⊙ ...⊙ ˜A)︸ ︷︷ ︸
x keer
⊘( ˜A⊙ ...⊙ ˜A)︸ ︷︷ ︸
y keer
Transformeer de teller tot [ax/ay,ax/ay] wan-
neer (x− y ≥ 0, x− y oneven) of (x− y ≥ 0, x− y even, a > 0) of (x−
y ≤ 0, x− y even, a < 0) of tot [ax/ay,ax/ay] wanneer (x− y ≤ 0, x−
y oneven) of (x−y≤ 0, x−y even, a> 0) of (x−y≥ 0, x−y even, a< 0).
Het tweede argument wordt getransformeerd tot [1,1]. Wanneer 0 ∈ [a,a]
dan is de deling niet gedefinieerd.
Voorbeeld 3.13 Stel ˜Aα = [1+α,4−α], voor willekeurige α ∈ [0,1]. We
willen
((
( ˜A⊙ ˜A)⊘ ˜A)E)α berekenen. We bekomen[
(1+α)2/(1+α)),(4−α)2/(4−α)]/[1,1] = [1+α,4−α] = ˜Aα .
Dit geval kan voor gelijk welke uitdrukking die herhaald wordt in teller en
noemer, gebruikt worden, bijvoorbeeld een expressie als ( ˜C⊙ ˜D)⊕ ˜E.
• ( ˜A⊙ ˜B)⊘ ˜A waarbij ˜B min of meer arbitrair kan gekozen worden. Daarmee
wordt bedoeld dat de representatie van ˜B niet gekend moet zijn. Het vol-
staat dat de representatie (dus de onder- en bovengrenzen voor alle α’s) van
het product ˜A⊙ ˜B gekend is. Stel ( ˜A⊙ ˜B)α = [ab,ab]. De nodige transfor-
maties voor verschillende voorwaarden kan men terugvinden in Tabel 3.1.
Wanneer 0 ∈ [a,a] is de deling niet gedefinieerd.
Voorbeeld 3.14 Stel voor alle α ∈ [0,1], ˜Aα = [1+α,5−2α]. Alhoewel de
α-niveaus van het vaaginterval ˜B niet gekend moeten zijn, is α ˜B = α [1,2−
α] (dit dient als controle op ons resultaat). Het product van ˜A en ˜B is hier
niet langer een trapezoı¨daal vaaginterval en we benaderen hier dit product
aan de hand van 3 α-niveaus: ( ˜A⊙ ˜B)0 = [1,10], ( ˜A⊙ ˜B)0.5 = [1.5,6] en
( ˜A⊙ ˜B)1 = [2,3] We willen ( ˜A⊙ ˜B)⊘ ˜A berekenen. Merk op dat ab > 0 en
a > 0, zodat de uitdrukking ˜A⊙ ˜B getransformeerd wordt tot [ab/a,ab/a]
voor alle α ∈ [0,1]. De α-niveaus (respectievelijk voor 0, 0.5 en 1) van
de getransformeerde uitdrukking ˜A⊙ ˜B zijn dan [1/1,10/5], [1.5/1.5,6/4]
en [2/2,3/3]. Transformeer dan de noemer tot [1,1]. Als we dan de deling
doorvoeren dan bekomen we [1,2], [1,1.5] en [1,1] en dat zijn de α-niveaus














Tabel 3.1: Transformaties per α-niveau in het geval dat de gelijkheid tussen de argumenten in rekening wordt gebracht
Geval Voorwaarden Getransformeerd argument 1 Getransformeerd argument 2
Aftrekking
(x ˜A⊕ ˜B)⊖ (y ˜A⊕ ˜C) x≤ 0≤ y of y≤ 0≤ x [k, l] [u,v]
|x| ≥ |y| [k, l] [u− yA+ yA,v− yA+ yA]
|x|< |y| [k− xA, l− xA] [u− xA,v− xA]
Vermenigvuldiging
( ˜A⊙ ...⊙ ˜A)︸ ︷︷ ︸
x keer
⊙( ˜A⊙ ...⊙ ˜A)︸ ︷︷ ︸
y keer
n = x+ y even en 0 ∈ [a,a] [0,(max(a, |a|)n] [1,1]
n = x+ y oneven en 0 ∈ [a,a] [an,an] [1,1]
Deling
x ˜A⊘ y ˜A [xa · xa,xa · xa] [x · y · (a ·a),x · y · (a ·a)]
( ˜A⊙ ...⊙ ˜A)︸ ︷︷ ︸
x keer
⊘( ˜A⊙ ...⊙ ˜A)︸ ︷︷ ︸
y keer
(x− y≥ 0, x− y oneven) of
(x− y≥ 0, x− y even, a > 0) of [ax−y,ax−y] [1,1]
(x− y≤ 0, x− y even, a < 0)
(x− y≤ 0, x− y oneven) of
(x− y≤ 0, x− y even, a > 0) of [ax−y,ax−y] [1,1]
(x− y≥ 0, x− y even, a < 0)
0 ∈ [a,a] niet gedefinieerd niet gedefinieerd
˜A⊙ ˜B⊘ ˜A ab > 0 en a > 0 [ab/a,ab/a] [1,1]
ab > 0 en a < 0 [ab/a,ab/a] [1,1]
ab < 0 en a > 0 [ab/a,ab/a] [1,1]
ab < 0 en a < 0 [ab/a,ab/a] [1,1]
0 ∈ [ab,ab] en a > 0 [ab/a,ab/a] [1,1]
0 ∈ [ab,ab] en a < 0 [ab/a,ab/a] [1,1]
0 ∈ [a,a] niet gedefinieerd niet gedefinieerd
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Algoritme 3.2.1 Vaagintervallen aftrekken
1: function AFTREKKING(int1,int2) ⊲ int1 (int2) refereert naar het eerste (tweede)
vaaginterval
2: expr1 ← uitdrukking verbonden aan int1
3: expr2 ← uitdrukking verbonden aan int2
4: if niet ledig(gemeen) then ⊲ rij met parameters die int1 en int2 gemeen
hebben
5: for elk element i in gemeen do
6: x ← coefficient van i in exp1
7: y ← coefficient van i in exp2
8: if (x≤0 en 0≤y) of (x≥0 en 0≥y) then
9: newInt1 ← int1
10: newInt2 ← int2
11: else if |x| ≥ |y| then
12: newInt1 ← int1
13: newInt2 ← new fuzzyInterval1(x,y,int1,int2) ⊲ zie Tabel 3.1, [u,v]
correspondeert met int2
14: else
15: newInt1 ← new fuzzyInterval2(x,y,int1,int2)




20: newInt1 ← int1
21: newInt2 ← int2
22: end if
23: newExp←maak nieuwe uitdrukking gebruikmakend van de waarden van exp1
en exp2




Zoals eerder aangehaald, stellen we een algoritme voor om voorwaardelijke vaagre-
kening uit te voeren voor realtime toepassingen. Van zodra een operatie met twee
argumenten ingegeven wordt (dit kan op zijn beurt een argument zijn van een andere
operatie) kan de berekening gestart worden. Dan kunnen tussenresultaten het verde-









*Nieuweresultaten op de stapel











Figuur 3.6: Algemeen schema van ons algoritme
re verloop van de berekeningen bepalen. Figuur 3.6 toont de globale structuur van
ons algoritme. Wanneer het mogelijk is, berekenen we de resultaten met de regels voor
voorwaardelijke vaagrekening. In andere gevallen gebruiken we de klassieke vaagreke-
ning. Op die manier is het uiteindelijke resultaat altijd preciezer dan wanneer klassieke
vaagrekening op de gehele uitdrukking toegepast wordt (zie (3.8)). We zullen hier niet
het gehele algoritme uit de doeken doen maar halen gewoon de belangrijkste of de
meest innoverende aspecten aan.
Omzetting van de infix- naar de postfix-notatie: wanneer we een uitdrukking neer-
schrijven dan gebruiken we normaalgezien de infix-notatie, de operatoren staan tussen
de argumenten. In de post-fix-notatie staan de operatoren daarentegen na hun argumen-
ten. Dit heeft belangrijke voordelen: ten eerste zijn er geen haakjes nodig, ten tweede
zijn er geen voorrangsregels meer nodig en tenslotte kan men nagaan of de uitdrukking
volledig in evenwicht is, of er voldoende haakjes, argumenten enzovoort stonden.
Er bestaan twee manieren om een vaaginterval te representeren: discreet of con-
tinu. Bij een discrete representatie maakt men gebruik van verschillende α-niveaus.
Een vaaginterval kan ook continu gerepresenteerd worden aan de hand van polyno-
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men. Wanneer er met de continue representatie gerekend wordt, dan kunnen we het
resultaat exact bepalen maar wel ten koste van rekentijd. Daarenboven leidt de verme-
nigvuldiging en deling van vaagintervallen vaak tot splitsing van de polynomen wat na
een tijd onhoudbaar wordt. In het volgende voorbeeld wordt dit geı¨llustreerd.
Voorbeeld 3.15 Stel dat ˜A gedefinieerd is door (−1 / 3 / 4) en ˜B door (−2 /−1 / 2).
De continue representatie wordt gegeven door resp. ˜Aα = [−1+ 4α,4−α] en ˜Bα =
[−2+α,2−3α], voor alle α ∈ [0,1]. Dan is
( ˜A⊙ ˜B)α =
{
[−8+6α−α2,8−14α +3α2] if α ≤ 2/3,
[−8+6α−α2,−2+11α−12α2] if α ≥ 2/3.
In dit voorbeeld wordt er in twee delen opgesplitst maar wanneer we verder werken
met dit resultaat zal het aantal opsplitsingen zeer snel groeien. Daarom verkiezen we
hier de discrete representatie met het aantal α-niveaus afhankelijk van de gewenste
precisie. Het grootste voordeel is de winst in rekentijd ten opzichte van de continue
representatie.
Wanneer we een voorwaardelijke vaagaftrekking, -vermenigvuldiging of -deling
doorvoeren op vaagintervallen is het noodzakelijk om te kunnen controleren of er
afhankelijkheden bestaan tussen de argumenten, bijvoorbeeld tussen ( ˜A⊙ ˜B)⊕ ˜C en
˜D⊖5 ˜E zijn er geen afhankelijkheden maar tussen ( ˜A⊙ ˜B)⊕ ˜C en ˜B⊖ ˜C wel. Daarom
is er een manier voorzien in ons algoritme om na te gaan of er inderdaad afhankelijkhe-
den zijn tussen de argumenten. Wanneer het resultaat enkel door middel van de discrete
representatie wordt opgeslaan, dus door ree¨le getallen, kunnen we die afhankelijkheden
niet nagaan.
Daarom slaan we bij iedere deeluitdrukking op de stapel een hulpstructuur op. Deze
structuur is een tweedimensionale matrix waarbij de kolommen de invoerparameters
representeren. We leggen de structuur uit aan de hand van de volgende voorbeelden:
Voorbeeld 3.16 Beschouw hier 4 invoerparameters ˜A, ˜B, ˜C en ˜D. De hulpstructuur
van ˜A⊕ ˜B2 wordt dan
1 ˜A ˜B ˜C ˜D
˜A ˜B
De eerste kolom bevat de delen van de ˜A⊕ ˜B2 met graad 1, hier is dit ˜A. De andere
kolommen representeren een parameter ( ˜A, ..., ˜D). De originele uitdrukking kan terug
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gevonden worden door ieder element met zijn corresponderende kolomparameter te
vermenigvuldigen en al die producten te sommeren. Hier betekent dit dat we ˜A met
1 moeten vermenigvuldigen en ˜B met ˜B. Door dit te sommeren reconstrueren we de
originele uitdrukking ˜A⊕ ˜B⊙ ˜B.
Voorbeeld 3.17 De uitdrukking ˜A2⊕3 ˜B2⊙ ˜C⊙ ˜A wordt voorgesteld door
1 ˜A ˜B ˜C ˜D
˜A ˜B⊙ ˜C⊙ ˜A ˜B2⊙ ˜A
˜B2⊙ ˜C
Deze uitdrukking kunnen we terug reconstrueren door ( ˜A⊙ ˜A)⊕ ( ˜A⊙ ˜B2⊙ ˜C) (kolom
˜A) ⊕ ˜B⊙ ˜B⊙ ˜C⊙ ˜A (kolom ˜B) ⊕ ˜C⊙ ˜B2⊙ ˜A (kolom ˜C) = ˜A2⊕3 ˜B2⊙ ˜C⊙ ˜A.
Voorbeeld 3.18 De uitdrukking ˜A2⊖ ˜B2⊙ ˜C⊙ ˜A wordt voorgesteld door
1 ˜A ˜B ˜C ˜D
˜A −1/3 ˜B⊙ ˜C⊙ ˜A −1/3 ˜B2⊙ ˜A
−1/3 ˜B2⊙ ˜C
Hier moeten we dus ook rekening houden met de ree¨le coe¨fficie¨nten. Daarom delen we
de coe¨fficie¨nt van − ˜B2⊙ ˜C⊙ ˜A door het aantal parameters in deze term, dit is 3: ˜A,
˜B en ˜C. Die coe¨fficie¨nten zijn bijvoorbeeld belangrijk wanneer we (5 ˜A⊕ 7 ˜D⊖ 3 ˜C)⊖
(−2 ˜A⊖3 ˜C⊕ ˜D⊕ ˜F) willen berekenen.




Stel dat ˜A = (−1 / 0 / 1 / 2), ˜B = (1 / 1 / 2), ˜C = (0 / 1 / 3), ˜D = (1 / 1 / 2 / 2) en
˜E = (2 / 2 / 2) de invoerparameters zijn. De continue representaties voor de invoer-
parameters zijn ˜Aα = [−1+α,2−α], ˜Bα = [1,2−α], ˜Cα = [α,3− 2α], ˜Dα = [1,2]
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en ˜Eα = [2,2], voor alle α ∈ [0,1]. Hier zullen we het resultaat benaderen met 3 α-
niveaus: 0, 0.5 en 1. Dit betekent dat we de onder- en bovengrenzen van deze drie
α-niveaus opslaan: we schrijven [(a,b,c),(d,e, f )] waar a, b en c de ondergrenzen zijn
van de corresponderende α-niveaus en d, e en f de bovengrenzen. Hier willen we dan
de uitdrukking (2 ˜A+ ˜B−3 ˜C+ ˜E)− ( ˜A−4 ˜B− ˜C−2 ˜D) berekenen.
Infix to postfix:
De uitdrukking wordt na omzetting naar postfix-notatie: 2 ˜A⊙ ˜B⊕ 3 ˜C⊙⊖ ˜E⊕ ˜A4 ˜B⊙
⊖ ˜C⊖2 ˜D⊙⊖⊖.
Processing:
Ondertussen start het eigenlijke algoritme voor voorwaardelijke vaagrekening van het
moment dat het twee argumenten en een bewerking ontvangt. Hier is dit 2, ˜A, en
⊙. De constante 2 wordt opgeslaan als het vaaginterval met discrete representatie
[(2,2,2), (2,2,2)] op de stapel, en ˜A als [(−1,−0.5,0), (2,1.5,1)]. Wanneer ⊙ aan-
komt op de stapel, worden deze twee waarden van de stapel gehaald en vermenigvul-
digd. Dit tussenresultaat wordt dan op de stapel geplaatst. Daarna komt ˜B aan op de
stapel en wanneer ⊕ aankomt, berekent het algoritme 2 ˜A⊕ ˜B en plaatst het resultaat
[(−1,0,1), (6,4.5,3)] op de stapel. Na de tweede optelling is 2 ˜A⊕ ˜B⊖3 ˜C⊕ ˜E het eni-
ge element op de stapel, opgeslaan als [(−8,−4,0), (8,5,2)]. Het tweede deel ˜A4 ˜B⊙
− ˜C−2 ˜D⊙− wordt op dezelfde manier berekend en opgeslaan als [(−16,−12.5,−9),
(−4,−5,−6)]. Tot hiertoe is alleen klassieke vaagrekening gebruikt aangezien er nog
geen afhankelijkheden tussen de argumenten waren.
Wanneer de laatste aftrekking ⊖ aankomt, volgen we opnieuw algoritme 3.2.1.
De discrete representatie van 2 ˜A⊕ ˜B⊖ 3 ˜C⊕ ˜E en ˜A⊖ 4 ˜B⊖ ˜C⊖ 2 ˜D staan dus op de
stapel samen met hun hulpstructuur eraan gekoppeld (zie respectievelijk Tabel 3.2 en
Tabel 3.3). De twee argumenten van de beschouwde aftrekking hebben 3 parame-
ters gemeen. Dit wordt aangeduid in de rij ‘gemeen’(zie Algoritme 3.2.1, lijn 4 en
5). De ‘for’-lus zal dus drie maal doorlopen worden. De eerste gemeenschappelij-
ke parameter is ˜A (2 ˜A in het eerste argument en ˜A in het tweede), dus er is voldaan
aan |x| ≥ |y|. Overeenkomstig Tabel 3.1 is er geen transformatie nodig van het eer-
ste argument (2 ˜A⊕ ˜B⊖3 ˜C⊕ ˜E)α = [(−8,−4,0), (8,5,2)]. Het tweede interval wordt
getransformeerd tot [(−13,−10.5,−8), (−7,−7,−7)]. De tweede gemeenschappe-
lijke parameter is ˜B ( ˜B en −4 ˜B) waarbij dus x ≥ 0 ≥ y zodat beide argumenten niet
getransformeerd hoeven te worden. Tenslotte is ˜C (−3 ˜C en − ˜C) de laatste gemeen-
schappelijke parameter. Hier is dan |x| ≥ |y|. Dan blijft opnieuw het eerste argu-
ment onveranderd en het tweede wordt [(−10,−9,−8), (−10,−8.5,−7)]. Nu is de
volledige transformatie doorgevoerd en kunnen we met de klassieke vaagaftrekking
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Tabel 3.2: Hulpstructuur argument 1
1 ˜A ˜B ˜C ˜D ˜E
2 1 −3 0 1
Tabel 3.3: Hulpstructuur argument 2
1 ˜A ˜B ˜C ˜D ˜E
1 −4 −1 −2 0
het resultaat berekenen: [(−8,−4,0),(8,5,2)]− [(−10,−9,−8),(−10,−8.5,−7)] =
[(2,4.5,7),(18,14,10)]. Aan dit resultaat hechten we dan ook een hulpstructuur (zie
Tabel 3.4) vast. Dit is het correcte resultaat en niet [(−4,1,6),(24,17.5,11)] wat we
zouden bekomen met de klassieke vaagrekening. Merk ook op dat dit voorbeeld mooi
illustreert dat het splitsen van transformatie en berekening zeer voordelig is zoals aan-
gehaald in Paragraaf 3.2.2.
Tabel 3.4: Hulpstructuur resultaat
1 ˜A ˜B ˜C ˜D ˜E
1 5 −2 2 1
Hoofdstuk 4
Het oplossen van systemen
van lineaire
vaagvergelijkingen
In vele toepassingen moeten er stelsels van lineaire vergelijkingen opgelost worden.
Ook in de eindige-elementenmethode wordt bijvoorbeeld een systeem van lineaire ver-
gelijkingen geassembleerd dat dan dient opgelost te worden. In vele toepassingen ont-
moeten we ook onzekerheid. Dus is er noodzaak aan oplossingsmethoden voor syste-
men van lineaire vaagvergelijkingen. In het vorige hoofdstuk werd aangetoond dat de
vaagrekening niet kan ontsnappen aan bepaalde nadelen. Zo zijn er geen tegengestel-
den of inversen voor de optelling en vermenigvuldiging. Met dit gemis moet er verder
gewerkt worden.
Door dit gemis aan tegengestelden en inversen bestaat er geen algemene methode
om vaagvergelijkingen op te lossen. Bijvoorbeeld als a˜ en ˜b vaaggetallen zijn dan
bestaat er geen algemene werkwijze om de vergelijking:
a˜⊙ x˜ = ˜b
op te lossen. Dit komt omdat we x˜ niet kunnen isoleren uit de vergelijking door beide
leden van de vergelijking te vermenigvuldigen met de inverse van a˜. In dit hoofd-
stuk gaan we op zoek naar een methode om oplossingen te vinden voor systemen van
lineaire vaagvergelijkingen
˜A⊙ x˜ = ˜b
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waarbij ˜b een vector van vaaggetallen bi (i ∈ {1, . . . ,n}) is en de coe¨fficie¨nten van de
matrix ˜A vaaggetallen a˜i j (i, j ∈ {1, . . . ,n}) zijn.
Voor systemen van lineaire vaagvergelijkingen zijn er geen echte algemene oplos-
singstechnieken ontwikkeld. Het probleem om een stelsel van lineaire vaagvergelijkin-
gen op te lossen kan getransformeerd worden naar een equivalent probleem waarbij een
stelsel van vernestelde lineaire intervalvergelijkingen opgelost wordt. Zoals verder nog
zal aangehaald worden bestaan er niet echt praktische methoden voor een numerieke
oplossing van stelsels met lineaire intervalvergelijkingen. Alleen voor speciale geval-
len waarbij dan nog eens het aantal intervalvergelijkingen beperkt is bestaan er derge-
lijke methodes [49]. Een speciaal type van systemen van lineaire vaagvergelijkingen,
waarbij de coe¨fficie¨ntenmatrix ree¨le coe¨fficie¨nten heeft, is door Friedman e.a. [16], Ma
e.a. [38] en Allahviranloo [4–6] onderzocht. Friedman e.a. [16] gebruiken de inbed-
dingsmethode voorgesteld door Wu e.a. [66]. Ma e.a. [38] baseren zich op het werk
van Friedman e.a. [16] om een oplossing te ontwikkelen voor een stelsel van de vorm
˜A1x˜ = ˜A2x˜+ ˜b. Allahviranloo [4–6] gebruikt de iteratieve Jacobi en Gauss-Seidel me-
thode, de Adomian methode en de ‘successive overrelaxation’ methode. Rao e.a. [55]
ontwikkelden een numerieke methode om stelsels op te lossen voor ingenieurstoepas-
singen maar dan wel onder de voorwaarde dat de drager van de onzekere parameters
ofwel volledig in het negatieve domein ofwel volledig in het positieve domein gelegen
zijn. Daarbij komt nog dat de oplossing van Rao op zoek gaat naar de algebraı¨sche
oplossing die in veel gevallen niet bestaat. Buckley e.a. besluiten in [7] dat de alge-
braı¨sche oplossing gebaseerd op de vaagrekening door middel van het extensiebeginsel
van Zadeh achterwege gelaten moet worden aangezien die oplossing moeilijk te bepa-
len is en in de meeste gevallen niet eens bestaat. Zij stellen dan ook een alternatieve
oplossing voor. Muzzioli e.a. [44] gebruiken deze oplossing dan ook om stelsels van
de vorm ˜A1x˜+ ˜b1 = ˜A2x˜+ ˜b2 op te lossen aan de hand van niet-lineaire programme-
ring. Abramovich e.a. [1] beschouwen een systeem van lineaire vaagvergelijkingen
waarbij de vaaggetallen van het LL-type (zie Definitie 1.26) zijn. Ze herleiden het op-
lossen van lineaire vaagvergelijkingen naar een niet-lineair programmeringsprobleem,
m.a.w. naar een optimaliseringsprobleem onder bepaalde voorwaarden. Een algemene
oplossingsmethode voor het bekomen niet-lineair programmeringsprobleem wordt er
jammer genoeg niet aangereikt.
In dit hoofdstuk beschrijven we dan ook onze zoektocht naar oplossingen voor
systemen van lineaire vaagvergelijkingen.
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4.1 Mogelijke oplossingen voor stelsels van lineaire in-
tervalvergelijkingen
Een vaaggetal kan zoals beschreven in Hoofdstuk 1 beschouwd worden als een verza-
meling genestelde intervallen voor ieder beschouwd α-niveau. Daarom kan een stelsel
van lineaire vaagvergelijkingen ontbonden worden tot stelsels van lineaire intervalver-
gelijkingen. Hier gaan wij dan ook dieper in op het oplossen van stelsels van lineaire
intervalvergelijkingen.
Beschouw een stelsel van lineaire intervalvergelijkingen van de vorm:
[A][x] = [b]
waarbij de elementen [ai j] voor i, j ∈ {1, . . .n} van de matrix [A] en de elementen [bi]












De meest voor de hand liggende oplossing is de algebraı¨sche oplossing. Hierbij wordt
een intervalvector [x] gezocht zo dat wanneer we [x] terug in het stelsel brengen gebruik
makend van de intervalrekening de gelijkheid voldaan is. Jammer genoeg bestaat deze
oplossing vaak niet. Meestal wordt in de literatuur (bijvoorbeeld [17, 25, 46, 50, 52])
de gelijkheid tussen het linker- en het rechterlid van het stelsel genegeerd en wordt het
stelsel beschouwd als een verzameling van (gewone) stelsels van lineaire vergelijkin-
gen waarbij de coe¨fficie¨nten van het stelsel tot de intervalmatrix [A] en de intervalvector
[b] behoren. Deze oplossing wordt daarom de ‘gezamenlijke oplossingenverzameling’
genoemd (Engels: united solution set (USS)). Ook in dit proefschrift is deze oplossing
van groot belang. De ‘gezamenlijke oplossingenverzameling’ (zie Figuur 4.1) is de
verzameling van alle scherpe vectoren x die voldoen aan het stelsel Ax = b waarbij A
bevat is in de intervalmatrix [A] en b in de intervalvector [b]:
[x]∃∃ = {x ∈ Rn|(∃A ∈ [A])(∃b ∈ [b])(Ax = b)}= {x ∈ Rn|[A]x∩ [b] 6= /0} (4.1)
waarbij
A ∈ [A]⇔ (∀(i, j) ∈ {1,2, . . . ,n}2)(ai j ∈ [ai j]). (4.2)
en
b ∈ [b]⇔ (∀k ∈ {1,2, . . . ,n})(bk ∈ [bk]). (4.3)
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[b]
Figuur 4.1: De ‘gezamenlijke oplossingenverzameling’ (USS)
[b]
Figuur 4.2: De ‘toelaatbare oplossingenverzameling’ (TSS)
[b]
Figuur 4.3: De ‘controleerbare oplossingenverzameling’ (CSS)
4.2 De klassieke oplossing 69
Bij de USS beschouwt men de oplossingen van alle mogelijke combinaties van
een scherpe matrix A ∈ [A] en een scherpe vector b ∈ [b]. Als de algebraı¨sche oplos-
sing bestaat dan is deze bevat in de ‘gezamenlijke oplossingenverzameling’. Andere
deelverzamelingen van de ‘gezamenlijke oplossingenverzameling’ zijn de ‘toelaatbare
oplossingenverzameling’ (Engels: tolerable solution set (TSS)) en de ‘controleerba-
re oplossingenverzameling’ (Engels: controllable solution set (CSS)). De ‘toelaatbare
oplossingenverzameling’ is de verzameling vectoren x ∈ Rn zo dat voor om het even
welke waarde van de intervalmatrix [A], de output [A]x in het toelaatbare gebied van
[b] bevat is:
[x]∀∃ = {x ∈ Rn|(∀A ∈ [A])(∃b ∈ [b])(Ax = b)}= {x ∈ Rn|[A]x⊆ [b]} (4.4)
De ‘controleerbare oplossingenverzameling’ is de verzameling van vectoren x∈Rn
zo dat de intervalvector [b] bevat is in de output [A]x.
[x]∃∀ = {x ∈ Rn|(∀b ∈ [b])(∃A ∈ [A])(Ax = b)}= {x ∈ Rn|[A]x⊇ [b]} (4.5)
De ‘gezamenlijke oplossingenverzameling’ is in het algemeen een niet-convex veelhoe-
kig gebied, dat samenhangend en begrensd is als de intervalmatrix regulier is, dus als
iedere A ∈ [A] regulier is (zie [35]). Om gemakkelijker dit gebied te beschrijven wordt
meestal gebruik gemaakt van de vector gevormd door de grenzen van de coo¨rdinaten
van de ‘gezamenlijke oplossingenverzameling’. Dit wordt dan de oplossingenomhul-
lende (solution hull) genoemd:
hull([x]∃∃) = [inf[x]∃∃,sup[x]∃∃]. (4.6)
Hier wordt dus het infimum en supremum van iedere component in de oplossingen-
verzameling genomen. In [49] stelt Neumaier numerieke methoden voor om de oplos-
sing van stelsels van intervalvergelijkingen te bepalen. Daarbij worden echter speciale
voorwaarden opgelegd aan de stelsels en het aantal intervalvergelijkingen moet beperkt
blijven.
4.2 De klassieke oplossing voor een stelsel van lineaire
vaagvergelijkingen
We beschouwen nu een stelsel van lineaire vaagvergelijkingen van de vorm:
˜A⊙ x˜ = ˜b. (4.7)
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Gelijkaardig als voor stelsels van lineaire vergelijkingen met ree¨le coe¨fficie¨nten noteert
men dit stelsel ook zonder expliciet de vaagvermenigvuldiging van een matrix van
vaaggetallen en een vector van vaaggetallen te vermelden:
˜Ax˜ = ˜b. (4.8)
De klassieke oplossing is dan de vector x˜e waarvoor de vergelijkingen in ons sys-
teem voldaan zijn, i.e. waarvoor het linkerlid gelijk is aan het rechterlid:
˜Ax˜e = ˜b.
De oplossing kan gevonden worden door de equivalentie van de vaagrekening met
intervalrekening over de α-niveaus toe te passen:
∑nj=1[(ai j)α ,(ai j)α ][(x j)α ,(x j)α ] = [(bi)α ,(bi)α ], 0≤ α ≤ 1en 1≤ i≤ n
(x˜e)i(x) = sup{α|x ∈ [(xi)α ,(xi)α ]}, ∀x ∈ R
Voor een n× n stelsel moet er dus voor ieder α-niveau een 2n× 2n stelsel van dit
soort vergelijkingen opgelost worden:
min((a˜11)α (x˜1)α ,(a˜11)α (x˜1)α ,(a˜11)α (x˜1)α ,(a˜11)α (x˜1)α)
+ . . .
+min((a˜1n)α (x˜n)α ,(a˜1n)α (x˜n)α ,(a˜1n)α (x˜n)α ,(a˜1n)α (x˜n)α) = (˜b1)α
max((a˜11)α (x˜1)α ,(a˜11)α (x˜1)α ,(a˜11)α (x˜1)α ,(a˜11)α (x˜1)α)
+ . . .




min((a˜n1)α (x˜1)α ,(a˜n1)α (x˜1)α ,(a˜n1)α (x˜1)α ,(a˜n1)α (x˜1)α)
+ . . .
+min((a˜nn)α (x˜n)α ,(a˜nn)α (x˜n)α ,(a˜nn)α (x˜n)α ,(a˜nn)α (x˜n)α) = (˜bn)α
max((a˜n1)α (x˜1)α ,(a˜n1)α (x˜1)α ,(a˜n1)α (x˜1)α ,(a˜n1)α (x˜1)α)
+ . . .
+max((a˜nn)α (x˜n)α ,(a˜nn)α (x˜n)α ,(a˜nn)α (x˜n)α ,(a˜nn)α (x˜n)α) = (˜bn)α
Dit is moeilijk op te lossen en heel vaak bestaat de exacte oplossing x˜e niet. Buckley
en Qu [7] illustreren dit aan de hand van het volgende voorbeeld:
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Voorbeeld 4.1 Stel ˜A een 2× 2 matrix waarbij a˜11 = (−4 / −2 / 0), a˜12 = −a˜21 =
(1 / 2 / 3), a˜22 is het ree¨el getal 0 en ˜b1 = ˜b2 = (−1 / 0 / 1):{
(−4 /−2 / 0)x1 +(1 / 2 / 3)x2 = (−1 / 0 / 1)
(−3 /−2 /−1)x1 +0x2 = (−1 / 0 / 1)






Uit de laatste twee vergelijkingen concluderen we dat (x˜1)0 < 0 en (x˜1)0 > 0 zo-
danig dat −(x˜1)0 = (x˜1)0 = 13 . De eerste twee vergelijkingen impliceren dan dat
min((x˜2)0,3(x˜2)0) = 13 en max((x˜2)0,3(x˜2)0) =− 13 . Dan is (x˜2)0 = 13 en (x˜2)0 =− 13 ,
wat onmogelijk is. Onze conclusie is dan ook dat intervalrekening geen oplossing biedt
voor dit stelsel.
Deze klassieke oplossing komt dan ook overeen voor elk α-niveau met de algebra-
ische oplossing van stelsels van intervalvergelijkingen. Dit resultaat van Buckley en
Qu is gebaseerd op een eerder resultaat dat de algebraı¨sche oplossing voor stelsels van
lineaire intervalvergelijkingen niet noodzakelijk een interval is (zie [17]). Om deze
redenen zijn wij dan ook op zoek gegaan naar alternatieve oplossingen voor stelsels
van lineaire vaagvergelijkingen. Eerst zullen we de oplossing zoeken aan de hand van
een vaaginverse matrix naar analogie voor scherpe stelsels. Daarna zullen we ook de
oplossing voorgesteld door Buckley and Qu [7] aanhalen. Die alternatieve oplossing
zal dan ook de basis zijn voor de oplossingen voorgesteld in Paragrafen 4.5 en 4.6
4.3 Oplossing gebaseerd op een vaaginverse matrix
In deze paragraaf veronderstellen we dat de matrix gevormd door de modale waarden
van de coe¨fficie¨nten van de matrix ˜A niet-singulier is.
Naar analogie met de oplossing voor (gewone) lineaire vergelijkingen, zoeken we
een soort inverse matrix van ˜A om het systeem op te lossen. Aangezien er in het
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algemeen geen inversen en tegengestelden bestaan voor de vermenigvuldiging en de
optelling, zoeken we een matrix ˜B zo dat ˜B⊙ ˜A = ˜I waarbij ˜I dan een soort vaageen-
heidsmatrix voorstelt: we stellen voorop dat de matrix met modale waarden van ˜I de
eenheidsmatrix I is en dat er zo weinig mogelijk onzekerheid in ˜I aanwezig is, met an-
dere woorden dat de lengte van de dragers zo kort mogelijk is. Voor de matrix ˜B kiezen
we de inverse matrix van de scherpe matrix ˜A1 van modale waarden van de matrix ˜A.
De enige voorwaarde die wij moeten opleggen aan de vaagmatrix ˜A is dat de matrix ˜A1
van modale waarden regulier is.
We noemen dan de matrix ˜B, die dus gelijk is aan de inverse van de matrix gevormd
door de modale waarden van ˜A, de vaaginverse matrix van ˜A en we noteren ˜B als A−1.
Door een scherpe matrix als inverse te nemen, proberen we de onzekerheid in de vaag-
eenheidsmatrix ˜I te minimaliseren zodanig dat ˜I = A−1 ˜A zo dicht mogelijk aanleunt
bij de scherpe eenheidsmatrix I. Door de inverse matrix van de modale waarden te
beschouwen, zijn we zeker dat de modale waarden van de vaageenheidsmatrix ˜I op de
diagonaal gelijk zijn aan 1 en 0 elders (zie Definitie 1.22). Hierdoor verkrijgen we:
A−1 ˜A = ˜I; (4.10)
˜Ax˜ = ˜b; (4.11)
˜Ix˜ = A−1 ˜b. (4.12)
Ons voorstel voor een alternatieve oplossing is dan x˜ = A−1 ˜b, genoteerd als x˜I .
Men ziet onmiddellijk in dat dit een vector van vaaggetallen is.
4.3.1 Vergelijkende studie van x˜I en x˜e
Stelling 4.1 Wanneer de exacte oplossing bestaat, is deze geı¨ncludeerd in de alterna-
tieve oplossing x˜I:
x˜e ⊆ x˜I
Bewijs: Om de inclusie x˜e ⊆ x˜I aan te tonen, moeten we bewijzen dat
x˜e ⊆ x˜I = A−1 ˜b = A−1 ˜Ax˜e = ˜Ix˜e.
Met andere woorden moeten we bewijzen dat x˜e ⊆ ˜Ix˜e, of dat (x˜e)i ⊆ ( ˜Ix˜e)i. Daarom
moeten we voor alle α ∈ ]0,1] bewijzen dat ((x˜e)i)α ⊆ (( ˜Ix˜e)i)α . Rekening houdend
met de equivalentie van vaagrekening met intervalrekening per α-niveau, hebben we
dat (( ˜Ix˜e)i)α = ( ˜Ii1)α((x˜e)1)α + ...+( ˜Iii)α((x˜e)i)α + ...+( ˜Iin)α((x˜e)n)α .
Eerst zullen we bewijzen dat
((x˜e)i)α ⊆ ( ˜Iii)α((x˜e)i)α . (4.13)
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Het α-niveau van een diagonaalelement van de vaageenheidsmatrix ˜I kan gere-
presenteerd worden door [1− a,1+ b] waarbij a ≥ 0 en b ≥ 0. Dus ( ˜Iii)α((x˜e)i)α =
[1−a,1+b].[((x˜e)i)α ,((x˜e)i)α ]. We onderscheiden volgende gevallen:
1. veronderstel dat ((x˜e)i)α ≥ 0
• als a≤ 1 dan is ( ˜Iii)α((x˜e)i)α = [(1−a)((x˜e)i)α ,(1+b)((x˜e)i)α ] en
(1−a)((x˜e)i)α ≤ ((x˜e)i)α ,
(1+b)((x˜e)i)α ≥ ((x˜e)i)α .
• als a≥ 1 dan ( ˜Iii)α((x˜e)i)α = [(1−a)((x˜e)i)α ,(1+b)((x˜e)i)α ] en
(1−a)((x˜e)i)α ≤ 0≤ ((x˜e)i)α ,
(1+b)((x˜e)i)α ≥ ((x˜e)i)α .
2. veronderstel dat ((x˜e)i)α ≤ 0
• als a≤ 1 dan is ( ˜Iii)α((x˜e)i)α = [(1+b)((x˜e)i)α ,(1−a)((x˜e)i)α ] en
(1+b)((x˜e)i)α ≤ ((x˜e)i)α ,
(1−a)((x˜e)i)α ≥ ((x˜e)i)α .
• als a≥ 1 dan is ( ˜Iii)α((x˜e)i)α = [(1+b)((x˜e)i)α ,(1−a)((x˜e)i)α ] en
(1+b)((x˜e)i)α ≤ ((x˜e)i)α ,
((x˜e)i)α ≤ 0≤ (1−a)((x˜e)i)α .
3. veronderstel dat ((x˜e)i)α ≤ 0 and ((x˜e)i)α ≥ 0
• als a≤ 1 dan is ( ˜Iii)α((x˜e)i)α = [(1+b)((x˜e)i)α ,(1+b)((x˜e)i)α ] en
(1+b)((x˜e)i)α ≤ ((x˜e)i)α ,
((x˜e)i)α ≤ (1+b)((x˜e)i)α .
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• als a≥ 1 dan is
( ˜Iii)α((x˜e)i)α = [min((1−a)((x˜e)i)α ,(1+b)((x˜e)i)α),
max((1−a)((x˜e)i)α ,(1+b)((x˜e)i)α)].
We hebben dat
min((1−a)((x˜e)i)α ,(1+b)((x˜e)i)α)≤ (1+b)((x˜e)i)α ≤ ((x˜e)i)α ,
max((1−a)((x˜e)i)α ,(1+b)((x˜e)i)α)≥ (1+b)((x˜e)i)α ≥ ((x˜e)i)α .
Zo hebben we (4.13) bewezen. We zien ook dat de niet-diagonaalelementen van de
vaageenheidsmatrix ˜I vaaggetallen met modale waarde 0 zijn. Een bepaald α-niveau
van deze vaaggetallen met modale waarde 0 kan voorgesteld worden door [−a,b]
waarbij a ≥ 0 en b ≥ 0. Nu bewijzen we aan de hand van gevallenonderzoek dat
( ˜Ii j)α((x˜e) j)α met i 6= j een niet-positieve ondergrens en een niet-negatieve boven-
grens heeft.
1. Als ((x˜e)i)α ≥ 0 dan is




2. Als ((x˜e)i)α ≤ 0 dan is




3. Als ((x˜e)i)α ≤ 0 en ((x˜e)i)α ≥ 0 dan is
[−a,b][((x˜e)i)α ,((x˜e)i)α ]
= [min(b((x˜e)i)α ,−a((x˜e)i)α),max(b((x˜e)i)α ,−a((x˜e)i)α)] met
min(b((x˜e)i)α ,−a((x˜e)i)α)≤ 0;
max(b((x˜e)i)α ,−a((x˜e)i)α)≥ 0.
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Hiermee is bewezen dat ( ˜Ii j)α((x˜e) j)α met i 6= j een niet-positieve ondergrens en een
niet-negatieve bovengrens hebben. (( ˜Ix˜e)i)α is dus het resultaat van de optelling van
niet-positieve ree¨le getallen en ( ˜Iii(x˜e)i)α ; en (( ˜Ix˜e)i)α is het resultaat van de optelling
van niet-negatieve ree¨le getallen en ( ˜Iii(x˜e)i)α . We hebben reeds bewezen (zie (4.13))
dat
((x˜e)i)α ≥ ( ˜Iii(x˜e)i)α
en
((x˜e)i)α ≤ ( ˜Iii(x˜e)i)α .
Daaruit concluderen we dat ((x˜e)i)α ⊆ (( ˜Ix˜e)i)α voor alle α ∈ ]0,1], dus x˜e ⊆ x˜I .
2
Opmerking 4.2 Er bestaan meerdere definities van een vaaggetal en niet in elke de-
finitie wordt er gee¨ist dat de modale waarde uniek is, zoals wij hier wel eisen. Men
kan bijvoorbeeld trapezoı¨dale vaaggetallen beschouwen. Wanneer we onze eis van een
unieke modale waarde weglaten, kunnen we de oplossing gebaseerd op een vaaginverse
matrix nog steeds toepassen door een defuzzificatiemethode te gebruiken. Er bestaan
verschillende defuzzificatiemethoden (zie [36]). De beschouwde defuzzificatiemethode
moet wel voldoen aan het kernselectiecriterium, waarmee bedoeld wordt dat de defuz-
zificatiewaarde een element moet zijn van de kern. De defuzzificatiewaarde, bekomen
door gebruik te maken van de gekozen defuzzificatiemethode die aan het kernselec-
tiecriterium voldoet, kan dan verder beschouwd worden als de nodige unieke modale
waarde in de oplossingsmethode. Men kan bijvoorbeeld de MeOM defuzzificatieme-





waarbij a˜ een vaaggetal is. Deze methode berekent het gemiddelde van alle elementen
in de verzameling van modale waarden. Voor convexe vaagverzamelingen voldoet deze
methode aan het kernselectiecriterium. Van Leekwijck en Kerre [36] bewijzen ook dat
deze defuzzificatiemethode aan heel wat andere criteria voldoet.
4.4 De oplossing x˜B van Buckley en Qu
In deze paragraaf en het vervolg van dit hoofdstuk wordt verondersteld dat de matrix ˜A
regulier is. Hiermee wordt bedoeld dat alle matrices gevormd door elk vaaggetal te ver-
vangen door een willekeurig getal binnen zijn drager niet singulier zijn. In [7] stellen
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Buckley en Qu een alternatieve oplossing voor stelsels van lineaire vaagvergelijkingen
voor.
Hier maken ze gebruik van de notie van een vaagvector.
Definitie 4.3 Stel v˜ een vaagverzameling op Rm, met m ∈ N∗, met lidmaatschapsfunc-
tie v˜ : Rm 7→ [0,1]. We noemen v˜ een vaagvector als
• v˜ is suprasemicontinu;
• de drager en de α-niveaus van v˜ voor 0 < α ≤ 1, zijn compact, boogsamenhan-
gend en enkelvoudig samenhangend;
• ker(v˜) 6= /0.
Men zegt dat een deelverzameling in Rn compact is als deze gesloten en begrensd is en
dat een deelverzameling A in Rn boogsamenhangend is als er voor iedere twee punten
x en y in die verzameling A een continue functie f : [0,1]→ A bestaat zo dat f (0) = x
en f (1) = y (zie [20]). Daarenboven wordt een boogsamenhangende verzameling en-
kelvoudig samenhangend genoemd indien iedere gesloten kromme continu tot e´e´n punt
kan samengetrokken worden (zie [15]). Voor elke α ∈ [0,1] beschouwen we de verza-
meling van vectoren die oplossing zijn van de stelsels gevormd door de vaaggetallen in
het stelsel te vervangen door ree¨le getallen binnen hun α-niveau:
Ω(α) = {x|x ∈ Rn en (∃A = [ai j](n×n) ∈ Rn×n)(∃b = [bk]n×1 ∈ Rn) (4.15)
((∀(i, j,k) ∈ {1,2, ...,n}3)(ai j ∈ (a˜i j)α en bk ∈ (˜bk)α)en Ax = b)}
Dus voor ieder α-niveau, worden alle stelsels van lineaire vergelijkingen die ont-
staan door elk vaaggetal te vervangen door een element van zijn α-niveau, opgelost
en de oplossing wordt toegevoegd aan de verzameling Ω(α). De oplossing van het
stelsel van lineaire vaagvergelijkingen wordt door Buckley en Qu gedefinieerd als de
vaagvector x˜B bepaald door , voor alle x ∈Ω(0):
x˜B(x) = sup{α|α ∈ [0,1] en x ∈Ω(α)}, (4.16)
en voor alle x ∈ Rn \Ω(0) : x˜B(x) = 0.
Buckley en Qu definie¨ren hun oplossing dus als een vaagvector, m.a.w. er wordt
slechts e´e´n lidmaatschapsgraad aan een vector x toegekend. De niet-convexe α-niveaus
van een vaagvector zijn echter dikwijls moeilijk te beschrijven. Daarom wordt meestal
voor elke α ∈ [0,1] de kleinste hyperkubus die Ω(α) omvat gebruikt om het α-niveau
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van de oplossing te beschrijven. Per α-niveau wordt van iedere component de mini-
male en de maximale waarde gezocht voor alle elementen van Ω(α). We voeren een
kleine aanpassing door op de methode van Buckley en Qu. Aangezien we, zoals hier-
boven uitgelegd, toch een hyperkubus per α-niveau zoeken als eindresultaat, opteren
wij ervoor om reeds bij de bepaling van de oplossing componentsgewijs te werken. We
definie¨ren de oplossing dan als een vector x˜B van vaaggetallen bepaald door, voor alle
i ∈ {1,2, . . . ,n} en x ∈ R
(x˜B)i(x) = sup({0}∪{α|α ∈ [0,1]en (∃x ∈Ω(α))(x = xi)}. (4.17)
Nu hebben we dus voor iedere component van onze oplossingsvector een vaaggetal.
De lidmaatschapsfunctie (x˜B)i(xi) drukt dan de mate waartoe xi tot het vaaggetal (x˜B)i
behoort uit, wat dan onafhankelijk is van (x˜B) j en x j voor j 6= i.
4.4.1 Vergelijkende studie van x˜B and x˜I
In deze paragraaf tonen we aan dat de oplossing x˜I gebaseerd op een vaaginverse matrix
een betere benadering is van de algebraı¨sche oplossing dan de oplossing die voorgesteld
werd door Buckley en Qu:
x˜I ⊆ x˜B. (4.18)
Eerst en vooral kunnen we de oplossing x˜I in de volgende vorm schrijven, voor alle
i ∈ {1,2, . . . ,n} en x ∈ R,
(x˜I)i(x) = sup({0}∪{α|(∃x ∈ K(α))(x = xi)}) (4.19)
met
K(α) = {x|x ∈ Rn en (∃b = [bi]n×1 ∈ Rn)((∀i ∈ {1,2, ...,n})
(bi ∈ ( ˜bi)α)en x = A−1b)}. (4.20)
De verzameling Ω(α) daarentegen is de verzameling van de oplossingen van alle
mogelijke stelsels van lineaire vergelijkingen binnen de α-niveaus. Daarom is de ver-
zameling van de oplossingen van de stelsels met als matrix de modale waarden van de
matrix ˜A, een deelverzameling van Ω(α):
K(α)⊆Ω(α). (4.21)
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Daaruit volgt dat x˜I ⊆ x˜B. Hierbij nemen we natuurlijk wel de componentsgewijze
versie van de definitie van de oplossingenverzameling van Buckley en Qu (zie (4.17)).
In [7] wordt er bewezen dat
Ω(α) = (x˜B)α (4.22)
wanneer de oplossing x˜B beschouwd wordt als een vaagvector (zie (4.16)). Daaruit
kunnen we eveneens concluderen dat als we de voorgestelde oplossing x˜I op analoge
wijze als in (4.16) definie¨ren als een vaagvector, we dan eveneens een betere oplossing
bekomen dan Buckley en Qu aangezien K(α)⊆Ω(α) = (x˜B)α .
Hier tonen we nu dat zelfs al bestaat de exacte oplossing van het stelsel van lineaire
vaagvergelijkingen niet, dan nog is onze benaderende oplossing bevat in de oplossing
van Buckley en Qu. Wanneer we onze oplossing terug invoeren in het stelsel en we
berekenen het linkerlid, dan zal het resultaat alleen gelijk zijn aan het rechterlid ˜b als
˜I′ = ˜AA−1 de eenheidsmatrix is. Dit is alleen zo als ˜A een ree¨le matrix is. Algemeen
zal dus ˜Ax˜I niet gelijk zijn aan ˜b. We bekomen de inclusie ˜b ⊆ ˜Ax˜I = ˜AA−1 ˜b = ˜I′ ˜b
door een analoog bewijs als in Stelling 4.1. Verder merken we ook op dat ˜Ax˜I bevat is
in ˜Ax˜B. We weten al dat x˜I ⊆ x˜B, of gelijkwaardig daarmee (x˜I)i(x) ≤ (x˜B)i(x) voor







met op ∈ {⊕,⊙}.
Aangezien matrixvermenigvuldiging bestaat uit optellingen en vermenigvuldigin-
gen, bekomen we de inclusie:
˜Ax˜I ⊆ ˜Ax˜B. (4.23)
Samengevat hebben we volgende inclusies:
˜b⊆ ˜Ax˜I ⊆ ˜Ax˜B. (4.24)
We besluiten dat zelfs wanneer de algebraı¨sche oplossing niet bestaat, ˜Ax˜I dichter
ligt bij ˜b dan ˜Ax˜B. In dat opzicht kan x˜I beschouwd worden als een betere benadering
van de oplossing van het stelsel dan de oplossing van Buckley en Qu.
De voordelen van de oplossing x˜I zullen we nu aantonen met de volgende voor-
beelden.
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Voorbeeld 4.4 In dit voorbeeld beschouwen we het volgende stelsel van lineaire vaag-
vergelijkingen (zie [7] en Voorbeeld 4.1):
{
(−4 /−2 / 0)x1 +(1 / 2 / 3)x2 = (−1 / 0 / 1)
(−3 /−2 /−1)x1 +0x2 = (−1 / 0 / 1)
Zoals aangetoond in Voorbeeld 4.1 bestaat de algebraı¨sche oplossing van dit stelsel
niet. In [44] wordt dit zelfde voorbeeld opgelost volgens de alternatieve oplossing van
Buckley en Qu.































Daarna kunnen we de oplossing x˜I berekenen:
x˜I = A−1 ˜b =
(
(− 12 / 0 / 12 )
(−1 / 0 / 1)
)
.
Wanneer we deze oplossing opnieuw in het stelsel inbrengen, bekomen we:
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Voorbeeld 4.4 toont dat ˜Ax˜I een betere benadering is van ˜b dan ˜Ax˜B. Het volgende
voorbeeld toont dat de algebraı¨sche oplossing wanneer deze bestaat wel degelijk bevat
is in de oplossing x˜I .
Voorbeeld 4.5 Beschouw het volgende stelsel van lineaire vaagvergelijkingen:(
(4 / 5 / 6) (1 / 2 / 3)







(−10 / 5 / 13)
(−8 / 0 / 4)
)
.
Om de algebraı¨sche oplossing te bepalen zetten we ons stelsel om naar stelsels van
intervalvergelijkingen per α-niveau. Hier zullen we alleen de drager en de modale
waarde van de oplossing beschouwen. Met meerdere α-niveaus bekomen we dezelfde















We berekenen ook de drager en de modale waarden van onze oplossing x˜I gebaseerd
op een vaaginverse matrix:
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We merken op dat de algebraı¨sche oplossing bevat is in de voorgestelde oplossing
gebaseerd op de vaaginverse matrix die op zijn beurt bevat is in de oplossing van
Buckley en Qu.
De oplossing met Buckley en Qu, x˜B, is gebaseerd op de ‘gezamenlijke oplossin-
genverzameling’ voor intervalvergelijkingen. Alle mogelijke stelsels gevormd door de
vaaggetallen te vervangen door ree¨le waarden binnen een bepaald α-niveau worden
opgelost en in de verzameling Ω(α) gestopt waarbij dan:
Ω(α) = [x]∃∃
met [x]∃∃ gedefinieerd in (4.1) met [ai j] = (a˜i j)α en [bk] = (˜bk)α voor alle α ∈ [0,1].
De voorgestelde oplossing x˜I is niet gebaseerd op de ‘gezamenlijke oplossingenverza-
meling’. Er wordt een benadering gezocht van de algebraı¨sche oplossing. We hebben
reeds aangetoond dat de oplossing x˜I wel een deelverzameling van de oplossing x˜B
van Buckley en Qu is, dus ook een deelverzameling van de ‘gezamenlijke oplossin-
genverzameling’. Deze deelverzameling is echter niet gebaseerd op de ‘controleerbare
oplossingenverzameling’, de α-niveaus van de oplossing x˜I zijn niet te vergelijken met
de ‘controleerbare oplossingenverzameling’:
[x]∃∀ 6⊆ (x˜I)α (4.25)
(x˜I)α 6⊆ [x]∃∀ (4.26)
voor alle α ∈ [0,1] en waarbij [x]∃∀ gedefinieerd is in (4.5) met [ai j] = (a˜i j)α en [bk] =
(˜bk)α .
De ‘toelaatbare oplossingenverzameling’ is echter altijd bevat in de α-niveaus van
de oplossing x˜I .
Stelling 4.2 Voor alle α ∈ [0,1] geldt:
[x]∀∃ ⊆ (x˜I)α
met [x]∀∃ gedefinieerd in (4.4) met [ai j] = (a˜i j)α en [bk] = (˜bk)α .
Bewijs: Voor een willekeurige x ∈ [x]∀∃, voor willekeurige α ∈ [0,1] geldt dat
( ˜Ax)α ⊆ ˜bα .
Wanneer we beide vectoren van intervallen vermenigvuldigen met de vaaginverse A−1
dan bekomen we:
( ˜Ix)α ⊆ (A−1 ˜b)α .
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Dus voor iedere matrix I element van ˜Iα = (A−1 ˜A)α geldt:
Ix ∈ (A−1 ˜b)α .
Dit geldt dan ook voor de eenheidsmatrix ˜I1, m.a.w. x ∈ (A−1 ˜b)α = (x˜I)α . 2
De ‘toelaatbare oplossingenverzameling’ is wel niet gelijk aan de α-niveaus van de
oplossing x˜I :
(x˜I)α 6⊆ [x]∀∃ (4.27)
Formules (4.26) en (4.27) worden in Voorbeeld 4.6 aangetoond. Formule (4.25) wordt
aangetoond in Voorbeeld 4.7.
Voorbeeld 4.6 In dit voorbeeld beschouwen we opnieuw het stelsel van lineaire vaag-




niet algemeen geldig is. We doen dit aan de hand van een tegenvoorbeeld. Voor een
welbepaalde oplossing x uit de drager van de oplossing x˜I:
supp x˜I = supp{x ∈ R2|(∃b ∈ ˜b)(x = A−1b)}=
 ]− 12 , 12[
]−1,1[
 .
gaan we na of
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Zo zien we dat




x 6∈ [x]∀∃ .
Voorbeeld 4.7 Beschouw het stelsel:(
(−4 /−2 / 0) (1 / 2 / 3)







(−1 / 0 / 1)
(0 / 1 / 2)
)
.





is een element van de ‘controleerbare oplossingenverzame-











]−9,3[]− 152 , 52[
)
.
Zo zien we dat
supp ˜b⊆ supp ˜Ax
en dus
x ∈ [x]∃∀ .







(−1 / 0 / 1)




(−2 /−1 / 0)
(− 52 /−1 / 12 )
)
Zo is formule (4.25) aangetoond.
De voorgestelde methode op basis van de vaaginverse matrix zoekt dus naar een be-
nadering van de algebraı¨sche oplossing. In toepassingen is het daarentegen eerder in-
teressant om alle mogelijke resultaten van stelsels van lineaire vergelijkingen waarbij
de vaaggetallen vervangen zijn door ree¨le coe¨fficie¨nten, te bundelen in een alternatieve
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oplossing. Hierbij werpen we een bredere kijk op stelsels van lineaire vaagvergelijkin-
gen waarbij dan de gelijkheid in het systeem van lineaire vaagvergelijkingen niet meer
geı¨nterpreteerd wordt als een strikte gelijkheid. De alternatieve methode van Buckley
en Qu verdient daarom toch de voorkeur aangezien hierbij rekening gehouden wordt
met alle elementen van de dragers van de vaaggetallen in het stelsel en deze dus geen
benadering van de algebraı¨sche oplossing zoekt.
De methode van Buckley en Qu is eerder een theoretische methode, een nieuwe be-
naderingswijze voor een oplossing voor stelsels van lineaire vaagvergelijkingen, veel-
eer dan een praktisch algoritme. Deze methode steunt op de ‘gezamenlijke oplossin-
genverzameling’ voor stelsels van intervalvergelijkingen per α-niveau. In feite worden
alle scherpe stelsels gevormd door de vaaggetallen te vervangen door ree¨le getallen in
hun drager, e´e´n voor e´e´n opgelost. De oplossing kan bijvoorbeeld gevonden worden
met Gauss-eliminatie. Wanneer deze stelsels onafhankelijk van elkaar worden opge-
lost, zal de berekeningstijd zeer groot zijn. Wanneer we echter gebruik maken van de
verbanden tussen de verschillende stelsels kunnen we een praktisch algoritme opstel-
len. In de volgende paragraaf stellen wij dan ook een praktisch algoritme voor die
de verschillende scherpe stelsels met elkaar verbindt door middel van parametrische
functies.
Opmerking 4.8 De eis van regulariteit van de matrix ˜A, wat neerkomt op de eis dat
alle ree¨le matrices A waarbij alle ai j ∈ supp(a˜i j) regulier zijn, is een zeer logische
eis. Wanneer er een matrix A bestaat die singulier is voor sommige ai j ∈ supp(a˜i j),
dan is de oplossingsvector x˜ veel ingewikkelder. De oplossing van het stelsel corres-
ponderend met deze singuliere matrix kan een vrijheidsgraad bevatten en dus onbe-
grensd zijn. De oplossingenverzameling is dan ook onbegrensd. De kleinste hyper-
kubus rond de oplossing kan dan ook de ganse n-dimensionale ruimte zijn, waardoor
de oplossing geen betekenis meer heeft. In de literatuur rond stelsels van lineaire
intervalvergelijkingen wordt de regulariteit van de intervalmatrix [A] ook altijd ge-
eist en de gevallen waar er een singuliere matrix voorkomt worden niet beschouwd
(zie [2, 3, 17, 22–24, 26, 28, 29, 39, 43, 46–50, 52–54, 56, 57]).
4.5 Oplossing gebaseerd op parametrische functies
In deze paragraaf beschrijven we een praktisch algoritme om stelsel van lineaire vaag-
vergelijkingen op te lossen. De oplossing is de componentsgewijze variant van de al-
ternatieve oplossing van Buckley en Qu waarbij ook nog compensatie toegelaten wordt
tussen verschillende lidmaatschapsgraden. In plaats van alle stelsels gevormd door de
vaaggetallen te vervangen door ree¨le getallen binnen hun dragers op te lossen, bepa-
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len we parametrische functies van de verschillende oplossingen. We bespreken eerst
de methode voor stelsels waar maar e´e´n coe¨fficie¨nt een vaaggetal is, en de rest ree¨le
getallen zijn.
4.5.1 Stelsels met e´e´n vaaggetal als coe¨fficie¨nt
Hier beschouwen we stelsels van lineaire vaagvergelijkingen waarin exact e´e´n coe¨ffi-
cie¨nt een vaaggetal is en de andere coe¨fficie¨nten ree¨le getallen zijn. Zonder de alge-
meenheid te schaden kunnen we aannemen dat de eerste coe¨fficie¨nt op de eerste rij in
˜A een vaaggetal is. Dus we beschouwen hier het volgende stelsel:
a˜11 a12 · · · a1n































waarbij a˜11 een vaaggetal is en ai j ∈ R, voor alle koppels (i, j) ∈ {1, . . . ,n}2 \{(1,1)}
en bk ∈ R, voor alle k ∈ {1, . . . ,n}.
Om de ‘gezamenlijke oplossingenverzameling’ te bekomen, moeten we alle scher-
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voor alle a11 ∈ ]a11,a11[ = supp(a˜11).
Al deze stelsels kunnen opgelost worden met behulp van de regel van Cramer aan-
gezien iedere ree¨le matrix A(a11) voor alle a11 ∈ supp(a˜11) regulier is. Dus we kunnen




















an1 · · · bn · · · ann
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a11 a12 · · · a1n













an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣
.
De determinant van een matrix A wordt hier genoteerd als |A|. Wanneer we de deter-
minanten in de teller en de noemer ontwikkelen langs de eerste rij, kunnen we iedere
component van de oplossing schrijven door middel van 4 parameters c1 j, c2 j, c3 en c4:
x j = f j(a11) = a11c1 j + c2 j
a11c3 + c4
. (4.29)
Iedere oplossing kan dus geschreven worden met gebruik van parametrische func-
ties met a11 als variabele parameter. Merk op dat c1 j en c2 j afhankelijk zijn van j
aangezien de j-de kolom in de determinant van de teller b is. Anderzijds zijn de para-
meters c3 en c4 onafhankelijk van j aangezien de noemer van de componenten van de
oplossing dezelfde is voor iedere j ∈ {1, . . . ,n}.
Dus we stellen de volgende methode voor om (4.28) op te lossen. Eerst berekenen
we de determinanten van de matrices A(a11) en A(a11). Dan halen we de waarden voor
de parameters c3 en c4 uit het volgende stelsel van lineaire vergelijkingen:{
|A(a11)|= a11c3 + c4
|A(a11)|= a11c3 + c4.
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Daarna lossen we de scherpe stelsels
A(a11)x = b, (4.31)
A(a11)x = b, (4.32)
op door middel van bijvoorbeeld Gauss-eliminatie en noteren de oplossingen van (4.31)
en (4.32) als x = (x1, . . . ,xn)T en x = (x1, . . . ,xn)T respectievelijk. Dan bekomen we
voor alle j ∈ {1, . . . ,n} de waarden voor de parameters c1 j en c2 j als de oplossingen
van het volgende stelsel van lineaire vergelijkingen:{
x j|A(a11)|= a11c1 j + c2 j
x j|A(a11)|= a11c1 j + c2 j.
We bekomen c1 j =
x j|A(a11)|− x j|A(a11)|
a11−a11
c2 j = x j|A(a11)|−a11c1 j.
(4.33)
Hiermee kunnen alle mogelijke oplossingen voor het stelsel van lineaire vergelijkingen
A(a11)x = b, voor alle a11 ∈ supp(a˜11) berekend worden via (4.29). We definie¨ren voor
alle j ∈ {1, . . . ,n} het vaaggetal x˜ j als:
x˜ j(x) = sup{a˜11(a11) | a11 ∈ supp(a˜11)en x = f j(a11)}, (4.34)
voor alle x ∈ f j(supp(a˜11)), en
x˜ j(x) = 0,
voor alle x ∈ R\ f j(supp(a˜11)).
Merk op dat f j continu is aangezien de noemer in (4.29) nooit 0 wordt wegens de
regulariteit van de matrix ˜A en dat a˜11 een vaaggetal is. Dan volgt uit Stelling 1.1 van
Nguyen [51] dat (x˜ j)α = f j((a11)α) en dus is x˜ j een vaaggetal.
Merk ook op dat het mogelijk is dat f j(a11) = f j(a′11) voor twee verschillende
a11,a
′
11 ∈ supp(a˜11). Dit gebeurt bijvoorbeeld wanneer a12 = a13 = . . .= a1n = b1 = 0
omdat dan f j(a11) = c1 jc3 , voor alle a11 ∈ supp(a˜11).
Tenslotte definie¨ren we dan x˜P = (x˜1, . . . , x˜n)T en noemen we x˜P de oplossing van
het stelsel (4.28).
Theorema 4.9 De oplossing x˜P bekomen door de hierboven beschreven methode is
gelijk aan de oplossing x˜B bekomen m.b.v. (4.17).
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Bewijs: We bekomen voor het stelsel van lineaire vaagvergelijkingen (4.28):
Ω(α) = {x | x ∈ Rn en (∃a11 ∈ (a˜11)α)(A(a11)x = b)}
= {x | x ∈ Rn en (∃a11 ∈ (a˜11)α)
(∀ j ∈ {1, . . . ,n})(x j = f j(a11))},
en voor alle i ∈ {1, . . . ,n},
(x˜B)i(x) = sup({0}∪{α | α ∈ [0,1]en (∃x ∈Ω(α))(x = xi)})




sup{a˜11(a11) | a11 ∈ supp(a˜11)
en x = fi(a11)},
als (∃a11 ∈ supp(a˜11))(x = fi(a11)),
0, elders.
Dit is duidelijk gelijk aan de oplossing die we bekomen door onze voorgestelde
methode gebaseerd op parametrische functies (zie (4.34)). 2
Wanneer het enige vaaggetal in het stelsel van lineaire vaagvergelijkingen behoort
tot het rechterlid van ons stelsel, bijvoorbeeld wanneer ˜b = (˜b1,b2, . . . ,bn), zien we




x j|A|= b1c1 j + c2 j
x j|A|= b1c1 j + c2 j
oplossen om de waarden voor de parameters c1 j and c2 j voor j ∈ {1, . . . ,n} te vinden.
De functie f j is dan voor alle j ∈ {1, . . . ,n},
f j(b1) = b1c1 j + c2 j|A| ,
en de oplossing x˜P = (x˜1, . . . , x˜n)T wordt bepaald voor alle j ∈ {1, . . . ,n} door
x˜ j(x j) = sup{˜b1(b1) | b1 ∈ supp(˜b1)en x j = f j(b1)},
voor alle x j ∈ f j(supp(˜b1)), en x˜ j(x j) = 0, voor alle x j ∈ R \ f j(supp(˜b1)). Zoals
hiervoor hebben we opnieuw dat x˜P = x˜B.
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Opmerking 4.10 In de praktijk bekijken wij een aantal α-niveaus, om een benadering
van de oplossing te bekomen. Wanneer we p α-niveaus beschouwen (0 ≤ α ≤ 1) dan
delen de grenzen ervan de drager van het vaaggetal op, we hebben dus m = 2p−1 re-
ele getallen die het vaaggetal representeren. Bij de hier voorgestelde methode voor het
oplossen van een stelsel van lineaire vaagvergelijkingen waarbij 1 coe¨fficie¨nt een vaag-
getal is, moeten er 2 lineaire (n×n)-stelsels opgelost worden, 2 (n×n)-determinanten
berekend worden, n evaluaties van (4.33), 1 evaluatie van (4.30) en tenslotte n(m−2)
evaluaties van (4.29) gemaakt worden. Om de rekenkost van deze methode met de
methode van Buckley en Qu te vergelijken, tellen we het geheel van optellingen, aftrek-
kingen, vermenigvuldigingen en delingen. Om een stelsel van lineaire vergelijkingen
op te lossen wordt meestal Gauss-eliminatie en achterwaartse substitutie toegepast.
Voor Gauss-eliminatie gebruiken we (n− i+1)(n− i) aftrekkingen, (n− i) delingen en





(n− i)(2n−2i+3) = 4n
3 +3n2−7n
6 . (4.35)
Voor achterwaartse substitutie worden n− i optellingen en aftrekkingen, (n− i) + 1
vermenigvuldigingen en delingen in de i-de stap toegepast. De rekenkost voor achter-




(2n−2i+1) = n2. (4.36)
De rekenkost om een determinant te berekenen is gelijk aan de rekenkost voor Gauss-
eliminatie en (n−1) vermenigvuldigingen (het product van de diagonaalelementen na




Aangezien de matrix waarvoor we de determinant berekenen dezelfde is voor het stelsel
dat we moeten oplossen, moet de Gauss-eliminatie slechts e´e´nmaal uitgevoerd worden.
Dan kunnen we de totale rekenkost voor de voorgestelde methode berekenen:
1∑ni=1 1 = n, ∑ni=1 i = n(n+1)2 , ∑ni=1 i2 = n(n+1)(2n+1)6
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2 determinanten 4n3+3n2−n−63
van (n×n)-matrices
2 (n×n)-stelsels (achterwaartse substitutie) 2n2
n evaluaties van (4.33) 8n
1 evaluaties van (4.30) 5
n(m−2) evaluaties van (4.29) 5(m−2)n
Totale kost 43 n
3 +3n2− 73 n+5mn+3
De totale rekenkost voor de methode van Buckley en Qu is:
m(4n3 +9n2−7n)
6 (4.38)
aangezien er m (n× n)-stelsels van lineaire vergelijkingen opgelost moeten worden.
Dus voor grote n en m is het duidelijk dat de voorgestelde methode gebaseerd op pa-
rametrische functies veel minder rekenintensief is dan de methode van Buckley en Qu.
Wanneer m en n klein zijn halen we geen voordeel uit deze aanpak. Wanneer m = 3 dan
stellen we alle parametrische functies op maar gebruiken die slechts voor de oplossing
van e´e´n scherp stelsel. Als we een (2× 2)-stelsel beschouwen kunnen we ook geen
voordeel halen uit de aanpak met parametrische functies aangezien (2× 2)-stelsels
zeer gemakkelijk op te lossen zijn. Maar zoals we kunnen zien, levert de aanpak met
parametrische functies een duidelijk voordeel op voor grotere m en n (zie Figuur 4.4).
4.5.2 Stelsel met twee vaaggetallen als coe¨fficie¨nten
In deze paragraaf beschouwen stelsels van lineaire vaagvergelijkingen waarbij twee co-
efficie¨nten vaaggetallen zijn. Hier nemen we zonder de algemeenheid te schaden aan
dat de twee vaaggetallen de eerste twee elementen van de matrix ˜A zijn, dus a˜11 en a˜12
zijn vaaggetallen en ai j ∈ R, voor alle (i, j) ∈ {1, . . . ,n}2 \ {(1,1),(1,2)} en bk ∈ R,
voor alle k ∈ {1, . . . ,n}. We bekijken m.a.w. het volgende stelsel:
a˜11 a˜12 a13 · · · a1n























































Figuur 4.4: Vergelijking van de rekenkost (het totaal aantal basisbewerkingen) van de methode
van Buckley en Qu (grijs) en de voorgestelde methode gebaseerd op parametrische functies (wit)
voor 1 vaaggetal in functie van de dimensie van het stelsel (n) en het aantal tussenliggende punten
in de support (m).
Om de oplossing x˜P van (4.39) te vinden, moeten de oplossingen van de scherpe
stelsels
A(a11,a12)x = b,
berekend worden voor alle (a11,a12) ∈ supp(a˜11)× supp(a˜12), met
A(a11,a12) =

a11 a12 a13 · · · a1n
















an1 an2 an3 . . . ann
 ,
en met x en b gedefinieerd zoals in Paragraaf 4.5.1. In Figuur 4.5 stelt de grijze recht-
hoek de verzameling supp(a˜11)× supp(a˜12) voor.
Als we het tweede vaaggetal a˜i j vastleggen op bijvoorbeeld a12 = a12, dan bekomen
we een stelsel met slechts e´e´n vaaggetal a˜11. Voor dit systeem kunnen we de oplos-
singen op een gelijkaardige manier als in Paragraaf 4.5.1 bepalen. Voor j ∈ {1, . . . ,n},
bekomen we dat
x j = f j(a11) = a11c1 j + c2 j
a11c3 + c4
.









Figuur 4.5: Het oplossen van stelsels met twee vaagcoe¨fficie¨nten.
Zoals beschreven in Paragraaf 4.5.1 kunnen de waarden van de parameters c1 j, c2 j, c3
en c4, voor j ∈ {1, . . . ,n} berekend worden. Voor elke a11 ∈ supp(a˜11) wordt de oplos-
sing van het stelsel A(a11,a12)x = b bekomen door x = ( f1(a11), f2(a11), . . . , fn(a11))T
te berekenen. Op die manier bekomen we de oplossingen voor de punten op de onder-
ste zijde van de rechthoek in Figuur 4.5. Analoog kunnen we het tweede vaaggetal
vastleggen op a12 = a12, dan construeren we een functie f ′j met parameters c′1 j, c′2 j,
c′3 en c
′
4 voor j ∈ {1, . . . ,n} en bekomen we voor alle a11 ∈ supp(a˜11) de oplossin-
gen voor het stelsel A(a11,a12)x = b door x = ( f ′1(a11), . . . , f ′n(a11))T te berekenen.
Dit komt overeen met de oplossingen van de scherpe stelsels corresponderend met de
punten van de bovenste zijde van de rechthoek in Figuur 4.5.
Nu leggen we het eerste vaaggetal a˜11 vast op een arbitraire waarde in zijn drager,
a∗11 ∈ supp(a˜11) en we laten a12 ∈ supp(a˜12) varie¨ren. Zo ontstaat er opnieuw een
systeem met e´e´n vaaggetal, namelijk a˜12.
Op deze manier worden de oplossingen van de scherpe stelsels corresponderend
met de punten van de verticale lijn in Figuur 4.5 bekomen. Gelijkaardig als hiervoor
voor a˜11 bekomen we de oplossing van de stelsels A(a∗11,a12)x = b via




















4 worden daarbij berekend uit het
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stelsel a
∗



































kunnen we de waarden voor die parameters onmiddellijk berekenen. Hierboven werd
er aangetoond dat de oplossingen van de stelsels
A(a∗11,a12)x = b,
A(a∗11,a12)x = b,
gegeven worden door xa∗11 = ( f1(a∗11), . . . , fn(a∗11))T en xa
∗
11 = ( f ′1(a∗11), . . . , f ′n(a∗11))T
respectievelijk. Voor alle j ∈ {1, . . . ,n} verkrijgen we dan de parameters ca∗111 j en c
a∗11
2 j
door volgende stelsels op te lossen:a
∗
11c1 j + c2 j = a12c
a∗11





1 j + c
′
2 j = a12c
a∗11
1 j + c
a∗11
2 j ,





















Alle mogelijke oplossingen van de scherpe stelsels A(a∗11,a12)x = b, voor alle a12 ∈
supp(a˜12) kunnen bekomen worden door (4.40). We introduceren nu voor alle j ∈
{1, . . . ,n} een functie f j : supp(a˜11)× supp(a˜12)→ R als volgt:
voor alle (a11,a12) ∈ supp(a˜11)× supp(a˜12),
f j(a11,a12) =

f j(a11), als a12 = a12,
f ′j(a11), als a12 = a12,
f a11j (a12), anders.
94 Het oplossen van systemen van lineaire vaagvergelijkingen
Dan definie¨ren we voor alle j ∈ {1, . . . ,n} de vaagverzameling (x˜P) j over R door
(x˜P) j(x) = sup{aggr(a˜11(a11), a˜12(a12)) | (a11,a12) ∈ supp(a˜11)× supp(a˜12)
en x = f j(a11,a12)},
(4.43)
voor alle x ∈ f j(supp(a˜11),supp(a˜12)), waarbij aggr een willekeurige idempotente ag-
gregatieoperator is en
x˜ j(x) = 0,
voor alle x ∈ R \ f j(supp(a˜11),supp(a˜12)). Zo bekomen we de oplossingsvector x˜P
van het stelsel (4.39). Hier breiden we dus de oplossing van Buckley en Qu uit door
compensatie tussen de lidmaatschapsgraden toe te laten door gebruik te maken van een
idempotente aggregatieoperator i.p.v. het minimum.
Opmerking 4.11 In (4.43) verwijst aggr naar een willekeurige idempotente aggrega-
tieoperator op [0,1]. We eisen de idempotentie aangezien de lidmaatschapsgraad van
de j-de component van x in (x˜P) j moet gelijk zijn aan α wanneer x j de oplossing
is van een stelsel lineaire vergelijkingen corresponderend met a11 en a12 waarbij de
lidmaatschapsgraad corresponderend met a11 en a12 voor beide vaaggetallen α is.
Dus als x = f j(a11,a12), voor (a11,a12) ∈ supp(a˜11)× supp(a˜12) en a˜11(a11) = α en
a˜12(a12) = α dan moet er gelden dat x˜ j(x) = α .
Theorema 4.12 Als aggr = min dan is de oplossing x˜P bekomen door de voorgestelde
methode gelijk aan de oplossing x˜B bekomen door (4.17).
Bewijs: Voor het stelsel (4.39) geldt dat
Ω(α) = {x | x ∈ Rn en (∃(a11,a12))(a11 ∈ (a˜11)α
en a12 ∈ (a˜12)α en A(a11,a12)x = b)}
= {x | x ∈ Rn en (∃(a11,a12))(a11 ∈ (a˜11)α
en a12 ∈ (a˜12)α
en (∀ j ∈ {1, . . . ,n})(x j = f j(a11,a12)))},
en voor alle i ∈ {1, . . . ,n},
(x˜B)i(x)
= sup({α | α ∈ [0,1]en (∃x ∈Ω(α))(x = xi)}∪{0})
= sup({α | α ∈ [0,1]en (∃(a11,a12))(a11 ∈ (a˜11)α en
a12 ∈ (a˜12)α en x = fi(a11,a12))}∪{0})




en (a11,a12) ∈ supp(a˜11)× supp(a˜12)
en x = fi(a11,a12)},
als (∃(a11,a12) ∈ supp(a˜11)× supp(a˜12))
(x = fi(a11,a12)),
0, anders,
wat gelijk is aan de oplossing x˜P als aggr = min. 2
Opmerking 4.13 Theorema 4.12 toont aan dat als aggr = min de oplossing x˜P over-
eenstemt met de oplossing x˜B van Buckley en Qu. In het geval aggr = min is er
geen sprake van compensatie tussen de verschillende beschouwde lidmaatschapsgra-
den. Wanneer bijvoorbeeld de lidmaatschapsgraad α van a11 in a˜11 laag is en de
lidmaatschapsgraad van de overblijvende elementen ai j in a˜i j hoog zijn voor (i, j) ∈
{1, . . . ,n}2 \ {(1,1)}, dan kan het zijn dat de lidmaatschapsgraad van x in x˜P gelijk
is aan α wanneer x een component is van de oplossing voor het scherpe stelsel cor-
responderend met deze ai j’s. De hoge lidmaatschapsgraden gaan dan verloren. De
lidmaatschapsgraad behorend bij de oplossing is dan dezelfde als in het geval dat alle
lidmaatschapsgraden van ai j gelijk zouden zijn aan α . Omdat in het eerste geval alle
lidmaatschapsgraden hoger zijn dan in het tweede geval kan men verwachten dat de
lidmaatschapsgraad bij de oplossing ook hoger zal zijn dan in het eerste geval. Daarom
raden wij het gebruik van een willekeurige idempotente aggregatieoperator aan zo dat
de lidmaatschapsgraad van de oplossing de lidmaatschapsgraden van de verschillende
coe¨fficie¨nten zou representeren.
Opmerking 4.14 Als het tweede vaaggetal zich in het rechterlid van het stelsel van
lineaire vaagvergelijkingen bevindt, dan kunnen we dezelfde methode hanteren zoals
beschreven op het einde van Paragraaf 4.5.1 nadat de parameters voor het eerste vaag-
getal al berekend zijn. Als beide vaaggetallen zich in het rechterlid van het stelsel be-
vinden dan kunnen we de methode gebruiken beschreven op het einde van Paragraaf
4.5.1 voor beide vaaggetallen.
Lemma 4.15 Beschouw de oplossing x˜P = (x˜1, . . . , x˜n)T gebaseerd op parametrische
functies (zie (4.43)). Dan is voor alle j ∈ {1, . . . ,n}, x˜ j een convexe vaagverzameling,
gegeven dat aggr, a˜11 en a˜12 continu zijn.
Bewijs: De functie f j corresponderend met het stelsel (4.39) is continu als rationale
R2−R functie want door de regulariteit van de matrix ˜A is de determinant in de noemer
steeds verschillend van 0 voor alle (a11,a12) ∈ supp(a˜11)× supp(a˜12).
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Nu bewijzen we dat x˜ j een convexe vaagverzameling is. Daarvoor bewijzen we dat
voor alle α ∈ ]0,1], (x˜ j)α een convexe verzameling is. Stel
Aα
= {(a11,a12) | (a11,a12) ∈ supp(a˜11)× supp(a˜12)en aggr(a˜11(a11), a˜12(a12))≥ α}
en
xLj = inf f j(Aα).
We bewijzen dat xLj ∈ f j(Aα). Eerst tonen we dat Aα een compacte verzameling
is. Aangezien Aα ⊆ supp(a˜11)× supp(a˜12), is de verzameling Aα begrensd. Aan-
gezien [α,1] compact is, is [α,1] gesloten. Door het feit dat aggr, a˜11 en a˜12 conti-
nu zijn, volgt er dat Aα = (aggr◦(a˜11 × a˜12))−1([α,1]), met × het cartesiaans pro-
duct [14], gesloten en dus compact is. Zo is dus xLj = inf f j(Aα) ∈ f j(Aα). Analoog
is xUj = sup f j(Aα) ∈ f j(Aα). Er bestaan dus twee koppels (aL11,aL12) en (aU11,aU12)







12) dat bevat is in Aα . Merk op dat (a˜11)α × (a˜12)α een
deelverzameling is van Aα , aangezien aggr idempotent is en dus aggr ≥ min. Ver-
onderstel dat (aL11,aL12) 6∈ (a˜11)α × (a˜12)α . Dan kan er aangetoond worden dat er een
pad bestaat van (aL11,aL12) tot (a˜11)α × (a˜12)α dat bevat is in Aα . Beschouw het ge-
val dat aL11 < (a˜11)α (de ondergrens van (a˜11)α ) en aL12 < (a˜12)α (de andere gevallen
worden analoog bewezen). Stel α ′ = a˜12(aL12). Dan geldt voor alle a ∈ [aL12,(a˜12)α ]
dat a ≤ mod(a˜12) ∈ (a˜12)α ′ . Omdat (a˜12)α ′ convex is, volgt dat a˜12(a) ≥ α ′, voor
alle a ∈ [aL12,(a˜12)α ]. Omdat aggr stijgend is, volgt er voor alle a ∈ [aL12,(a˜12)α ] dat
(aL11,a) ∈ Aα . Analoog voor alle a′ ∈ [aL11,(a˜11)α ], vinden we dat (a′,(a˜12)α) ∈ Aα .
Dus er bestaat een pad van (aL11,aL12) tot (a˜11)α × (a˜12)α dat bevat is in Aα . Er be-
staat dan ook een pad van (aU11,aU12) tot (a˜11)α × (a˜12)α dat bevat is in Aα . Aangezien
(a˜11)α × (a˜12)α ⊆Aα , volgt er dat er een pad P van (aL11,aL12) tot (aU11,aU12) bestaat dat
bevat is in Aα .
Omdat f j continu is, is f j(P) samenhangend. Gebruikmakend van het feit dat xLj =
f j(aL11,aL12) en xUj = f j(aU11,aU12) bekomen we hiermee dat [xLj ,xUj ] ⊆ f j(P) ⊆ f j(Aα).
Uit inf f j(Aα) = xLj en sup f j(Aα) = xUj volgt er dat f j(Aα) ⊆ f j(P). Dus f j(Aα) =
f j(P) is samenhangend en dus f j(Aα) is convex. 2
Theorema 4.16 Stel dat x˜P = (x˜1, . . . , x˜n)T de oplossing is van een stelsel van lineaire
vaagvergelijkingen gebaseerd op parametrische functies. Voor alle j ∈ {1, . . . ,n} is x˜ j
een vaaggetal, als de volgende drie voorwaarden tegelijk voldaan zijn:
(i) de aggregatieoperator is continu en idempotent ,
(ii) aggr(x1,x2) = 1 ⇐⇒ x1 = x2 = 1 voor alle (x1,x2) ∈ [0,1]2,
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(iii) a˜11 en a˜12 zijn continu.
Bewijs: Uit Lemma 4.15 volgt er dat x˜ j een convexe vaagverzameling is. Aangezien
f j continu is, supp(a˜11) en supp(a˜12) begrensd zijn en x˜ j(x) = 0 voor alle x ∈ R \
f j(supp(a˜11),supp(a˜12)), geldt er dat supp(x˜ j) ⊆ f j(supp(a˜11),supp(a˜12)) begrensd
is.
Als aggr(x1,x2) = 1 ⇐⇒ x1 = x2 = 1 voor alle (x1,x2) ∈ [0,1]2, dan is er exact
e´e´n element x ∈ supp(x˜ j) waarvoor x˜ j(x) = 1, namelijk x = f j(mod(a˜11),mod(a˜12)).
Tenslotte tonen we nog dat x˜ j suprasemicontinu is. Aangezien Aα (de verzame-
ling gedefinieerd in het bewijs van Lemma 4.15) compact is en f j continu is, is f j(Aα)
compact. Eerst tonen we voor alle x∈R aan dat als x˜ j(x) = α , er dan koppels (a11,a12)
elementen van supp(a˜11)× supp(a˜12) bestaan zo dat aggr(a˜11(a11), a˜12(a12)) = α en
x = f j(a11,a12). Stel B = {aggr(a˜11(a11), a˜12(a12)) | (a11,a12) ∈ f−1j ({x})}. Dan is
supB = α . Aangezien f j continu is en {x} een gesloten deelverzameling is van R,
is f−1j ({x}) gesloten. Aangezien f−1j ({x}) ⊆ supp(a˜11)× supp(a˜12), is f−1j ({x}) be-
grensd en dus compact. Aangezien aggr◦(a˜11× a˜12) continu is, volgt er dat supB ∈ B.
Dus er bestaan (a11,a12) ∈ f−1j ({x}) zodanig dat aggr(a˜11(a11), a˜12(a12)) = α . Aan-
gezien voor een willekeurige x ∈ R, x˜ j(x) = α impliceert dat x ∈ f j(Aα) geldt er dat
(x˜ j)α = f j(Aα). Als gevolg is {x | x ∈ Ren x˜ j(x)≥ α} een gesloten deelverzameling
van R, voor alle α ∈ [0,1], zo dat x˜ j suprasemicontinu is. 2
Opmerking 4.17 Hier beschouwen we opnieuw m ree¨le getallen om de vaaggetallen
discreet te representeren. Om de oplossing voor een stelsel van lineaire vaagvergelij-
kingen te bekomen hebben we de oplossing nodig voor stelsels van lineaire vergelij-
kingen corresponderend met m2 koppels in supp(a˜11)× supp(a˜12). Volgens de voorge-
stelde methode beginnen we met tweemaal de parameters te bepalen waarbij slechts
e´e´n vaaggetal beschouwd wordt (om de oplossing te bekomen van de scherpe stelsels
corresponderend met de onderste en bovenste zijde van de rechthoek in Figuur 4.5).
Vervolgens moet er voor elke a∗11 ∈ supp(a˜11) n keer de parameters c1 j en c2 j (daar-
voor moeten er mn evaluaties van (4.42) gebeuren) en de parameters c3 en c4 bepaald
worden (daarvoor moeten er m evaluaties van (4.41) gebeuren). Tenslotte moet er voor
elke (a11,a12) ∈ supp(a˜11)× (supp(a˜12) \ {a12,a12}) de oplossingen voor het corres-
ponderend stelsel bepaald worden, m.a.w. nm(m−2) evaluaties van (4.40).
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2 keer de methode voor 1 vaaggetal 2∗ ( 43 n3 +3n2− 73 n+5mn+3)
mn evaluaties van (4.42) 10mn
m evaluaties van (4.41) 10m
nm(m−2) evaluaties van (4.40) m(m−2)5n
Totale rekenkost 83 n
3 +6n2− 143 n+6+5m2n+10m(n+1)
De rekenkost voor de methode van Buckley en Qu is m
2(4n3 +9n2−7n)
6 aangezien
zij m2 (n× n)-stelsels van lineaire vergelijkingen moeten oplossen, bijvoorbeeld met
Gauss-eliminatie en achterwaartse substitutie. Zo is het gemakkelijk in te zien dat
voor grote n en m de voorgestelde methode minder rekenintensief is dan de methode
voorgesteld door Buckley en Qu.
4.5.3 Stelsels met meer dan twee vaaggetallen
Voor meerdere vaaggetallen, kunnen we de procedure beschreven in Paragraaf 4.5.2
als volgt uitbreiden. Veronderstel dat drie coe¨fficie¨nten in het beschouwde stelsel van
lineaire vaagvergelijkingen vaaggetallen zijn. Zonder de algemeenheid te schaden ver-
onderstellen we hier dat dit de eerste drie elementen op de eerste rij van de matrix van
het stelsel zijn: a˜11, a˜12 en a˜13 zijn vaaggetallen en de andere coe¨fficie¨nten ai j en bk
zijn ree¨le getallen, voor alle (i, j)∈ {1, . . . ,n}2 \{(1,1),(1,2),(1,3)} en k ∈ {1, . . . ,n}.
Eerst wordt het derde vaaggetal a˜13 vervangen door het ree¨el getal a13 = a13. Dan
hebben we een stelsel met slechts twee vaaggetallen en daar kan de methode beschre-
ven in 4.5.2 voor twee vaaggetallen op toegepast worden om een oplossing te bekomen
voor de elementen (a11,a12,a13) met a11 ∈ supp(a˜11) en a12 ∈ supp(a˜12), wat over-
eenkomt met het voorste vlak van de kubus in Figuur 4.6. Daarna wordt het derde
vaaggetal a˜13 vervangen door het ree¨el getal a13 = a13. Op gelijkaardige manier beko-
men we de oplossingen voor de stelsels waarbij de vaaggetallen vervangen zijn door de
elementen (a11,a12,a13) met a11 ∈ supp(a˜11) en a12 ∈ supp(a˜12), wat overeenkomt met
het achterste vlak van de kubus in Figuur 4.6. Vervolgens nemen we een willekeurig
koppel (a∗11,a∗12) ∈ supp(a˜11)× supp(a˜12) en construeren we voor alle j ∈ {1, . . . ,n},
een functie f a∗11,a∗12j met a13 als variabele. Met behulp van de parameters voor het voor-
en achtervlak van de kubus kunnen we de waarden voor de parameters corresponde-
rend met de lijnen tussen de twee vlakken, berekenen. We definie¨ren dan een functie



















Figuur 4.6: Het oplossen van stelsels van lineaire vaagvergelijkingen met drie vaag-
getallen.
f j op supp(a˜11)× supp(a˜12)× supp(a˜13) door
f j(a11,a12,a13) =

f j(a11,a12), als a13 = a13,
f ′j(a11,a12), als a13 = a13,
f a∗11,a∗12j (a13), anders,
met f j en f ′j de parametrische functies die de oplossingen bepalen van de stelsels over-
eenkomstig het voor- respectievelijk achtervlak van de kubus.
Uiteindelijk kunnen we de oplossing x˜P definie¨ren door, voor alle j ∈ {1, . . . ,n} en
x ∈ R,
x˜ j(x) = sup{aggr(a˜11(a11), a˜12(a12), a˜13(a13)) |
(a11,a12,a13) ∈ supp(a˜11)× supp(a˜12)× supp(a˜13)
en x = f j(a11,a12,a13)}, (4.44)
als x ∈ f j(supp(a˜11),supp(a˜12),supp(a˜13)), en
x˜ j(x) = 0, (4.45)
elders. Op analoge manier kan deze methode dan uitgebreid worden voor meer dan
drie vaaggetallen. In het algemeen kunnen we volgende theorema’s bewijzen.
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Theorema 4.18 Als aggr = min, is de oplossing x˜P bekomen door de methode hierbo-
ven beschreven, gelijk aan de oplossing x˜B bekomen door (4.17) van Buckley en Qu.
Bewijs: Analoog aan het bewijs voor Theorema 4.12. 2
Theorema 4.19 Stel dat x˜P = (x˜1, . . . , x˜n)T de oplossing is voor een stelsel van line-
aire vaagvergelijkingen bekomen door de methode hierboven beschreven. Voor alle
j ∈ {1, . . . ,n} is x˜ j een vaaggetal, gegeven dat de aggregatieoperator continu en idem-
potent is en dat aggr(x1, . . . ,xn) = 1 ⇐⇒ x1 = . . . = xn = 1, voor alle (x1, . . . ,xn) ∈
[0,1]n, met n ∈ N∗, en gegeven dat alle vaaggetallen in ˜A en ˜b continu zijn.
Bewijs: Analoog aan het bewijs voor Theorema 4.16. 2
Als de vaaggetallen gerepresenteerd worden door m elementen in hun drager dan
moeten we volgende berekeningen tweemaal (e´e´nmaal voor het voorste en een tweede
maal voor het achterste vlak van de kubus) uitvoeren:
• bereken 4 (n×n)-determinanten,
• los 4 (n×n)-stelsels van lineaire vergelijkingen (achterwaartse substitutie),
• evalueer (m+2)(n+1) expressies gelijkaardig aan (4.42),
• evalueer n(m+2)(m−2) expressies gelijkaardig aan (4.40).
Daarbij komt nog dat we m2(n+1) expressies gelijkaardig aan (4.42) (voor elke
(a11,a12) ∈ supp(a˜11)× supp(a˜12) moeten we n expressies gelijkaardig aan (4.42) en
1 expressie gelijkaardig aan (4.41)evalueren) en m2(m−2) expressies gelijkaardig aan
(4.40) moeten evalueren. Alles bij elkaar moeten we
• 8 (n×n)-determinanten berekenen,
• 8 (n×n)-stelsel op te lossen (achterwaartse substitutie),
• (m2 +2m+4)(n+1) expressies gelijkaardig aan (4.42) evalueren,
• n(m2 +2m+4)(m−2) expressies gelijkaardig aan (4.40) evalueren.
Voor K vaagcoe¨fficie¨nten, heeft de voorgestelde oplossingsmethode het voordeel dat
men eerder bekomen parametrische functies kan gebruiken wanneer een ree¨le coe¨ffici-
ent vervangen wordt door een vaagcoe¨fficie¨nt. Wanneer de oplossing reeds gevonden
is voor K vaaggetallen, spannen de bekomen parametrische functies een compacte K-
dimensionale verzameling op die kan gebruikt worden voor de oplossing van stelsels
met K +1 vaagcoe¨fficie¨nten.
Als er K vaagcoe¨fficie¨nten zijn en de dragers van de vaaggetallen worden gediscre-
tiseerd met behulp van m punten dan moeten er
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• 2K (n×n)-determinanten berekend worden,
• 2K (n×n)-stelsels opgelost worden,
• (mK−1 + 2mK−2 + 4mK−3 + . . .+ 2K−1) (n+ 1) = mK−2K
m−2 (n+ 1) expressies ge-
lijkaardig aan (4.42)2,
• n(mK−1+2mK−2+4mK−3+ . . .+2K−1)(m−2) = n(mK−2K) expressies gelijk-
aardig aan (4.40) gee¨valueerd worden.
De corresponderende rekenkost wordt gegeven in de volgende tabel:
2K determinanten van (n×n)-matrices 2K−1( 4n3+3n2−n−63 )
2K (n×n)-stelsels oplossen 2Kn2
mK−2K
m−2 (n+1) expressies gelijkaardig aan (4.42) m
K−2K
m−2 (n+1)10
n(mK −2K) expressies gelijkaardig aan (4.40) (mK −2K)5n







Als sommige van de K vaaggetallen in de vector ˜b gelokaliseerd zijn dan moeten
er minder expressies gelijkaardig aan (4.41) gee¨valueerd worden aangezien de deter-
minant van de matrix van het stelsel onafhankelijk is van de componenten van x˜ (zie
het einde van Paragraaf 4.5.1).
De totale rekenkost voor de aanpak van Buckley en Qu is m
K(4n3 +9n2−7n)
6
aangezien mK (n×n)-stelsels van lineaire vergelijkingen opgelost moeten worden, bij-
voorbeeld met Gauss-eliminatie en achterwaartse substitutie. Voor grote n, K en m zien
we dat onze aanpak minder rekentijd vergt dan de aanpak voorgesteld door Buckley en
Qu. Bijvoorbeeld in Figuur 4.7 is er geı¨llustreerd dat wanneer K = 5, de totale reken-
kost voor onze voorgestelde aanpak veel lager is dan de methode van Buckley en Qu.
Het grijze oppervlak onderaan in de figuur geeft de rekenkost weer voor onze methode.
4.5.4 Optimaliseren van de methode door monotoniciteit
Wanneer voor de aggregatieoperator het minimum genomen wordt, zoals bij de aanpak
van Buckley en Qu, dan kunnen we de monotoniciteit van de parametrische functies
gebruiken om de rekentijd van onze methode nog verder te verminderen.
2∑Ki=1 2i−1mK−i = m
K−2K
m−2 .



















Figuur 4.7: De totale rekenkost (het totaal aantal optellingen, aftrekkingen, vermenigvuldigin-
gen en delingen) van de voorgestelde aanpak (grijs oppervlak) en de aanpak van Buckley en Qu
(wit oppervlak) (voor K = 5, m varieert tussen 3 en 10, n varieert tussen 100 en 500).
Wanneer we bijvoorbeeld een stelsel van lineaire vaagvergelijkingen met slechts
1 vaaggetal beschouwen, dan zien we dat de parametrische functies monotoon zijn.
Voor vaste ree¨le waarden cˆ1 j, cˆ2 j, cˆ3 and cˆ4, is de j-de component voor de oplossing
gegeven door f j(a11) = a11 cˆ1 j+cˆ2 ja11 cˆ3+cˆ4 . De afgeleide van deze functie naar a11 is, voor alle
a11 ∈ supp(a˜11),
D f j(a11) = cˆ1 j cˆ4− cˆ2 j cˆ3
(a11cˆ3 + cˆ4)2
.
Hierin is de noemer altijd strikt groter dan 0 door de regulariteit van de matrix ˜A. De af-
geleide functie heeft dus een vast teken voor alle a11 ∈ supp(a˜11), dus de parametrische
functie is monotoon.
Omwille van de monotoniciteit moeten we enkel die stelsels van lineaire vaagver-
gelijkingen oplossen waarbij het vaaggetal vervangen wordt door de boven- en onder-
grens van het beschouwde α-niveau van dit vaaggetal. Deze oplossing wordt aangeduid
met x˜M:
((x˜M)i)α = [min( fi((a˜11)α), fi((a˜11)α)),max( fi((a˜11)α), fi((a˜11)α))]. (4.46)
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Deze oplossing valt samen met de oplossing x˜B voorgesteld door Buckley en Qu:
((x˜B)i)α = min{xi | x ∈Ω(α)}
= min{x | fi(a11) = x en a˜11(a11)≥ α}
= min{x | fi(a11) = x en a11 ∈ {(a˜11)α ,(a˜11)α}}
= ((x˜M)i)α
((x˜B)i)α = max{xi | x ∈Ω(α)}
= max{x | fi(a11) = x en a˜11(a11)≥ α}
= max{x | fi(a11) = x en a11 ∈ {(a˜11)α ,(a˜11)α}}
= ((x˜M)i)α
Opmerking 4.20 Wanneer slechts e´e´n vaaggetal beschouwd wordt in het stelsel dan
heeft deze optimalisatie geen effect op de rekenkost aangezien slechts de parametrische
functies voor de oplossing corresponderend met de twee grenzen van ieder α-niveau in
de oorspronkelijke methode berekend worden. De optimalisatie is voordelig wanneer
het aantal vaaggetallen stijgt.
Wanneer er twee vaaggetallen aanwezig zijn in het stelsel dan zijn de parametrische
functies f j monotoon in beide argumenten. Immers, wanneer we de partieel afgeleiden
van de parametrische functies bekijken, merken we op dat deze opnieuw een vast teken




cˆ1 j cˆ4− cˆ2 j cˆ3
(a12cˆ3 + cˆ4)2
.
Hierin is opnieuw de noemer altijd strikt groter dan 0 door de regulariteit van de ma-
trix ˜A. De partieel afgeleide functie naar de tweede variabele heeft dus een vast teken
voor alle a12 ∈ supp(a˜12), dus de parametrische functie is monotoon. Wanneer de ag-
gregatieoperator het minimum is dan moeten enkel de parametrische functies berekend
worden die overeenkomen met de stelsels corresponderend met de boven- en onder-
grenzen van de beschouwde α-niveaus:
((x˜M)i)α = [min{ fi(a11,a12) | a11 ∈ {(a˜11)α ,(a˜11)α} (4.47)
en a12 ∈ {(a˜12)α ,(a˜12)α}},
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max{ fi(a11,a12) | a11 ∈ {(a˜11)α ,(a˜11)α}
en a12 ∈ {(a˜12)α ,(a˜12)α}}].
Ook voor twee vaaggetallen is deze oplossing dezelfde als de oplossing x˜B van Buckley
en Qu.
((x˜B)i)α = min{xi | x ∈Ω(α)}
= min{x | fi(a11,a12) = x en a˜11(a11)≥ α en a˜12(a12)≥ α}
= min{x | fi(a11,a12) = x en
a11 ∈ {(a˜11)α ,(a˜11)α} en a12 ∈ {(a˜12)α ,(a˜12)α}}
= ((x˜M)i)α
((x˜B)i)α = max{xi | x ∈Ω(α)}
= max{x | fi(a11,a12) = x en a˜11(a11)≥ α en a˜12(a12)≥ α}
= max{x | fi(a11,a12) = x en
a11 ∈ {(a˜11)α ,(a˜11)α} en a12 ∈ {(a˜12)α ,(a˜12)α}}
= ((x˜M)i)α
Opmerking 4.21 In Paragraaf 4.5.3 werd de totale rekenkost voor de methode van
Buckley en Qu en onze basismethode berekend. Aangezien er m2 (n× n)-stelsels van
lineaire vergelijkingen opgelost moeten worden voor de oplossing x˜B, is de totale re-
kenkost gelijk aan m2(4n3+9n2−7n)6 . De totale rekenkost voor onze basismethode be-
draagt 83 n
3 + 6n2− 143 n+ 10m(n+ 1)+ 5nm2 + 6. De geoptimaliseerde methode die
hier voorgesteld wordt, vraagt enkel de berekening van 4 (n× n)-determinanten, het
oplossen van vier (n×n)-stelsels van lineaire vergelijkingen (waarbij de matrices ge-
lijk zijn aan de matrices waarvoor de determinant reeds berekend is), 2n evaluaties
van (4.33) (n voor c1 j en c2 j en n voor c′1 j en c′2 j), twee evaluaties van (4.30), n(m−2)
evaluaties van (4.42) (voor elke a∗11 ∈ supp(a˜11)\{a11,a11} moet (4.42) n keer gee¨va-
lueerd worden), m−2 evaluaties van (4.41) en tenslotte (2(m−3)+1)n evaluaties van
(4.40) (voor elke a∗11 ∈ supp(a˜11)\{a11,a11,mod a˜11} moet (4.40) 2n keer gee¨valueerd
worden, voor mod a˜11 maar n keer). Met andere woorden, we moeten 4 determinanten
van ree¨le (n×n)-matrices berekenen, 4 (n×n)-stelsels oplossen, m(n+1) uitdrukkin-
gen gelijkaardig aan (4.30), (4.33), (4.41) en (4.42) en (2(m−3)+1)n uitdrukkingen
gelijkaardig aan (4.40). We berekenen opnieuw de determinant van een ree¨le matrix
door middel van Gauss-eliminatie en door daarna de diagonaalelementen te verme-
nigvuldigen. De rekenkost om een determinant te berekenen is dan 4n3+3n2−n−66 .





















Figuur 4.8: Verschil in rekenkost (het totaal aantal basisbewerkingen) tussen de basis-
methode (grijs) en de geoptimaliseerde methode (wit) voor twee vaaggetallen in functie
van de dimensie van het stelsel (n) en het aantal tussenliggende punten in de support
(m).
4 determinanten van (n×n)-matrices 8n3+6n2−2n−123
4 (n×n)-stelsels oplossen 4n2
m(n+1) uitdrukkingen gelijkaardig aan (4.42) m(n+1)10
(2(m−3)+1)n uitdrukkingen gelijkaardig aan (4.40) (2(m−3)+1)5n
De totale rekenkost is dan 83 n
3 +6n2− 773 n+20mn+10m−4.
Men ziet dat de hierboven beschreven methode wel degelijk een vermindering in
rekenkost teweegbrengt (zie Figuur 4.8)
Voor drie vaaggetallen of meer zijn de parametrische functies nog altijd monotoon
in elk van de argumenten. Wanneer de aggregatieoperator gelijk is aan het minimum,
dan moeten alleen de oplossingen die overeenkomen met verschillende combinaties
van de boven- en ondergrenzen van de beschouwde α-niveaus berekend worden. Eerst
worden de parametrische functies met variabele a11 berekend, dat zijn de functies voor
(a11,a12,a13), (a11,a12,a13), (a11,a12,a13) en (a11,a12,a13) met a11 ∈ supp(a˜11). Met







Figuur 4.9: Stelsel van lineaire vaagvergelijkingen met drie vaagcoe¨fficie¨nten oplos-
sen
de bekomen parameters worden de parametrische functies met variabele a12 en vas-
te a13 (resp. a13) berekend, dat zijn de functies die corresponderen met de voorzijde
respectievelijk de achterzijde van de kubus in Figuur 4.9. Daarna worden alleen de
noodzakelijke parametrische functies met variabele a13 berekend, dus enkel de func-
ties voor de lijnen waarvoor a˜11(a11) = a˜12(a12). Deze worden berekend aan de hand
van de parameters bekomen voor het voorste en achterste vlak van de kubus. Daar-
na moeten die parametrische functies slechts in de noodzakelijke punten gee¨valueerd
worden, dus in de punten (a11,a12,a13) zo dat a˜11(a11) = a˜12(a12) = a˜13(a13). Er moe-
ten dus m parametrische functies voor het voorste vlak van de kubus berekend worden
(2 met variabele a11 voor de bovenste en onderste zijde van de rechthoek en m− 2
met variabele a12 voor a11 ∈ ]a11,a11[), en m voor het achterste vlak. Voor iedere
a11 ∈ ]a11,a11[\{mod(a˜11)} zijn er twee waarden waarvoor de parametrische functies
met variabele a13 moeten opgesteld worden. Tenslotte berekenen we nog de parame-
trische functies met variabele a13 voor (a˜11)1 en (a˜12)1. Alles bij elkaar moeten
• de determinanten van 8 (n×n)-matrices berekend worden,
• 8 (n×n)-stelsel opgelost worden (achterwaartse substitutie),
• (2m+ 2(m− 3)+ 1)(n+ 1) uitdrukkingen gelijkaardig aan (4.42) gee¨valueerd
worden,
• (22(m−3)+1)n uitdrukkingen gelijkaardig aan (4.40).
4.5 Oplossing gebaseerd op parametrische functies 107
Dit kan analoog uitgebreid worden naar K vaagcoe¨fficie¨nten.
Stel A(K) gelijk aan het aantal parametrische functies die opgesteld moeten worden
voor K vaaggetallen en B(K) gelijk aan het aantal oplossingen berekend met behulp
van parametrische functies voor K vaaggetallen.
Voor K vaaggetallen worden eerst de parametrische functies voor de voorste en de
achterste (K−1)-dimensionale hyperkubus opgesteld, daarna moeten de parametrische
functies opgesteld worden die de lijnen representeren tussen de voorste en achterste
hyperkubus. Het aantal lijnen tussen de voorste en de achterste hyperkubus is gelijk aan
het aantal oplossingen die effectief door de parametrische functies worden berekend
wanneer er K−1 vaaggetallen zijn. Met andere woorden
A(K) = 2A(K−1)+B(K−1). (4.48)
Voor K vaaggetallen moet er voor iedere lijn tussen de voorste en achterste hyperku-
bus 2 oplossingen berekend worden met behulp van parametrische functies, behalve
voor de lijn die correspondeert met de modale waarde van de vaaggetallen. Hierbij
is opnieuw het aantal lijnen tussen de voorste en de achterste hyperkubus gelijk aan
het aantal oplossingen die effectief door de parametrische functies berekend worden
wanneer er K−1 vaaggetallen zijn. Met andere woorden
B(K) = 2(B(K−1)−1)+1. (4.49)














waarbij B(1) = m−2. Zo kunnen we ook A(K) berekenen:
A(K) = 2A(K−1)+B(K−1)






















waarbij A(1) = 1. Op deze manier kunnen we de rekenkost voor de geoptimaliseerde
methode waarbij er K vaaggetallen beschouwd worden, berekenen. Er moeten
• determinanten van 2K (n×n)-matrices berekend worden;
• 2K (n×n)-stelsels opgelost worden;
• ((K−1)2K−2(m−3)+2K−1)(n+1) uitdrukkingen gelijkaardig aan (4.42) ge-
evalueerd worden;
• (2K−1(m−3)+1)n uitdrukkingen gelijkaardig aan (4.40) gee¨valueerd worden.
De totale rekenkost is dan;






3 +3∗2K−1n2+ 596 2Kn+33∗2K−1+5∗2K−1Kmn+5∗2K−1Km−15∗2K−1Kn
−15∗2K−1K−5∗2K−1m−5n−10.
Voor grote n, K en m is er veel minder tijd nodig dan de voorgestelde methode van
Buckley en Qu. Bijvoorbeeld voor een stelsel van dimensie 2 met 2 vaaggetallen, is
het al voordelig om met deze verbeterde versie te werken als we slechts 2 α-niveaus
















Figuur 4.10: De totale rekenkost (totaal aantal optellingen, aftrekkingen, vermenig-
vuldigingen en delingen) van de methode gebruik makend van de monotoniciteit van
de parametrische functies (wit oppervlak) en de basismethode (grijs oppervlak) (voor
K = 8, m varieert tussen 3 en 60, n varieert tussen 2 en 300).
beschouwen (m = 3). In Figuur 4.10 wordt de totale rekenkost voor de verbeterde
methode vergeleken met deze van de oorspronkelijke methode als K = 8. Men merkt
op dat de rekenkost drastisch verminderd is. Het witte vlak op de bodem van de figuur
geeft de totale rekenkost weer voor de verbeterde versie.
4.6 De symmetrie van de matrix in rekening brengen
De systeemmatrix in de eindige-elementenmethode heeft steeds de eigenschap sym-
metrisch te zijn. Deze eigenschap kan in rekening gebracht worden door in plaats van
alle matrices waarbij de vaaggetallen vervangen zijn door elementen van hun dragers,
enkel deze te beschouwen die symmetrisch zijn. Wanneer er geen rekening gehouden
met die symmetrie bij het oplossen van het stelsel, wordt een overschatting van de ei-
genlijke oplossing gemaakt. Bovendien, wanneer we de symmetrie niet in rekening
brengen is de kans groter dat er zich singuliere matrices in de matrix ˜A bevinden. Dit
wordt geı¨llustreerd in Voorbeeld 4.22. Voorbeeld 4.23 illustreert dat de oplossing reke-
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ning houdend met de symmetrie van de matrix ˜A bevat is in de oplossing waarbij geen




2 (−1 / 0 / 2)



















bijvoorbeeld. Bij de eerste matrix is de oplossing van het stel-
sel de rechte 2x1 − x2 = 1. Het stelsel voor de tweede matrix heeft geen oplossing.
Dit stelsel voldoet dus niet aan de voorwaarden van de voorgestelde methode uit Pa-
ragraaf 4.5. De matrix ˜A is echter symmetrisch en wanneer enkel symmetrische ma-
trices in de matrix ˜A beschouwd worden, zijn er geen singuliere matrices aangezien




5 (−1 / 0 / 2)













voor k, l ∈ supp (−1 / 0 / 2). Deze matrix ˜A bevat geen singulie-
re matrices aangezien de discriminant 15− kl 6= 0. Wanneer we geen rekening houden



























)∣∣∣∣k, l ∈ supp (−1 / 0 / 2)} .
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Wanneer we wel rekening houden met de symmetrie van de matrix dan is de verza-



















)∣∣∣∣k ∈ supp (−1 / 0 / 2)} .










































Wanneer we de symmetrie dus niet in rekening brengen dan maken we eigenlijk een
overschatting van de oplossing:
x˜sym ⊆ x˜.
Die overschatting door geen rekening te houden met de symmetrie is duidelijk voor
stelsels van lineaire intervalvergelijkingen waarvoor de ‘gezamenlijke oplossingenver-
zameling’ berekend wordt: er geldt immers steeds dat
[x]sym∃∃ = {x ∈ Rn|(∃As ∈ [A]sym)(∃b ∈ [b])(Asx = b)}
= {x ∈ Rn|[A]symx∩ [b] 6= /0} (4.50)
⊆
[x]∃∃ = {x ∈ Rn|(∃A ∈ [A])(∃b ∈ [b])(Ax = b)}
= {x ∈ Rn|[A]x∩ [b] 6= /0} (4.51)
waarbij [A]sym de verzameling van symmetrische matrices in de intervalmatrix [A] is.
Voor stelsels van lineaire vaagvergelijkingen is er dan ook een overschatting wan-
neer de symmetrie niet in rekening wordt gebracht aangezien voor ieder beschouwd
α-niveau de oplossingenverzameling een overschatting is:
Ω(α)sym = {x|x ∈ Rn en (∃As = [ai j](n×n) ∈ Rn×n)(∃b = [bk]n×1 ∈ Rn) (4.52)
((∀(i, j,k) ∈ {1,2, ...,n}3)(ai j ∈ (a˜i j)α en bk ∈ (˜bk)α en ai j = a ji)
en Asx = b)}
⊆
Ω(α) = {x|x ∈ Rn en (∃A = [ai j](n×n) ∈ Rn×n)(∃b = [bk]n×1 ∈ Rn) (4.53)
((∀(i, j,k) ∈ {1,2, ...,n}3)(ai j ∈ (a˜i j)α en bk ∈ (˜bk)α)en Ax = b)}
In de eindige-elementenmethode is de systeemmatrix altijd symmetrisch en om tot
een goede oplossing te komen is het nodig om hiermee rekening te houden. De me-
thode op basis van de parametrische functies is dan ook uitgebreid voor symmetrische
systeemmatrices.
Hier beschouwen we eerst een stelsel van lineaire vaagvergelijkingen waarbij de
matrix symmetrisch is, er slechts e´e´n vaaggetal aanwezig is en dit vaaggetal een niet-
diagonaalelement van de matrix van het stelsel is. Zonder de algemeenheid te schaden
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nemen we aan dat het vaaggetal het tweede element op de eerste rij en dus ook het
eerste element op de tweede rij is:
a11 a˜12 · · · a1n































Om de ‘gezamenlijke oplossingenverzameling’ voor alle α-niveaus te bekomen,






a11 a12 · · · a1n

































voor alle a12 ∈ ]a12,a12[ = supp(a˜12).
Al deze stelsels kunnen ook hier opgelost worden met behulp van de regel van
Cramer aangezien iedere ree¨le matrix As(a12) voor alle a12 ∈ supp(a˜12) regulier is.
Dus we kunnen iedere component van de oplossing schrijven als een quotie¨nt van twee





















a1n · · · bn · · · ann
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a11 a12 · · · a1n













a1n a2n . . . ann
∣∣∣∣∣∣∣∣∣
.
Wanneer we de determinanten in de teller en de noemer ontwikkelen langs de eerste
rij bijvoorbeeld, kunnen we iedere component van de oplossing schrijven door middel
van 6 parameters c1 j, c2 j, c3 j, c4, c5 en c6:
x j = f symj (a12) =
a212c1 j +a12c2 j + c3 j
a212c4 +a12c5 + c6
. (4.55)
Iedere oplossing kan dus geschreven worden met gebruik van parametrische func-
ties met a12 als variabele. Wanneer het enige vaaggetal in het stelsel een diagonaal-
element in ˜A of een component van ˜b is dan kunnen de parametrische functies worden
beschreven door middel van 4 parameters (zie (4.29)).
Eerst berekenen we de determinanten van de matrices As(a12), As((a˜12)1) en
As(a12). Dan halen we de waarden voor de parameters c4, c5 en c6 uit het volgende
stelsel van lineaire vergelijkingen:
|As(a12)|= a212c4 +a12c5 + c6
|As((a˜12)1)|= (a˜12)21c4 +(a˜12)1c5 + c6
|As(a12)|= a212c4 +a12c5 + c6.
(4.56)
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Daarna lossen we de scherpe stelsels
As(a12)x = b, (4.58)
As((a˜12)1)x = b, (4.59)
As(a12)x = b, (4.60)
op door middel van Gauss-eliminatie. We noteren dan de oplossingen van (4.58), (4.59)
en (4.60) als x = (x1, . . . ,xn)T , (x)1 = ((x1)1, . . . ,(xn)1)T en x = (x1, . . . ,xn)T respec-
tievelijk. Dan bekomen we voor alle j ∈ {1, . . . ,n} de waarden voor de parameters c1 j,
c2 j en c3 j als de oplossingen van het volgende stelsel van lineaire vergelijkingen:
x j|As(a12)|= a212c1 j +a12c2 j + c3 j
(x j)1|As((a˜12)1)|= (a˜12)21c1 j +(a˜12)1c2 j + c3 j









12((x˜ j)1|As((a˜12)1)|−x j |As(a12)|)+a212(x j |As(a12)|−(x˜ j)1|As((a˜12)1)|)+(a˜12)21(x|As(a12)|−x j |As(a12)|)
a212(a12−(a˜12)1)+(a˜12)21(a12−a12)+a212((a˜12)1−a12)
c3 j =




Hiermee kunnen alle mogelijke oplossingen voor het stelsel van lineaire vergelijkingen
As(a12)x = b, voor alle a12 ∈ supp(a˜12) berekend worden via (4.55) rekening houdend






j (x) = sup{a˜12(a12) | a12 ∈ supp(a˜12)en x = f symj (a12)}, (4.63)
voor alle x ∈ f symj (supp(a˜12)), en
x˜
sym
j (x) = 0,
voor alle x ∈ R\ f symj (supp(a˜12)).
Merk op dat f symj continu is aangezien de noemer in (4.55) nooit 0 wordt wegens de
regulariteit van de matrix ˜A. Dan volgt uit Stelling 1.1 van Nguyen [51] dat (x˜ j)symα =
f symj ((a12)α) en dus is x˜symj een vaaggetal.











Figuur 4.11: Het oplossen van een stelsel van lineaire vaagvergelijkingen met twee vaagco-
efficie¨nten waarbij het tweede een niet-diagonaalelement is in de matrix ˜A.
Beschouwen we nu een stelsel van lineaire vaagvergelijkingen met twee vaagge-
tallen als coe¨fficie¨nten, F˜n1 en F˜n2. We gaan dan op dezelfde manier te werk als in
Paragraaf 4.5.2. We fixeren eerst het tweede vaaggetal F˜n2 op de ondergrens van zijn
drager en stellen de parametrische functie op voor dit stelsel met slechts e´e´n vaag-
getal F˜n1. Wanneer het eerste vaaggetal een niet-diagonaalelement is, berekenen we
waarden voor 6 parameters, wanneer het eerste vaaggetal een diagonaalelement is dan
hoeven we slechts de waarden van 4 parameters te berekenen. Daarna fixeren we het
tweede vaaggetal F˜n2 op de bovengrens van zijn drager en stellen we opnieuw de para-
metrische functie op voor het bekomen stelsel van vaagvergelijkingen met slechts e´e´n
coe¨fficie¨nt. Omdat het tweede vaaggetal een niet-diagonaalelement is uit de matrix ˜A,
hebben we ook nog de parametrische functies nodig waarbij het tweede vaaggetal ge-
fixeerd is op zijn modale waarde. Zo hebben we reeds de parametrische functies voor
de onderste, middenste en bovenste lijn van de rechthoek in Figuur 4.11. De parame-
trische functies waarbij het tweede vaaggetal varieert en het eerste vaaggetal gefixeerd
is voor een bepaalde waarde a∗ binnen zijn drager, stellen wij op aan de hand van de
parameters van de onderste, middenste en bovenste lijn van de rechthoek.
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Als het tweede vaaggetal F˜n2 een niet-diagonaalelement van de symmetrische ma-
trix ˜A is, dan lossen we eerst volgend stelsel op:
f lnoemer = a2c∗4 +ac∗5 + c∗6
f mnoemer = a21c∗4 +a1c∗5 + c∗6
f unoemer = a2c∗4 +ac∗5 + c∗6;
waarbij f lnoemer, f mnoemer en f lnoemer de noemer is van de parametrische functie met het
eerste vaaggetal als variabele gee¨valueerd in de vaste waarde a∗ ∈ supp(F˜n1) waarbij
respectievelijk de ondergrens (l) van de drager, de modale waarde (m) en de bovengrens
(u) van de drager van het tweede vaaggetal genomen wordt. Hierbij is a, a1 en a de
ondergrens van de drager, de modale waarde en de bovengrens van de drager van het
vaaggetal F˜n2 respectievelijk. We bekomen
c∗4 =
a( f mnoemer− f unoemer)+a( f lnoemer− f mnoemer)+a1( f unoemer− f lnoemer)
a2(a−a1)+a21(a−a)+a2(a1−a)
c∗5 = −
a2( f mnoemer− f unoemer)+a2( f lnoemer− f mnoemer)+a21( f unoemer− f lnoemer)
a2(a−a1)+a21(a−a)+a2(a1−a)
c∗6 =




Daarna berekenen we de parameters c∗1 j, c∗2 j en c∗3 j door het volgende stelsel op te
lossen: 
f lteller = a2c∗1 j +ac∗2 j + c∗3 j
f mteller = a21c∗1 j +a1c∗2 j + c∗3 j
f uteller = a2c∗1 j +ac∗2 j + c∗3 j
waarbij f lteller, f mteller en f lteller de teller van de parametrische functie met het eerste
vaaggetal als variabele gee¨valueerd in de vaste waarde a∗ waarbij respectievelijk de
ondergrens (l), de modale waarde (m) en de bovengrens (u) van het tweede vaaggetal
genomen wordt. We bekomen
c∗1 j =
a( f mteller− f uteller)+a( f lteller− f mteller)+a1( f uteller− f lteller)
a2(a−a1)+a21(a−a)+a2(a1−a)
c∗2 j = −
a2( f mteller− f uteller)+a2( f lteller− f mteller)+a21( f uteller− f lteller)
a2(a−a1)+a21(a−a)+a2(a1−a)
c∗3 j =




Deze procedure is onafhankelijk van het feit of het eerste vaaggetal wel of niet een
niet-diagonaalelement is van de matrix ˜A. De noemer en teller van de parametrische
functie is gee¨valueerd in de vaste waarde a∗ uit de drager van het eerste vaaggetal,
m.a.w. het maakt geen verschil of er 4 of 6 parameters zijn voor het eerste vaaggetal.
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Hiermee kunnen alle mogelijke oplossingen voor het stelsel van lineaire verge-
lijkingen voor alle ree¨le waarden uit de dragers van de twee vaaggetallen berekend
worden via
x j = ( f ∗)symj (a) =
a2c∗1 j +ac
∗









met a ∈ supp(F˜n2) waarbij er rekening gehouden wordt met de symmetrie van de ma-
trix ˜A. We definie¨ren voor alle j ∈ {1, . . . ,n} het vaaggetal x˜symj als:
x˜
sym
j (x) = sup{min(F˜n1(a∗), F˜n2(a)) | a∗ ∈ supp(F˜n1)
en a ∈ supp(F˜n2)en x = ( f ∗)symj (a)}, (4.67)
voor alle x ∈ ( f ∗)symj (supp(F˜n2)), en
x˜
sym
j (x) = 0,
voor alle x ∈ R\ f symj (supp(F˜n2)).
Wanneer het tweede vaaggetal een diagonaalelement in ˜A of een element van de
vector ˜b is, dan kunnen we de corresponderende parameters berekenen met de methode
voorgesteld in Paragraaf 4.5.2. Op dezelfde manier breiden we de methode uit voor
meer dan twee vaaggetallen.
De rekenkost voor een stelsel van lineaire vaagvergelijkingen met e´e´n vaaggetal
als niet-diagonaalelement in ˜A waarbij de symmetrie in rekening gebracht wordt, kan
berekend worden op volgende wijze:
3 determinanten 2n3 + 32 n
2− n2 −3
van (n×n)-matrices
3 (n×n)-stelsels (achterwaartse substitutie) 3n2
n evaluaties van (4.62) 91n
1 evaluatie van (4.57) 76
m−3 evaluaties van (4.55) 11n(m−3)
Totale kost: 2n3 + 92 n
2 + 1152 n+11mn+73
We berekenen hier de rekenkost voor stelsels van lineaire vaagvergelijkingen waar-
bij we enkel niet-diagonaalelementen als vaagcoe¨fficie¨nten in de matrix ˜A beschou-
wen. We berekenen eerst het aantal parametrische functies dat berekend moet wor-
den. Voor K = 1 moet er slechts e´e´n parametrische functie berekend worden, deze
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waarbij het enige vaaggetal varieert in zijn drager. Voor K = 2 berekenen we eerst
de parametrische functies voor de 3 lijnen corresponderend met de onderste, midden-
ste en bovenste lijn van de rechthoek in Figuur 4.11 waarbij dus het tweede vaagge-
tal gefixeerd wordt. Daarna berekenen we de parametrische functies voor de lood-
lijnen vertrekkende uit iedere discrete waarde in de drager van het eerste vaaggetal.
In totaal berekenen we dus m+ 3 parametrische functies. Voor K = 3 berekenen we
de parametrische functies voor het voorste, middenste en achterste vlak van de ku-
bus en daarna de parametrische functies voor de loodlijnen vertrekkende uit iedere
discrete waarde in het cartesiaans product van de dragers van de twee eerste vaag-
getallen, supp(F˜n1)× supp(F˜n2). In totaal stellen we de parametrische functies op
voor m2 + 3(m+ 3) = m2 + 3m+ 9 = m3−33
m−3 lijnen. Voor K vaaggetallen berekenen
we eerst de parametrische functies voor de voorste, middenste en achterste (K− 1)-
dimensionale hyperkubus. Daarna berekenen we de parametrische functies voor de
loodlijnen vertrekkende uit de discrete punten in de (K−1)-dimensionale hyperkubus.




m−3 lijnen de parametri-
sche functies.
De totale rekenkost voor een stelsel van lineaire vaagvergelijkingen met K vaagge-
tallen als niet-diagonaalelement in ˜A waarbij de symmetrie in rekening gebracht wordt,
kan dan berekend worden op volgende wijze:
3K determinanten 3K 4n3+3n2−n−66
van (n×n)-matrices
3K (n×n)-stelsels (achterwaartse substitutie) 3Kn2
mK−3K
m−3 (n+1) evaluaties gelijkaardig aan (4.65) m
K−3K
m−3 (n+1)76
n(mK −3K) evaluaties gelijkaardig aan (4.55) 11n(mK −3K)







De monotoniciteit van de parametrische functies wanneer de symmetrie in rekening
gebracht is, kan niet meer gegarandeerd worden. Dit wordt geı¨llustreerd in Voorbeeld
4.24. De optimalisatie uit Paragraaf 4.5.4 is m.a.w. niet mogelijk wanneer we de sym-




1 (0 / 1 / 2)
(0 / 1 / 2) −2
)







Eerst worden de determinanten waarbij het vaaggetal vervangen wordt door de onder-
grens van zijn drager, de modale waarde en de bovengrens van zijn drager bepaald:
|As(a12)|=
∣∣∣∣ 1 00 −2
∣∣∣∣=−2;
|As((a˜12)1)|=
∣∣∣∣ 1 11 −2
∣∣∣∣=−3;
|As(a12)|=
∣∣∣∣ 1 22 −2
∣∣∣∣=−6.
Hieruit kunnen we de parameters c4, c5 en c6 m.b.v. (4.56) berekenen:
−2 = c6
−3 = c4 + c5 + c6







Daarna lossen we de stelsels op waarbij het vaaggetal vervangen is door de ondergrens









































 x1 = 53x2 = 16 .




3 (−3) = c11 + c21 + c31
5
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
− 32 (−2) = c31
− 13 (−3) = c12 + c22 + c32
1







De parametrische functies zijn dan:
x1 = f sym1 (a) =
−4−3a
−2−a2 ;
x2 = f sym2 (a) =
3−2a
−2−a2 ;
waarbij a varieert in ]0,2[ = supp(0 / 1 / 2). De parametrische functie van de eer-
ste component bereikt haar maximum in −43 +
√
34
3 ∈ ]0,2[ (zie Figuur 4.12). Dus de
parametrische functie van dit stelsel met e´e´n vaaggetal is niet monotoon. De eerste











2 +3a−2x+4 = 0





a ∈ ]0,2[⇒ x ∈
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2x ) als x ∈ ] 53 ,2]
0 anders






2x als x ∈ ] 53 ,2]







2x } als x ∈ ]2, 73 ]






































⇔ 0 < x < 3
2
Deze lidmaatschapsfunctie voor de eerste component van de oplossing is geplot in





a˜(a)|a ∈ supp(a˜) = ]0,2[en x = 3−2a−2−a2
})




2 +2a−2x−3 = 0





a ∈ ]0,2[⇒ x ∈ ] f sym2 (0), f sym2 (2)[= ]−32 , 16
[
;






















2x als x ∈]− 13 , 16 [
0 anders
(4.69)

















Figuur 4.12: De eerste parametrische functie, f sym1 .











Figuur 4.13: De tweede parametrische functie, f sym2 .
Doordat de monotoniciteit van de parametrische functies niet meer algemeen gel-
dig is, moeten de oplossingen van alle mogelijke stelsels binnen de dragers van de
vaagetallen berekend worden, hetgeen meer geheugen en rekentijd vraagt (zie Figuur
4.16).
4.7 Algoritme
4.7.1 Het algoritme voor de algemene methode met idempotente
aggregatieoperator
In dit deel gaan we dieper in op de implementatie van onze methode. Het algoritme
steunt op een recursieve methode zodat gelijk welk eindig aantal vaaggetallen aanwezig
kan zijn in het stelsel. We beschouwen een (n×n)-stelsel van lineaire vaagvergelijkin-
gen met K vaaggetallen in de componenten van zowel de matrix ˜A en ˜b. Het algoritme

















Figuur 4.14: De eerste component van de oplossing waarbij de symmetrie in rekening gebracht
wordt, x˜sym1 .
((FNi)α j en (FNi)α j respectievelijk) voor alle beschouwde α-niveaus, de beschouwde
α-niveaus (α j), de boven- en ondergrenzen van de drager (supp(FNi) en supp(FNi) res-
pectievelijk) van de aanwezige vaaggetallen en de positie van de vaaggetallen in het
stelsel bevat. De positie van een vaaggetal FNi is (ni,mi) met mi ≤ n als het vaagge-
tal zich op de ni-de rij en de mi-de kolom van de matrix ˜A bevindt en is (ni,mi) met
mi = n+1 als het vaaggetal de ni-de component is in ˜b. De twee elementen in de rech-
terbeneden hoek van de matrix G worden niet gebruikt. Er worden dus steeds 2p− 1
waarden voor e´e´n vaaggetal beschouwd (2p− 2 voor de onder- en bovengrenzen van
de p−1 α-niveaus (zonder de kern), de kern van een vaaggetal is een singleton dus de
onder- en bovengrens vallen samen). De matrix G heeft dan (2p−1)+2 rijen en K+1
kolommen.
Verder worden de volgende globale variabelen geı¨nitialiseerd:
1: K ← (#kolommen van G)−1 ⊲ # vaaggetallen





− 32 − 13 16
0.5
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Figuur 4.15: De tweede component van de oplossing waarbij de symmetrie in rekening gebracht
wordt, x˜sym2 .
2: l ← 1 ⊲ zet de teller op 1
3: m← (#rijen van G)−2 ⊲ # boven- en ondergrenzen van de α-niveaus:
m = 2p−1
4: n← length(b) ⊲ n is de dimensie van het stelsel
5: X wordt geı¨nitialiseerd als een (mK × (n+1))-matrix; op het einde van de bereke-
ningen zal de matrix X de oplossingen van alle stelsels van lineaire vergelijkingen
bevatten met de overeenkomstige lidmaatschapsgraad.
6: D wordt geı¨nitialiseerd als een (mK ×K)-matrix; voor een willekeurige l zal de
l-de rij van de matrix D de lidmaatschapsgraden van de verschillende vaaggetallen
bevatten die corresponderen met de oplossing in de l-de rij van de matrix X .
Wanneer we ons in het laagste niveau van de recursie bevinden, dan beschouwen we
slechts e´e´n vaaggetal; de andere vaaggetallen zijn dan reeds vervangen door de onder-
of bovengrens van hun drager. Het vaaggetal dat overblijft is het eerste vaaggetal FN1.
Overeenkomstig met Paragraaf 4.5.1 kunnen we de parametrische functies opstellen
waarbij dit eerste vaaggetal varieert. Daartoe lossen we de stelsels van lineaire verge-
lijkingen Ax = b en Ax = b, waarbij A en b bekomen zijn door FN1 te vervangen door
de bovengrens van zijn drager en waarbij A en b bekomen zijn door FN1 te vervangen
door de ondergrens van zijn drager. Zo kunnen de waarden voor de parameters c1 j, c2 j,
c3 en c4 berekend worden; die worden bekomen met behulp van de functie ‘FIND C 1’
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(a) symmetrie niet in rekening ge-
bracht
(b) symmetrie in rekening gebracht
Figuur 4.16: Stelsels waarvan de oplossing gekend moet zijn.
G =

supp(FN1) · · · supp(FNK) 0
(FN1)α1 · · · (FNK)α1 α2













(FN1)αp−1 · · · (FNK)αp−1 αp−1
(FN1)1 · · · (FNK)1 1













(FN1)α1 · · · (FNK)α1 α2
supp(FN1) · · · supp(FNK) 0
n1 · · · nK
m1 · · · mK

(4.70)
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Algoritme 4.7.2 De parameters c1 j, c2 j, c3 en c4 voor het laagste niveau in de recursie
berekenen
1: function FIND C 1(det(A),det(A),x,x) ⊲ zie (4.30) en (4.33)








9: for j ← 1 to n do
10: c(1, j+1)← x( j)det(A)−x( j)det(A)
G(m,1)−G(1,1)
11: c(2, j+1)← x( j)det(A)−G(m,1)c(1, j+1)
12: end for
13: end function
(zie Algoritme 4.7.2). De functie ‘FIND C 1’ vraagt det(A), det(A) en de oplossingen
x en x van Ax = b en Ax = b respectievelijk als argumenten. De waarden van de para-




c3 c11 . . . c1 j . . . c1n
c4 c21 . . . c2 j . . . c2n
)
Merk op dat als G(m + 2,1) ≤ n, FN1 een vaaggetal is gepositioneerd in de matrix
˜A. In dat geval moeten we inderdaad (4.30) gebruiken om de parameters c3 en c4 te
berekenen. Als daarentegen G(m+2,1) = n+1, dan is FN1 een vaaggetal in ˜b. Daaruit
volgt dat c3 = 0 en c4 = det(A) (zie Paragraaf 4.5.1).
In de hogere niveaus gebruiken we de parameters c1 j, c2 j, c3 en c4 die in lagere
niveaus berekend zijn (zie Paragraaf 4.5.2 en Paragraaf 4.5.3). De functie ‘FIND C 2’
(zie Algoritme 4.7.3) heeft als argumenten i (het vaaggetal FNi is de variabele voor
de parametrische functie die in deze functie berekend wordt), a∗ (een waarde G(s, i)
voor een zekere s ∈ {1, . . . ,m} in de drager van het vorige vaaggetal FNi−1), c1 en c2
(c1 en c2 zijn de matrices van de parameters corresponderend met lagere niveaus). De
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Algoritme 4.7.3 De parameters c1 j, c2 j, c3 en c4 voor hoger niveaus berekenen
1: function FIND C 2(i,a∗,c1,c2) ⊲ zie (4.41) en (4.42)
2: if G(m+2, i)≤ n then
3: c(1,1)← a
∗(c2(1,1)− c1(1,1))+ c2(2,1)− c1(2,1)
G(m, i)−G(1, i)
4: c(2,1)← a∗c2(1,1)+ c2(2,1)−G(m, i)c(1,1)
5: else
6: c(1,1)← 0
7: c(2,1)← a∗c2(1,1)+ c2(2,1)
8: end if
9: for j ← 1 to n do
10: c(1, j+1)← a
∗(c2(1, j+1)− c1(1, j+1))+ c2(2, j+1)− c1(2, j+1)
G(m, i)−G(1, i)
11: c(2, j+1)← a∗c2(1, j+1)+ c2(2, j+1)−G(m, i)c(1, j+1)
12: end for
13: end function
waarden van de nieuwe parameters c1 j, c2 j, c3 en c4 worden dan bekomen door middel
van (4.41) en (4.42).
Nadat we de waarden voor de parameters c1 j, c2 j, c3 en c4 berekend hebben,
berekenen we de oplossing xˆ = (xˆ1, . . . , xˆn)T van het stelsel van lineaire vergelijkin-
gen Ax = b gebruik makend van de functie ‘FIND X AND D(c, i,s,k)’ (zie Algoritme
4.7.4). De natuurlijke waarde k duidt de plaats aan waar de parametrische functie die
reeds berekend is in een lager niveau opgeslagen is. De natuurlijke waarde s duidt de
plaats aan op de loodlijn waarvoor de parametrische functie berekend wordt. In het
derde niveau (cfr. kubus) zijn reeds de parameters en de oplossingen van het voorste en
achterste vlak berekend. De waarde k refereert naar de plaats in het voorste of achter-
ste vlak van waaruit we op het derde niveau de parametrische functie willen berekenen.
De waarde s duidt dan op de plaats op de loodlijn uit dit punt van het voorste tot het
achterste vlak. De oplossing xˆ wordt toegevoegd aan de matrix X en de teller l wordt
vermeerderd met 1. De k-de rij van de matrix D wordt opgehaald om de lidmaatschaps-
graden overeenkomstig de lagere niveaus te kennen. Deze rij wordt opgeslagen in de
l-de rij en in het i-de element van de l-de rij wordt de lidmaatschapsgraad behorende
bij de ree¨le waarde van het beschouwde vaaggetal FNi toegevoegd. Dus als de elemen-
ten van de matrix A en de vector b corresponderend met FN1, . . . , FNi de ree¨le getallen
G(s1,1), . . . ,G(si, i) respectievelijk zijn, dan zal de l-de rij van de matrix D gelijk zijn
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Algoritme 4.7.4 Bereken x j en x˜ j(x j)
1: function FIND X AND D(c, i,s,k)
2: for j ← 1 to n do
3: X(l, j)← G(s, i)c(1, j+1)+ c(2, j+1)
G(s, i)c(1,1)+ c(2,1)
⊲ zie (4.29) en (4.40)
4: end for
5: if i > 1 then
6: D(l, ·)← D(k, ·) ⊲ D(k, ·) is de vector die de
lidmaatschapsgraden overeenkomstig de vaaggetallen die in de lagere niveaus van
de recursie behandeld zijn, bevat
7: Voeg G(s,K +1) toe aan D(l, ·) ⊲ G(s,K +1) is de lidmaatschapsgraad
van G(s, i)
8: else
9: D(l,1)← G(s,K +1)
10: end if
11: X(l,n+1) = aggr(D(l,1), . . . ,D(l,K)) ⊲ Bereken de lidmaatschapsgraad
behorende bij de l-de oplossing
12: l ← l +1
13: end function
aan (G(s1,K + 1),G(s2,K + 1), . . . ,G(si,K + 1),0, . . . ,0) (K componenten). Daarna
laten we de aggregatieoperator inwerken op de elementen van de l-de rij van de matrix
D om zo de lidmaatschapsgraad die overeenkomt met de juist bekomen oplossing van
het stelsel van lineaire vergelijkingen te kunnen plaatsen in de laatste kolom van de
l-de rij in de matrix X . In het bijzonder is de l-de rij van de matrix X van de gedaante
(xˆ1, xˆ2, . . . , xˆn,aggr(D(l,1), . . . ,D(l,K))), waarbij de l-de rij van de matrix D de lid-
maatschapsgraden bevat die overeenkomen met de ree¨le waarden die de beschouwde
vaaggetallen vervangen in het stelsel. De laatste component van de l-de rij in de matrix
X is dus de lidmaatschapsgraad van xˆ j in het vaaggetal (x˜) j (x˜ is de vector van vaagge-
tallen die de oplossing vormt voor het stelsel van lineaire vaagvergelijkingen ˜Ax˜ = ˜b),
voor alle j ∈ {1, . . . ,n}.
Wanneer het algoritme gestart wordt dan wordt de functie ‘FIND X(A,b,K)’ voor
de eerste maal opgeroepen waarbij de argumenten de matrix A en de vector b zijn die
gevormd worden uit de matrix ˜A en de vector ˜b respectievelijk door alle vaaggetallen
FN j te vervangen door de ondergrens van hun dragers G(1, j) voor alle j ∈ {1, . . . ,K}.
Merk op dat supp(FN1)× supp(FN2)× . . .× supp(FNK) een K-dimensionale hyperku-
bus vormt. We starten dan met het definie¨ren van A = A = A en b = b = b. Daarna
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vervangen we het element in A of in b corresponderend met FNK door de bovengrens
G(m,K) van de drager supp(FNK). Als K > 1 dan wordt ‘FIND X(A,b,K − 1)’ en
‘FIND X(A,b,K− 1)’ opgeroepen. Dit betekent dat we eerst de oplossingen in de 2
(K− 1)-dimensionale hyperkubussen corresponderend met supp(FNK) en supp(FNK)
zoeken (bvb. als K = 3 berekenen we de oplossingen voor het voorste en het achterste
vlak van de kubus in Figuur 4.6). In die lagere niveaus van recursie wordt de oplossing
berekend alsof er maar K−1 vaaggetallen in het stelsel aanwezig zijn; het K-de vaagge-
tal is immers vervangen door de grenzen van zijn drager. Beschouw het i-de niveau van
de recursie, dan zoeken we naar de oplossing in verschillende i-dimensionale hyper-
kubussen die deel uitmaken van de rand van de K-dimensionale hyperkubus waarmee
er gestart is. We berekenen ‘FIND X(A,b, i)’, waarbij de elementen corresponderend
met FNi+1, . . . , FNK in A en b in hogere recursieniveaus vervangen zijn door de boven-
of ondergrens van hun dragers. De keuze voor onder- of bovengrens bepaalt in welke
i-dimensionale hyperkubus we aan het werken zijn. De elementen in de matrix A en
vector b corresponderend met FN1, . . . , FNi zijn nog steeds gelijk aan de ondergrens van
hun drager. We nemen A = A = A en b = b = b en vervangen in A of b de elementen
corresponderend met FNi door G(m, i), de bovengrens van supp(FNi).
In het i-de recursieniveau kunnen zich volgende situaties voordoen (zie Algoritme
4.7.5).
• Als i > 1, dan roepen we ‘FIND X(A,b, i−1)’ en ‘FIND X(A,b, i−1)’ op. Hier-
in wordt de oplossing voor de (i−1)-dimensionale hyperkubus corresponderend
met supp(FNi) en supp(FNi) respectievelijk, berekend. In ‘FIND X(A,b, i−1)’,
wordt voor iedere ( j1, j2, . . . , ji−1) ∈ {1, . . . ,m}i−1 de oplossing voor het stelsel
Ax = b berekend waarbij de matrix A en b bekomen worden door in A en b de
elementen corresponderend met FNk te vervangen door G( jk,k) voor alle k ∈
{1, . . . , i−1}. Deze oplossingen xˆ worden opgeslagen in X(l, ·) (zoals beschre-
ven in Algoritme 4.7.4). De bijhorende lidmaatschapsgraden (G( j1,K + 1),. . .,
G( ji−1,K + 1),0, . . . ,0) worden opgeslagen in D(l, ·) (zie Algoritme 4.7.4). Ie-
dere verzameling van parameters c1 j, c2 j, c3 en c4 berekend in de lagere ni-
veaus van recursie door gebruik te maken van Algoritme 4.7.2 en Algoritme 4.7.3
wordt opgeslagen in C1. Analoog worden in ‘FIND X(A,b, i− 1)’ de oplossing
en de bijhorende lidmaatschapsgraden bepaald van de stelsels bekomen aan de
hand van A en b. De corresponderende parameters worden opgeslagen in C2.
De matrices C1 en C2 worden dan in e´e´n gezamenlijke matrix C samengebracht.
Voor elk punt (G( j1,1), . . . ,G( ji−1, i−1))∈ supp(FN1)× . . .×supp(FNi−1) wor-
den een vaaggetal a˜ ∈ {FN1, . . . , FNi−1}, de overeenkomstige verzameling para-
meters c en c′ en de ree¨le waarde a∗, een waarde in supp(a˜) geselecteerd m.b.v. k
(de wijze waarop deze selectie van het vaaggetal en de parameters gebeurt wordt
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verder uitgelegd). Dan wordt een nieuwe verzameling parameters c berekend
voor vaste (G( j1,1), . . . ,G( ji−1, i−1)) en varie¨rende G( ji, i) met ji ∈ {1, . . . ,m}
in FIND C 2(i,a∗,c1,c2) . Deze matrix c wordt toegevoegd aan C, en de oplos-
sing xˆ corresponderend met G( ji, i) en de bijhorende lidmaatschapsgraad worden
bepaald voor alle ji ∈ {2, . . . ,m−1} m.b.v. FIND X AND D(c, i, ji,k). Deze op-
lossing wordt toegevoegd in de matrix X en we veranderen ook de matrix D (zie
Algoritme 4.7.4). Merk op dat we de oplossing enkel expliciet berekenen voor
ji ∈ {2, . . . ,m− 1}, aangezien voor ji ∈ {1,m}, de oplossing reeds bekomen
werd in de twee lagere niveaus, ‘FIND X(A,b, i−1)’ en ‘FIND X(A,b, i−1)’).
• Als i = 1 dan berekenen we de oplossing voor de boven- respectievelijk on-
dergrens van de drager van supp(FN1). De parameters worden berekend door
‘FIND C 1(det(A),det(A),x,x) op te roepen. Voor elke j1 ∈ {1, . . . ,m}, wordt
de oplossing xˆ overeenkomstig G( j1,1) en zijn bijhorende lidmaatschapsgraad
berekend en in de matrix X toegevoegd, de matrix D wordt bijgewerkt gebruik
makend van Algoritme 4.7.4. Aangezien we ons in het laagste niveau van de re-
cursie bevinden, moeten ook de oplossingen voor j1 ∈ {1,m} berekend worden.
Nu geven we wat meer uitleg bij de lijnen 12–15 in Algoritme 4.7.5. Veronderstel
dat i = 3 (m.a.w. er zijn drie vaaggetallen aanwezig in het op te lossen stelsel). Dan
worden de parameters c1 j, c2 j, c3 en c4 berekend voor iedere vaste (G( j1,1),G( j2,2)),
met ( j1, j2) ∈ {1, . . . ,m}2 (zie Paragraaf 4.5.3). Dus we berekenen de parameters voor
m2 punten (G( j1,1),G( j2,2)) ∈ supp(FN1)× supp(FN2) om de parametrische functies
te vinden waar G( j3,3) varieert, met j3 ∈ {2, . . . ,m− 1} (zie Figuur 4.17). Voor de-
ze berekeningen gebruiken we de parameters berekend in lagere recursieniveaus (zie
(4.41) en (4.42)). Als j2 ∈ {1,m}, dan hebben we de parameters behorende bij FN1
nodig, zo dat a˜ = FN1 en a∗ = G( j1,1). Als daarentegen j2 ∈ {2, . . . ,m− 1}, dan
hebben we de parameters behorende bij FN2 nodig, zo dat a˜ = FN2 en a∗ = G( j2,2).
We gebruiken de parameters van een zo laag mogelijk niveau om zo weinig moge-
lijk opeenstapeling van fouten in de oplossing te brengen. In het algemeen moeten
de parameters c1 j, c2 j, c3 en c4 berekend worden voor mi−1 punten (G( j1,1), . . . ,
G( ji−1, i− 1)) ∈ supp(FN1)× . . .× supp(FNi−1). Als ji−1 6∈ {1,m} steunen we op de
parameters berekend voor FNi−1. Als ji−1 ∈ {1,m}, dan wordt naar de waarde van
ji−2 gekeken. Als ji−2 6∈ {1,m}, kunnen we de parameters corresponderend met FNi−2
gebruiken, anders wordt er naar de waarde van ji−3 gekeken. Zo gaat het verder tot we
alle parameters waarin FNi varieert, berekend hebben.
Figuur 4.18 toont hoe ons algoritme werkt wanneer er drie vaaggetallen aanwezig
zijn in het op te lossen stelsel. Het algoritme start vanuit een vector (1) opgebouwd
uit de ondergrenzen van de dragers van de drie vaaggetallen en een vector (5) waarin
het laatste element vervangen wordt door de bovengrens van de drager van het derde
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Algoritme 4.7.5 Basisfunctie





6: Verander het element in A of b overeenkomstig het i-de vaaggetal in G in de
andere grens van de drager (onder- wordt bovengrens en vice versa)
7: if i > 1 then ⊲ Niet in laagste niveau van recursie
8: C1 ← FIND X(A,b, i−1)
9: C2 ← FIND X(A,b, i−1)
10: C ←C1
11: Voeg C2 toe aan C
12: for k ← 1 to mi−1 do
13: Selecteer het vaaggetal a˜ overeenkomstig met k
14: Selecteer c1 en c2 overeenkomstig a˜
15: a∗← waarde in supp(a˜) overeenkomstig k
16: c← FIND C 2(i,a∗,c1,c2)
17: Voeg c toe aan C
18: for s← 2 to m−1 do




23: x← oplossing van Ax = b
24: x← oplossing van Ax = b
25: c← FIND C 1(det(A),det(A),x,x)
26: C(1)← c
27: for s← 1 to m do




134 Het oplossen van systemen van lineaire vaagvergelijkingen
(G(j1, 1), G(1, 2), G(1, 3))
(G(j1, 1), G(m, 2), G(m, 3))
(G(j1, 1), G(m, 2), G(1, 3))
(G(j1, 1), G(1, 2), G(m, 3))
(G(j1, 1), G(j2, 2), G(1, 3))
(G(j1, 1), G(j2, 2), G(m, 3))
. . .
Figuur 4.17: De parameters c1 j , c2 j , c3 en c4 voor 3 vaaggetallen.
vaaggetal. Daarna wordt de functie ‘FIND X’ voor i = 2 met (1) en (3) en een tweede
maal met (5) en (7) opgeroepen. Een niveau lager roepen we de functie op voor i = 1
met de vectoren (1) en (2), (3) en (4), (5) en (6), (7) en (8). Zo worden de parameters
voor de lijnen (1)− (2), (3)− (4), (5)− (6) en (7)− (8) bepaald die we dan gebrui-
ken op het niveau i = 2 om de parameters voor de vlakken (1)− (2)− (3)− (4) en
(5)− (6)− (7)− (8) te vinden. Uiteindelijk kunnen we dan de parametrische functies
bepalen in de kubus (1)− (2)− (3)− (4)− (5)− (6)− (7)− (8).
Het resultaat van het algoritme, de matrix X , is een discrete benadering van de
verzameling
Ω(0) = {x | x ∈ Rn en (∃A = [ai j](n×n) ∈ R(n×n))
(∃b = [bk]n×1 ∈ Rn)((∀(i, j,k) ∈ {1, . . . ,n}3)
(ai j ∈ supp(a˜i j)en bk ∈ supp(˜bk))en Ax = b)}.
De verzameling Ω(0) bevat in principe de oplossingen van alle mogelijke stelsels
binnen de dragers van alle vaaggetallen, de matrix X bevat de oplossingen van stelsels
voor discrete waarden binnen de drager van alle vaaggetallen. Als de lidmaatschaps-
graad van de l-de oplossing in X gelijk is aan α , d.i. als X(l,n+1) =α , dan behoort die







(1) (2) (3) (4) (5) (6) (7) (8)
(1) (3) (5) (7)
(1) (5)
(1) = ( f n1α1 , f n2α1 , f n3α1)
(2) = ( f n1α1 , f n2α1 , f n3α1)
(3) = ( f n1α1 , f n2α1 , f n3α1)
(4) = ( f n1α1 , f n2α1 , f n3α1)
(5) = ( f n1α1 , f n2α1 , f n3α1)
(6) = ( f n1α1 , f n2α1 , f n3α1)
(7) = ( f n1α1 , f n2α1 , f n3α1)
(8) = ( f n1α1 , f n2α1 , f n3α1)
Figuur 4.18: De structuur van het algoritme voor drie vaaggetallen.
wordt dan gegeven door
(x˜P)i(X(l, i)) = max
k∈{1,...,mK}
{X(k,n+1) | X(k, i) = X(l, i)},
voor alle l. Merk op dat dit overeenkomt met het supremum in (4.44).
Opmerking 4.25 Het conditienummer geassocieerd met een stelsel van lineaire ver-
gelijkingen Ax = b is een mate die aanduidt hoe nauwkeurig de oplossing x zal zijn bij
een benaderende oplossing (zie bijvoorbeeld [19]). Grofweg kan men zeggen dat het
conditienummer de mate geeft dat de oplossing x zal veranderen indien er een veran-
dering in de matrix A of in de vector b plaats vindt. Als het conditienummer groot is,
dan kunnen kleine veranderingen in b bijvoorbeeld grote veranderingen genereren in
de oplossing x. Het conditienummer is gedefinieerd als:
κ(A) = ‖A−1‖ · ‖A‖,
voor een willekeurige matrixnorm. Wanneer de matrix ˜A matrices bevat met hoge con-
ditienummers, is voorzichtigheid geboden. De resultaten zijn dan niet langer betrouw-
baar zowel wanneer men de methode van Buckley en Qu als de voorgestelde methode
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volgt. De oplossing van het stelsel van lineaire vaagvergelijkingen kan bijvoorbeeld
componenten bevatten die geen vaaggetal zijn. In Voorbeeld 4.26 illustreren we dit
probleem.
Voorbeeld 4.26 In dit voorbeeld beschouwen een stelsel van lineaire vaagvergelijkin-
gen met de matrix ˜A opgebouwd uit de Hilbertmatrix van dimensie 10 (A(i, j) = 1i+ j−1 ,
voor alle (i, j) ∈ {1, . . . ,n}2) waarbij het eerste element op de eerste rij vervangen
wordt door (0 / 1 / 2) en het tweede element op de eerste rij door (0 / 0.5 / 1),
en de vector b = (1,2,3,4,5,1,2,3,4,5)T . Het conditienummer van de matrix ˜A1 is
1.6026× 1013. Door het hoge conditienummer van de matrix voor het stelsel corres-
ponderend met lidmaatschapsgraad 1, verandert de oplossing van stelsels correspon-
derend met lagere lidmaatschapsgraden sterk. Dit resulteert in een oplossing waarbij










































































Figuur 4.19: Oplossing van het stelsel uit Voorbeeld 4.26 met gebruik van parametrische func-
ties.
4.7.2 Het algoritme voor de geoptimaliseerde methode op basis van
het minimum
Wanneer voor de willekeurige idempotente aggregatieoperator het minimum gekozen
wordt, hebben we in Paragraaf 4.5.4 een optimalisatie voorgesteld waarbij rekening ge-
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Figuur 4.20: Oplossing van het stelsel uit Voorbeeld 4.26 op basis van de methode van Buckley
en Qu.
houden wordt met de monotoniciteit van de parametrische functies. In deze paragraaf
gaan we dieper in op de implementatie van deze verbeterde methode. We concentre-
ren ons alleen op de verschillen met het algoritme beschreven in Paragraaf 4.7.1. Er
wordt opnieuw een (n×n)-stelsel van lineaire vaagvergelijkingen met K vaaggetallen
beschouwd. Het begin van het algoritme is identiek aan het algoritme voor de algeme-
ne methode. De matrix G wordt geconstrueerd en de globale variabelen K, l, m, n en
X worden geı¨nitialiseerd. De matrix D is hier niet meer nodig.
De parameters in het laagste niveau worden berekend aan de hand van de functie
‘FIND C 1’ (zie Algoritme 4.7.2). In hogere niveaus worden de parameters c1 j, c2 j,
c3 en c4 berekend volgens de methode beschreven in Paragrafen 4.5.2 en 4.5.3 aan de
hand van de functie ‘FIND C 2’ (zie Algoritme 4.7.3). Bij Algoritme 4.7.3 wordt on-
middellijk het ree¨el getal uit de drager van het beschouwde vaaggetal i als argument
meegegeven. Voor het algoritme van de geoptimaliseerde methode is het gemakkelij-
ker om de positie in de i-de kolom van de matrix G als argument mee te geven. Op
die manier wordt het eenvoudiger om alleen de nodige combinaties van ree¨le getallen
uit de dragers van de vaaggetallen te nemen voor ieder α-niveau, dus we nemen alleen
de stelsels waarbij de ree¨le waarden corresponderen met eenzelfde lidmaatschapsgraad
α . Nadat we de parameters c1 j, c2 j, c3 en c4 berekend hebben, kunnen we de op-
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lossing xˆ = (xˆ1, . . . , xˆn)T van het ree¨el stelsel Ax = b bepalen gebruik makend van de
functie ‘EVALUATE PARAMETRIC FUNCTION(c, i,s, l)’ (zie Algoritme 4.7.6). Het
verschil met de functie ‘FIND X AND D(c, i,s,k)’ (zie Algoritme 4.7.4) is dat het hier
niet meer nodig is om de lidmaatschapsgraden van de ree¨le getallen die de vaaggetallen
vervangen bij te houden om ze daarna te kunnen aggregeren. Hier in de geoptimali-
seerde methode gebruiken we immers het minimum als idempotente aggregatieopera-
tor. Aangezien we voor alle α ∈ ]0,1] enkel de oplossingen van de stelsels zoeken die
gevormd worden door elk vaaggetal te vervangen door de onder- of de bovengrens van
zijn α-niveau en dus elk vaaggetal vervangen wordt door een ree¨el getal met lidmaat-
schapsgraad α , is de lidmaatschapsgraad van de corresponderende oplossing eveneens
gelijk aan α .
Algoritme 4.7.6 Bereken xˆ en x˜ j(x j)
1: function EVALUATE F(c, i,s, l)
2: for j ← 1 to n do
3: X(l, j)← G(s, i)c(1, j+1)+ c(2, j+1)
G(s, i)c(1,1)+ c(2,1)
⊲ zie (4.29) en (4.40)
4: end for
5: X(l,n+1) = G(s,K +1) ⊲ De lidmaatschapsgraad van de bekomen
oplossing is gelijk aan de lidmaatschapsgraad van het ree¨el getal uit de drager van
het i-de vaaggetal
6: l ← l +1
7: end function
Wanneer het algoritme opgestart wordt, wordt de functie ‘FIND X(A,b,K)’ op-
geroepen, met A en b gelijk aan de matrix ˜A en de vector ˜b respectievelijk waarbij
alle vaaggetallen FN j vervangen zijn door de ondergrenzen van hun dragers G(1, j),
voor alle j ∈ {1, . . . ,K}. Dit algoritme verschilt veel van het Algoritme 4.7.5 aan-
gezien we een selectie moeten maken van de oplossingen in de randpunten van de
α-niveaus in de hyperkubus. De globale variabele l wordt geı¨nitialiseerd op 1. Merk
op dat supp(FN1)× supp(FN2)× . . .× supp(FNK) een K-dimensionale hyperkubus is.
We starten door A = A = A en b = b = b te definie¨ren, daarna veranderen we het ele-
ment in A of in b corresponderend met FNK in de bovengrens G(m,K) van supp(FNK).
Als K > 1, dan wordt ‘FIND X(A,b,K−1)’ en ‘FIND X(A,b,K−1)’ opgeroepen. Dit
betekent dat we eerst de oplossingen zoeken voor de (K−1)-dimensionale hyperkubus-
sen overeenkomstig met supp(FNK) en supp(FNK) respectievelijk (als K = 3 berekenen
we de oplossingen voor het voorste en achterste vlak van de kubus in Figuur 4.6). In
een lager niveau, kunnen de oplossingen op dezelfde manier berekend worden alsof er
slechts K− 1 vaaggetallen aanwezig zijn in het stelsel. Beschouw het i-de niveau in
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de recursie, dan worden de oplossingen gezocht in verschillende i-dimensionale hyper-
kubussen die deel uitmaken van de rand van de K-dimensionale hyperkubus waarvan
we gestart zijn. We berekenen ‘FIND X(A,b, i)’, waarbij in de matrix A en vector b de
elementen die met de vaaggetallen FNi+1, . . ., FNK corresponderen vervangen zijn in
hogere niveaus door de onder- of bovengrens van hun dragers, en de elementen die met
de vaaggetallen FN1, . . . , FNi corresponderen nog steeds gelijk zijn aan de ondergrens
van de dragers van deze vaaggetallen. We stellen A = A = A en b = b = b en vervangen
in A of b het element corresponderend met FNi door G(m, i), d. i. door de bovengrens
van supp(FNi).
Afhankelijk van de waarde van i, het recursieniveau, hebben we verschillende stra-
tegiee¨n om de noodzakelijke parametrische functies op te stellen (zie Algoritme 4.7.7).
• Als i > 2, dan roepen we de functies ‘FIND X(A,b, i− 1)’ en ‘FIND X(A,b, i−
1)’ op, die de noodzakelijke parametrische functies opstellen in de (i−1)-dimen-
sionale hyperkubus die overeenkomt met supp(FNi) en supp(FNi) respectievelijk.
De parameters die berekend zijn in een lager niveau worden opgeslagen in de
matrix C1 en C2 respectievelijk voor supp(FNi) en supp(FNi).
Voor iedere matrix van parameters c in de matrix C1, worden twee matrices
c1 en c2 van parameters berekend zodat de twee bijhorende families parame-
trische functies met variabele FNi de oplossingen van de stelsels beschrijven
zo dat G( j1,K + 1) = G( j2,K + 1) = . . . = G( ji−1,K + 1). Alleen wanneer
G( j1,K+1) = G( j2,K+1) = . . .= G( ji−1,K+1) = 1, wanneer dus de parame-
ters behoren tot de modale waarden van de vaaggetallen, dan wordt er slechts e´e´n
matrix met parameters opgesteld. Als i = K dan evalueren we de parametrische
functies. Als het geselecteerde punt geen modale waarde is dan evalueren we
de parametrische functies in de onder- en bovengrenzen van het beschouwde α-
niveau. Als het geselecteerde punt wel een modale waarde is dan evalueren we
deze parametrische functie enkel in de modale waarde van het K-de vaaggetal.
Voor i = 3 hebben we in het tweede recursieniveau m−2 parametrische functies
in het voorste vlak en m−2 in het achterste vlak opgesteld. Deze halen we e´e´n
voor e´e´n terug op om de parametrische functies in de kubus te bepalen zodat we
de oplossingen van stelsels kunnen berekenen waarbij de vaaggetallen vervan-
gen zijn door ree¨le waarden die corresponderen met gelijke lidmaatschapsgraad
α . De teller k loopt dan ook van 1 tot m−2. Voor i = 4 berekenen we voor iede-
re parametrische functie bekomen in een lager niveau 2 parametrische functies
wanneer de corresponderende lidmaatschapsgraad niet gelijk is aan 1 en slechts
1 parametrische functie wanneer de corresponderende lidmaatschapsgraad gelijk
is aan 1. De teller k loopt dan van 1 tot 2(m− 3)+ 1. Voor i = 5 wordt dezelf-
de redenering gevolgd, m.a.w. de teller k loopt van 1 tot 22(m− 3)+ 1. In het
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algemeen vinden we dat de teller k van 1 tot 2i−3(m−3)+1 loopt.
• Als i = 2, dan worden de functies ‘FIND X(A,b, i− 1)’ en ‘FIND X(A,b, i−
1)’ opgeroepen. Deze berekenen de parametrische functies voor een lijn, dus
voor FN1 en FN1. Als K = 2, dan moeten deze parametrische functies ook ge-
evalueerd worden. Het tweede recursieniveau wordt apart behandeld omdat we
alle parametrische functies op dat niveau moeten berekenen behalve de randen
van het vlak. In hogere niveaus moeten we slechts die parametrische functies
bepalen die corresponderen met gelijke lidmaatschapsgraden.
• Als i = 1, dan berekenen we de oplossing voor de onder- en bovengrens van
supp(FN1) bijvoorbeeld met behulp van Gauss-eliminatie en achterwaartse sub-
stitutie. Dan bepalen we de overeenkomstige parameters door de functie
‘FIND C 1(det(A),det(A),x,x)’ op te roepen. Als K = 1 dan berekenen we voor
iedere j1 ∈ {1, . . . ,m} de oplossing xˆ corresponderend met G( j1,1). De bij-
horende lidmaatschapsgraad wordt toegevoegd bij de oplossing in de matrix X .
Als K > 1 dan worden alleen de oplossingen voor de eindpunten in de matrix X
opgeslagen.
Algoritme 4.7.7 Basisfunctie





6: Verander het element in A of b corresponderend met het i-de vaaggetal in de
tegengestelde grens van de drager (ondergrens wordt bovengrens)
7: if i > 2 then ⊲ Niet in het recursieniveau 1 of 2
8: C1 ← FIND X(A,b, i−1)
9: C2 ← FIND X(A,b, i−1)
10: s← 0
11: for k ← 1 to 2i−3(m−3)+1 do
12: if C1(k,1,n+2) = p then ⊲ Als een modale waarde beschouwd wordt
13: c← FIND C 2(i,C1(k,1,n+2),C1(k, :, :),C2(k, :, :))
14: s← s+1
15: C(s, :, :)← c
16: else
17: c1 ← FIND C 2(i,C1(k,1,n+2),C1(k, :, :),C2(k, :, :))
18: s← s+1
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19: C(s, :, :)← c1
20: c2 ← FIND C 2(i,m−C1(k,1,n+2)+1,C1(k, :, :),C2(k, :, :))
21: s← s+1
22: C(s, :, :)← c2
23: end if
24: if i = K then
25: if c1(1,n+2) = p then
26: EVALUATE F(c1, i, p, l)
27: l ← l +1
28: else
29: EVALUATE F(c1, i,C1(k,1,n+2), l)
30: l ← l +1
31: EVALUATE F(c1, i,m−C1(k,1,n+2)+1, l)
32: l ← l +1
33: EVALUATE F(c2, i,C2(k,1,n+2), l)
34: l ← l +1
35: EVALUATE F(c2, i,m−C2(k,1,n+2)+1, l)





41: if i = 2 then
42: C1 ← FIND X(A,b,1)
43: C2 ← FIND X(A,b,1)
44: for k ← 2 to m−1 do
45: c1 ← FIND C 2(i,k,C1(1, :, :),C2(1, :, :))
46: C(k−1, :, :)← c1
47: if i = K then
48: if k = p then
49: EVALUATE F(c1, i, p, l)
50: l ← l +1
51: else
52: EVALUATE F(c1, i,k, l)
53: l ← l +1
54: EVALUATE F(c1, i,m− k+1, l)
55: l ← l +1
56: end if
57: end if
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58: end for
59: else
60: x← oplossing van Ax = b
61: x← oplossing van Ax = b
62: c← FIND C 1(det(A),det(A),x,x)
63: C(1, :, :)← c
64: X(l,1 : n)← x
65: l ← l +1
66: X(l,1 : n)← x
67: l ← l +1
68: if K = 1 then
69: for s← 2 to m−1 do
70: EVALUATE F(c,1,s, l)






Het resultaat, de matrix X van de functie ‘FIND X’ is een discrete benadering van
de verzameling:
Ω(0) = {x | x ∈ Rn en (∃A = [ai j](n×n) ∈ R(n×n))(∃b = [bk]n×1 ∈ Rn)
((∀(i, j,k) ∈ {1, . . . ,n}3)(ai j ∈ supp(a˜i j)en bk ∈ supp(˜bk))
en Ax = b)}.
Als de lidmaatschapsgraad van de l-de oplossing gelijk is aan α , d.i. als X(l,n+
1) = α , dan behoort deze oplossing tot Ω(α). Zo vinden we een benadering van het
vaaggetal (x˜P)i, voor alle i ∈ {1, . . . ,n}, door
(x˜P)i(X(l, i)) = max
k∈{1,...,2K−1(m−1)+1}
{X(k,n+1) | X(k, i) = X(l, i)},
voor alle l. Er zijn 2K−1(m−1)+1 oplossingen in de matrix X aangezien er voor iedere
boven- en ondergrens van de verschillende α-niveaus (de kern niet meegerekend) een
oplossing en dan ook e´e´n voor de kern berekend wordt.
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4.7.3 Het algoritme voor de methode rekening houdend met de
symmetrie
In deze paragraaf concentreren we ons op de implementatie van de methode voor stel-
sels van lineaire vaagvergelijkingen waarbij de symmetrie van de matrix ˜A in rekening
gebracht wordt. Hier komen alleen de verschillen met het Algoritme uit Paragraaf
4.7.1 aan bod. Het algoritme steunt opnieuw op een recursieve methode zodat gelijk
welk eindig aantal vaaggetallen aanwezig kan zijn in het stelsel. We beschouwen een
(n×n)-stelsel van lineaire vaagvergelijkingen met K vaaggetallen in de componenten
van zowel de matrix ˜A en ˜b en waarbij de matrix ˜A symmetrisch is. Analoog als in
Paragraaf 4.7.1 wordt de matrix G opgesteld en wordt er ruimte voor de matrix X geal-
loceerd. De teller numsol die bijhoudt hoeveel oplossingen van scherpe stelsels er reeds
berekend zijn, wordt op 1 geı¨nitialiseerd. Daarna worden de matrix A en de vector b
opgesteld door in de matrix ˜A en in de vector ˜b ieder vaaggetal te vervangen door de
ondergrens van zijn drager. Vervolgens wordt de procedure ’FIND X SYM(A,b,K,1)’
(zie Algoritme 4.7.8) opgeroepen. Het vierde argument van deze procedure is een pa-
rameter die bijhoudt of de oplossing mag toegevoegd worden aan de matrix X of niet.
Als addtoX = 0 dan moeten de corresponderende oplossingen in lagere recursieniveaus
niet toegevoegd worden aan de matrix X (zie verder). De procedure ’FIND X SYM’ is
een recursieve methode, in het algoritme wordt deze procedure opnieuw opgeroepen.
De eerste keer wordt de procedure opgeroepen voor het K-de vaaggetal, maar alge-
meen wordt de procedure opgeroepen voor het i-de vaaggetal (i ∈ {1, . . . ,K}). Eerst
worden de matrices A en A opgesteld waarbij het i-de vaaggetal vervangen wordt door
de onder- en de bovengrens van zijn drager respectievelijk. Indien het i-de vaaggetal
een niet-diagonaalelement uit de matrix ˜A is, dan wordt ook de matrix Am waarbij het
i-de vaaggetal vervangen wordt door de kern van het vaaggetal opgesteld. Er wordt
steeds voor gezorgd dat er gewerkt wordt met symmetrische matrices.
Als i = 1, dan bevinden we ons in het laagste recursieniveau van de procedure.
Daar wordt er een stelsel opgelost met 1 vaaggetal en de andere vaaggetallen zijn reeds
vervangen door de onder- of bovengrenzen van hun drager. Eerst worden de 2 stelsels
van lineaire vergelijkingen opgelost waarbij het ene vaaggetal vervangen wordt door de
onder- en de bovengrens respectievelijk. Als addtoX = 1, dan mogen de bekomen op-
lossingen opgenomen worden in de matrix X . Als het beschouwde vaaggetal een niet-
diagonaalelement is van de matrix ˜A, dan wordt ook het stelsel waarbij dit vaaggetal
vervangen wordt door zijn kern opgelost. Deze oplossingen wordt dan later toegevoegd
aan de matrix X . Aan de hand van deze oplossingen en de determinanten van de matri-
ces A, Am en A kunnen we de parameters c1 j, c2 j, c3 j, c4, c5 en c6 berekenen (zie (4.57)
en (4.62)). Voor iedere beschouwde onder- en bovengrens van de α-niveaus van het
vaaggetal (m in totaal) berekenen we dan de teller en de noemer van de parametrische
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functie (zie (4.55)). Bij de oplossing wordt dan ook de lidmaatschapsgraad behorende
bij de oplossing bepaald. Wanneer het beschouwde vaaggetal een diagonaalelement of
een element uit de vector ˜b is, dan wordt het stelsel corresponderend met de kern van
het eerste vaaggetal niet apart opgelost. Aan de hand van de oplossingen correspon-
derend met de onder- en de bovengrens van het vaaggetal en de determinanten van de
matrices A en A worden dan de parameters c1 j, c2 j, c3 en c4 berekend (zie (4.30) en
(4.33)). Voor iedere beschouwde onder- en bovengrens van het vaaggetal (m in totaal)
berekenen we dan ook de teller en de noemer van de parametrische functie (zie (4.29)).
Als i > 1, dan bevinden we ons niet in het laagste recursieniveau en kunnen we
gebruik maken van parameters die reeds in lagere niveaus berekend zijn. We maken
dan gebruik van de teller en de noemer van de parametrische functies voor de stelsels
waarbij het i-de vaaggetal vervangen is door de onder- en de bovengrens van zijn dra-
ger. Indien het i-de vaaggetal een niet-diagonaalelement van de matrix ˜A is dan maken
we ook gebruik van de teller en de noemer van de parametrische functies berekend in
een lager niveau voor de stelsels waarbij het i-de vaaggetal vervangen is door zijn kern.
Hierbij zetten we de parameter addtoX = 0 aangezien de corresponderende oplossin-
gen niet meer moeten toegevoegd worden aan de matrix X . Voor iedere gee¨valueerde
teller en noemer van de parametrische functies die in een lager niveau berekend zijn,
berekenen we de parameters voor de corresponderende functie waarbij het i-de vaagge-
tal de variabele parameter is (zie (4.64) en (4.65)). Daarna berekenen we de teller en de
noemer van de functie voor iedere beschouwde onder- en bovengrens van de α-niveaus
van het i-de vaaggetal. Daarbij wordt ook de corresponderende lidmaatschapsgraad be-
paald. Als het i-de vaaggetal een diagonaalelement is in de matrix ˜A of een element uit
de vector ˜b, dan moeten er slechts 4 parameters: c1 j, c2 j, c3 en c4 berekend worden.
Op analoge manier worden dan ook de oplossingen van de stelsels corresponderend
met onder- en bovengrenzen van de beschouwde α-niveaus bekomen.
Algoritme 4.7.8 Basisfunctie





6: Verander het element in A of b corresponderend met het i-de vaaggetal in de
tegengestelde grens van de drager (ondergrens wordt bovengrens)
7: Als het i-de vaaggetal een niet-diagonaalelement is uit A, hebben we een derde
matrix Am nodig, waarbij het beschouwde niet-diagonaalelement veranderd wordt
in de modale waarde van het i-de vaaggetal.
8: if i > 1 then ⊲ Niet in het laagste recursieniveau
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9:
[ f lteller, f lnoemer, f lα]← FIND X SYM(A,b, i−1,addtoX)
10:
[ f uteller, f unoemer, f uα]← FIND X SYM(A,b, i−1,addtoX)
11: if n2 ≤ n & n1 6= n2 then ⊲ Als het i-de vaaggetal een
niet-diagonaalelement in A is
12:
[ f mteller, f mnoemer, f mα ]← FIND X SYM(Am,b, i−1,0)
13: k ← 1
14: for s← 1 to # rijen in f lnoemer do
15: Bereken c4, c5 en c6 m.b.v. f lnoemer(s), f mnoemer(s) en f unoemer(s)
16: for j ← 1 to n do
17: Bereken c1( j), c2( j) en c3( j)
18: m.b.v. f lteller(s, j), f mteller(s, j) en f uteller(s, j)
19: end for
20: for step← 1 to m do
21: fnoemer(k)← (G(step, i))2c4 +G(step, i)c5 + c6
22: for j ← 1 to n do
23: fteller(k, j)← (G(step, i))2c1( j)+G(step, i)c2( j)+ c3( j)
24: if (step > 1 & step < m & addtoX = 1) then
25: X(numsol, j)← fteller(k, j)fnoemer(k)
26: end if
27: end for
28: fα(k)←min( f lα(s),G(step,K +1))
29: if (step > 1 & step < m & addtoX = 1) then
30: if i < K then ⊲ Indien niet op het hoogste
recursieniveau, dan is voor (i+1)-de, ..., K-de vaaggetal de onder- of bovengrens
van de drager gebruikt
31: X(numsol,n+1)← 0




35: numsol ← numsol +1
36: end if
37: k ← k+1
38: end for
39: end for
40: else ⊲ Als i-de vaaggetal diagonaalelement van ˜A of element in ˜b is
41: k ← 1
42: for s← 1 to # rijen in f lnoemer do
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43: Bereken c3 en c4 m.b.v. f lnoemer(s) en f unoemer(s)
44: for j ← 1 to n do
45: Bereken c1( j) en c2( j) m.b.v. f lteller(s, j) en f uteller(s, j)
46: end for
47: for step← 1 to m do
48: fnoemer(k)← G(step, i)c3 + c4
49: for j ← 1 to n do
50: fteller(k, j)← G(step, i)c1( j)+ c2( j)
51: if (step > 1 & step < m & addtoX = 1) then
52: X(numsol, j)← fteller(k, j)fnoemer(k)
53: end if
54: end for
55: fα(k)←min( f lα(s),G(step,K +1))
56: if (step > 1 & step < m & addtoX = 1) then
57: if i < K then ⊲ Indien niet op het hoogste
recursieniveau, dan is voor (i+1)-de, ..., K-de vaaggetal de onder- of bovengrens
van de drager gebruikt
58: X(numsol,n+1)← 0




62: numsol ← numsol +1
63: end if




68: else ⊲ Indien op het laagste recursieniveau
69: x← oplossing van Ax = b
70: x← oplossing van Ax = b
71: if addtoX = 1 then
72: for j ← 1 to n do
73: X(numsol, j)← x
74: X(numsol +1, j)← x
75: X(numsol,n+1)← 0
76: X(numsol +1,n+1)← 0
77: end for
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78: numsol ← numsol +2
79: end if
80: if n2 ≤ n & n1 6= n2 then ⊲ Als het i-de vaaggetal een
niet-diagonaalelement in A is
81: xm ← oplossing van Amx = b
82: Bereken c4, c5 en c6 m.b.v. de determinanten van A, Am en A
83: for j ← 1 to n do
84: Bereken c1( j), c2( j) en c3( j) m.b.v. de determinanten van A, Am
en A en de oplossingen x, xm en x
85: end for
86: k ← 1
87: for step← 1 to m do
88: fnoemer(k)← (G(step, i))2c4 +G(step, i)c5 + c6
89: for j ← 1 to n do
90: fteller(k, j)← (G(step, i))2c1( j)+G(step, i)c2( j)+ c3( j)
91: if (step > 1 & step < m & addtoX = 1) then
92: X(numsol, j)← fteller(k, j)fnoemer(k)
93: end if
94: end for
95: fα(k)← G(step,K +1)
96: if (step > 1 & step < m & addtoX = 1) then
97: if i < K then ⊲ Indien niet op het hoogste recursieniveau, dan is
voor (i+1)-de, ..., K-de vaaggetal de onder- of bovengrens van de drager gebruikt
98: X(numsol,n+1)← 0
99: else ⊲ We nemen het minimum van alle lidmaatschapsgraden
100: X(numsol,n+1)← fα(k)
101: end if
102: numsol ← numsol +1
103: end if
104: k ← k+1
105: end for
106: else⊲ Als het i-de vaaggetal een diagonaalelement van ˜A of element in ˜b is
107: Bereken c3 en c4 m.b.v. de determinanten van A en A
108: for j ← 1 to n do
109: Bereken c1( j) en c2( j) m.b.v. de determinanten van A en A en de
oplossingen x en x
110: end for
111: k ← 1
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112: for step← 1 to m do
113: fnoemer(k)← G(step, i)c3 + c4
114: for j ← 1 to n do
115: fteller(k, j)← G(step, i)c1( j)+ c2( j)
116: if (step > 1 & step < m & addtoX = 1) then
117: X(numsol, j)← fteller(k, j)fnoemer(k)
118: end if
119: end for
120: fα(k)← G(step,K +1)
121: if (step > 1 & step < m & addtoX = 1) then
122: if i < K then ⊲ Indien niet op het hoogste
recursieniveau, dan is voor (i+1)-de, ..., K-de vaaggetal de onder- of bovengrens





127: numsol ← numsol +1
128: end if






In het algemeen nemen wij het minimum als idempotente aggregatieoperator. Aange-
zien het minimum de kleinste idempotente aggregatieoperator is, wordt het minimum in
de meeste toepassingen gebruikt. Compensatie, bij het berekenen van veiligheidsmar-
ges bijvoorbeeld, is dan ook uitgesloten. In het geval het minimum wordt vervangen
door een idempotente aggregatieoperator zal dit uitdrukkelijk vermeld worden. In deze
paragraaf willen wij enkele voorbeelden geven die de voordelen van onze methoden
illustreren en we tonen ook de verschillen in rekentijd tussen de basismethode met een
idempotente aggregatieoperator en de geoptimaliseerde methode.
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Voorbeeld 4.27 Beschouw het stelsel{
(4 / 5 / 6)x˜1 + (0 / 3 / 6)x˜2 = 7
−2x˜1 + x˜2 = −5 .
We beschouwen 3 α-niveaus, namelijk α ∈ {0,0.5,1}. We lossen dit stelsel op met de
methode gebaseerd op parametrische functies, eerst met de standaardmethode (Xmin)
daarna met het gemiddelde als aggregatieoperator (Xgem). De oplossing wordt gegeven
in Tabel 4.1. Deze twee oplossingen verschillen natuurlijk enkel in hun lidmaatschaps-
graad. We bekomen de oplossingen voor alle 25 scherpe stelsels gevormd door de ver-
schillende combinaties van onder- en bovengrenzen van de drager, van het 0.5-niveau
en de kern van de vaaggetallen. In Tabel 4.1 zien we bijvoorbeeld dat X(7,3) = 0 (voor
X(7,1) = 1.75), terwijl X(6,3) = X(8,3) = 0.5 (voor X(6,1) = 1.7059 en X(8,1) =
1.825), zo zou men kunnen argumenteren dat (x˜min)1 (en ook (x˜gem)1) geen convexe
vaagverzameling is en daarom geen vaaggetal. Dit is echter een verkeerde argumenta-
tie aangezien Theorema 4.19 toont dat (x˜min)1 (en ook (x˜gem)1) een vaaggetal is omdat
de aggregatieoperator, het minimum (en ook het gemiddelde) continu en idempotent is
en aggr(x1, . . . ,xn) = 1 ⇐⇒ x1 = . . .= xn = 1, voor alle (x1, . . . ,xn) ∈ [0,1]n, voor al-
le n ∈ N∗, en aangezien de twee vaaggetallen in de matrix ˜A triangulaire vaaggetallen
zijn en dus continue lidmaatschapsfuncties hebben. De verklaring voor de lidmaat-
schapsgraad 0 bij 1.75 is simpel. De waarde 1.75 hebben we niet gevonden als eerste
component bij een oplossing corresponderend met a11 ∈ (a˜11)0.5 en a12 ∈ (a˜12)0.5 aan-
gezien we enkel een eindig aantal elementen (a11,a12) ∈ (a˜11)0.5× (a˜12)0.5 beschou-
wen. Als alle mogelijke oplossingen berekend zouden worden, dan zou de waarde
1.75 voor de eerste component zeker gevonden worden als oplossing voor een stelsel
corresponderend met een bepaald koppel (a11,a12) ∈ (a˜11)0.5× (a˜12)0.5 zo dat de lid-
maatschapsgraad voor (x˜P)1(1.75) groter dan of gelijk aan 0.5 is. We zoeken nu het







en de corresponderende lidmaatschapsgraad maximaal is (en dus groter of gelijk is
aan 0.5). We moeten dus de ree¨le getallen a1 en a2 vinden in het 0.5-niveau van res-


















































































Uit (4.77) en 5 < 377 halen we dat
a˜11(a1) = 6−a1. (4.79)
Aangezien we zoeken naar ree¨le getallen binnen het 0.5-niveau moet
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Nemen we a1 = 7414 dan is a2 =
3
2 , a˜11(a1) =
5
7 , a˜12(a2) =
1
2 zodat het gemiddelde van
deze 2 lidmaatschapsgraden gelijk is aan 1728 . Het minimum van deze 2 lidmaatschaps-
graden is gelijk aan 12 , maar er corresponderen ook stelsels met de oplossing uit (4.71)
waarvoor het minimum van de 2 lidmaatschapsgraden strikt groter is dan 0.5. Aan-
gezien het rechterlid van (4.78) stijgend is en het rechterlid van (4.79) dalend is in a1,
zal









































. Dit is het geval voor
6−a1 = 118 (7a1−28) ⇔ a1 =
136
25
⇔ a2 = 4225
waarbij dan
a˜11(a1) = a˜12(a2) =
14
25 = 0.56.
Dit is dan de maximale lidmaatschapsgraad behorende bij het stelsel met oplossing
(4.71) met het minimum als aggregatieoperator. Nu zoeken we ook het stelsel waarvoor
de oplossing gelijk is aan (4.71) en het gemiddelde van de corresponderende lidmaat-
schapsgraden maximaal is. Uit a1 ∈ ]4,6[ en (4.72) volgt dat a2 ∈ ]0, 73 [ ⊆ ]0,3[. Dus
we hebben dat
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Figuur 4.21: Verplaatsing van de knooppunten van een staaf onder trekkracht uit Voorbeeld
4.28.




Het volgende voorbeeld is een concrete toepassing van de eindige-elementenme-
thode. We willen een partie¨le differentiaalvergelijking oplossen waarbij bepaalde pa-
rameters onzeker zijn. De eindige-elementenmethode herformuleert het probleem naar
een stelsel van lineaire vaagvergelijkingen (zie Paragraaf 2.1).
Voorbeeld 4.28 Beschouw het e´e´n-dimensionaal statisch probleem waarbij een staaf
zonder massa bestaande uit 2 componenten onder trekkracht geplaatst wordt (zie [28]
en Paragraaf 2.1). De componenten van de staaf worden gekenmerkt door lengte l(1)
en l(2), de dwarsdoorsneden A(1) en A(2) en de elasticiteitsmoduli E(1) en E(2). Ee´n
uiteinde van de staaf is vastgeklemd, u(0) = 0. De uitwendige kracht bestaat uit een
trekkracht F die aangrijpt op het andere uiteinde van de staaf.
De eerste component van de staaf is van staal met parameters:
E(1) = (1.9×105 / 2.0×105 / 2.1×105) N
mm2
A(1) = 100mm2
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l X(l,1) X(l,2) Xmin(l,3) Xgem(l,3)
1 1.1667 −2.6667 0 0
2 1.2727 −2.4545 0 0.2500
3 1.4000 −2.2000 0 0.5000
4 1.5556 −1.8889 0 0.2500
5 1.6111 −1.7778 0 0.2500
6 1.7059 −1.5882 0.5000 0.5000
7 1.7500 −1.5000 0 0
8 1.8125 −1.3750 0.5000 0.7500
9 1.8333 −1.3333 0 0.5000
10 1.9130 −1.1739 0.5000 0.7500
11 1.9333 −1.1333 0.5000 0.5000
12 1.9667 −1.0667 0 0.2500
13 2.0000 −1.0000 1.0000 1.0000
14 2.0345 −0.9310 0.5000 0.5000
15 2.0556 −0.8889 0 0
16 2.0714 −0.8571 0 0.2500
17 2.0952 −0.8095 0.5000 0.7500
18 2.1071 −0.7857 0.5000 0.7500
19 2.1143 −0.7714 0 0.2500
20 2.1765 −0.6471 0 0.5000
21 2.1852 −0.6296 0.5000 0.5000
22 2.2000 −0.6000 0 0.5000
23 2.2424 −0.5152 0 0.2500
24 2.2692 −0.4615 0 0.2500
25 2.3125 −0.3750 0 0
Tabel 4.1: Oplossing van het stelsel in Voorbeeld 4.27.
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l(1) = 500mm.
en de tweede component is van aluminium met parameters:





















(4.82×104 / 5.035×104 / 5.25×104) (−1.05×104 /−1.035×104 /−1.02×104)



















waarbij een vaaggetal hier discreet gerepresenteerd wordt als ∑ni=1 µi/xi met µi de lid-
maatschapsgraad van xi. In Figuur 4.21 is het resultaat grafisch voorgesteld. Iedere
oplossing van alle mogelijke stelsels corresponderend met elementen uit de dragers
van de vaaggetallen is hier aangeduid met een kruisje. We nemen het minimum en
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Figuur 4.22: De verplaatsing van de knooppunten van een staaf onder trekkracht uit Voorbeeld
4.28.
maximum van ieder beschouwd α-niveau om zo de lidmaatschapsfunctie op te stellen.
We willen hierbij ook de opmerking maken dat zelfs voor dit eenvoudig voorbeeld de
methode van Buckley en Qu een derde meer tijd vraagt dan de voorgestelde basisme-
thode met het minimum als aggregatieoperator (gemiddelde tijd over 100 oplossingen:
basismethode: 19.371s, methode van Buckley en Qu: 25.513s en de geoptimaliseerde
methode: 0.032s).
Wanneer we de oplossing exacter willen bepalen dan beschouwen we meer α-
niveaus. Nu beschouwen we 101 α-niveaus en bekomen de oplossing door de ge-
optimaliseerde methode toe te passen.
De oplossing is grafisch voorgesteld in Figuur 4.22. De rekentijd voor dit voor-
beeld opgelost met de geoptimaliseerde methode is 1.063s. Voor zoveel beschouwde
α-niveaus is de basismethode met willekeurige aggregatieoperator veel te rekeninten-
sief.
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Voorbeeld 4.29 Beschouw het volgende stelsel:
(4/5/6) (0/3/6) 5 2 4 −2
(−3/−2/−1) (0/1/2) 3 1 −3 3
−1 2 5 2 5 −9
5 1 2 3 4 −1
3 2 1 4 5 0



















De oplossing voor dit voorbeeld gevonden met behulp van de basismethode met het
minimum als aggregatieoperator is getekend in Figuur 4.23. In Figuur 4.24 wordt
de oplossing voor de geoptimaliseerde methode getoond. Het verschil in rekentijd is
enorm: 26.391s voor de basismethode en 0.094s voor de geoptimaliseerde methode.
Voorbeeld 4.30 Beschouw het stelsel:
1 (3 / 4 / 5) (4 / 5 / 6) 0
(3 / 4 / 5) −4 (1 / 4 / 6) (0 / 1 / 3)
(4 / 5 / 6) (1 / 4 / 6) 2 5















Dit stelsel heeft een symmetrische matrix ˜A. Het stelsel is opgelost enerzijds zonder
rekening te houden met de symmetrie m.b.v. de geoptimaliseerde methode uit Paragraaf
4.5.4 en anderzijds door rekening te houden met de symmetrie (de methode uit Para-
graaf 4.6). Het verschil in de oplossing bij beide aanpakken is duidelijk te zien in
Figuur 4.25. Wanneer de symmetrie niet in rekening wordt gebracht dan is de oplos-
sing een overschatting.
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Het algoritme voor de methode met een willekeurige aggregatieoperator en voor
de geoptimaliseerde methode hebben we geı¨mplementeerd in Matlab 6.5. Zo hebben
we ons algoritme ook in de praktijk kunnen vergelijken met de methode van Buckley
en Qu waarin alle scherpe stelsels opgelost worden (hier met Gauss eliminatie) zonder
het opstellen van parametrische functies. De conclusies op basis van de theoretische
rekenkost (het tellen van het aantal nodige operaties) worden hier numeriek bevestigd.
In Figuur 4.26 wordt de gemiddelde rekentijd voor het oplossen van 5 verschillende
(500×500)-stelsels waarbij er 3 vaaggetallen als coe¨fficie¨nten zijn, in functie van het
aantal α-niveaus getoond3. We zien dat de methode van Buckley en Qu veel meer
rekentijd eist dan onze voorgestelde standaardmethode gebaseerd op parametrische
functies, en ook dat hoe meer α-niveaus beschouwd worden, hoe groter het verschil
is. In Figuur 4.27 wordt de rekentijd in functie van stijgende dimensie van het stel-
sel uitgezet. Ieder stelsel heeft 4 vaaggetallen als coe¨fficie¨nten en er worden telkens
4 α-niveaus beschouwd. Het gemiddelde van de rekentijd voor het oplossen van 5
verschillende (n× n)-stelsels voor stijgende n is gegeven. Hier is het verschil in per-
formantie nog groter. We zien dat voor grote stelsels de voorgestelde standaardmethode
veel beter presteert dan de methode van Buckley en Qu.
De geoptimaliseerde methode kunnen we ook vergelijken met basismethode, de
methode van Buckley en Qu maar ook met de geoptimaliseerde methode van Buckley
en Qu. De methode van Buckley en Qu kan ook geoptimaliseerd worden door enkel
deze stelsels op te lossen waarbij de vaaggetallen vervangen worden door de onder- en
bovengrenzen van eenzelfde α-niveau.
In Figuur 4.28(a) worden de standaardmethode, de geoptimaliseerde methode en
de methode voorgesteld door Buckley en Qu in performantie met elkaar vergeleken.
In Figuur 4.28(b) wordt het verschil gegeven in rekentijd tussen de basismethode met
parametrische functies en de geoptimaliseerde methode met parametrische functies in
functie van de dimensie van het stelsel dat telkens 4 vaaggetallen onder zijn coe¨ffici-
enten heeft en waarbij 4 α-niveaus beschouwd worden.
In Figuur 4.29(a) wordt de gemiddelde rekentijd voor 5 (500× 500)-stelsels in
functie van het aantal α-niveaus getekend. De stelsels van lineaire vaagvergelijkin-
gen hebben telkens 3 vaaggetallen als coe¨fficie¨nten. In Figuur 4.29(b) wordt het ver-
schil in rekentijd tussen de geoptimaliseerde methode met parametrische functies en
de geoptimaliseerde methode van Buckley en Qu in functie van een stijgend aantal
α-niveaus uitgezet. Wanneer er slechts 2 α-niveaus beschouwd worden dan halen we
geen voordeel uit het gebruik van parametrische functies. Het voordeel in rekenkost bij
het gebruik van parametrische functies weegt niet op tegen de rekenkost nodig voor het
3Deze resultaten werden bekomen op een computer met een Intel R© Pentium R© 4 CPU 2.40 GHz pro-
cessor (en 512 MB RAM).
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opstellen van de parametrische functies. Er wordt slechts 1 oplossing van een stelsel
gevonden met behulp van de parametrische functies indien alleen de drager en de kern
beschouwd worden. Bij een groter aantal α-niveaus halen we steeds meer voordeel uit
het gebruik van de parametrische functies.
Al deze figuren bevestigen de theoretische rekenkost uit Paragraaf 4.5. We maken
hier geen afweging qua rekentijd tussen de standaardmethode of de geoptimaliseer-
de methode en de methode waarbij de symmetrie in rekening gebracht wordt aange-
zien deze vergelijking niet relevant is. Het grote voordeel aan het in rekening bren-
gen van de symmetrie is de winst in de oplossing: we verkrijgen een betere, exactere
oplossing. Daarenboven, de rekentijd is afhankelijk van hoeveel diagonaal en niet-
diagonaalelementen van de matrix ˜A vaaggetallen zijn.
Hoewel onze methode niet echt als een numerieke methode moet beschouwd wor-
den, gaan we nu eventjes dieper in op de fouten die mogelijks gemaakt worden door
onze voorgestelde oplossingsmethode. De voorgestelde methode kan immers ook ge-
bruikt worden om stelsels analytisch op te lossen (zie Voorbeeld 4.24). Er zijn geen
andere methoden voorhanden die de oplossing van het stelsel van lineaire vaagverge-
lijkingen exact kunnen bepalen. Hier wordt de oplossing dan geschreven in functie van
variabelen die zich in de dragers van de vaaggetallen bevinden. Wanneer we echter
de drager van de vaaggetallen discretiseren door een eindig aantal α-niveaus te be-
schouwen, zoeken we een numerieke oplossing en hierbij gebruiken we de resultaten
uit berekeningen in een lager recursieniveau om de nieuwe parameterfuncties en de
oplossingen te bepalen. We vragen ons dan ook af of de opeenstapeling van mogelijke
afrondingsfouten een invloed heeft op de oplossing. We hebben hier de oneindige of
maximumnorm gebruikt om de relatieve fout tussen de oplossingen gevonden met on-
ze methode gebruikmakend van het minimum als aggregatieoperator en dus rekening
houdend met de monotoniciteit van de parametrische functies, x˜P en met de geoptima-
liseerde methode van Buckley en Qu, x˜B te berekenen. We bepalen daartoe eerst de
onder- en bovengrenzen van ieder beschouwd α-niveau van de beide oplossingen, x˜P
en x˜B. Van deze m vectoren bepalen we de relatieve fout ten opzichte van x˜B via de









waarbij m het aantal beschouwde discrete punten in de dragers van de vaaggetallen
(m = 2p−1 met p het aantal beschouwde α-niveaus) is, (x˜P)(i, j) de j-de component
is van de i-de vector die de onder- of bovengrens is van een beschouwd α-niveau:
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# Fn Uitvoeringstijd Uitvoeringstijd relatieve fout
voor x˜P voor x˜B
1 Fn 0.3750 0.6570 1.0544×10−14
2 Fn 0.6870 1.1410 1.0168×10−14
3 Fn 1.3900 2.2190 9.7852×10−15
4 Fn 2.8600 4.3440 9.4246×10−15
5 Fn 5.9690 8.5000 1.1687×10−14
6 Fn 12.2340 17.0930 1.0801×10−14
7 Fn 27.2820 34.5780 1.0887×10−14
8 Fn 53.5160 71.5160 9.4678×10−15
9 Fn 113.3120 150.9220 8.8089×10−15
10 Fn 248.1100 335.9370 8.1531×10−15
(x˜P)(i, j) =
{
min{X(l, j)|X(l,n+1) = α(i)} als i≤ p;
max{X(l, j)|X(l,n+1) = α(m− i+1)} als i > p. (4.83)
waarbij X(l, j) de j-de component van de l-de oplossing uit de matrix X gevonden in
het algoritme uit Paragraaf 4.7.2, analoog voor (x˜B)(i, j).
Als het aantal beschouwde α-niveaus stijgt, dan krijgen we geen extra opeenstape-
ling van afrondingsfouten aangezien de parametrische functies in meer punten gee¨valu-
eerd worden maar er zijn evenveel recursieniveaus. In dit geval worden de afrondings-
fouten dus zeker niet opgeblazen. Dezelfde redenering geldt wanneer de dimensie van
het stelsel groeit.
Men zou kunnen denken dat afrondingsfouten kunnen opeenstapelen wanneer er
veel vaaggetallen als coe¨fficie¨nten in het stelsel voorkomen. In Tabel 4.8 zien we ech-
ter dat de afrondingsfouten niet opgeblazen worden. We zien dat de rekentijd een
belangrijkere factor is van onze methode in vergelijking met mogelijke opeenstape-
ling van fouten. Het beschouwde stelsel waarvan de relatieve fout berekend is, is een
(500× 500)-stelsel met 4 beschouwde α-niveaus (m = 7) en waarbij we het aantal
vaaggetallen als coe¨fficie¨nten laten stijgen.
We weten dat de oplossing van een stelsel van lineaire vaagvergelijkingen waarin
matrices met een hoog conditienummer voorkomen, onbetrouwbaar kan zijn. Echter
zoals aangetoond in Opmerking 4.25 ligt het probleem niet bij de oplossingsmetho-
de maar bij het feit dat wanneer de matrix van het stelsel een hoog conditienummer
heeft, een kleine verandering in het stelsel een grote verandering in de oplossing kan
teweegbrengen. De oplossingen van beide methoden zullen dan beı¨nvloed worden.
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We maken natuurlijk altijd een benadering van de oplossing aangezien we een ein-
dig aantal α-niveaus beschouwen. Hoe meer α-niveaus er beschouwd worden hoe
kleiner de fout in vergelijking met de analytische oplossing. Als we alleen kijken
naar de α-niveaus van de oplossing die we ook in de input beschouwen, dan maken
we eigenlijk alleen een fout wanneer een discontinuı¨teit aanwezig is in de oplossing
(zie Voorbeeld 4.31). Wanneer er weinig α-niveaus beschouwd worden, dan wordt de
sprong in de lidmaatschapsfunctie niet goed gedetecteerd. Hoe meer α-niveaus be-
schouwd, hoe beter de lidmaatschapsfunctie dan benaderd wordt.
Voorbeeld 4.31 Hier bekijken we de fout voor verschillende aantallen α-niveaus voor
het stelsel in Voorbeeld 4.24. In Figuur 4.14 zien we dat de eerste component van
de oplossing x˜P een discontinuı¨teit heeft voor x = −9
√
34
−68+8√34 . De bovengrens voor het
0.5-niveau van de eerste component is wat moeilijker te benaderen maar hoe meer
α-niveaus er beschouwd worden hoe kleiner de fout in vergelijking met de exacte op-
lossing (gegeven in (4.68) en (4.69)). We berekenen het 0.5-niveau van de oplossing
analytisch:
voor de eerste component x˜1













(3x−3 > 0 aangezien x ∈ ] 53 , 73 ])
⇔ 9x2−18x+9 =−8x2 +16x+9
⇔ x = 2;













−8x2 +16x+9 = x
⇔
√
−8x2 +16x+9 = x−3;
(Deze vergelijking heeft geen oplossing aangezien x−3 < 0
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voor de tweede component x˜2







⇔ 2− x =
√
−8x2−12x+4
(2− x > 0 aangezien x ∈ ]− 32 ,− 13 ])
⇔ 4−4x+ x2 =−8x2−12x+4
⇔ x =− 89 ;













(−3x+2 > 0 aangezien x ∈ ]− 13 , 16 [)
⇔ 9x2−12x+4 =−8x2−12x+4
⇔ x = 0;
⇒ (x˜2)0.5 = [− 89 ,0].
We vergelijken nu het 0.5-niveau van de oplossing gevonden met ons algoritme voor
een verschillend aantal α-niveaus met deze analytische oplossing. Hier berekenen we
de relatieve fout t.o.v. de analytische oplossing per component (zie Tabel 4.2).
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Tabel 4.2: De relatieve fout van de oplossing gevonden m.b.v. Algoritme 4.7.8 t.o.v. de ana-
lytische oplossing van het stelsel uit Voorbeeld 4.24.
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Figuur 4.23: Oplossing m.b.v. de basismethode van een (6×6)-stelsel van lineaire vaagverge-
lijkingen met 4 vaaggetallen waarvoor er 6 α-niveaus beschouwd worden.































Figuur 4.24: Oplossing m.b.v. de geoptimaliseerde methode van een (6×6)-stelsel van lineaire
vaagvergelijkingen met 4 vaaggetallen waarvoor er 6 α-niveaus beschouwd worden.
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Figuur 4.25: Oplossing voor stelsel (4.81) rekening houdend met de symmetrie (volle lijn) en
zonder rekening te houden met de symmetrie (onderbroken lijn).
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door alle scherpe stelsels op te lossen (Buckley & Qu)
Figuur 4.26: Een (500× 500)-stelsel van lineaire vaagvergelijkingen met 3 vaaggetallen als
coe¨fficie¨nten. De rekentijd in functie van het aantal α-niveaus.
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door alle scherpe stelsels op te lossen (Buckley & Qu)
Figuur 4.27: Rekentijd in functie van de dimensie van het stelsel. De stelsels bevatten steeds 4
vaaggetallen en er worden telkens 4 α-niveaus beschouwd.
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basismethode m.b.v. parametrische functies
door alle scherpe stelsels op te lossen (Buckley & Qu)
geoptimaliseerde methode m.b.v. parametrische functies
(a) Vergelijking in rekentijd tussen de methode van Buckley en Qu, de voorgestelde basismethode
en de geoptimaliseerde methode m.b.v. parametrische functies.
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basismethode m.b.v. parametrische functies
geoptimaliseerde methode m.b.v. parametrische functies
(b) Vergelijking in rekentijd tussen de basismethode en de geoptimaliseerde methode m.b.v. para-
metrische functies.
Figuur 4.28: Rekentijd in functie van de dimensie van het stelsel. De stelsels bevatten steeds 4
vaaggetallen en we beschouwen 4 α-niveaus.
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basismethode m.b.v. parametrische functies
door alle scherpe stelsels op te lossen (Buckley & Qu)
geoptimaliseerde methode m.b.v. parametrische functies
(a) Vergelijking in rekentijd tussen de methode van Buckley en Qu, de voorgestelde basismethode
en de geoptimaliseerde methode m.b.v. parametrische functies.
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geoptimaliseerde methode m.b.v. parametrische functies
door geselecteerde stelsels op te lossen
(b) Vergelijking in rekentijd tussen de geoptimaliseerde methode m.b.v. parametrische functies en
de geoptimaliseerde methode van Buckley en Qu.
Figuur 4.29: Een (500×500)-stelsel met 3 vaaggetallen. De rekentijd in functie van het aantal
α-niveaus.
Hoofdstuk 5




Dit hoofdstuk beschrijft de resultaten bekomen in samenwerking met de ‘Noise and
Vibration Research Group’ in het departement Werktuigkunde aan de KULeuven. We
combineren hier de statische condensatie, die als doel heeft de dimensie van het op
te lossen stelsel in de eindige-elementenmethode te reduceren, met de methode om
stelsels van lineaire vaagvergelijkingen met behulp van parametrische functies op te
lossen. Deze combinatie heeft tal van voordelen die we dan ook aantonen aan de hand
van twee voorbeelden. Het eerste voorbeeld is een uitbreiding van de e´e´ndimensionale
elastische staaf waarbij we drie staven vast met elkaar verbinden waarop een kracht
wordt uitgeoefend. Het tweede voorbeeld is een vereenvoudigd model van een vlieg-
tuig waarbij de veren die voor de hechtingen van de vleugels aan de romp zorgen, de
onzekere input vormen.
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5.1 Statische condensatie
In deze paragraaf leggen we het principe van statische condensatie, ook gekend onder
de naam Guyan reductie, uit. In 1965 publiceerde Guyan [21] een methode om de
stijfheidsmatrices van de eindige-elementenmethode in dimensie te reduceren. Veron-
derstellen we dat het oorspronkelijke stelsel gegeven wordt door
Ku = f
waarbij K de stijfheidsmatrix, u de verplaatsingsvector en f de krachtenvector is.
Eerst bepalen we welke componenten van de verplaatsingsvector u we effectief wil-
len kennen. De vrijheidsgraden waarvan we de waarde willen kennen (dat zijn meestal
vrijheidsgraden op de randen) worden aangeduid met het subscript t. De overige vrij-














Kttut +Ktouo = ft
Kotut +Koouo = fo
Uit de laatste vergelijkingen kunnen we voor iedere vrijheidsgraad waarvan de
waarde niet gekend hoeft te zijn, de volgende vergelijkingen bepalen:
uo = K−1oo ( fo−Kotut). (5.2)
Wanneer dit ingevuld wordt in de eerste vergelijking bekomen we het gereduceerde
systeem:
Kredured = fred (5.3)
met
• Kred = Ktt +KtoGot ;
• fred = ft +GTot fo;
5.1 Statische condensatie 175
waarbij de matrix Got met
Got =−K−1oo Kot , (5.4)
de statische reductiematrix genoemd wordt.
Er zijn nu vier mogelijke aanpakken om de oplossing van het stelsel van vaagver-
gelijkingen bekomen in een eindige-elementenanalyse voor een probleem onderhevig
aan onzekerheden te vinden:
1. Los het stelsel analytisch op;
2. Pas statische condensatie toe op het parametrisch stelsel en los daarna dit gere-
duceerde stelsel van lineaire vaagvergelijkingen op met de methode gebaseerd
op parametrische functies beschreven in Paragraaf 4.5;
3. Pas statische condensatie toe op het numeriek systeem en los daarna het geredu-
ceerde stelsel van lineaire vaagvergelijkingen op met de methode gebaseerd op
parametrische functies beschreven in Paragraaf 4.5;
4. Los het numeriek stelsel van lineaire vaagvergelijkingen bekomen door eindige-
elementenanalyse zonder enige preprocessing op.
De eerste aanpak is natuurlijk de meest nauwkeurige. Wanneer er gewerkt wordt
met de parameters, worden de afhankelijkheden tussen de argumenten in rekening ge-
bracht en wordt er geen artificie¨le onzekerheid toegevoegd. Dit gebeurt wel als men
elementaire bewerkingen doorvoert op vaaggetallen in plaats van op de represente-
rende parameters. In de praktijk echter is het zeer moeilijk om het stelsel analytisch
op te lossen. Het stelsel van lineaire vaagvergelijkingen is zeer groot of het stelsel
is alleen numeriek gekend, het parametrisch stelsel is in dat geval niet voor handen.
Wanneer statische condensatie toegepast wordt op het parametrisch stelsel waarna de
methode voorgesteld in Paragraaf 4.5 gebruikt wordt om dit gereduceerde stelsel op
te lossen (aanpak 2), wordt er geprobeerd om de parameters zo weinig mogelijk te la-
ten verschijnen op verschillende plaatsen in het stelsel of binnen een uitdrukking van
een coe¨fficie¨nt van het stelsel. Op deze manier kan de artificie¨le onzekerheid beperkt
worden. Wanneer elke parameter slechts e´e´nmaal in het stelsel voorkomt dan wordt
er geen artificie¨le onzekerheid toegevoegd aan de oplossing. Maar zoals bij de eer-
ste aanpak is het parametrisch stelsel niet altijd gemakkelijk te condenseren. In vele
toepassingen is de dimensie van het stelsel zeer groot. Het kan ook gebeuren dat het
parametrisch stelsel niet kan opgesteld worden; het opstellen van het stelsel op basis
van een eindige-elementenanalyse gebeurt dan numeriek. Wanneer we statische con-
densatie doorvoeren op het numeriek stelsel van lineaire vaagvergelijkingen bekomen
176 Combinatie met statische condensatie
door een eindige-elementenanalyse (aanpak 3), worden de afhankelijkheden tussen de
coe¨fficie¨nten van het stelsel genegeerd. Zo wordt artificie¨le onzekerheid toegevoegd
aan het gecondenseerde stelsel maar het is steeds voordeliger om deze reductie te doen
aangezien er minder artificie¨le onzekerheid aan het resultaat wordt toegevoegd dan
wanneer er geen preprocessing wordt doorgevoerd en aangezien de rekenkost voor de
methode om stelsels van lineaire vaagvergelijkingen op te lossen op basis van para-
metrische functies exponentieel groeit met het aantal vaagcoe¨fficie¨nten. Er is dus een
aanzienlijke winst in rekentijd wanneer het stelsel gecondenseerd is.
De beste aanpak is de statische condensatie toepassen op het parametrisch stelsel
wanneer dit mogelijk is en daarna het gereduceerde stelsel op te lossen met behulp van
parametrische functies.
Daarnaast kunnen we ook de symmetrie in rekening brengen voor de laatste drie
aanpakken. Hierdoor wordt er minder artificie¨le onzekerheid aan de oplossing toege-
voegd. Het nadeel hierbij is dat de parametrische functies niet noodzakelijk monotoon
zijn wanneer we de symmetrie in rekening brengen, waardoor er meer oplossingen van
scherpe stelsels moeten berekend worden door middel van parametrische functies. Dit
vraagt meer geheugenruimte en rekentijd (zie Paragraaf 4.6).
5.2 Drie staven
In deze paragraaf wordt een statisch voorbeeld met drie staven uitgewerkt waarop de
hierboven vermelde strategiee¨n voor de eindige-elementenmethode toegepast worden.
Beschouw drie staven zonder massa met onafhankelijke eigenschappen. Twee staven
zijn parallel gefixeerd aan een wand, de derde staaf is gefixeerd aan de twee staven (zie
Figuur 5.1). De uitwendige kracht is de elastische kracht F = 1000N die aangrijpt op
het einde van de derde staaf. Om de verplaatsing van de staven te berekenen, kan de
eindige-elementenmethode toegepast worden. Hier discretiseren we de twee parallelle
staven elk in drie elementen en de derde staaf is niet gediscretiseerd. Op zich is het
niet nodig die staven op te delen aangezien er een lineair verband zal bestaan tussen
de verplaatsingen van de knopen binnen dezelfde staaf. Dit wordt hier wel gedaan
om de verschillende aanpakken uit vorige paragraaf te illustreren. De lengte van ieder
element van de staaf i voor i ∈ {1,2,3} wordt met Li aangeduid. De oppervlakte van
de dwarsdoorsnede van staaf i en de Young modulus van het materiaal van staaf i
worden analoog voor iedere i ∈ {1,2,3} aangeduid met Ai en Ei respectievelijk. De
materiaaleigenschappen voor de drie staven worden gegeven in de volgende tabel:





Figuur 5.1: Drie staven die vast verbonden zijn en onderhevig zijn aan een elastische kracht F .





A1 = 100∗10−6(m2) L1 = 0.25(m)





A2 = 75∗10−6(m2) L2 = 0.25(m)





A3 = 50∗10−6(m2) L3 = 0.25(m)









voor i ∈ {1,2,3}. (5.5)






Figuur 5.2: Drie staven onderverdeeld met 8 knopen.
We bekomen dan analoog als in Paragraaf 2.1 het volgende stelsel:
2c1 −c1 0 0 0 0 0 0
−c1 2c1 −c1 0 0 0 0 0
0 −c1 c1 0 0 0 0 0
0 0 0 2c2 −c2 0 0 0
0 0 0 −c2 2c2 −c2 0 0
0 0 0 0 −c2 c2 0 0
0 0 0 0 0 0 c3 −c3
























De verplaatsingen van de knopen ®-±-² (zie Figuur 5.2) zijn afhankelijk van elkaar,
aangezien
• de vaste verbinding tussen de knopen ®-± en ² beschreven kan worden door de
vergelijking u7 = 12 (u3 +u6);
• het krachtenevenwicht de vergelijking fA + fB = fC impliceert;
• de wet van behoud van impuls de vergelijking fAlA− fBlB = 0 impliceert.









Figuur 5.3: Krachten op het verbindingspunt van de drie staven.
Met deze informatie worden sommige vergelijkingen uit het stelsel (5.6)
−c1u2 + c1u3 = fA
−c2u5 + c2u6 = fB
c3u7− c3u8 = − fC
−c3u7 + c3u8 = F
, (5.7)
herschreven als
−c1u2 +(c1 + 14 c3)u3 + 14 c3u6− 12 c3u8 = 0
1
4 c3u3− c2u5 +(c2 + 14 c3)u6− 12 c3u8 = 0
− 12 c3u3− 12 c3u6 + c3u8 = F
(5.8)
zodat het stelsel (5.6) hervormd wordt tot:
2c1 −c1 0 0 0 0 0
−c1 2c1 −c1 0 0 0 0
0 −c1 c1 + 14 c3 0 0 14 c3 − 12 c3
0 0 0 2c2 −c2 0 0
0 0 0 −c2 2c2 −c2 0
0 0 14 c3 0 −c2 c2 + 14 c3 − 12 c3






















Wanneer we dit systeem analytisch oplossen, wordt de volgende verplaatsingsvec-
tor bekomen:































In dit voorbeeld wordt er onzekerheid beschouwd op de Young moduli van de ma-
terialen. Deze worden voorgesteld als triangulaire vaaggetallen ˜E1, ˜E2 en ˜E3, waarbij
er ±5% schommeling in de drager is rond de modale waarde Ei voor i ∈ {1,2,3}. Als
gevolg is
c˜1 = (76∗106 / 80∗106 / 84∗106),
c˜2 = (1.97∗107 / 2.07∗107 / 2.17∗107)
en
c˜3 = (1.9∗107 / 2∗107 / 2.1∗107).
In dit voorbeeld hoeven we eigenlijk alleen de verplaatsing te kennen van de knopen
®, ± en ³, dat is u3, u6 en u8. De andere verplaatsingen zijn interne vrijheidsgraden























Kto = KTot =
 0 −c1 0 00 0 0 −c2
0 0 0 0
 ;
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Koo =

2c1 −c1 0 0
−c1 2c1 0 0
0 0 2c2 −c2
0 0 −c2 2c2
 .







































Dit gereduceerde parametrisch stelsel kan dan opgelost worden met de methode voor-
gesteld in Paragraaf 4.5. Het resultaat, wanneer 11 α-niveaus beschouwd zijn is uitge-
tekend in Figuur 5.4.
In Figuur 5.5 wordt de vergelijking gemaakt tussen de vier mogelijke aanpakken
die beschreven staan in Paragraaf 5.1. Hier beschouwen we slechts drie α-niveaus,
α ∈ {0,0.5,1}. We zien dat de tweede aanpak waarbij het parametrisch stelsel gere-
duceerd wordt om daarna opgelost te worden met behulp van parametrische functies,
wat meer onzekerheid genereert dan de analytische aanpak (aanpak 1). Dit komt omdat
er bepaalde parameters meerdere keren voorkomen in het gereduceerde stelsel. Bij de
analytische aanpak komt er in geen enkele component van de oplossing een bepaalde
parameter meerdere keren voor waardoor er geen artificie¨le onzekerheid toegevoegd
wordt aan de oplossing. Aan de andere kant, wanneer de statische condensatie toege-
past wordt op het numeriek stelsel (aanpak 3), dan is er meer onzekerheid aangezien
artificie¨le onzekerheid toegevoegd is gedurende de statische condensatie omdat bij die
procedure de afhankelijkheden tussen de coe¨fficie¨nten genegeerd worden. Wanneer
echter het stelsel op geen enkele manier gereduceerd wordt, dan wordt er veel arti-
ficie¨le onzekerheid toegevoegd aan het resultaat en is daarenboven de rekenkost zeer
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Figuur 5.4: Verplaatsingen berekend na parametrische condensatie (11 α-niveaus).
groot. De relatieve fouten berekend met de maximumnorm (zie (4.82)) tussen de ver-
schillende aanpakken zijn:
2 3 4
1 31.73% 67.91% 391.86%
2 − 27.47% 273.39%
3 − − 192.93%
Aangezien het stelsel symmetrisch is, kunnen we de methode beschreven in Para-
graaf 4.6 toepassen om de symmetrie in rekening te brengen. De laatste aanpak waarbij
het stelsel opgelost wordt zonder preprocessing, wordt op dit voorbeeld niet toegepast.
Het gevraagde geheugen en de rekenkost is te groot, zeker in vergelijking met de winst
in de nauwkeurigheid van de oplossing. We passen het algoritme voor symmetrische
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Figuur 5.5: Verplaatsingen berekend met de vier verschillende aanpakken (3 α-niveaus).
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stelsels hier dan ook toe op het stelsel dat parametrisch (zie Figuur 5.6(a)) geconden-
seerd is en op het stelsel dat numeriek (zie Figuur 5.6(b)) gecondenseerd is. In Figuur
5.6(a) en 5.6(b) is grafiek 1 de analytische oplossing voor u3, grafiek 2 is de oplossing
bekomen zonder rekening te houden met de symmetrie en grafiek 3 is de oplossing
waarbij wel rekening gehouden werd met de symmetrie. We zien dat de winst in nauw-
keurigheid voor de oplossing wanneer men de symmetrie in rekening brengt niet groot
is voor dit voorbeeld.
5.3 Het Garteurmodel
De combinatie van de statische condensatie met de methode voor het oplossen van een
stelsel van lineaire vaagvergelijkingen gebaseerd op parametrische functies maakt het
nu mogelijk om toepassingen te becijferen met veel vrijheidsgraden. Dit illustreren we
door onzekerheid toe te voegen aan het standaard Garteurprobleem. Dit probleem is
een vereenvoudigd vliegtuigmodel dat een gangbare proefopstelling is om de efficie¨ntie
en betrouwbaarheid van technieken van experimentele trillingsanalyse met behulp van
grondvibratie-excitatie te evalueren [8]. Het Garteurmodel is een kleinschalig alumini-
um vliegtuigmodel met lengte 1.5 m, vleugelbreedte 2 m en weegt 44 kg. De vliegtuig-
romp bestaat uit een rechthoekige plaat die 50 mm dik is. De staart van 10 mm dik is
onbuigzaam verbonden met de romp. De vleugels zijn door een stalen tussenplaat vast-
gemaakt via veren aan de romp. De vleugelpunten zijn onbuigzaam verbonden aan de
uiteinden van de vleugels. De beide vleugels en vleugelpunten zijn rechthoekige platen
met een dikte van 10 mm. Een viscoe¨lastische toplaag is op een deel van de vleugels
gelijmd. Er zijn drie geconcentreerde massa’s aanwezig, e´e´n op elk vleugelpunt en
e´e´n op de romp. Het eindige-elementenmodel bevat bijna 20000 vrijheidsgraden (zie
Figuur 5.7).
De vier veren waarmee de vleugels aan de romp bevestigd zijn (aan de voor- en
achterkant van de vleugel aan beide kanten van de romp), bevatten onzekerheden. De
veerstijfheid van de 4 veren worden gerepresenteerd door een triangulair vaaggetal
(107 / 108 / 109) op een lineaire schaal. De belasting van dit model bestaat uit twee
opwaartse puntkrachten die aangrijpen op het midden van de rand van de vleugelpunt
en het model wordt vastgeklemd aan de bovenkant van de neus en de staart en aan de
onderkant achter de vleugels.
Het bekomen stelsel in de eindige-elementenmethode analytisch oplossen is on-
mogelijk gezien de dimensie van het stelsel (de dimensie is 16358× 16358). De be-
langrijkste verplaatsingen die we wensen te weten zijn de verplaatsingen op de twee
knooppunten waar de krachten op aangrijpen en de verplaatsingen van de veren die
de vleugels met de romp verbinden. Om tot een oplossing te komen wordt het stelsel
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Figuur 5.6: Verplaatsingen berekend met en zonder rekening te houden met de symmetrie.
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Figuur 5.7: Het eindige-elementenmodel van het Garteurvliegtuigmodel.
Figuur 5.8: De verbinding van de vleugels met de romp van het Garteurvliegtuigmodel.
5.3 Het Garteurmodel 189
eerst gecondenseerd naar een (14× 14)-stelsel waarin 16 coe¨fficie¨nten onzeker zijn.
Dit stelsel kan dan opgelost worden met de geoptimaliseerde methode gebaseerd op
het opstellen van parametrische functies. De 14 componenten van de oplossing van
het statisch gecondenseerde stelsel stelt de verticale verplaatsing voor van een aantal
specifieke punten:
• x1 en x2 zijn de verplaatsingen in de z-richting van de knopen in het eindige-
elementenmodel waar de puntkrachten aangrijpen, op de eindpunten van de vleu-
gels. Dit zijn de meest relevante uitvoergrootheden.
• x3 → x14 zijn de verplaatsingen in de z-richting van de aanhechtingspunten van






is |x(i+1)− x(i)| met i
een oneven getal. Omwille van de aard van de belasting (2 puntkrachten, een op
elke vleugelpunt) en aangezien het om vrij stijve veren gaat, zijn de verplaatsin-
gen klein.
Hier merken we daarenboven een soort monotoniciteit op in het eindige-elementen-
probleem van het Garteurmodel wanneer de invloed van de stijfheid van de 4 veren op
de verticale verplaatsing in de twee vleugelpunten beschouwd wordt. De oplossing
van het eindige-elementenprobleem gevonden door de vertexanalyse (m.a.w. enkel de
randpunten van de drager van de 4 onzekere parameters moeten gecombineerd worden
en daarnaast ook de randpunten van de beschouwde α-niveaus (hier α = 0.5 en α =
1)), is gelijk aan de oplossing gevonden door middel van een globale optimalisatie.
Hierdoor kunnen we ook het stelsel oplossen met behulp van de vertexmethode.
In onze methode wordt er impliciet verondersteld dat de 16 vaagcoe¨fficie¨nten in
het stelsel onafhankelijk van elkaar beschouwd worden, waardoor er meer onzeker-
heid in onze oplossing zal aanwezig zijn. Beide resultaten (grafiek 1 voor de oplossing
gevonden met de vertexmethode, grafiek 2 voor de oplossing gevonden met de metho-
de gebaseerd op parametrische functies) voor de verplaatsing van de knopen waar de
puntkrachten aangrijpen, x1 en x2, zijn uitgetekend in Figuur 5.9.
De relatieve fout van de oplossing voor x1 en x2 berekend met de methode geba-
seerd op parametrische functies ten opzichte van de oplossing gebaseerd op de mono-
toniciteit van de eindige-elementenanalyse is maximaal 6.47%. De relatieve fout wordt
berekend door de absolute waarde van het verschil tussen de beginpunten of de eind-
punten van een beschouwd α-niveau voor beide oplossingen te delen door de absolute
waarde van de begin- of eindpunten van een beschouwd α-niveau van de oplossing
gebaseerd op de monotoniciteit van de eindige-elementenanalyse. Een andere manier
om deze twee mogelijke oplossingen met elkaar te vergelijken is de intervalbreedte per
α-niveau met elkaar te vergelijken. Dan zien we dat de breedte van de drager van de
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Tabel 5.1: De relatieve fout tussen de oplossing berekend met de methode gebaseerd op
parametrische functies t.o.v. de oplossing gebaseerd op de monotoniciteit van de eindige-
elementenanalyse.
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oplossing gevonden met behulp van onze methode 35.78 keer de breedte van de drager




We vatten de belangrijkste resultaten van dit proefschrift nog even kort samen.
In het eerste hoofdstuk geven we een korte introductie tot de vaagverzamelingenleer en
definie¨ren we de belangrijkste concepten die we verder gebruiken.
In het tweede hoofdstuk wordt de eindige-elementenmethode uiteengezet aan de hand
van een statisch voorbeeld waarbij een elastische kracht op het uiteinde van een staaf
werkt. Daarna wordt de eindige-elementenmethode met onzekerheid besproken. Wan-
neer de invoerparameters onzeker zijn, dan kunnen vaaggetallen in de eindige-elemen-
tenmethode geı¨ntroduceerd worden. De mogelijke aanpakken voor dit probleem en
de hierbij optredende problemen komen aan bod. We richten hierbij onze aandacht
op twee problemen. Het eerste probleem is de artificie¨le onzekerheid die toegevoegd
wordt wanneer veel basisoperaties op vaaggetallen na elkaar gebeuren. Aangezien de
verzameling der vaaggetallen voorzien van de rekenkundige bewerkingen gebaseerd
op het extensieprincipe van Zadeh geen veld vormt, worden afhankelijkheden tussen
de verschillende argumenten van de basisoperaties genegeerd. Het tweede probleem
is dat er geen algemene procedure bestaat voor het oplossen van stelsels van lineaire
vaagvergelijkingen.
Het eerste probleem wordt aangepakt in het derde hoofdstuk. We proberen een con-
sistente vaagrekening te definie¨ren waarbij de onzekerheid niet artificieel opgedreven
wordt bij verschillende bewerkingen. We tonen aan dat er geen vaagrekening kan gede-
finieerd worden die een veld induceert wanneer twee eenvoudige eigenschappen gee¨ist
worden: voor de nieuwe vaagrekening eisen we namelijk dat de vaagrekening een echte
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uitbreiding van de rekenkunde op de ree¨le getallenverzameling is en dat de onzekerheid
niet kan verdwijnen wanneer twee positieve vaaggetallen opgeteld of vermenigvuldigd
worden. Hierna bouwen we een algoritme op die bepaalde afhankelijkheden tussen
argumenten realtime in rekening brengt. Op deze manier wordt er minder artificie¨le
onzekerheid toegevoegd na een reeks van operaties van vaaggetallen.
In het vierde hoofdstuk stellen we een procedure op om in het algemeen een stelsel van
lineaire vaagvergelijkingen op te lossen. Eerst bepalen we een oplossing gebaseerd op
een vaaginverse matrix. Aangezien er geen tegengestelden en inversen voor de vaagop-
telling en -vermenigvuldiging bestaan, bestaat er ook geen inverse voor een matrix met
vaaggetallen als coe¨fficie¨nten. Wij benaderen deze inverse matrix door een vaaginver-
se matrix waarbij het resultaat na vermenigvuldiging met de matrix zo dicht mogelijk
aanleunt bij de eenheidsmatrix. De oplossing bestaat dan uit de vaagvermenigvuldi-
ging van deze vaaginverse matrix met het rechterlid van het beschouwde stelsel. Deze
oplossing gebaseerd op een vaaginverse matrix wordt dan vergeleken met de algebra-
ische oplossing en de oplossing gedefinieerd door Buckley en Qu. We zien dat onze
oplossing begrepen is tussen de beide oplossingen. Deze methode kan een manier
zijn om een idee te krijgen van de exacte oplossing maar in praktische toepassingen
is men meer geı¨nteresseerd in een alternatieve oplossing waarbij alle mogelijke resul-
taten van stelsels van lineaire vergelijkingen waarbij de vaaggetallen vervangen zijn
door ree¨le coe¨fficie¨nten, in rekening gebracht worden. Hierbij werpen we een bredere
kijk op stelsels van lineaire vaagvergelijkingen waarbij de gelijkheid in het systeem
van lineaire vaagvergelijkingen niet meer geı¨nterpreteerd wordt als een strikte gelijk-
heid. De extreme waarden die mogelijk zijn in het resultaat, zijn in de praktijk zeer
belangrijk, bijvoorbeeld naar veiligheid van constructies toe. De alternatieve oplossing
van Buckley en Qu verdient daarom de voorkeur aangezien hierbij rekening gehouden
wordt met alle elementen van de dragers van de vaaggetallen in het stelsel en waarbij
dus geen benadering van de algebraı¨sche oplossing gezocht wordt. We hebben dan
ook een praktisch algoritme ontwikkeld waarbij de oplossingen van de verschillende
stelsels van lineaire vergelijkingen binnen de dragers van de vaaggetallen opgebouwd
worden aan de hand van parametrische functies. Eerst stellen we een methode voor die
compensatie tussen de lidmaatschapsgraden toelaat. Hiervoor gebruiken we een idem-
potente aggregatieoperator verschillend van het minimum zoals bij de oplossing van
Buckley en Qu. De performantie van onze methode kan verbeterd worden door toch
het minimum van de lidmaatschapsgraden te nemen waardoor de parametrische func-
ties monotoon zijn. Daardoor moeten niet meer alle mogelijke stelsels gevormd door
de discrete waarden van de dragers van de vaaggetallen opgelost worden maar slechts
de stelsels die corresponderen met de hoekpunten van de hyperkubussen die de ver-
schillende α-niveaus representeren. Daarnaast ontwikkelen we ook een algoritme dat
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de symmetrie van de coe¨fficie¨ntenmatrix in het stelsel in rekening brengt aangezien de
matrix van een stelsel bekomen in de eindige-elementenmethode steeds symmetrisch
is en aangezien we aantonen dat we een betere oplossing verkrijgen als we toch enkele
afhankelijkheden tussen de coe¨fficie¨nten in het stelsel beschouwen.
In het laatste hoofdstuk combineren we de methoden voorgesteld in Hoofdstuk 4 met de
statische condensatie. Deze combinatie laat ons toe ree¨le toepassingen van de eindige-
elementenmethode te bestuderen. We bespreken de verschillende mogelijke aanpak-
ken en bekijken de voor- en de nadelen ervan. Een statisch voorbeeld waarbij drie
staven onder een elastische kracht staan wordt volledig uitgewerkt met behulp van de
verschillende aanpakken. Daarna beschouwen ook een wat complexer voorbeeld, het
vliegtuigmodel van Garteur.
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