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摘 要: 引入事务的恢复机制改进 K means算法,改进后的算法允许在运行过程中的任何时刻停机,重新启动
后可在停机前运算成果的基础上继续运算,直至算法结束。改进后的算法使得普通机器条件下针对大数据集运
用 K means算法成为可能。改进后的算法在长达 400 h的聚类运算中得到了检验。
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Abstract: Th is paper mi provedK m eans cluster ing a lgo rithm by using transac tion recoverym echanism. The new algor ithm was
ab le to resum e itse lf w ithout loss o f com puting tmi e after the com pute r running, it w as shut down on purpose or by chance a t
any tmi e, so tha t it cou ld ach ieve its goa l in b ig data sets on ordinary com pute rs. It w as verified in a c lustering task wh ich
spent as long as 400 hours.

































K m eans聚类算法是一种划分式聚类算法, 由 M acQueen
于 1967年首次提出。该算法是一个非常经典且被广泛应用的
聚类方法。其思想如下: 在 d维欧式空间中给定 n个数据点组
成的集合 P, 指定一个整数 k, 要求在 d维空间中找到一个由 k
个点组成的集合, 称为 centers, 使得 P中的每个点到离它最近
的 cente r之间的欧式距离的均值最小 [ 2]。解决 K m eans问题
是非常困难的, 针对该问题, 目前未见有效的解决方案被提出。
L loyd的算法就是一个解决 K m eans问题的近似方法,通常所
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a)随机指定 k个聚类中心 C ( c1, c2, , ck );
b)对 P中的每个点 x i, 找到离它最近的聚类中心 c r, 并将
其分配到 cr 标注的类中, 同时计算 D = 1 /n
n
i= 1 ( m inr= 1, , k
d (x i, cr ) ), 如果 D值收敛, 转步骤 e) ;
c)将每个 cr ( r= 1, 2, , k )更新为它所标注的类的中心;
d)转步骤 b);
e)返回 c1, c2, , ck 并终止本算法。
该算法描述简单 ,易于实现, 是最为广泛应用的聚类算法
之一。但是, 该算法仍然存在三个较为突出的问题有待进一步
研究改进。第一, 对于一个给定的集合 P , 整数 k指定为多少
才是合理的; 第二, 该算法可能终止于 D的一个局部极小值,
而不是 D的最小值; 第三, 该算法的计算代价非常大, 需要耗
费很长的计算时间, 往往不可能在大数据集上运用该算法。





针对第二个问题 ,文献 [ 2, 4]分别从不同的角度进行了研
究。文献 [ 2]以交换 centers为基础提出了不同于 L loyd算法的
求解 K m eans问题的近似算法; 文献 [ 4 ]通过改变 K m eans聚
类算法的步骤 a), 在该步骤中计算得到一个优质的聚类中心
点集, 以此点集作为初始中心点集启动 K m eans聚类算法, 从
而使得 K m eans聚类算法能够收敛到一个较好的局部极值。
针对第三个问题 ,文献 [ 5]提出了一种能够降低计算代价
的方法。K m eans聚类算法的计算代价主要集中在步骤 b )。
文献 [ 5]提出了一种称为 k d树的数据结构来组织集合 P, 使
得 K m eans聚类算法每次执行步骤 b)时,不用计算 P中每个
点和 cente rs中每个点的距离,减少了计算距离的计算量。文












于等于一个规定值, 该规定值最小为 1。K d树在每次聚类前
被构建, 聚类过程中没有变化。这里将文献 [ 5, 6 ]中的算法称
为高效 K m eans聚类算法。
高效 K m eans聚类算法如下:
a)随机指定 k个聚类中心 C ( c1, c2, , ck ),针对集合 P构
建 k d树,根节点为 R;
b)调用 filter (R, C ), 同时计算 D = 1 /n ni= 1 ( m inr= 1, , k
d (x i, cr ) ), 如果 D值收敛, 转步骤 e) ;
c)将每个 c
r
( r= 1, 2, , k )更新为它所标注的类的中心;
d)转步骤 b);
e)返回 c1, c2, , ck 并终止本算法。
其中: filter(R, C )是一个递归函数。先根遍历 R所标示的 k d






离, 对于每个点都找到离它最近的聚类中心 cr, 并将其分配到
cr标注的类中。 F ilter(R, C )的详细表述参见文献 [ 6]。在为
每个点寻找最近的聚类中心时, filter(R, C )避免了计算每个点
与所有聚类中心间的距离,而只是计算每个点与可能的聚类中
心间的距离, 从而减少了计算距离的量。其代价是在聚类前需
要构建 k d树, 在每次迭代时需要遍历 k d树并在遍历的过程
中过滤无关的聚类中心。总体而言,高效 K m eans聚类算法降
低了 K m eans聚类的计算代价 [6]。
针对第三个问题,本文从另一个角度寻求解决方法。由于
有时待聚类的数据集非常大,即使高效 K m eans聚类算法也要
运行很长时间。普通的 PC机通常难以承受过长时间的连续
运行负载。当在普通的 PC机上针对大数据集进行 K m eans聚
类时经常会遇到死机、意外关机或因故需要关机等情况。当需
要的运算时间很长时, 几乎每次启动 K m eans聚类算法都会遇
到这样的情况。在这样的背景下, K m eans聚类算法在事实上
是不可行的。本文引入事务的恢复机制改进 K m eans聚类算
法, 使得它在运行过程的任何时刻都可以停机, 系统重启后,可
在停机前运算成果的基础上继续运行。改进后的算法不要求
一次性完成 K m eans聚类计算,允许很长的聚类运算间断地在
普通的 PC机上完成。














3 2 K m eans聚类算法的恢复机制
为了让 K m eans 聚类算法可以间断地运行, 需要为
K m eans聚类算法建立一套恢复机制。无论 K m eans还是高效
K m eans聚类算法,都是迭代算法, 每次迭代过程仅依赖于上
一次迭代的结果。它们在运行过程的任何时刻停机,只要把停
机时刻的上一次迭代结果作为聚类中心 C的初值重新运行即
可。参照事务的恢复机制 ,为 K m eans聚类算法增加一个运行
日志文件, 专门记录以前迭代的结果。当 K m eans聚类算法在
运行过程中停机后,可从日志文件中读出上一次迭代的结果,
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以此作为聚类中心 C的初值重新启动 K means聚类算法。这
样, K m eans聚类算法实际上就是在停机前运算成果的基础上
继续运行。如果把每次迭代过程看成一个事务,上述效果相当
于重做了已完成事务回滚的未完成事务。
















如图 1所示。其中: fin ish是一个长整数,记录当前已完成的迭
代次数, 其初值为 0; C1和 C2用于保存最近两次的迭代结果,







任务, C 1和 C2的结构及其大小都是固定不变的。
写日志的过程可表述如下:
a)读 finish到 cur;
b) i= cur% 2+ 1;
c)将当前迭代得到的聚类中心集合 C写入 C i;
d) cur= cur+ 1;
e)将 cur写入 finish, 结束。
当需要依据日志恢复时, 首先读取 finish, 如果 finish等于
0,表明停机前并未成功完成一次迭代, 不必恢复,直接重新启
动算法; 否则, 判断 fin ish为奇数还是偶数。若为奇数, 读取
C1; 若为偶数,读取 C2,将读取的内容作为聚类中心集合 C的
初值来启动算法, 从而达到恢复运行的目的。
3 3 改进后的算法
本文将引入恢复机制的 K m eans聚类算法称为可间断运
行的 K m eans聚类算法,它可被表述如下:
a)若为非恢复模式,随机指定 k个聚类中心 C ( c1, c2, ,
ck ) ,并创建日志文件, 赋值给 fin ish为 0,转步骤 d) ,否则转步
骤 b);
b)若为恢复模式且 finish为 0, 随机指定 k个聚类中心
C ( c1, c2, , ck ), 转步骤 d),否则转步骤 c);
c)判断 finish为奇数还是偶数,若为奇数 ,读取 C1, 若为偶
数, 读取 C
2







d)对 P中的每个点 x i, 找到离它最近的聚类中心 c r, 并将
其分配到 c
r
标注的类中, 同时计算 D = 1 /n n
i= 1
( m in
r= 1, , k
d (x i, cr ) ), 如果 D值收敛, 转步骤 g) ,否则转步骤 e);















高效 K m eans聚类算法也被改进为可恢复的形式, 本文称
之为可间断运行的高效 K means聚类算法。它可被表述如下:
a)若为非恢复模式,随机指定 k个聚类中心 C ( c1, c2, ,
ck ) ,针对集合 P构建 k d树,根节点为 R, 并创建日志文件,赋
值给 fin ish为 0, 转步骤 d),否则转步骤 b);







),转步骤 d), 否则转步骤 c) ;
c)判断 finish为奇数还是偶数,若为奇数,读取 C1, 若为偶
数, 读取 C2, 将读取的内容赋值给聚类中心 C ( c1, c2, , ck );
d)调用 filter (R, C ), 同时计算 D = 1 /n ni= 1 ( m inr= 1, , k
d (x i, cr ) ), 如果 D值收敛, 转步骤 g) ,否则转步骤 e);
e)将每个 cr ( r= 1, 2, , k )更新为它所标注的类的中心,
调用写日志过程 ;
f)转步骤 d) ;
g )返回 c1, c2, , ck 并终止本算法。
4 实验




为验证这一点而设计。实验在一台普通的 PC机上进行, 该 PC
机的 CPU为 Inte l Pentium D 2. 66 GH z,内存为 1 GB,运行的
操作系统为 W indows XP。在 V isual S tudio. NET 2003 上用
C++编程实现可间断运行的 K m eans聚类算法。实现的程序
针对三个不同的数据集分别以一次性完成和间断运行完成两
种方式完成聚类任务, 运行的情况如表 1~ 3所示。表 1 ~ 3所
展现的实验结果完全符合预期。
表 1 在 dataSet1上的运行情况
维数 48 点数 267 898 K = 300
一次性完成
k个聚类中心 C( c1, c2, , ck ) 随机指定初值












程序在计算机上运行的总时间 6. 35 h
表 2 在 dataSet2上的运行情况
维数 192 点数 267 898 K = 300
一次性完成
k个聚类中心 C( c1, c2, , ck) 随机指定初值
花费的时间 24. 11 h
间断运行完成




程序在计算机上运行的总时间 24. 21 h
(下转第 2069页 )
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所用的时间; DY SP表示加入动态速度模式的最优路径查找算
法; ST SP表示固定速度模式下最优路径查找算法; SP表示无
速度模式的 A* 最短路径查找算法。
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表 3 在 dataSet3上的运行情况
维数 768 点数 267 898 K = 300
一次性完成
k个聚类中心 C( c1, c2, , ck ) 随机指定初值
花费的时间 103. 25 h
间断运行完成




程序在计算机上运行的总时间 103. 79 h
表 4所展现的是可间断运行 K m eans聚类算法在一个大
数据集上运行的情况。该数据集较大, 需要的计算时间很长,
超过了普通 PC机承受连续运算的能力, 因此没有一次性完成
的情况。由于 dataSet1~ 4是从相同的视频流采集来的, 只是
数据的维数不同而已 ,根据 dataSe t1~ 3的运行情况, 可以粗略
地估计出可间断运行 K m eans聚类算法在 dataSe t4上运算的
时间为 400多个小时。表 4展现的情况与估计大体一致。可
间断运行 K m eans聚类算法在 dataSet4上最终完成聚类运算,
说明它的目标已完全达到。
表 4 在 dataSet4上的运行情况

















复机制改进 K m eans聚类算法。改进后的算法在实验中的运
行情况完全符合预期,改进后的算法在总运行时间 400多个小
时的聚类任务中经受了考验,使得在普通 PC机上针对大数据
集运用 K m eans聚类算法成为可能。
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