Optimal feedback-control laws generally cannot be obtained in closed form for stochastic control problems. The characterizations which have been obtained for several simplified problems have provided valuable insight into the properties of optimal feedback-control laws as well as providing guidance for the construction of suboptimal control laws. In this paper an analytical and computer simulated parameter-sensitivity study is presented for the optimal feedback-control law and dynamic-programming optimality equations associated with a discrete-time, finite-horizon, linear-quadratic control problem with random state coefficients. One interesting characteristic revealed by analysis is the existence of simple linear relationships between parameter sensitivities for the optimal feedback-control selections and for the corresponding cost-to-go expressions.
INTRODUCTION
For most stochastic control problems the optimal feedback-control law cannot be obtained in closed form. Nevertheless, the optimal feedback-control law has been characterized for several simple problems, and these characterizations have provided valuable insight into the properties of optimal feedbackcontrol laws as well as providing guidance for the construction of suboptimal control laws. .)
The purpose of this paper is to present a parameter-sensitivity study for the optimal feedback-control law and dynamic-programming optimality equations associated with a discrete-time linear-quadratic control problem with random state coefficients. Previous parameter sensitivity studies for linear-quadratic control problems (e.g., [9-l 1 J) have generally focused either on infinite-horizon problems, with special emphasis given to optimal stationary control policies, or on essentially one-or two-period problems. The latter category includes studies such as [l l] selections for the final one or two periods. A distinctive feature of the present parameter-sensitivity study is its focus on the N-period case, with arbitrary finite N. Both analytical and computer-simulation studies are carried out to test the sensitivity of state, control, single-period cost, and cost-to-go trajectories to changes in time horizon, state-equation parameters, cost-function parameters, and mean and variance values for the random state coefficients. These parameter sensitivity results are used in Ref. [12] to clarify the optimality properties of a recently proposed adaptive control technique, direct criterion-function updating.
One interesting characteristic revealed by analysis is the existence of simple linear relationships between parameter sensitivities for the optimal feedbackcontrol selections @P'(x) and also for the corresponding cost-to-go terms 7',',(x) . [See (39) and (40) in Sec. 3.1 A second analytical finding is the sign determinateness of all parameter sensitivities on the basis of the signs of the parameters and current state, with one exception: changes in control intensity with respect to changes in the gain. (See Table 1 , Sec. 3.) Finally, it was previously observed by Athans et al. [13] that limiting optimal controllers can fail to exist if parameter uncertainties exceed certain threshholds. Since the discussion by Athans et al. is somewhat heuristic, a simple proof is provided for the model at hand (a special case of the Athans et al. model) demonstrating the nonexistence of the limiting optimal controller when the state-coefficient standard deviation takes values greater or equal to 1.0 (Theorem 6, Sec. 3).
An important characteristic illustrated by simultions is the extreme skewness of the sample cost distribution when the state-coefficient standard deviation takes values greater than 1.0. This finding supports the contention of several previous researchers [ 14-16) that exclusive reliance on the standard quadratic (expected mean squared error) measure for cost associated with state and control trajectory deviations can sometimes mask large trajectory fluctuations which occur with small but significant probability. (Their recommendation is to examine more closely the entire probability distribution governing costs rather than focusing on the single distribution parameter; expectation.)
The organization of the paper is as follows. The basic control problem is outlined in Sec. 2. Analytical parameter sensitivity results are established in Sec. 3. Computer-simulation results are presented and discussed in Sec. 4. Concluding comments are given in Sec. 5.
THE BASIC CONTROL PROBLEM
Consider a first-order dynamical system described by the equations x,=xf (initial conditions), where x, E R is the state, b E R is a known nonzero constant, 0, E R is the control, and the state coefficient w, E R is drawn from a probability distribution p : 9+ [0, l] defined over the a-algebra 9 consisting of alI Bore1 subsets of R. The set lZ of admissable feedback control laws for the system (1) consists of all vectors fJ=(@,(*), . . . , S,(e)) of functions 0, : R+R. The control objective for the system (1) is assumed to be the minimization of expected total cost via selection of an admissable feedback control law 8 E l?, where
for known constants c >O and q 2 0. Letting E[ *] denote expectation with respect to (R, S,p) , and lettingp" : p +[O, 1] denote the product probability distribution for coefficient sequences (0 i, . . . ,wN) generated in the usual way from (R, S,p) , a control law (f3pPt( a), . . . ,O$Pt( e)) E !Z minimizes expected total cost (2) subject to the constraints (1) (o,8,oP'(x,) ,X,) + T,+,"f(w,en"P'(Xn) ,Xn)l, lsnsN-1.
(4)
In the following two sections a parameter-sensitivity study will be carried out for the optimal feedback control law (epPt(.),...,0,5.!i"(.)) and cost-to-go functions T.( .) using both analytical and computer-simulation techniques.
PARAMETER SENSITIVITIES: ANALYTICAL RESULTS
The first two theorems below establish the basic structural properties of the optimal feedback-control law and cost-to-go functions. The results of Theorem 1 are well known, and a proof is presented only for completeness.
Thus Eqs. (5) and (6) hold for all n E (1,. . . , N}. Q.E.D. has been shown that u(n) 2 u(n + I) 20 for some n E {2,. . . , N}. Then, letting
>o.
Less obvious structural properties of the optimal feedback-control law (qPp'(x)), . . a, &f"(x)) and cost-to-go functions T,(x) are clarified by the parameter-sensitivity 
If q=O, then by (1.1) of Lemma 1,
Since u(N+ l)=O, it follows by backward induction on n that
Suppose q > 0. Then, using (1.2) of Lemma 1 and (8),
Using (1.1) the coefficient of au(n + l)/aEo in (10) is nonnegative, and using Theorem 2 and (1.1) the coefficient of Ew in (10) It then follows by backward induction on n that if q >O.
(11)
Combining (9) and (12) 
By (1.1) the second bracketed term in (13) is nonnegative.
>O. Thus (3.2) also follows easily for q >O by backward induction on n.
Proof of (3.3).
By definition of u(n),
By (1. I), the coefficient of au(n + l)/aq in (14) is nonnegative. If q = 0, then by (1.3) and Theorem 2 the sign of the last expression in (14) is given by the sign of (Ew)~. Since o(N-t-l)=O, (3.3) then follows by backward induction on n. Suppose q > 0. Using (14) and (1.3),
Using ('.I), the coefficient of au(n + l)/aq in (15) is nonnegative, and the sign of the last expression in (15) is given by the sign of (Eo)~. Since u(N + 1) -0, (3.3) follows by backward induction on n.
Proof of (3.4).
If q =O, then by (1.4) the final expression in (16) vanishes. Since u(N+ l)rO, it follows by backward induction on n that au(n)/% =O. Suppose q > 0. Then, using (1.4),
By (1.1) the coefficient of au(nf l)/& in (17) is nonnegative; and the final expression in (17) has the sign of -(Ew)*. Since u(N+ 1)=-O, (3.4) follows by backward induction on n.
Proof of (3.5). By definition of u(n),
If q = 0, then by (1.5) the final expression in (18) vanishes. Since u( N + 1) ~0, (3.5) follows by backward induction on n. Suppose q > 0. Then, using (1.5),
By (1.1) the coefficient of au(n + l)/ab in (19) is nonnegative; and the sign of the final term in (19) is given by the sign of -b(Ew)2. Since u(N+ l)rO, (3.5) follows by backward induction on n.
Proof of (3.6). By definition of u(n),
au(n + 1) If q -0, then by (1.1) and (1.2) the sign of (20) is given by the sign of Var(w).
By (1.1) the sign of (21) is given by the sign of Var(w) + (Ew)Z. Combining both cases q = 0 and q > 0, (3.6) is proved. Q.E.D.
Proof. By definition,
Thus (4.1), (4.2), (4.3), and (4.5) follow immediately from Theorem 3. To prove (4.4), it suffices to establish that where Bk is as defined in Lemma f and Since u(N + l)rO, it follows by backward recursion that (27)
Equations (26) and (28) Then, using (15) and (17) 
Finally, using (17) and (19) Thus (2.1) holds for all n E { 1 ,, . ., N}. Equation (2.2) then follows from (2.1),
(28), the definition of the terms S,, and (1.1). Q.E.D. as asserted. Q.E.D.
The parameter sensitivities displayed in Table 1 indicate the local response of the optimal feedback-control law (5) and associated cost-performance measures (6) to changes in the basic parameters Ew, Var(w), q, c, and b. Analysis of the global response of the closed-loop system to changes in these parameters reveals the crucial role of Var(o). Specifically, no optimal control law exists in the limit as N+XI if Var(o) 2 1. This phenomenon appears to have first been noted by Athans et al. [ 131. Since their discussion is somewhat heuristic, a simple precise proof of this fact will be given below.
The closed-loop system takes the form xn+, =u,x, + bB,Op*(x") 
If x, #O and Var(w) > 1, the variability of x,,+, increases without bound as n-cc. The following result therefore comes as no surprise.
THEOREM 6. Consider the control problem described by (1) and (2). rf Var(w) > 1, then no optimal control law exists in the limit as N+co.
Proof. By Theorem 1 the expected total cost associated with the optimal feedback-control law for the N-period control problem is given by 7-,(x,) = cu( 1)x:,
where u(1) is recursively generated by the relation (7). To establish that no optimal control law exists in the limit as N+oe if Var(w) > 1, it suffices to show that u(1) increases without bound as iV+a~ if Var(#) Il.
By Lemma 2, the terms (u(n)):_, recursively generated by (7) satisfy u(n) 2 u(n+ 1) 2 u(N+ l)=O;
and in the course of proving Lemma 2 it was shown that for n E {2,...,N}, Q.E.D.
As a final remark, we note the following interesting parameter sensitivity relations for the optimal-control and cost-to-go terms B,"p'(x) and T,,(x). By Lemma I and (2.1) it is easily verified that
Combining (37) and (38),
ab .
Moreover, it directly follows from (6) and (2.1) that
w9
PARAMETER SENSITIVITIES: SIMULATION RESULTS
Computer simulations were carried out on an IBM 370/158 for the control problem described in Sec. 2 in order to test the sensitivity of the state, control, single-period cost, and cost-to-go trajectories to changes in the time horizon N, cost-function coefficient q, and state-coefficient mean Ew and standard deviation SD(w).' The initial state x:, control coefficient b, and cost-function coefficient c were held constant at value 1 throughout all simulations. Statecoefficient "observations" w,, were generated using a pseudo-random-number generator for normal deviates N(Ew, SD(w)).
Examples of two complete simulation runs are presented in Tables 2 and 3 means E,o and sample standard deviations SD,(w) for the generated pseudo random numbers q, . . . , on_ ,, 2 < n < N, averaged over fifty trial runs. Since the standard deviation gD(oJ for the state coefficient w is deliberately being set at values for which the closed-loop system is unstable, it is not surprising that sample standard deviations are large. The sample dist~butions become increasingly thick-tailed as SD(w) is increased above 1.0. To illustrate this phenomenon, sample distributions for the (averaged) total realized costs appearing in Tables 2 and 3 are displayed in Fig. 1 .
A second characteristic illustrated in Tables 2 and 3 is the tremendous sensitivity of the single-period cost and cost-to-go trajectories to changes in the standard deviation SD(o). As SD(o) varies from I.0 to IS, total realized costs increase by a factor on the order of l@. Moreover, single-period costs are monotone increasing for SD(u)= 1.5, whereas they are obviously damping to zero for SD(o) = 1 .O.
Since presumably a controller views total realized costs as a key aspect of the control process, this summary characteristic is displayed below in The skewness of the total cost sample distributions should of course be kept in mind when interpreting these results. Several uniformities are evident in Table 4 . First, total realized costs are independent of the state-coefficient mean Ew when q = 0; and secondly, total realized costs are independent of q when Ew=O. Recalling Eq. (5) A more significant uniformity in Table 4 is the dramatic deterioration of optimal-control-law cost performance when the standard deviation SD(w) increases from 1.0 to 1.5, regardless of other parameter values. In contrast, total realized costs increase rather gradually along rows, as q and Ew increase. In addition, when SD(w)= 1, total realized costs monotonically decrease as the time horizon N increases from 10 to 100, for all values of q and Ea. In contrast, when SD(w)= 1.5, total realized costs increase by a factor of approximately 1@ as the time horizon N increases from 10 to 50, and decrease by a factor of approximately & as N increases from 50 to 100. Table 5 focuses on what appear to be the two key parameters affecting cost performance, the time horizon N and standard deviation SD(w), enlarging the range considered for each. Somewhat surprisingly, Table 5 indicates that total realized costs are approximately independent of the time horizon N when the state-coefficient standard deviation SD(w) has value OS. For the remaining two standard-deviation values, 1 .O and 1 S, cost performance deteriorates at N = 70, significantly so for SD(w)= 1.5. In particular, what appears in Table 4 to be a monotonic relationship between realized costs and the time horizon N for SD(w) = 1 .O now appears to be more accurately described as a cyclic relationship. Clearly, many more simulation runs are needed in order to fully understand the dependence of total realized costs on the time horizon N.
In the final table (Table 6 ), a second summary characteristic is displayed: the first zero state for each averaged simulation run, if such a state value exists, or the final state value otherwise. Recalling Eq. (5) for the optimal control law and the definition (3) for single-period costs, it is clear that x,=0 * &'r'(x,,)=O and W(o,,,~,OP'(x,),x,,)=O.
Thus Table 6 gives some indication of the shape of the state, control, and single-period cost trajectories.
CONCLUSION
A detailed parameter-sensitivity study has been carried out for a discretetime, finite-horizon, linear-quadratic control problem with random state coefficients. Both analytical and computer simulation studies are used to examine the sensitivity of state, control, single-period cost, and cost-to-go trajectories to changes in the time horizon N, the state equation parameters [Eo,Var(w) ,6], and the cost-function parameters [c,q] . One interesting characteristic revealed by analysis is the existence of simple linear relationships between the (b, c, q)-parameter sensitivities for the optimal feedback control selections and for the corresponding cost-to-go expressions. A second interesting characteristic derived analytically is the sign determinateness of parameter sensitivities solely on the basis of the signs of the parameters and current state in all but one case. the change in control intensity with respect to the gain coefficient 6.
An important characteristic revealed by simulations is the extreme skewness of the sample cost distributions when the state-coefficient standard deviation SD(w) takes values greater than 1.0, regardless of other parameter values. Not surprisingly in view of the observations by Athans et al. [ 131 (see also Theorem 6, Sec. 3), there is a corresponding dramatic deterioration in average cost performance. What remains to be explained is why, for each fixed N, the deterioration in average cost performance as SD(w) varies from 0.5 to 1.5 is significantly more noticeable for the middle-range time horizons N=40 and N=70 than for either the short time horizon N = 10 or the long time horizon N= 100.
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