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1 Introduction
Abstraction-based controller synthesis (ABCS) is a general procedure for auto-
matic synthesis of controllers for continuous-time nonlinear dynamical systems
against temporal specifications. ABCS works by first abstracting a time-sampled
version of the continuous dynamics of the open-loop system by a symbolic finite
state model. Then, it computes a finite-state controller for the symbolic model
using algorithms from automata-theoretic reactive synthesis. When the time-
sampled system and the symbolic model satisfy a certain refinement relation,
the abstract controller can be refined to a controller for the original continuous-
time system while guaranteeing its time-sampled behavior satisfies the tempo-
ral specification. Since its introduction about 15 years ago, much research has
gone into better theoretical understanding of the basic method and extensions
[38,32,34,28,11,18], into scalable tools [36,30,25,26], and into demonstrating its
applicability to nontrivial control problems [1,31,37,5].
In its most common form, the abstraction of the continuous-time dynami-
cal system is computed by fixing a parameter τ for the sampling time and a
parameter η for the state space, and then representing the abstract state space
as a set of hypercubes, each of diameter η. The hypercubes partition the con-
tinuous concrete state space. The abstract transition relation adds a transition
between two hypercubes if there exists some state in the first hypercube and
some control input that can reach some state of the second by following the
original dynamics for time τ . The transition relation is nondeterministic due
to (a) the possibility of having continuous transitions starting at two different
points in one hypercube but ending in different hypercubes, and (b) the pres-
ence of external disturbances causing a deviation of the system trajectories from
their nominal paths. When restricted to a compact region of interest, the result-
ing finite-state abstract system describes a two-player game between controller
and disturbance, and reactive synthesis techniques are used to algorithmically
compute a controller (or show that no such controller exists for the given ab-
straction) for members of a broad class of temporal specifications against the
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disturbance. One can show that the abstract transition system is in a feedback
refinement relation (FRR) with the original dynamics [34]. This ensures that
when the abstract controller is applied to the original system, the time-sampled
behaviors satisfy the temporal specifications.
The success of ABCS depends on the choice of η and τ . Increasing η (and
τ) results in a smaller state space and symbolic model, but more nondetermin-
ism. Thus, there is a tradeoff between computational tractability and successful
synthesis. We have recently shown that one can explore this space of tradeoffs
by maintaining multiple abstraction layers of varying granularity (i.e., abstract
models constructed from progressively larger η and τ) [24]. The multi-layered
synthesis approach tries to find a controller for the coarsest abstraction whenever
feasible, but adaptively considers finer abstractions when necessary. However, the
bottleneck of our approach [24] is that the abstract transition system of every
layer needs to be fully computed before synthesis begins. This is expensive and
wasteful. The cost of abstraction grows as O(( 1
η
)n), where n is the dimension,
and much of the abstract state space may simply be irrelevant to ABCS, for
example, if a controller was already found at a coarser level for a sub-region.
We apply the paradigm of lazy abstraction [21] to multi-layered synthesis for
safety specifications in [23]. Lazy abstraction is a technique to systematically and
efficiently explore large state spaces through abstraction and refinement, and is
the basis for successful model checkers for software, hardware, and timed sys-
tems [3,4,39,22]. Instead of computing all the abstract transitions for the entire
system in each layer, the algorithm selectively chooses which portions to com-
pute transitions for, avoiding doing so for portions that have been already solved
by synthesis. This co-dependence of the two major computational components
of ABCS is both conceptually appealing and results in significant performance
benefits.
This paper gives a concise presentation of the underlying principles of lazy
ABCS enabling synthesis w.r.t. safety and reachability specifications. Notably,
the extension from single-layered to multi-layered and lazy ABCS is somewhat
nontrivial, for the following reasons.
(I) Lack of FRR between Abstractions. An efficient multi-layered con-
troller synthesis algorithm uses coarse grid cells almost everywhere in the state
space and only resorts to finer grid cells where the trajectory needs to be pre-
cise. While this idea is conceptually simple, the implementation is challenging
as the computation of such a multi-resolution controller domain via established
abstraction-refinement techniques (as in, e.g., [12]), requires one to run the fixed-
point algorithms of reactive synthesis over a common game graph representation
connecting abstract states of different coarseness. However, to construct the lat-
ter, a simulation relation must exist between any two abstraction layers. Unfor-
tunately, this is not the case in our setting: each layer uses a different sampling
time and, while each layer is an abstraction (at a different time scale) of the
original system, layers may not have any FRR between themselves. Therefore,
we can only run iterations of fixed-points within a particular abstraction layer,
but not for combinations of them.
We therefore introduce novel fixed-point algorithms for safety and reach-
avoid specifications. Our algorithms save and re-load the results of one fixed-
point iteration to and from the lowest (finest) abstraction layer, which we denote
as layer 1. This enables arbitrary switching of layers between any two sequential
iterations while reusing work from other layers. We use this mechanism to design
efficient switching protocols which ensure that synthesis is done mostly over
coarse abstractions while fine layers are only used if needed.
(II) Forward Abstraction and Backward Synthesis. One key principle
of lazy abstraction is that the abstraction is computed in the direction of the
search. However, in ABCS, the abstract transition relation can only be com-
puted forward, since it involves simulating the ODE of the dynamical system
forward up to the sampling time. While an ODE can also be solved backwards
in time, backward computations of reachable sets using numerical methods may
lead to high numerical errors [29, Remark 1]. Forward abstraction conflicts with
symbolic reactive synthesis algorithms, which work backward by iterating con-
trollable predecessor operators.3 For reachability specifications, we solve this
problem by keeping a set of frontier states, and proving that in the backward
controllable predecessor computation, all transitions that need to be considered
arise out of these frontier states. Thus, we can construct the abstract transitions
lazily by computing the finer abstract transitions only for the frontier.
(III) Proof of Soundness and Relative Completeness. The proof of
correctness for common lazy abstraction techniques uses the property that there
is a simulation relation between any two abstraction layers [10,20]. As this prop-
erty does not hold in our setting (see (I)), our proofs of soundness and complete-
ness w.r.t. the finest layer only use (a) FRRs between any abstraction layer and
the concrete system to argue about the correctness of a controller in a sub-space,
and combines this with (b) an argument about the structure of ranking func-
tions, which are obtained from fixed point iterations and combine the individual
controllers.
Related Work. Our work is an extension and consolidation of several similar
attempts at using multiple abstractions of varying granularity in the context
of controller synthesis, including our own prior work [24,23]. Similar ideas were
explored in the context of linear dynamical systems [2,15], which enabled the
use of polytopic approximations. For unperturbed systems [2,35,19,33,8,16], one
can implement an efficient forward search-based synthesis technique, thus easily
enabling lazy abstraction (see (II) above). For nonlinear systems satisfying a sta-
bility property, [16,7,8] show a multi-resolution algorithm. It is implemented in
the tool CoSyMA [30]. For perturbed nonlinear systems, [13,14] show a successive
decomposition technique based on a linear approximation of given polynomial
dynamics. Recently, Nilsson et al. [32,6] presented an abstraction-refinement
technique for perturbed nonlinear systems which shares with our approach the
3 One can design an enumerative forward algorithm for controller synthesis, essentially
as a backtracking search of an AND-OR tree [9], but dynamical perturbations greatly
increase the width of the tree. Experimentally, this leads to poor performance in
control examples.
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Fig. 1. An illustration of the lazy ABCS algorithms for safety (top) and reach-avoid
(bottom) specifications. In both scenarios, the solid black regions are the unsafe states
which need to be avoided. In the reach-avoid problem, the system has to additionally
reach the target (T ) red square at the left of Pic. 1. Both figures show the sequence of
synthesis stages across three abstraction layers: l = 1 (Pics. 4, 7), l = 2 (Pics. 3, 6),
and l = 3 (Pics. 2, 5) for safety; and l = 1 (Pics. 4, 5), l = 2 (Pics. 3, 6), and l = 3
(Pics. 2, 7) for reach-avoid. Both Pics. 8 indicate the domains of the resulting controllers
with different granularity: l = 1 (yellow), l = 2 (green), and l = 3 (orange). The red
regions represent winning states, and the blue regions represent states determined as
winning in the present synthesis stage. Cyan regions represent “potentially losing”
states in the safety synthesis. We set the parameter m = 2 for reach-avoid synthesis.
The gridded regions in different layers represent the states where the transitions have
been computed; large ungridded space in l = 2 and l = 1 signifies the computational
savings of the lazy abstraction approach.
idea of using particular candidate states for local refinement. However, the ap-
proaches differ by the way abstractions are constructed. The approach in [32]
identifies all adjacent cells which are reachable using a particular input, split-
ting these cells for finer abstraction computation. This is analogous to established
abstraction-refinement techniques for solving two-player games [12]. On the other
hand, our method computes reachable sets for particular sampling times that
vary across layers, resulting in a more delicate abstraction-refinement loop.
Informal Overview. We illustrate our approach via solving a safety control
problem and a reach-avoid control problem depicted in Fig. 1. In reactive syn-
thesis, these problems are solved using a maximal and minimal fixed point com-
putation, respectively [27]. Thus, for safety, one starts with the maximal set of
safe states and iteratively shrinks the latter until the remaining set, called the
winning state set, does not change. That is, for all states in the winning state
set, there is a control action which ensures that the system remains within this
set for one step. For reachability, one starts with the set of target states as the
winning ones and iteratively enlarges this set by adding all states which allow
the system to surely reach the current winning state set, until no more states can
be added. These differences in the underlying characteristics of the fixed points
require different switching protocols when multiple abstraction layers are used.
The purpose of Fig. 1 is only to convey the basic idea of our algorithms in a
visual and lucid way, without paying attention to the details of the underlying
dynamics of the system. In our example, we use three layers of abstraction S1,
S2 and S3 with the parameters (η, τ), (2η, 2τ) and (4η, 4τ). We refer to the steps
of Fig. 1 as Pic. #.
For the safety control problem (the top figure in Fig. 1), we assume that a
set of unsafe states are given (the black box in the left of Pic. 1). These need to
be avoided by the system. For lazy ABCS, we first fully compute the abstract
transition relation of the coarsest abstraction S3, and find the states from where
the unsafe states can be avoided for at least one time step of length 4τ (blue
region in Pic. 2). Normally for a single-layered algorithm, the complement of
the blue states would immediately be discarded as losing states. However, in the
multi-layered approach, we treat these states as potentially losing (cyan regions),
and proceed to S2 (Pic. 3) to determine if some of these potentially losing states
can avoid the unsafe states with the help of a more fine-grained controller.
However, we cannot perform any safety analysis on S2 yet as the abstract
transitions of S2 have not been computed. Instead of computing all of them, as
in a non-lazy approach, we only locally explore the outgoing transitions of the
potentially losing states in S2. Then, we compute the subset of the potentially
losing states in S2 that can avoid the unsafe states for at least one time step (of
length 2τ in this case). These states are represented by the blue region in Pic. 3,
which get saved from being discarded as losing states in this iteration. Then we
move to S1 with the rest of the potentially losing states and continue similarly.
The remaining potentially losing states at the end of the computation in S1
are surely losing—relative to the finest abstraction S1—and are permanently
discarded. This concludes one “round” of exploration.
We restart the process from S3. This time, the goal is to avoid reaching the
unsafe states for at least two time steps of available lengths. This is effectively
done by inflating the unsafe region with the discarded states from previous stages
(black regions in Pics. 5, 6, and 7). The procedure stops when the combined
winning regions across all layers do not change for two successive iterations.
In the end, the multi-layered safety controller is obtained as a collection of
the safety controllers synthesized in different abstraction layers in the last round
of fixed-point computations. The resulting safety controller domain is depicted
in Pic. 8.
Now consider the reach-avoid control problem in Fig. 1 (bottom). The tar-
get set is shown in red, and the states to be avoided in black. We start by
computing the abstract transition system completely for the coarsest layer and
solve the reachability fixed point at this layer until convergence using under-
approximations of the target and of the safe states. The winning region is marked
in blue (Pic. 2); note that the approximation of the bad states “cuts off” the
possibility to reach the winning states from the states on the right. We store the
representation of this winning region in the finest layer as the set Υ1.
Intuitively, we run the reachability fixed point until convergence to enlarge
the winning state set as much as possible using large cells. This is in contrast
to the previous algorithm for safety control in which we performed just one
iteration at each level. For safety, each iteration of the fixed-point shrinks the
winning state set. Hence, running Safe until convergence would only keep those
coarse cells which form an invariant set by themselves. Running one iteration
of Safe at a time instead has the effect that clusters of finer cells which can
be controlled to be safe by a suitable controller in the corresponding layer are
considered safe in the coarser layers in future iterations. This allows the use of
coarser control actions in larger parts of the state space (see Fig. 1 in [23] for an
illustrative example of this phenomenon).
To further extend the winning state set Υ1 for reach-avoid control, we proceed
to the next finer layer l = 2 with the new target region (red) being the projection
of Υ1 to l = 2. As in safety control, all the safe states in the complement of Υl are
potentially within the winning state set. The abstract transitions at layer l = 2
have not been computed at this point. We only compute the abstract transitions
for the frontier states: these are all the cells that might contain layer 2 cells
that can reach the current winning region within m steps (for some parameter
m chosen in the implementation). The frontier is indicated for layer 2 by the
small gridded part in Pic. 3.
We continue the backward reachability algorithm on this partially computed
transition system by running the fixed-point for m steps. The projection of the
resulting states to the finest layer is added to Υ1. In our example (Pic. 3), we
reach a fixed-point just after 1 iteration implying that no more layer 2 (or layer
3) cells can be added to the winning region.
We now move to layer 1, compute a new frontier (the gridded part in Pic. 4),
and run the reachability fixed point on Υ1 for m steps. We add the resulting
winning states to Υ1 (the blue region in Pic. 4). At this point, we could keep
exploring and synthesizing in layer 1, but in the interest of efficiency we want to
give the coarser layers a chance to progress. This is the reason to only compute
m steps of the reachability fixed point in any one iteration. Unfortunately, for
our example, the attempt to go coarser fails as no new layer 2 cells can be added
yet (see Pic. 3). We therefore fall back to layer 1 and make progress for m more
steps (Pic. 5). At this point, the attempt to go coarser is successful (Pic. 6) as
the right side of the small passage was reached.
We continue this movement across layers until synthesis converges in the
finest layer. In Pic. 8, the orange, green and yellow colored regions are the con-
troller domains obtained using l = 3, l = 2 and l = 1, respectively. Observe that
we avoid computing transitions for a significant portion of layers 1 and 2 (the
ungridded space in Pics. 5, 6, respectively).
2 Control Systems and Multi-Layered ABCS
We recall the theory of feedback refinement relations (FRR) [34] and multi-
layered ABCS [24].
Notation. We use the symbols N, R, R>0, Z, and Z>0 to denote the sets of
natural numbers, reals, positive reals, integers, and positive integers, respectively.
Given a, b ∈ R with a ≤ b, we write [a, b] for the closed interval {x ∈ R | a ≤ x ≤
b} and write [a; b] = [a, b]∩Z as its discrete counterpart. Given a vector a ∈ Rn,
we denote by ai its i-th element, for i ∈ [1;n]. We write Ja, b K for the closed
hyper-interval Rn∩([a1, b1]× . . .× [an, bn]). We define the relations <,≤,≥, > on
vectors in Rn component-wise. For a set W , we writeW ∗ and Wω for the sets of
finite and infinite sequences over W , respectively. We define W∞ = W ∗ ∪Wω.
We define dom(w) = {0, . . ., |w| − 1} if w ∈ W ∗, and dom(w) = N if w ∈ Wω.
For k ∈ dom(w) we write w(k) for the k-th symbol of w.
2.1 Abstraction-Based Controller Synthesis
Systems. A system S = (X,U, F ) consists of a state space X , an input space
U , and a transition function F : X × U→ 2X . A system S is finite if X and U
are finite. A trajectory ξ ∈ X∞ is a maximal sequence of states compatible with
F : for all 1 ≤ k < |ξ| there exists u ∈ U s.t. ξ(k) ∈ F (ξ(k− 1), u) and if |ξ| <∞
then F (ξ(|ξ|), u) = ∅ for all u ∈ U . For D ⊆ X , a D-trajectory is a trajectory ξ
with ξ(0) ∈ D. The behavior B(S,D) of a system S = (X,U, F ) w.r.t. D ⊆ X
consists of all D-trajectories; when D = X , we simply write B(S).
Controllers and Closed Loop Systems. A controller C = (D,U,G) for a
system S = (X,U, F ) consists of a controller domain D ⊆ X , a space of inputs U ,
and a control map G : D→ 2U \ {∅} mapping states in its domain to non-empty
sets of control inputs. The closed loop system formed by interconnecting S and
C in feedback is defined by the system Scl = (X,U, F cl) with F cl : X × U→ 2X
s.t. x′ ∈ F cl(x, u) iff x ∈ D and u ∈ G(x) and x′ ∈ F (x, u), or x /∈ D and
x′ ∈ F (x, u).
Control Problem. We consider specifications given as ω-regular languages
whose atomic predicates are interpreted as sets of states. Given a specification
ψ, a system S, and an interpretation of the predicates as sets of states of S, we
write 〈[ψ]〉S ⊆ B(S) for the set of behaviors of S satisfying ψ. The pair (S, ψ)
is called a control problem on S for ψ. A controller C = (D,U,G) for S solves
(S, ψ) if B(Scl, D) ⊆ 〈[ψ]〉S . The set of all controllers solving (S, ψ) is denoted by
C(S, ψ).
Feedback Refinement Relations. Let Si = (Xi, Ui, Fi), i ∈ {1, 2} be two
systems with U2 ⊆ U1. A feedback refinement relation (FRR) from S1 to S2 is
a relation Q ⊆ X1 × X2 s.t. for all x1 ∈ X1 there is some x2 ∈ X2 such that
Q(x1, x2) and for all (x1, x2) ∈ Q, we have (i) US2(x2) ⊆ US1(x1), and (ii) u ∈
US2(x2) ⇒ Q(F1(x1, u)) ⊆ F2(x2, u) where USi(x) := {u ∈ Ui | Fi(x, u) 6= ∅}.
We write S1 4Q S2 if Q is an FRR from S1 to S2.
Abstraction-Based Controller Synthesis (ABCS). Consider two systems
S1 and S2, with S1 4Q S2. Let C = (D,U2, G) be a controller for S2. Then,
as shown in [34], C can be refined into a controller for S1, defined by C ◦Q =
(D˜, U1, G˜) with D˜ = Q
−1(D), and G˜(x1) = {u ∈ U1 | ∃x2 ∈ Q(x1) . u ∈ G(x2)}
for all x1 ∈ D˜. This implies soundness of ABCS.
Proposition 1 ([34], Def. VI.2, Thm. VI.3). Let S1 4Q S2 and C ∈
C(S2, ψ) for a specification ψ. If for all ξ1 ∈ B(S1) and ξ2 ∈ B(S2) with
dom(ξ1) = dom(ξ2) and (ξ1(k), ξ2(k)) ∈ Q for all k ∈ dom(ξ1) holds that
ξ2 ∈ 〈[ψ]〉S2 ⇒ ξ1 ∈ 〈[ψ]〉S1 , then C ◦Q ∈ C(S1, ψ).
2.2 ABCS for Continuous Control Systems
We now recall how ABCS can be applied to continuous-time systems by delin-
eating the abstraction procedure [34].
Continuous-Time Control Systems. A control system Σ = (X,U,W, f) con-
sists of a state space X = Rn, a non-empty input space U ⊆ Rm, a compact
disturbance set W ⊂ Rn with 0 ∈ W , and a function f : X × U → X s.t.
f(·, u) is locally Lipschitz for all u ∈ U . Given an initial state x0 ∈ X , a positive
parameter τ > 0, and a constant input trajectory µu : [0, τ ] → U which maps
every t ∈ [0, τ ] to the same u ∈ U , a trajectory of Σ on [0, τ ] is an absolutely
continuous function ξ : [0, τ ] → X s.t. ξ(0) = x0 and ξ(·) fulfills the following
differential inclusion for almost every t ∈ [0, τ ]:
ξ˙ ∈ f(ξ(t), µu(t)) +W = f(ξ(t), u) +W. (1)
We collect all such solutions in the set Solf (x0, τ, u).
Time-Sampled System. Given a time sampling parameter τ > 0, we define
the time-sampled system
−→
S (Σ, τ) = (X,U,
−→
F ) associated with Σ, where X , U
are as in Σ, and the transition function
−→
F : X × U→ 2X is defined as follows.
For all x ∈ X and u ∈ U , we have x′ ∈
−→
F (x, u) iff there exists a solution
ξ ∈ Solf (x, τ, u) s.t. ξ(τ) = x′.
Covers. A cover X̂ of the state space X is a set of non-empty, closed hyper-
intervals Ja, b K with a, b ∈ (R ∪ {±∞})n called cells, such that every x ∈ X
belongs to some cell in X̂. Given a grid parameter η ∈ Rn>0, we say that a
point c ∈ Y is η-grid-aligned if there is k ∈ Zn s.t. for each i ∈ {1, . . . , n},
ci = αi + kiηi −
ηi
2 . Further, a cell Ja, b K is η-grid-aligned if there is a η-grid-
aligned point c s.t. a = c− η2 and b = c+
η
2 ; such cells define sets of diameter η
whose center-points are η-grid-aligned.
Abstract Systems. An abstract system Ŝ(Σ, τ, η) = (X̂, Û , F̂) for a control
system Σ, a time sampling parameter τ > 0, and a grid parameter η ∈ Rn>0
consists of an abstract state space X̂, a finite abstract input space Û ⊆ U , and
an abstract transition function F̂ : X̂ × Û → 2X̂ . To ensure that Ŝ is finite, we
consider a compact region of interest Y = Jα, β K ⊆ X with α, β ∈ Rn s.t. β − α
is an integer multiple of η. Then we define X̂ = Ŷ ∪ X̂ ′ s.t. Ŷ is the finite set
of η-grid-aligned cells covering Y and X̂ ′ is a finite set of large unbounded cells
covering the (unbounded) region X \ Y . We define F̂ based on the dynamics of
Σ only within Y . That is, for all x̂ ∈ Ŷ, x̂′ ∈ X̂, and u ∈ Û we require
x̂′ ∈ F̂(x̂, u) if ∃ξ ∈ ∪x∈x̂ Solf (x, τ, u) . ξ(τ) ∈ x̂
′. (2)
For all states in x̂ ∈ (X̂ \ Ŷ) we have that F̂(x̂, u) = ∅ for all u ∈ Û . We extend
F̂ to sets of abstract states Υ ⊆ X̂ by defining F̂(Υ, u) :=
⋃
x̂∈Υ F̂(x̂, u).
While X̂ is not a partition of the state space X , notice that cells only over-
lap at the boundary and one can define a deterministic function that resolves
the resulting non-determinism by consistently mapping such boundary states
to a unique cell covering it. The composition of X̂ with this function defines a
partition. To avoid notational clutter, we shall simply treat X̂ as a partition.
Control Problem. It was shown in [34], Thm. III.5 that the relation Q̂ ⊆ X×X̂,
defined by all tuples (x, x̂) ∈ Q̂ for which x ∈ x̂, is an FRR between
−→
S and Ŝ,
i.e.,
−→
S 4
Q̂
Ŝ. Hence, we can apply ABCS as described in Sec. 2.1 by computing
a controller C for Ŝ which can then be refined to a controller for
−→
S under the
pre-conditions of Prop. 1.
More concretely, we consider safety and reachability control problems for the
continuous-time system Σ, which are defined by a set of static obstacles O ⊂ X
which should be avoided and a set of goal states G ⊆ X which should be reached,
respectively. Additionally, when constructing Ŝ, we used a compact region of
interest Y ⊆ X to ensure finiteness of Ŝ allowing to apply tools from reactive
synthesis [27] to compute C. This implies that C is only valid within Y . We
therefore interpret Y as a global safety requirement and synthesize a controller
which keeps the system within Y while implementing the specification. This
interpretation leads to a safety and reach-avoid control problem, w.r.t. a safe set
R = Y \O and target set T = G∩R. As R and T can be interpreted as predicates
over the state space X of
−→
S , this directly defines the control problems (
−→
S , ψsafe)
and (
−→
S , ψreach) via
〈[ψsafe]〉−→S :=
{
ξ ∈ B(
−→
S )
∣∣∣∀k ∈ dom(ξ) . ξ(k) ∈ R} , and (3a)
〈[ψreach]〉−→S :=
{
ξ ∈ B(
−→
S )
∣∣∣∣(∃k ∈ dom(ξ) . ( ξ(k) ∈ T∧∀k′ ≤ k . ξ(k′) ∈ R
))}
(3b)
for safety and reach-avoid control, respectively. Intuitively, a controller C ∈
C(
−→
S , ψ) applied to Σ is a sample-and-hold controller, which ensures that the
specification holds on all closed-loop trajectories at sampling instances.4
To compute C ∈ C(
−→
S , ψ) via ABCS as described in Sec. 2.1 we need to ensure
that the pre-conditions of Prop. 1 hold. This is achieved by under-approximating
the safe and target sets by abstract state sets
R̂ = {x̂ ∈ X̂ | x̂ ⊆ R}, and T̂ = {x̂ ∈ X̂ | x̂ ⊆ T }, (4)
and defining 〈[ψsafe]〉Ŝ and 〈[ψreach]〉Ŝ via (3) by substituting
−→
S with Ŝ, R with R̂
and T with T̂. With this, it immediately follows from Prop. 1 that C ∈ C(Ŝ, ψ)
can be refined to the controller C ◦Q ∈ C(
−→
S , ψ).
4 This implicitly assumes that sampling times and grid sizes are such that no “holes”
occur between consecutive cells visited by a trajectory. This can be formalized by
assumptions on the growth rate of f
2.3 Multi-Layered ABCS
We now recall how ABCS can be performed over multiple abstraction layers
[24]. The goal of multi-layered ABCS is to construct an abstract controller C
which uses coarse grid cells in as much part of the state space as possible, and
only resorts to finer grid cells where the control action needs to be precise. In
particular, the domain of this abstract controller C must not be smaller then
the domain of any controller C′ constructed for the finest layer, i.e., C must be
relatively complete w.r.t. the finest layer. In addition, C should be refinable into
a controller implementing ψ on Σ, as in classical ABCS (see Prop. 1).
The computation of such a multi-resolution controller via established
abstraction-refinement techniques (as in, e.g., [12]), requires a common tran-
sition system connecting states of different coarseness but with the same time
step. To construct the latter, a FRR between any two abstraction layers must
exist, which is not the case in our setting. We can therefore not compute a single
multi-resolution controller C. We therefore synthesize a set C of single-layered
controllers instead, each for a different coarseness and with a different domain,
and refine each of those controllers separately, using the associated FRR. The
resulting refined controller is a sample-and-hold controller which selects the cur-
rent input value u ∈ Û ⊆ U and the duration τl for which this input should be
applied to Σ. This construction is formalized in the remainder of this section.
Multi-Layered Systems.Given a grid parameter η, a time sampling parameter
τ , and L ∈ Z>0, define ηl = 2
l−1η and τl = 2
l−1τ . For a control system Σ and
a subset Y ⊆ X with Y = Jα, β K, s.t. β − α = kηL for some k ∈ Z
n, Ŷl is the
ηl-grid-aligned cover of Y . This induces a sequence of time-sampled systems
−→
S := {
−→
S l(Σ, τl)}l∈[1;L] and Ŝ := {Ŝl(Σ, τl, ηl)}l∈[1;L], (5)
respectively, where
−→
S l := (X,U,
−→
F l) and Ŝl := (X̂l, Û , F̂l). If Σ, τ , and η are
clear from the context, we omit them in
−→
S l and Ŝl.
Our multi-layered synthesis algorithm relies on the fact that the sequence Ŝ of
abstract transition systems is monotone, formalized by the following assumption.
Assumption 1 Let Ŝl and Ŝm be two abstract systems with m, l ∈ [1;L], l < m.
Then5 F̂l(Υl) ⊆ F̂m(Υm) if Υl ⊆ Υm.
As the exact computation of ∪x∈x̂ Solf (x, τ, u) in (2) is expensive (if not im-
possible), a numerical over-approximation is usually computed. Assumption 1
states that the approximation must be monotone in the granularity of the dis-
cretization. This is fulfilled by many numerical methods e.g. the ones based on
decomposition functions for mixed-monotone systems [11] or on growth bounds
[36]; our implementation uses the latter one.
Induced Relations. It trivially follows from our construction that, for all
l ∈ [1;L], we have
−→
S l 4Q̂l Ŝl, where Q̂l ⊆ X × X̂l is the FRR induced by
5 We write Υl ⊆ Υm with Υl ⊆ X̂l, Υm ⊆ X̂m as short for
⋃
x̂∈Υl
x̂ ⊆
⋃
x̂∈Υm
x̂.
X̂l. The set of relations {Q̂l}l∈[1;L] induces transformers R̂ll′ ⊆ X̂l × X̂l′ for
l, l′ ∈ [1;L] between abstract states of different layers such that
x̂ ∈ R̂ll′(x̂
′)⇔ x̂ ∈ Q̂l(Q̂
−1
l′ (x̂
′)). (6)
However, the relation R̂ll′ is generally not a FRR between the layers due to
different time sampling parameters used in different layers (see [24], Rem. 1).
This means that Ŝl+1 cannot be directly constructed from Ŝl, unlike in usual
abstraction refinement algorithms [10,21,12].
Multi-Layered Controllers. Given a multi-layered abstract system Ŝ and
some P ∈ N, a multi-layered controller is a set C = {Cp}p∈[1;P ] with C
p =
(Dp, Û , Gp) being a single-layer controller with Gp : Dp→ 2Û . Then C is a
controller for Ŝ if for all p ∈ [1;P ] there exists a unique lp ∈ [1;L] s.t. Cp is a
controller for Ŝlp , i.e., D
p ⊆ X̂lp . The number P may not be related to L; we
allow multiple controllers for the same layer and no controller for some layers.
The quantizer induced by C is a map Q : X→ 2X̂ with X̂ =
⋃
l∈[1;L] X̂l s.t.
for all x ∈ X it holds that x̂ ∈ Q(x) iff there exists p ∈ [1;P ] s.t. x̂ ∈ Q̂lp(x)∩D
p
and no p′ ∈ [1;P ] s.t. lp′ > lp and Q̂lp′ (x) ∩ D
p′ 6= ∅. In words, Q maps states
x ∈ X to the coarsest abstract state x̂ that is both related to x and is in the
domain Dp of some Cp ∈ C. We define D = {x̂ ∈ X̂ | ∃x ∈ X . x̂ ∈ Q(x)} as
the effective domain of C and D = {x ∈ X | Q(x) 6= ∅} as its projection to X .
Multi-Layered Closed Loops. The abstract multi-layered closed loop system
formed by interconnecting Ŝ and C in feedback is defined by the system Ŝcl =
(X̂, Û , F̂cl) with F̂cl : X̂ × Û→ 2X̂ s.t. x̂′ ∈ F̂cl(x̂, û) iff (i) there exists p ∈
[1;P ] s.t. x̂ ∈ D ∩ Dp, û ∈ Gp(x̂) and there exists x̂′′ ∈ F̂lp(x̂, û) s.t. either
x̂′ ∈ Q(Q̂−1lp (x̂
′′)), or x̂′ = x̂′′ and Q̂−1lp (x̂
′′) 6⊆ D, or (ii) x̂ ∈ X̂l, Q̂
−1
l (x̂) 6⊆ D
and x̂′ ∈ F̂l(x̂, û). This results in the time-sampled closed loop system
−→
S cl =
(X,U,
−→
F cl) with
−→
F cl : X × U→ 2X s.t. x′ ∈
−→
F cl(x, u) iff (i) x ∈ D and there
exists p ∈ [1;P ] and x̂ ∈ Q(x) ∩ Dp s.t. u ∈ Gp(x̂) and x′ ∈
−→
F lp(x, u), or (ii)
x /∈ D and x′ ∈
−→
F l(x, u) for some l ∈ [1;L].
Multi-Layered Behaviors. Slightly abusing notation, we define the behaviors
B(
−→
S ) and B(Ŝ) via the construction for systems S in Sec. 2.1 by interpreting
the sequences
−→
S and Ŝ as systems Ŝ = (X̂, Û , F̂) and
−→
S = (X,U,
−→
F ), s.t.
F̂(x̂, û) =
⋃
l∈[1;L] R̂ll′ (F̂l′(x̂, û)), and
−→
F (x, u) =
⋃
l∈[1;L]
−→
F l(x, u), (7)
where x̂ is in X̂l′ . Intuitively, the resulting behavior B(Ŝ) contains trajectories
with non-uniform state size; in every time step the system can switch to a dif-
ferent layer using the available transition functions F̂l. For B(
−→
S ) this results in
trajectories with non-uniform sampling time; in every time step a transition of
any duration τl can be chosen, which corresponds to some
−→
F l. For the closed
loops
−→
S cl and Ŝcl those behaviors are restricted to follow the switching pattern
induced by C, i.e., always apply the input chosen by the coarsest available con-
troller. The resulting behaviors B(
−→
S cl) and B(Ŝcl) are formally defined as in
Sec. 2.1 via
−→
S cl and Ŝcl.
Soundness of Multi-Layered ABCS. As shown in [24], the soundness prop-
erty of ABCS stated in Prop. 1 transfers to the multi-layered setting.
Proposition 2 ([24], Cor. 1). Let C be a multi-layered controller for the ab-
stract multi-layered system Ŝ with effective domains D ∈ X̂ and D ∈ X inducing
the closed loop systems
−→
S cl and Ŝcl, respectively. Further, let C ∈ C(Ŝ, ψ) for a
specification ψ with associated behavior 〈[ψ]〉
Ŝ
⊆ B(Ŝ) and 〈[ψ]〉−→
S
⊆ B(
−→
S ). Sup-
pose that for all ξ ∈ B(
−→
S ) and ξ̂ ∈ B(Ŝ) s.t. (i) dom(ξ) = dom(ξ̂), (ii) for all
k ∈ dom(ξ) it holds that (ξ(k), ξ̂(k)) ∈ Q, and (iii) ξ̂ ∈ 〈[ψ]〉
Ŝ
⇒ ξ ∈ 〈[ψ]〉−→
S
. Then
B(
−→
S cl,D) ⊆ 〈[ψ]〉−→
S
, i.e., the time-sampled multi-layered closed loop
−→
S cl fulfills
specification ψ.
Control Problem. Consider the safety and reach-avoid control problems de-
fined over Σ in Sec. 2.2. As R and T can be interpreted as predicates over the
state space X of
−→
S , this directly defines the control problems (
−→
S , ψsafe) and
(
−→
S , ψreach) via (3) by substituting
−→
S with
−→
S .
To solve (
−→
S , ψ) via multi-layered ABCS we need to ensure that the pre-
conditions of Prop. 2 hold. This is achieved by under-approximating the safe
and target sets by a set {R̂l}l∈[1;L] and {T̂l}l∈[1;L] defined via (4) for every
l ∈ [1;L]. Then 〈[ψsafe]〉Ŝ and 〈[ψreach]〉Ŝ can be defined via (3) by substituting
−→
S
with Ŝ, R with R̂λ(ξ(k)) and T with T̂λ(ξ(k)), where λ(x̂) returns the l ∈ [1;L] to
which x̂ belongs, i.e., for x̂ ∈ X̂l we have λ(x̂) = l. We collect all multi-layered
controllers C for which B(Ŝcl,D) ⊆ 〈[ψ]〉
Ŝ
in C(Ŝ, ψ). With this, it immediately
follows from Prop. 2 that C ∈ C(Ŝ, ψ) also solves (
−→
S , ψ) via the construction of
the time-sampled closed loop system
−→
S cl.
A multi-layered controller C ∈ C(Ŝ, ψ) is typically not unique; there can be
many different control strategies implementing the same specification. However,
the largest possible controller domain for a particular abstraction layer l always
exists and is unique. In this paper we will compute a sound controllerC ∈ C(Ŝ, ψ)
with a maximal domain w.r.t. the lowest layer l = 1. Formally, for any sound
layer 1 controller C˜ = (D˜, U, G˜) ∈ C(Ŝ1, ψ) it must hold that D˜ is contained in
the projection D1 = Q̂1(D) of the effective domain of C to layer 1. We call such
controllers C complete w.r.t. layer 1. On top of that, for faster computation we
ensure that cells within its controller domain are only refined if needed.
3 Controller Synthesis
Our synthesis of an abstract multi-layered controller C ∈ C(Ŝ, ψ) has three main
ingredients. First, we use the usual fixed-point algorithms from reactive synthe-
sis [27] to compute the maximal set of winning states (i.e., states which can be
controlled to fulfill the specification) and deduce an abstract controller (Sec. 3.1).
Second, we allow switching between abstraction layers during these fixed-point
computations by saving and re-loading intermediate results of fixed-point com-
putations from and to the lowest layer (Sec. 3.2). Third, through the use of
frontiers, we compute abstractions lazily by only computing abstract transi-
tions in parts of the state space currently explored by the fixed-point algorithm
(Sec. 3.3). We prove that frontiers always over-approximate the set of states
possibly added to the winning region in the corresponding synthesis step.
3.1 Fixed-Point Algorithms for Single-Layered ABCS
We first recall the standard algorithms to construct a controller C solving the
safety and reach-avoid control problems (Ŝ, ψsafe) and (Ŝ, ψreach) over the finite
abstract system Ŝ(Σ, τ, η) = (X̂, Û , F̂). The key to this synthesis is the control-
lable predecessor operator, CPre
Ŝ
: 2X̂→ 2X̂ , defined for a set Υ ⊆ X̂ by
CPre
Ŝ
(Υ ) := {x̂ ∈ X̂ | ∃û ∈ Û . F̂(x̂, û) ⊆ Υ}. (8)
(Ŝ, ψsafe) and (Ŝ, ψreach) are solved by iterating this operator.
Safety Control. Given a safety control problem (Ŝ, ψsafe) associated with R̂ ⊆
Ŷ, one iteratively computes the sets
W 0 = R̂ and W i+1 = CPre
Ŝ
(W i) ∩ R̂ (9)
until an iteration N ∈ N with WN =WN+1 is reached. From this algorithm, we
can extract a safety controller C = (D, Û ,G) where D =WN and
û ∈ G(x̂)⇒ F̂(x̂, û) ⊆ D (10)
for all x̂ ∈ D. Note that C ∈ C(Ŝ, ψsafe).
We denote the procedure implementing this iterative computation until con-
vergence Safe∞(R̂, Ŝ). We also use a version of Safe which runs one step of (9)
only. Formally, the algorithm Safe(R̂, Ŝ) returns the setW 1 (the result of the first
iteration of (9)). One can obtain Safe∞(R̂, Ŝ) by chaining Safe until convergence,
i.e., given W 1 computed by Safe(R̂, Ŝ), one obtains W 2 from Safe(W 1, Ŝ), and
so on. In Sec. 3.2, we will use such chaining to switch layers after every iteration
within our multi-resolution safety fixed-point.
Reach-Avoid Control. Given a reach-avoid control problem (Ŝ, ψreach) for
R̂, T̂ ⊆ Ŷ, one iteratively computes the sets
W 0 = T̂ and W i+1 =
(
CPre
Ŝ
(W i) ∩ R̂
)
∪ T̂ (11)
until some iteration N ∈ N is reached where WN = WN+1. We extract the
reachability controller C = (D, Û ,G) with D =WN and
G(x̂) =
{
{û ∈ Û | F̂(x̂, û) ⊆W i∗}, x̂ ∈ D \ T̂
Û , else,
(12)
where i∗ = min({i | x̂ ∈W i \ T̂})− 1.
Note that the safety-part of the specification is taken care of by only keeping
those states in CPre
Ŝ
that intersect R̂. So, intuitively, the fixed-point in (11)
iteratively enlarges the target state set while always remaining within the safety
constraint. We define the procedure implementing the iterative computation of
(11) until convergence by Reach∞(T̂, R̂, Ŝ). We will also use a version of Reach
which runs m steps of (11) for a parameter m ∈ Z>0. Here, we can again obtain
Reach∞(T̂, R̂, Ŝ) by chaining Reachm computations, i.e., givenW
m computed by
Reachm(T̂, R̂, Ŝ), one obtains W
2m from Reachm(W
m, R̂, Ŝ), if no fixed-point is
reached beforehand.
3.2 Multi-Resolution Fixed-Points for Multi-Layered ABCS
Next, we present a controller synthesis algorithm which computes a multi-
layered abstract controllerC solving the safety and reach-avoid control problems
(Ŝ, ψsafe) and (Ŝ, ψreach) over a sequence of L abstract systems Ŝ := {Ŝl}l∈[1;L].
Here, synthesis will perform the iterative computations Safe and Reach from
Sec. 3.1 at each layer, but also switch between abstraction layers during this
computation. To avoid notational clutter, we write Safe(·, l), Reach·(·, ·, l) to re-
fer to Safe(·, Ŝl), Reach·(·, ·, Ŝl) within this procedure.
The core idea that enables switching between layers during successive steps of
the fixed-point iterations are the saving and re-loading of the computed winning
states to and from the lowest layer l = 1 (indicated in green in the subsequently
discussed algorithms). This projection is formalized by the operator
Γ ↓ll′(Υl′ ) =
{
R̂ll′(Υl′ ), l ≤ l
′
{xˆ ∈ X̂l | R̂l′l(xˆ) ⊆ Υl′}, l > l′
(13)
where l, l′ ∈ [1;L] and Υl′ ⊆ X̂l′ . The operation Γ
↓
ll′(Υl′ ) ⊆ X̂l under-
approximates a set Υl′ ⊆ X̂l′ with one in layer l.
In this section, we shall assume that each F̂l is pre-computed for all states
within R̂l in every l ∈ [1;L]. In Sec. 3.3, we shall compute F̂l lazily.
Safety Control. We consider the computation of a multi-layered safety con-
troller C ∈ C(Ŝ, ψsafe) by the iterative function SafeIteration in Alg. 1 assum-
ing that Ŝ is pre-computed. We refer to this scenario by the wrapper function
EagerSafe(R̂1, L), which calls the iterative algorithm SafeIteration with parame-
ters (R̂1, ∅, L, ∅). For the moment, assume that the ComputeTransitions method
in line 1 does nothing (i.e., the gray lines of Alg. 1 are ignored in the execution).
When initialized with SafeIteration(R̂1, ∅, L, ∅), Alg. 1 performs the following
computations. It starts in layer l = L with an outer recursion count i = 1 (not
shown in Alg. 1) and reduces l, one step at the time, until l = 1 is reached.
Upon reaching l = 1, it starts over again from layer L with recursion count i+1
and a new safe set Υ . In every such iteration i, one step of the safety fixed-point
is performed for every layer and the resulting set is stored in the layer 1 map
Υ ⊆ X̂1, whereas Ψ ⊆ X̂1 keeps the knowledge of the previous iteration. If the
finest layer (l = 1) is reached and we have Ψ = Υ , the algorithm terminates.
Algorithm 1 SafeIteration
Require: Ψ ⊆ X̂1, Υ ⊆ X̂1, l, C
1: ComputeTransitions(Γ ↓l1(Ψ) \ Γ
↓
l1(Υ ), l)
2: W ← Safe(Γ ↓l1(Ψ), l)
3: C← C ∪ {Cl ← (W, Û , ∅)} // store the controller domain, but not moves
4: Υ ← Υ ∪ Γ ↓1l(W )
5: if l 6= 1 then // go finer
6: 〈Ψ,C〉 ← SafeIteration(Ψ, Υ, l − 1,C)
7: return 〈Ψ,C〉
8: else
9: if Ψ 6= Υ then
10: 〈Ψ,C〉 ← SafeIteration(Υ, ∅, L, ∅) // start new iteration
11: return 〈Ψ,C〉
12: else
13: return 〈Ψ,C〉 // terminate
14: end if
15: end if
Otherwise Υ is copied to Ψ , Υ and C are reset to ∅ and SafeIteration starts a
new iteration (see Line 10).
After SafeIteration has terminated, it returns a multi-layered controller C =
{Cl}l∈[1;L] (with one controller per layer) which only contains the domains of
the respective controllers Cl (see Line 3 in Alg. 1). The transition functions Gl
are computed afterward by choosing one input û ∈ Û for every x̂ ∈ Dl s.t.
û = Gl(x̂)⇒ F̂l(x̂, û) ⊆ Γ
↓
l1(Ψ). (14)
As stated before, the main ingredient for the multi-resolution fixed-point is
that states encountered for layer l in iteration i are saved to the lowest layer
1 (Line 4, green) and “loaded” back to the respective layer l in iteration i + 1
(Line 2, green). This has the effect that a state x̂ ∈ X̂l with l > 1, which was not
contained in W computed in layer l and iteration i via Line 2, might be included
in Γ ↓l1(Ψ) loaded in the next iteration i+1 when re-computing Line 2 for l. This
happens if all states x ∈ x̂ were added to Υ by some layer l′ < l in iteration i.
Due to the effect described above, the map W encountered in Line 2 for
a particular layer l throughout different iterations i might not be monoton-
ically shrinking. However, the latter is true for layer 1, which implies that
EagerSafe(R̂1, L) is sound and complete w.r.t. layer 1 as formalized by Thm. 1.
Theorem 1 ([23]). EagerSafe is sound and complete w.r.t. layer 1.
It is important to mention that the algorithm EagerSafe is presented only
to make a smoother transition to the lazy ABCS for safety (to be presented in
the next section). In practice, EagerSafe itself is of little algorithmic value as it
is always slower than Safe(·, Ŝ1), but produces the same result. This is because
in EagerSafe, the fixed-point computation in the finest layer does not use the
Algorithm 2 ReachIterationm
Require: Υ ⊆ X̂1,Ψ ⊆ X̂1, l, C
1: if l = L then
2: ComputeTransitions(Γ ↓l1(Ψ), l)
3: 〈W,C〉 ← Reach∞(Γ
↓
l1(Υ ), Γ
↓
l1(Ψ), l)
4: C← C ∪ {C}
5: Υ ← Υ ∪ Γ ↓1l(W ) // save W to Υ
6: if L = 1 then // single-layered reachability
7: return 〈Υ,C〉
8: else // go finer
9: 〈Υ,C〉 ← ReachIterationm (Υ, Ψ, l − 1,C)
10: return 〈Υ,C〉
11: end if
12: else
13: ExpandAbstractionm(Υ, l)
14: 〈W,C〉 ← Reachm(Γ
↓
l1(Υ ), Γ
↓
l1(Ψ), l)
15: C← C ∪ {C}
16: Υ ← Υ ∪ Γ ↓1l(W ) // save W to Υ
17: if Fixed-point is reached in line 14 then
18: if l = 1 then // finest layer reached
19: return 〈Υ,C〉
20: else // go finer
21: 〈Υ,C〉 ← ReachIterationm(Υ, Ψ, l − 1,C)
22: return 〈Υ,C〉
23: end if
24: else // go coarser
25: 〈Υ,C〉 ← ReachIterationm(Υ, Ψ, l + 1,C)
26: return 〈Υ,C〉
27: end if
28: end if
coarser layers’ winning domain in any meaningful way. So the computation in
all the layers—except in Ŝ1—goes to waste.
Reach-Avoid Control. We consider the computation of an abstract multi-
layered reach-avoid controller C ∈ C(Ŝ, ψreach) by the iterative function
ReachIteration in Alg. 2 assuming that Ŝ is pre-computed. We refer to this sce-
nario by the wrapper function EagerReach(T̂1, R̂1, L), which calls ReachIteration
with parameters (T̂1, R̂1, L, ∅). Assume in this section that ComputeTransitions
and ExpandAbstractionm do not modify anything (i.e., the gray lines of Alg. 2
are ignored in the execution).
The recursive procedure ReachIterationm in Alg. 2 implements the switching
protocol informally discussed in Sec. 1. Lines 1–12 implement the fixed-point
computation at the coarsest layer ŜL by iterating the fixed-point over ŜL until
convergence (line 3). Afterward, ReachIterationm recursively calls itself (line 9)
to see if the set of winning states (W ) can be extended by a lower abstraction
layer. Lines 12–28 implement the fixed-point computations in layers l < L by
iterating the fixed-point over Ŝl for m steps (line 14) for a given fixed parameter
m > 0. If the analysis already reaches a fixed point, then, as in the first case,
the algorithm ReachIterationm recursively calls itself (line 21) to check if further
states can be added in a lower layer. If no fixed-point is reached in line 14,
more states could be added in the current layer by running Reach for more
then m steps. However, this might not be efficient (see the example in Sec. 1).
The algorithm therefore attempts to go coarser when recursively calling itself
(line 25) to expand the fixed-point in a coarser layer instead. Intuitively, this
is possible if states added by lower layer fixed-point computations have now
“bridged” a region where precise control was needed and can now be used to
enable control in coarser layers again. This also shows the intuition behind the
parameter m. If we set it to m = 1, the algorithm might attempt to go coarser
before this “bridging” is completed. The parameter m can therefore be used as
a tuning parameter to adjust the frequency of such attempts and is only needed
in layers l < L. The algorithm terminates if a fixed-point is reached in the lowest
layer (line 7 and line 19). In this case the layer 1 winning state set Υ and the
multi-layered controller C is returned.
It was shown in [24] that this switching protocol ensures that EagerReachm
is sound and complete w.r.t. layer 1.
Theorem 2 ([24]). EagerReachm is sound and complete w.r.t. layer 1.
Algorithm 3 ComputeTransitions
Require: Υ ⊆ X̂l, l
1: for x̂ ∈ Υ, û ∈ Û do
2: if F̂l(x̂, û) is undefined then
3: compute F̂l(x̂, û) as in (2)
4: end if
5: end for
Algorithm 4 ExpandAbstractionm
Require: Υ ⊆ X̂1, l
1: W ′ ← Prem
ÂL
l
(Γ ↑
L1
(Υ )) \ Γ ↓
L1
(Υ )
2: W ′′ ← Γ ↓
lL
(W ′)
3: ComputeTransitions(W ′′ ∩ R̂l, l)
3.3 Lazy Exploration within Multi-Layered ABCS
We now consider the case where the multi-layered abstractions Ŝ are computed
lazily. Given the multi-resolution fixed-points discussed in the previous section,
this requires tightly over-approximating the region of the state space which might
be explored by Reach or Safe in the current layer, called the frontier. Then
abstract transitions are only constructed for frontier states and the currently
considered layer l via Alg. 3. As already discussed in Sec. 1, the computation of
frontier states differs for safety and reachability objectives.
Safety Control.We now consider the lazy computation of a multi-layered safety
controller C ∈ C(Ŝ, ψsafe). We refer to this scenario by the wrapper function
LazySafe(R̂1, L) which simply calls SafeIteration(R̂1, ∅, L, ∅).
This time, Line 1 of Alg. 1 is used to explore transitions. The frontier cells at
layer l are given by Fl = Γ
↓
l1(Ψ)\Γ
↓
l1(Υ ). The call to ComputeTransitions in Alg. 3
updates the abstract transitions for the frontier cells. In the first iteration of
SafeIteration(R̂1, ∅, L, ∅), we have Ψ = R̂1 and Υ = ∅. Thus, FL = Γ
↓
1L(R̂1) = R̂L,
and hence, for layer L, all transitions for states inside the safe set are pre-
computed in the first iteration of Alg. 1. In lower layers l < L, the frontier Fl
defines all states which are (i) not marked unsafe by all layers in the previous
iteration, i.e., are in Γ ↓l1(Ψ), but (ii) cannot stay safe for i time-steps in any layer
l′ > l, i.e., are not in Γ ↓l1(Υ ). Hence, Fl defines a small boundary around the set
W computed in the previous iteration of Safe in layer l + 1 (see Sec. 1 for an
illustrative example of this construction).
It has been shown in [23] that all states which need to be checked for safety
in layer l of iteration i are indeed explored by this frontier construction. This
implies that Thm. 1 directly transfers from EagerSafe to LazySafe.
Theorem 3. LazySafe is sound and complete w.r.t. layer 1.
Reach-Avoid Control. We now consider the lazy computation of
a multi-layered reach-avoid controller C ∈ C(Ŝ, ψreach). We refer to
this scenario by the wrapper function LazyReachm(T̂1, R̂1, L) which calls
ReachIterationm(T̂1, R̂1, L, ∅).
In the first iteration of ReachIterationm we have the same situation as in
LazySafe; given that Ψ = R̂1, line 2 in Alg. 2 pre-computes all transitions for
states inside the safe set and ComputeTransitions does not perform any com-
putations for layer L in further iterations. For l < L however, the situation
is different. As Reach computes a smallest fixed-point, it iteratively enlarges
the set T̂1 (given when ReachIteration is initialized). Computing transitions for
all not yet explored states in every iteration would therefore be very wasteful
(see the example in Sec. 1). Therefore, ExpandAbstractionm determines an over-
approximation of the frontier states instead in the following manner: it computes
the predecessors (not controllable predecessors!) of the already-obtained set Υ
optimistically by (i) using (coarse) auxiliary abstractions for this computation
and (ii) applying a cooperative predecessor operator.
This requires a set of auxiliary systems, given by
Â = {ÂLl }
L
l=1, Â
L
l := Ŝ(Σ, τl, ηL) = (X̂L, Û , F̂
L
l ). (15)
The abstract system ÂLl induced by Σ captures the τl-duration transitions in
the coarsest layer state space X̂L. Using τl instead of τL is important, as τL
might cause “holes” between the computed frontier and the current target Υ
which cannot be bridged by a shorter duration control actions in layer l. This
would render LazyReachm unsound. Also note that in ExpandAbstractionm, we
do not restrict attention to the safe set. This is because R̂l ⊇ R̂L, and when the
inequality is strict then the safe states in layer l which are possibly winning but
are covered by an obstacle in layer L (see Fig. 1) can also be explored.
For Υ ⊆ X̂L and l ∈ [1;L], we define the cooperative predecessor operator
Pre
ÂL
l
(Υ ) = {x̂ ∈ X̂L | ∃û ∈ Û . F̂
L
l (x̂, û) ∩ Υ 6= ∅}. (16)
in analogy to the controllable predecessor operator in (8). We apply the cooper-
ative predecessor operator m times in ExpandAbstractionm, i.e.,
Pre1
ÂL
l
(Υ ) = Pre
ÂL
l
(Υ ) and
Prej+1
ÂL
l
(Υ ) = Prej
ÂL
l
(Υ ) ∪ Pre
ÂL
l
(Prej
ÂL
l
(Υ )). (17)
Calling ExpandAbstractionm with parameters Υ ⊆ X̂1 and l < L applies
Prem
ÂL
l
to the over-approximation of Υ by abstract states in layer L. This over-
approximation is defined as the dual operator of the under-approximation oper-
ator Γ ↓ll′ :
Γ ↑ll′ (Υl′) :=
{
R̂ll′ (Υl′), l ≤ l′
{xˆ ∈ X̂l | R̂l′l(xˆ) ∩ Υl′ 6= ∅}, l > l
′
(18)
where l, l′ ∈ [1;L] and Υl′ ⊆ X̂l′ . Finally, m controls the size of the frontier set
and determines the maximum progress that can be made in a single backwards
synthesis run in a layer l < L.
It can be shown that all states which might be added to the winning state
set in the current iteration are indeed explored by this frontier construction,
implying that LazyReachm(T̂1, R̂1, L) is sound and complete w.r.t. layer 1. In
other words, Thm. 2 can be transfered from EagerReachm to LazyReachm.
Theorem 4. LazyReachm is sound and complete w.r.t. layer 1.
4 Experimental Evaluation
We have implemented our algorithms in the MASCOT tool and we present some
brief evaluation.6
4.1 Reach-Avoid Control Problem for a Unicycle
We use a nonlinear kinematic system model commonly known as the unicycle
model, specified as
x˙1 ∈ u1 cos(x3) +W1 x˙2 ∈ u1 sin(x3) +W2 x˙3 = u2
where x1 and x2 are the state variables representing 2D Cartesian coordinates,
x3 is a state variable representing the angular displacement, u1, u2 are con-
trol input variables that influence the linear and angular velocities respectively,
and W1, W2 are the perturbation bounds in the respective dimensions given
by W1 = W2 = [−0.05, 0.05]. The perturbations render this deceptively simple
problem computationally intensive. We run controller synthesis experiments for
the unicycle inside a two dimensional space with obstacles and a designated tar-
get area, as shown in Fig. 2. We use three layers for the multi-layered algorithms
6 Available at http://mascot.mpi-sws.org/.
(a) (b)
Fig. 2. (a) Solution of the unicycle reach-avoid problem by LazyReach
2
. (b) Cells of the
finest layer (l = 1) for which transitions were computed during LazyReach
2
are marked
in red. For EagerReach
2
, all uncolored cells would also be red.
EagerReach and LazyReach. All experiments presented in this subsection were
performed on a Intel Core i5 3.40 GHz processor.
Algorithm Comparison. Table 1 shows a comparison on the Reach,
EagerReach2, and LazyReach2 algorithms. The projection to the state space of
the transitions constructed by LazyReach2 for the finest abstraction is shown
in Fig. 2b. The corresponding visualization for EagerReach2 would show all
of the uncolored space being covered by red. The savings of LazyReach2 over
EagerReach2 can be mostly attributed to this difference.
Table 1. Comparison of running times (in
seconds) of reachability algorithms on the
perturbed unicycle system.
Reach EagerReach
2
LazyReach
2
Abstraction 2590 2628 588
Synthesis 818 73 21
Total 3408 2701 609
(126%) (100%) (22.5%)
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Varying State Space Complexity. We investigate how the lazy algorithm
and the multi-layered baseline perform with respect to the structure of the state
space, achieved by varying the number of identical obstacles, o, placed in the
open area of the state space. The runtimes for EagerReach2 and LazyReach2 are
plotted in Fig. 3. We observe that LazyReach2 runs fast when there are few
obstacles by only constructing the abstraction in the finest layer for the imme-
diate surroundings of those obstacles. By o = 20, LazyReach2 explores the entire
state space in the finest layer, and its performance is slightly worse than that
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Fig. 4. Run-time comparison of LazySafe and EagerSafe on the DC-DC boost converter
example. L > 4 is not used for EagerSafe since coarser layers fail to produce a non-
empty winning set. The same is true for L > 7 in LazySafe.
of EagerReach2 (due to additional bookkeeping). The general decreasing trend
in the abstraction construction runtime for EagerReach2 is because transitions
outgoing from obstacle states are not computed.
4.2 Safety Control Problem for a DC-DC Boost Converter [23]
We evaluate our safety algorithm on a benchmark DC-DC boost converter ex-
ample from [17,30,36]. The system Σ is a second order differential inclusion
X˙(t) ∈ ApX(t) + b+W with two switching modes p ∈ {1, 2}, where
b =
[
vs
xl
0
]
, A1 =
[
− rl
xl
0
0 − 1
xc
r0
r0+rc
]
, A2 =
[
− 1
xl
(rl +
r0rc
r0+rc
) 15 (−
1
xl
r0
r0+rc
)
5 r0
r0+rc
1
xc
− 1
xc
1
r0+rc
]
,
with r0 = 1, vs = 1, rl = 0.05, rc = 0.5rl, xl = 3, xc = 70 and W =
[−0.001, 0.001] × [−0.001, 0.001]. A physical and more detailed description of
the model can be found in [17]. The safety control problem that we consider is
given by 〈Σ,ψsafe〉, where ψsafe = always([1.15, 1.55]× [5.45, 5.85]). We evaluate
the performance of our LazySafe algorithm on this benchmark and compare it to
EagerSafe and a single-layered baseline. For LazySafe and EagerSafe, we vary the
number of layers used. The results are presented in Fig. 4. In the experiments,
the finest layer is common, and is parameterized by η1 = [0.0005, 0.0005] and
τ1 = 0.0625. The ratio between the grid parameters and the sampling times of
the successive layers is 2.
From Fig. 4, we see that LazySafe is significantly faster than both EagerSafe
(and the single-layered baseline) as L increases. The single layered case (L = 1)
takes slightly more time in both LazySafe and EagerSafe due to the extra book-
keeping in the multi-layered algorithms. In Fig. 5, we visualize the domain
of the constructed transitions and the synthesized controllers in each layer
for LazySafe(·, 6). The safe set is mostly covered by cells in the two coars-
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Fig. 5. Domain of the computed transitions (union of red and black region) and the
synthesized controllers (black region) for the DC-DC boost converter example, com-
puted by LazySafe(·, 6).
est layers. This phenomenon is responsible for the computational savings over
LazySafe(·, 1).
In contrast to the reach-avoid control problem for a unicycle, in this example,
synthesis takes significantly longer time than the abstraction. To reason about
this difference is difficult, because the two systems are completely incomparable,
and the abstraction parameters are very different. Still we highlight two sus-
pected reasons for this mismatch: (a) Abstraction is faster because of the lower
dimension and smaller control input space of the boost converter, (b) A smaller
sampling time (0.0625s as compared to 0.225s for the unicycle) in the finest
layer of abstraction for the boost converter results in slower convergence of the
fixed-point iteration.
5 Conclusion
ABCS is an exciting new development in the field of formal synthesis of cyber-
physical systems. We have summarized a multi-resolution approach to ABCS.
Fruitful avenues for future work include designing scalable and robust tools, and
combining basic algorithmic techniques with structural heuristics or orthogonal
techniques (e.g. those based on data-driven exploration).
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Appendix: Proof of Thm. 4
First we state some properties of Γ ↓ll′ (·) and Γ
↑
ll′(·). Let Al′ , Bl′ ⊆ X̂l′ be any two
sets. Then
(a) Γ ↑ll′ (·) = Γ
↑
lk(Γ
↑
kl′ (·)) and Γ
↓
ll′(·) = Γ
↓
lk(Γ
↓
kl′ (·)) for all k s.t.
min({l, l′}) ≤ k ≤ max({l, l′}).
(b) Γ ↓ll′ (·) and Γ
↑
ll′(·) are monotonic, i.e. Al′ ⊆ Bl′ ⇒ Γ
↓
ll′ (Al′) ⊆ Γ
↓
ll′(Bl′) and
Al′ ⊆ Bl′ ⇒ Γ
↑
ll′(Al′ ) ⊆ Γ
↑
ll′(Bl′).
(c) For l ≤ l′, both Γ ↓ll′(·) and Γ
↑
ll′(·) are closed under union and intersection.
(d) l ≤ l′ ⇒ Γ ↓ll′ (·) ≡ Γ
↑
ll′(·)
(e) l ≤ l′ ⇒ Γ ↓l′l(Γ
↓
ll′ (Al′)) = Γ
↑
l′l(Γ
↓
ll′ (Al′)) = Al′ . Using (d), we additionally
have l ≤ l′ ⇒ Γ ↓l′l(Γ
↑
ll′ (Al′)) = Γ
↑
l′l(Γ
↑
ll′(Al′ )) = Al′ , i.e., when l ≤ l
′, the compo-
sition Γ ∗l′l ◦ Γ
∗
ll′ for ∗ ∈ {↑, ↓} is the identity function.
(f) For all x ∈ X , Q̂l′(x) ∈ Al′ ⇒ Q̂l(x) ∈ Γ
↑
ll′(Al′). Equivalently, for all x̂
′ ∈ X̂l′ ,
x̂′ ∈ Al′ ⇒ R̂ll′(x̂′) ∈ Γ
↑
ll′(Al′ ).
(g) For all x ∈ X , Q̂l(x) ∈ Γ
↓
ll′(Al′ )⇒ Q̂l′(x) ∈ Al′ . Equivalently, for all x̂ ∈ X̂l,
x̂ ∈ Γ ↓ll′(Al′ )⇒ R̂l′l(x̂) ∈ Al′ .
Using (a)-(f), it immediately follows that
l < l′ : Γ ↓ll′(Al′ ) ⊆ Al ⇒ Al′ ⊆ Γ
↑
l′l(Al) (19a)
l > l′ : Γ ↓ll′(Al′ ) ⊆ Al ⇐ Al′ ⊆ Γ
↑
l′l(Al) (19b)
Always : Γ ↓ll′(Al′ ) ⊇ Al ⇔ Al′ ⊇ Γ
↑
l′l(Al) (19c)
where Al ⊆ X̂l. The implications in (19a) and (19b) are strict.
The soundness and relative completeness of LazyReachm follows from Thm. 2,
if we can ensure that in every iteration of LazyReachm the set of states returned
by ExpandAbstractionm, for which the abstract transition relation is computed,
is not smaller than the set of states subsequently added to Υ by Reachm in the
next iteration. We obtain this result by the following series of lemmata.
We first observe that computing the under-approximation of the m-step co-
operative predecessor w.r.t. the auxiliary system ÂLl of a set ΥL (as used in
ExpandAbstractionm) over-approximates the set obtained by computing the m-
step cooperative predecessor w.r.t. the abstract system Ŝl for a set Υl (as used
in Reachm) if ΥL over-approximates Υl.
Lemma 1. Let Ŝ be a multi-layered abstract system satisfying Assumption 1,
and let Υl ⊆ X̂l and ΥL ⊆ X̂L for some l < L s.t. ΥL ⊇ Γ
↑
Ll(Υl). Then
Γ ↓lL(PreÂL
l
(ΥL)) ⊇ PreŜl(Υl). Furthermore, for all m > 0, it holds that
Γ ↓lL(Pre
m
ÂL
l
(ΥL)) ⊇ Pre
m
Ŝl
(Υl), where PreŜl and Pre
m
Ŝl
for Ŝl are defined anal-
ogously to (16) and (17), respectively.
Proof (Proof of Lem. 1). Let x̂ ∈ Pre
Ŝl
(Υl), which by definition (16) implies
that F̂l(x̂) ∩ Υl 6= ∅. Let ŷ = Γ
↑
Ll({x̂}). Then by observing that x̂ ⊆ ŷ, and using
Assump. 1, we have that F̂l(x̂) ⊆ F̂Ll (ŷ), which implies that F̂
L
l (ŷ) ∩ ΥL 6= ∅
(since Υl ⊆ ΥL). Hence, ŷ ∈ PreÂL
l
(ΥL). Moreover, using (19c) we have that
x̂ ∈ Γ ↓lL({ŷ}) which leads to x̂ ∈ Γ
↓
lL(Pre
1
ÂL
l
(ΥL)).
The second claim is proven by induction on m. The base case for m = 1
is given by the first claim proven above. Now assume that Γ ↓lL(Pre
m
ÂL
l
(ΥL)) ⊇
Prem
Ŝl
(Υl) holds for some m > 0. This together with (19c) implies:
Prem
ÂL
l
(ΥL) ⊇ Γ
↑
Ll(Pre
m
Ŝl
(Υl)). (20)
Now note that by (17), we have Prem+1
ÂL
l
(·) = Pre
ÂL
l
(Prem
ÂL
l
(·))∪Prem
ÂL
l
(·) and it
holds that
Γ ↓lL(Pre
m+1
ÂL
l
(ΥL))
=Γ ↓lL
(
Pre
ÂL
l
(
Prem
ÂL
l
(ΥL)
)
∪ Prem
ÂL
l
(ΥL)
)
=Γ ↓lL
(
Pre
ÂL
l
(
Prem
ÂL
l
(ΥL)
))
∪ Γ ↓lL
(
Prem
ÂL
l
(ΥL)
)
(21)
⊇Pre
Ŝl
(
Prem
Ŝl
(Υl)
)
∪ Prem
Ŝl
(Υl) = Pre
m+1
Ŝl
(Υl), (22)
where (21) follows from (c) and (22) follows by applying the first claim twice: (i)
for the left side of the “∪”, by replacing Υl and ΥL in the first claim of Lem. 1 by
Prem
Ŝl
(Υl) and Pre
m
ÂL
l
(ΥL) respectively, while noting that (20) gives the necessary
pre-condition, and (ii) for the right side of the “∪”.
Lem. 1 can be used to show that ExpandAbstractionm constructs the transi-
tion function F̂l(x̂, û) for all x̂ which are in the winning state set computed by
Reachm.
Lemma 2. For all l < L, Υ ⊆ X̂1 and C = (D, Û ,G) returned by
Reachm(Γ
↓
l1(Υ ), Ôl, l), it holds that x̂ ∈ D \ Γ
↓
l1(Υ ) implies x̂ ∈ W
′′, where W ′′
is returned by the second line of ExpandAbstractionm(Υ, l).
Proof (Proof of Lem. 2). By assumption, we have x̂ ∈ B \ Γ ↓l1(Υ ) i.e. (i) x̂ ∈ B
and (ii) x̂ /∈ Γ ↓l1(Υ ). Then it follows from (i) that
x̂ ∈ B ⇒ x̂ ∈ CPrem
Ŝl
(Γ ↓l1(Υ ))⇒ x̂ ∈ Pre
m
Ŝl
(Γ ↓l1(Υ )).
Consider the inequality Γ ↑L1(Υ ) ⊇ Γ
↑
Ll(Γ
↓
l1(Υ )) which can be verified from the
properties (a)-(f). Then Lem. 1 and (g) give
x̂ ∈ Γ ↓lL(Pre
m
ÂL
l
(Γ ↑L1(Υ )))⇒ R̂Ll(x̂) ∈ Pre
m
ÂL
l
(Γ ↑L1(Υ )).
Now (ii) and (g) gives
R̂Ll(x̂) /∈ Γ
↓
Ll(Γ
↓
l1(Υ ))⇒ R̂Ll(x̂) /∈ Γ
↓
L1(Υ ).
Combining the last two observations with (f) and (b) we get
R̂Ll(x̂) ∈ Pre
m
ÂL
l
(Γ ↑L1(Υ )) \ Γ
↓
L1(Υ ) =W
′
⇒ x̂ ∈ Γ ↑lL(W
′)⇒ x̂ ∈ Γ ↓lL(W
′) =W ′′,
which proves the claim.
With Lem. 2, soundness and relative completeness of LazyReachm directly
follows from Thm. 2, as shown in the following. We build the proof on top of
Thm. 2. We prove two things: that both algorithms terminate after the same
depth of recursion D, and that the overall controller domain that we get from
EagerReachm is same as the one that we get from LazyReachm, i.e. ∪d∈[1;D]B
d =
∪d∈[1;D]B
d, where Bd and Bd are the controller domains obtained in depth d of
the algorithms EagerReachm and LazyReachm respectively. (We actually prove
a stronger statement: for all d ∈ [1;D], Bd = Bd.) Then, since EagerReachm is
sound and complete w.r.t. Reach∞, hence LazyReachm will also be sound and
complete w.r.t. Reach∞.
The “⊇” direction of the second proof is trivial and is based on two simple
observations: (a) the amount of information of the abstract transition systems
Ŝ which is available to LazyReachm is never greater than the same available to
EagerReachm; (b) whenever LazyReachm invokes ExpandAbstractionm for com-
puting transitions for some set of abstract states, ExpandAbstractionm returns
the full information of the outgoing transitions for those states to LazyReachm.
The second part is crucial, as partial information of outgoing transitions might
possibly lead to false positive states in the controller domain. Combining these
two arguments, we have that for all d ∈ [1;D] Bd ⊇ Bd. (We are yet to show
that the maximum recursion depth is D for both the algorithms EagerReachm
and LazyReachm.)
The other direction will be proven by induction on the depth of the recursive
calls of the two algorithms. Let ld and ld be the corresponding layers in depth d of
algorithm LazyReachm and EagerReachm respectively. It is clear that B
1 = B1
and l1 = l1 = L (induction base) since we start with full abstract transition
system for layer L in both cases. Let us assume that for some depth d, Bd
′
= Bd
′
and ld′ = ld′ holds true for all d
′ ≤ d (induction hypothesis). Now in LazyReachm,
the check in Line 17 of LazyReachm is fulfilled iff the corresponding check in
Line 15 of EagerReachm (i.e. [24, Alg. 1]) is fulfilled. This means that ld+1 = ld+1.
This shows by induction that (a) the maximum depth of recursion in LazyReachm
and EagerReachm are the same (call it D), and (b) the concerned layer in each
recursive call is the same for both algorithms.
Now in the beginning of depth d + 1, we have that Υ = ∪d′≤dΓ
↓
1ld′
Bd
′
=
∪d′≤dΓ
↓
1ld′
Bd
′
. From now on, let’s call ld+1 = l for simpler notation. Let x̂ ∈ X̂l
be a state which was added in depth d+1 in the controller domain Bd+1 for the
first time, i.e. (a) x̂ ∈ Bd+1, and (b) x̂ ∈ Γ ↓l1(Υ ) . Then by Lem. 2 we have that
x̂ ∈W ′′.
Since ExpandAbstractionm also computes all the outgoing transitions from
the states in W ′′ (Line 3 in Alg. 4), hence full information of the outgoing
transitions of all the states which are added in Bd+1 will be available to the
LazyReachm algorithm in depth d+1. In other words given x̂ ∈ X̂l, if there is an
m-step controllable path from x̂ to Υ in EagerReachm, there will be an m-step
controllable path in LazyReachm as well. Hence x̂ will be added in B
d+1 as well.
This proves that for all d ∈ [1;D] Bd ⊆ Bd.
