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Abstract
This paper considers how the eigenvalues of the Neumann problem for an
elliptic operator depend on the domain. The proximity of two domains is
measured in terms of the norm of the difference between the two resolvents
corresponding to the reference domain and the perturbed domain, and the
size of eigenfunctions outside the intersection of the two domains. This con-
struction enables the possibility of comparing both nonsmooth domains and
domains with different topology. An abstract framework is presented, where
the main result is an asymptotic formula where the remainder is expressed
in terms of the proximity quantity described above when this is relatively
small. As an application, we develop a theory for the Laplacian in Lipschitz
domains. In particular, if the domains are assumed to be C1,α regular, an
asymptotic result for the eigenvalues is given together with estimates for the
remainder, and we also provide an example which demonstrates the sharp-
ness of our obtained result.
Keywords: Hadamard formula; Domain variation; Asymptotics of eigen-
values; Neumann problem
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1 Introduction
The aim of this article is to describe how the eigenvalues of the Neumann prob-
lem for an elliptic operator depend on the domain. A large quantity of studies
of the corresponding Dirichlet problem exists in the literature; see, for instance,
Grinfeld [5], Henrot [7], Kozlov [11, 14], Kozlov and Nazarov [12], and references
found therein. However, less has been written about the Neumann problem. In
this article, we present a framework for the Neumann problem similar to the one
developed for the Dirichlet problem in [11].
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1
Investigations of how eigenvalues change when the domain is perturbed is a clas-
sical problem. Rayleigh [17] studied eigenvalues and domain perturbation in con-
nection with acoustics as early as in the nineteenth century. In the early twentieth
century, Hadamard [6] studied perturbations of domains with smooth boundary,
where the perturbed domain Ωε is represented by xν = εh(x
′) where x′ ∈ ∂Ω0, xν
is the signed distance to the boundary (xν < 0 for x ∈ Ω0), h is a smooth function,
and ε is a small parameter. Hadamard considered the Dirichlet problem, but a for-
mula of Hadamard-type for the first nonzero eigenvalue of the Neumann-Laplacian
is given by
Λ(Ωε) = Λ(Ω0) + ε
ˆ
∂Ω0
h
(
|∇ϕ|2 − Λ(Ω0)ϕ
2
)
dS + o(ε),
where dS is the surface measure on ∂Ω0 and ϕ is an eigenfunction corresponding
to Λ(Ω0) such that ‖ϕ‖L2(Ω0) = 1; compare with Grinfeld [5]. A study of asymp-
totics for singular perturbations can be found in, e.g., Mel’nyk and Nazarov [16],
Laurain et al. in [15], Kozlov and Nazarov [13], and references found therein. The
problem of domain dependence of eigenvalues is closely related to shape optimiza-
tion. We refer to Henrot [7], and Soko lowski and Zole´sio [18], and references found
therein.
Suppose that Ω1 and Ω2 are domains in R
n, n ≥ 2. This article considers the
spectral problems {
−∆u = Λ(Ω1)u in Ω1,
∂νu = 0 on ∂Ω1
(1.1)
and {
−∆v = Λ(Ω2)v in Ω2,
∂νv = 0 on ∂Ω2,
(1.2)
where ∂ν is the normal derivative with respect to the outwards normal and if the
boundary is nonsmooth, we consider the corresponding weak formulation of the
problem. Our results are, however, applicable to a wider class of partial differential
operators. In particular to uniformly elliptic operators of second order.
We start the paper with an abstract setting of the problem in a Hilbert spaceH .
We assume that two subspaces H1 and H2 are given together with positive definite
operators K1 and K2 acting in H1 and H2, respectively. We assume that K1 is a
compact operator. We choose an eigenvalue λ−1 of K1 and denote by X ⊂ H1 the
linear combination of all eigenvectors corresponding to eigenvalues greater than
or equal to λ−1. The proximity of the operators K1 and K2 is measured by a
constant ε in the inequalities
‖ϕ− Sϕ‖2 ≤ ε‖ϕ‖2 for every ϕ ∈ X
and
‖(K2 − SK1S
∗)w‖2 ≤ ε‖w‖2 for every w ∈ H2.
Here, S = S2 is the orthogonal projector from H into H2 and S
∗ is the adjoint
operator of S : H1 → H2. Under these assumption we prove that the operator K2
2
has exactly the same number of eigenvalues in a neighborhood of λ−1, indepen-
dent of ε, as the multiplicity of the eigenvalue λ−1 of K1. This is a consequence
of the continuous dependence of eigenvalues on the domain; see, e.g., Henrot [7].
Moreover, we present an asymptotic formula for these eigenvalues where the re-
mainder term is relatively small compared to the leading term. This asymptotic
result improves Theorem 1 in [14] in two ways. First, we consider H1 and H2 as
subspaces of a fixed Hilbert space and can compare operators acting there with
the help of orthogonal projectors, which simplifies the conditions of Theorem 1.
Secondly, and perhaps more importantly, the remainder term in our theorem is
“smaller” with respect to the leading term, which is not necessarily the case in
Theorem 1 from [14].
To characterize how close the two domains are, we will use the Hausdorff dis-
tance between the sets Ω1 and Ω2, i.e.,
d = max{ sup
x∈Ω1
inf
y∈Ω2
|x− y|, sup
y∈Ω2
inf
x∈Ω1
|x− y|}. (1.3)
We do not assume that one domain is a subdomain of the other. It should be
noted however, that the abstract result presented below permits a more general
type of proximity quantity for the two domains; see (2.3) and (2.4) in Section 2.
If Ω1 is a C
1,α domain with 0 < α < 1 and Ω2 is a Lipschitz perturbation of Ω1
in the sense that the perturbed domain Ω2 can be characterized by a function h
defined on the boundary ∂Ω1 such that every point (x
′, xν) ∈ ∂Ω2 is represented
by xν = h(x
′), where (x′, 0) ∈ ∂Ω1 and xν is the signed distance to ∂Ω1 as
defined above. Moreover, the function h is assumed to be Lipschitz continuous
and satisfy |∇h| ≤ Cdα. Then we obtain the following result; see Corollary 6.17.
Theorem 1.1. Suppose that Ω1 is a C
1,α-domain with 0 < α < 1 and Ω2 is as
described above, that the problem in (1.1) has a discrete spectrum, and that m is
fixed. Then there exists a constant d0 > 0 such that if d ≤ d0, then
Λk(Ω2)− Λm(Ω1) = κk +O(d
1+α) (1.4)
for every k = 1, 2, . . . , Jm, where Jm is the dimension of the eigenspace corre-
sponding to Λm(Ω1). Here κ = κk is an eigenvalue of the problem
κ(ϕ, ψ) =
ˆ
∂Ω1
h(x′)
(
∇ϕ · ∇ψ − Λm(Ω1)ϕψ
)
dS(x′) for all ψ ∈ Xm, (1.5)
where ϕ ∈ Xm. Moreover, κ1, κ2, . . . , κJm in (1.4) run through all eigenvalues
of (1.5) counting their multiplicities.
Observe that (1.5) can be phrased as a spectral problem on the Hilbert space Xm
by using the Riesz representation theorem of the operator on the right-hand side.
In Section 6.7, we consider a specific example of a Lipschitz perturbation of a
cylinder in two dimensions. We prove that if η : R→ R is a periodic nonnegative
Lipschitz continuous function with period 1, and Ω1 ⊂ R
2 is defined by 0 < x < T
and 0 < y < R, where R and T are constants, and the subdomain Ω2 ⊂ Ω1 is
defined by 0 < x < T and δη(x/δ) < y < R for a small parameter δ, then
Λk(Ω2)− Λm(Ω1) = κk +O(δ
2) for every k = 1, 2, . . . , Jm, (1.6)
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where Jm is the dimension of the eigenspace corresponding to Λm(Ω1). Here,
κ = κk is an eigenvalue of the problem
κ(ϕ, ψ) = δη0
ˆ T
0
(
∇ϕ(x, 0) · ∇ψ(x, 0)− Λm(Ω1)ϕ(x, 0)ψ(x, 0)
)
dx
+ δη1
ˆ T
0
∇ϕ(x, 0) · ∇ψ(x, 0) dx
(1.7)
for all ψ ∈ Xm, where ϕ ∈ Xm and
η0 =
ˆ 1
0
η(X) dX and η1 =
ˆ 1
0
V (X, η(X))η′(X) dX.
The function V is the solution to −∆V = 0 for 0 < X < 1 and Y > η(X) with the
boundary condition ∂νV (X, η(X)) = η
′(X)(1 + (η′(X))2)−1/2 on Y = η(X) and
periodic boundary conditions on the remaining boundary. The constant η1 is not
zero if η is not identically constant. Observe that the first term in the right-hand
side of (1.7) coincides with the right-hand side of (1.5) up to order O(δ2). This
proves that the condition α > 0 is sharp in Theorem 1.1.
In Corollary 6.11, we obtain as a consequence of the methods developed that
eigenvalues satisfy the following estimate for (uniformly) Lipschitz perturbations.
There exists a constant C, independent of d, such that |Λk(Ω2) − Λm(Ω1)| ≤ Cd
for every k = 1, 2, . . . , Jm; see Corollary 6.11. This estimate can be compared to
results presented in, e.g., Burenkov and Davies [2] in the case when Ω2 ⊂ Ω1.
2 Abstract Setting: Perturbation of Eigenvalues
The fact that zero is an eigenvalue for the problems in (1.1) and (1.2) is trivial,
and to avoid technicalities due to this, we will consider the operator 1 − ∆. A
number λ is an eigenvalue of the operator 1−∆ if and only if λ−1 is an eigenvalue
of −∆. Let Λk(Ω1) = λk − 1, k = 1, 2, . . ., be the eigenvalues of (1.1) enumerated
according to 0 < λ1 < λ2 < · · · . We assume here that Ω1 is connected. Similarly,
we let Λk(Ω2) = µ − 1 be the eigenvalues of (1.2). The subset Xk of H1 is
the eigenspace corresponding to eigenvalue Λk(Ω1), with the dimension denoted
by Jk = dim(Xk). Observe that Xk is also the eigenspace for the eigenvalue λk of
the to (1.1) corresponding problem for 1−∆.
We proceed by introducing an abstract setting for the problems in (1.1) and (1.2).
Suppose that H1 and H2 are infinite dimensional subspaces of a Hilbert space H .
Let the operators Kj : Hj → Hj be positive definite and self-adjoint for j = 1, 2.
Furthermore, let K1 be compact. We consider the spectral problems
K1ϕ = λ
−1ϕ, ϕ ∈ H1, (2.1)
and
K2U = µ
−1U, U ∈ H2, (2.2)
and denote by λ−1k for k = 1, 2, . . . the eigenvalues of K1. Let Xk ⊂ H1 be the
eigenspace corresponding to eigenvalue λ−1k . Moreover, we denote the dimension
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of Xk by Jk and define Xm = X1 +X2 + · · ·Xm, where m ≥ 1 is any integer. In
this article we study eigenvalues of (2.2) located in a neighborhood of λm, wherem
is fixed.
In order to define the proximity of the operators K1 and K2, which are de-
fined on different spaces, we introduce the orthogonal projectors S1 : H → H1
and S2 : H → H2. To simplify the notation, we also introduce the operator S
as the restriction of S2 to H1. Thus S maps H1 into H2 and its adjoint opera-
tor S∗ : H2 → H1 is given by S
∗ = S1S2.
We introduce a quantity ε > 0 as a constant in the inequalities
‖(K2 − SK1S
∗)w‖2 ≤ ε‖w‖2 for every w ∈ H2 (2.3)
and
‖ϕ− Sϕ‖2 ≤ ε‖ϕ‖2 for every ϕ ∈ Xm. (2.4)
The parameter ε is the measure we use to describe the proximity of the spaces H1
and H2 and the operators K1 and K2. In the following analysis, an important role
is played by the operator B : H1 → H2 defined as
B = K2S − SK1.
Remark 2.1. A common way to compare the proximity of domains in shape
optimization is the parameter σ in
‖(K2S2 −K1S1)w‖
2 ≤ σ‖w‖2 for every w ∈ H. (2.5)
Let us show that ε can be chosen as
ε = σmax{1, 4
m∑
k=1
λ2k}.
The fact that (2.3) holds can be verified directly. To verify that (2.4) holds,
let ϕ ∈ Xm. Then ϕ =
∑m
k=1 ckϕk, where ϕk ∈ Xk are orthonormal and ck are
constants. Thus,
‖ϕ− Sϕ‖ ≤
m∑
k=1
|ckλk|‖K1ϕk − SK1ϕk‖
≤
m∑
k=1
|ckλk|(‖K1ϕk −K2S2ϕk‖+ ‖K2S2ϕk −K1ϕk‖)
≤ 2σ1/2
m∑
k=1
|ckλk|,
which implies that
‖ϕ− Sϕ‖2 ≤ 4σ
( m∑
k=1
λ2k
)
‖ϕ‖2.
5
3 Main Results
Let Pm be the orthogonal projection of H1 onto SXm. We now state results
about the stability of eigenvalues and eigenvectors depending on the parameter ε.
The first lemma is a consequence of the continuous dependence of eigenvalues on
the domain; see, for instance, Kato [9] (Sections IV.3 and V.3) or Henrot [7] and
references therein.
Lemma 3.1. There exists positive constants ε0, c, and C, depending on the eigen-
values λ1, . . . , λm+1, such that, for ε ≤ ε0, the following assertions are valid :
(i) The operator K2 has precisely Jm eigenvalues in
(
λ−1m+1+cε
1/2, λ−1m−1−cε
1/2
)
and all of them are located in
(
λ−1m − cε
1/2, λ−1m + cε
1/2
)
.
(ii) If µ−1 is an eigenvalue of (2.2) from the interval
(
λ−1m − cε
1/2, λ−1m + cε
1/2
)
and U is a corresponding eigenfunction, then
‖U − PmU‖ ≤ Cε
1/2‖U‖.
We denote by µ−1k for k = 1, 2, . . . , Jm, the eigenvalues of the spectral problem (2.2)
located in the interval (λ−1m − cε
1/2, λ−1m + cε
1/2), where c is the same constant as
in Lemma 3.1. The quantity ρ is defined by
ρ = sup
ϕ∈Xm, ‖ϕ‖=1
(
λm‖K2Bϕ‖
2 + ελm‖Bϕ‖
2
)
. (3.1)
Theorem 3.2. The following asymptotic formula holds :
µ−1k = λ
−1
m + τk +O(ρ+ |τk|ε) for every k = 1, 2, . . . , Jm, (3.2)
where τ = τk is an eigenvalue of the problem
τ(Sϕ, Sψ) = λm(Bϕ, Bψ) + (Bϕ, Sψ) for all ψ ∈ Xm, (3.3)
where ϕ ∈ Xm. Moreover, τ1, τ2, . . . , τm in (3.2) run through all eigenvalues
of (3.3) counting their multiplicities.
In applications, the term ‖K2Bϕ‖ is typically significantly smaller than max |τk|;
see, e.g., Lemma 6.9. This implies that ρ is small compared to τk for every k.
Note also that the right-hand side of (3.3) can be expressed more compactly
as λm(Bϕ, K2Sψ).
The asymptotic formula in (3.2) has similarities to the one presented in Ko-
zlov [14]. The main difference is how the remainder term is constructed; in The-
orem 3.2, ρ is typically small compared to the main terms above. However, the
same is not necessarily true in [14].
4 Proof of Lemma 3.1
The following properties hold.
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(I) (1− ε)‖ϕ‖2 ≤ ‖Sϕ‖2 ≤ ‖ϕ‖2 for every ϕ ∈ Xm.
(II) There exists a positive constant C, depending on the operator norm of K1,
such that
‖Bϕ‖ ≤ Cε1/2‖ϕ‖ for all ϕ ∈ Xm. (4.1)
(III) (K2w, w) ≤ (K1S
∗w, S∗w) + ε1/2‖w‖2 for all w ∈ H2.
The inequality in (I) follows from
‖Sϕ‖2 ≥ ‖ϕ‖2 − ‖ϕ− Sϕ‖2 ≥ (1 − ε)‖ϕ‖2.
To prove (II), suppose that ϕ ∈ Xm. Then
‖Bϕ‖ ≤ ‖BS∗Sϕ‖+ ‖B(ϕ− S∗Sϕ)‖
≤ ‖(K2 − SK1S
∗)Sϕ‖+ ‖SK1(ϕ− S
∗Sϕ)‖
≤ ε1/2‖Sϕ‖+ C‖ϕ− S∗Sϕ‖
≤ Cε1/2‖ϕ‖,
where we used (2.3), (2.4), and the fact that SS∗Sϕ = Sϕ. The property in (III)
follows from the fact that
(K2w, w)− (K1S
∗w, S∗w) = ((K2 − SK1S
∗)w, w)
≤ ‖(K2 − SK1S
∗)w‖‖w‖ ≤ ε1/2‖w‖2.
The arguments in Section 3.2, 3.3, and 3.4 of [11], are now valid with small mod-
ifications. Specifically, we substitute S for the operator S2 in these sections, and
replace inequality (32) by (I). Furthermore, the proof of inequality (34) is anal-
ogous, inequality (36) is replaced by (II), and finally, inequality (39) is replaced
by (III). This completes the proof of Lemma 3.1.
5 Proof of Theorem 3.2
The proof of Theorem 3.2 mirrors that of the corresponding theorem in Kozlov [11].
Equation (5.2) below corresponds to (7) in [11], but in this case we have the explicit
solution given in (5.1). In Sections 5.1–5.3, we provide results similar to the ones
found in Section 4 of [11].
Let Qm = I −Pm, where I is the identity operator on H2, and suppose hence-
forth that ϕ and ψ belong to Xm. To simplify the notation, define
Ψϕ = −λmBϕ for any ϕ ∈ Xm. (5.1)
Then Ψϕ solves the equation
(Ψϕ, w) = (ϕ, w)− λm(Sϕ, K2w) for every w ∈ H2. (5.2)
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To verify (5.1), suppose that w ∈ H2. Then
(Bϕ, w) = (K2Sϕ, w) − (SK1ϕ, w)
= −λ−1m
(
(Sϕ, w)− λm(Sϕ, K2w)
)
= −λ−1m (Ψϕ, w).
5.1 Representation of (QmBϕ, Bψ)
From (5.1) it follows that
(QmBϕ, Bψ) = λ
−2
m
(
(Ψϕ, Ψψ)− (PmΨϕ, Ψψ)
)
.
Let {Υk}
Jm
k=1 be an ON-basis in SXm. Then, for each k = 1, . . . , Jm, there ex-
ists ϕk ∈ Xm such that Υk = Sϕk. Thus,
(PmΨϕ, Ψψ) =
Jm∑
k=1
(Ψϕ, Sϕk)(Sϕk, Ψψ). (5.3)
From (5.1) and (II), it is clear that
|(Ψϕ, Sϕk)| = λm|(Bϕ, Sϕk)| ≤ λm‖Bϕ‖‖Sϕk‖ ≤ Cε
1/2‖ϕ‖
for k = 1, . . . , Jm. Moreover, letting w = Sϕk in (5.2) proves that
(Ψϕ, Sϕk) = λm(Ψϕ, K2Sϕk) + (Ψϕ, Ψϕk)
= λm(K2Ψϕ, Sϕk)− λm(Ψϕ, Bϕk),
(5.4)
from which it follows together with (I) that
|(Ψϕ, Sϕk)| ≤ λm
(
‖K2Ψϕ‖‖Sϕk‖+ ‖Ψϕ‖‖Bϕk‖
)
≤ C
(
‖K2Bϕ‖ + ε
1/2‖Bϕ‖
) (5.5)
Analogously,
(Ψψ, Sϕk) = λm(K2Ψψ, Sϕk) + (Ψψ, Ψϕk),
and thus
|(Sϕk, Ψψ)| ≤ C
(
‖K2Bψ‖+ ε
1/2‖Bψ‖
)
. (5.6)
Now, the identity in (5.3), and the estimates in (5.5) and (5.6), imply that
|(PmΨϕ, Ψψ)| = λ
2
m|(PmBϕ, Bψ)| ≤ C
(
ρ(ϕ) + ρ(ψ)
)
, (5.7)
where
ρ(ϕ) = λm
(
‖K2Bϕ‖
2 + ε‖Bϕ‖2
)
, ϕ ∈ Xm.
8
5.2 Estimate of (K2QmBϕ, QmBψ)
Since Pm +Qm = I, it is clear that
(K2QmBϕ, QmBψ) = (K2Bϕ, QmBψ)− (K2PmBϕ, QmBψ)
= (K2Bϕ, QmBψ)− (K2PmBϕ, Bψ)
+ (K2PmBϕ, PmBψ).
Now,
|(K2Bϕ, QmBψ)| ≤ ‖K2Bϕ‖‖QmBψ‖ ≤ Cε
1/2‖ψ‖‖K2Bϕ‖.
Similarly,
|(K2PmBϕ, Bψ)| = |(PmBϕ, K2Bψ)| ≤ Cε
1/2‖ϕ‖‖K2Bψ‖.
As in Section 5.1, let {Υk}
Jm
k=1 be an ON-basis in SXm. Then there exists eigen-
functions ϕk ∈ Xm such that Υk = Sϕk for every k = 1, . . . , Jm. Thus,
(K2PmBϕ, PmBψ) =
Jm∑
k=1
(PmBϕ, Sϕk)(K2Sϕk, PmBψ). (5.8)
Using (5.1) and (5.5), it is clear that
|(PmBϕ, Sϕk)| ≤ |(Bϕ, Sϕk)| ≤ C
(
‖K2Bϕ‖+ ε
1/2‖Bϕ‖
)
.
Furthermore, (5.1) and (5.5), with ϕl in the place of ϕk and ψ replaced by ϕ,
proves that
|(K2Sϕk, PmBψ)| =
∣∣∣∣ Jm∑
l=1
(K2Sϕk, Sϕl)(PmBψ, Sϕl)
∣∣∣∣
≤ C
Jm∑
l=1
|(PmBψ, Sϕl)|
≤ C
(
‖K2Bψ‖+ ε
1/2‖Bψ‖
)
.
Thus, (
‖K2Bϕ‖ + ε
1/2‖Bϕ‖
)(
‖K2Bψ‖ + ε
1/2‖Bψ‖
)
≤ C
(
ρ(ϕ) + ρ(ψ)
)
.
Finally, we obtain that
|(K2QmBϕ, QmBψ)| ≤ C
(
ρ(ϕ) + ρ(ψ)
)
. (5.9)
5.3 Proof of Theorem 3.2
Analogously with the argument used in Kozlov [11], it is possible to reduce the
spectral problem (2.2) to a finite dimensional situation using the projectors Pm
and Qm:
(µ−1 −K2)(Sϕ+ w) = 0, (5.10)
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where ϕ ∈ Xm and w ∈ QmH2. Indeed, proceeding accordingly with Section 4.1
in [11], we obtain that
τ̂(Sϕ, Sψ)− (Bϕ, Sψ)− µ(QmBϕ, Bψ)− (L(µ)Bϕ, Bψ) = 0, (5.11)
where L(µ) = µQmK2Qm
(
µ−1 − QmK2Qm
)−1
Qm and τ̂ = µ
−1 − λ−1m . We as-
sume that |τ̂| ≤ ε1/2. Moreover, the operator
(
µ−1 − QmK2Qm
)−1
is bounded
from QmH2 into QmH2:
‖
(
µ−1 −QmK2Qm
)−1
w‖QmH2 ≤ C‖w‖QmH2 for every w ∈ H2.
Hence,
|(L(µ)Bϕ, Bψ)| ≤ C(K2QmBψ, QmBψ).
It follows from the identity µ−1 = λ−1m + τ̂ that
µ(QmBϕ, Bψ) = λm(Bϕ, Bψ)− b2(ϕ, ψ),
where
b2(ϕ, ψ) =
λmτ̂
τ̂ + λ−1m
(QmBϕ, Bψ) + µ(PmBϕ, Bψ).
Then
|b2(ϕ, ψ)| ≤ C|τ̂|ε+ C
(
ρ(ϕ) + ρ(ψ)
)
. (5.12)
Put b(ϕ, ψ) = (L(µ)Bϕ, Bψ) + b2(ϕ, ψ). Then
τ̂(Sϕ, Sψ) = λm(Bϕ, K2Sψ) + b(ϕ, ψ), (5.13)
where b(ϕ, ψ) satisfies
|b(ϕ, ψ)| ≤ C
(
ρ(ϕ) + ρ(ψ) + |τ̂|ε
)
(5.14)
according to (5.12) and (5.9).
Suppose that j = 1, . . . , Jm. Let Uj ∈ H2 be an eigenfunction of K2 corre-
sponding to the eigenvalue µ−1j . Then there exists Vj ∈ Xm satisfying PmUj =
SVj . By τ̂j we denote an eigenvalue of (5.13) with eigenfunction ϕ = Vj . Suppose
also that τk is an eigenvalue of (3.3) and Φj ∈ Xm a corresponding eigenfunction.
Analogously with Section 4.5 in Kozlov [11], we may assume that there exists a
constant c∗ > 0 such that
(SVj , SΦj) ≥ c∗ (5.15)
after possible rearrangement of the eigenfunctions Φj spanning Xm.
Choosing ϕ = Φj and ψ = Vj in equation (3.3), and ϕ = Vj and ψ = Φj in
equation (5.13), and then subtracting (3.3) from (5.13), we obtain that
(τ̂j − τj)(SVj , SΦj) = λm
(
(BVj , K2SΦj)− (BΦj , K2SVj)
)
+ b(Vj ,Ψj).
The fact that K2 is self-adjoint, that Φj and Vj belong to Xm, and the definition
of B, imply that
(BVj , K2SΦj)− (BΦj , K2SVj) = λ
−1
m
(
(SΦj , K2SVj)− (SVj , K2SΦj)
)
= 0.
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Hence,
(τ̂j − τj)(SVj , SΦj) = b(Vj ,Ψj),
from which it follows from (5.14) and (5.15) that
|τ̂j − τj | ≤ C
(
ρ(Vj) + ρ(Ψj) + |τ̂j |ε
)
.
Taking the supremum over Vj and Ψj in Xm with ‖Vj‖ = ‖Ψj‖ = 1, we obtain
that
|τ̂j − τj | ≤ C
(
ρ+ |τ̂j |ε
)
,
where
ρ = sup
ϕ∈Xm
‖ϕ‖=1
ρ(ϕ) = λm sup
ϕ∈Xm
‖ϕ‖=1
(
‖K2Bϕ‖
2 + ε‖Bϕ‖2
)
.
This also implies that
|τ̂j − τj | ≤ C
(
ρ+ |τj |ε
)
,
6 Applications
In this section we consider the Neumann problem for the operator 1−∆ in different
domains. Let Ω1 and Ω2 be two domains in R
n with nonempty intersection. We
put H = L2(Rn) and Hj = L
2(Ωj) for j = 1, 2. Functions in Hj are extended
toRn by zero outside of Ωj . Observe that we do not require that one subdomain Ωj
is a subset of the other. For f ∈ L2(Ωj), the weak solution to the Neumann
problem (1−∆)Wj = f in Ωj and ∂νWj = 0 on ∂Ωj for j = 1, 2 satisfies
ˆ
Ωj
(∇Wj∇v +Wjv) dx =
ˆ
Ωj
fv dx for every v ∈ H1(Ωj). (6.1)
It follows from (6.1) with v =Wj and the Cauchy-Schwarz inequality that
‖∇Wj‖L2(Ωj) + ‖Wj‖L2(Ωj) ≤ ‖f‖L2(Ωj).
We letKj for j = 1, 2 be defined on L
2(Ωj) as the solution operators corresponding
to the domains Ωj , i.e., Kjf = Wj . Then Kj maps L
2(Ωj) into the Sobolev
space H1(Ωj), and
‖Kju‖H1(Ωj) ≤ C‖u‖L2(Ωj).
Moreover, (1 − ∆)Kju = u and ∂νKju = 0 on ∂Ωj in the weak sense. The
operatorsKj are also self-adjoint and positive definite, and if Ωj are, e.g., Lipschitz,
also compact.
To characterize how close the two domains are, we will use the Hausdorff dis-
tance d between the sets Ω1 and Ω2 given in (1.3).
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6.1 Perturbations of Lipschitz- and C1,α-Domains
We now consider two cases of regularity of the boundaries ∂Ωj , namely C
1,α and
Lipschitz boundaries. Let us first consider the Lipschitz case. Let Ω1 be the
reference domain which will be fixed throughout. Then there exists a positive
constant M such that the boundary ∂Ω1 can be covered by a finite number of
balls Bk, k = 1, 2, . . . , N , where there exists orthogonal coordinate systems in
which
Bk ∩Ω1 = Bk ∩ {y = (y
′, yn) : yn > h
(1)
k (y
′)}
where the center of Bk is at the origin and h
(1)
k are Lipschitz functions, i.e.,
|h
(1)
k (y
′)− h
(1)
k (x
′)| ≤M |y′ − x′|,
such that h
(1)
k (0) = 0. We assume that Ω2 belongs to the class of domains where Ω2
is close to Ω1 in the sense that Ω2 can be described by
Bk ∩ Ω2 = Bk ∩ {y = (y
′, yn) : yn > h
(2)
k (y
′)},
where h
(2)
k are also Lipschitz continuous with Lipschitz constant M . Clearly all
such domains belong to a ball D of sufficiently large radius depending only on M
and B1, B2, . . . , BN . Note also that Ω1∩Ω2 is a Lipschitz domain of this type and
that we can use the same covering and Lipschitz constant.
Remark 6.1. Observe that d is comparable to
d̂ = max
k=1,2,...,N
sup{|h
(1)
k (y
′)− h
(2)
k (y
′)| : y = (y′, yn) ∈ Bk ∩ ∂Ω1}
in the sense that there exists positive constants c1 and c2 depending only on M
and Bk, k = 1, 2, . . . , N , such that c1d̂ ≤ d ≤ c2d̂.
The case of a C1,α domain is defined in the same manner, with the additional
assumptions that h
(1)
k are C
1,α-functions such that
h
(1)
k (0) = ∂xih
(1)
k = 0, i = 1, 2, . . . , n− 1.
Moreover, we suppose that
|∇(h
(1)
k − h
(2)
k )| ≤ Cd
α. (6.2)
Note that h
(2)
k are only assumed to be Lipschitz continuous and satisfy (6.2). It is
also worth noting that these domains constitute a subset of the class of Lipschitz
domains used in Section 6.2. Thus, results that hold for Lipschitz domains are
also valid for this class of domains.
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6.2 Lipschitz Domains
Solutions to elliptic partial differential equations in Lipschitz domains often belong
to Hardy-type spaces. Let Ω be a Lipschitz domain. The truncated cones Γ(x′)
at x′ ∈ ∂Ω are given by, e.g.,
Γ(x′) = {x ∈ Ω : |x− x′| < 2dist(x, ∂Ω)}
and the non-tangential maximal function is defined on the boundary ∂Ω by
N(u)(x′) = max
k=1,2,...,N
sup{|u(x)| : x ∈ Γ(x′) ∩Bk}.
The non-tangential convergence of u(x) to some number u(x′) is defined as
lim
Γ(x′)∋x→x′
u(x) = u(x′), x′ ∈ ∂Ω,
provided that the limit exists. Thus only approaches inside the cone Γ(x′) are
considered. Let n(x′) denote the normal vector at x′ and furthermore, if T is any
tangential vector of Ω at x′, the tangential gradient ∇Tu with respect to T is
defined as ∇u ·T . We refer to Kenig [10] for further details. The next two lemmas
consists of known results which we prove for completeness sake.
Lemma 6.2. If g ∈ L2(∂Ω), where Ω ⊂ D is a Lipschitz domain, then there exists
a unique function u ∈ H1(Ω) such that (1 −∆)u = 0 in Ω and ∂νu = g on ∂Ω in
the sense that n · ∇u → g nontangentially at almost every point on ∂Ω, where n
is the outwards normal. Moreover,
‖N(u)‖L2(∂Ω) + ‖N(∇u)‖L2(∂Ω) ≤ C‖g‖L2(∂Ω),
where the constant C depends only on M and B1, B2, . . . , BN and the tangential
gradient ∇Tu exists in L
2(∂Ω) in the sense of a weak limit in L2 of mean value
integrals (∇Tu)r (see Section 1.8 of Kenig [10]).
Proof. The problem (1−∆)u = 0 in Ω and ∂νw = g on ∂Ω has a weak solution w ∈
H1(Ω) for every g ∈ L2(∂Ω) such that
‖u‖H1(Ω) ≤ C‖g‖L2(∂Ω),
where C is independent of g and u. Let us extend u to a function u˜ ∈ H1(D) with
compact support such that ‖u˜‖H1(D) ≤ C‖u‖H1(Ω). Put u = u0+u1, where ∆u0 =
u˜ on D and u0 = 0 on ∂D. Then u0 ∈ H
2(D) and
‖u0‖H2(D) ≤ C‖g‖L2(∂Ω).
We also obtain that ∆u1 = 0 in Ω and ∂νu1 = h with h = ∂νu − ∂νu0 satisfy-
ing ‖h‖L2(∂Ω) ≤ C‖g‖L2(∂Ω).
Suppose that U = 1. Then ∆U = 0 and U = 1 on ∂Ω, and by Green’s formula,ˆ
∂Ω
(
∂νu− ∂νu0
)
UdS =
ˆ
Ω
(
∇(u− u0) · ∇U +∆(u − u0)U
)
dx
=
ˆ
Ω
(
u− u˜
)
dx = 0.
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The homogeneous Neumann problem ∆u1 = 0 in Ω with ∂νu1 = h on ∂Ω has a
unique solution u1 ∈ H
1(Ω) such that
‖N(u1)‖L2(∂Ω) + ‖N(∇u1)‖L2(∂Ω) ≤ C‖g‖L2(∂Ω), (6.3)
whereN is the non-tangential maximal function; see Jerison and Kenig [8]. Now, (6.3)
and the fact that u = u0 + u1 imply that
‖N(u)‖L2(∂Ω) + ‖N(∇u)‖L2(∂Ω) ≤ C‖g‖L2(∂Ω).
For the convergence of the tangential gradient, see Kenig [10].
Lemma 6.3. If f ∈ L2(Ω), where Ω ⊂ D is a Lipschitz domain, then there exists
a unique function u ∈ H1(Ω) such that (1−∆)u = f in Ω, and ∂νu = 0 on ∂Ω in
the nontangential sense. Moreover,
‖N(u)‖L2(∂Ω) + ‖N(∇u)‖L2(∂Ω) ≤ C‖f‖L2(Ω), (6.4)
where the constant C depends only on M and B1, B2, . . . , BN .
Proof. Extend f ∈ L2(Ω) by zero to a function f˜ ∈ L2(D). Let v ∈ H2(D) be the
solution to (1−∆)v = f˜ and v = 0 on ∂D such that
‖v‖H2(D) ≤ C‖f‖L2(Ω), (6.5)
and put u = v + w. It follows that (1 −∆)w = 0 in Ω and ∂νw = −∂νv on ∂Ω.
Since ∇v ∈ H1(Rn) and (6.5) holds, the trace ∂νv ∈ L
2(∂Ω) satisfies
‖∂νv‖L2(∂Ω) ≤ C‖v‖H1(Rn) ≤ C‖f‖L2(Rn). (6.6)
Applying Lemma 6.2 with g = −∂νv, we obtain the unique w ∈ H
1(Ω) such
that (1−∆)w = 0, ∂νw = g, and
‖N(w)‖L2(∂Ω) + ‖N(∇w)‖L2(∂Ω) ≤ C‖f‖L2(Ω),
where we used (6.6). Since u = v + w, we have now proved the statements in the
lemma.
Notice that Lemmas 6.2 and 6.3 imply that
‖N(Kju)‖L2(∂Ωj) + ‖N(∇Kju)‖L2(∂Ωj) ≤ C‖u‖L2(Ωj), j = 1, 2. (6.7)
6.3 Extension Operators
It will be necessary for our purposes to extend functions from either Lipschitz- or
C1,α-domains. The following result provides the possibility to accomplish this.
Lemma 6.4.
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(i) Suppose that f ∈ H1(∂Ω) and g ∈ L2(∂Ω), where Ω is a Lipschitz domain.
Then there exists a function u ∈ H1(Ωc) such that u → f and n · ∇u → g
nontangentially at almost every point on ∂Ω, where n is the outwards normal
of Ω, and there exists a constant C such that
‖N(u)‖L2(∂Ω) + ‖N(∇u)‖L2(∂Ω) ≤ C(‖f‖H1(∂Ω) + ‖g‖L2(∂Ω)),
where C depends on M and B1, B2, . . . , BN .
(ii) Suppose that f ∈ C1,α(∂Ω) and g ∈ C0,α(∂Ω), where Ω is a C1,α domain.
Then there exists a function u ∈ C1,α(Ωc) such that u = f and ∂νu = g
on ∂Ω, and there exists a constant C such that
‖u‖C1,α(Ωc) ≤ C(‖f‖C1,α(∂Ω) + ‖g‖C0,α(∂Ω)). (6.8)
Proof. Let Bk be given as in Section 6.2. Choose ηk ∈ C
∞
c (Bk), k = 1, 2, . . . , N ,
such that η1 + η2 + · · · + ηN = 1 in an open neighborhood containing ∂Ω. For
each k, define fk = ηkf and gk = ηkg on Bk ∩∂Ω, and let fk = gk = 0 on ∂B∩Ω
c.
Let Dk be the bounded domain with boundary (∂Ω∩B)∪ (∂B ∩Ω
c). Then Dk is
a Lipschitz domain with connected boundary, fk ∈ H
1(∂Dk), and gk ∈ L
2(∂Dk).
According to, e.g., Dahlberg et al. [3], there exists a solution u to ∆2u = 0 in Dk
such that u→ fk and n · ∇u→ gk nontangentially at almost every point on ∂Dk,
where −n is the outwards normal at ∂Dk. Moreover,
‖N(u)‖L2(∂Dk) + ‖N(∇u)‖L2(∂Dk) ≤ C(‖fk‖H1(∂Dk) + ‖gk‖L2(∂Dk))
≤ C(‖f‖H1(∂Ω) + ‖g‖L2(∂Ω)),
(6.9)
where C is independent of u, f , and g, but depends on the Lipschitz constant
of Dk. Carrying out the same argument for all of the balls Bk in Section 6.2,
which is a finite number, we obtain u ∈ H1(D), where D = D1 ∪D2 ∪ · · · ∪Dm.
We may extend u to all of Ωc be letting u = 0 outside D and obtain u ∈ H1(Ωc)
which satisfies the statement in 6.4(i).
The proof of Lemma 6.4(ii) can be carried out analogously with the Lipschitz
case. However, the result is well known for C1,α-domains and the proof is omitted.
We will commonly denote the extension for, e.g., a function u, obtained from
this Lemma by u˜.
6.4 Determination of the Quantity ε
We now proceed by determining a quantity ε suitable for our purpose. Let us
investigate the assertions in (2.3) and (2.4). The assumption in (2.4) is in our case
ˆ
Ω1\Ω2
|ϕ|2 dx ≤ ε‖ϕ‖21 for every ϕ ∈ Xm. (6.10)
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There exists a constant C, depending on the domain Ω1 and λ, such that for every
weak solution to the elliptic problem (1−∆)ϕ = λϕ in Ω1 with ∂νϕ = 0 on ∂Ω1,
‖ϕ‖L∞(Ω1) ≤ C‖ϕ‖L2(Ω1);
see, e.g, Theorem 8.15 in Gilbarg and Trudinger [4]. This enables us to estimate
the left-hand side of (6.10) byˆ
Ω1\Ω2
|ϕ|2 dx ≤ ‖ϕ‖2L∞(Ω1\Ω2)|Ω1 \ Ω2| ≤ Cd ‖ϕ‖
2
1, (6.11)
where d is the Hausdorff distance between Ω1 and Ω2 and |Ω1 \Ω2| is the Lebesgue
measure of Ω1 \ Ω2.
To prove the assertion in (2.3), we use the following lemmas.
Lemma 6.5. Suppose that v = K2S2w − S2K1S1w, where w ∈ L
2(D). Then v
satisfies (1−∆)v = 0 in Ω1 ∩Ω2 and v ∈ H
1(∂(Ω1 ∩Ω2)). Moreover, there exists
a positive constant C, depending only on M and B1, B2, . . . , BN , such that
(i) if w ∈ L2(Ω1 ∩ Ω2), then
‖v‖2H1(Ω1∩Ω2) ≤ Cd ‖g‖L2(∂(Ω1∩Ω2))‖w‖L2(Ω1∩Ω2),
(ii) if w ∈ L2(Ω1 \ Ω2), then
‖v‖2H1(Ω1∩Ω2) ≤ Cd
1/2 ‖g‖L2(∂(Ω1∩Ω2))‖w‖L2(Ω1\Ω2),
(iii) and if w ∈ L2(Ω2 \ Ω1), then
‖v‖2H1(Ω1∩Ω2) ≤ Cd
1/2 ‖g‖L2(∂(Ω1∩Ω2))‖w‖L2(Ω2\Ω1),
where w is extended by zero outside the respective domains, and g = ∂νv on ∂(Ω1∩
Ω2).
Proof. Since v ∈ H1(Ω1 ∩ Ω2) satisfies (1 −∆)v = 0 in Ω1 ∩ Ω2 and ∂νv belongs
to L2(∂(Ω1 ∩ Ω2)), Lemma 6.2 implies that
‖N(v)‖L2(∂(Ω1∩Ω2)) + ‖N(∇v)‖L2(∂(Ω1∩Ω2)) ≤ C‖g‖L2(∂(Ω1∩Ω2)) (6.12)
and that v ∈ H1(∂(Ω1 ∩ Ω2)). Moreover, Lemma 6.4(i) ensures the existence of
an extension v˜ ∈ H1(Rn) such that
‖N(v˜)‖L2(∂(Ω1∩Ω2)) + ‖N(∇v˜)‖L2(∂(Ω1∩Ω2)) ≤ C‖g‖L2(∂(Ω1∩Ω2)). (6.13)
Now,ˆ
Ω1∩Ω2
(
v2 + |∇v|2
)
dx =
ˆ
∂(Ω1∩Ω2)
v∂νv dS
=
ˆ
∂Ω1∩Ω2
v∂νK2S2w dS −
ˆ
Ω1∩∂Ω2
v∂νK1S1w dS
= −
ˆ
∂(Ω2\Ω1)
v˜∂νK2S2w dS +
ˆ
∂(Ω1\Ω2)
v˜∂νK1S1w dS,
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where we used the fact that ∂νK2S2w = 0 on ∂Ω2 and ∂νK1S1w = 0 on ∂Ω1.
Since (1−∆)K2S2w = S2w in Ω2 \ Ω1, we obtain that
−
ˆ
∂(Ω2\Ω1)
v˜∂νK2S2w dS =
ˆ
Ω2\Ω1
(
v˜S2w− v˜K2S2w−∇v˜ ·∇K2S2w
)
dx. (6.14)
If w ∈ L2(Ω1 ∩Ω2), then S2w = 0 and the right-hand side of (6.14) is bounded by
Cd ‖g‖L2(∂(Ω1∩Ω2))‖w‖L2(Ω1∩Ω2). (6.15)
This follows from the Cauchy-Schwarz inequality, (6.13), and (6.7), since, e.g.,
ˆ
Ω2\Ω1
|v˜K2S2w| dx, ≤
(ˆ
Ω2\Ω1
v˜2 dx
)1/2(ˆ
Ω2\Ω1
(K2S2w)
2 dx
)1/2
≤ Cd
(ˆ
∂(Ω1∩Ω2)
N(v˜)2 dx′
)1/2(ˆ
∂(Ω1∩Ω2)
N(K2S2w)
2 dx′
)1/2
.
If w ∈ L2(Ω1 \ Ω2), then S2w = 0, and analogously with (6.15), the expres-
sion in (6.14) is bounded by Cd ‖g‖L2(∂(Ω1∩Ω2))‖w‖L2(Ω1\Ω2). If w ∈ L
2(Ω2 \ Ω1),
then S2w = w. Sinceˆ
Ω2\Ω1
|v˜w| dx ≤ Cd1/2 ‖g‖L2(∂(Ω1∩Ω2))‖w‖L2(Ω2\Ω1),
we obtain that (6.14) is bounded by Cd1/2 ‖g‖L2(∂(Ω1∩Ω2))‖w‖L2(Ω2\Ω1).
Analogously, the expression
ˆ
∂(Ω1\Ω2)
v˜∂νK1S1w dS =
ˆ
Ω1\Ω2
(
v˜K1S1w +∇v˜ · ∇K1S1w − v˜S1w
)
dx
is bounded by
Cd ‖g‖L2(∂(Ω1∩Ω2))‖w‖L2(Ω1∩Ω2) if w ∈ L
2(Ω1 ∩ Ω2),
Cd‖g‖L2(∂(Ω1∩Ω2))‖w‖L2(Ω2\Ω1) if w ∈ L
2(Ω2 \ Ω1),
Cd1/2‖g‖L2(∂(Ω1∩Ω2))‖w‖L2(Ω1\Ω2) if w ∈ L
2(Ω1 \ Ω2),
respectively.
Lemma 6.6. There exists a constant C > 0 such that
‖K2w − SK1S
∗w‖2 ≤ Cd1/2 ‖w‖2 for every w ∈ L2(Ω2) (6.16)
and
‖Bϕ‖2 ≤ Cd ‖ϕ‖2 for every ϕ ∈ Xm. (6.17)
Proof. Put v = K2w − SK1S
∗w. We split the domain Ω2 in two disjoint subdo-
mains: Ω1 ∩ Ω2 and Ω2 \ Ω1. For the subdomain Ω2 \ Ω1, it is clear from (6.7)
that ˆ
Ω2\Ω1
v2 dx =
ˆ
Ω2\Ω1
(K2w)
2 dx ≤ Cd ‖w‖2L2(Ω2). (6.18)
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Lemma 6.5 now implies the inequality in (6.16) since
‖g‖L2(∂(Ω1∩Ω2) ≤ C‖w‖L2(Ω2). (6.19)
To prove (6.17), observe first that (6.11) holds. Thus, by letting w = ϕ, we
can apply Lemma 6.5 with v = Bϕ and obtain that
ˆ
Ω1∩Ω2
(Bϕ)2 dx ≤ Cd ‖g‖L2(∂(Ω1∩Ω2))‖ϕ‖L2(Ω1).
Since also Bϕ = v on Ω2 \Ω1, inequalities (6.18) and (6.19) are applicable, which
concludes the proof of (6.17).
Thus, by (6.16) and (6.11), it is clear that we can choose ε = Cd1/2. Furthermore,
if Ω2 is a subdomain of Ω1, we obtain a bound depending on d instead of d
1/2
for a general function w ∈ L2(Ω2); this is a consequence of that fact that the
term ‖w‖L2(Ω2\Ω1) vanishes in Lemma 6.5 when Ω2 ⊂ Ω1.
Remark 6.7. If Ω2 ⊂ Ω1, then
‖K2w − SK1S
∗w‖2 ≤ Cd ‖w‖2 for every w ∈ L2(Ω2). (6.20)
6.5 Main Results for Lipschitz Domains
We now derive an expression for the right-hand side of (3.3) and prove that in
comparison, the remainder is small. We will then use Theorem 3.2 to obtain a
result for eigenvalues of K2 near λ
−1
m .
Lemma 6.8. If w ∈ L2(Ω2), then
λm
ˆ
Ω2
BϕK2w dx =
ˆ
Ω1\Ω2
(
(1 − λm)Wϕ+∇W · ∇ϕ
)
dx
−
ˆ
Ω2\Ω1
(
(W −K2w)ϕ˜ +∇W · ∇ϕ˜
)
dx,
(6.21)
where W ∈ H1(Rn) is an extension of K22w ∈ H
1(Ω2).
Proof. We proceed similarly with the proof of Lemma 6.6. Since (1 −∆)Bϕ = 0
in Ω1 ∩ Ω2, we obtain using Green’s formula that
ˆ
Ω1∩Ω2
BϕK2w dx =
ˆ
Ω1∩Ω2
Bϕ(1 −∆)K22w dx
=
ˆ
∂(Ω1∩Ω2)
(
K22w∂νBϕ−Bϕ∂νK
2
2w
)
dS
=
ˆ
∂Ω1∩Ω2
(
K22w∂νK2Sψ −Bϕ∂νK
2
2w
)
dS
−
ˆ
Ω1∩∂Ω2
K22w∂νK1ϕdS.
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Furthermore, (1−∆)K2w = w in Ω2 \ Ω1 and ∂νK2Sϕ = 0 on ∂Ω2. Thus,
ˆ
∂Ω1∩Ω2
K22w∂νK2SϕdS = −
ˆ
∂(Ω2\Ω1)
K22w∂νK2SϕdS
= −
ˆ
Ω2\Ω1
(
K22wK2Sϕ+∇K
2
2w · ∇K2Sϕ
)
dx
−
ˆ
Ω2\Ω1
K2wK2Sϕdx,
and analogously,
−
ˆ
∂Ω1∩Ω2
Bϕ∂νK
2
2w dS =
ˆ
∂(Ω2\Ω1)
B˜ϕ∂νK
2
2w dS
=
ˆ
Ω2\Ω1
(
B˜ϕK22w +∇B˜ϕ · ∇K
2
2w
)
dx
−
ˆ
Ω2\Ω1
B˜ϕK2w dx,
where B˜u = K2Su− SK˜1u for u ∈ L
2(Ω1) satisfies
‖B˜u−Bu‖2L2(Ω2) =
ˆ
Ω2\Ω1
|K˜1u|
2 dx
≤ Cd
ˆ
∂Ω1
|N(K1u)|
2 dx′ ≤ Cd ‖u‖2L2(Ω1)
by Lemma 6.4(i) and inequality (6.7),
Similar to the treatment of the previous boundary integrals, it follows from the
facts that (1−∆)K1ϕ = ϕ in Ω1 \ Ω2 and ∂νK1ϕ = 0 on ∂Ω1, that
−
ˆ
Ω1∩∂Ω2
K22w∂νK1ϕdS =
ˆ
∂(Ω2\Ω1)
W∂νK1ϕdS
=
ˆ
Ω1\Ω2
(
WK1ϕ+∇W · ∇K1ϕ−Wϕ
)
dx.
We have now proved that
ˆ
Ω2
BϕK2w dx =
ˆ
Ω1∩Ω2
BϕK2w dx+
ˆ
Ω2\Ω1
BϕK2w dx
= λ−1m
ˆ
Ω1\Ω2
(
(1− λm)Wϕ+∇W · ∇ϕ
)
dx
− λ−1m
ˆ
Ω2\Ω1
(
(K22w −K2w)ϕ˜ +∇K
2
2w · ∇ϕ˜
)
dx.
This is the equality in (6.21).
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Lemma 6.9. There exists a constant C > 0 such that
‖K2Bϕ‖
2
L2(Ω2)
≤ Cd 3/2 ‖ϕ‖2L2(Ω1) for every ϕ ∈ Xm. (6.22)
Proof. Since K2Bϕ is a solution to (1−∆)K2Bϕ = Bϕ with ∂νK2Bϕ = 0 on ∂Ω2,
we obtain that ˆ
Ω2
(
(K2Bϕ)
2 + |∇K2Bϕ|
2
)
dx =
ˆ
Ω2
BϕK2Bϕdx.
Let W be given as in Lemma 6.8 with w = Bϕ. Then
‖N(W )‖L2(∂Ω2) + ‖N(∇W )‖L2(∂Ω2) ≤ C‖Bϕ‖L2(Ω2)
and Lemma 6.8 implies thatˆ
Ω2
BϕK2Bϕdx ≤ Cd ‖Bϕ‖L2(Ω2)‖ϕ‖L2(Ω1).
Since ‖Bϕ‖L2(Ω2) ≤ Cd
1/2 ‖ϕ‖L2(Ω1) according to Lemma 6.6, we obtain the in-
equality in (6.22).
We now have all the tools available to prove our main result for Lipschitz
domains, i.e., expressing the difference between eigenvalues λ−1m and µ
−1
k in known
terms.
Proposition 6.10. Suppose that Ω1 and Ω2 are Lipschitz domains in the sense
of Section 6.1. Then
λ−1m − µ
−1
k = τk +O(d
3/2) for k = 1, 2, . . . , Jm. (6.23)
Here, τ = τk is an eigenvalue of
τ(ϕ, ψ) = λ−1m
ˆ
Ω1\Ω2
(
(1− λm)K˜2Sϕψ +∇K˜2Sϕ · ∇ψ
)
dx
− λ−1m
ˆ
Ω2\Ω1
(
(1 − λm)(K2Sϕ)ψ˜ +∇K2Sϕ · ∇ψ˜
)
dx
(6.24)
for all ψ ∈ Xm, where ϕ ∈ Xm. Moreover, τ1, τ2, . . . , τJm in (6.23) run through
all eigenvalues of (6.24) counting their multiplicities.
Proof. We express K22Sψ in terms of the operator B:
K22Sψ = K2(Bψ + SK1ψ) = K2Bψ +BK1ψ + SK
2
1ψ.
If ψ ∈ Xm, then
K22Sψ = K2Bψ + λ
−1
m K2Sψ.
PutW = K˜2Bψ+λ
−1
m K˜2Sψ, where K˜2Bψ and K˜2Sψ are the extensions of K2Bψ
and K2Sψ, respectively, given by Lemma 6.4(i). Then W ∈ H
1(Rn) and
‖N(W )‖L2(∂Ω2) + ‖N(∇W )‖L2(∂Ω2) ≤ C
(
‖Bψ‖L2(Ω2) + ‖Sψ‖L2(Ω2)
)
≤ C‖ψ‖L2(Ω1).
(6.25)
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Lemma 6.8 and (6.25) proves that
λ2m
ˆ
Ω2
BϕK2Sψ dx =
ˆ
Ω1\Ω2
(
(1− λm)K˜2Sψϕ+∇K˜2Sψ · ∇ϕ
)
dx
−
ˆ
Ω2\Ω1
(
(1 − λm)(K2Sψ)ϕ˜+∇K2Sψ · ∇ϕ˜
)
dx
+O(d3/2)‖ϕ‖L2(Ω1)‖ψ‖L2(Ω1).
(6.26)
Observe also that (6.26) implies that
|(Bϕ, K2Sψ)| ≤ Cd‖ϕ‖L2(Ω1)‖ψ‖L2(Ω1). (6.27)
Lemmas 6.6 and 6.9 imply that
ρ = λ−1m sup
‖ϕ‖=1
(
‖K2Bϕ‖
2 + ε‖Bϕ‖2
)
= O(d 3/2).
Thus, Theorem 3.2 proves that we obtain
µ−1k − λ
−1
m = τk +O(ρ + |τk|d
1/2) = τk +O(d
3/2) (6.28)
since
τk(ϕ, ψ) = τk(Sϕ, Sψ) +O(|τk|d) = λm(Bϕ, K2Sψ) +O(d
2). (6.29)
Now, equations (6.28), (6.29), and (6.26), imply (6.23).
From (6.27) we obtain the following corollary.
Corollary 6.11. With the same assumptions as in Proposition 6.10, there exists
a constant C, independent of d, such that
|λ−1m − µ
−1
k | ≤ Cd
for k = 1, 2, . . . , Jm.
If Ω2 ⊂ Ω1, the solution vϕ = Bϕ to (1 − ∆)vϕ = 0 and ∂νvϕ = −λ
−1
m ∂νϕ
for ϕ ∈ Xm can be used to formulate the results above in terms of this solution.
This can be an advantage since in many cases these type of partial differential equa-
tions are well studied and explicit solutions or estimates for solutions are known.
Moreover, we also present an example in Section 6.7 based on this proposition,
proving that the condition α > 0 is sharp for our result in the C1,α-case.
Proposition 6.12. Suppose that Ω1 and Ω2 are Lipschitz domains in the sense
of Section 6.1 and that Ω2 ⊂ Ω1. Then
λ−1m − µ
−1
k = τk +O(d
3/2) for k = 1, 2, . . . , Jm. (6.30)
Here, τ = τk is an eigenvalue of
τ(ϕ, ψ) =
ˆ
Ω2
(
λmvϕvψ + vϕψ
)
dx (6.31)
for all ψ ∈ Xm, where ϕ ∈ Xm. Moreover, τ1, τ2, . . . , τJm in (6.30) run through
all eigenvalues of (6.31) counting their multiplicities.
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6.6 The Case of a C1,α Domain
We now consider the case when Ω1 and Ω2 are C
1,α domains, where 0 < α < 1.
Lemma 6.13. If Ω1 is a C
1,α-domain, then for every u ∈ L∞(Rn), K1S1u belongs
to C1,α(Ω1).
Proof. This follows from the results in Section 9 of Agmon et al. [1].
Lemma 6.14. There exists a constant C > 0 such that
sup
x′∈∂(Ω1∩Ω2)
|∂νKjSjw(x
′)| ≤ C‖w‖L2(Ω1∩Ω2) d
α, j = 1, 2, (6.32)
for every w ∈ L2(Ω1 ∩ Ω2).
Proof. Let nj be the outwards normal on ∂Ωj for j = 1, 2. On the bound-
ary ∂Ω1, ∂νK1S1w = 0, and on ∂Ω2, ∂νK2S2w = 0. We prove (6.32) for j = 2.
The proof when j = 1 is analogous. Thus,
∂νK2S2w = n1 · ∇K2S2w = (n1 − n2) · ∇K2S2w + n2 · ∇K2S2w,
and since it is clear that n2 · ∇K2S2w = 0 on ∂Ω2,
sup
∂(Ω1∩Ω2)
|∂n1K2S2w| ≤ Cd
α ‖∇K2S2w‖L2(Ω2) ≤ Cd
α ‖w‖L2(Ω1∩Ω2).
Here, we also used the fact that there exists a constant C, independent of K2S2w,
such that ‖∇K2S2w‖L∞(Ω2) ≤ C‖K2S2w‖H1(Ω2). Moreover,
|n1 − n2| ≤ |∇(h
(1)
k − h
(2)
k )| ≤ Cd
α,
so we obtain (6.32) for j = 2.
We can use Lemma 6.14 to refine the estimates provided in Lemma 6.6.
Lemma 6.15. There exists a constant C > 0 such that
‖K2w − SK1S
∗w‖2 ≤ Cd1/2+α ‖w‖2 for every w ∈ L2(Ω2) (6.33)
and
‖Bϕ‖2 ≤ Cd1+α ‖ϕ‖2 for every ϕ ∈ Xm. (6.34)
Proof. Proceeding as in Lemma 6.6, we obtain the inequality in (6.33) and also
that
‖Bϕ‖2L2(Ω1∩Ω2) ≤ Cd
1+α‖ϕ‖2L2(Ω1)
since (6.32) implies that
‖g‖L2(∂(Ω1∩Ω2) ≤ Cd
α‖w‖L2(Ω2), (6.35)
where g is as in Lemma 6.5.
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In Ω2 \ Ω1, Bϕ = K2Sϕ. Thus, Bϕ is a solution to (1 − ∆)Bϕ = Sϕ = 0
in Ω2 \ Ω1 such that ∂νBϕ = 0 on ∂Ω2 ∩ Ω
c
1 and ∂νBϕ = ∂νK2Sϕ on Ω
c
2 ∩ ∂Ω1.
Lemma 6.14 with w = Sϕ now implies that
‖∂νBϕ‖L2(∂(Ω2\Ω1)) ≤ Cd
α ‖ϕ‖L2(Ω1)
and thus, Lemma 6.2 proves that
‖N(Bϕ)‖L2(∂(Ω2\Ω1)) + ‖N(∇Bϕ)‖L2(∂(Ω2\Ω1)) ≤ Cd
α ‖ϕ‖L2(Ω1).
Hence, ˆ
Ω2\Ω1
(Bϕ)2 dx ≤ Cd1+2α‖ϕ‖2L2(Ω1).
Since a C1,α domain can be considered a Lipschitz domain, we know that
the results from the previous section hold for ε = Cd1/2. However, in this case
we may choose ε = Cdα+1/2 if α ≤ 1/2. This is clear from Lemma 6.15 and
inequality (6.11). If α > 1/2, we may choose ε = Cd. Inequality (6.11) is the
reason for the restriction on α.
Similarly to the Lipschitz case, we shall employ Lemma 6.8 to obtain informa-
tion about the difference µ−1k −λ
−1
m . However, we wish to express the extensionW
in more explicit terms that depend directly on the eigenfunction ψ.
Proposition 6.16. Suppose that Ω1 is a C
1,α domain and Ω2 is a perturbation
in the sense of Section 6.1 which satisfies (6.2). Then
λ−1m − µ
−1
k = τk +O(d
1+α) for k = 1, 2, . . . , Jm. (6.36)
Here, τ = τk is an eigenvalue of
τ(ϕ, ψ) = λ−2m
(ˆ
Ω1\Ω2
(
(1− λm)ϕψ +∇ϕ · ∇ψ
)
dx
−
ˆ
Ω2\Ω1
(
(1− λm)ϕ˜ψ˜ +∇ϕ˜ · ∇ψ˜
)
dx
) (6.37)
for all ψ ∈ Xm, where ϕ ∈ Xm. Moreover, τ1, τ2, . . . , τJm in (6.36) run through
all eigenvalues of (6.37) counting their multiplicities.
Proof. We express K22Sψ in terms of the operator B:
K22Sψ = K2(Bψ + SK1ψ) = K2Bψ +BK1ψ + SK
2
1ψ.
If ψ ∈ Xm, then
K22Sψ = K2Bψ + λ
−1
m K2Sψ.
PutW = K˜2Bψ+λ
−1
m K˜2Sψ, where K˜2Bψ and K˜2Sψ are the extensions of K2Bψ
and K2Sψ, respectively, given by Lemma 6.4(i). Then W ∈ H
1(Rn) and
‖N(W )‖L2(∂Ω2) + ‖N(∇W )‖L2(∂Ω2) ≤ C
(
‖Bψ‖L2(Ω2) + ‖Sψ‖L2(Ω2)
)
≤ C‖ψ‖L2(Ω1).
(6.38)
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Moreover,W = λ−2m ψ˜+K˜2Bψ+λ
−1
m r on Ω1 \Ω2 and Ω2 \Ω1, where r is defined as
follows. On Ω1∩Ω2, we let r = Bψ. Then we extend r toR
n such that r = K˜2Sψ−
λ−1m ψ in Ω1\Ω2 and r = K2Sψ−λ
−1
m ψ˜ in Ω2\Ω1, where the extensions K˜2Sψ and ψ˜
are given by Lemma 6.4(i) and Lemma 6.4(ii), respectively. It is now possible to
use the same argument employed in the proof of Lemma 6.15 to obtain that
‖N(r)‖L2(∂(Ω1∩Ω2)) + ‖N(∇r)‖L2(∂(Ω1∩Ω2)) ≤ Cd
α ‖ψ‖L2(Ω1).
Now, this fact and the Cauchy-Schwarz inequality proves that
ˆ
Ω2\Ω1
(
|rϕ˜|+ |∇r · ∇ϕ˜|
)
dx ≤ Cd1+α‖ψ‖L2(Ω1)‖ϕ‖L2(Ω1).
Similarly, we can bound the corresponding integral over the domain Ω1 \ Ω2. Us-
ing (6.34), we can also refine the estimate given in (6.9):
‖K2Bψ‖
2
L2(Ω2)
≤ Cd3/2+α/2 ‖ψ‖2L2(Ω1) ≤ Cd
1+α ‖ψ‖2L2(Ω1). (6.39)
Thus, we obtain from Lemma 6.8 and inequality (6.38) that
λm
ˆ
Ω2
BϕK2Sψ dx = λ
−2
m
ˆ
Ω1\Ω2
(
(1 − λm)ϕψ +∇ϕ · ∇ψ
)
dx
− λ−2m
ˆ
Ω2\Ω1
(
(1− λm)ϕ˜ψ˜ +∇ϕ˜ · ∇ψ˜
)
dx
+O(d1+α)‖ϕ‖L2(Ω1)‖ψ‖L2(Ω1).
(6.40)
Inequalities (6.39) and (6.34) imply that
ρ = λ−1m sup
‖ϕ‖=1
(
‖K2Bϕ‖
2 + ε‖Bϕ‖2
)
= O(d (3+α)/2) (6.41)
and thus, Theorem 3.2 proves that
µ−1k − λ
−1
m = τk +O(ρ+ |τk|ε) = τk +O(d
1+α)
since we can choose ε = Cdα+1/2 if α ≤ 1/2 and ε = Cd if α > 1/2, and
τk(ϕ, ψ) = τk(Sϕ, Sψ) +O(|τk|d) = λm(Bϕ, K2Sψ) +O(d
2). (6.42)
Now, equations (6.41), (6.42), and (6.40), imply (6.36).
Suppose that it is possible to characterize the perturbed domain Ω2 by a
function h defined on the boundary ∂Ω1 such that (x
′, xν) ∈ ∂Ω2 is represented
by xν = h(x
′), where (x′, 0) ∈ ∂Ω1 and xν is the signed distance to the bound-
ary ∂Ω1 (with xν < 0 when x ∈ Ω1). The function h is assumed to be Lipschitz and
satisfy |∇h| ≤ Cdα. Thus, we obtain the following variation of Proposition 6.16.
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Corollary 6.17. Suppose that in addition to the assumptions of Proposition 6.16,
the domain Ω2 can be characterized by the function h as above. Then
λ−1m − µ
−1
k = τk +O(d
1+α) (6.43)
for k = 1, 2, . . . , Jm. Here, τ = τk is an eigenvalue of
τ(ϕ, ψ) = λ−2m
ˆ
∂Ω1
h(x′)
(
(1−λm)ϕψ+∇ϕ ·∇ψ
)
dS(x′) for all ψ ∈ Xm, (6.44)
where ϕ ∈ Xm. Moreover, τ1, τ2, . . . , τJm in (6.43) run through all eigenvalues
of (6.44) counting their multiplicities.
Proof. We first prove that
sup
(x′,xν)∈Ω1\Ω2
|ϕ(x′, xν)− ϕ(x
′, 0)| ≤ Cd1+α ‖ϕ‖L2(Ω1),
sup
(x′,xν)∈Ω1\Ω2
|∇ϕ(x′, xν)−∇ϕ(x
′, 0))| ≤ Cdα ‖ϕ‖L2(Ω1),
(6.45)
where the corresponding estimates hold for ϕ˜ on Ω2 \ Ω1. Since ϕ ∈ C
1,α(Ω1), it
is clear that for x = (x′, xν) ∈ Ω1 \ Ω2,
ϕ(x′, xν) = ϕ(x
′, 0) + xν∂νϕ(x
′, 0) +O(d1+α),
where the remainder is bounded by Cd1+α ‖ϕ‖L2(Ω1). This shows that the first
inequality in (6.45) is true. Similarly, the second inequality in (6.45) is also valid.
Thus,
ˆ
Ω1\Ω2
(
|ϕ(x) − ϕ(x′, 0)|2 + |∇ϕ(x) −∇ϕ(x′, 0)|2
)
dx ≤ Cd1+α ‖ϕ‖2L2(Ω1),
with the corresponding estimate for ϕ˜ on Ω2 \Ω1. Hence, Proposition 6.16 implies
that λ−1m − µ
−1
k is given by
λ−2m
(ˆ
∂Ω1∩Ωc2
ˆ h(x′)
0
(
(1− λm)ϕ(x
′, 0)2 + |∇ϕ(x′, 0)|2
)
dxν dS(x
′)
−
ˆ
∂Ω1∩Ω2
ˆ −h(x′)
0
(
(1− λm)ϕ˜(x
′, 0)2 + |∇ϕ˜(x′, 0)|2
)
dxν dS(x
′)
)
+O(d1+α).
The desired conclusion follows from this statement.
6.7 Sharpness of the requirement α > 0 in Theorem 1.1
We now employ Proposition 6.12 to a specific Lipschitz perturbation of a two
dimensional cylinder. The aim here is also to show that Theorem 1.1 is sharp in
the sense that α > 0 is necessary.
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Suppose that η : R → R is a periodic nonnegative Lipschitz continuous func-
tion such that η(t+ 1) = η(t) for all t ∈ R. Let the rectangle Ω1 in R
2 be defined
by 0 < x < T and 0 < y < R, where R and T are constants, and the subdo-
main Ω2 ⊂ Ω1 be defined by 0 < x < T and δη(x/δ) < y < R, where δ = T/N
for some large integer N . We will consider boundary conditions periodic in x with
Neumann data given on the curves y = δη(x/δ) and y = R.
Proposition 6.18. For the domains Ω1 and Ω2 defined above,
λ−1m − µ
−1
k = τk +O(δ
2) for k = 1, 2, . . . , Jm. (6.46)
Here, τ = τk is an eigenvalue of
τ(ϕ, ψ) =
δ
λ2m
(η0 + η1)
ˆ T
0
∇ϕ(x, 0) · ∇ψ(x, 0) dx
+
δ(1− λm)
λ2m
η0
ˆ T
0
ϕ(x, 0)ψ(x, 0) dx
(6.47)
for all ψ ∈ Xm, where ϕ ∈ Xm and
η0 =
ˆ 1
0
η(X) dX and η1 =
ˆ 1
0
V (X, η(X))η′(X) dX.
The function V is the solution to −∆X,Y V = 0 specified in (6.59) below and η1
is not zero if η is not identically constant. Moreover, τ1, τ2, . . . , τJm in (6.46) run
through all eigenvalues of (6.47) counting their multiplicities.
To prove Proposition 6.18, we will use Proposition 6.12. To this end, we will
find the solution v to the problem
(1−∆)v = 0 in Ω2, ∂νv = −λ
−1
m ∂νϕ on γη and ∂νv = 0 on γR, (6.48)
and v is periodic in the first argument with period T , that is,
v(0, y) = v(T, y) and v′x(0, y) = v
′
x(T, y) for all y ∈ (0, R). (6.49)
By γη we denote the part of the boundary of Ω2 where y = δη(x/δ), and by γR
the part where y = R. Similarly, γ0 is the part of Ω1 where y = 0. The ansatz for
the asymptotic expansion of v has the following form:
v(x, y) = δw0(x, y) + δV0(X,Y ;x) + δ
2V1(X,Y ;x) + · · · , (6.50)
where w0, V0, and V1 are solutions to two model problems, and the remainder
consists of higher order terms. Since the construction of the asymptotic expansion
of the solution to problem (6.48) is quite standard, we confine ourselves to only
finding the leading terms of this expansion. We have also introduced the new
coordinates X = x/δ and Y = y/δ. Substituting (6.50) into (6.48), we obtain
0 = − δ−1∆X,Y V0(X,Y ;x)
−∆X,Y V1(X,Y ;x)− 2∂X∂xV0(X,Y ;x)
+ δ
(
(1−∆x,y)w0(x, y) + V0(X,Y ;x)
− ∂2xV0(X,Y ;x)− 2∂X∂xV1(X,Y ;x)
)
+O(δ2)
(6.51)
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with the boundary condition
−λ−1m n̂ · ∇x,yϕ(x, y) = n̂ · ∇X,Y V0(X,Y ;x)
+ δn̂ ·
(
∇X,Y V1(X,Y ;x) +∇x,yw0(x, y)
)
+ δn̂ · (∂xV0(X,Y ;x), 0) +O(δ
2)
(6.52)
on γη, where
n̂(X) =
(η′(X), −1)√
1 + (η′(X))2
(6.53)
is the outwards normal on γη.
The function w0 is the solution with periodic boundary conditions in the sense
of (6.49) to
(1−∆)w0 = 0 in Ω1 and ∂νw0 = gw0 ∈ L
2(γ0) and ∂νw0 = 0 on γR,
where the Neumann data gw0 will be specified below.
Let Ω˜2 be defined by 0 < X < 1 and η(X) < Y . We denote by Γη the
curve Y = η(X) for 0 < X < 1. The functions Vj , j = 0, 1, will be solutions to
the following model problem for right-hand sides specified below:
−∆X,YW = F in Ω˜2 and ∂νW = G on Γη, (6.54)
and W is periodic in X :
W (0, Y ) =W (1, Y ) and W ′X(0, Y ) =W
′
X(1, Y ) for all Y.
The functions G ∈ L2(Γη) and F satisfyˆ
Ω˜2
F dXdY +
ˆ
Γη
GdS = 0 (6.55)
and
|F (X,Y )| ≤ Ce−bY for some b > 0.
The orthogonality condition above implies that this solution decays exponentially
as Y →∞:
|W (X,Y )| ≤ Ce−aY for some a > 0. (6.56)
We now specify the boundary data for the model problems. Since ϕ satis-
fies ϕ′y(x, 0) = 0 for all x, a Taylor expansion yields
ϕ′x(x, y) = ϕ
′
x(x, 0) +O(y
2) = ϕ′x(x, 0) +O(δ
2)
if y = δη(x/δ). Similarly,
ϕ′y(x, y) = δη(X)ϕ
′′
yy(x, 0) +O(δ
2).
Thus,
λ−1m ∂νϕ(x, y) =
η′(X)ϕ′x(x, 0)
λm
√
1 + (η′(X))2
− δ
η(X)ϕ′′yy(x, 0)
λm
√
1 + (η′(X))2
+O(δ2) (6.57)
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for (x, y) ∈ γη.
We now consider the variables X , Y , and x as independent. Equations (6.51)
and (6.52) together with (6.57) imply that
−∆X,Y V0 = 0 in Ω˜2
and
n̂ · ∇XY V0 = −
η′(X)ϕ′x(x, 0)
λm
√
1 + (η′(X))2
on Γη. (6.58)
It is clear thatˆ
Γη
η′(X)ϕ′x(x, 0)
λm
√
1 + (η′(X))2
dS(X) =
ϕ′x(x, 0)
λm
ˆ 1
0
η′(X) dX = 0.
Thus equation (6.54) with F = 0 and G equal to the right-hand side of (6.58) has
a solution V0 decaying exponentially as Y → ∞. The dependence on x can be
described as follows. Let V be the periodic (with respect to X) solution to (6.54)
with F = 0 and
G =
η′(X)
1 + (η′(X))2
on Γη. (6.59)
Then
V0(X,Y ;x) = −λ
−1
m V (X,Y )ϕ
′
x(x, 0)
and
∂xV0(X,Y ;x) = −λ
−1
m V (X,Y )ϕ
′′
xx(x, 0).
Similarly with above, equations (6.51), (6.52), and (6.57) also imply that
−∆X,Y V1 = 2∂X∂xV0(X,Y ;x) in Ω˜2 (6.60)
and
n̂ · ∇XY V1 =
η(X)ϕ′′yy(x, 0)− η
′(X)∂xV0(X,Y ;x)
λm
√
1 + (η′(X))2
on Γη. (6.61)
Put F equal to the right-hand side of (6.60) and G equal to the right-hand side
of (6.61). We require the orthogonality condition in (6.55), so
0 =
ˆ
Ω˜2
2∂X∂xV0(X,Y ;x) dXdY +
ˆ
Γη
GdS.
Furthermore, since ∆V = 0,
ˆ
Ω˜2
∂XV (X,Y ) dXdY =
ˆ
Γη
V (X, η(X))
η′(X)√
1 + (η′(X))2
dS
=
ˆ
Ω˜2
∆V (X,Y )V (X,Y ) dXdY
+
ˆ
Ω˜2
∇V (X,Y ) · ∇V (X,Y ) dXdY
=
ˆ
Ω˜2
∇V (X,Y ) · ∇V (X,Y ) dXdY.
(6.62)
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Thus
0 =
ˆ
Ω˜2
2∂X∂xV0(X,Y ;x) dXdY +
ˆ
Γη
GdS
= λ−1m
(
η1ϕ
′′
xx(x, 0)− η0ϕ
′′
yy(x, 0)
)
− w0
′
y(x, 0),
where
η0 =
ˆ 1
0
η(X) dX and η1 =
ˆ 1
0
V (X, η(X))η′(X) dX.
We note here that η1 > 0 if V is nonzero (due to (6.62)), or equivalently, if η is
not identically constant. For the validity of (6.55), it is sufficient that
w0
′
y(x, 0) = λ
−1
m
(
η1ϕ
′′
xx(x, 0)− η0ϕ
′′
yy(x, 0)
)
(6.63)
and we have therefore obtained that the function gw0 is given by the right-hand
side of (6.63) since ∂νw0 = −w0
′
y on the curve γ0.
Now, from (6.31) it is clear that we wish to simplify the expression
ˆ
Ω2
(
λmvϕvψ + vϕψ
)
dx.
With the current notation, vϕ = v and vψ is the corresponding solution to (6.48)
with ψ instead of ϕ. Hence,
ˆ
Ω2
λmvϕvψ dx = O(δ
2).
Thus, we consider
ˆ
Ω2
vψ dx = δ
ˆ
Ω2
w0ψ dx+ δ
ˆ
Ω2
V0ψ dx+ δ
2
ˆ
Ω2
V1ψ dx+ · · ·
From (6.56) it follows that the integrals involving V0 and V1 are of order O(δ
2).
For the first term,
ˆ
Ω2
w0ψ dx =
ˆ
Ω1
w0ψ dx−
ˆ
Ω1\Ω2
w0ψ dx,
where the second term is of order O(δ). The first term can be expressed as
ˆ
Ω1
w0ψ dx =
ˆ
∂Ω1
∂νw0ψ dS −
ˆ
Ω1
∇w0 · ∇ψ dx
=
ˆ
∂Ω1
∂νw0ψ dS +
ˆ
Ω1
w0∆ψ dx,
where we used the fact that ∂νϕ = 0 on ∂Ω1. Moreover, ∂νw0 = 0 at γR. This
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implies that
λm
ˆ
Ω1
w0ψ dx =
ˆ
γη
∂νw0ψ dS
= − λ−1m
ˆ T
0
(
η1ϕ
′′
xx(x, 0)− η1ϕ
′′
yy(x, 0)
)
dx
= λ−1m (η0 + η1)
ˆ T
0
ϕ′x(x, 0)ψ
′
x(x, 0) dx
+ λ−1m (1 − λm)η0
ˆ T
0
ϕ(x, 0)ψ(x, 0) dx,
where we used the fact that ϕ′′xx + ϕ
′′
yy = (1 − λm)ϕ and integration by parts.
Thus, we have obtained an expression for the right-hand side of (6.31). More-
over, the representation of v in (6.50) implies that ‖K2Bϕ‖
2 = O(δ2). This proves
that Proposition 6.18 holds.
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