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Abstract
A modi1cation of classical third-order methods is proposed. The main advantage of these methods is they
do not need to evaluate any Fr'echet derivative. A convergence theorem in Banach spaces, just assuming the
second divided di3erence is bounded and a punctual condition, is analyzed. Finally, some numerical results
are presented.
c© 2003 Elsevier B.V. All rights reserved.
1. Introduction
General problems may be reduced to 1nding zeros of nonlinear equations. These roots cannot, in
general, be expressed in closed form. One of the most important techniques to study these equations
is the use of iterative processes [7], starting from an initial approximation x0, called pivot, successive
approaches (until some predetermined convergence criterion is satis1ed) xi are computed, i=1; 2; : : :,
with the help of certain iteration function  :X → X ,
xi+1 := (xi); i = 0; 1; 2 : : : : (1)
Success of Newton method and similar second or less order methods [9] has led to the wrong idea
that higher order methods are no more than theoretical rarities with little or no practical interest.
A review of the amount of literature on third-order methods in the last decade may reveal that this
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is not true: third-order methods stand on their own, only limited, as it happens with almost every
numerical technique, by the nature of the problem to be solved. Of course, third-order methods incur
more computational cost than other simpler methods, which makes them less preferable in general,
but, in some cases, it pays to be a little more elaborate. For instance, these methods have been
successfully used in the solution of nonlinear integral equations [2–4]. They can also be used in
problems where a high velocity of convergence is required, such as the sti3 system [6].
Let F :B ⊂ X → X a nonlinear operator, X a Banach space and B an open convex set.
If we are interested to approximate a solution of the nonlinear equation
F(x) = 0; (2)
the classical Chebyshev (	=0), Halley (	= 12) and Super-Halley (	=1) methods can be written as
xn+1 = xn − (I + 12LF(xn)[I − 	LF(xn)]−1)(F ′(xn))−1F(xn); (3)
where
LF(xn) = (F ′(xn))−1F ′′(xn)(F ′(xn))−1F(xn);
	∈ [0; 1]:
These methods evaluate 1rst and second derivatives. In this paper, we present a modi1cation of
these classical third-order iterative methods. The main advantage of the new methods is they do not
need to evaluate any derivative, as they can have the same properties of convergence as the classical
third-order methods. The user does not need to know explicitly any derivative. We will use 1rst-
and second-order divided di3erences.
Our modi1cation will be
xn+1 = xn − (I + 12LF(xn)[I − 	LF(xn)]−1)nF(xn); (4)
where
LF(xn) = nDF(xn)nF(xn);
DF(xn) = [xn − nF(xn); xn; xn + nF(xn);F];
n = ([xn − nF(xn); xn + nF(xn);F])−1;
[·; ·;F]; [·; ·; ·;F] denote the 1rst and the second divided di3erence of the operator F .
The method will depend, in each iteration, on a parameter n. This parameter will be a control of
the good approximation to the second derivative. In practice, {n} will be an increasing sequence
in (0; 1], and ‖nF(xn)‖ will be small enough.
Remark 1. In order to control the stability in practice, the n can be computed such that
tolc‖nF(xn)‖6 tolu;
where tolc is related to the computer precision and tolu is a free parameter for the user.
The Taylor series expansions show that with these approximations the method (in the scalar case)
can be written as
xn+1 = xn − (1 + 12Lf(xn) + O(L2f(xn)))(f′(xn))−1f(xn); (5)
thus, if the method converges, it has order three [1].
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In the last section, we tested it on some nonlinear equations. We present a comparison with
classical third-order methods.
Furthermore, third-order methods are also interesting from the theoretical standpoint because they
provide results on existence and uniqueness of solution that improve the results given by using
Newton’s method. We establish a convergence theorem using recurrence relations in a similar way
as in Guti'errez and Hern'andez in [5]. Our goal is to prove convergence just assuming [x; y; z;F] is
bounded and a punctual condition.
The structure of this paper is as follows: in Section 2, we assert a convergence and uniqueness
theorem. Finally, some numerical experiments are presented in Section 3.
2. Convergence study
In this section we analyze the convergence of (4). Usually, the convergence of third-order iterative
methods is established assuming that the second Fr'echet derivative F ′′ satis1es a Lipschitz condition.
Guti'errez and Hern'andez [5] obtained the convergence by just assuming F ′′ bounded. In our case,
since we do not evaluate any second derivative, we can reduce this hypothesis. We will assume
that the second divided di3erence of F is bounded. In fact, we did not consider that twice Fr'echet
di3erentiable operators.
Recurrence relations, using a similar strategy as in [5], are considered. Thus the initial problem in
a Banach space is reduced to a simpler problem with real sequences. Moreover, our real sequences
will be the same as in [5].
Theorem 1. Let X be a Banach space and B an open convex set. Let F :B ⊂ X → X be a
nonlinear operator with second-order divided di6erences in B. Let us assume that 0 = ([x0 −
0F(x0); x0 + 0F(x0);F])−1 ∈L(X; X ) exists at some x0 ∈B, where L(X; X ) is the set of bounded
linear operators from X into X .
We assume that
(1) ‖[x′; x′′; x′′′;F]‖6K , for all x′; x′′; x′′′ ∈B,
(2) ‖0‖6M ,
(3) ‖0F(x0)‖6 .
Let us denote a= KM. We de8ne the sequences:
a0 = b0 = 1; c0 = a; d0 =
2+a(1−2	)
2(1−a	) ,












Suppose that 0¡a6 s0 = 0:32664:::, where s0 is the smallest positive root of 2x4 + 7x3 − 4x2 −
24x + 8 = 0. Then, aanbn ¡ 1; 	cn ¡ 1 and dn is a Cauchy sequence (see Section 3 of [5]).
If B(x0; r) ⊂ B, where r =
∑+∞
n=0 dn, sequence (4) is well de8ned and converges to the unique
8xed point x∗ of F in B(x0; 2=KB− r) ∩ B.
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Furthermore, we can obtain the following error estimates:









Proof. We are going to prove
(In) ‖n‖6 anM ,
(IIn) ‖nF(xn)‖6 bn,
(IIIn) ‖LF(xn)‖6 cn,
(IVn) ‖xn+1 − xn‖6dn.
Conditions (I0)–(III0) follow immediately from the hypothesis.
Since 	‖LF(x0)‖6 	c0 ¡ 1, then [I − 	LF(x0)]−1 exists and
‖x1 − x0‖6 (1 + 12‖LF(x0)‖ · ‖[I − 	LF(x0)]−1‖) · ‖0F(x0)‖
6 (1 + 12c0)
= d0
and (IV0) holds.
Since aandn ¡ 1, we obtain
‖I − n−1n+1‖6 ‖n‖ · ‖−1n − −1n ‖
6 aandn ¡ 1
thus n+1 is de1ned and
‖n+1‖6 an+1M:
On the other hand, we deduce from (4) that
−1n (xn+1 − xn) =−F(xn)− 12DF(xn)nF(xn)[I − 	LF(xn)]−1nF(xn)
and then




‖LF(xn+1)‖6 aan+1bn+1 = cn+1
and
‖xn+2 − xn+1‖6dn+1:
We refer [5] for the rest of the details, because the real sequences are the same. In particular,
they prove that 	cn ¡ 1; aandn ¡ 1 and that {dn} is a Cauchy sequence.
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3. Numerical experiments
In order to test the performance of the introduced iterative methods, we have tested it on some
nonlinear equations. We present a comparison with the classical methods. In all our experiments,
we consider tolu = 0:001, this number is small enough but without stability problems.
To test numerically the order, in Table 1 we consider the 1-D equation
sin(2x) = 0:
Numerically, we observe the modi1ed Chebyshev method is a third-order scheme.
The main practical diNculty related to the class of methods we analyze is the evaluation of the
second-order Fr'echet derivative (or the second-order divided di3erence). For a nonlinear system of
n equations and n unknowns, the 1rst Fr'echet derivative (and the 1rst-order divided di3erence) is
a matrix with n2 values, while the second Fr'echet derivative (the second divided di3erence) has
n3 values. This implies a huge amount of operations in order to evaluate every iteration. Some
methods overcome these diNculties by evaluating several times the function and its 1rst derivative.
For example, in [8], this (two-step) third-order recurrence is proposed:
yk+1 = xk − F ′(xk)−1F(xk);
xk+1 = yk+1 − F ′(xk)−1F(yk+1):
This method is, in general, cheaper than any third-order methods requiring the evaluation of the
second derivative. However, in some cases, the second derivative is easy to evaluate. In equilibrium
problems, for instance, the function depends on the interaction between two elements, ui · uj, and
the second derivative is constant. Therefore, it must be evaluated just once all over the process.
Some integral equations may be solved in such a way that the second derivative is also constant,
and so on.
We shall consider an important special case of integral equation, the Hammerstein equation
(see [7])
u(s) =  (s) +
∫ 1
0
H (s; t)f(t; u(t)) dt: (6)
These equations are related to boundary value problems for di3erential equations. For some of them,
third-order methods using second derivatives are useful for their e3ective (discretized) solution.
Table 1
sin(2x) = 0, error, x0 = 0:1
Iterations Chebyshev Cheb.-Mod.
1 1:49e− 02 1:49e− 02
2 2:18e− 05 2:18e− 05
3 7:13e− 14 6:40e− 14
4 0:00e + 00 0:00e + 00
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Table 2
Exact solution of (9) with m= 20
9:658340375548916e− 001 8:383952084700058e− 001
9:418615742240362e− 001 8:331433414479326e− 001
9:231204383172876e− 001 8:283148314256238e− 001
9:077427356874352e− 001 8:238581489055439e− 001
8:947533453995619e− 001 8:197301553818098e− 001
8:835609377538635e− 001 8:158943977068417e− 001
8:737737155176020e− 001 8:123198157064024e− 001
8:651162715111133e− 001 8:089797476185554e− 001
8:573866000336692e− 001 8:058511541752204e− 001
8:504316843674818e− 001 8:029140058401950e− 001
8:441326442432634e− 001
The discrete version of (6) is
xi =  (ti) +
m∑
j=0
jH (ti; tj)f(tj; xj); i = 0; 1; : : : ; m; (7)
where 06 t0 ¡t1 ¡ · · ·¡tm6 1 are the grid points of some quadrature formula
∫ 1
0 f(t) dt ≈∑m
j=0 jf(tj), and x
i = x(ti).
Let the Hammerstein equation








dt; s∈ [0; 1] (8)
studied in [9].
Using the trapezoidal rule of integration with step h = 1=m, we obtain the following system of
nonlinear equations:























; i = 0; 1; : : : ; m; (9)
where tj = j=m.
In this case, the second Fr'echet derivative is diagonal by blocks. In particular, the two-step method
is more expensive.
With m = 20 in the quadrature trapezoidal formula, the exact solution is given in Table 2. It is
computed numerically by the Newton method.
In Tables 3 and 4, di3erent pivots are considered. We compare the obtained results with those
of the two-step method proposed in [8].
Finally, we consider quadratic equations of the type
F(x) = x′Ax + Bx + C = 0; (10)
where dim(A) = (n× n)× n, dim(B) = n× n and dim(C) = dim(x) = n.
The above kind of equations may come from the discretization of equilibrium problems, where
interacting forces between particles determine the output. However, the actual case we are going to
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Table 3
x0 = 1; l∞ − error; m= 20
Iterations Newton Cheb.-Mod. Halley-Mod. 2-Step
1 0.0047 9:34e− 04 8:62e− 04 2:31e− 04
2 3:64e− 06 1:75e− 10 1:20e− 10 6:77e− 13
3 2:18e− 12 0 0 0
4 0
Table 4
x0 = 2; l∞ − error; m= 20
Iterations Newton Cheb.-Mod. Halley-Mod. 2-Step
1 0.0659 0.0398 0.0394 0.0084
2 6:71e− 04 1:28e− 05 1:10e− 5 3:29e− 08
3 7:46e− 08 0 0 0
4 0
Table 5
x0 = 1:8; x∗ = 2; l∞ − error; n= 12
Iterations Newton Cheb.-Mod. Halley-Mod. 2-Step
1 0.0198 0.0031 0.0014 0.0031
2 1:78e− 04 2:58e− 08 2:28e− 09 2:58e− 08
3 8:15e− 08 7:10e− 14 8:99e− 14 8:86e− 14
4 1:11e− 13 0 0 0
5 0
analyze is prepared to get an exact solution in order to make it easy the evaluation of the errors.
We randomly generate A and B, and then we determine C such that x∗(i) = 2; i = 1; 2; : : : ; n, is a
solution of (10).
Notice the second Fr'echet derivative F ′′(x) = A + A′ is constant and the two step is again more
expensive.
In Tables 5 and 6, we consider n= 12 for di3erent initial data and di3erent methods.
We have presented a family of iterative methods. We do not need to know explicitly any derivative
of the operator. We have studied their convergence. The theoretical analysis provides information
about the existence and uniqueness of the solution, with less hypothesis than usual. For instance,
we can study operators like F(x) =
∫ x
0 |x| dx, where |[x; y; z;F]|¡ 1, but it is not twice Fr'echet
di3erentiable. Finally, we have tested them competitively with respect to the classical methods and
they seemed to work very well in our numerical results.
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Table 6
x0 = 1:5; x∗ = 2; l∞ − error; n= 12
Iterations Newton Cheb.-Mod. Halley-Mod. 2-Step
1 0.1602 0.0791 0.0316 0.0791
2 0:0187 8:12e− 05 2:79e− 05 8:12e− 05
3 9:02e− 04 1:61e− 12 2:99e− 13 1:88e− 12
4 2:20e− 06 2:53e− 14 6:22e− 14 1:05e− 13
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