With extensive technological advancements in electronic imaging today, high image quality is becoming an imperative necessity in the modern imaging systems. An important part of quality assurance are techniques for measuring the level of image distortion. Recently, we proposed a wavelet based metric of blurriness in the digital images named CogACR. The metric is highly robust to noise and able to distinguish between a great range of blurriness. Also, it can be used either when the reference degradation-free image is available or when it is unknown. However, the metric is content sensitive and thus in a no-reference scenario it was not fully automated. In this paper, we further investigate this problem. First, we propose a method to classify images based on edge content similarity. Next, we use this method to automate the CogACR estimation of blur in a no-reference scenario. Our results indicate high accuracy of the method for a range of natural scene images distorted with the out-of-focus blur. Within the considered range of blur radius of 0 to 10 pixels, varied in steps of 0.25 pixels, the proposed method estimates the blur radius with an absolute error of up to 1 pixel in 80 to 90% of the images.
INTRODUCTION
With the continuous advancement of digital imaging technologies, assessment and improvement of image quality become indispensable parts of the imaging systems. The quality of an image gets distorted in various stages of the imaging chain, starting from the acquisition process, through various image processing steps, up to the display or printing phase. In this work, we are mainly interested in measuring the blurriness of the image which often occurs already in the stage of image acquisition. The blur can be observed as a loss of sharpness in the edges and other image discontinuities.
In particular, we investigate the out-of-focus blur, or circular blur. This type of blur is commonly caused by focus problems with digital cameras and lens abberations.
1 Considering this, it is not surprising that the out-of-focus blur frequently appears in the digital images of natural scenes, especially when these are taken with non-specialized cameras and by non professional photographers. To make things more difficult, the blur often appears together with other artifacts such as noise.
Estimating the amount of blur (or in this particular case defocus) is of crucial importance for various tasks. For example, image restoration algorithms that perform image deblurring and denoising rely on estimates of the degradation parameters. Further on, for evaluating human perception of image quality it is necessary to relate visual impressions to accurate quantitative measurements of blurriness. This is important not only for theoretical psychovisual studies but also for practical video distribution systems where it is usually needed to compromise between different image degradations such that the visual experience of the end users is maximized. 2 Moreover, estimating the amount of defocus appears interesting for depth estimation in the image. 3 In all these cases it is of interest to estimate the bluriness independently of the other degradations in the image (such as noise).
It is common to differentiate between two scenarios in which the image degradation can be assessed: a full reference (FR) scenario in which the reference, or non-degraded, image is also available, and a no-reference (NR) scenario in which the reference image is not available.
The literature reports on a number of methods for NR blur identification. While these are either wavelet based or not, many of them [4] [5] [6] [7] [8] rely on the results of edge detection in the degraded image. The main problem there stems from the techniques that are used for edge detection and their sensitivity to noise. This is especially of interest when the degraded image is contaminated with blur and noise at the same time. Then, the performance of the NR blur metric gets affected by the noise in the degraded image and its accuracy drops significantly.
Recently, the authors of this paper proposed a blur metric named CogACR. 9 The metric is based on the wavelet decomposition and histogram of the average cone ratio (ACR) defined by Pižurica et al. 10 The CogACR metric has two important advantages: (1) it is nearly insensitive to noise, and (2) it can be used as either an FR or as an NR metric. However, original design of the method 9 is not fully automated in the NR scenario. This problem is addressed in the current paper.
The contributions of this paper are twofold: (1) we propose a novel image similarity metric based on the edge content of the images, and (2) we introduce a novel method for NR blur identification. Both techniques are built around the CogACR metric and they are tested for 8 different categories of natural scene images.
11 Our experimental results indicate high accuracy of the proposed NR blur estimation method for all 8 data categories.
BACKGROUND

Digital image blur
In general, when a two-dimensional image f (x, y) is degraded by blur and corrupted by random noise, the degraded image g(x, y) can be described as
Here, h(x, y) stands for the blurring function that acts on a degradation-free image, * denotes the two-dimensional linear convolution and n(x, y) is the noise contribution at the corresponding position (x, y). We remark that for the scope of this study, the noise component will not be specifically addressed since our previous work has proven high robustness of the CogACR metric to noise. Hence, g(x, y) = f (x, y) * h(x, y). For more details, the reader is referred to Ref. 9 .
The experiments in the current study are focused on out-of-focus blur. To model the blur, we use a circular averaging filter (pillbox) within the square matrix of side 2r + 1, where r is the radius of circular blur:
Blur is usually perceived as a loss of sharpness in the image, i.e. smoothening of the edges. In Figure 1 we illustrate the effect of blurring for four different types of edges known in the literature:
6, 12 Dirac edge structure, roof structure, and two step structures, A-step and G-step. For all four edge types, two different levels of out-offocus blur are considered: one lower level of blur causing minor deterioration in perception of the image (r 8 = 2), and a higher one resulting in more serious degradation of the perceived image quality (r 20 = 5). It is clear from these plots that the influence of blur is most pronounced in case of Dirac-like edges, already with the low level of blur. The remaining edge structures get significantly degraded only with the higher level of blur. Consequently, we expect the fine edges in the image to be most affected by the blur. Examples of the corresponding blur-free and blurry images are shown in Figure 2 . Here, the "Cactus" image illustrates an image with a great number of Dirac edge structures while the "Face" image is mainly comprised of step edge structures. At lower blur level, Figure 2 (b),(e), the "Face" image appears less degraded than "Cactus" image, which is in line with our earlier expectation about the relationship between edge types and perceived level of image blurriness.
Average cone ratio, ACR
We have established by now that blur is determined by the sharpness of edges in an image. Mathematically, the edges are characterized as singularities. Significant advancements in singularity detection using wavelets and analysis of singularities in the wavelet domain were reported in the works of Jaffard, 13 Mallat and Hwang, Mallat and Zhong, 15 Malfait and Roose, 16 and Hsung et al. 17 They explained mathematical characterization of singularities using Lipshitz exponent α and proposed early techniques for estimation of α using multiscale image representation.
Following these efforts, Pižurica et al. 10 proposed a wavelet based technique to estimate local Lipshitz exponents of the irregularities which has major advantage of high robustness to noise. The metric is named average cone ratio (ACR). For each spatial position l, the ACR measure between two dyadic scales 2 n and 2 k , where n, k ∈ Z and k ≥ n + 1, is defined as
Here, C(j, l) is used to denote a discrete set of wavelet coefficients at the resolution scale 2 l which belong to the cone of influence of the analyzed position. Thus, the ACR can be seen as a measure of evolution of the wavelet coefficients across and inside a cone of influence centered at a given spatial position.
As a result of its ability to accurately estimate the local Lipshitz exponent, in particular Lipshitz α + 1 while being nearly insensitive to noise, the ACR metric was selected by Ilić et al. 9 and later Lukić et al. 18 as a basis for a novel blur identification metric named CogACR. The details are discussed in the next section.
METHOD
Blur metric, CogACR
The algorithm for calculating the metric of image blurriness, CogACR, is illustrated in Figure 3 . Once in the wavelet domain, we first aim to select the set of spatial positions in the image for which we want to calculate the ACR measure, the edge positions in the image. This is done by thresholding the wavelet coefficients of the image such to preserve a given percent, T p , of those with the highest magnitude. In line with the discussion in Ref.
, 9 the value of T p is kept the same for all experiments in this study, T p = 10%. The ACR values are then calculated for all selected edge positions, in particular the ACR between scales 2 2 and 2 4 . Finally, the center of gravity of the ACR histograms are used to evaluate the level of blur in the image. We refer to this metric as CogACR. As discussed in detail in, 9 the ACR and hence the CogACR metric are sensitive to the content of image data. Looking at Figure 4 (a), (b), we notice that the histogram of ACR coefficients of the "Cactus" image is different in shape from the one of the "Face" image. This suggests different characteristics of the prevailing type of edges in the images. In this case, the "Cactus" image has more high frequency content compared to the "Lady" image which corresponds to fewer strong step edges in the "Cactus" image and more Dirac edge structures. This observation is reflected in the trends in CogACR metric depicted in Figure 4 (c). There, at the lower levels of blur (r = 1 to r ≈ 6), the CogACR is more sensitive to the changes of blur the "Cactus" image than to those in the "Lady" image. As the level of blur increases, the difference between shape of ACR histograms, as well as the CogACR trends for the two images, gradually get diminished. This behavior is in line with the discussion in Section 2.1 about the influence of blur on different types of edges.
Novel similarity measure
Unlike many existing image similarity measures that draw from the contextual information in the image, the novel similarity measure is built around the edge-related information in the image. It is designed to distinguish between images with similar edge characteristics.
We assume there are to non-overlapping data sets: a set of training images, X = {x i ∈ X : i = 1, 2, ..., N T R }, and a set of testing images, Y = {y j ∈ Y : j = 1, 2, ..., N T S }. Here, N T R and N T S are used to denote the number of images in the training and in the testing set, respectively. For a given test image, y, we are interested to find the image, x, from the training set which is most similar to it. In that sense, the problem can be seen as the best match problem, or a well-known image dictionary matching problem. 19 In our case, the similarity criteria is twofold: (1) the CogACR values of the two images are similar, and (2) the ACR histograms of the two images are similar. Thus, our algorithm for finding best matching image consists of two stages, each focusing on one similarity requirement: (1) a candidate selection stage, and (2) a candidate verification stage.
Candidate selection stage. Before starting the search for the best matching image in the training set, we build a dictionary D. The entries, E, of the dictionary are comprised of ordered pairs in which the first element is histogram h of the ACR coefficients in the edge positions of the training image x, and the second element is the corresponding radius of blur, r = r(x).
In the remainder of this section, when the discussion is not explicitly related to the classification problem, we use g to denote an arbitrary image, either g = x or g = y. Further on, for simplification of the notation, we use h to denote the vector of frequency counts in the histogram of ACR coefficients of an image g, h = h(g) = h(ACR(g)). The number of bins used in histogram computation is denoted by N bins . Likewise, we use CogACR(g) to refer to the center of gravity of the ACR histogram of image g , that is CogACR(g) = CogACR(h(g)). Last, the similar notation shall be used to denote the CogACR of the ACR histogram in the dictionary element E i , CogACR(E i ) = CogACR(h(x i )).
Given the preceding notation, the dictionary D with a total of N T R entries E p can be described as
Now, we take a test image y and search the dictionary for all entries that satisfy the first similarity criterion: the CogACR of the test image is similar to the CogACR of the entry in D. As a similarity measure, d C , between CogACR values of the two images, g 1 and g 2 , we use simple Euclidean distance
The subset of dictionary entries which fall in the T C neighborhood of the CogACR(y) constitutes the candidate set, C, of size N C . This can be described as
Clearly, the smaller the threshold value of T C the less number of candidates N C . The influence of T C on the classification process is further discussed in Sections 4.4 and 5.
As remarked in Ref.
, 19 the candidate selection stage of image dictionary matching problem can be seen as a variation of the k -nearest neighbor search problem. Namely, similar to the k -nearest neighbor problem where the goal is to find k -nearest neighbors in the reference set, the candidate selection problem we described is aimed to find all dictionary entries whose distances are within a neighborhood determined by the threshold T C .
Candidate verification stage. In this stage, the distances between ACR histograms of the test image and the candidates are computed in order to verify the candidates and select the best matching one. To measure the distance between two histograms, we explored three common metrics known in the literature: histogram intersection, Kullback-Leibler distance (KL), and symmetrical Kullback-Leibler distance (SKL). The metric which proved best suited to the task is the SKL distance defined as
Here, b denotes the b-th bin of histogram h while h b is used to denote the count in the bin b, and b = 1, 2, ..., N bins .
Eventually, the candidate whose d SKL distance to the test image is the smallest is selected as the best match.
Novel NR blur estimation method
The proposed method for automated no-reference blur identification relies on the image similarity measure defined in the previous subsection. A schematic illustration of this method is given in Figure 5 . The input and output of the method are:
Input: A test image y, a dictionary of ACR histograms D.
Output: Estimated blur radius r.
In this model, the value of the threshold T C can be seen as a configurable parameter of the system.
The algorithm starts from its inputs and enters the candidate selection stage. Once it selects the set of most similar candidates, given the threshold T C , it proceeds to the candidate verification stage to find the best matching candidate. The estimate of the blur radius in the input image y is retrieved from the selected best match candidate entry. If we assume that the best match entry is E p = (h(x p ), r p ), where p ≤ N T R , then the estimated radius of blur is r(y) = r p . For convenience, this later stage of searching for the best match within the candidate set and finding the corresponding blur radius r of the test image y can also be described by the following formulation r = r(y) = argmin
where argmin denotes the argument of the minimum.
EXPERIMENTS AND RESULTS
Experimental data
The images we use in the experimental study are taken from the image collection proposed by Oliva and Torralba 11 and recently used by Moorthy and Bovik 20 to assess statistics of natural image distortions. There are 2688 natural scene images in this collection, split in 8 categories (databases): coast and beach (DB1), forest (DB2), highway (DB3), city center (DB4), mountain (DB5), open country (DB6), street (DB7), and tall building (DB8). Each category consists of several hundreds of color images in size 256×256 pixels. The details about size of each database, N DB , are mentioned in Table 1 .
Firstly, we convert the original color images to grayscale. These are degradation-free data. Two such examples from each category are shown in Figure 6 . Next, we create the distorted images by introducing blur to the data. This is done using the out-of-focus blur model from Equation (2) . Each image is distorted using N BL = 40 different values of blur radius varied in the range from 0.25 pixels to 10.00 pixels and with a uniform step of 0.25, r = {r ∈ R : r m = 0.25m, m = 1, 2, ..., N BL }.
The images in Figure 2 illustrate the perceived extent of image blurriness at r 8 = 2 pixels and r 20 = 5 pixels. Note that the 'Face' and 'Cactus' images are not in the 8 databases that we use in the following experiments. 
CogACR performance
We start with a simple experiment to objectively evaluate the performance of the CogACR metric in the task of estimating the radius of out-of-focus blur.
For all images in each DB1 to DB8, we compute the Spearman rank-order correlation coefficient (SROCC) between the CogACR scores and the actual blur radii. The experiments are carried out for degradation-free images together with their blur distorted realizations, thus a total of N DB (N BL + 1) images per database. The results are summarized in Table 1 .
For the purpose of comparison, the SROCC is also computed for two existing image distortion metrics: the peak signal-to-noise ratio (PSNR) and kurtosis which has been proposed as a measure of blur by Li et al. 21 These calculations are done in exactly the same experimental setup as those for the CogACR metric. The results are included in Table 1 .
Based on the SROCC, the CogACR appears more correlated to the blur radius than the other two metrics, and this for each of the 8 image categories. Furthermore, it exhibits a relatively high correlation to the level of blurriness in the image, ranging from about 0.93 in case of DB1 up to over 0.98 in case of DB7 or DB2.
Best matching images
To illustrate the performance of the proposed image similarity measure, we run a set of experiments searching for the best match. The experiments are carried out with the degradation-free images.
For each image category, we select a random subset of N T R = 200 degradation-free images to build the dictionary and another non-overlapping subset of N T S = 50 degradation-free images to be used as the test images. Using the similarity based method from Section 3.2, we select the best match from the dictionary for each test image.
The results of these experiments are illustrated in Figure 6 . We show one pair of the selected most similar images for each of the 8 data categories. Among these, the greatest similarity is observed between the best match images from DB2 (Forest) and DB5 (Mountain), while the smallest one is found among the best match images from DB1 (Coast & Beach), DB6 (Open Country) and DB8 (Tall Building).
NR blur identification
Next, we perform an extensive experimental study to evaluate the proposed NR blur metric based on the CogACR and the novel similarity metric. The study involves a range of experiments performed for each image category separately. Each experiment is characterized by the following list of parameters: training set X of the size N T R , testing set Y of the size N T S , the number of the considered blur levels N BL , and the value of the threshold parameter T C .
First, from each database DBi, i = 1, 2, ..., 8, we select two random subsets of images to build the training and the testing set, X and Y, respectively. These data splits are done such that there is no overlap between the two subsets. Also, note here that in these experiments the degradation-free and its corresponding blur distorted images are kept together. That is, for the purpose of describing the experiment design, we assume that a subset of Next, for each training set X, we compute the ACR histograms and build the dictionary D. This completes the set of necessary inputs for NR blur estimation algorithm described in Section 3.3 and Figure 5 . Now, we run the NR blur estimation procedure. For each of the N T S test images, we extract the candidate set of entries and find the best matching candidate. The radius of blur corresponding to the best match candidate is the estimated radius of blur for the given test image, r. In these experiments, the value of the threshold T C The results of all experiments for the largest among 8 image database, DB6 (Open Country), are depicted in Figure 7 . In the performance analysis of the proposed NR blur metric, we use as a figure of merit the absolute error between the estimated blur radius and the actual blur radius, Δ = |r − r * |. Here, r is the estimated value of blur radius and r * is the actual value of blur radius. There, we distinguish three conditions: (1) Δ ≤ 1 pixel, (2) 1 pixel < Δ ≤ 2 pixels, and (3) Δ > 2 pixels. The top, middle and bottom plots in Figure 7 , respectively, correspond to these three ranges of the absolute error in blur radius estimation. Different lines in each plot represent different value of the threshold T C .
Importantly, in order to avoid bias of the results and allow for their statistical significance to be evaluated, for each parameter setup of N Ref T R and N Ref T S , we explore 5 different random realizations of data grouping, training versus testing data. We then use the scores from these 5 realizations to estimate the error bars for our results. In Figure 7 , these are shown as ± standard deviation of the scores across 5 random initializations of each experiment. The bars from Figure 8 indicate that in 6 out of 8 considered image categories the absolute error Δ in estimated blur radius is less than or equal to 1 pixel in 85% or more of the considered cases of blur estimation. In addition, for all 8 databases, the percentage of cases in which Δ > 2 pixels remains below 5%, and most often it is even below 3%.
DISCUSSION
As an important indication of the performance of the novel CogACR blur metric, we observed in Table 1 that the correlation of the metric and the image blur radius is relatively high, in most considered image setups SROCC > 0.95. Compared to the PSNR, and especially to the kurtosis metric, performance of the CogACR is notably better across all considered image databases.
It is interesting to note here that the CogACR and the PSNR do not follow the same relative trends. For example, CogACR is highest correlated to the level of blurriness in DB2 where the PSNR is least correlated, while for DB4 or DB7 both distortion metrics are highly correlated with image blur. One possible reason for this difference in trends for the two metrics, PSNR and CogACR, could be the scope of image content which they use in their calculations. Namely, the PSNR is averaged over all image pixels while the CogACR is focused on the strongest edges in the image. Knowing that it is the edges in the image who are primarily influenced by blur, 8, 22 it may be expected that CogACR is able to give more accurate predictions of the level of blurriness.
Related to the proposed method for NR blur identification and the threshold parameter of the candidate selection, T C , we noted from the results shown in Figure 7 that the greater T C allows higher performance of the method. We remind that the greater T C means less strict condition of the CogACR based similarity, d C , as defined in Eq. 5. Then, the observed trend of greater T C resulting in greater accuracy of the blur estimation, may suggest that, once we are in the right neighborhood of CogACR values, T C neighborhood, the finer details of the ACR histogram become of high importance. That is exactly the point in the algorithm where we measure the similarity of ACR histograms, d SKL , as defined in Eq. 7. Again, this increased significance of all components of the ACR histogram, rather than only its center of gravity, point to the strong relationship between the content of the image and the effect of blur that can be measured or even perceived.
To end with, one more interesting aspect to discuss is the influence of size and structure of the dictionary on the performance of the proposed NR blur estimation. While always relatively high, we notice in Figure 8 that the performance of the metric slightly varies among different image categories. One reason for this could be different sensitivity of the metric to different types of image content, as discussed earlier. In that sense, we note that the NR blur metric approximately follows the trends in correlation coefficient of CogACR: the higher CogACR correlation, the higher percent of cases with high estimation accuracy, Δ > 1.
Nevertheless, the oscillation in algorithm performance could also be due to the effect of the dictionary. We noted in Figure 7 that the size of dictionary affects the performance of the method, the larger the dictionary the higher the performance, especially in the range of "smaller" dictionaries (N Ref T R ≤ 200, that is N T R ≤ 8200). Next to its size, it is very important to know how well and how complete the dictionary represents the data. In case of our method, one way to anticipate this would be looking at the statistics of d SKL obtained for the testing images. For example, in the experiments from Figure 8 , the mean value of the d SKL across all images in the testing set of the given image category (not shown here) are exactly proportional to the accuracy of the method in that image category: the higher the accuracy of the method, the smaller the average distance between the test image and its best match.
CONCLUSION AND FUTURE WORK
The work we present in this paper addresses the problem of blur identification in the scenario where the reference degradation-free image is not available. We start from our recently proposed blur metric named CogACR and use it to develop a novel fully automated algorithm for no-reference blur estimation. As part of the algorithm, we propose also a novel measure of image similarity. In contrast to the existing image similarity measures which are mainly context-based, the novel measure quantifies similarity of the edge-content in the images.
Our experimental results indicate high accuracy of the proposed NR blur metric over a wide range of out of focus blur. This, together with the earlier detailed analysis of the CogACR metric 9 which proved its high robustness to noise, suggest a promising potential for the proposed method of NR blur identification. These optimistic expectations are further encouraged by our recent investigations 18 indicating that the metric can be efficiently implemented on a commercially available processors where it achieves real-time performance even for HD video inputs.
Next to the more extensive testing and validation of the proposed method, our future efforts will be directed to the options for further improvement and efficiency of the classification methodology. One potential direction there, similar to the approach of 23 could be exploring the possibilities for SVM based design of the technique.
Finally, knowing that CogACR is sensitive to image content in the way which intuitively complies to the sensitivity of the human visual system, higher sensitivity to small distortions in high frequency image content compared to the low frequency one, there is a potential for using CogACR to build an algorithm for objective evaluation of the perceptual quality of images. Going in this direction, it might be worthwhile exploring the proposed metric performance on the salient regions of image 24 rather than on the whole image area as we do it now.
