This paper shows that a finitely presented monoid with linear Dehn function need not have a regular cross-section, strengthening the previously-known result that such a monoid need not be presented by a finite complete string rewriting system, and contrasting the fact that finitely presented groups with linear Dehn function always have regular cross-sections.
introduction
The use of isoperimetric and Dehn functions in group theory stems from the seminal paper of Gromov [Gro87] and its characterization of word-hyperbolic groups as groups having linear Dehn function. Another characterization of word-hyperbolic groups is admitting a Dehn presentation (equivalently, a presentation via a finite complete length-reducing rewriting system). Since the language of irreducible words of such a presentations is regular, this shows that any group with linear Dehn function has a regular cross-section.
Indeed, the word problem for both groups and monoids is closely tied to Dehn functions and cross-sections. It is well-known that a finitely presented monoid (possibly a group) has soluble word problem if and only if it had recursive Dehn function if and only if it has a recursive cross-section. Squier [Squ87] gave examples of monoids with soluble word problem that cannot be presented by finite complete rewriting systems, but these monoids still have regular cross-sections. Kobayashi [Kob95, § 4] gave an example of gave an example of a linear Dehn function monoid that cannot be presented by a finite complete rewriting system. However, this example still has a regular cross-section. In the present paper, Example 3.1 exhibits a linear Dehn function monoid that does not have a regular cross-section, thus filling in the last line in Table 1 .
But the real importance of this example comes from the rôle it plays in the possible generalization to monoids of word-hyperbolicity, using the various equivalent characterizations of word-hyperbolic groups. For instance, one may consider finitely generated monoids whose Cayley graphs of which form hyperbolic spaces (see, for example, [Cai, CS09] ); or one could monoids that satisfy Gilman's linguistic characterization of word-hyperbolicity for groups [Gil02] (see [CMa, DG04] ). Another possibility would be to consider monoids having linear Dehn function. However, the example in this paper shows that if one attempts to generalize using linear Dehn functions, one must abandon one of the fundamental properties of word-hyperbolic groups, viz., having a regular cross-section.
[The research described in this paper has been included in the second author's Ph.D. thesis [Mal12, § 7.2].]
preliminaries
We briefly recall the necessary definitions and terminology; see [BO93] for further background information on for string-rewriting systems.
A string rewriting system, or simply a rewriting system, is a pair (A, R), where A is a finite alphabet and R is a set of pairs (l, r), usually written l → r, known as rewriting rules or simply rules, drawn from A * × A * . The single reduction relation → R is defined as follows: u → R v (where u, v ∈ A * ) if there exists a rewriting rule (l, r) ∈ R and words x, y ∈ A * such that u = xly and v = xry. That is, u → R v if one can obtain v from u by substituting the word r for a subword l of u, where l → r is a rewriting rule. The reduction relation → * R is the reflexive and transitive closure of → R . The process of replacing a subword l by a word r, where l → r is a rule, is called reduction by application of the rule l → r; the iteration of this process is also called reduction. A word w ∈ A * is reducible if it contains a subword l that forms the left-hand side of a rewriting rule in R; it is otherwise called irreducible.
The rewriting system (A, R) is finite if both A and R are finite. The rewriting system (A, R) is noetherian if there is no infinite sequence u 1 , u 2 , . . . ∈ A * such that u i → R u i+1 for all i ∈ N. That is, (A, R) is noetherian if any process of reduction must eventually terminate with an irreducible word. The rewriting system (A, R) is confluent if, for any words u, u ′ , u ′′ ∈ A * with u → * R u ′ and u → * R u ′′ , there exists a word v ∈ A * such that u ′ → * R v and u ′′ → * R v. The rewriting system (A, R) is locally confluent if, for any words u, u ′ , u ′′ ∈ A * with u → R u ′ and u → R u ′′ , there exists a word v ∈ A * such that u ′ → * R v and u ′′ → * R v. A critical pair occurs when of left-hand sides of two (not necessarily distinct) rewriting rules can overlap: two rules l 1 → r 1 ) and l 2 → r 2 , such that there is either (1) l 1 = xy and l 2 = yz, so that xyz → R r 1 z and xyz → R xr 2 , or (2) l 1 = xl 2 y, so that l 1 → R r 1 and l 1 = xl 2 y → R xr 2 y. If, in case (1), there is a word w such that r 1 z → * R w and xr 2 → * R , or, in case (2), there is a word w such that r 1 → * R w and xr 2 y → * R w, then the critical pair is said to resolve. A rewriting system is locally confluent if and only if every critical pair resolves. A noetherian rewriting system is confluent if and only if it is locally confluent. A rewriting system that is both confluent and noetherian is complete.
The Thue congruence ↔ * R is the equivalence relation generated by → R . The elements of the monoid presented by A | R are the ↔ * R -equivalence classes. If (A, R) is complete, every ↔ * R -equivalence class contains a unique irreducible word, and any word in this class must reduce to that unique irreducible word. Two rewriting systems (A, R) and (A, S) are equivalent if ↔ * R and ↔ * S coincide, in which case the monoids presented by A | R and A | S are isomorphic.
A cross-section for the monoid presented by A | R is a language L over A containing exactly one word in each ↔ * R -equivalence class. The set of irreducible words of a complete rewriting system (A, R) forms a cross-section for the monoid presented by A | R . If (A, R) is also finite, the set of irreducible words,
is a regular cross-section of the monoid. 
be the least number of relations from R that can be applied to obtain v from u. Then
It is easy to see that the growth rate (in terms of n) of the Dehn function depends only on M, not on the choice of the presentation A | R . Thus this growth rate is an invariant of M. The monoid M has linear Dehn function if
the example
This paper is centred on the study of the following monoid:
Example 3.1. Let A = {a, b, c, 0} and let R consist of the following rewriting rules:
Notice that (A, R) is a finite rewriting system. Let M be the monoid presented by A | R . By Proposition 3.7 and 3.11 below, M has linear Dehn function and does not have a regular cross-section. In particular, M cannot be presented by a finite complete rewriting system.
[The rewriting system (A, R) has a prima facie resemblance to the example proven by Otto, Katsura & Kobayashi [OKK98, Example 6.4] not to have a regular cross-section; however, as observed in the introduction, this example has quadratic Dehn function.]
We begin with some preliminary results before proceeding to show that M has linear Dehn function and does not have a regular cross-section.
Let S consist of the rewriting rules (BA), (BC), and (Z), and also
Notice that the rewriting system (A, S) is infinite, and further that (ACC) is simply (ACAC) with n = 0.
Lemma 3.2. The rewriting systems (A, R) and (A, S) are equivalent (that is, ↔ * R and ↔ * S coincide) and hence A | S also presents the monoid M.
Proof of 3.2. Note that R ⊆ S. The only rules in S that are not in R are rules (ACAC) for n 1. Thus it suffices to show that
for all n 1. Proceed by induction on n: for n = 0, a 2 n+1 −1 ca n c = ac 2 ↔ R 0. So suppose (3.1) holds for n = k − 1; the aim is to show (3.1) holds for n = k:
(by induction; (3.1) with n = k − 1)
Hence, by induction, (3.1) holds for all n 1.
3.2
Lemma 3.3. The rewriting system (A, S) is complete.
Proof of 3.3. To see that the rewriting system (A, S) is noetherian, notice that rewriting rules (Z) and (ACAC) reduce the length of a word and (BC) decreases the number of letters b in a word. So any infinite sequence of reduction would involve infinitely many applications of (BA). To see that this is impos-
and define an ordering on k-tuples of non-negative integers by:
This is a well-ordering of such k-tuples. Since rewriting using (BA) always reduces (with respect to this order) the image under θ of some maximal subword over {a, b} * , it follows that no sequence of reduction can involve infinitely many applications of (BA). To see that (A, S) is confluent, notice first that any word containing 0 will always be rewritten to 0 using rules (Z), and so any critical pairs involving any of these rules always resolve. There are two remaining cases to consider.
First, the left-hand sides of (BA) and some rule (ACAC) may overlap in a word ba 2 k+1 −1 ca k c:
But b0 → 0 by (Z), and
(by (ACAC) with n = k + 1).
Thus such critical pairs resolve. Second, two left-hand sides of rules (ACAC) may overlap in a word of the form a 2 m+2 k+1 −1 ca m+2 k+1 −1 ca k c, where m 0:
but such a critical pair resolves because both of these words reduce to 0. Hence all critical pairs resolve and so (A, S) is locally confluent and hence, since it is noetherian, confluent. So (A, S) is complete.
3.3
Lemma 3.4. For any word w ∈ A * containing a symbol 0, d R (w, 0) |w|.
Proof of 3.4.
At most |w| applications of rules (Z) reduces w to 0.
3.4
Lemma 3.5. For every k 0,
which is less than the length of the word a 2 k+1 −1 ca k c.
Proof of 3.5. Proceed by induction on
Therefore, by induction, the result holds for all k.
3.5
Notice that a word ba d k · · · ba d 1 c (where k, d i ∈ N ∪ {0}) can be reduced by iteratively moving the rightmost letter b to the right using rule (BA) and then, when it is next to the letter c, removing it by rule (BC). Each application of (BC) produces a single letter a to the right of the letter c. That is,
for some function f. [Notice that f is well-defined because (A, S) is confluent and a f(d k ,...,d 1 ) ca k is irreducible with respect to S.]
Lemma 3.6. The function f is defined on tuples of non-negative integers by
Proof of 3.6. First, we derive a recursive expression for
(by the definition of f)
3.6
Proposition 3.7. The monoid M has linear Dehn function.
Proof of 3.7.
It is necessary to show that there is a constant C such that if u, v ∈ A * are such that u ↔ * R v, then d R (u, v) C(|u| + |v|). We consider two cases separately:
In this case, it suffices to prove that there is a constant C such that d R (w, 0) < C|w| whenever w ↔ * R 0, for then
So let w ∈ {a, b, c, 0} * be such that w ↔ * R 0 in M. If 0 is present in w, then d R (w, 0) |w| by Lemma 3.4. So assume without loss of generality that w ∈ {a, b, c} * .
Apply the reverse of rule (BA) to w as much as possible, replacing all subwords a 2 b with ba, and resulting in a word w ′ . Since each such application decreases the number of symbols a, it can be applied at most |w| times, so d R (w, w ′ ) |w|. Furthermore, this process always results in a shorter word, so |w ′ | |w|. Now, w ′ → * S 0. Let us reduce w ′ as follows: at each step, proceed as follows:
1. If there is a subword of the form a 2 k+1 −1 ca k c, apply the rule (ACAC) with n = k, to get a word of the form containing a symbol 0, then reduce to 0 using rules (Z) and stop.
2. Otherwise, find the rightmost letter b that lies somewhere to the left of some letter c. Shift it to the right by iteratively applying (BA) until it is immediately to the left of the letter c, then remove it using (BA).
Repeat this until the reduction process terminates with an irreducible word. Since (A, S) is complete, reduction must terminate with 0. The only way a symbol 0 can be introduced is by application of a rule (ACAC), as described in case 1 above. Therefore a subword a 2 k+1 −1 ca k c must appear at some point:
By our choice of reduction, only case 2 is used in the reduction w ′ → * S αa 2 k+1 −1 ca k cβ. This means that this reduction only involves shifting letters b to the right using (BA) and removing letters b using (BC). Now, it is possible that w ′ already contains a subword of the form a 2 k+1 −1 ca k c. Let us eliminate this case before continuing. Suppose w ′ = pa 2 k+1 −1 ca k cq for some p, q ∈ {a, b, c} * . Then
So assume that w ′ contains no such subword. Then in order for the subword a 2 n+1 −1 ca n c to appear in the reduction (3.2), the following must hold with respect to the two distinguished letters c that eventually lie in that subword: to the left of at least one of these letters c there must be some letters b that are shifted to the right using (BA) and then removing them using (BC), with the c involved in this rule being the distinguished one. Formally, there exist µ 1 , µ 2 ∈ {a, b} * and α 1 , β 1 ∈ {a, b, c} * , and p with 0 p n, such that
Since no letters b could be removed from µ 1 , it follows that µ 1 = a m for some m p. Consider the reduction µ 2 cβ 1 → * S a n−p cβ. This process must remove all the letters b from µ 2 . There may also be some reduction involving letters from β 1 or words to which β 1 can be reduced. But since our rewriting system is complete, we may choose to remove all the letters b from µ 2 first, and only after that to any remaining reduction µ 2 cβ 1 to a n−p cβ. Formally, this can be expressed as follows. Let l = |µ 2 | b . Then l n − p since a letter a is produced to the left of the letter c whenever (BC) is applied. Then there exists s l such that µ 2 c → * S a s ca l and a l β 1 → * S β. For future use, let t ′ , e l , . . . , e 1 0 be such that µ 2 = a t ′ ba e l · · · ba e 1 . Now consider the reduction α 1 ca m → * S αa 2 n+1 −1 ca p . In this reduction it is only possible to shift letters b to the right using (BA) and to remove them using (BC). To produce the correct number of letters a to the right of the distinguished letter c, (BC) has to be applied p − m times. ( 
Let us summarize the information we collected so far; brackets have been added for clarity:
Thus we can assume without loss of generality that β = a l β 1 and α = α 2 . By the definition of the function f, applied to the reductions (3.3) and (3.4),
Rearranging (3.6), substituting in (3.5), and applying Lemma 3.6 gives
where f( e) is an abbreviation for f(e l , . . . , e 1 ). Now our aim is to prove that p − m = 0. Assume the converse, that p − m 1. Since w ′ does not contain subwords a 2 b (recall that we removed all such subwords in obtaining w ′ from w), it follows that
Then (3.7) gives us
Multiply both sides of this inequality by 2 m−p to get
Lemma 3.8. The rewriting systems ({a, b, c}, T) and ({a, b, c}, U) are equivalent (that is, ↔ * T and ↔ * U coincide) and hence A | U also presents the monoid N.
Proof of 3.8. Since T ⊆ U, and the only rules in U that do not appear in T are rules (BAC) for n 1, it is sufficent to observe that for any n 1,
↔ T a 2n+1 ca (by (BC)).
3.8
Lemma 3.9. The rewriting system ({a, b, c}, U) is complete.
Proof of 3.9. Rules (BAC) reduce the number of letters b in a word; rules (AAB) shorten a word. Hence there cannot be an infinite sequence of applications of these rewriting rules. Hence ({a, b, c}, U) is noetherian. The only possible overlap of left-hand sides of rules is an overlap of (AAB) with some rule (BAC) in a word a 2 ba n c:
but ba n+1 c → U a 2n+3 ca by (BAC). Hence ({a, b, c}, U) is confluent.
3.9
Lemma 3.10. The monoid N is left-cancellative:
Proof of 3.10. Let u, v ∈ A * and x ∈ A. Without loss of generality assume that u and v are irreducible with respect to U. Suppose that xu ↔ * T xv. Then xu → * U w and xv → * U w for some irreducible word w. If both xu and xv are irreducible, then xu = w = xv. So suppose, without loss of generality, that xu is reducible. Then since u is irreducible, the first application of a rewriting rule to xu must include the leftmost letter, x. Consider the three possibilities for x in turn:
1. x = a. Then the first rule applied must be (AAB) and so u = abu ′ .
Notice that u cannot contain a letter c, for then u would contain ba k c as a subword for some k 0. Let m be maximal (possibly m = 0) such that u ′ = (ab) m u ′′ . If u ′′ begins with a, then u ′′ = a l for some l, since u ′′ cannot begin ab (by the maximality of m) or contain a 2 b as a subword. So u = (ab) m+1 u ′′ . Thus au = a(ab) m+1 u ′′ → * U b m+1 au ′′ . Now either b m+1 au ′′ = b m+1 a l+1 or b m+1 au ′′ = b m+1 abu ′′′ , where u ′′ = bu ′′′ . In either case, b m+1 au ′′ is irreducible. Since av → * U b m+1 au ′′ , the word av cannot be irreducible. Parallel reasoning then shows that v = (ab) n+1 v ′′ and av → * U b n+1 av ′′ , which is irreducible. Thus b m+1 au ′′ = b n+1 av ′′ and so m = n and u ′′ = v ′′ . Hence u = v.
2. x = b. Then the first rule applied must be (BAC) and u = a k cu ′ for some k. Then bu = ba k cu ′ → * U a 2k+1 cau ′ . No further rewriting can affect the prefix up to and including the letter c. So bv must also rewrite to a word beginning with a 2k+1 c. Hence v = a k cav ′ , and bv → * U a 2k+1 cav ′ . Since rewriting canot affect the prefix up to and including c, it follows that au ′ and av ′ must rewrite to the same irreducible word. Hence, since a left-cancels by part 1 above, u ′ = v ′ . Therefore u = v.
3. x = c. Since no rewriting rule in U has left-hand side beginning with c, the words cu and cv are irreducible and so cu = cv and hence u = v.
3.10
We aim to show by complete induction on ℓ = |w 1 |+|w 2 | that if w 1 ↔ * T w 2 , then d T (w 1 , w 2 ) ℓ. The base case of ℓ = 0 is obvious. Now we do the induction step. Let w 1 , w 2 ∈ {a, b, c} * be such that w 1 ↔ * T w 2 . By at most ℓ applications of the rule (AAB) we perform the reductions w 1 → * U u 1 and w 2 → * U u 2 , where the words u 1 and u 2 do not contain any subword a 2 b. Since each application of (AAB) decreases the length of the word by 1, it follows that d T (w 1 , u 1 ) |w 1 |−|u 1 | and d T (w 2 , u 2 ) |w 2 |−|u 2 |.
The number of letters c in u 1 and u 2 coincide. If there are no letters c in u 1 or u 2 , then u 1 and u 2 must be irreducible and so u 1 = u 2 (since (A, U) is confluent) and so
So assume that u 1 and u 2 contain at least one letter c. Then u 1 = p 1 cq 1 and u 2 = p 2 cq 2 where p 1 , p 2 ∈ {a, b} * . One easily sees that p 1 = ε if and only if p 2 = ε. In the case where p 1 = p 2 = ε we have cq 1 ↔ * T cq 2 , and hence q 1 ↔ * T q 2 by left-cancellativity and then by induction
Therefore we can assume that p 1 and p 2 are non-empty. Again, by leftcancellativity, we may assume that p 1 and p 2 start with different letters. Without loss of generality, suppose p 1 = ap ′ 1 and p 2 = bp ′ 2 . If p ′ 1 contains letters b, then since p 1 does not contain a subword a 2 b, we obtain that p ′ 1 = bp ′′ 1 , where p ′′ 1 ∈ {a, b} * . But then in reducing p 1 c = abp ′′ 1 c and p 2 c = bp ′ 2 c to normal form using U, the last applications of (BAC) to each word, both of which involve the distinguished letters b, produce an odd number of letters a to the left of c, and there is already an extra letter a in p 1 c. Thus p 1 c = abp ′′ 1 c → * U a 2r ca d and p 2 c = bp ′ 2 c → * U a 2s+1 ca e , which is a contradiction. Thus p ′ 1 cannot contain any letters b; hence p 1 = a g . Thus p 1 c = a g c is irreducible. Recall that p 2 does not contain a subword ab. So reducing p 2 c to a normal form word only involves rules (BAC), since applying such a rule cannot create a subword ab to the left of the letter c and only introduces letters a to the right of the letter c. That is, p 2 c → * U a h ca k , where k is the number of letters b in p 2 , or equivalently the number of applications of rules (BAC). Since a h ca k is irreducible, g = h, an since each application of a rule (BAC) produces at least one letter a to the left of c, h k; hence |p 1 | > k. Furthermore, q 1 ↔ * T a k q 2 . Finally, notice that |u i | |p i | + |q i | k + |q i | for i = 1, 2. Therefore
This finishes the induction step proof and we conclude that N has linear Dehn function. Hence if w, w ′ ∈ {a, b, c, 0} * are such that w ↔ * w ′ ↔ * 0, then d R (w, w ′ ) |w 1 | + |w 2 |.
This completes the proof: M has linear Dehn function.
3.7
Proposition 3.11. The monoid M does not have a regular cross-section.
