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Abstract
In this paper we introduce the notion of a partial action of a groupoid on a ring as well
as we give a criteria for the existence of a globalization of it. We construct a Morita
context associated to a globalizable partial groupoid action and we introduce the notion
of a partial Galois extension, which is related to the strictness of this context.
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Introduction
The notion of a partial groupoid action is introduced in this paper as a
generalization of a partial group action [15, 12] as well as of a partial ordered
groupoid action [7]. The notion of a partial group action was introduced by
Exel in [15] and it was motivated by questions originated in the context of
group actions on C∗-algebras (see, for instance, [3], [14] and [19]). A purely
algebraic study of partial group actions was done in [12] and a corresponding
Galois theory was developed in [13], stimulating further investigations by
several others authors, see [11] for a more extensive bibliography.
Partial group actions can be easily obtained as restrictions of global ones,
and this fact led to the important question on knowing under what conditions
a given partial action is of this type. This question was first considered by
Abadie [1] in the context of continuous partial group actions on topological
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spaces and C⋆-algebras. The algebraic version of globalization (or enveloping
action) of a partial group action was given by Dokuchaev and Exel in [12]. A
nice approach on the relevance of the relationship between partial and global
group actions, in several branches of mathematics, can be seen in [11].
Groups are particular examples of groupoids (or ordered groupoids) and
any partial group action has, as in the global case, a natural groupoid asso-
ciated (see [2], [17] and [6]). Thus, it is natural to consider the study and
the development of an algebraic theory on partial groupoid actions.
Partial ordered groupoid actions were introduced by Gilbert in [17] as
ordered premorphisms and a study of them from an algebraic point of view
was presented in [7].
We start this paper by introducing the formal definition of a partial action
α of a groupoid G on a ring R (section 1) and the formal definition of a
globalization of α as a global action β of G on a suitable ring T , satisfying
some appropriate conditions (section 2). We also give necessary and sufficient
conditions for the existence of such a globalization (section 2), generalizing
the corresponding result of [12], as well as we prove that the partial skew
groupoid ring R ⋆α G (whose notion was introduced in [7]) and the (global)
skew groupoid ring T ⋆β G are Morita equivalent, whenever the existence
of (T, β) is ensured (section 3). This previous result and its proof are the
versions for partial groupoid actions of the corresponding adaptations to a
purely algebraic setting made in [12, Theorem 5.2] of [1, Theorem 3.3].
For the rest of the paper is assumed that α is globalizable, with global-
ization (T, β). In the section 4 we introduce the notion of the subring Rα
of the elements of R that are invariant under the partial action α, we prove
that the rings Rα and T β are isomorphic, and we construct a Morita context
relating the rings Rα and R ⋆α G. In the section 5 we present the notion
of an α-partial Galois extension of R, associating to it the Morita context
constructed in the section 4.
An action of a groupoid G on a K-algebra R (K being a subring of the
center of R) naturally induces an structure of a KG-module algebra on R, in
the sense of [9]. In the section 6 we briefly discuss the relationship between
these two notions.
Throughout this paper by ring we mean a non-necessarily commutative
and non-necessarily unital ring.
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1. Partial actions of groupoids
In this section we will introduce the notion of a partial groupoid action,
which is slightly more general than the notion of a partial ordered groupoid
action given in [7]. We start recalling some notions and notations related to
groupoids.
Groupoids are usually presented as small categories in which every mor-
phism is invertible. But they can also be regarded, as algebraic structures, as
a natural generalization of groups. We will adopt here the algebraic version
of a groupoid given in [18]. A groupoid is a non-empty set G equipped with
a partially defined binary operation, that we will denote by concatenation,
for which the usual axioms of a group hold whenever they make sense, that
is:
(i) For every g, h, l ∈ G, g(hl) exists if and only if (gh)l exists and in this
case they are equal.
(ii) For every g, h, l ∈ G, g(hl) exists if and only if gh and hl exist.
(iii) For each g ∈ G there exist (unique) elements d(g), r(g) ∈ G such
that gd(g) and r(g)g exist and gd(g) = g = r(g)g.
(iv) For each g ∈ G there exists an element g−1 ∈ G such that d(g) = g−1g
and r(g) = gg−1.
It follows from this definition that the element g−1 is unique with the
properties described in (iv) as well as that (g−1)−1 = g, for every g ∈ G.
Furthermore, for every g, h ∈ G, the element gh exists if and only if d(g) =
r(h) if and only if h−1g−1 exists and, in this case, we have (gh)−1 = h−1g−1,
d(gh) = d(h) and r(gh) = r(g). We will denote by G2 the subset of the pairs
(g, h) ∈ G×G such that d(g) = r(h).
An element e ∈ G is called an identity of G if e = d(g) = r(g−1), for some
g ∈ G. In this case e is called the domain identity of g and the range identity
of g−1. We will denote by G0 the set of all identities of G. For any e ∈ G0
we have d(e) = r(e) = e, e−1 = e and we will denote by Ge the set of all
g ∈ G such that d(g) = r(g) = e. Clearly, Ge is a group called the isotropy
(or principal) group associated to e.
A partial action α of a groupoid G on a ring R is a pair
α = ({Dg}g∈G, {αg}g∈G),
where for each g ∈ G, Dr(g) is an ideal of R, Dg is an ideal of Dr(g) and
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αg : Dg−1 −→ Dg is an isomorphism of rings, and the following conditions
hold:
(i) αe is the identity map IDe of De,
(ii) α−1h (Dg−1 ∩Dh) ⊂ D(gh)−1 ,
(iii) αg(αh(x)) = αgh(x), for every x ∈ α
−1
h (Dg−1 ∩Dh),
for all e ∈ G0 and (g, h) ∈ G
2.
The domain (resp., range) of the composition αgαh is, by definition, the
largest domain (resp., range) where it makes sense, that is, the domain of
αgαh is given by dom(αgαh) = α
−1
h (Dg−1 ∩Dh) and its range by ran(αgαh) =
αg(Dg−1 ∩Dh).
Note that, by the conditions (ii) and (iii), the map αgh is an extension
of the composition αgαh. We say that α is global if αgαh = αgh for all
(g, h) ∈ G2.
Lemma 1.1 Let α = ({Dg}g∈G, {αg}g∈G) be a partial action of a groupoid
G on a ring R. Then, the following statements hold:
(i) α is global if only if Dg = Dr(g) for all g ∈ G.
(ii) α−1g = αg−1 , for all g ∈ G.
(iii) αg(Dg−1 ∩Dh) = Dg ∩Dgh, for all (g, h) ∈ G
2.
Proof. Suppose that α is a global action. So, αg(Dg−1∩Dh) = ran(αgαh) =
ran(αgh) = Dgh, for all (g, h) ∈ G
2. In particular, Dg = Dr(g), for all g ∈ G.
Conversely, assume that Dg = Dr(g) for all g ∈ G. Then,
dom(αgαh) = α
−1
h (Dg−1 ∩Dh) = α
−1
h (Dd(g) ∩Dr(h))
= α−1h (Dr(h)) = α
−1
h (Dh) = Dh−1
= Dd(h) = Dd(gh) = D(gh)−1
= dom(αgh).
for all (g, h) ∈ G2. Consequently, αgαh = αgh.
The assertion (ii) is an immediate consequence from the definition of a
partial action. The last statement has a proof similar to that of [7, Corollary
2.2 (ii)].
Remark 1.2 It is immediate to see from the above that the pair α(e) =
({Dg}g∈Ge, {αg}g∈Ge) is a partial action (in the sense of [12]) of the group Ge
on the ring De, for every e ∈ G0.
4
Example 1.3 We can obtain examples of partial action of a groupoid by
restriction of a global action, in a standard way. Indeed, consider a global
action β = ({Eg}g∈G, {βg}g∈G) of a groupoid G on a ring T and for each
e ∈ G0 let De be an ideal of Ee (for instance, if I is any ideal of T it suffices
to take De = I ∩ Ee). Then, Dg = Dr(g) ∩ βg(Dd(g)) is an ideal of Dr(g)
and αg = βg|D
g−1
is an isomorphism of rings, for all g ∈ G. Now, take
R =
∏
e∈G0
De and, for each e ∈ G0, let ιe : De → R denote the map given
by ιe(x) = (xl)l∈G0 , with xe = x and xl = 0 for all l 6= e. Setting ιg = ιr(g)|Dg ,
D′g = ιg(Dg) and α
′
g = ιgαgι
−1
g−1
: D′
g−1
→ D′g, it is immediate to verify that
α′ = ({D′g}g∈G, {α
′
g}g∈G) is a partial action of G on R. If, in particular,
each De, e ∈ G0, is of the type De = I ∩ Ee for some ideal I of T , then
α = ({Dg}g∈G, {αg}g∈G) is also a partial action of G on I (see [7, Example
2.6(2)]). We shall say that α′ (resp., α) is a restriction of β to R (resp., I).
Now, take (in the above example) the ideal Eg =
∑
r(h)=r(g) βh(Dd(h))
of Eg and set βg = βg|E
g−1
, for each g ∈ G. Let T =
∏
e∈G0
Ee and ιe :
Ee → T be the map defined similarly as above, for every e ∈ G0. Setting,
E ′g = ιr(g)(Eg) and β
′
g = ιr(g)βgι
−1
d(g) : E
′
g−1
→ E ′g, one can easily see that
R ⊆ T , D′g ⊆ E
′
g and β
′ = ({E ′g}g∈G, {β
′
g}g∈G) is also a global action of G
on T , whose restriction to R also coincides with α′. We will see, in the next
section, that any partial action α = ({Dg}g∈G, {αg}g∈G) of a groupoid G on a
ring R can be obtained in this way “up to some equivalence”, provided that
Dg is a unital ring for all g ∈ G.
2. Globalization
A global action β = ({Eg}g∈G, {βg}g∈G) of a groupoid G on a ring T is
called a globalization of a partial action α = ({Dg}g∈G, {αg}g∈G) of G on a
ring R if, for each e ∈ G0, there is a monomorphism of rings ϕe : De → Ee
such that the following properties are satisfied:
(i) ϕe(De) is an ideal of Ee,
(ii) ϕr(g)(Dg) = ϕr(g)(Dr(g)) ∩ βg(ϕd(g)(Dd(g))),
(iii) βg ◦ ϕd(g)(a) = ϕr(g) ◦ αg(a), for all a ∈ Dg−1,
(iv) Eg =
∑
r(h)=r(g) βh(ϕd(h)(Dd(h))).
We say that β is unique up to equivalence if for any global action β ′ =(
{E ′g}g∈G, {β
′
g}g∈G
)
of G on a ring T ′, which also is a globalization of α,
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there exists, for each e ∈ G0, an isomorphism of rings ψe : E
′
e → Ee such
that βg ◦ ψd(g)(a) = ψr(g) ◦ β
′
g(a), for all a ∈ E
′
d(g).
Theorem 2.1 Let α = ({Dg}g∈G, {αg}g∈G) be a partial action of a groupoid
G on a ring R and suppose that De is a unital ring for each e ∈ G0. Then, α
admits a globalization β if and only if each ideal Dg, g ∈ G, is a unital ring.
Furthermore, if β exists then it is unique up to equivalence.
Proof. If β = ({Eg}g∈G, {βg}g∈G) is a globalization for α and ϕe : De →
Ee, e ∈ G0, are the corresponding ring monomorphisms, then ϕr(g)(Dg) =
ϕr(g)(Dr(g)) ∩ βg(ϕd(g)(Dd(g))) is clearly a unital ring so Dg also is, for every
g ∈ G.
Conversely, assume that each Dg, g ∈ G, is a unital ring with identity 1g.
Thus, 1g is a central idempotent of R and Dg = Dr(g)1g = R1g.
Let F = F(G,R) be the ring of all maps from G into R and, for each
g ∈ G, put Xg = {h ∈ G : r(h) = r(g)} and Fg = {f ∈ F | f(h) =
0, for all h 6∈ Xg}. Clearly, Fg is an ideal of F and Fg = Fr(g). From now on
and according to the notational convenience, we will also denote the value
f(h) ∈ R by f |h, for all f ∈ F and h ∈ G.
For g ∈ G and f ∈ Fg−1 let βg : Fg−1 → Fg be the map given by
βg(f)|h =
{
f(g−1h), if h ∈ Xg
0, otherwise
Notice that if h ∈ Xg then r(h) = r(g) = d(g
−1) which implies that the
product g−1h exists and r(g−1h) = r(g−1). Thus, βg is well defined. Clearly,
βg is a ring homomorphism. Furthermore, for g ∈ G, f ∈ Fg−1 and h ∈ Xg−1
we have
βg−1 ◦ βg(f)|h = βg(f)|gh = f(g
−1(gh))
= f(d(g)h) = f(r(h)h) = f(h).
Similarly, βg ◦ βg−1(f)|h = f(h), for all f ∈ Fg and h ∈ Xg. Thus, βg is a
ring isomorphism.
Note that βe = IFe , for all e ∈ G0 and βgh(f)|l = f((h
−1g−1)l) =
f(h−1(g−1l)) = βg ◦ βh(f)|l, for all f ∈ Fh−1 , l ∈ Xg and (g, h) ∈ G
2.
Hence, β = ({Fg}g∈G, {βg}g∈G) is a global action of G on F.
Now, for each e ∈ G0, define ϕe : De → Fe given by
ϕe(a)|h =
{
αh−1(a1h), if r(h) = e
0, otherwise
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for all a ∈ De and h ∈ G. It follows directly from the definition that ϕe(a)|e =
a. Thus, ϕe is a monomorphism of rings, for all e ∈ G0.
Let Eg be the subring of Fg generated by
⋃
r(h)=r(g) βh(ϕd(h)(Dd(h))), for
all g ∈ G. Notice that ϕd(g)(Dd(g)) ⊆ Ed(g). Let T =
∏
e∈G0
Ee and, for
each e ∈ G0, let ιe : Ee → T be the injective map given by ιe(x) = (xl)l∈G0 ,
with xe = x and xl = 0 for all l 6= e. For convenience of notation we will
identify Ee with ιe(Ee) and ϕe with ιe ◦ ϕe, as well as we will denote also
by the same βg, the ring isomorphism given by the composition map ιr(g) ◦
βg|E
g−1
◦ ι−1
d(g) from ιd(g)(Eg−1) ≡ Eg−1 onto Eg ≡ ιr(g)(Eg). By construction,
β = ({Eg}g∈G, {βg}g∈G) is a global action of G on T . Our goal is to show
that β is a globalization of α. We start by checking the property (iii) of the
definition of a globalization, namely:
βg ◦ ϕd(g)(a) = ϕr(g) ◦ αg(a), for all a ∈ Dg−1 .
Consider g ∈ G, a ∈ Dg−1 and h ∈ G. There are two possibilities to con-
sider. In the first, r(h) = r(g). In this case, ϕr(g)(αg(a))|h = αh−1(αg(a)1h)
and βg(ϕd(g)(a))|h = ϕd(g)(a)|g−1h = αh−1g(a1g−1h). However, by [7, Corollary
2.2], αh−1g(a1g−1h) ∈ αh−1g(Dg−1 ∩ Dg−1h) ⊂ Dh−1 and αh−1g(1g−11g−1h) =
1h−11h−1g. Since a1g−1h1g−1 ∈ Dg−1 ∩Dg−1h, it follows that
βg(ϕd(g)(a))|h = αh−1g(a1g−1h) = αh−1g(a1g−1h)1h−1
= αh−1g(a1g−1h)αh−1g(1g−11g−1h) = αh−1g(a1g−1h1g−1)
= αh−1(αg(a1g−1h1g−1)) = αh−1(αg(a1g−1)αg(1g−11g−1h))
= αh−1(αg(a)1h) = ϕr(g)(αg(a))|h.
In the second, r(h) 6= r(g). In this case, we have ϕr(g)(αg(a))|h = 0 =
βg(ϕd(g)(a))|h.
The next step is to show that
ϕr(g)(Dg) = ϕr(g)(Dr(g)) ∩ βg(ϕd(g)(Dd(g))).
Given g ∈ G and c ∈ ϕr(g)(Dr(g)) ∩ βg(ϕd(g)(Dd(g))), there exist a ∈
Dr(g) and b ∈ Dd(g) such that c = ϕr(g)(a) = βg(ϕd(g)(b)). Then, a =
a1r(g) = αr(g)−1(a1r(g)) = ϕr(g)(a)|r(g) = βg(ϕd(g)(b))|r(g) = ϕd(g)(b)|g−1r(g) =
ϕd(g)(b)|g−1 = αg(b1g−1) ∈ Dg and so c = ϕr(g)(a) ∈ ϕr(g)(Dg). Con-
versely, if c ∈ ϕr(g)(Dg) then c = ϕr(g)(a), for some a ∈ Dg. Taking
b = αg−1(a) ∈ Dg−1 we have βg(ϕd(g)(b))
(iii)
= ϕr(g)(αg(b)) = ϕr(g)(a). So,
c ∈ ϕr(g)(Dr(g)) ∩ βg(ϕd(g)(Dd(g))).
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To conclude that β is a globalization of α, it remains to prove that ϕe(De)
is an ideal of Ee for all e ∈ G0. To see this it is enough to check that
ϕe(b)βh(ϕd(h)(a)) and βh(ϕd(h)(a))ϕe(b) are elements of ϕe(De), for all h ∈ Xe,
a ∈ Dd(h) and b ∈ De. Given l ∈ G, we have again two possibilities to
consider. In the first, r(l) = r(h) = e. Since αh(a1h−1)b ∈ De, we obtain
βh(ϕd(h)(a))ϕe(b)|l = (ϕd(h)(a)|h−1l)(ϕe(b)|l) = αl−1h(a1h−1l)αl−1(b1l)
= αl−1(αh(a1h−1)b1l) = ϕe(αh(a1h−1)b)|l.
In the second, r(l) 6= r(h) = e and so
βh(ϕd(h)(a))ϕe(b)|l = 0 = ϕe(αh(a1h−1)b)|l.
Hence, βh(ϕd(h)(a))ϕe(b) = ϕe(αh(a1h−1)b) ∈ ϕe(De). Similarly we also have
ϕe(b)βh(ϕd(h)(a)) ∈ ϕe(De).
To end the proof it is required to show the uniqueness (up to equivalence)
of the globalization β of α. Notice that Eg =
∑
r(h)=r(g) βh(ϕd(h)(Dd(h))), for
every g ∈ G. This is an immediate consequence from the fact that each
ϕd(h)(Dd(h)) is an ideal of Ed(h), as proved above.
Now, suppose that β ′ = ({E ′g}g∈G, {β
′
g}∈G) is a global action of G on a
ring T ′ and also a globalization of α. Then, for each e ∈ G0, there exists a
rind monomorphism ϕ′e : De → E
′
e satisfying the conditions (i)-(iv) of the
definition of a globalization.
For each e ∈ G0, consider the map ηe : E
′
e → Ee given by∑
1≤i≤n
β ′hi(ϕ
′
d(hi)
(ai)) 7→
∑
1≤i≤n
βhi(ϕd(hi)(ai)),
with hi ∈ Xe and ai ∈ Dd(hi), for all 1 ≤ i ≤ n. First of all, we need to check
that ηe is well defined.
Suppose that
∑
1≤i≤n β
′
hi
(ϕ′d(hi)(ai)) = 0. For all l ∈ Xe, with d(l) = e,
and r ∈ Dd(l), we have
∑
1≤i≤n β
′
hi
(ϕ′d(hi)(ai))β
′
l(ϕ
′
d(l)(r)) = 0, which im-
plies that
∑
1≤i≤n β
′
l−1hi
(ϕ′d(hi)(ai))ϕ
′
d(l)(r) = 0. Since ϕ
′
d(l−1hi)
(Dd(l−1hi)) =
ϕ′d(hi)(Dd(hi)) is an ideal of E
′
d(hi)
, it follows that β ′
l−1hi
(ϕ′
d(l−1hi)
(Dd(hi))) is
an ideal of E ′
r(l−1). Note that β
′
l−1hi
(ϕ′d(hi)(ai))ϕ
′
d(l)(r) is contained in the
following ideal
β ′l−1hi(ϕ
′
d(l−1hi)
(Dd(hi))) ∩ ϕ
′
d(l)(Dd(l)) =
β ′l−1hi(ϕ
′
d(l−1hi)
(Dd(l−1hi))) ∩ ϕ
′
r(l−1hi)
(Dr(l−1hi))
(ii)
=
ϕ′r(l−1hi)(Dl−1hi) = ϕ
′
d(l)(Dd(l)1l−1hi) = ϕ
′
d(l)(Dd(l))ϕ
′
d(l)(1l−1hi)
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whose identity element is ϕ′d(l)(1l−1hi). Therefore,
β ′
l−1hi
(ϕ′d(hi)(ai))ϕ
′
d(l)(r) = β
′
l−1hi
(ϕ′d(hi)(ai))ϕ
′
d(l)(1l−1hi)ϕ
′
d(l)(r)
= β ′
l−1hi
(ϕ′d(hi)(ai))ϕ
′
d(l)(αl−1hi(1h−1i l
))ϕ′d(l)(r)
(iii)
= β ′
l−1hi
(ϕ′d(hi)(ai))β
′
l−1hi
(ϕ′d(hi)(1h−1i l
))ϕ′d(l)(r)
= β ′
l−1hi
◦ ϕ′d(hi)(ai1h−1i l
)ϕ′d(l)(r)
(iii)
= ϕ′d(l)(αl−1hi(ai1h−1i l
)r).
In a similar way we also get
βl−1hi(ϕd(hi)(ai))ϕd(l)(r) = ϕd(l)(αl−1hi(ai1h−1
i
l)r).
Thus,
0 =
∑
1≤i≤n
β ′l−1hi(ϕ
′
d(hi)
(ai))ϕ
′
d(l)(r) =
∑
1≤i≤n
ϕ′d(l)(αl−1hi(ai1h−1i l)r).
Since ϕ′d(l) is a monomorphism, it follows that
∑
1≤i≤n αl−1hi(ai1h−1i l)r = 0.
Hence,
0 =
∑
1≤i≤n
ϕd(l)(αl−1hi(ai1h−1i l
)r) =
∑
1≤i≤n
βl−1hi(ϕd(hi)(ai))ϕd(l)(r)
and applying βl we obtain∑
1≤i≤n
βhi(ϕd(hi)(ai))βl(ϕd(l)(r)) = 0, for all r ∈ Dd(l).
Hence, the element a =
∑
1≤i≤n βhi(ϕd(hi)(ai)) annihilates βl(ϕd(l)(Dd(l))), for
all l ∈ G with r(l) = e. In particular, a annihilates the ideal L of Eg given by∑
1≤i≤n βhi(ϕd(hi)(Dd(hi))), which is unital by [12, Lemma 4.4]. Since a ∈ L,
it follows that a = 0 and so ηe is a well defined homomorphism of rings. Actu-
ally, ηe is an isomorphism, whose inverse is given by
∑
1≤i≤n βhi(ϕd(hi)(ai)) 7→∑
1≤i≤n β
′
hi
(ϕ′d(hi)(ai)), with r(hi) = e and ai ∈ Dd(hi), for all 1 ≤ i ≤ n.
Finally, for each u = β ′h(ϕ
′
d(h)(a)), with r(h) = r(d(g)) = d(g), and
a ∈ Dd(h) we have ηr(g) ◦ β
′
g(u) = ηr(g)(β
′
gh(ϕ
′
d(h)(a))) = βgh(ϕd(h))(a) =
βg(βh(ϕd(h)(a))) = βg ◦ ηd(g)(u), which completes the proof.
Example 2.2 Let G = {d(g), r(g), g, g−1} be a groupoid and R = Ke1 ⊕
Ke2 ⊕ Ke3, where K is a unital ring and e1, e2, e3 are pairwise orthogonal
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central idempotents with sum 1R. Take Dd(g) = Ke1 ⊕ Ke2, Dr(g) = Dg =
Ke3, Dg−1 = Ke1, αd(g) = IDd(g) , αr(g) = IDr(g), αg(ae1) = ae3, αg−1(ae3) =
ae1 and note that α = ({Dg}g∈G, {αg}g∈G) is a partial action of G on R.
Observe that Xg−1 = {d(g), g
−1}, Xg = {r(g), g}, Fg−1 ≃ R×R via f 7→
(f(d(g)), f(g−1)) and Fg ≃ R×R via f 7→ (f(r(g)), f(g)). Assuming the nat-
ural identifications as in the proof of Theorem 2.1, we have that βg : Fg−1 →
Fg, (r, s) 7→ (s, r), for all (r, s) ∈ R×R. Also, ϕd(g)(Dd(g)) ≃ {(a, αg(a1g−1)) :
a ∈ Dd(g)} and ϕr(g)(Dr(g)) ≃ {(b, αg−1(b1g)) : b ∈ Dr(g)}. Since b1g = b, for
all b ∈ Dr(g), it follows that βg−1(ϕr(g)(Dr(g))) ⊂ ϕd(g)(Dd(g)). Consequently,
Ed(g) = Eg−1 = ϕd(g)(Dd(g)) ≃ Dd(g).
On the other hand, we have that βg(ϕd(g)(Dd(g)))(e3, e1) ⊂ ϕr(g)(Dr(g)).
Then,
Er(g) = Eg
= ϕr(g)(Dr(g))⊕ βg(ϕd(g)(Dd(g)))(1R − e3, 1R − e1)
= Dr(g) ⊕K
Hence, the globalization of α is the action β = ({Eg}g∈G, {βg}g∈G) of G on
T = R ⊕ Ke4 = Ke1 ⊕ Ke2 ⊕ Ke3 ⊕ Ke4, where e1, e2, e3, e4 are pairwise
orthogonal central idempotents with sum 1T , βd(g) = IEd(g), βr(g) = IEr(g),
βg(ae1 + be2) = ae3 + be4 and βg−1(ae3 + be4) = ae1 + be2, for all a, b ∈ K.
Remark 2.3 Let α = ({Dg}g∈G, {αg}g∈G) be a partial action of a groupoid
G on a ring R having a globalization β = ({Eg}g∈G, {βg}g∈G). Simplifying
notation, assume that De ⊂ Ee, for all e ∈ G0. Note that the group Ge
acts globally on Ee =
∑
r(h)=e βh(Dd(h)), and it is clear that the action of
Ge on the subalgebra
∑
h∈Ge
βh(De) of Ee is a globalization (in the sense of
[12]) of the partial action α(e) of Ge on De. In particular, Theorem 2.1 is a
generalization of [12, Theorem 4.5].
3. Morita Equivalence
Let α = ({Dg}g∈G, {αg}g∈G) be a partial action of a groupoid G on a ring
R and assume that each Dg is unital. Let β = ({Eg}g∈G, {βg}g∈G) be a global
action of G on a ring T and a globalization of α. Simplifying notation, we
will assume that De ⊆ Ee, for all e ∈ G0.
In this section we will see, under suitable conditions, that the partial
skew groupoid ring R ⋆α G and the skew groupoid ring T ⋆β G are Morita
equivalent.
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We start recalling that a Morita context is a six-tuple (R,R′,M,M ′, τ, τ ′)
where R and R′ are unital rings, M is an (R,R′)-bimodule, M ′ is an (R′, R)-
bimodule and τ : M ⊗R′M
′ → R and τ ′ : M ′⊗RM → R
′ are bimodule maps
satisfying the following conditions:
(i) τ(x⊗ x′)y = xτ ′(x′ ⊗ y), for all x, y ∈M and x′ ∈M ′,
(ii) τ ′(x′ ⊗ x)y′ = x′τ(x⊗ y′), for all x′, y′ ∈M ′ and x ∈M .
Following [20, Theorems 4.1.4 and 4.1.17], if τ and τ ′ are surjective then the
categories of left R-modules and left R′-modules are equivalent and the rings
R and R′ are called Morita equivalent. One also says, in this case, that the
corresponding Morita context is strict.
Following [7, Section 3], the partial skew groupoid ring R⋆αG correspond-
ing to α is defined as the direct sum
R ⋆α G =
⊕
g∈G
Dgδg
in which the δg’s are symbols, with the usual addition, and multiplication
determined by the rule
(xδg)(yδh) =
{
αg(αg−1(x)y)δgh if (g, h) ∈ G
2
0 otherwise,
for all g, h ∈ G, x ∈ Dg and y ∈ Dh.
Let A (resp. B) denote the partial skew groupoid ring (resp., the skew
groupoid ring ) R ⋆α G (resp., T ⋆β G). Let also 1g denote the identity
element of Dg, for all g ∈ G. As already observed in the former section, 1g is
a central idempotent of R and it is immediate to check that it also is a central
idempotent of T . So, we also have Dg = Dr(g)1g = Er(g)1g = R1g = T1g,
for all g ∈ G. Furthermore, it follows from Dg = Dr(g) ∩ βg(Dd(g)) that
1g = 1r(g)βg(1d(g)). We will also assume that G0 is finite, which is equivalent
to say that A is unital with 1A =
∑
e∈G0
1eδe, by [7, Proposition 3.3].
Proposition 3.1 Let R, T , G, α, β, A and B be as above. Then:
(i) B1A =
{∑
g∈G cgδg : cg ∈ βg(Dd(g)), for all g ∈ G
}
,
(ii) 1AB =
{∑
g∈G cgδg : cg ∈ Dr(g), for all g ∈ G
}
,
(iii) 1AB1A = A,
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(iv) B1AB = B.
Proof. (i) For every g ∈ G and s ∈ Eg we have s = βg(t), for some
t ∈ Eg−1 = Ed(g), and
(sδg)1A = (sδg)(1d(g)δd(g)) = sβg(1d(g))δg = βg(t1d(g))δg
with βg(t1d(g)) ∈ βg(Dd(g)), since Dd(g) is an ideal of Ed(g).
For the reverse inclusion, take a ∈ Dd(g) and cg = βg(a). Then,
cgδg = βg(a)δg = βg(a1d(g))δg = (cgδg)(1d(g)δd(g)) = (cgδg)1A.
(ii) For s ∈ Eg we have
1A(sδg) = (1r(g)δr(g))(sδg) = 1r(g)βr(g)(s)δg = 1r(g)sδg
with 1r(g)s ∈ Dr(g), because Dr(g) is an ideal of Eg.
Conversely, if cg ∈ Dr(g) then
cgδg = (1r(g)δr(g))(cgδg) = 1A(cgδg).
(iii) Consider a ∈ Eg. Then, a1g ∈ Dg and
1A(aδg)1A = (1r(g)aδg)(1d(g)δd(g))
= 1r(g)aβg(1d(g))δg
= 1gaδg.
The converse is immediate.
(iv) It is enough to show that B ⊆ B1AB. Since, for each h ∈ G,
Eh =
∑
r(g)=r(h) βg(Dd(g)), the result follows from (i) and (ii) because
βg(a)δh = (βg(a)δg)(1r(g−1h)δg−1h) ∈ (B1A)(1AB) = B1AB,
for all a ∈ Dd(g).
Theorem 3.2 Let R, T , G, α, β, A and B be as above and suppose that B
is unital. Then A = R ⋆α G and B = T ⋆β G are Morita equivalent.
Proof. Clearly, M = 1AB is a (A,B)-bimodule and N = B1A is a (B,A)-
bimodule. By Proposition 3.1, we have that τ : M ⊗B N → A, m ⊗ n 7→
mn and τ ′ : N ⊗A M → B, n ⊗ m 7→ nm are surjective bimodule maps
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and one can easily see by a straightforward calculation that the six-tuple
(A,B,M,N, τ, τ ′) is a Morita context.
4. The subring of invariants and the trace map
Throughout the rest of this paper α = ({Dg}g∈G, {αg}g∈G) will denote a
partial action of a finite groupoid G on a ring R such that each Dg is unital
with identity element 1g. Recall that, in this case, 1g is a central idempotent
of R and Dg = Dr(g)1g = R1g, for all g ∈ G.
We assume that β = ({Eg}g∈G, {βg}g∈G) is a globalization of α, acting
on a ring T . Recalling the construction of a globalization given in section
2, and in order to simplify notation, we also assume that T =
⊕
e∈G0
Ee,
R =
⊕
e∈G0
De and De is an ideal of Ee, for all e ∈ G0. Clearly, R is a
unital ring with identity element given by 1R =
∑
e∈G0
1e and, under the
assumptions considered, R = T1R.
Two relevant concepts which appear in Galois theory are the notions of
subring of invariants and trace map. The subring of invariants of R under α
is defined similarly as in [13] by
Rα = {x ∈ R : αg(x1g−1) = x1g, for all g ∈ G}.
Remark 4.1 Notice that Rα ⊆
⊕
e∈G0
D
α(e)
e . Indeed, any x ∈ R is of the
form x =
∑
e∈G0
xe, with xe ∈ De, and x ∈ R
α if and only if αg(xd(g)1g−1) =
xr(g)1g, for every g ∈ G. Similarly, we have that a =
∑
e∈G0
ae ∈ T
β if only if
βg(ad(g)) = ar(g), for all g ∈ G. In general, the inclusion R
α ⊆
⊕
e∈G0
D
α(e)
e is
strict as it is well shown in the following example: G = {d(g), r(g), g, g−1},
R = Ke1⊕Ke2⊕Ke3⊕Ke4⊕Ke5, whereK is a unital ring and e1, e2, e3, e4, e5
are pairwise orthogonal central idempotents with sum 1R, Dd(g) = Dg−1 =
Ke1 ⊕ Ke2, Dr(g) = Ke3 ⊕ Ke4 ⊕ Ke5, Dg = Ke3 ⊕ Ke4, αd(g) = IDd(g) ,
αr(g) = IDr(g), αg(ae1 + be2) = ae3 + be4 and αg−1(ce3 + de4) = ce1 + de2, for
all a, b, c, d ∈ K. It is immediate to check that α = ({Dg}g∈G, {αg}g∈G) is a
partial (not global) action of G on R, Rα = K(e1 + e3)⊕K(e2 + e4)⊕Ke5,
D
α(d(g))
d(g) = Ke1 ⊕Ke2 and D
α(r(g))
r(g) = Ke3 ⊕Ke4 ⊕Ke5.
The trace map is defined as the map tα : R→ R given by
tα(x) =
∑
g∈G
αg(x1g−1),
for all x ∈ R.
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Lemma 4.2 The map tα is a homomorphism of (R
α, Rα)-bimodules and
(i) tα(R) ⊆ R
α,
(ii) tα(αg(x)) = tα(x), for all x ∈ Dg−1 and g ∈ G.
Proof. The first assertion is obvious.
(i) Consider x ∈ R and h ∈ G and observe that αg(x1g−1)1h−1 ∈ Dg ∩
Dh−1. Then,
αh(tα(x)1h−1) =
∑
g∈G αh(αg(x1g−1)1h−1)
=
∑
r(g)=d(h) αhg(x1(hg)−1)1h
=
∑
r(l)=r(h) αl(x1l−1)1h
=
∑
l∈G αl(x1l−1)1h
= tα(x)1h.
(ii) Recall from [7, Corollary 2.2] that, for all g, h ∈ G such that d(g) =
r(h), we have αg(Dg−1∩Dh) = Dg∩Dgh and consequently αg(1g−11h) = 1g1gh.
Thus,
tα(αg(x)) =
∑
h∈G αh(αg(x)1h−1)
=
∑
d(h)=r(g) αhg(x1(hg)−1)1h
=
∑
d(l)=d(g) αl(x1l−1)1lg−1
=
∑
d(l)=d(g) αl(x1l−1)αl(1l−11g−1)
=
∑
d(l)=d(g) αl(x1l−1) = tα(x)
for all x ∈ Dg−1 and g ∈ G.
Remark 4.3 The statement (i) in Lemma 4.2 is of fundamental importance
to introduce a notion of a Galois extension for partial groupoid actions, which
generalizes that defined for partial group actions in [13]. And this statement
holds because the assumptions assumed on the ring R in the beginning of
this section. In general, Lemma 4.2(i)-(ii) is not true, as we show in the
following example.
Consider the groupoid G = {g1, g2, g3} with G0 = {g1, g2}, g
−1
3 = g3 and
g3g3 = g2, and take R = Ke1⊕Ke2⊕Ke3⊕Ke4, where K is a unital ring and
e1, e2, e3, e4 are pairwise orthogonal central idempotents with sum 1R. Put
Dg1 = R, Dg2 = Ke2⊕Ke3⊕Ke4, Dg3 = Ke2⊕Ke3, αg1 = IDg1 , αg2 = IDg2
and αg3(ae2 + be3) = be2 + ae3, for all a, b ∈ K. By a simple calculation,
we have that α = ({Dg}g∈G, {αg}g∈G) is a partial (not global) action of G
on R and it is immediate to check that Rα = Ke1 ⊕ K(e2 + e3) ⊕ Ke4,
tα(e3) = e2 + 2e3 6∈ R
α and tα(e1) = e1 6= 0 = tα(αg3(e11g−13 )).
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Now we observe that by a straightforward and routine calculation it fol-
lows that R is a (Rα, R ⋆α G)-bimodule (resp., (R ⋆α G,R
α)-bimodule), with
the right (resp., left) action of R⋆αG on R given by x ·aδg = αg−1(xa) (resp.,
aδg · x = aαg(x1g−1)), for all g ∈ G, a ∈ Dg and x ∈ R.
Furthermore, the map R × R → Rα, (x, y) 7→ tα(xy) (resp., R × R →
R⋆αG, (x, y) 7→
∑
g∈G xαg(y1g−1)δg) is R⋆αG-balanced (resp., R
α-balanced)
by Lemma 4.2. So we can consider the maps
τ : R⊗R⋆αG R→ R
α, τ(x⊗ y) = tα(xy)
and
τ ′ : R⊗Rα R→ R ⋆α G, τ
′(x⊗ y) =
∑
g∈G
xαg(y1g−1)δg.
Proposition 4.4 (R ⋆αG,R
α, R, R, τ, τ ′) is a Morita context. The map τ is
surjective if and only if there exists x ∈ R such that tα(x) = 1R.
Proof. The first assertion follows by a straightforward and routine calcula-
tion and the second is obvious.
Our goal in the rest of this section is to prove that Rα ≃ T β. It is clear
that T β1R ⊂ R
α. In fact, for a =
∑
e∈G0
ae ∈ T
β and g ∈ G, we have
αg((a1R)1g−1) = αg(ad(g)1d(g)1g−1) = βg(ad(g)1g−1)
= βg(ad(g))βg(1g−1) = ar(g)1g = (a1R)1g.
For each g ∈ G, we recall that Xg = {h ∈ G : r(h) = r(g)} (see section
2). Now, assume that Xe = {g1,e = e, g2,e, . . . , gne,e}, for every e ∈ G0. Then,
Ee =
∑
1≤j≤ne
βgj,e(Dd(gj,e)) is a unital ring [12, Lemma 4.4] and its identity
element 1′e is given by the following boolean sum
1′e =
∑
1≤l≤ne
∑
i1≤...≤il
(−1)l+1βgi1,e(1d(gi1,e)) . . . βgil,e(1d(gil,e)),
of the central idempotents βgj,e(1d(gj,e)) of Ee, 1 ≤ j ≤ ne. We can also write
1′e as the orthogonal sum 1
′
e = v1,e ⊕ v2,e ⊕ . . .⊕ vne,e, where v1,e = 1e and
vj,e = (1
′
e − 1e)(1
′
e − βg2,e(1d(g2,e))) . . . (1
′
e − βgj−1,e(1d(gj−1,e)))βgj,e(1d(gj,e)),
for all 2 ≤ j ≤ ne. It also follows from the above that T is a unital ring, with
identity element 1T =
∑
e∈G0
1′e. Moreover, the map ψe : T −→ Ee defined
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by
ψe(a) =
∑
1≤l≤ne
∑
i1≤...≤il
(−1)l+1βgi1,e(1d(gi1,e)) . . . βgil,e(1d(gil,e))βgil,e(ad(gil,e)),
for all e ∈ G0 and a =
∑
e∈G0
ae ∈ T , is clearly a homomorphism of
rings. It is immediate that ψe(1R) = 1
′
e and we can also write ψe(a) =∑
1≤j≤ne
βgj,e(ad(gj,e))vj,e.
Lemma 4.5 If x ∈ Rα then βg(ψd(g)(x)) = ψr(g)(x), for all g ∈ G.
Proof. Take g, l, h ∈ G with r(l) = r(h) and x ∈ Rα. Then,
βl(x1d(l))βh(1d(h)) = βl(x1d(l)βl−1h(1d(h)))
= βl(x1r(l−1h)βl−1h(1d(l−1h)))
= βl(x1l−1h) = βl(αl−1h(x1h−1l))
= βl(βl−1h(x1r(h−1l)βh−1l(1d(h−1l))))
= βh(x1d(h)βh−1l(1d(l)))
= βh(x1d(h))βl(1d(l)).
Since gXd(g) = Xr(g), it follows from the equality above that βg(V ) =
W , where V (resp., W ) denote the set of all summands of ψd(g)(x) (resp.,
ψr(g)(x)). Consequently, βg(ψd(g)(x)) = ψr(g)(x).
The next result is an extension of [13, Proposition 2.3] to the context of
partial groupoid actions.
Theorem 4.6 The subrings of invariants Rα and T β are isomorphic.
Proof. Consider the map ψ : T −→ T defined by ψ(a) =
∑
e∈G0
ψe(a),
for any a ∈ T . Note that, by Lemma 4.5, βg(ψ(x)d(g)) = βg(ψd(g)(x)) =
ψr(g)(x) = ψ(x)r(g), for all x ∈ R
α and g ∈ G. Thus, ψ(Rα) ⊂ T β. Since
ψe(x)1e = xe1e it follows that ψ(x)1R = x, for all x =
∑
e∈G0
xe ∈ R
α.
Furthermore, for a =
∑
e∈G0
ae ∈ T
β, we have
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ψe(a1R) =
ne∑
j=1
βgj,e(ad(gj,e)1d(gj,e))vj,e
=
ne∑
j=1
βgj,e(ad(gj,e))βgj,e(1d(gj,e))vj,e
=
ne∑
j=1
βgj,e(ad(gj,e))vj,e =
ne∑
j=1
ar(gj,e)vj,e
= ae
(
ne∑
j=1
vj,e
)
= ae1
′
e = ae.
So, ψ|Rα : R
α −→ T β is a ring isomorphism whose inverse is the map given
by the multiplication by 1R.
5. Galois theory
The notion of a partial Galois extension for partial group actions given in
[13] is a generalization of the classical notion of Galois extension presented
in [10]. In the sequel, we introduce this notion for partial groupoid actions.
Recall that R, T , G, α and β are assumed here just like as in the former
section. So all the notations introduced there will be also freely used in this
section.
We will say that R is an α-partial Galois extension of the subring of
invariants Rα if there exist elements xi, yi ∈ R, 1 ≤ i ≤ m, such that∑
1≤i≤m xiαg(yi1g−1) = δe,g1e, for all e ∈ G0 and g ∈ G. In particular, in
this case, De is an α(e)-partial Galois extension of D
α(e)
e in the sense of [13],
for every e ∈ G0. The set {xi, yi}1≤i≤n is called a partial Galois coordinate
system of R over Rα. When α is global, we say simply that R is an α-Galois
extension of Rα and that {xi, yi}1≤i≤n is a Galois coordinate system.
Theorem 5.1 The following statements hold:
(i) If T is a β-Galois extension of T β then R is an α-partial Galois exten-
sion of Rα .
(ii) Suppose that G satisfies the condition: g−1
j,r(l)lgj,d(l) ∈ G0 implies that
l ∈ G0, for all 1 ≤ j ≤ nd(l) = nr(l). Then the converse of (i) also holds.
Proof. (i) Let {ai, bi}1≤i≤n be a Galois coordinate system of T over T
β and
suppose that ai =
∑
e∈G0
ai,e, bi =
∑
e∈G0
bi,e, for all 1 ≤ i ≤ n. Taking
xi =
∑
e∈G0
ai,e1e = ai1R and yi =
∑
e∈G0
bi,e1e = bi1R, one can easily check
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that {xi, yi}1≤i≤n is a partial Galois coordinate system of R over R
α.
(ii) Let {xi, yi}1≤i≤n be a partial Galois coordinate system of R over R
α
and assume that xi =
∑
e∈G0
xi,e and yi =
∑
e∈G0
yi,e, for all 1 ≤ i ≤ n.
Consider the elements ai,j =
∑
e∈G0
ai,j,e and bi,j =
∑
e∈G0
bi,j,e, where ai,j,e =
βgj,e(xi,d(gj,e))vj,e and bi,j,e = βgj,e(yi,d(gj,e))vj,e, for all e ∈ G0, 1 ≤ i ≤ n and
1 ≤ j ≤ ne.
Notice that∑
i,j
ai,jβe(bi,j1
′
e) =
∑
i,j
βgj,e(xi,d(gj,e))βgj,e(yi,d(gj,e))vj,e
=
∑
j
βgj,e(
∑
i
xi,d(gj,e)yi,d(gj,e))vj,e
=
∑
j
βgj,e(1d(gj,e))vj,e =
∑
j
vj,e
= 1′e,
for all e ∈ G0.
Consider uj,e = (1
′
e − 1e) . . . (1
′
e − βgj−1,e(1d(gj−1,e))) and gjl = g
−1
j,r(l)lgj,d(l),
for all e ∈ G0 and l /∈ G0. Thus, gjl /∈ G0 and consequently∑
i,j
ai,jβl(bi,j1
′
l−1
) =
∑
i,j
ai,j,r(l)βl(bi,j,d(l))
=
∑
i,j
βgj,r(l)(xi,d(gj,r(l)))βlgj,d(l)(yi,d(gj,d(l)))vj,r(l)βl(vj,d(l))
=
∑
j
βgj,r(l)(
∑
i
xi,r(gjl)βgjl(yi,d(gjl))1d(gj,r(l)))uj,r(l)βl(vj,d(l))
=
∑
j
βgj,r(l)(
∑
i
xi,r(gjl)αgjl(yi,d(gjl)1g−1
jl
))uj,r(l)βl(vj,d(l))
= 0.
Hence, the set {ai,j, bi,j}, as above constructed, is a Galois system for T over
T β.
Remark 5.2 When G is a group, the hypothesis (ii) of Theorem 5.1 is
trivially satisfied and we recover [13, Theorem 3.3]. Certainly, there are
groupoids, others than groups, which also satisfy the condition stated in
Theorem 5.1(ii). Take, for instance, the groupoid G = {g1, g2, g3}, with
G0 = {g1, g2}, g
−1
3 = g3 and g3g3 = g2.
From now on, we will denote by j : R ⋆α G → End(R)Rα the nat-
ural map given by j(
∑
g∈G agδg)(x) =
∑
g∈G agαg(x1g−1), for all x ∈ R.
Clearly, j is a well defined homomorphism of left R-modules. Moreover,
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j is also a ring homomorphism. Indeed, by a straightforward calculation
one easily gets j(1R⋆αG) = IR and j((agδg)(bhδh)) = j(agδg) ◦ j(bhδh) for
every g, h ∈ G such that d(g) = r(h). If otherwise d(g) 6= r(h) then
(agδg)(bhδh) = 0 and also Dh ∩ Dg−1 = 0 which implies that (j(agδg) ◦
j(bhδh))(x) = agαg(bhαh(x1h−1)1g−1) = 0, for every x ∈ R.
For any left R ⋆α G-module M , we put
MG = {m ∈M | (1gδg)m = 1gm, for all g ∈ G}
the set of the invariants of M under G. Note that M is a left R-module
via the embedding x 7→ x1R⋆αG =
∑
e∈G0
x1eδe from R into R ⋆α G and,
indeed, MG is a left Rα-submodule of M . In particular, since R is a left
R ⋆α G-module via j, we have that R
G coincides with the subring Rα.
The following theorem extends (and improves) [10, Theorem 3.1], [13,
Theorem 4.1] and [5, Theorem 3.1] to the setting of partial groupoid actions.
Theorem 5.3 The following statements are equivalent:
(i) R is an α-partial Galois extension of Rα.
(ii) R is a finitely generated projective right Rα-module and j is an iso-
morphism of rings and left R-modules.
(iii) For every left R ⋆αG-module M the map µ : R⊗Rα M
G →M , given
by µ(x⊗m) = xm, is an isomorphism of left R-modules.
(iv) The map ρ : R ⊗Rα R →
∏
g∈GDg, x ⊗ y 7→ (xαg(y1g−1))g∈G, is an
isomorphism of left R-modules.
(v) RtR = R ⋆α G, where t =
∑
g∈G 1gδg.
(vi) The map τ ′ is surjective.
(vii) R is a generator for the category of the left R ⋆α G-modules.
Moreover, under the assumption that at least one of the above statements
holds, then the following additional statements also are equivalent:
(viii) tα(R) = R
α.
(ix) R is a generator for the category of the right Rα-modules.
(x) The Morita context (R ⋆α G,R
α, R, R, τ, τ ′) is strict.
Proof. (i)⇒(ii) Take xi, yi ∈ R, 1 ≤ i ≤ n, such that
∑
1≤i≤n xiαg(yi1g−1) =
δe,g1e, for all e ∈ G0 and g ∈ G. A dual basis for R as a projective right
Rα-module is given by the set {xi, fi}
n
i=1, with fi = tα(yi ) ∈ HomRα(R,R
α).
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For any f ∈ End(R)Rα , taking w =
∑
g∈G
∑
1≤i≤n f(xi)αg(yi1g−1)δg, an
easy calculation gives j(w)(x) = f(x), for every x ∈ R. Finally, if v =∑
g∈G agδg is such that j(v) = 0 then
0 =
∑
h∈G
∑
1≤i≤n j(v)(xi)αh(yi1h−1)δh
=
∑
h∈G
∑
1≤i≤n
∑
g∈G agαg(xi1g−1)αh(yi1h−1)δh
=
∑
r(g)=r(h) agαg(
∑
1≤i≤n xiαg−1h(yi1h−1g)1g−1)δh
=
∑
e∈G0
∑
r(g)=r(h) agαg(δe,g−1h1e1g−1)δh
Now, observing that g−1h = e implies e = r(e) = r(g−1h) = r(g−1) = d(g),
one has g = gd(g) = ge = g(g−1h) = (gg−1)h = r(g)h = r(h)h = h and so
0 =
∑
e∈G0
∑
r(g)=r(h) agαg(δe,g−1h1e1g−1)δh
=
∑
g∈G agαg(1d(g)1g−1)δg
=
∑
g∈G agδg = v.
(ii)⇒(iii) Let {xi, fi}1≤i≤l be a dual basis of R as a right R
α-module,
and vi ∈ R ⋆α G such that j(vi) = fi, for all 1 ≤ i ≤ l. It follows from the
injectivity of j that
∑
1≤i≤m xivi = 1R⋆αG as well as (1gδg)vi = 1gvi, for all
g ∈ G. Thus, the map ν : M → R⊗Rα M
G given by ν(m) =
∑
1≤i≤l xi⊗ vim
is a well-defined homomorphism of left R-modules and an easy computation
shows that ν is the inverse of µ.
(iii)⇒(iv) Set F = {f : G → R | f(g) ∈ Dg, for all g ∈ G}. Clearly, F
is an (R,R)-bimodule naturally isomorphic to
∏
g∈GDg and a left R ⋆α G-
module via the well-defined action given by
((agδg)f)(h) =
{
agαg(f(g
−1h)1−1g ), if r(h) = r(g)
0, otherwise
for all g, h ∈ G and f ∈ F.
Also, the map R→ FG, r 7→ fr, such that fr(h) = αh(r1h−1), h ∈ G, is a
well-defined isomorphism of left Rα-modules. Indeed, such a map is clearly
a homomorphism of left Rα-modules from R to F. Given g, h ∈ G and
r ∈ R we have ((1gδg)fr)(h) = αg(fr(g
−1h)1−1g ) = αg(αg−1h(r1h−1g)1g−1) =
αh(r1h−1)1g = fr(h)1g, if r(h) = r(g). If r(h) 6= r(g), then Dg ∩ Dh = 0
and consequently fr(h)1g = 0 = ((1gδg)fr)(h). So, fr ∈ F
G. If for some
r ∈ R and every h ∈ G we have fr(h) = 0, then r = r1R =
∑
e∈G0
r1e =∑
e∈G0
αe(r1e) =
∑
e∈G0
fr(e) = 0. Finally, given f ∈ F
G and taking
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r =
∑
e∈G0
f(e) we have fr(h) =
∑
e∈G0
αh(f(e)1h−1) = αh(f(d(h))1h−1) =
αh(f(h
−1h)1h−1) = ((1hδh)f)(h) = 1hf(h) = f(h), for every h ∈ G.
Therefore, the map given by the composition R ⊗Rα R ≃ R ⊗Rα F
G µ→
F ≃
∏
g∈GDg is the claimed isomorphism ρ.
(iv)⇒(i) It follows immediately from the surjectivity of ρ.
(i)⇔(v) Notice that RtR is an ideal of R ⋆α G. This easily follows from
the fact that
(aδh)t =
∑
g∈G(aδh)(1gδg) =
∑
r(g)=d(h) aαh(1g1h−1)δhg
=
∑
r(g)=d(h) a1h1hgδhg =
∑
r(l)=r(h) a1lδl = at
and
t(aδh) =
∑
g∈G(1gδg)(aδh) =
∑
d(g)=r(h) αg(a1g−1)δgh
=
∑
d(l)=d(h) αlh−1(a1hl−1)δl =
∑
d(l)=d(h) αl(αh−1(a1h)1l−1)δl
= tαh−1(a1h),
for any h ∈ G and a ∈ Dh. So, RtR = R ⋆α G if and only if there exist
elements xi, yi ∈ R, 1 ≤ i ≤ n, such that∑
e∈G0
1eδe = 1R⋆αG =
∑
1≤i≤n
xityi =
∑
g∈G
(
∑
1≤i≤n
xiαg(yi1g−1))δg
if and only if {xi, yi}
n
i=1 is a partial Galois coordinate system of R over R
α.
(v)⇔(vi) It is enough to observe that τ ′(R⊗Rα R) = RtR.
(ii)⇔(vii) Let (Rα)op denote the opposite ring of Rα. Now, observe that
R has a natural left (Rα)op-module structure via the right multiplication,
which is compatible with its left R⋆αG-module structure defined via j, that
is, R is a ((Rα)op, R ⋆α G)-bimodule. Furthermore, the map θ : (R
α)op →
EndR⋆αG(R) given by θ(r)(x) = xr, for all r ∈ (R
α)op and x ∈ R, is a well
defined homomorphism of rings having inverse given by f 7→ f(1R), for all
f ∈ EndR⋆αG(R). Finally, since End(R)Rα = End(Rα)op(R), the result follows
by [21, Theorem 18.8].
(viii)⇔(ix) Assume that tα(R) = R
α. Thus, tα is a surjective right R
α-
linear map from R to Rα and consequently RRα is a generator.
Conversely, the trace ideal T(R)Rα :=
∑
f∈Hom(R,Rα)Rα
f(R) of Rα equals
Rα by [21, Theorem 13.7]. Since j is an isomorphism by assumption, for every
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f ∈ Hom(R,Rα)Rα ⊆ End(R)Rα there exists a unique v =
∑
g∈G agδg ∈
R ⋆α G such that j(v) = f . Therefore, j(v)(x) ∈ R
α, for any x ∈ R and
consequently
j(
∑
r(g)=r(h) ag1hδg)(x) = (
∑
g∈G agαg(x1g−1))1h
=
∑
g∈G αh(agαg(x1g−1)1h−1)
=
∑
g∈G αh(ag1h−1)αh(αg(x1g−1)1h−1)
=
∑
r(g)=d(h) αh(ag1h−1)αhg(x1(hg)−1))
=
∑
r(g)=r(h) αh(ah−1g1h−1)αg(x1g−1))
= j(
∑
r(g)=r(h) αh(ah−1g1h−1)δg)(x)
which implies ∑
r(g)=r(h)
ag1hδg =
∑
r(g)=r(h)
αh(ah−1g1h−1)δg,
for any h ∈ G. Then, ag1h = αh(ah−1g1h−1) for all g, h ∈ G such that
r(g) = r(h). In particular, for g = h we have ag = αg(ad(g)1g−1), for all
g ∈ G. Now, setting af =
∑
e∈G0
ae we have
tα(afx) =
∑
g∈G
∑
e∈G0
αg(aex1g−1)
=
∑
e∈G0
∑
d(g)=e αg(ae1g−1)αg(x1g−1)
=
∑
g∈G agαg(x1g−1)
= f(x),
for every x ∈ R. Hence, Rα = tα(
∑
f∈Hom(R,Rα)Rα
afR) ⊆ tα(R) and the
result follows.
(viii)⇔(x) It follows from Proposition 4.4.
Corollary 5.4 Suppose that at least one of the following assertions holds:
(i) R is a commutative ring.
(ii) tα(1R) is invertible in R.
(iii) |Ge|1e is invertible in De and tα|De = tα(e) , for all e ∈ G0.
Then R is an α-partial Galois extension of Rα if and only if the Morita
context (R ⋆α G,R
α, R, R, τ, τ ′) is strict.
Proof. It is enough to show that T(R)Rα = R
α.
(i) In this case the proof is the same as in [10, Lemma 1.6]. Indeed, as we
saw above, if {xi, yi}
n
i=1 is a partial Galois coordinate system for R over R
α,
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then {xi, tα(yi )}
n
i=1 is a dual basis for R as a finitely generated projective
Rα-module and so RT(R)Rα = R. Consequently, there exists c ∈ T(R)Rα
such that 1R = tα(c) (see [4, Corollary 2.2.5] for instance) and the result
follows.
(ii) Put c = tα(1R)
−1. Then, tα(1R) = tα(tα(1R)c) = tα(1R)tα(c) and so
tα(c) = 1R, which implies the required.
(iii) It follows from Remark 1.2 and [8, Theorem 3.1 and Corollary 3.5]
that there exists ce ∈ De such that tα(e)(ce) = 1e, for every e ∈ G0. Now,
taking c =
∑
e∈G0
ce we have
tα(c) =
∑
e∈G0
tα(ce) =
∑
e∈G0
tα(e)(ce) =
∑
e∈G0
1e = 1R
and the required follows.
Remark 5.5 The condition (iii) in Corollary 5.4 is trivially satisfied in the
case that G is a group. The following example shows that it is also satisfied
even when G is not a group. Take the groupoid G = {g1, g2, g3} with G0 =
{g1, g2}, g
−1
3 = g3 and g3g3 = g2. Given R = Ke1⊕Ke2⊕Ke3⊕Ke4⊕Ke5,
where K is a unital ring and e1, e2, e3, e4, e5 are pairwise orthogonal central
idempotents with sum 1R, put Dg1 = Ke1 ⊕Ke2, Dg2 = Ke3 ⊕Ke4 ⊕Ke5,
Dg3 = Ke3 ⊕ Ke4, αg1 = IDg1 , αg2 = IDg2 and αg3(ae3 + be4) = be3 + ae4,
for all a, b ∈ K. Note that α = ({Dg}g∈G, {αg}g∈G) is a partial action (not
global) of G on R, tα|Dg1 = tα(g1) and tα|Dg2 = tα(g2) .
6. A final remark
In [9] Caenepeel and De Groot developed a Galois theory for weak Hopf
algebra actions on algebras. In particular, they considered the situation
where the weak Hopf algebra is a finite groupoid algebra (it is well known
that any groupoid algebra is a weak Hopf algebra) and a notion of groupoid
action was introduced. Actually, this previous notion and the our’s one are
equivalent, which was proved by D. Floˆres in her PhD thesis [16]. More
specifically she proved the following theorem.
Theorem 6.1 [16, Teorema 1.2.11] Let G be a finite groupoid, K a commu-
tative ring and R a K-algebra. Then the following statements are equivalent:
(i) There exists an action β = ({Eg}g∈G, {βg}g∈G) of G on R such that
every Ee, e ∈ G0, is unital and R =
⊕
e∈G0
Ee.
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(ii) R has an structure of KG-module algebra.
Given the action β of G on R and KG =
⊕
g∈GKug, the KG-module
algebra structure of R is given by the action ug · r = βg(r1g−1). Conversely,
given an action · of KG on R, the corresponding action β of G on R is
the pair ({Eg}g∈G, {βg}g∈G), where Eg = R1g, 1g = ug · 1R and βg(r1g−1) =
(ug · r)1g = ug · r, for all r ∈ R and g ∈ G.
Finally, the assertion (iv) of Theorem 5.3 is just the definition of Galois
extension for groupoid actions as considered in [9].
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