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Lipschitz extensions of definable p-adic functions
Tristan Kuijpers
Abstract
In this paper, we prove a definable version of Kirszbraun’s theorem in a
non-Archimedean setting for definable families of functions in one variable.
More precisely, we prove that every definable function f : X × Y → Qsp,
where X ⊂ Qp and Y ⊂ Q
r
p, that is λ-Lipschitz in the first variable,
extends to a definable function f˜ : Qp × Y → Q
s
p that is λ-Lipschitz in
the first variable.
1 Introduction
In 1934, Kirszbraun proved that every λ-Lipschitz function f : S ⊂ Rr →
Rs extends to a λ-Lipschitz function f˜ : Rr → Rs (see [12]). In 1983,
Bhaskaran proved that a version of Kirszbraun’s theorem still holds in
a non-Archimedean setting, more precisely, for all spherically complete
fields (see [2]). Recently, in 2010, Aschenbrenner and Fischer proved a
definable version of Kirszbraun’s theorem. In particular, they proved
that every λ-Lipschitz function f : S ⊂ Rr → Rs, that is definable in an
expansion of the ordered field of real numbers, extends to a λ-Lipschitz
function f˜ : Rr → Rs that is definable in the same structure (see [1]).
The proof of Bhaskaran relies in an essential way on Zorn’s Lemma,
which makes it far from being applicable to a definable setting. There-
fore Aschenbrenner posed the question whether there could be a definable
version of Kirszbraun’s theorem in a non-Archimedean setting. In this
paper we partially answer that question and prove a definable version of
Kirszbraun’s theorem in a non-Archimedean setting for definable families
of functions in one variable. More precisely, we prove that every definable
function f : X×Y → Qsp, where X ⊂ Qp and Y ⊂ Q
r
p, that is λ-Lipschitz
in the first variable, extends to a definable function f˜ : Qp × Y → Q
s
p
that is λ-Lipschitz in the first variable. By definable, we mean definable
in either a semi-algebraic or a subanalytic structure on Qp. Working with
these languages will allow us to use a cell decomposition result (see The-
orem 7) that is essential for the construction of Lipschitz extensions.
In a first approach we use a more easy construction to obtain a Λ-
Lipschitz extension, where Λ is possibly larger than λ. In a second and
more involved approach, we show one can take Λ equal to λ. More gen-
erally, we prove our results for finite field extensions of Qp.
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2 Preliminary definitions and facts
Let p be a prime number, and Qp the field of p-adic numbers. Let K
be a finite field extension of Qp. Denote by ord : K
× → Z the valuation.
Denote by OK the valuation ring, byMK the maximal ideal of OK and by
piK a fixed generator of MK . Let q denote the cardinality of the residue
field. Finally, let acm : K → OK/(pi
m
K ) be the angular component map of
depth m, sending every nonzero x to xpi
−ord(x)
K mod (pi
m
K ) and 0 to 0.
The valuation induces a non-Archimedean norm on K by setting |x| =
q−ord(x) for nonzero x, and |0| = 0. This extends to a non-Archimedean
norm on Ks by setting |(x1, . . . , xs)| = maxi{|xi|}. A function f : K
r →
Ks is said to be λ-Lipschitz, with λ ∈ R, if |f(x)− f(y)| ≤ λ|x− y| for all
x, y ∈ Kr. One calls λ the Lipschitz constant of f .
Say a set X ⊂ Kr is definable if it is definable in either a semi-algebraic
or a subanalytic structure on K. This means that X is given by a first-
order formula, possibly with parameters form K, in the semi-algebraic or
subanalytic language (see [4] for more details). For the convenience of
the reader, we recall these languages. The semi-algebraic (or Macintyre)
language is the language LMac = (+,−, ·, {Pn}n>0, 0, 1), where the predi-
cates Pn stand for the n-th powers in K. The subanalytic language is the
language Lan = LMac∪(
−1,∪m>0K{x1, . . . , xm}), where
−1 is interpreted
as the multiplicative inverse extended by 0−1 = 0, and where every func-
tion symbol from K{x1, . . . , xm} is interpreted as the restricted analytic
function Km → K given by
x 7→
{
f(x) if x ∈ OmK ,
0 otherwise,
where f is a formal power series converging on OmK . Let X ⊂ K
r be a
definable set, then a function f : X → Ks is definable if its graph is a
definable subset of Kr+s.
We work with the notion of p-adic cells as given in [5]. We recall the
main definitions and properties. For integers m,n > 0, let Qm,n be the
(definable) set
Qm,n = {x ∈ K
× | ord(x) ∈ nZ, acm(x) = 1}.
Definition 1. Let Y be a definable set. A cell C ⊂ K × Y over Y is a
(nonempty) set of the form
C = {(x, y) ∈ K × Y | y ∈ Y ′, |α(y)| 1 |x− c(y)| 2 |β(y)|, x− c(y) ∈ ξQm,n},
where Y ′ ⊂ Y is a definable set, ξ ∈ K, α, β : Y ′ → K× and c : Y ′ → K
are definable functions, i is either < or “no condition”, and such that
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C projects surjectively onto Y ′. We call c and ξQm,n the center and the
coset of the cell C, respectively. If ξ = 0 we call C a 0-cell, otherwise we
call C a 1-cell. We call Y ′ the base of the cell C.
Definition 2. Let Y be a definable set. Let C ⊂ K×Y be a 1-cell over Y
with center c and coset ξQm,n. Then, for each (t, y) ∈ C with y ∈ Y , there
exists a unique maximal ball B containing t and satisfying B × {y} ⊂ C,
where maximality is under inclusion. If ord(t − c(y)) = l, this ball is of
the form
B = Bl,c(y),m,ξ = {x ∈ K | ord(x− c(y)) = l, acm(x− c(y)) = acm(ξ)}.
We call the collection of all these maximal balls the balls of the cell C.
For fixed y0 ∈ Y , we call the collection of balls {Bl,c(y0),m,ξ | Bl,c(y0),m,ξ×
{y0} ⊂ C} the balls of the cell C above y0. If C ⊂ K × Y is a 0-cell, we
define the collection of balls of C to be the empty collection.
Notice that Bl,c(y),m,ξ is a ball of diameter q
−(l+m), in particular, for
every x1, x2 ∈ Bl,c(y),m,ξ it holds that |x1 − x2| ≤ q
−(l+m).
Definition 3 (Jacobian property). Let f : B → B′ be a function, where
B,B′ ⊂ K are balls. Say that f has the Jacobian property if the following
conditions hold:
1. f is a bijection;
2. f is continuously differentiable on B, with derivative df/dx;
3. ord(df/dx) is constant (and finite) on B;
4. for all x, y ∈ B with x 6= y, one has:
ord(f(x)− f(y)) = ord(df/dx) + ord(x− y).
Definition 4. Let f : S ⊂ K × Y → K be a function. Then we define
f × id : S → K × Y : (x, y) 7→ (f(x, y), y),
and we denote with Sf the image of f × id.
Definition 5. Let f : S ⊂ K × Y → Ks be a function. Then we define
for every y ∈ Y
fy : Sy → K
s : x 7→ f(x, y),
where Sy denotes the fiber Sy = {x ∈ K | (x, y) ∈ S}.
Definition 6. Let Y be a definable set, let C ⊂ K×Y be a 1-cell over Y ,
and let f : C → K be a definable function. Say that f is compatible with
the cell C if either Cf is a 0-cell over Y , or the following holds: Cf is a
1-cell over Y and for each y ∈ Y and each ball B of C above y and each
ball B′ of Cf above y, the functions fy
∣∣
B
and f−1y
∣∣
B′
have the Jacobian
property.
If g : C → K is a second definable function which is compatible with
the cell C and if we have Cf = Cg and ord(
∂f(x,y)
∂x
) = ord( ∂g(x,y)
∂x
) for
every (x, y) ∈ C, then we say that f and g are equicompatible with C.
If C′ ⊂ K × Y is a 0-cell over Y , any definable function h : C′ → K
is said to be compatible with C′, and h and k : C′ → K are equicompatible
with C′ if and only if h = k.
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The following theorem is based on Theorem 3.3 of [5]. This theorem is
the result of a constant refinement of the concept of p-adic cell decompo-
sition for semi-algebraic and subanalytic structures. Earlier versions are
due to Cohen [6], Denef [7, 8], Cluckers [3], and relate to the quantifier
elimination results from Macintyre [13] and Denef-van den Dries [9].
Theorem 7. Let S ⊂ K × Y and f : S → K be definable. Then there
exists a finite partition of S into cells C over Y such that the restriction
f
∣∣
C
is compatible with C for each cell C. Moreover, for each cell C there
exists a definable function m : C → K, a definable function e : Y → K
and coprime integers a and b with b > 0, such that for all (x, y) ∈ C
m(x, y)b = e(y)(x− c(y))a,
where c is the center of C, and such that if one writes c′ for the center of
Cf , one has that g = m+ c
′ and f are equicompatible with C (we use the
conventions that b = 1 whenever a = 0, that a = 0 whenever C is a 0-cell,
and that 00 = 1).
Furthermore, if C and Cf are 1-cells, then for every y ∈ Y one has
that fy(B) = gy(B) for every ball B of C above y, and the formula
ord
(
∂f(x, y)
∂x
)
= ord(e(y)1/bq) + (q − 1)ord(x− c(y)) (1)
holds for all (x, y) ∈ C, where q = a/b and where we use the convenient
notation ord(t1/b) = ord(t)/b, for t ∈ K and b > 0 a positive integer.
Proof. The existence of a finite partition of S in cells C over Y , and for
every such a cell C the existence of g = m + c′ such that f and g are
equicompatible with C, follows immediately from Theorem 3.3 in [5].
Now assume that C and Cf are 1-cells. It is easy to see that fy(B) =
gy(B) for every y ∈ Y and every ball B of C above y.
We now prove (1). Fix (x, y) ∈ C. Since f and g are equicompatible,
we have ord( ∂f(x,y)
∂x
) = ord( ∂g(x,y)
∂x
), so we only need to prove that (1)
holds for f replaced by g. For this, we first note that
ord(g(x, y)− c′(y)) = [ord(e(y)) + a · ord(x− c(y))]/b. (2)
It is also immediate that
ord
(
∂([g(x, y)− c′(y)]b)
∂x
)
= ord(e(y)a(x− c(y))a−1). (3)
On the other hand, by the chain rule, the left hand side of (3) also equals
ord
(
∂([g(x, y)− c′(y)]b)
∂x
)
= ord
(
b[g(x, y)− c′(y)]b−1
∂g(x, y)
∂x
)
. (4)
Equating the right hand sides of (3) and (4), and using (2), one easily
finds the required formula.
Comparing sizes of balls between which there is a function with the
Jacobian property, we obtain the following useful formula.
Lemma 8. Let f : Bl,c(y),m,ξ → Bl′,c′(y),m′,ξ′ be a function with the
Jacobian property. Then l′ +m′ = ord(df/dx) + l +m.
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3 Existence of Lipschitz extensions
We now proceed towards proving the existence of definable Lipschitz ex-
tensions of definable families of functions in one variable. Let us first
formulate the main theorem of this paper:
Theorem 9. Let Y ⊂ Kr and X ⊂ K be definable sets and let f :
X×Y → Ks be a definable function that is λ-Lipschitz in the first variable.
Then f extends to a definable function f˜ : K×Y → Ks that is λ-Lipschitz
in the first variable, i.e. f˜y is λ-Lipschitz for every y ∈ Y .
Remark 10. By rescaling, if suffices to proof the theorem for λ = 1. Also,
since we use the max-norm on Ks, it is enough to prove the theorem for
s = 1.
Firstly, we present a very general way of gluing Lipschitz extensions
of a given function to obtain a Lipschitz extension with a larger domain
(this is Lemma 11).
Secondly, given a definable function that is λ-Lipschitz in the first
variable, we give a more easy construction to obtain a definable extension
that is Λ-Lipschitz in the first variable, where Λ is possibly larger than λ
(this is Theorem 13).
Thirdly and lastly, using a more involved argument, we show that one
can take Λ equal to λ (this is Theorem 9).
Lemma 11 (Gluing extensions). Let X ⊂ Kr be a definable set and let
f : X → K be a definable and λ-Lipschitz function. Let X = ∪ki=1Xi be a
finite covering of X by definable subsets Xi. Call fi = f
∣∣
Xi
: Xi → K.
If every fi extends to a definable and Λi-Lipschitz map f˜i : K
r → K,
with Λi ≥ λ, then f extends to a definable and Λ-Lipschitz map f˜ : K
r →
K, where Λ = maxi{Λi}.
Proof. We prove the lemma first for k = 2. Define T1 = {x ∈ K
r |
d(x,X1) ≤ d(x,X2)}, where d(x,A) denotes the distance from x to the
set A, i.e. d(x,A) = inf{|x − a| | a ∈ A}. Define T2 = K
r \ T1, and let
f˜ : Kr → K : x 7→
{
f˜1(x) if x ∈ T1,
f˜2(x) if x ∈ T2.
Clearly f˜ is a definable extension of f . We prove that f˜ is Λ-Lipschitz,
where Λ = max{Λ1,Λ2}. The only nontrivial fact to verify is that for
t1 ∈ T1 and t2 ∈ T2, we have |f˜(t1)− f˜(t2)| ≤ Λ|t1 − t2|.
Since every definable and λ-Lipschitz function extends uniquely to a
definable and λ-Lipschitz function on the topological closure of its domain,
we may assume that X, X1 and X2 are topologically closed.
Fix elements ai ∈ Xi such that |ti − ai| = d(ti, Xi), for i = 1, 2. It
then always holds that
|t2 − a2| < |a1 − a2|. (5)
We can now calculate as follows:
|f˜(t1)− f˜(t2)| = |f˜1(t1)− f(a1) + f(a2)− f˜2(t2) + f(a1)− f(a2)|
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≤ max{|f˜1(t1)− f(a1)|, |f(a2)− f˜2(t2)|, |f(a1)− f(a2)|}
≤ max{Λ1|t1 − a1|,Λ2|a2 − t2|, λ|a1 − a2|}
≤ max{Λ1,Λ2}max{|t1 − a1|, |a2 − t2|, |a1 − a2|}
(5)
= Λmax{|t1 − a1|, |a1 − a2|}
≤ Λ|t1 − t2|,
where we only have to verify the last inequality. For this we prove that
max{|t1 − a1|, |a1 − a2|} ≤ |t1 − t2|, (6)
by considering two cases.
Case 1: |t1 − a1| < |a1 − a2|. It then holds that
|a1 − a2| = |t1 − a2|. (7)
So
|t2 − a2|
(5)
< |a1 − a2|
(7)
= |t1 − a2|, (8)
hence
|a1 − a2|
(7)
= |t1 − a2|
(8)
= |t1 − t2|. (9)
Case 2: |a1 − a2| ≤ |t1 − a1|. Suppose that
|t1 − t2| < |t1 − a1|, (10)
then
|t1 − a1|
(10)
= |t2 − a1|
(5)
= |a1 − a2|. (11)
By the choice of a1 and the fact that t1 ∈ T1, we know |t1 − a2| ≥
|t1 − a1|, so by (11) equality holds:
|t1 − a1| = |t1 − a2|. (12)
Together with (10), this implies
|t1 − t2| < |t1 − a2|. (13)
So finally,
|a1 − a2|
(11)
= |t1 − a1|
(12)
= |t1 − a2|
(13)
= |t2 − a2|
(5)
< |a1 − a2|,
which is a contradiction.
This proves (6), and therefore the lemma is proved for k = 2. An easy
induction argument then proves the lemma for general k.
Remark 12. Lemma 11 remains true is one replaces every instance of the
word “Lipschitz” by “Lipschitz in the first variable”.
Theorem 13. Let Y ⊂ Kr and X ⊂ K be definable sets and let f :
S = X × Y → Ks be a definable function that is λ-Lipschitz in the first
variable. Then there exists Λ ≥ λ such that f extends to a definable
function f˜ : K × Y → Ks that is Λ-Lipschitz in the first variable, i.e. f˜y
is Λ-Lipschitz for every y ∈ Y .
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Proof. By Remark 10, we may assume that λ = 1 and s = 1. By Theorem
7 and (the remark after) Lemma 11, we may assume that S is a cell over
Y with which f is compatible. Furthermore, we may assume that the base
of S is Y .
If Sf is a 0-cell over Y with center c
′, we define
f˜ : K × Y → K : (x, y) 7→ c′(y).
Clearly, f˜ is a definable extension of f and for all y ∈ Y , f˜y is 1-Lipschitz.
Assume from now on that S and Sf are 1-cells over Y , with center c
and c′, and coset ξQm,n and ξ
′Qm′,n′ , respectively.
We define f˜ as follows:
f˜ : K × Y → K : (x, y) 7→
{
f(x, y) if (x, y) ∈ S,
c′(y) if (x, y) 6∈ S.
Clearly, f˜ is a definable extension of f . We prove that f˜y is q
m′ -Lipschitz
for every y ∈ Y .
Fix y ∈ Y . Let t1 ∈ X and t2 6∈ X. Let l and l
′ be such that
t1 ∈ Bl,c(y),m,ξ and f(t1, y) ∈ Bl′,c′(y),m′,ξ′ . Then
|f(t1, y)− c
′(y)| = q−l
′
= q−ord(∂f(t1,y)/∂x)qm
′
−mq−ord(t1−c(y))
≤ qm
′
−m|t1 − c(y)|, (14)
where the second equality follows from Lemma 8 and the last inequal-
ity holds because f is 1-Lipschitz in the first variable, and therefore
|∂f(t1, y)/∂x| ≤ 1. There are two cases to consider.
Case 1: |t1 − c(y)| = |t2 − c(y)|. Because Bl,c(y),m,ξ is a ball of diameter
q−m−l, it holds that |t1 − t2| > q
−m−l, or put differently:
q−m|t1 − c(y)| < |t1 − t2|. (15)
Therefore
|f˜y(t1)− f˜y(t2)| = |f˜(t1, y)− f˜(t2, y)|
= |f(t1, y)− c
′(y)|
(14)
≤ qm
′
−m|t1 − c(y)|
(15)
< qm
′
|t1 − t2|.
Case 2: |t1 − c(y)| 6= |t2 − c(y)|. From the non-Archimedean property it
then follows that
|t1 − c(y)| ≤ |t1 − t2|, (16)
so we find
|f˜y(t1)− f˜y(t2)| = |f˜(t1, y)− f˜(t2, y)|
= |f(t1, y)− c
′(y)|
7
(14)
≤ qm
′
−m|t1 − c(y)|
(16)
≤ qm
′
−m|t1 − t1|.
Remark 14. Analyzing the proof of Theorem 13, we find that one can
take Λ = λmaxi{q
m′
i}, where λ is the Lipschitz constant of f (in the first
variable), and the m′i correspond to the 1-cells in the cell decomposition
of Sf .
Remark 15. We can even improve (i.e. decrease) Λ from Remark 14 as
follows. In the proof, the worst Lipschitz constant occurs in Case 1.
We can get around this case in the following way (as in the beginning of
Theorem 13, we assume that S and Sf are 1-cells over Y with center c
and coset ξQm,n).
For every nonzero a ∈ O×K/(pi
m
K ), choose ξm(a) ∈ O
×
K to be a class rep-
resentative of a. Since we only need to make a finite number of representa-
tive choices, ξm : O
×
K/(pi
m
K )→ K is a definable map. Let ϕ : K × Y → K
be the definable map rescaling the angular component as follows:
ϕ : K × Y → K :
(x, y) 7→
{
(x− c(y))ξm(acm(x− c(y))
−1acm(ξ)) + c(y) if x 6= c(y),
c(y) if x = c(y).
It is not difficult to see that for every y ∈ Y , ϕy : K → K is 1-Lipschitz.
Now let fˆ be the extension described in the proof of Theorem 13 in the
case that S and Sf are 1-cells over Y (remark that in Theorem 13, this
extension is denoted with f˜). Then f˜ : K×Y → K : (x, y) 7→ fˆ(ϕ(x, y), y)
is a definable extension of f that is qm
′
−m-Lipschitz in the first variable.
One can therefore take Λ = λmaxi{q
m′
i
−mi}, where λ is the Lipschitz
constant of f (in the first variable), and the mi and m
′
i correspond to the
1-cells in the cell decomposition of S and Sf , respectively.
Note that in the proof of Theorem 13 we did not use the full generality
of Theorem 7. We will now prove Theorem 9, the main theorem of this
paper, which uses a more involved extension for which the Lipschitz con-
stant doesn’t grow. For this, the full power of Theorem 7 is used. Again,
the result is formulated in definable families of functions. For clarity, we
repeat the formulation of Theorem 9.
Theorem. Let Y ⊂ Kr and X ⊂ K be definable sets and let S = X×Y .
Let f : S → Ks be a definable function that is λ-Lipschitz in the first
variable. Then f extends to a definable function f˜ : K × Y → Ks that is
λ-Lipschitz in the first variable, i.e. f˜y is λ-Lipschitz for every y ∈ Y .
Proof. By Remark 10, we may assume that λ = 1 and s = 1. By Theorem
7 and (the remark after) Lemma 11, we may assume that S is a cell over
Y with which f is compatible. Furthermore, we may assume that the base
of S is Y .
If Sf is a 0-cell, extend f as in Theorem 13.
Assume from now on that S and Sf are 1-cells over Y , with center c
and c′, and coset ξQm,n and ξ
′Qm′,n′ , respectively. Let g be as in Theorem
7, in particular f and g are equicompatible with S, and (g(x, y)−c′(y))b =
e(y)(x− c(y))a for every (x, y) ∈ S.
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Fix y ∈ Y and let Bl,c(y),m,ξ be a ball of S above y. By Theorem
7 we can write fy(Bl,c(y),m,ξ) = Bl′,c′(y),m′,ξ′ = gy(Bl,c(y),m,ξ), where
Bl′,c′,m′,ξ′ is a ball of Sf above y. Also, we have that ord(∂f/∂x) =
ord(∂g/∂x). Let q = a/b, then there are three different cases to consider,
depending on whether q = 1, q < 1 or q > 1.
Case 1: q = 1. From equation (1) we have ord(∂f(x, y)/∂x) = ord(e(y))
for all (x, y) ∈ S. So for x ∈ Bl,c(y),m,ξ we have
l′ = ord(e(y)(x− c(y)) + c′(y)− c′(y))
= ord(e(y)) + ord(x− c(y))
= ord(∂f(x, y)/∂x) + l,
which implies l′ ≥ l, since f is 1-Lipschitz in the first variable.
In particular note that in this case m = m′, by Lemma 8. This
allows us to use the same extension as described in Remark 15,
namely f˜ : K × Y → K : (x, y) 7→ fˆ(ϕy(x), y), where fˆ is as in the
proof of Theorem 13 in the case that S and Sf are 1-cells over Y ,
and ϕy is as in Remark 15 (again, remark that in Theorem 13 this
extension is denoted with f˜). We prove that f˜y is 1-Lipschitz. Let
t1 ∈ ∪lDl,c(y) ∩X and t2 6∈ ∪lDl,c(y) ∩X, where Dl,c(y) = {x ∈ K |
ord(x− c(y)) = l}. Then
|f˜y(t1)− f˜y(t2)| = |f(t1, y)− c
′(y)|
≤ |t1 − c(y)|
≤ |t1 − t2|,
where the first inequality follows from l′ ≥ l and the second from
the non-Archimedean property.
Case 2: q > 1. Because f is 1-Lipschitz in the first variable, we have
ord(∂f/∂x) ≥ 0, and together with (1) this gives the following lower
bound:
l ≥ −ord(e(y)1/bq)/(q − 1).
Recall that ord(e(y)1/bq) is short for ord(e(y))/b + ord(q). On the
other hand, as soon as l ≥ (m′−m−ord(e(y)1/bq))/(q−1), we have
l′ ≥ l. Indeed, this follows immediately from Lemma 8 and from
(1). So up to partitioning S into two cells over Y , we may assume
that either l′ ≥ l for all balls of S above y, for every y ∈ Y , or that
S has at most N balls above y, for every y ∈ Y , where N does not
depend on y. In the former case we can extend f as we did in Case
1. In the latter case we can, after partitioning Y in a finite number
of definable sets, assume that there are exactly N balls of S above
y, for every y ∈ Y . Using (the remark after) Lemma 11 we may
assume that there is exactly one ball of S above y, for every y ∈ Y .
By definable selection (see [9] and [10]) there is a definable function
h : Y → K such that for each (x, y) ∈ S with x ∈ K and y ∈ Y ,
(h(y), y) ∈ S. We then extend f as follows:
f˜ : K × Y → K : (x, y) 7→
{
f(x, y) if (x, y) ∈ S,
f(h(y), y) if (x, y) 6∈ S.
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Fix y ∈ Y , we show that f˜y is 1-Lipschitz. Recall that by the
argument given above, Sy is a ball in K. The only nontrivial case
to consider is the following. Let t1 ∈ Sy and t2 6∈ Sy, then
|f˜y(t1)− f˜y(t2)| = |f(t1, y)− f(h(y), y)|
≤ |t1 − h(y)|
< |t1 − t2|,
where the last inequality holds because of the non-Archimedean
property and the fact that t1 and h(y) are both contained in the
ball Sy , and t2 is not.
Case 3: q < 1. This case is similar to Case 2, where now one finds an
upper bound for l instead of a lower bound. The proof is omitted.
Remark 16. Note that we proved the main theorem for semi-algebraic
and subanalytic structures on K. It is, for now, unclear whether the main
theorem could also hold in other structures on K, such as, for example,
P -minimal structures, as defined by Haskell and Macpherson in [11]. Also,
it is unclear whether the extension that we constructed could be used to
extend a definable function f : X ⊂ Kr → Ks that is λ-Lipschitz in all
variables to a definable function f˜ : Kr → Ks that is λ-Lipschitz in all
variables. For now, there is no evidence towards either a positive or a
negative answer to this question.
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