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Abstract
We present a revision to the visual orbit of the young, directly imaged exoplanet 51 Eridani b using four years of
observations with the Gemini Planet Imager. The relative astrometry is consistent with an eccentric ( = -+e 0.53 0.130.09)
orbit at an intermediate inclination ( = -+i 136 1110 °), although circular orbits cannot be excluded due to the complex
shape of the multidimensional posterior distribution. We ﬁnd a semimajor axis of -+11.1 1.34.2 au and a period of
-+28.1 4.917.2 yr, assuming a mass of 1.75 M for the host star. We ﬁnd consistent values with a recent analysis
of VLT/SPHERE data covering a similar baseline. We investigate the potential of using the absolute astrometry of
the host star to obtain a dynamical mass constraint for the planet. The astrometric acceleration of 51Eri derived
from a comparison of the Hipparcos and Gaia catalogs was found to be inconsistent at the 2σ–3σ level with the
predicted reﬂex motion induced by the orbiting planet. Potential sources of this inconsistency include a
combination of random and systematic errors between the two astrometric catalogs and the signature of an
additional companion within the system interior to current detection limits. We also explored the potential of using
Gaia astrometry alone for a dynamical mass measurement of the planet by simulating Gaia measurements of the
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motion of the photocenter of the system over the course of the extended 8 yr mission. We ﬁnd that such a
measurement is only possible (>98% probability) given the most optimistic predictions for the Gaia scan
astrometric uncertainties for bright stars and a high mass for the planet (3.6 MJup).
Uniﬁed Astronomy Thesaurus concepts: Coronographic imaging (313); Astrometry (80); Exoplanet
dynamics (490)
1. Introduction
The combination of relative astrometry of young, directly
imaged substellar companions and absolute astrometry of their
host stars is a powerful tool for obtaining model-independent
mass measurements of this interesting class of objects (e.g.,
Brandt et al. 2019; Calissendorff & Janson 2018; Snellen &
Brown 2018). At young ages, the luminosities of these objects
encode information of their formation pathways (e.g., Marley
et al. 2007), but interpretation is complicated by the degeneracy
between initial conditions and the mass of the objects. While
measurements from the ESA’s Gaia satellite (Gaia Collaboration
et al. 2016) will be used to discover thousands of planets via the
astrometric reﬂex motion induced on the host star (Perryman
et al. 2014), the vast majority of these detections will be around
old stars where the observable signature of the initial conditions is
lost, and photometric and spectroscopic characterization via
direct imaging will be challenging if not prohibitively expensive.
The intersection of these two techniques is giant planets and
brown dwarfs detected around young (100Myr) and adolescent
(1 Gyr) nearby (<50 pc) stars. Their proximity increases the
amplitude of the astrometric signal, allowing for a more precise
mass measurement, and their youth allows for tight constraints on
the bolometric luminosity (e.g., Chilcote et al. 2017), as well as
detailed atmospheric characterization (e.g., Rajan et al. 2017).
The star 51 Eridani (51 Eri) is an F0IV (Abt & Morrell 1995)
member of the 24–26Myr (Bell et al. 2015; Nielsen et al. 2016)
βPictoris moving group (Zuckerman et al. 2001). The star is
part of a wide hierarchical triple system with the M-dwarf
binary GJ 3305 (Feigelson et al. 2006), with an ∼60 kyr orbital
period. As a nearby young star, 51 Eri was a prime target for
direct imaging searches to identify wide-orbit self-luminous
giant planets. Observations obtained with the Gemini Planet
Imager (GPI; Macintosh et al. 2014) revealed a planetary-mass
companion at a projected separation of 13 au (Macintosh et al.
2015). The mass of the planet derived from the observed
luminosity is a strong function of the initial entropy of the
planet after formation. Considering the extrema of plausible
initial entropies, the planet has a mass of either 1–2MJup for a
high-entropy “hot-start” formation scenario or 2–12MJup for a
low-entropy “cold-start” scenario (Marley et al. 2007; Fortney
et al. 2008). A measurement of the mass of the planet through a
combination of relative and absolute astrometry would break
this degeneracy, informing theories of giant planet formation at
wide separations.
In this paper, we present a study of the orbital parameters of
51Erib and investigate whether a dynamical mass measure-
ment or constraint can be made by combining relative
astrometry from GPI with absolute astrometry from Hipparcos
and Gaia. We describe our ground-based observations in
Section 2 and present an updated visual orbit ﬁt in Section 3.
We use this ﬁt to predict the astrometric signal induced by the
orbiting planet on the host star and compare to measured values
derived from a combination of the Hipparcos and Gaia
catalogs in Section 4. We conclude with a prediction of the
feasibility of a dynamical mass measurement of the planet
using Gaia scan astrometry in Section 5.
2. Observations and Data Reduction
2.1. Data Acquisition and Initial Reduction
Under program codes GS-2015B-Q-501 and GS-2017B-Q-
501, 51Erib has been observed periodically with the GPI
(Macintosh et al. 2014) at Gemini South, Chile, during the
Gemini Planet Imager Exoplanet Survey (GPIES; Nielsen
et al. 2019a). The GPI combines a high-order adaptive optics
system and an apodized coronagraph to achieve high-contrast,
diffraction-limited imaging over a 2 8×2 8 ﬁeld of view.
This ﬁeld is then sent into an integral ﬁeld unit that disperses
the light at each point within the ﬁeld of view into a low-
resolution spectrum (λ/Δλ between 35 at Y and 80 at K ). An
observing log is given in Table 1; all observations were
obtained in the default coronagraphic mode, but the ﬁlter and
exposure time varied between epochs. All data sets were
obtained in an angular differential imaging (ADI; Marois et al.
2006) mode with the Cassegrain rotator disabled, causing the
ﬁeld of view to rotate in the instrument as the target transits
overhead. Short observations of an argon lamp (30 s) were
obtained just prior to each science sequence to measure the
positions of the microspectra in the raw frames that shift due to
instrument ﬂexure after large telescope slews. Observations of
the arc were taken using the science ﬁlter, except for sequences
using the K1 and K2 ﬁlters, where H was used instead to
minimize calibration overhead. Longer sets of observations of
the argon lamp (300 s) within each ﬁlter that are used for
wavelength calibration, as well as darks of commonly used
exposure times, are obtained periodically at zenith according to
the observatory’s calibration plan.
Data were reduced using the GPI Data Reduction Pipeline
(DRP v1.5; Perrin et al. 2014), revision a494dd5, as a part of
the GPIES automated data processing architecture (Wang et al.
2018b). Brieﬂy, the DRP subtracts dark current, interpolates
bad pixels using both a static bad pixel map and an outlier
identiﬁcation algorithm, constructs a three-dimensional (x, y, λ)
data cube, corrects for distortion over the ﬁeld of view, and
measures both the location and the ﬂux of the four satellite
spots (attenuated replicas of the central star generated via
diffraction off a wire grid in the pupil plane) within each of the
37 wavelength slices of the ﬁnal reduced data cube. The
location of the central star behind the coronagraph was
estimated from the location of these satellite spots. Observa-
tions previously published in Macintosh et al. (2015) and De
Rosa et al. (2015) were reduced using an earlier version of the
pipeline that contained several errors affecting the parallactic
angle calculation (De Rosa et al. 2019). These data were
rereduced using the updated version of the pipeline to ensure
consistency.
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2.2. PSF Subtraction
The reduced data cubes were further processed using the
Karhunen–Loève image projection algorithm (KLIP; Soummer
et al. 2012; Pueyo et al. 2015) to subtract the residual stellar halo
that is not suppressed by the coronagraph and the forward model–
based Bayesian KLIP-FM astrometry (BKA; Wang et al. 2016) to
measure the astrometry of the companion within each data set.
The forward model accounts for distortions in the instrumental
point-spread function (PSF) caused by the PSF subtraction
process, providing a better match between the models used to
ﬁt the location of the companion. We used the implementation of
KLIP and BKA available as a part of the pyKLIP package36
(Wang et al. 2015). Each wavelength slice of each data cube
was high-pass-ﬁltered prior to PSF subtraction to remove low
spatial frequency signals such as the residual seeing halo and
instrumental background at K. An instrumental PSF was then
constructed at each wavelength by averaging the four satellite
spots in time. Wavelength channels with low throughput in
the K-band ﬁlters were discarded where the satellite spots were
too faint. The wavelength range (λmin–λmax) and number of
wavelength channels (nλ) used for each data set are given in
Table 1.
KLIP PSF subtraction was performed within a single annulus
centered on the star with a width of 16 pixels at J and H and
20 pixels at K1 and K2 and a radius such that the companion was
centered between the inner and outer bounds of the annulus. The
two main tunable parameters in the PSF subtraction process are
the exclusion criteria m, deﬁning the number of pixels an
astrophysical source must move before an image can be included
in the PSF reference library, and the number of Karhunen–Loève
modes nKL used to reconstruct the stellar PSF. To explore the
effects of the choice of these two parameters, we repeated the PSF
subtraction using all combinations of { }Îm 1.0, 1.5 ,..., 4.0 and
{ }În 1, 2, 3, 5, 10, 20, 50, 70KL . The wavelength slices from
each data cube after PSF subtraction were averaged, resulting in
one ﬁnal PSF-subtracted image per epoch. We calculated point-
source sensitivity for each epoch and combined these into a single
sensitivity map as a function of companion mass and semimajor
axis using the algorithm described in Nielsen et al. (2013, 2019a),
shown in Figure 1.
2.3. Relative Astrometry
The astrometry of the companion after each PSF subtraction
of each epoch was then calculated using BKA. The forward
model was created from the instrumental PSF given a speciﬁc
combination of m and nKL and ﬁt to the companion within the
PSF-subtracted image within a small 11×11 pixel box (or
15× 15 pixels at K1 and K2) centered on the estimated location
of the companion. Posterior distributions for the position and
ﬂux of the companion and the correlation length scale (Wang
et al. 2016) were sampled using the Markov Chain Monte
Table 1
51 Eri Gemini/GPI Observing Log and Associated KLIP Parameters
UT Date Filter Nexp tint×ncoadds Σt ΔPA λmin–λmax nλ m nKL
(s) (minutes) (deg) (μm) (pixels)
2014 Dec 18a H 38 59.6×1 37.8 23.8 1.508–1.781 35 2 50
2015 Jan 30a J 45 59.6×1 44.7 35.1 1.130–1.334 35 2 50
2015 Jan 31a H 63 59.6×1 62.6 36.5 1.509–1.779 35 2 50
2015 Sep 1b H 93 59.6×1 92.5 43.8 1.512–1.777 35 2 50
2015 Nov 6 K1 52 59.6×1 51.7 26.4 1.903–2.177 33 2.5 50
2015 Dec 18 K2 103 59.6×1 102.4 71.8 2.131–2.316 25 2.5 50
2015 Dec 20 H 148 59.6×1 147.1 80.1 1.511–1.776 35 2 50
2016 Jan 28 K1 97 59.6×1 96.4 55.5 1.941–2.172 28 2.5 50
2016 Sep 18 H 94 59.6×1 93.4 49.9 1.511–1.777 35 2 50
2016 Sep 21 J 83 29.1×2 82.5 53.1 1.133–1.332 35 1.5 50
2016 Dec 17 J 84 29.1×2 81.5 44.7 1.135–1.331 35 1.5 50
2017 Nov 11 H 44 59.6×1 43.7 27.7 1.508–1.777 35 2 50
2018 Nov 20 H 59 59.6×1 58.7 32.9 1.509–1.780 35 2 50
Notes.
a Rereduction of observations presented in Macintosh et al. (2015).
b Rereduction of observations presented in De Rosa et al. (2015).
Figure 1. Sensitivity to companions of 51Eri as a function of their mass and
semimajor axis. Contours denote 25%, 50%, 75%, and 90% sensitivity calculated
after marginalizing over all other orbital elements. We plot 51 Eri b using the mass
derived from the H-band luminosity, the Baraffe et al. (2003) evolutionary models,
and the Allard et al. (2012) substellar atmosphere models.
36 http://bitbucket.org/pyKLIP, revision b3d97cd.
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Carlo (MCMC) afﬁne-invariant sampler within the emcee
package (Foreman-Mackey et al. 2013). For each ﬁt, 100
walkers were initialized near the estimated location for each
parameter and run for 800 steps, with the ﬁrst 200 discarded as
burn-in. Uncertainties in the star centering (0.05 pixels; Wang
et al. 2014) and astrometric calibration (Table 2) from De Rosa
et al. (2019) were combined in quadrature with the statistical
uncertainty derived from the MCMC posterior distributions.
The choice of KLIP parameters was driven by many factors:
the location of the companion, the amount of ﬁeld rotation,
the spatial distribution of noise within the residual images
(Figure 2, fourth column), and the correlation (or lack thereof)
between the KLIP parameters and the measured astrometry.
Large values for the exclusion parameter m were preferred,
although data sets with limited ﬁeld rotation required a less
restrictive setting. The parameters used for each data set are
given in Table 1, and the astrometry derived from the data set
processed with the selected parameters is given for each epoch
in Table 2.
3. Updated Visual Orbit
The relative astrometry presented in Table 2 was used to reﬁne
the orbital parameters of the planet. We used the parallel-tempered
afﬁne-invariant MCMC sampler within the emcee package
(Foreman-Mackey et al. 2013) to sample the posterior distributions
of six orbital elements (semimajor axis a, eccentricity e, inclination
i, argument of periastron ω, longitude of the ascending nodeΩ, and
epoch of periastron τ), the parallax π, and the mass of the star M1
and planet M2. Rather than sampling ω and Ω individually, we
sampled their sum (Ω+ω) and difference (Ω−ω) to speed up the
convergence of the MCMC chains (Beust et al. 2014). Standard
priors on the orbital parameters were adopted, uniform in alog ,
e, and icos . Gaussian priors were adopted on π and M1 based
on the Gaia parallax measurement and uncertainties and literature
estimates of the host star mass (1.75± 0.05 M ; Simon &
Schaefer 2011). Unlike systems where the period is constrained by
the visual orbit (e.g., β Pic; Wang et al. 2016), we do not have
sufﬁcient coverage of the orbit to ﬁt the total system mass directly,
so we need to constrain the mass of the primary. We use a linear
prior for M2 between 1 and 15MJup, encompassing the range of
masses predicted from the measured luminosity and evolutionary
models (Macintosh et al. 2015; Rajan et al. 2017). The visual orbit
alone only constrains the total system mass; additional information
(e.g., radial velocities, absolute astrometry) is required to constrain
the mass ratio and thus the masses of the two components.
We initialized 512 MCMC chains at each of 16 different
temperatures (a total of 8192 chains). In the parallel-tempered
framework, the lowest-temperature chains explore the posterior
distributions of each parameter, while the highest-temperature
chains explore the priors. Each chain was advanced for 106
steps and decimated, saving the position of each walker every
tenth step. The ﬁrst tenth of the ﬁnal decimated chains were
discarded as a “burn-in,” where the location of the walkers was
still a function of their initial position. The trimmed and
decimated chains yielded a total of 46,080,000 samples at the
lowest temperature.
The posterior distributions for six of the orbital elements are
shown in Figure 3 and reported in Table 3, along with the
minimum χ2 and maximum probability (after accounting for
the priors on the various parameters) orbits. We note that
MCMC is not designed to ﬁnd the minimum χ2, and it is likely
Figure 2. The GPI PSF (ﬁrst column), BKA forward model (second column),
companion (third column), and residuals (fourth column) for each 51 Eri
observation. The KLIP parameters used for each reduction are given in Table 1.
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that orbits with slightly lower χ2 could be found with a least-
squares minimization algorithm using the best ﬁt within the
MCMC chains as a starting point. The quality of the ﬁts to
the astrometric record was typically good; the best-ﬁt orbit
had c = 13.42 , corresponding to c =n 0.672 assuming 20° of
freedom (M1 and M2 are dependent variables for a visual orbit
ﬁt), suggesting that the uncertainties on the astrometry were
slightly overestimated. The visual orbit is plotted in Figure 4,
showing the predicted track of the planet in the sky plane, as
well as the change in the separation and position angle of the
planet as a function of time.
With the additional three years of astrometric monitoring, we
are beginning to constrain the eccentricity of the orbit of the
planet. The ﬁt presented in De Rosa et al. (2015) only marginally
constrained the eccentricity relative to the prior, only excluding
the highest eccentricities. We similarly exclude high eccentri-
cities (e> 0.86 is excluded at the 3σ conﬁdence level), but we
also ﬁnd that circular orbits are disfavored with the extended
astrometric record. The preferred eccentricity is larger than for
other directly imaged planets (e.g., Wang et al. 2018a; Dupuy
et al. 2019), although the sample size is currently too small to
say whether it is unusually large. Interestingly—and most likely
coincidentally—the median of the eccentricity distribution is
consistent with the mean eccentricity of wide-orbit (P> 105
days) stellar companions to early-type (A6–F0) stars (Abt 2005).
We ﬁnd a marginally smaller semimajor axis of -+11.1 1.34.2 au with
a signiﬁcantly reduced uncertainty relative to De Rosa et al. (2015)
and no signiﬁcant change in the location and width of the
inclination posterior distribution. There is a strong covariance
between the eccentricity and inclination of the orbit: circular orbits
are found closer to an edge-on conﬁguration, while eccentric orbits
are more face-on. A future radial velocity measurement of the
planet has the potential to break this degeneracy well before
continued astrometric monitoring is able to differentiate between
the two families of orbits. In the context of additional undiscovered
companions within the system, combining the semimajor axis and
eccentricity distributions yields a periastron distance for the orbit of
= -+r 5.4peri 1.73.8 au. The posterior distribution on the mass of the
planet is not constrained whatsoever relative to the uniform prior
distribution described previously.
3.1. Nonzero Eccentricity
The marginalized eccentricity posterior distribution shown in
Figure 3 appears to suggest that circular orbits (e∼ 0) can be
excluded at a high signiﬁcance. This is in part due to the
complex shape of the multidimensional posterior distribution. At
small eccentricities, the inclination is tightly constrained to
125°.2±0°.8, and the longitude of the ascending node Ω is
similarly constrained to one of two speciﬁc angles (164°.3± 0°.4
and 344°.3± 0°.4). At higher eccentricities, these two parameters
are far less constrained. As a consequence, the volume of phase
space with allowable orbits with e∼0 is considerably smaller
than for more eccentric orbits despite the small difference in χ2,
shifting the marginalized posterior distribution toward noncir-
cular orbits.
To investigate whether or not we could exclude a circular orbit
based on the current astrometric record, we repeated the visual
orbit ﬁt described previously with the eccentricity and argument
of periapse ﬁxed at zero. We found a minimum c2 of 18.7,
corresponding to c =n 0.852 , assuming 22° of freedom. This is
not signiﬁcantly different from the best-ﬁt orbit found in the full ﬁt
described previously (c =n 0.672 ). Using the Bayesian informa-
tion criterion (BIC), a circular orbit is preferred with a
ΔBIC=1.4, but not at a signiﬁcant level. We therefore cannot
reject the possibility that 51Erib is on a circular orbit based on
the current astrometric record, despite the shape of the margin-
alized posterior distribution shown in Figure 3.
3.2. Comparison with VLT/SPHERE Astrometry
Recently, Maire et al. (2019) published a revision to the
orbital parameters based on a combination of literature
astrometry and three years of VLT/SPHERE observations of
the system. The posterior distributions for the orbital elements
are consistent between the two studies; both show that highly
eccentric orbits are excluded by the current astrometric record.
Maire et al. (2019) noted a potential systematic offset between
Table 2
Relative Astrometry of 51 Eri b Using Bayesian KLIP Astrometry
UT Date MJD Instrument Filter Plate Scale North Offset ρ θ Reference
(mas pixel−1) (deg) (mas) (deg)
2014 Dec 18 57,009.13 Gemini/GPI H 14.161±0.021 0.17±0.14 454.24±1.88 171.22±0.23 1
2015 Jan 30 57,052.06 Gemini/GPI J 14.161±0.021 0.17±0.14 451.81±2.06 170.01±0.26 1
2015 Jan 31 57,053.06 Gemini/GPI H 14.161±0.021 0.17±0.14 456.80±2.57 170.19±0.30 1
2015 Feb 1 57,054.25 Keck/NIRC2 L′ 9.952±0.002 −0.252±0.009 461.5±23.9 170.4±3.0 2
2015 Sep 1 57,266.41 Gemini/GPI H 14.161±0.021 0.17±0.14 455.10±2.23 167.30±0.26 1
2015 Nov 6 57,332.23 Gemini/GPI K1 14.161±0.021 0.21±0.23 452.88±5.41 166.12±0.57 1
2015 Dec 18 57,374.19 Gemini/GPI K2 14.161±0.021 0.21±0.23 455.91±6.23 165.66±0.57 1
2015 Dec 20 57,376.17 Gemini/GPI H 14.161±0.021 0.21±0.23 455.01±3.03 165.69±0.43 1
2016 Jan 28 57,415.05 Gemini/GPI K1 14.161±0.021 0.21±0.23 454.46±6.03 165.94±0.51 1
2016 Sep 18 57,649.39 Gemini/GPI H 14.161±0.021 0.32±0.15 454.81±2.02 161.80±0.26 1
2016 Sep 21 57,652.38 Gemini/GPI J 14.161±0.021 0.32±0.15 451.43±2.67 161.73±0.31 1
2016 Dec 17 57,739.13 Gemini/GPI J 14.161±0.021 0.32±0.15 449.39±2.15 160.06±0.27 1
2017 Nov 11 58,068.26 Gemini/GPI H 14.161±0.021 0.28±0.19 447.54±3.02 155.23±0.39 1
2018 Nov 20 58,442.21 Gemini/GPI H 14.161±0.021 0.45±0.11 434.22±2.01 149.64±0.23 1
References. (1) This work; (2) De Rosa et al. (2015).
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the position angle measurements from GPI and SPHERE of
θSPH−θGPI=Δθ=1°.0±0°.2 based on an independent
reduction of the GPI data available in the archive. The source
of such an offset can be due to either a systematic offset in the
determination of the true north angle for both instruments or an
algorithmic issue caused by data reduction and/or post-
processing.
We investigated this apparent discrepancy between the two
instruments by performing a joint ﬁt to the astrometry presented
in Table 2 and Maire et al. (2019) with two additional parameters:
a multiplicative term to describe a relative magniﬁcation
ρSPH/ρGPI=Δρ and an additive term to describe a constant
position angle offset Δθ applied to the GPI measurements. The
orbit ﬁt was performed as previously, although the chains were
thinned by a factor of 100 rather than 10. Compared with the
joint ﬁt performed by Maire et al. (2019), we ﬁnd a more
marginal offset between the two instruments, with a magniﬁcation
of Δρ=1.0050±0.0047 and a position angle offset of Δθ=
−0°.16±0°.26. We do not see any signiﬁcant offset between the
GPI and SPHERE astrometric records using the astrometry
presented in Table 2 and Maire et al. (2019). This apparent
discrepancy can be explained in part due to the revised astrometric
calibration of GPI (De Rosa et al. 2019, submitted), in which the
north offset angle was changed by several tenths of a degree
relative to the original calibration used by Maire et al. (2019).
Repeating the orbit ﬁt using the astrometry from Table 2 but with
the previous astrometric calibration yields a slightly different
position angle offset of Δθ=0°.28±0°.26, signiﬁcantly smaller
than that found by Maire et al. (2019). This suggests that the
difference in the measured position angle offset could be
Figure 3. Posterior distributions and their covariance for six of the orbital elements for the visual orbit of 51 Eri b.
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algorithmic in nature, rather than a systematic calibration offset
between the two instruments.
4. Astrometric Acceleration
4.1. Absolute Astrometry and Inferred Acceleration
Astrometric measurements of 51 Eri were obtained from the
rereduction of the Hipparcos catalog (van Leeuwen 2007a) and
the second Gaia data release (DR2; Gaia Collaboration et al.
2018) and are given in Table 4. The Gaia catalog is known to
suffer from a number of systematics for bright stars like 51Eri.
The uncertainties in the position, proper motion, and parallax were
inﬂated based on the ratio of internal to external uncertainties
estimated by the Gaia consortium (Arenou et al. 2018). The total
Table 3
Campbell Elements and Associated Parameters Describing the Visual Orbit of
51 Eri b
Parameter Unit Median (±1σ) Min. χ2 Orbit Max.  Orbit
P yr -+28.1 4.917.2 27.0 24.0
a arcsec -+0.374 0.0440.140 0.363 0.338
a au -+11.1 1.34.2 10.8 10.1
rperi au -+5.4 1.73.8 4.7 3.9
e L -+0.53 0.130.09 0.57 0.61
i deg -+136 1110 138.9 144.5
ω deg -+86 2323
a 108.3 285.3
Ω deg -+67 5663
a 116.0 282.4
τ P -+0.56 0.220.18 0.42 0.48
T0 MJD -+61, 735 7124824 61,143 61,202
T0 yr -+2027.9 2.013.2 2026.3 2026.4
Note.
a After wrapping Ω between 0° and 180°.
Table 4
Hipparcos and Gaia Absolute Astrometry of 51 Eri and Inferred Acceleration
Property Unit Value
Hipparcos (1991.25)
HIP 21547
α deg 69.40044385±0.29 masa
δ deg −2.47339207±0.20 mas
ma mas yr−1 44.22±0.34
μδ mas yr
−1 −64.39±0.27
π mas 33.98±0.34
Gaia (2015.5)
Gaia DR2 3205095125321700480
α (cat.) deg 69.40074243852±0.1067 masa
α (corr.) L 69.40074243852±0.1163 masa,b
δ (cat.) deg −2.47382451041±0.0724 mas
δ (corr.) L −2.47382451041±0.0798 masb
ma (cat.) mas yr−1 44.352±0.227
ma(corr.) L 44.395±0.248b
μδ (cat.) mas yr
−1 −63.833±0.178
μδ (corr.) L −63.793±0.196
b
π (cat.) mas 33.5770±0.1354
π (corr.) L 33.5770±0.1477b
Inferred Proper-motion Difference
m m-a a ,G ,H mas yr−1 0.174±0.420
μδ, G−μδ, H mas yr
−1 0.597±0.334
m m-a a ,H ,HG mas yr−1 −0.065±0.340
μδ, H−μδ, HG mas yr
−1 −0.192±0.270
m m-a a ,G ,HG mas yr−1 0.110±0.249
μδ, G−μδ, HG mas yr
−1 0.404±0.197
Notes.
a Uncertainty in a a d= cos .
b After correcting for Gaia bright star reference frame rotation and the internal-
to-external error ratio
Figure 4. (Left) Five hundred visual orbits of 51 Eri b in the sky plane drawn from the MCMC chains, colored according to their eccentricity. Visual astrometry is
overplotted from GPI (black) and NIRC2 (green). The location of the star is denoted by the plus sign. (Right) Evolution of the separation (ﬁrst row) and position angle
(third row) and their associated residuals.
7
The Astronomical Journal, 159:1 (14pp), 2020 January De Rosa et al.
uncertainty for each astrometric parameter was estimated using
( )s s s= +k , 1i sext 2 2 2
where σi is the catalog uncertainty, σs is a term representing the
systematic uncertainty, and k is a correction factor applied to
the internal uncertainty. For bright stars (G< 13), k is assumed
to be 1.08, and σs is 0.016 mas for position, 0.021 mas for
parallax, and 0.032 mas yr−1 for proper motion. Additionally,
the bright star reference frame in the Gaia DR2 was found to be
rotating with respect to the stationary extragalactic frame
deﬁned by distant quasars used for fainter stars. To correct for
this, catalog proper motions were rotated by the rotation matrix
given in Lindegren et al. (2018), with the catalog and rotation
matrix uncertainties propagated using a Monte Carlo algorithm.
Catalog and corrected values for the Gaia DR2 astrometry are
given in Table 4; we exclusively used the corrected values for
the analyses presented in this work.
We calculated three proper-motion differentials from the two
catalogs. The ﬁrst (μG−μH) was calculated simply as the
difference between the proper-motion vector in the two
catalogs (μH for Hipparcos and μG for Gaia). Nonrectilinear
and perspective effects that cause a change in the apparent
motion of nearby stars of constant velocity are negligible at the
distance of 51 Eri (1 μas yr−1) and were therefore ignored.
The two other differentials were calculated by comparing the
instantaneous proper motion measured by each catalog (μH,
μG) to the proper motion derived from the absolute position of
the star in both catalogs (μHG). Uncertainties were calculated
using a Monte Carlo algorithm. The three proper-motion
differentials for 51 Eri are given in Table 2. A signiﬁcant
proper-motion difference was measured in the decl. direction
for μG−μH (1.8σ) and μG−μHG (2.1σ); the other four values
were not signiﬁcantly different from zero.
4.2. Predicted Acceleration Due to 51 Eri b
We predicted the astrometric reﬂex motion induced by the
orbiting planet on 51 Eri using the visual orbit ﬁts described
in Section 3. This signal was predicted using two different
algorithms that produced consistent results. The ﬁrst was based
on the assumption that the Hipparcos and Gaia proper-motion
measurements were instantaneous. This assumption is likely
valid for Gaia due to the current wide separation of the planet
but may not be valid for Hipparcos for more eccentric orbits. In
this algorithm, the instantaneous proper motion of the photo-
center was calculated at the reference epoch for both missions
(μH, μG). The long-term proper motion (μHG) was calculated as
the difference in the photocenter position at both epochs divided
by the 24.25 yr baseline; a 10mas shift in the position of the
photocenter would manifest itself as a change in the proper
motion of the star of ∼0.4 mas yr−1. We assumed that the
photocenter was centered on the host star; the planet contributes
negligible ﬂux within the Hipparcos and Gaia bandpasses.
The second algorithm was a simplistic simulation of the
individual Hipparcos and Gaia measurements of the photo-
center during the two missions. A simulated Hipparcos
measurement was constructed by generating a one-dimensional
abscissa measurement using a nominal set of astrometric
parameters for the 51 Eri system barycenter. We adopted the
Hipparcos catalog values, but the results should not be
sensitive to small changes in the reference position, parallax,
and proper motion of the system barycenter. The abscissa was
constructed using the procedure described in Sahlmann et al.
(2010) and the scan epochs, angles, and parallax factors for 51
Eri provided in the Hipparcos Intermediate Astrometric Data
(IAD) catalog (van Leeuwen 2007b). The abscissa was
perturbed by the predicted photocenter orbit for a given sample
within the MCMC chains. The offset between the photocenter
and system barycenter at each epoch in the αå and δ directions
was weighted by the scan angle of the satellite at that epoch.
Using this simulated abscissa measurement, we predict what
astrometric parameters would have been reported by Hippar-
cos. As the abscissa is a linear function of the ﬁve astrometric
parameters (αå, δ, π, ma, μδ), a unique solution could be
rapidly found through a simple matrix inversion. This allowed
us to compute the ﬁve astrometric parameters that would have
been measured by Hipparcos for each of the 4×107 orbits
described in Section 3. This process was repeated to simulate a
Gaia measurement of the motion of the photocenter using the
scan epochs, angles, and parallax factors predicted for 51 Eri
using the Gaia Observing Schedule Tool.37
4.3. Comparison with Measured Acceleration
The predicted proper-motion differentials calculated using
these two algorithms are shown in Figure 5. The two
Figure 5. Predicted astrometric signal induced on 51 Eri by the orbiting planet
from the instantaneous proper motion of the photocenter (left column) and the
simplistic model of the Hipparcos and Gaia measurements (right column), both
of which are calculated from the visual orbit ﬁt. The colors of the symbols
denote the mass of the planet for each visual orbit ﬁt. For clarity, only 24,000
ﬁts drawn randomly from the posterior distributions are plotted. The
accelerations in Table 4 are plotted (black squares) in addition to those
computed by Brandt (2018; red squares).
37 https://gaia.esac.esa.int/gost/
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algorithms are in excellent agreement, most likely due to the
limited amount of curvature in the orbit of the photocenter
during the Hipparcos and Gaia missions. The astrometric
signal predicted using the second algorithm is plotted in
Figure 6 for orbits with masses for the planet of 2.0±0.5 and
12±0.5 MJup, corresponding to the range of plausible masses
for the planet based on evolutionary models, drawn from the
visual orbit MCMC ﬁt. It is evident that there is a signiﬁcant
discrepancy between the predicted proper-motion differentials
induced by the orbit of 51 Eri b and those measured with the
Hipparcos and Gaia catalog values. The measured differential
between Gaia and the long-term proper motion (μG−μHG) is
notably discrepant; the direction of this acceleration is in
the opposite direction predicted from the visual orbit, and the
1σ credible region for the predicted signal is signiﬁcantly
displaced from the measured value. A similar problem is seen
for the difference between the two catalog proper motions
(μH−μG), although both the measurement uncertainties and the
1σ credible interval of the predicted signal are larger. The two
discrepant measurements both rely on the Gaia proper motion;
the measured μH−μHG acceleration is consistent with the
predicted signal induced by 51Erib.
Recently, Brandt (2018) investigated potential systematic
offsets between the Hipparcos and Gaia astrometric measure-
ments and used a linear combination of the two Hipparcos
reductions in an attempt to reduce observed discrepancies
between the two catalogs. The revised proper motions
presented within this catalog are not signiﬁcantly different for
51Eri (Figure 5, red symbols) and are virtually unchanged for
the most discrepant of the three accelerations (μG−μHG).
Figure 7 shows the signiﬁcance of the difference between the
measured acceleration computed from the Gaia and long-term
proper motions (μG−μHG) and that predicted from the visual
orbit ﬁt given in Section 3. The predicted acceleration from this
combination of proper motions is the most constrained due to
the relative astrometric record covering the same baseline as the
Gaia mission. If we assume a mass of 2MJup for 51Erib, the
measured acceleration is 2.3σ discrepant (0.6σ and 2.2σ in
the αå and δ directions), rising to 3.1σ (2.7σ and 1.5σ) for a
12MJup planet.
The source of the discrepancy is not immediately apparent.
When operating at the shortest integration times, 51Eri
(G= 5.1) is close to the nominal bright limit of the astrometric
instrument (G= 5). The precision of the individual scan
measurements at these magnitudes, between 1–2 mas along
the scan direction, is 25–50 times worse than the formal
Poissonian uncertainties (Lindegren et al. 2018). This differ-
ence was attributed primarily to inadequacies of the calibration
models used to measure the centroid position of bright stars
Figure 6. Predicted astrometric signal induced on 51 Eri by the orbiting planet
derived from the simulated Hipparcos and Gaia measurements for a 2 MJup
(left column) and 12 MJup (right column) planet. Contours denote 1σ, 2σ, and
3σ credible regions, and the color scale is the logarithmic count of the orbits
within each bin of the two-dimensional histogram. The measured signal is
denoted by the black symbol, and the accelerations computed by Brandt (2018)
are also shown (red squares).
Figure 7. Distribution of the difference between predicted and measured
m m-G HG divided by the uncertainty on the measurement for low-mass
(2 MJup; blue ﬁlled histograms) and high-mass (12 MJup; red open histograms)
planets in the R.A. (top panel) and decl. (middle panel) directions and the total
magnitude of the acceleration (bottom panel) assuming symmetric uncertainties
on the measured acceleration.
9
The Astronomical Journal, 159:1 (14pp), 2020 January De Rosa et al.
within each scan. It is not clear if these unmodeled errors would
cause the centroid determination to be biased, or if they would
simply introduce a random scatter on the measurement. It is
plausible that the observed discrepancy is simply a random
measurement error. This is more likely to be the case for a low-
mass 51Erib, where the measurement is only a 2.3σ (roughly
1 in 40) outlier. If it is a measurement error, we are unable to
differentiate between the low- and high-mass scenarios for the
planet at a signiﬁcant level due to the marginal difference in the
distributions shown in Figure 7. The high-mass scenario is
approximately 13 times less likely than the low-mass scenario
(consistent with the relative probabilities in the mass posterior
discussed at the end of this section) and cannot be excluded at a
signiﬁcant level with the available measurements.
The discrepancy could also be astrophysical in nature. An
additional companion to 51 Eri interior to the current sensitivity
limits of instruments such as GPI and SPHERE in an
appropriate orbit could be inducing the observed astrometric
signal, either entirely or in combination with 51Erib. As noted
by Maire et al. (2019), a high eccentricity for the orbit of the
planet could be the result of dynamical interactions with an
additional companion within the system. To determine whether
an astrophysical origin was a plausible source of the signal, we
compared the measured μG−μHG acceleration for 51Eri to
a sample of 155 stars at a similar distance (∣ ∣D <d 7.5 pc),
V-band magnitude (∣ ∣D <V 0.5 mag), and Hipparcos parallax
uncertainty (σπ/π< 0.1). We found 51Eri to be a 1.2σ
outlier when comparing to all stars in the sample (Figure 8).
However, the tails of the μG−μHG distribution are undoubtedly
contaminated with astrometric accelerations induced by stellar,
substellar, and degenerate companions around these stars. We
searched the Washington Double Star Catalog (Mason et al.
2001) to exclude binaries with a separation within 2″, the Ninth
Catalog of Spectroscopic Binary Orbits (Pourbaix et al. 2004)
to exclude spectroscopic binaries that can lead to spurious
astrometric accelerations, and the Bright Star Catalog (Hofﬂeit
& Jaschek 1991) for stars that had been categorized as being
either variable radial velocity or a spectroscopic binary. We
found evidence of binarity for 84 of the stars in the sample.
Removing these binaries suppressed the tails of the distribution
of astrometric accelerations for the 71 stars that to the best of
our knowledge are single. The measured μG−μHG acceleration
for 51Eri is more discrepant with this single subsample, a 1.5σ
outlier, whereas it is consistent with the binary subsample. It is
worth noting that not all of the stars within the single
subsample have been searched for binary companions with
either high-contrast imaging, interferometric observations, or
radial velocity monitoring. The remaining outliers within this
subsample are likely due to a combination of random
measurement errors, systematic errors, and astrophysical
signals induced by undiscovered companions.
These discrepancies have implications for an attempted
measurement of the dynamical mass of 51Erib with a joint ﬁt
to the visual orbit of the companion and the absolute astrometry of
the host star. Using the framework described in Nielsen et al.
(2019b), we performed two ﬁts to the available data. The ﬁrst used
all available astrometry of the planet and host star, and the second
excluded the Gaia proper motion due to the observed discrepancy
in Figure 5. Both ﬁts utilized the Hipparcos IAD rather than the
Hipparcos catalog values given in Table 4. The ﬁt including the
Gaia proper motion leads to a 1σ upper limit on the planet mass
of M2<7 MJup, compared to M2<18 MJup from the ﬁt where it
is excluded (Figure 9). Based on the discrepancy between the
predicted and measured value of μG−μHG (and to a lesser extent
μH−μG), we cannot use the former mass constraint to conﬁdently
rule out a high-mass, low-entropy formation scenario for 51Erib.
Instead, it is plausible that the ﬁt is being driven toward to the
lowest masses in an attempt to minimize the the μG−μHG signal
induced by the planet, which is in the opposite direction to the
measurement. A similar discrepancy between the predicted and
measured Gaia proper motions is seen for βPicb (Nielsen et al.
2019b) and was not used to constrain the mass of that planet.
5. Future Mass Constraints with Gaia
The analyses presented in the previous sections are based on a
comparison of the Hipparcos and Gaia catalog proper motions.
These measurements represent the combination of ∼102
individual astrometric measurements from each mission, ﬁt
based on an assumption of linear motion of the photocenter of
the system. With sufﬁcient astrometric precision, the reﬂex
motion of the photocenter induced by the planet can be detected
and used in conjunction with the visible orbit to constrain the
mass of the planet. While the precision of the individual
Hipparcos scan measurements (σ= 1.0± 0.3 mas) is not
Figure 8. Astrometric acceleration measured between the Gaia and long-term proper motion for a sample of 155 stars (gray points) that share a similar distance,
magnitude, and parallax uncertainty to 51 Eri (red). The three panels show the full sample (left), 71 single stars (middle), and 84 stars with evidence of binarity in the
literature (right).
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sufﬁcient to measure the expected displacement of the photo-
center over the 2.5 yr mission, the formal scan uncertainties for
the ﬁnal Gaia catalog are predicted to be signiﬁcantly lower.
We utilized a similar framework to the one described in
Section 4.2 to assess the potential of Gaia observations alone to
constrain the mass of the planet. For the purposes of these
simulations, we assumed that there is no additional massive
companion within the system. We simulated a set of Gaia scan
measurements of the 51Eri system spanning three baselines,
from the start of the mission (2014 July 25) to the end of the
DR2 phase (2016 May 23), the end of the nominal 5 yr mission
(assumed to be 2019 March 9), and the end of an extended 8 yr
mission (assumed to be 2022 December 31). Predicted scan
angles for the nominal and extended Gaia missions are shown
in Figure 10.
Simulated abscissa measurements were generated by combin-
ing the linear motion of the 51Eri barycenter with the orbital
motion of the photocenter for each of the samples within the
MCMC chains from Section 3. As with the model in Section 4.2,
we assumed a nominal set of astrometric parameters for the
system barycenter. Gaussian noise was added to the simulated
measurements with an amplitude of either 50 μas, corresponding
to the predicted noise ﬂoor for ﬁfth-magnitude stars, or 250 μas,
intermediate to this and the current median uncertainty of the
individual scan measurements (Lindegren et al. 2018). Our noise
model assumed that all of the measurements were uncorrelated.
To assess whether the astrometric signal induced by the orbit of
51Erib would have been detected within each of these
simulations, we ﬁt the data with (1) a ﬁve-parameter model
describing only the apparent motion of the system barycenter
and (2) a 12-parameter model that also accounts for the motion
of the photocenter due to the orbiting planet. The ﬁrst ﬁt is
performed as described in Section 4.2. For the second ﬁt, we
used the framework described in Perryman et al. (2014). To
speed up the optimization algorithm, we ﬁx the period of the
planet and only ﬁt the two nonlinear terms u and v (transformed
variables of the eccentricity e and mean anomaly at the reference
epochM0); the linear terms are determined exactly for each (u, v)
pair. We computed the χ2 of each ﬁt and considered the planet
detected when Δχ230 (Perryman et al. 2014).
The distributions of Δχ2 as a function of the mass of the
planet are shown in Figure 11 for the two noise models. We
ﬁnd that the astrometric signal induced by the planet is only
detectable (>98% probability) in the simulations with the more
favorable noise model (50 μas scan uncertainty) and planet
masses of M24 MJup and that use the full data set from the
extended 8 yr mission. The only possibility of an astrometric
detection of 51Erib in the nominal 5 yr mission is if it was a
12MJup planet in a favorable orbital conﬁguration, the highest
mass predicted for the planet from the “cold-start” low-
accretion formation scenario (Rajan et al. 2017). We predict
that the astrometric signal of the planet will not be detectable
at any plausible mass, assuming a per-scan uncertainty of
250 μas, which is already a factor of 4–8 improvement upon
the estimate of the per-scan scan uncertainty of the astrometry
used to create the Gaia DR2 catalog (Lindegren et al. 2018).
We also predicted the effect of an additional epoch of
relative astrometry on the detectability of an astrometric
acceleration with Gaia. We simulated one epoch of astrometry
in 2021.9 consistent with an eccentricity at the median of
the marginalized distribution (e= 0.53; ρ= 357.1± 3.0 mas,
θ= 129°.1± 0°.3) and used rejection sampling to select the
orbits consistent with this measurement. The Δχ2 distribution
for this subset of orbits is not signiﬁcantly different; the planet
is not detectable except in the most favorable circumstances.
Repeating this analysis for a simulated measurement consistent
with a low (e= 0.40) or high (e= 0.62) orbital eccentricity did
Figure 10. Scan angles for the Gaia measurements of 51Erib over the 2 yr
used to construct the DR2 catalog (black circles), the nominal 5 yr mission (red
squares), and an extended 8 yr mission (green triangles). A scan angle of
∣ ∣y = 90 (dashed lines) corresponds to a scan along the R.A. direction,
constraining the position of the star only in that direction. Scan angles of
∣ ∣y = 45 and 135° (dotted lines) provide equal constraints on the position of
the star along the two axes.Figure 9. Posterior distributions for the mass of 51Erib from a joint ﬁt to the
relative and absolute astrometry of the system with (blue) and without (red) the
Gaia proper motion.
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not lead to a signiﬁcant change in the distribution of Δχ2 as a
function of planet mass.
6. Conclusion
We have presented an update to the visual orbit of the young,
low-mass, directly imaged exoplanet 51 Eri b using astrometry
obtained with Gemini/GPI over the previous 3 yr. We ﬁnd
orbital elements that are consistent with an independent
analysis of a data set combining literature GPI astrometry with
new VLT/SPHERE measurements (Maire et al. 2019) and
within the uncertainties presented in an earlier analysis with a 9
month baseline by De Rosa et al. (2015). We can conﬁdently
exclude a highly eccentric orbit for the planet, but a degeneracy
exists between inclined low-eccentricity (e∼ 0.2) orbits
and less inclined but more eccentric (e∼ 0.5) orbits. This
degeneracy can be broken either with long-term astrometric
monitoring of the visual orbit or in short order with a radial
velocity measurement of the planet with instruments that
combine high-contrast imaging techniques with high-resolution
spectroscopy (e.g., Wang et al. 2017). Previous radial velocity
measurements for short-period directly imaged exoplanets have
used more traditional slit spectroscopy (Snellen et al. 2014), a
technique that is challenging for 51 Eri b given the high
contrast between the planet and its host star.
With a revised visual orbit for the system, we predicted the
astrometric signal induced on 51Eri by the orbiting planet and
compared it to absolute astrometry from the Hipparcos and
Gaia catalogs. We ﬁnd that the predicted acceleration for the
star due to the planet is inconsistent with the measured value at
the 2σ–3σ level, and for one combination of catalog proper
motions, the acceleration vector is in the opposite direction to
that predicted by the visual orbit. This discrepancy could be
due a combination of random measurement errors and other
sources of uncertainty in the Gaia astrometry that have not
been correctly modeled for bright stars (Lindegren et al. 2018)
or a real astrophysical signal induced by an additional
companion within the system that is interior to current
detection limits. This discrepancy precludes a dynamical mass
determination or constraint using the currently available data.
Finally, we performed simulations of the individual Gaia scan
measurements of 51Eri over the course of the extended 8 yr
Gaia mission. We demonstrated that a dynamical mass
measurement of 51Erib using Gaia data alone is only
possible at >98% conﬁdence assuming the most optimistic
predictions for the ﬁnal per-scan uncertainty of the Gaia
astrometry and a mass of 4 MJup for the planet.
The upcoming Gaia data releases will contain astrometric
accelerations, photometric orbit ﬁts, and the individual scan
measurements used to construct the catalog. Combined with
long-term proper motions derived from Hipparcos positions
(e.g., Brandt 2018; Kervella et al. 2019), this rich resource will
enable targeted searches for substellar companions to nearby
young stars that are amenable to direct detection, spectroscopic
characterization, and eventual dynamical mass measurements.
The release of this catalog will be timely for the launch of the
James Webb Space Telescope; the sensitivity of the thermal-
infrared coronagraphic instruments will be sufﬁcient to detect
wide-orbit Jovians around much older (and typically closer)
stars than have previously been targeted from the ground.
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