The generality of latent variable modeling of individual differences in development over time is demonstrated with a particular emphasis on randomized intervention studies. First, a brief overview is given of biostatistical and psychometric approaches to repeated measures analysis. Second, the generality of the psychometric approach is indicated by some nonstandard models. Third, a multiple-population analysis approach is proposed for the estimation of treatment effects. The approach clearly describes the treatment effect as development that differs from normative, control-group development. This framework allows for interactions between treatment and initial status in their effects on development. Finally, an approach for the estimation of power to detect treatment effects in this framework is demonstrated. 
the biostatistics tradition but is now beginning to merge with it. Here, keywords include slopes-asoutcomes, multilevel modeling, and hierarchical linear modeling (HLM). Key references include Cronbach (1976) , Burstein (1980) , Goldstein (1987 Goldstein ( ,1995 , Bock (1989) , Bryk and Raudenbush (1992) , and Longford (1993) . Key software products include MLn, HLM, and VARCL. A largely independent tradition is found in psychometrics with keywords such as latent curve analysis and latent variable structural equation modeling. Key references include Tucker (1958) , Tisak (1984, 1990) , and McArdle and Epstein (1987) . Key software products include Amos, CALIS, EQS, LISCOMP, L1SREL, MECOSA, and MX.
In the biostatistics and education traditions, the individual differences in growth or decline over time are captured by random coefficients. Because these coefficients are unknown quantities that vary across individuals, the psychometric tradition views them as latent variables. Linkages between the traditions have been described in Browne and DuToit (1991) , Muthen (1983 Muthen ( , 1991 Muthen ( , 1993 , Rogosa (1988) , Rogosa and Willett (1985) , and Willet and Sayer (1994) .
The currently available procedures for the random coefficient approach have both strengths and weaknesses. A strength is that they draw on statistical estimation procedures that have been thoroughly studied over many years. A weakness is that the modeling in these traditions has been largely limited to a single response variable that does not accommodate the general analysis needs of developmental theories (see, however, Raudenbush, Rowan, & Kang, 1991; Goldstein, 1995) . The latent variable approach can essentially be characterized in the opposite way. Although the estimation procedures are currently not well developed for sufficiently general cases, the modeling framework has much more of the generality that is needed to answer researchers' questions.
In terms of generality, a comparison between currently available analysis procedures and software within the random coefficient approach and the latent variable approach may distinguish between two components of the analysis: the observed and latent variable data structure versus the model structure. It appears that the latent variable approach has an edge with respect to modeling flexibility and this aspect will be further investigated in this paper. At the same time, however, it would appear that the random coefficient approach is currently more flexible with respect to the observed and latent variable data structure. One example of this flexibility concerns randomly varying within-subject designs including unequal intervals of observation, varied within-person distributions of time-varying covariates having random effects, and data missing at random. Another example is the incorporation of clustered designs for persons. Although the latent variable literature includes treatments of missing data (see, e.g., Arminger & Sobel, 1990; Muthen, Kaplan, & Hollis, 1987) and growth modeling with clustered data (see Muthen, 1997) can be studied, including mediational variables influencing the developmental process, ultimate (distal) outcome variables influenced by the developmental process, multiple developmental processes for more than one outcome variable, sequential-cohort and treatment-control multiple-population studies, and longitudinal analysis for latent variable constructs in the traditional psychometric sense of factor analytic measurement models for multiple indicators. The latent variable framework also accommodates missing data (see, e.g., Arminger & Sobel, 1990; Muthen et al., 1987) , categorical and other nonnormal variable outcomes (see, e.g., Muthen, 1984 Muthen, , 1996 , and techniques for clustered (multilevel) data (Muthen, 1994 (Muthen, , 1997 Muthen & Satorra, 1995) , but these features will not be discussed here.
The full potential of the more general longitudinal modeling that can be carried out within the latent variable framework has not yet been realized in terms of real-data analyses of substantive research questions. One aim of this article is to speed up this proThis document is copyrighted by the American Psychological Association or one of its allied publishers.
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cess by outlining some nonstandard, prototypical models within the latent variable framework. Emphasis will be placed on a model in an especially challenging area, the case of longitudinal modeling widiin a true experimental design. These types of designs are often encountered in behavioral research in the form of prevention studies or intervention programs in mental health or evaluations of educational programs.
Intervention programs are often characterized by community-based participant recruitment (e.g., schools, courts, government agencies) and the dissemination of treatment is through a field setting (e.g., classrooms, after-school groups, etc.; see Brown, Kellam, & Liao, 1996 , for an overview). Developmental studies with randomized interventions make particularly good use of the longitudinal research design and warrant further methodological attention.
It is expensive and time-consuming to carry out longitudinal studies and particularly so with a large number of participants. It is therefore important to know the minimum number of participants and timepoints that can be used to answer the research questions. In planning a longitudinal study, it is critical to estimate the power to detect certain effects, such as treatment effects in intervention studies. Little is known, however, about power issues for longitudinal modeling in general and intervention effects in particular, especially in the more general settings outlined above. A second aim of this article is therefore to present some relevant power results for longitudinal modeling in intervention studies. This article uses the general latent variable framework to consider power estimation using a method developed for latent variable models by Satorra and Saris (1985) .
Although the article focuses on multiple-population longitudinal studies as motivated by an intervention context, it should be pointed out that the proposed growth analysis and power estimation techniques are generally applicable to multiple population settings.
Such settings may for example involve gender differences and differences among populations varying in their risk for problematic development. The power estimation approach is also of interest in single population settings involving questions of power to detect certain growth patterns.
Latent Variable Longitudinal Modeling

A Conventional Random Coefficient Model
Using a simple random coefficient growth curve model as a starting point, a translation into latent vari- Arminger & Sobel, 1990 ).
In the latent variable tradition, the random coefficients a ; and b/ in the model of Equations 1 and 2 are reconceptualized as latent variables, that is, factors.
This idea was introduced as latent curve analysis by Tisak (1984, 1990 ) and we use this general term from now on. The term has an advantage over the common term growth modeling in that it represents modeling of individual curves that correspond not only to monotonic growth but also to stability, decline, and combinations thereof. For a pedagogical description of latent curve analysis, see McArdle (1988 ), Willet and Sayer (1994 ), and Muthen (1995 ; this description will be only briefly restated here and readers new to the area are referred to those papers for more detail. It is convenient to view the model in terms of conventional latent variable modeling path diagrams. Figure 1 shows this particular model for five timepoints and a time-varying covariate v that only influences the last three timepoints.
In this and subsequent latent curve figures, the subscript i denoting variation across individuals is suppressed for both manifest and latent variables but should be understood.
It is clear from Figure 1 Muthen (1995) . The model imposes a structure on both the mean vector and covariance matrix for the observed variables. The model specification is discussed further below within a general framework. Input for the LISCOMP program (Muthen, 1984 (Muthen, , 1987 (Muthen, , 1989 This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. 
A General Latent Variable Framework
The latent curve model described above fits into the following general latent variable framework (cf. Bollen, 1989; JSreskog & SBrbom, 1979 
This is the standard multiple-population structural equation modeling formulation used in LISREL-type This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. 
where N is the total sample size and
which gives maximum-likelihood estimation under multivariate normality for y? (see, e.g., Joreskog & Sorbom, 1979; Sorbom, 1982) . At the optimal value of F, (N -1)F is asymptotically distributed as a chisquare variable.
The simple example in Figure see Willet and Sayer (1994) and Muthen (1995) . process. Muthen (1997) , Stoolmiller (1994) , Curran, Harford, and Muthen (1996) , and Curran, Slice, and Chassin (1997) used variations of this model where the two developmental processes were concurrent and where the initial status factor of each process was hypothesized to influence the growth rate factor of the other process.
Some Nonstandard, Prototypical Models
A Nonstandard, Prototypical Model for Intervention Studies
The types of latent curve models shown in Figures   1-4 can all be generalized to the simultaneous analysis of data from several populations (i.e., multiplepopulation analysis). To a limited extent, population differences can be captured in single-population analysis by representing the groups as dummy variables used as time-invariant covariates. Although this enables population differences in location for the curve factors, other parameters are not allowed population differences (we note in passing that representing groups by time-varying dummy variables does not describe population differences among individuals but changes in group membership for the same individual). To achieve more generality in the modeling, This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. however, researchers need to use a multiple-population approach instead of a dummy-variable approach. This is particularly beneficial in the setting of intervention studies.
A Two-Group Formulation
Consider an intervention study where individuals are measured before being randomized into a treatment or a control group and then measured repeatedly thereafter. In line with Joreskog and Sorbom (1979) , this may be viewed as data from two different populations. The control group population represents the normative set of individual trajectories that would have been observed also in the treatment group had they not been chosen for treatment. The effect of treatment is assessed by comparing the set of trajectories in the treatment population with those in the control population.
This two-group setting may be described in path diagram form as shown in Figure 5 . This is readily generalized to the case where there are several treatment groups. In Figure 5 , the top graph represents the control group, where for simplicity we may assume linear growth, using an initial status factor and a linear growth rate factor. Also for simplicity, no covariates are included.
The bottom graph in Figure 5 represents the treatment group. In line with conventional multiplepopulation latent variable analysis, we could specify a two-factor growth model also here and test for equality of parameters across the two populations. Lack of equality would then be taken as evidence of effects of treatment. There is, however, a better alternative which offers a more useful analysis with respect to treatment effects. This alternative is shown in Figure  5 . Here, an additional growth factor is introduced for the treatment population. Whereas the first two factors are the same as for the control group, the third This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. factor represents incremental or decremental growth or decline that is specific to the treatment group. We will call this factor the added curve factor due to treatment.
The interpretation of the three factors in the treatment group can be described as follows. For simplicity, the intervention is assumed to take place after the Restricting the parameters of the first two growth factors to be equal across the control and treatment populations is warranted in a randomized intervention study. Often, however, the randomization breaks down during the course of the study and the two groups do differ significantly at the pre-intervention timepoint (cf. Cook & Campbell, 1979) . In such cases, the equality constraints related to the initial status factor should be relaxed. First of all, this involves relaxing the mean of zero for the initial status factor in the treatment population. The intercepts in the y regressions are still held equal over time and across populations, but the treatment initial status mean is thereby allowed to be different from the zero value of the control population. Second, this involves relaxing the across-population equality constraint for the initial status variance. The above approach can still be used as long as it is realistic to assume invariance across the two populations for the parameters of the second growth factor. As usual in nonexperimental studies, the realism of the modeling can be improved by using time-invariant covariates so that the This document is copyrighted by the American Psychological Association or one of its allied publishers.
1 1 Figure 4 . One growth process influencing a later growth process.
equality constraints are instead applied to parameters describing the conditional means and (co-)variances of the two growth factors.
The effect of treatment may be more complex than merely changing the growth rate of a process that has the same functional form as that of the control group (i.e., a line in the above example). For example, the control group may follow linear trajectories whereas the treatment group may follow nonlinear trajectories. The third factor may in this case be represented for example by a quadratic growth term, using jt? scoring of 0, 1, 4, 9, and 16. Another solution, offering more flexibility, is to use estimated x t scores as discussed earlier.
The above discussion focuses on treatment effects that are permanent in the sense that the differences between the two average trajectories keep increasing over time. It is also important to be able to capture temporary treatment effects, given that such effects are probably more common in intervention studies. The approach of estimating x, scores is useful here given that these scores are allowed to first increase and then decrease. If there is a specific hypothesis for when a treatment effect begins or ends, one can instead use piece-wise curve factors that influence the outcomes only at certain timepoints (for piece-wise linear modeling, see, e.g., Bryk & Raudenbush, 1992; Seltzer, Frank & Bryk, 1994) .
Treatment-Initial Status Interactions
We describe an extension of the above two-group latent curve model that responds to a central concern of intervention studies, namely trying to understand for whom an intervention is effective. Our formulation is related in spirit to both the Bryk and Weisberg (1976) valued-added analysis and the Rogosa (1991) discussion of how to view treatment interactions in the context of aptitude-treatment interactions. It is frequently the case that individuals at different preintervention (baseline) levels on the outcome variable benefit differently from the intervention (see, e.g., Cronbach & Snow, 1977) . In analysis of covariance (ANCOVA) studies using pre-and postintervention measures, this is often studied in terms of an interaction between the baseline and the treatment, using the baseline as a covariate. In longitudinal modeling, the initial status factor provides a more relevant covariate. The baseline variable may in fact be seen as a fallible This document is copyrighted by the American Psychological Association or one of its allied publishers.
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reading program, a negative influence may be viewed as lower initial status individuals having larger incremental growth rate effects from the treatment. In the latent variable framework, the influence is expressed in terms of a structural regression with the added growth factor as the dependent variable and the initial status factor as the independent variable. This is a logical formulation given that the initial status factor has temporal precedence over the added growth factor. Including this structural regression in the model, the treatment effect can be described in an even richer way.
The mean and variance of the added growth factor is then expressed as a function of the initial states mean and variance, the structural regression intercept and slope, and the residual variance in that regression.
It may seem paradoxical that an interaction can be described by a structural regression that is a linear function of initial status, but it should be kept in mind that the regression is formulated within a simulta- 
Analysis Strategies
Given the complexity of the proposed approach to intervention analysis, a careful analysis strategy is required. Five analysis steps are discussed here.
As a first step, the normative development can be studied by a separate analysis of the control group.
Previous research may have established a priori hypotheses about the form of these trajectories. Inspection of individual and overall developmental patterns may also contribute to choosing the models attempted in the analyses. In this single-group analysis, it is valuable to rule out that the control population exhibits any of the postintervention changes in trajectories that are hypothesized to be due to treatment. In this way, if such trajectory changes are found for the treatment population, they are more clearly attributable to the treatment.
As a second step, the treatment group can be analyzed separately. Here, the basic trajectory form (linear, nonlinear) may be investigated. The treatment may induce curve shapes different from those in the control group.
As a third step, a two-group analysis is performed where the latent curve factors found for the control group are repeated in the treatment group. For all control factors but the initial status factor, one may specify an added treatment factor. For example, the control population may have both a linear and a quaThis document is copyrighted by the American Psychological Association or one of its allied publishers.
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Power Estimation in the Latent Variable Framework
The estimation of power to detect misspecified latent variable models has been discussed in Satorra and Saris (1985) and Saris and Satorra (1993) ; see also Saris and Stronkhorst (1984 Browne, and Sugawara (1996) discussed power estimation techniques that concern overall model fit, but that will not be considered here.
Under multivariate normality for y
where F min is the optimal value in Equation 7, is distributed asymptotically as a chi-square variate when the model in Equations 5 and 6 is correct. Satorra and Saris (1995) showed that when the model is incorrect but not highly misspecified, (N-i)F m i n is asymptotically distributed as a noncentral chi-square variate with a certain noncentrality parameter, which can be approximated by a two-step procedure. This procedure involves two models, one more general that is assumed correctly specified and one more restrictive that is misspecified.
In our intervention setting, we are interested in the power to detect intervention effects and the more restrictive model sets the corresponding parameters) to zero. As a first step, the more general two-group latent curve model is estimated including the treatment ef- This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
study focused on power values close to 0.80, varying the sample size. For a treatment effect size of 0.30 and a total sample of 200 divided equally among control and treatment group observations, the Satorra-Saris method obtained a power of 0.734 (this is the result shown below in Figure 9 , curve C) as compared with 0.755 from the simulation. An even better agreement was obtained at the higher total sample size of 500 with a treatment effect size of 0.20 where the SatorraSaris method obtained a power of 0.783 (see Figure 6 , curve B), whereas the simulation resulted in 0.780. In this article, the Satorra-Saris method for estimating power will be used to compute power curves as a function of sample size for a variety of hypothetical two-group models of the type shown in Figure   5 . Here, parameter values will be chosen to represent various treatment effect sizes. These values generate the mean vectors and covariance matrices that are used in the second step of the power method. The method will also be used in connection with the realdata analysis. Here, the parameter estimates obtained from an analysis of the real data are taken to represent population values that the analyst believes are meaningful for power analysis. These values are used to generate the mean vectors and covariance matrices for the second step of the power method.
Analysis of Examples
The general analytic and power estimation framework will now be illustrated. First, power curves will This document is copyrighted by the American Psychological Association or one of its allied publishers.
be calculated for various artificial models, including models with an interaction between treatment and initial status. Second, a real-data example with this type of interaction is analyzed and the power to detect the intervention effects is estimated.
Artificial Data: Power Curves
In this section, a set of power curves will be shown 
No Treatment Interactions
Consider the two-group intervention latent curve model of Figure 5 . The means and variances are the same in the control and treatment group at the first timepoint due to randomization and there is linear growth in both groups. In line with what is commonly seen in practice, the control group variance of the growth rate is set at 20% of the variance of its initial status factor. For the control group growth, the parameter values are chosen so that the growth over the five timepoints corresponds to one standard deviation at the fifth timepoint. The treatment group increase over the five timepoints is chosen to produce various effect sizes in the sense of Cohen (1988) . The effect size is calculated here as the difference in treatment and control group means for y at the fifth timepoint divided by the square root of the variance at the fifth timepoint pooled across the control and treatment groups. This treatment effect is achieved by a nonzero mean and variance for the added growth factor (the third factor) in the treatment population. The added growth rate variance is taken to be the same as the control group growth rate variance. For a small effect size of 0.20 (Cohen, 1988) , this means that in standard deviation units of the control group growth factor, the treatment group growth rate mean corresponds to an increase of .23 over the control group growth rate mean. The residuals are specified to have equal variThis document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. an additional concern and in some studies this may be the only treatment effect. Although for a given sample size, it will be seen that the power is considerably larger for (b) than for (a), it would seem that the design should strive for a sample size that gives sufficient power already for (a). The added concern of residual variances in (c) is probably of little interest in most studies because seldom can randomization be expected to work out well enough for residual variance differences to be attributed to treatment effects. Treatment effects and ANCOVA. Figure 6 gives power curves for the five-timepoint linear growth model with effect size 0.20 and sample sizes ranging from 100 to 1,000. Here, sample size refers to the total number of individuals in the control and treatment group, divided equally (balanced case).
The top curve of Figure 6 , curve A, corresponds to the power of detecting both a growth rate mean and variance effect, whereas curves B and C correspond to the power to detect a growth rate mean effect only and a growth rate variance effect only, respectively. It is seen that curves B and C do not differ greatly, whereas curve A shows considerably larger power. In this article, we focus on curves of type B concerning mean growth rate. For this linear growth model, curve B shows that a rather large total sample size of about 525 is needed to achieve a power of 0.80 for this small effect size. Figure 8 From a design point of view, power curves such as these can be used for cost considerations. For example, the increased cost of the study due to a need for a larger sample size with ANCOVA than with growth modeling for a given power level can be weighed against the decreased cost due to needing only two measurement occasions with ANCOVA. Although using a more costly design, it should be noted that apart from the power advantage, growth modeling has distinct analysis advantages over ANCOVA in that the latter cannot capture the form of the growth from the first to the last timepoint nor discover any limitations in duration of treatment effects.
Study length and number of measurement occasions. The comparison of longitudinal modeling
with ANCOVA raises the issue of how the number of timepoints affects power. There are three key aspects of this: the length of the study, the number of measurement occasions for a given study length, and the study length for a given number of measurement occasions. These three aspects will be illustrated in turn.
In Figure 7 , the length of the study is varied as three, four, five, and seven timepoints. The figure only considers the power to detect the growth rate mean difference, corresponding to curve B in Figure   6 . As in Figure 6 , a small effect size of .20 at the fifth This document is copyrighted by the American Psychological Association or one of its allied publishers.
Treatment Interactions
The final set of power curves are given for the case where there is an interaction between the treatment and the level of the initial status factor in their influence on the added growth rate factor in the treatment population. The same linear growth model as above is considered except that for the treatment population, the added growth rate factor is regressed on the initial status factor. The intercept and residual variance parameters of this regression are chosen so that the mean and variance of the added growth rate factor is the same as above. In line with the no-interaction cases above, the effect size for the interaction is considered in terms of the manifest variables at Timepoint 5 (see also Aiken & West, 1991) . The slope is chosen so that an initial status factor value of one standard deviation away from its zero mean results in a certain Timepoint 5 effect size for y. These effect sizes will also be expressed in latent variable terms of how much an initial status factor value of one standard deviation away from its zero mean changes the con- (Aiken & West, 1991) . This document is copyrighted by the American Psychological Association or one of its allied publishers.
Balanced Versus Unbalanced Data
We finally consider effects on power of deviations from balanced data. Here, we return to the nointeraction case considered earlier. Figure 12 shows how the power varies as a function of the proportion of treatment-group observations for a given total sample size of 250, 500, 750, and 1,000. The fivetimepoint model with no interaction effect and a small effect size is considered. It is seen that the power curves are not completely symmetric around the balanced case where the proportion is .5. Choosing an unbalanced design in favor of more treatment observations is better than choosing an unbalanced design in favor of more control observations. This is because the present growth model has larger variances in the treatment group than in the control group, whereas the reverse would hold if the treatment group variances were smaller. The reverse situation was verified by using a growth model with a negative interaction slope that induced lower treatment group variances after treatment. Figure 12 also shows that the imporThis document is copyrighted by the American Psychological Association or one of its allied publishers.
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Real Data: Analysis and Power Estimation
A school-based preventive intervention study will be used to illustrate the general growth modeling and power estimation capabilities of the latent variable framework. The data are from a longitudinal study of Baltimore public school children in Grades 1-6 (see, e.g., Kellam, Rebok, lalongo, & Mayer, 1994) . The outcome variable that we consider corresponds to teacher-reported behavioral assessments of aggressiveness for each child in his or her class. Teacher ratings of aggression were made using the Teacher Observation of Classroom BehaviorRevised (TOCA-R) instrument. The TOCA-R measures the frequency of 18 types of aggressive behavior, each measured on a six-point scale ranging from almost never to almost always. The intervention involved a classroom team-based behavior management strategy promoting good behavior, the good behavior This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. game (GBG). After an initial assessment in fall of first grade, the interventions were administered during the first two grades. Assessments were made fall and spring for the first two grades and every spring thereafter through Grade 6. Kellam et al. (1994) concluded that boys who were found to be more aggressive at the initial measurement occasion in the fall of Grade 1 benefitted more from the GBG treatment in terms of the Grade 6 outcome. This finding was obtained by ANCOVA and subsetting of the sample with respect to the initial level of aggression. We reanalyze these data using the latent curve model and allowing for an interaction between the treatment and the initial status factor. The maximum-likelihood estimator of Equation 7 will be used. This analysis differs in two important respects from the Kellam et al. analyses: using all eight timepoints instead of only the first and last, and using the latent curve model's initial status factor as covariate instead of the first timepoint measure.
We will use data from the 186 boys who were in the same intervention condition for two years. The 75 children of the GBG group are viewed as our treatment group, whereas the remaining 111 children are This document is copyrighted by the American Psychological Association or one of its allied publishers.
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To serve as a comparison with the growth model analyses, ANCOVA was also carried out using the last timepoint as outcome and the first timepoint as the baseline covariate. This analysis indicated a significant interaction between treatment and baselinethe t value for the interaction was -2.03, i.e., F(l, 182) = 4.12,p = 0.044.
Latent Curve Analysis
Plots of the means of aggression over the eight timepoints are shown in Figure 14A and B for the control (CON) group and the treatment (GBG) group, This document is copyrighted by the American Psychological Association or one of its allied publishers.
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FITMOD (Browne, 1991) . The RMSEA is bounded between zero and infinity and values falling below about 0.05 are thought to reflect "close" model fit (Browne & Cudeck, 1993) .
Step 1: Control group analysis. In line with our proposed analysis strategy, the control group was analyzed in a first step. A two-factor, linear growth model was chosen using the x, scores 0, 1, 2, 3, 5, 7, 9, and 11 to capture the fact that only spring measures were collected after the first two grades. The residuals were Step 2: Treatment group analysis. As a second step, the treatment group was analyzed separately.
The quadratic model found in the control group ob- Step 3: Two-group analysis without interactions.
As a third step, the control and treatment groups were analyzed simultaneously in a two-group analysis.
Here, the above quadratic growth model was used for the control group and the parameters for these three factors were held equal across the two groups. Although there is not statistically significant evidence of a quadratic factor in the growth analysis of the treatment group, the two-group approach includes this factor. Note, however, that this factor is specified to have zero variance (and zero covariances) and only contributes a mean parameter. In the absence of a priori theory, the added effects of treatment are modeled based on the impressions of the plots above. In the treatment group, the added growth factor is chosen to be linear for simplicity. Preliminary analyses indicated that there was no variation across individuals for this factor and the corresponding variance is therefore This document is copyrighted by the American Psychological Association or one of its allied publishers.
fixed at zero. As a first analysis, no interaction is allowed for. This two-group model fit the data reasonably well, x 2 (51, N = 186) = 75.00, p = .02, RMSEA = .050, CI(.013, .078). The treatment effect is here described by the mean of the added linear factor. The estimate of this mean is, however, not significant even at the 10% level.
Step 4: Two-group analysis with interactions. As a second two-group analysis, the initial status factor in the treatment group is allowed to influence the added linear factor, thereby accommodating a possible interaction between treatment and initial status. The The interaction is significant (the one degree of freedom chi-square difference value is 10.44 with p -.002). It is noteworthy that no treatment effect would have been discovered if the interaction effect had not been included.
Step 5: Sensitivity analysis affinal model. To test for deviations from successful randomization into treatment and control groups, the above two-group (50 degree of freedom) model was relaxed to allow for the initial status factor mean of the treatment group to deviate from the zero value of the initial status factor in the control group. This test indicated that the treatment group mean was marginally higher than zero (the chi-square difference with one degree of freedom was 4.41 with p -0.04). Even when allowing for this pre-existing difference, however, the interaction effect remained significant at the same level and the more parsimonious model of no preexisting differences was maintained.
Finally, the overall effect of treatment on the growth factors was tested. Here, the two treatment effect parameters were set at zero, resulting in a significant worsening of the fit relative to the 50 degree of freedom model (the chi-square difference test value with 2 df was 12.01 with p < 0.01). The hypothesis of no treatment effect is therefore rejected.
Estimated two-group model. It is interesting to note that the treatment effect findings were made possible by using a two-group approach with an added growth factor to capture treatment effects. A quadratic growth factor could not be found in the separate analysis of the treatment group.
In contrast, the two-group analysis revealed an interaction such that a nonlinear trajectory with a stronger downward trend at later grades is realized for the more aggressive subset of boys. Furthermore, a conventional two-group growth analysis does not give an equally clearcut analysis. A conventional two-group analysis would use the same three growth factors in both groups and study differences between the parameter estimates of the linear and quadratic growth factors. A covariance between the initial status factor and the quadratic factor would not be included if the latter does not have a significant variance, which is the case here. This means that the same quadratic model as This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. is, in fact, higher for the treatment group. In conclusion, these illustrative analyses indicate that an intervention effect is only seen for initially more aggressive students so that an interaction effect is present with no overall, main effect.
Power Estimation
We finally consider power estimation for the final two-group model of Table 1 . On the basis of this estimated model, the effect size for the interaction is
.38 using the same definition as given earlier for the artificial data. Figure 16 gives the power of detecting a nonzero interaction slope parameter in a model with parameter values equal to the estimated values in Table 1 . The three curves in this figure indicate how small the combined sample size could have been This document is copyrighted by the American Psychological Association or one of its allied publishers.
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Time
Conclusions
The analyses of this paper indicate some of the generality of the latent variable approach to longitudinal modeling of individual differences in development. In the specific application of multiplepopulation analysis of intervention effects, it is possible to separate normative development in a control group from the change in course due to treatment. Change in course due to the interaction between treatment and initial status can be captured by structural regressions between latent curve variables. Power estimation is readily available through standard latent variable techniques. The generality of the latent variable approach to longitudinal modeling and power estimation is particularly exciting when considering that the multiple-population study of interventions can be put into the framework of either one of the longitudinal modeling generalizations shown in Figures 2-4. To this may also be added the generalization of This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. The real-data analyses of aggressive behavior among elementary school children showed the complexities of a real intervention analysis. The intervention effect here is only seen for initially more aggressive students so that an interaction effect is present with no overall, main effect.
Although complex, the approaches discussed above rely on strongly simplified assumptions. A central issue of growth modeling that has been ignored here is missing data, in particular attrition over time. Attrition should also play a key role in design decisions.
While the use of many timepoints increases power, this benefit is reduced by an increasing attrition rate.
Also, the above discussion focuses on normally distributed data for the outcome variables, while many intervention studies have strongly nonnormal and categorical outcome variables. Recent research (Curran, West, & Finch, 1996; Satorra & Neudecker, 1995) shows that there is a strong reduction in power when variables clearly deviate from normality. Furthermore, longitudinal data are often obtained through cluster sampling giving rise to multilevel data. This fact has also been ignored above, and analysis methods and power calculation need to be studied for such situations.
