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ロノミック拘束という．この非ホロノミック拘束は一般化座標 x 2 Rnと時間に対
して
























































































































し不連続フィードバック制御により安定化する方法がある [55, 56, 57, 58, 59, 60]．










































































































Fig. 1.2: Flow chart of the organization of the thesis

















システムを劣駆動システムという．車両の 2輪車モデルを Fig. 2.1に示す．この車
両の運動では車輪が横滑りしない．つまり車輪と垂直方向である車軸方向には速
度が発生しない．これが非ホロノミック拘束である．モデル化すると
x˙ sin    y˙ cos  = 0 (2.1)
である．この 3変数に関する速度拘束は積分不可能であり，x，y，の代数方程式
には変換できない．
















Fig. 2.1: nonholonomic robot
たとえば，最初に車体の姿勢角 を目標の値 rに固定してみる．この時，式 (2.1)
は
x˙ sin r   y˙ cos r = 0 (2.2)
となり，変形すると
dy
dx = tan r (2.3)
のホロノミック拘束に変わる．そのため積分でき
y = x ˙tanr + c (2.4)
という代数方程式を得る．積分定数 cによって変わるが，x，yは Fig. 2.2のよう
な直線上にあることになる．ここでもし，何らかの方法で積分定数まで調整でき，
これがちょうど crとなるとき，直線が (xr，yr)を通るとする．つまり
x˙ sin r   y˙ cos r = 0 (2.5)
が成り立つとする．すると今度は， = r，c = cr を保ちつつ xを xr まで移動し
てやれば，yも yrに到達する．これを制御則にすると次のようになる．第 1ステッ
プで
H =    r = 0; F   cr = 0 : (F = y   x tan r) (2.6)





Fig. 2.2: invariant manifold
とする制御を行う．そして，第 2ステップで
H =    r = 0; N   xr = 0 : (N = x) (2.7)
とする制御を行う．第 2ステップで積分定数が crに保たれることは， = rが保
たれてさえいれば，式 (2.2)から
˙F = y˙   x˙ tan r = 0 (2.8)
が成り立ち，一度 F = crとなればその状態が保持されるからである．このように




不変多様体を図で表すと Fig. 2.2の cは直線となっている．しかし，正準形式を
用いた手法などでは不変多様体は 3変数以上で構成される．このようなときの不












































































rˆ3 = r3 + r2(z1   r1)
rˆ4 = r4 +
1
2
r2(z1   r1)2 + r3(z1   r1)
:::
rˆi = ri + 
i 1 j=2
1




e = z   rˆ (3.4)



























期待できるものと考える．この 2輪独立駆動型移動ロボット車のモデルを Fig. 3.1
に示す．移動ロボット車は 2つの独立な駆動輪を有する．絶対座標系O,X,Yにお








































x˙ sin    y˙ cos  = 0 (3.8)
18 第 3章 非ホロノミック正準形式
なる非ホロノミック拘束を導出できる．これは車軸方向に速度を発生できないこ
とを意味する．













x(t) cos (t) + y(t) sin (t)































































20 第 4章 非ホロノミック 2重積分器モデルの修正偏差系
4.2 修正目標値の導出










xd cos d + yd sin d




























e˙ target3(t) = ˙3   ˙d3
=  2z˙3 + z˙1z2 + z1z˙2   ( 2z˙d3 + z˙d1zd2 + zd1z˙d2)
=  z˙1z2 + z1z˙2   ( z˙d1zd2 + zd1 ˙zd2)
=  z˙1z2 + z1z˙2 + z˙d1zd2   zd1z˙d2
(4.4)
となる．一方，非ホロノミック 2重積分器モデルを満たすときの目標の偏差系を
e modelと定義し，e˙ model3を式 (3.13)の正準形式より計算すると
e˙ model3 = e˙3 = e1u2   e2u1
= e1e˙2   e2e˙1
= (z1   zd1)(z˙2   z˙d2)   (z2   zd2)(z˙1   z˙d1)
= z1z˙2   z1z˙d2   zd1z˙2 + zd1z˙d2   z˙1z2 + z˙d1z2 + z˙1zd2   z˙d1zd2
(4.5)













とする．この時，目標値は一定値のためその微分値は 0となる．つまり，z˙d1 = 0，
z˙d2 = 0，z˙d3 = 0となる．そのため，式 (4.5)の考慮すべき項は
  zd1z˙2
 z˙1zd2
となる．e˙ target3にこれらの項を加えるためには，その積分である式 (4.4)の e target
に  zd1z2 + z1zd2を与えればよく，目標値 etad3に zd1z2   z1zd2を加え修正目標値と




















22 第 4章 非ホロノミック 2重積分器モデルの修正偏差系














































































ulation Ac，Case1に主に x方向の定常偏差が残るパターンを Simulation Bc，Case1




ンを Simulation A f～Simulation D f とする．シミュレーションの種類をTable 4.1に
示す．
24 第 4章 非ホロノミック 2重積分器モデルの修正偏差系
Table 4.1: Simulation value
Constant-value control Follow-up control
Simulation Ac Bc Cc A f B f C f D f
Case1 ○ ○ ○
Case2 ○ ○ ○ ○ ○ ○ ○
Table 4.2: Constant-value control target value
xd yd d
Simulation Ac 7:0 6:0 =2:46
Simulation Bc 7:0 6:0 =2
Simulation Cc 7:0 6:0 0:0
シミュレーションパラメータ
シミュレーションの移動ロボットの幾何学パラメータは自動掃除機”Rommba”を
モデルにし，車輪半径を 0:035 [m]および車輪間距離を 0:233 [m]とする．サンプリ
ング間隔は 0:01 [s]とし定値制御ではシミュレーション時間を 20:0 [s]とする．追
値制御ではシミュレーション時間を 60:0 [s]とする．シミュレーションにおけるゲ








では，初期値を [x y ]T = [1 2 ]とし，目標値を [xd yd d]T = [7 6 =2:46]T とする．
次に Simulation Bcでは，初期値を [x y ]T = [1 2 ]とし，目標値を [xd yd d]T =
[7 6 =2]T とする．Simulation Ccでは，初期値を [x y ]T = [1 2 ]とし，目標値を
[xd yd d]T = [7 6 0]T とする．これらのパラメーターを Table 4.2に示す．
追値制御では，原点を中心とした各象限にいくつかの目標値を設定し，その目






Fig. 4.1: Area of target value

















いる．これに対し初期値 x 4= [0 0 0]T とし，Table 4.4～Table 4.7に示すように，目
標値を 20 [s]ごとに時間変化する．このときの各シミュレーションを Simulation A f
～Simulation D f と設定する．
26 第 4章 非ホロノミック 2重積分器モデルの修正偏差系
Table 4.4: Follow-up target value of Simulation A f
0 [s] t  20 [s] 20 [s]< t  40 [s] 40 [s]< t  60 [s]
xd 2:0  2:0  4:0
yd 3:0 4:0  3:0
d =2  3=2
Table 4.5: Follow-up target value of Simulation B f
0 [s] t  20 [s] 20 [s]< t  40 [s] 40 [s]< t  60 [s]
xd  2:0  1:0 2:0
yd 3:0  3:0  2:0
d =2 3=2 =2
Table 4.6: Follow-up target value of Simulation C f
0 [s] t  20 [s] 20 [s]< t  40 [s] 40 [s]< t  60 [s]
xd  2:0 2:0 1:0
yd  3:0  1:0 2:0
d 3=2 0 =2
Table 4.7: Follow-up target value of Simulation D f
0 [s] t  20 [s] 20 [s]< t  40 [s] 40 [s]< t  60 [s]
xd 3:0 1:0  2:0
yd  2:0 2:0 1:0










ている．Fig. 4.3の修正偏差 eもすべて 0に収束していることが確認できる．これ
により状態の目標値への収束に対して設定した修正偏差 eが 0に収束しているこ
とがわかる．ロボットの軌道である Fig. 4.4と Fig. 4.5を確認してみても定常偏差
が残らず，目標値に収束していることが確認できる．軌道はどちらも同じような
軌道になっている．式 (4.6)を確認してみると，Case1においては d3が 0の時しか
収束できないことがわかる．そこで，d3を計算してみると
d3 =  2zd3 + zd1zd2
=  2(xd sin d   yd cos d) + d(xd cos d + yd sin d)
= ( 2xd + dyd) sin d + (2yd + d xd) cos d
= ( 6:337578894  0:957171727) + (20:93949129  0:289520784)
=  6:066151335 + 6:06247954
=  0:00373381 , 0:004
(4.11)










































































Fig. 4.3: e of simulation AC
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Fig. 4.4: State of simulation Ac using Case1













Fig. 4.5: State of simulation Ac using Case2






いないことがわかる．ロボットの軌道を Fig. 4.8より確認してみても x方向成分の
定常偏差が，残っていることが確認できる．それに対し，Case2では Simulation Ac
と同様に目標値へ収束していることが確認できる．Case2の軌道を Fig. 4.9から確
認しても問題なく収束していることがわかる．また式 (4.6)より Case1の d3につ
いて計算してみると
d3 =  2zd3 + zd1zd2
=  2(xd sin d   yd cos d) + d(xd cos d + yd sin d)
= ( 2xd + dyd) sin d + (2yd + d xd) cos d
= ( 4:57522039  1:0) + (22:99557429  0:0)
=  4:575222039
(4.12)








































































Fig. 4.7: e of simulation Bc
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Fig. 4.8: State of simulation Bc using Case1













Fig. 4.9: State of simulation Bc using Case2
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Simulation CcもCase1において定常偏差が残るパターンである．こちらは Sim-





ロボットの軌道を Fig. 4.12より確認してみても x方向成分の定常偏差が，残って
いることが確認できる．それに対し，Case2では Simulation Ac Bcと同様に目標値
へ収束していることが確認できる．Case2の軌道を Fig. 4.13から確認しても問題
なく収束していることがわかる．また式 (4.6)より Case1の d3について計算して
みると
d3 =  2zd3 + zd1zd2
=  2(xd sin d   yd cos d) + d(xd cos d + yd sin d)
= ( 2xd + dyd) sin d + (2yd + d xd) cos d
= ( 14:0  0:0) + (12:0  1:0)
= 12:0
(4.13)
となる．d3 < 0:005となり，誤差が大きく 0にはなっていない．Simulation Acの
時と比べてもかなり大きい数値となっている．






































































Fig. 4.11: e of simulation Cc
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Fig. 4.12: State of simulation CC using Case1













Fig. 4.13: State of simulation Cc using Case2
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Table 4.8: Follow-up target value of Simulation B f
Simulation Ac Simulation Bc Simulation Cc
d3 0:0037  4:5752 12:0
これらすべてのシミュレーション時の d3の数値についてTable 4.8にまとめる．







追値シミュレーションでは前述のように初期値を x 4= [0 0 0]T とし，20 [s]ごと
に変化する目標値を追値させる．追値のパターンを Simulation A f～D f まで 4つ示




が，0に収束していることが確認できる．Fig. 4.17に Simulation A f～D f の移動ロ
ボットの軌道を示す．軌道をみても問題なく追値が行えていることが確認できる．
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Fig. 4.14: Simulation results of coodinates in follow-up control
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Fig. 4.15: Simulation results of ˆ in follow-up control
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Fig. 4.16: Simulation results of e in follow-up control
40 第 4章 非ホロノミック 2重積分器モデルの修正偏差系





























































































は，第 1ステップで 2つの入力を巧みに使って不変多様体を構成し，第 2ステップ



























e˙2(t) = u2(t) (5.1)
e˙3(t) = e1(t)u2(t)   e2(t)u1(t)












e˙3(t) = e1(0)e ktu2   e2(0)e ktu1
= e1(0)e kt[ ke2(t)]   e2(0)e kt[ ke1(t)]




e3(t) = e3(0) (5.5)
となる．この e3(t)の定数項より
s(e) = e3(t) (5.6)
を 1つの不変多様体の候補として導出可能である．以上のもとで，実際に式 (5.1)






= e1(t)u2   e2(t)u1




s(e) = Const: (5.9)
が成り立ち，s(e)は 1つの不変多様体になっていることが確認できる．これらか
ら，ある時刻 t = T で s(e) = 0が確保できれば，t ! T でも s(e) = 0が成り立つの































より e1(t)，e2(t)は漸近安定となり t ! 1で e1(t) ! 0，e2(t) ! 0を得る．もちろ
ん，すでに s(e) = 0が満たされているので式 (5.6)より e3(t) ! 0も言える．不変
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える入力の形として 2パターンの方法が考えれる．まず 1つ目は
[u1 f (t)oru2 f (t)] =   f s(e)M(t) (5.13)
である．このとき f はゲイン係数で f > 0とする．Mは負定を実現するための調
整項であり，e1，e2等で構成される関数とする．この形は s2の形を括りだすこと
を目指して設定している．次に 2つ目のパターンは
[u1 f (t)oru2 f (t)] =   f M(t)
s(e) (5.14)
である．この形は sを打ち消し ˙V の式に sが表れないことを目指して設定してい
る．この 2つの与え方でリアプノフ関数の負定は実現できる．しかし，制御入力
の応答を考えると式 (5.14)のやり方には問題がある．式 (5.14)では入力の応答に 1
s
の形が出てくる．しかし不変多様体を利用した制御理論としてはまず不変多様体
が先に収束しなければならない．そのため式 (5.14)で sが先に収束すると式 (5.14)
は無限大に漸近となり発散してしまう．さらに入力の応答として f は正の定数な






















u1 f (t) =   f s(e)M1(t)
u2 f (t) =   f s(e)M2(t)
(5.15)
と与えたとすると不変多様体の応答は
s˙(e) = e˙3(t) = e1(t)u2 f (t)   e2(t)u1 f (t)
=   f s(e)(e1(t)M2(t)   e2(t)M1(t))
(5.16)
となる．このときもうひとつの不変多様体を wと設定したとき，  f s以外の成分
を用いて




u1 f (t) =   f s(e)M1(t)
w(t)
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をとり，制御入力は f > 0を用いて
u1(t) = 0




˙V(e) = s(e)s˙(e) = s(e)[e1(t)u2(t)   e2(t)u1(t)]
=  s(e)[ f s(e)]
=   f s2(e)
 0
(5.21)
となり，s(e)  0以外では v˙(e)は常に負定となるので，t ! 1のとき漸近的に








s˙(e) = e˙3(t) = e1(t)u2(t)   e2(t)u1(t)
= e1(t)(  f s(e)
e1(t)   ke2(t))   e2(t)( ke1(t))
=   f s(e)
(5.23)
となり，その時間応答は
s(t) = s(e(0))e  f t (5.24)
となり，t ! 1で s(t) ! 0となる．よって，e3(t)は原点へ漸近収束する．一方，
式 (5.22)の入力を有限に保つためには s(e)e1(t)





 s(e(0))e  f te1(0)e kt
 
 s(e(0))e1(0)
 e ( f k)t (5.26)
と書ける．従って， f   k > 0，つまり f > kならば s(e)=e1(t)は指数係数 f   kで指
数的に減衰する．つまり， f  kならば e3(t)は指数係数 kで零に収束することがい
える．
さらにこの手法でもう一つ吸引制御が求められる．次は，u2(t)を 0と設定して





をとり，制御入力は f > 0を用いて





˙V(e) = s(e)s˙(e) = s(e)[e1(t)u2   e2(t)u1]
=  s(e)[ f s(e)]
=   f s2(e)
 0
(5.29)
となり，s(e)  0以外では v˙(e)は常に負定となるので，t ! 1のとき漸近的に
s(e) ! 0が得られる．このとき，u2 = 0としているため不変多様体の収束以外の
成分については，吸引制御のもとで 0であるように設定出来ている．このときの
擬似連続指数安定化制御の入力は





s˙(t) = e˙3(t) = e1(t)u2(t)   e2(t)u1(t)
= e1(t)( ke2(t))   e2(t)( f s
e2(t)   ke1)
=   f s
(5.31)
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となり，同じように応答から計算すると，式 (5.30)の入力を有限に保つためには s(e)e2(t)
 < 1 (5.32)









u1(t) = f s(t)e2(t)
u2(t) =   f s(t)e1(t) (5.34)
としてみると
˙V(e) = s(e)s˙(e)
= s(e)[e1(t)u2(t)   e2(t)u1(t)]
=  s(e)[ f s(e)]
=   f s2(e)
 0
(5.35)
となり，s(e)  0以外では v˙(e)は常に負定となる．ただし
w(e) = e12(t) + e22(t)  0 (5.36)
を得る．ここでw(e)は，式 (5.34)の制御のもとで
w˙(e) = 2(e1(t)u1(t) + e2(t)u2(t)) = 0 (5.37)
となる性質を持っている．つまり 2つめの不変多様体を構成する．よって，w(e) , 0





377775 = f s(e)
w(e)
266664 e2(t) e1(t)




w˙(e) = 2(e1(t)u1(t) + e2(t)u2(t)) =  2kw(e) (5.39)
および
s˙(e) = e1(t)u2(t)   e2(t)u1(t) =   f s(e) (5.40)
が成り立つ．その時間応答は
w(e) = w(e(0))e 2kt (5.41)
s(t) = s(e(0))e  f t (5.42)
となり，t ! 1で s(t) ! 0となる．一方，式 (5.38)の入力を有限に保つためには s(e)w(e)
 < 1 (5.43)
でなくてはならない．しかし s(e)w(e)
 =
 s(e(0)e)  f tw(0)e 2kt
 
 s(e(0))e1(0)
 e ( f 2k)t (5.44)
と書ける．従って， f   2k > 0，つまり f > 2kならば s(e)=w(e)は指数係数 f   2k
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様に式 (5.30)によるシミュレーションをCase2，式 (5.38)によるシミュレーション
をCase3とする．なお，移動ロボットの幾何学パラメータは自動掃除機”Rommba”
をモデルにし，車輪半径を 0:035 [m]および車輪間距離を 0:233 [m]とする．ただ
し，サンプリング間隔を 0:01 [s]としシミュレーション時間を 20:0 [s]とする．初
期値は [x y ] = [1 2 0]とし，目標値は [xd yd d] = [7 6   0:5]とする．シミュレー
ションにおけるゲインは，全ての制御器に対して統一し f = 3:0，k = 1:0とする．
5.4.2 シミュレーション結果
まず，Case1におけるシミュレーション応答を検証する．Fig. 5.2および Fig. 5.3
にに移動ロボットの軌跡および修正偏差 eの応答結果を示す. Fig. 5.4に入力 u，
Fig. 5.5に入力の積算値 usの応答を示す．次に，Case2におけるシミュレーション
応答を検証する．Fig. 5.6および Fig. 5.7にに移動ロボットの軌跡および修正偏差
eの応答結果を示す. Fig. 5.8に入力 u，Fig. 5.9に入力の積算値 usの応答を示す．
次に，Case3におけるシミュレーション応答を検証する．Fig. 5.10およびFig. 5.11
にに移動ロボットの軌跡および修正偏差 eの応答結果を示す. Fig. 5.12に入力 u，
Fig. 5.13に入力の積算値 usの応答を示す．
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Fig. 5.5: Inputs summation of Case1
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Fig. 5.9: Inputs summation of Case2
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Fig. 5.13: Inputs summation of Case3
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Table 5.1: Inputs summation
Case1 Case2 Case3















を比較する．シミュレーションごとの usの変化を Fig. 5.5，Fig. 5.9，Fig. 5.13に
示している．このときシミュレーションごとの usの比較をTable 5.1に示す．ここ
で iは Case番号とする．今回の実験は 2次元平面を移動する事を前提としており
角度の設定範囲は，     の関係となる．そのため，目標角度との角度誤差
は jj  2である．このとき usの関係は，jusj < 1:0を近似すると j   dj  の
条件下では
us1 & us3 & us2 (5.47)
となる．今回のシミュレーションでは，us2と us3は差がわかりやすく出ているが，
多くの場合で us2 ' us3となり，Case2と Case3の軌道も似たものとなる．
また，2  j   dj  の条件下では，usの関係は，
us1 & us2 & us3 (5.48)
となる．範囲によって us2と us3の関係は逆転する．これは式 (5.32)だけが e1の制
御がフィードバックのみで行われるためだと考えられる．しかしいずれにしても
多くの場合で us2と us3に差はほぼない．これにより j   dj，つまり je1jによって
制御の評価が変わることがわかる．あらかじめ je1jの範囲が定めらている場合やわ
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Table 5.2: Settling time
Case1 Case2 Case3
tesi 3.66 [s] 1.94 [s] 1.75 [s]
Table 5.3: Settling time
Case1 Case2 Case3




次に e1，e2および e3が 0:05内に収まるまでの時間を整定時間 tesとし，Case1
の整定時間を tes1，Case2を tes2，Case3を tes3として検証する．シミュレーション
時の整定時間 tesの比較をTable 5.2に示す．ここで iはCase番号とする．eの整定
時間の関係は基本的にどのシミュレーションにおいても
ues1 & ues2 & ues3 (5.49)
となった．これをみると ues3は 2入力を用いているため最も速く安定しているこ
とがわかる．これは入力総和の大きさに関係なくこの関係となる．しかし整定時




ここで u1および u2が0:05内に収まるまでの時間を整定時間 tusとし，Case1の整
定時間を tus1，Case2を tus2，Case3を tus3として検証する．シミュレーション時の
整定時間 tsuの比較をTable 5.3に示す．ここで iはCase番号とする．これら tsuの
関係は，基本的には usが大きいほど，整定時間 tusは減少し速応性が高くなる．例
えば目標角度と現在角度の誤差が 2  j   dj  の条件下では，tusの関係は
tus2 & tus3 & tus1 (5.50)
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となる．しかし角度誤差が j   dj  =8の条件下では，
tus1 & tus2 & tus3 (5.51)
となる．これは Case1の tus1について je1jが 1=8より小さい値の時は，軌道が伸
びるため usが大きくなっても収束時間は大きく速応性は高くならないためである．




数は e1となる．これは，のみの変数しか関わっておらず，   d = 0であると，
入力の有限を保てない．次に式 (5.32)をみると分母にあたる変数は e2となる．こ
れは，x,y,の 3つの変数が関わっており式 (5.25)の Case1に対してより安定であ
るといえる．最後に，式 (5.43)をみると分母にあたる変数は e21 + e22となる．これ








































































時間 Tdと実際の整定時間 Ti，ロボットの移動距離 Liを用いて












を変えて，各 Td に対する評価値が最小になるゲインの組合せを探す．この Td ご
とのゲインの組合せから最適なゲインの組合せの関係を近似式で導く．
ここで，ゲインの組合せを考える．まず式 (5.44)を見ると，ゲイン f の関わる
不変多様体への吸引制御が先に収束する．その後ゲイン kの関わるフィードバック
制御が収束しなければならない事がわかる．つまり整定時間に大きく関わるゲイ
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Table 6.1: Desired value
i 1 2 3 4 5 6 7 8
xd 7.0 7.0 7.0 7.0  5.0  5.0  5.0  5.0
yd 6.0 6.0  2.0  2.0 6.0 6.0  2.0  2.0
d  0.0  0.0  0.0  0.0
Table 6.2: Gain f
a = 1 a = 2 a = 3 a = 4 a = 5 a = 6 a = 7 a = 8 a = 9
n =  1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
n = 0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0
n = 1 10.0 20.0 30.0 40.0 50.0 60.0 70.0 80.0 90.0
ンは最後に収束する入力のゲイン kである．そこで今回はまず，kを 0:05から 0:85
まで 0:01刻みに設定した．
次にこの各 kに対する f の組合せを考える．また式 (5.3)や式 (5.24)の時間応答
を見ると各ゲインが応答に指数的に関わることがわかる．これによって，kに対し
て f の影響は f が大きくなるにしたがって小さくなり指数的に変化する事になる．
一方，ゲインを大きくしすぎるとハイゲインになり不安定になる．そこで f の上
限をサンプリング間隔 0:01 [s]の逆数より小さくなるよう，90までとした．これら
の条件と前提条件である f > kを満たすように
f = a  10n (6.3)
として組合せた．aを 1 ! 9まで nを 1 ! 1まであて，それぞれ組み合わせて f
とした．この時のゲイン f を全てTable 6.2に示す．初期値は [x y ] = [1:0 2:0 90:0]
とした．
整定の判定は je1j < 0:000872，je2j < 0:05，je3j < 0:05を全て満たすこととする．
je1jについては角度の変数によって構成されるため，0:05 [deg]以下になる数値とし
て変換し定義している．目標整定時間 Tdは Td = [10:0; 20:0; 30:0; 40:0; 50:0] [s]
の 5つを設定した．各シミュレーション時間 T は T = 2Td [s]とする．シミュレー
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Table 6.3: Simulation parameter
Parameter Radius of wheel Distance between wheel Sampling interval
Value 0.035 [m] 0.233 [m] 0.01 [s]
ション条件を Table 6.3に示す．
シミュレーションの結果を kと f に対する式 (6.2)の評価値 Jの関係として 3次
元グラフにして示す．ただし，関係性を見やすくするため，kの範囲は Tdに対し
て最小になる評価値の kから 0:10とする．また f の軸は対数スケールにし，J
は Td のグラフ毎に範囲を指定している．まず Td = 10:0のグラフを Fig. 6.1に，
Td = 20:0のグラフを Fig. 6.2に，Td = 30:0のグラフを Fig. 6.3，Td = 40:0のグ
ラフを Fig. 6.4，Td = 50:0のグラフを Fig. 6.5に示す．これらの図を見ると目標整
定時間 Tdによって適切な kが存在する事がわかる．ある特定の kに従って評価値
が低くなっており，特定の kから離れるに従い評価値が高くなっていく．これに
よって kの軸から見ると特定の kを底にしてV字型のような形が見えてくる．この
ような性質は Tdが比較的大きいときのシミュレーションである Fig. 6.3，Fig. 6.4，





いとゲイン kは大きくなる．逆に Tdが大きいと kは小さくなる．一方ゲイン f に
ついては， f の軸からみるとどの Tdのシミュレーションも大体 f ' 2kの付近が最
小となりそれ以降は値が上がっていく傾向にある．また f ' 2kより前は高い数値
になっている．これより f > 2kである方がより安定であることが窺える．






























Fig. 6.1: Evaluation value with simula-

































Fig. 6.2: Evaluation value with simula-































Fig. 6.3: Evaluation value with simula-


























Fig. 6.4: Evaluation value with simula-
































Fig. 6.5: Evaluation value with simula-
tion (Td = 50)
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Table 6.4: Cocient of approximate equation and approximate evaluation for gain k
Fig. name a b c  r
Fig. 6.6  1:380  10 2 7:560  10 1 3:084  10 1 8:989  10 1
Fig. 6.7 5:286  10 4  4:551  10 2 1.126 1:871  10 1 9:869  10 1
Fig. 6.8 7.483 3:040  10 4 4:896  10 2 9:999  10 1
Fig. 6.9 3.330 7.073 9:246  10 3 3:834  10 2 9:999  10 1
6.2.2 ゲイン kの設計
Fig. 6.1  6.5のシミュレーションによって得られた評価値 Jよりゲインの決定
を考える．各 Tdにおいてシミュレーションでの評価値 Jが最小になるときの kの
値は Tdとの関係性が強いことがわかっている．そこでまず，Tdから評価値 Jが最







まず横軸に Td，縦軸に kを取った一次方程式の近似をFig. 6.6に，二次方程式の
近似を Fig. 6.7に示す．次に，横軸に 1=Td,縦軸に kを取った一次方程式の近似を
Fig. 6.8に，二次方程式の近似をFig. 6.9に示す．また，各近似式を k = aTd2+bTd+c
とした時の係数 a,b,cと標準偏差，相関係数 rの値をTable 6.4に示す．尚，有効
数字は 4桁とする．
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Fig. 6.6: Approximate equation with de-
sired settling time and gain k by linear
equation






Fig. 6.7: Approximate equation with de-
sired settling time and gain k by quadratic
equation






Fig. 6.8: Approximate equation with the
reciprocal of desired settling time and
gain k by linear equation






Fig. 6.9: Approximate equation with the
reciprocal of desired settling time and
gain k by quadratic equation
6.2. ゲイン設計 67
Tdと kをそのままの関係で近似したFig. 6.6と，Fig. 6.7を見ると，データの座標
と近似線のずれが比較的大きい．これに対し，Tdと kの関係を逆数にしたFig. 6.8と
Fig. 6.9は近似線がデータ座標を通る，もしくはより近くの座標を通っていること
がわかる．Table 6.4より標準偏差と相関係数 rの数値で見てもFig. 6.8，Fig. 6.9
の方が精度が高いことがわかる．標準偏差 でみると 10倍近い差がある．次に，
一次方程式と二次方程式の比較をしてみると，どちらのパターンも次数が多い分
二次方程式の方が標準偏差が小さくなっている．しかし Fig. 6.8と Fig. 6.9のの
差は小さく，相関係数 rでみると有効数字 4桁でみても同じ 0:9999となりほぼ 1
であるためどちらも高い相関関係があると言える．このことより近似には一次方
程式で十分と考える．従って，kの近似式は Fig. 6.8を用いて
k = 7:483 1
Td
+ 3:040  10 4 (6.4)
とする．
6.2.3 ゲイン f の設計
次に，前述の kから f を決定する近似式を求める． f の決定には Tdごとに評価
値 Jが最小になるときの kと f を用いる．このときの kと f の関係から近似式を
求める．しかし f は，Table 6.2に示すように指数的な関係を見るために設定して
いる．そこで kに対し log10 f としてこの関係をグラフにする．またこれに対し一
次方程式で近似したものを Fig. 6.10に，二次方程式で近似したものを Fig. 6.11に
示す．このときの各近似式を k = aTd2 + bTd + cとした時の係数 a,b,cと標準偏差
，相関係数 rの値を Table 6.5に示す．尚，有効桁数は 4桁とする．Fig. 6.10と
Fig. 6.11を比較してみると，Fig. 6.11の方の近似した線がよりデータ座標の近く
を通っていることがわかる．またTable 6.5より，標準偏差を見てもFig. 6.11の
Table 6.5: Cocient of approximate equation and approximate evaluation for gain f
Fig. name a b c  r
Fig. 6.10 1.121  5:164  10 1 1:887  10 1 9:895  10 1
Fig. 6.11 -1.093 2.131  6:824  10 1 9:374  10 2 9:994  10 1
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Fig. 6.10: Approximate equation with
gain f and gain k by linear equation







Fig. 6.11: Approximate equation with
gain f and gain k by quadratic equation
方が小さい．相関係数 rでみても Fig. 6.11は 0:994と高い相関関係があることが
わかる．従って， f は Fig. 6.11の二次方程式で近似した式を用いて







を決める．まず “Roomba”の最高速度は 0:5 [m/s]である．今回のロボットの初期
値と目標値の距離は 8つとも全て等しく，最短距離は約 7:2 [m]である．しかし最
短距離をとることはほとんどないため，今回はおよそ 10 [m]の距離を走行すると
想定する．この 10 [m]を “Roomba”の最高速度 0:5 [m/s]を超えない 0:35 [m/s]で
等速で進むと仮定すると整定時間は 35 [s]になる．これに従い目標整定時間 Tdを
35 [s]と設定する．次に目標整定時間からゲイン kと f を設計する．今回求めるゲ
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インの有効桁数は 3桁とする．まず kを Tdと式 (6.4)より計算すると
k = 7:483 1
Td




次に f を kと式 (6.5)より計算すると
log10 f =  1:093k2 + 2:131k   6:824  10 1
=  0:050055028 + 0:456034   0:6824
=  0:276421028
f ' 0:529




はTable 6.3とする．また，評価関数は式 (6.1)と式 (6.2)から構成される．初期値
[x y ] = [1:0 2:0 90:0]に対して目標値はTable 6.1の 8つの目標値とする．このとき
の評価値をTable 6.6に示す．ここでゲインの設計が有効であるか確認の為，シミュ
レーションで得た各 Tdにおける最小になるときの評価値 Jとその時のゲインの組
合せをTable 6.7に示す．Table 6.7をみると Jの最小値は 92:4 . J . 87:6で変動
している．平均は ¯J ' 89:1である．Table 6.6からこれらの値と比較すると，今回ゲ
インを設計したシミュレーションの評価値はこれらの中で最も低い値となっている．
これによって，最適なゲインの設計が出来ていると考える．この時のシミュレー
ションの様子として，初期値 [x y ] = [1:0 2:0 90:0]，目標値 [x y ] = [7:0 6:0 180:0]
の時を 1つ選び示す．まずFig. 6.12に修正偏差 eの応答を示す．Fig. 6.13，Fig. 6.14
に入力 uの応答を示す．Fig 6.15に移動ロボットの並進速度 vおよび角速度!のシ
ミュレーション結果を示す．
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Table 6.6: Evaluation value of simulation with the designed gain
Td k f J
35 0.214 0.529 87.417
Table 6.7: Evaluation minimum value of simulation each desired settling time
Td k f J
10 0.75 2.0 88.175
20 0.37 0.9 89.175
30 0.25 0.6 87.664
40 0.19 0.5 92.403
50 0.15 0.4 88.319














の目標値でのシミュレーションでは最大速度約 0:8 [m/s]程で平均速度約 0:23 [m/s]
程度になるものもある．8つのシミュレーションの平均速度を全て平均すると約
0:31 [m/s]となる.これは想定した 0:35 [m/s]と近い値にあると考える．これらの結
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Fig. 6.12: Error of state with canonical form









Fig. 6.13: Orbit of mobile robot
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整定時間 Tdの逆数 1=Tdとの関係を用いた 1次方程式による近似式とした．また，
ゲイン f の導出はゲイン f の対数 log10 f と上述のゲイン kとの関係を用いた 2次
方程式による近似式とした．これによって，近似式を用いたゲイのン組み合わせ
の設計が行える．具体的には，この評価関数に与える値である目標整定時間 Td与




のシミュレーションの平均走行距離 10:9 [m]，平均速度は 0:31 [m/s]であった．こ









































xd cos d + yd sin d




























e˙ target3(t) = ˙3   ˙d3
=  2z˙3 + z˙1z2 + z1z˙2   ( 2z˙d3 + z˙d1zd2 + zd1z˙d2)
=  z˙1z2 + z1z˙2   ( z˙d1zd2 + zd1 ˙zd2)
=  z˙1z2 + z1z˙2 + z˙d1zd2   zd1z˙d2
(7.4)
となる．一方，非ホロノミック 2重積分器モデルを満たすときの目標の偏差系を
e modelと定義し，e˙ model3を式 (3.13)の正準形式より計算すると
e˙ model3 = e˙3 = e1u2   e2u1
= e1e˙2   e2e˙1
= (z1   zd1)(z˙2   z˙d2)   (z2   zd2)(z˙1   z˙d1)
= z1z˙2   z1z˙d2   zd1z˙2 + zd1z˙d2   z˙1z2 + z˙d1z2 + z˙1zd2   z˙d1zd2
(7.5)










となる．第 4章ではここで目標値の微分値が 0であることから，，z˙d1 = 0，z˙d2 = 0，
z˙d3 = 0であることを利用し修正目標値を導出した．しかし本章ではこの条件は利
用できない．この時，修正目標値を rとしたとき修正目標値 r˙の r˙3は








算し r3として与えることとする．このとき，式 (7.6)より積分計算する r˙3を整理
すると
r˙3 = ˙3   ( 2z˙d1zd2 + 2zd1z˙d2   z1z˙d2   zd1z˙2 + z˙d1z2 + z˙1zd2)
= ˙d3 + 2˙d1d2   2d1˙d2 + 1˙d2 + d1˙2   ˙d12   ˙1d2
=  ˙d1d2 + d1˙d2 + 2˙d1d2   2d1˙d2 + 1˙d2 + d1˙2   ˙d12   ˙1d2




























 2z˙d1zd2 + 2zd1 ˙zd2 (7.10)
を与えることになり，符号が逆になっている項を調整する事ができる．次に，足
りない項について考える．これらの項を変数について着目し整理すると
  z1z˙d2 + z˙1zd2
  zd1z˙2 + z˙d1z2
の二組に分けられる．先に上の  z1z˙d2 + z˙1zd2の項を考えるとこれ以上計算できな
いので修正目標値に Z
(1˙d2   ˙1d2)dt (7.11)
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 zd1z˙2 + z˙d1z2 (7.13)
を与える事になる．式 (7.9)，(7.11)，(7.12)をまとめると修正目標値 r3は








= d3   2˙d1d2 + d12 + 2˙d1
Z





デルを満たし，なおかつ eの項について 3   d3と偏差項が出来る．これによっ
て e3について 0に収束する．
7.3 追従制御に対する修正偏差系


















377775 4= 266664 !(t)   !d(t)
























お安定化には第 5章の式 (5.38)の 2入力による擬似連続指数安定化制御器を用い
るものとする．これは 3つの制御器の中で最も安定して収束するためである．









xdo + sin d(t)
ydo + 1   cos d(t)
377777777775 (7.18)
となる．ここで vdは目標速度，!dは目標角速度とする．まず，初期値を [x y ]T =
[0:0 0:0 0:0]T とし，目標値の初期値を [xdo ydo do]T [0:05 0:05   =180]T，目標速
度を vd = 0:1 [m/s]，目標角速度を !d = 0:1 [rad/s]とする．シミュレーションの
移動ロボットの幾何学パラメータは自動掃除機”Rommba”をモデルにし，車輪半径
を 0:035 [m]および車輪間距離を 0:233 [m]とする．サンプリング間隔は 0:01 [s]と
し定値制御ではシミュレーション時間を 20:0 [s]とする．追値制御ではシミュレー
ション時間を 60:0 [s]とする．シミュレーションにおけるゲインは，全ての制御器




標と姿勢角が目標軌道に追従していることがわかる．次に Fig. 7.3に修正目標値 ˆ
を，Fig. 7.4に修正偏差 eの時間ごとの応答を示す．修正目標値 ˆは座標と姿勢角
と同じように波状に振幅していることがわかる．これによってロボットの軌道が










































Fig. 7.2: Simulation results of coodinates in tracking control






























































































Fig. 7.6: Simulation results of ! in tracking control









































































た一定のゲイン k上でのゲイン f は主に軌道などに影響を与え，移動距離と整定
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