Abstract. We give various formulas to compute the number of all involutions, i.e. elements of order 2, in an incidence algebra I(X, K), where X is a finite poset (star, Y and Rhombuses) and K is a finite field of characteristic different from 2. Using the techniques describing here we show an algorithm to calculate the number of involutions on any finite poset.
Introduction
Let G be a group. An element g ∈ G is an involution if g 2 = e where e is the identity element. There are a lot of studies of involutions depending on the group structure, for instance, Slowik in [10] describe all involutions in upper triangular groups U T n (K). Involutions considered as automorphims on upper matrix algebras can studied in [6] and, specially, in the extensive book [9] . Involutions on graded matrix algebras were also studied in [1] and [7] . Involutions as automorphisms on incidence algebras can be studied in [2, 3, 11] , and over finitary incidence algebras in [4, 5] .
Slowik in [10] present a formula to find the number of involutions in the group of upper triangular matrices of dimension n, where n ∈ N.
In this article, we generalize the results of Slowik. We present various formulas to compute the number of involutions on a broader class of algebras called incidence algebras I(X, K) defined over finite posets X were K is a finite field of characteristic different from 2. With the techniques shown here one can compute the number of involutions over any finite poset.
Our main results are the followings theorems: Theorem 1.1. Let K be a field of characteristic different from 2 and |K| = q. Consider the poset X = {x 0 , x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y m } with the relations • x 0 ≤ x i for i = 1, 2, . . . , n, and x i ≤ x j for i ≤ j with i, j = 1, 2, . . . , n, • x 0 ≤ y i for i = 1, 2, . . . , m, and y i ≤ y j for i ≤ j with i, j = 1, 2, . . . , n.
Denote by P(n + 1 + m, K) the number of elements in the incidence algebra I(X, K), satisfying g 2 = e. Then P(n + 1 + m, K) is equal to: and I(n + 1, K) is the number of elements in the group U T n+1 (K) satisfying g 2 = e.
Using the above theorem, we obtain the general case: Theorem 1.2. Let K be a field of characteristic different from 2 and |K| = q.
Consider the poset X = s k=1 X k such that x 0 is the minimal element, s k=1 X k = {x 0 } and each X k is an interval with length m k + 1 and denote by P(X, K) the number of involutions on the incidence algebra I(X, K). Define the polynomials P (m) by P (m) = where I(X 1 , K) is the number of involutions on the upper triangular matrix algebra U T m1+1 (K).
We also consider the case of Rhombuses poset: Theorem 1.3 (The Rhombuses poset). Let K be a field of characteristic different from 2 and |K| = q. Consider the Rhombuses poset X = {x 0 , x 1 , x 2 , · · · , x n , x n+1 , y 1 , y 2 , · · · , y m } with the relations:
• x 0 ≤ x 1 ≤ · · · ≤ x n ≤ x n+1 and y 1 ≤ y 2 ≤ · · · ≤ y m • x 0 ≤ y 1 and y m ≤ x n+1 .
Denote by P(X, K) the number of involutions on the incidence algebra I(X, K), then we have
where
Here α 1 , α 2 , α 3 ∈ {0, 1} and we have the following cases:
(ii) If 2|n and 2 ∤ m then α 1 = 1 and α 2 = α 3 = 0.
(iii) If 2 ∤ n and 2|m then α 2 = 1 and α 1 = α 3 = 0.
(iv) If 2|n and 2|m then α 1 = α 2 = α 3 = 1.
Finally:
. Let K be a field of characteristic different from 2 and |K| = q. Consider the poset Y = {r 1 , r 2 , · · · , r n , s 1 , s 2 · · · , s m , t 1 , t 2 , · · · t l } with the relations:
• r n ≤ s i with i = 1, 2, · · · , m and r n ≤ t j with j = 1, 2, · · · , l.
Here α 1 , α 2 , · · · , α 7 ∈ {0, 1} and we have the following cases:
Preliminaries
In this section, we fix the notation and recall some definitions and basic facts that will be used throughout the article.
Let K be a field. We denoted by X a nonempty finite partially ordered set (finite poset, for short) and its relation by ≤ . The incidence algebra I(X, K) of X over K is the set I(X, K) = {f : X × X −→ K : f (x, y) = 0 if x ≤ y}, endowed with the usual product of a map by a scalar, the usual sum of maps, and the product defined by
for any f, g ∈ I(X, K).
Let X = {x 1 , x 2 , . . . , x n } be a finite poset, the incidence algebra I(X, K) is a finite-dimensional linear space over K, which has basis elements labelled e ij for each i, j for which x i ≤ x j and has multiplication defined via e ij e kl = e ij if j = k 0 if j = k It is not hard to see that we cant identify I(X, K) with a sub-algebra of the full matrix algebra M n (K). 
. This is a poset with Hasse diagram When X is a finite poset, I(X, K) will be a sub-algebra of the upper triangular matrices (as we have seen in the last examples above), i.e. matrices of a particular size and shape.
For more facts about incidence algebras we recommend the book [12] . Let be g ∈ I(X, K), then g is an involution if g 2 = e,with e(u, u) = 1 for all u ∈ X and e(u, v) = 0 if u = v. In this case we have g(u, u) = ±1 for all u ∈ X.
Slowik in [10] calculated the number of involutions in the upper triangular matrices (or over incidence algebra when X is a finite chain). Theorem 2.3 (Slowik [10] ). Let K a field of characteristic different from 2 and let G the group U T n (K) for some n ∈ N. A matrix g ∈ G is an involution if and only if g is described by the following statements:
(i) For all a ≤ j ≤ n we have g ii ∈ {1, −1}.
(ii) For all pairs of indices 1 ≤ i ≤ j ≤ n such that g ii = −g jj , the coefficients g ij may be arbitrary. (iii) For all pairs of indices 1 ≤ i ≤ j ≤ n such that g ii = g jj we have
And Theorem 2.4 (Slowik [10] ). Let K be a finite field of characteristic from 2. If |K| = q, then the number of elements in the group U T n (K), satisfying g 2 = e, is equal to:
, where α =
How to count?
Following the theorem (2.3) we can state :
(i) If g ii = g jj then the variable g ij is dependent in the sense that it is uniquely determined by values on the i file and j column (see theorem 2.3). We denote by D the position of g ij in the matrix g. (ii) If g ii = g jj then the variable g ij is independent in the sense that the entry g ij can be set arbitrarily. We denote by I the position of g ij in the matrix g.
Example 3.2. Consider the matrix
such that A 2 = I 2 with I 2 the identity matrix in T 2 (K), in this case:
. In this case, we have only two different matrices, the identity I 2 and −I 2 .
, by proposition 3.1, θ is an independent variable and we have q different matrices with the diagonal (1, −1) and q different matrices with the diagonal (−1, 1).
In this conditions, we can represented all possibilities in the form:
In particular, we have 2 + 2q different involutions on U T 2 (K). 
We can observe that there are three entries with I, then there are q 3 different involutions matrices with the fixed diagonal d.
Example 3.4. Consider the poset of example 2.2 If g is an involution in the incidence algebra I(X, K) then g is in the form:
Then, the number of involutions can be determined by analyzing the diagonals
. We observe the table:
Finally, there are 4q 2 + 2 involutions in the incidence algebra I(X, K).
Example 3.5. Fix m and n odd numbers, we would like to count the number of involutions on the matrix form
and * the full matrix of order m × n. Here we denote by elements equal to −1.
By Slowik [10] we know that there is ∆(d R ) and ∆(d S ) independent entries in the matrices R and S respectively. The quantities of independent entries in the full matrix * depends of the quantities of products d i × s j = −1, with i = 1, 2, · · · , n and j = 1, 2, · · · , m, for example, If we consider, in d R the option (i) and in d S the option (iii) then the number os products d i × s j = −1 is:
And if one considers in d R the option(i) and in d S the option (iv), then the number of products d i × s j = −1 is:
Then, in * we have in the first situation 
involutions. We can observe that the cases (ii) ∧ (iii) and (ii) ∧ (iv) are similar. We can summarized this results in the following figure, for example, if (i)∧ (iii) we can represented in the matrix form:
where in the entries of the full matrix appears the quantities of products equal to −1 in R, S and * respectively, then in this case, see the full matrix we conclude that there are n
involutions.
Similarly if one considers the cases (i)∧(iv) and represented in the matrix form:
then, we conclude that there are
involutions. Finally, combining all the four cases, we conclude that there are
We used this matrix representations in the proofs of theorems for minimizing counts.
Proofs of results
Proof of Theorem 1.1. The Hasse diagram of this poset is :
and the elements of their incidence algebra I(X, K) are the form : 
Proof of Theorem 1.2. In this case, the Hasse diagram is
Suppose that we know the number of involutions for X = h k=1 X k and consider Y = X ∪ X h+1 with X h+1 is an interval of length m + 1 and X ∩ X h+1 = {x 0 } the minimal element . Denote by g = (g ij ) a involution in the incidence algebra I(X, K). We can observe that the involutions in the incidence algebra I(Y, K) are in the matrix form: independents entries into each sub-matrices θ and d. In the matrix form:
If we consider the case (i)∧(iv) then there is m+b 2
independent entries into each sub-matrices θ and d. In the matrix form:
If we consider the case (ii)∧(iii) then we have:
and finally, If we consider (ii)∧(iv) then we have
Finally, in this case we have independents entries into sub-matrix d. In the matrix form: independent entries into sub-matrix d. In the matrix form:
If we consider (i)∧(iv) then we have the matrix form:
and finally, consider (ii)∧(iv) we have the matrix form:
If a 0 = −1, we can observe that we have the all similar cases, combining all we conclude that:
In the case, for example, that n is even and m is odd we have add the situation (A) There is 
Then, combining this cases we have add the term:
The case m even and n odd is similar and we have include the following situation:
(B) There is m 2 elements 1 in the diagonal d S . In the cases that all are odd number, we have consider the following situations
We analyzing the last two situations:
the we have the following matrix representation:
And finally, combining all we have add the term
Proof of Theorem 1. 
the diagonals of the matrix R, S and T respectively. Suppose that n, m and l are odd and we have | 
Here, we have
involutions in this case. 
N umber of 1:
Here we have:
involutions. (h) Finally, if (ii)∧(iv)∧(vi) we have:
N umber of −1 in:
N umber of 1 in:
Combining all situations we have:
In the case, for example, that n is even and m and l are odd then and we can consider the followings situations: 
and sumarizing the four combinations we conclude that we have that add the term
Similarlly, if m is even and n and l are odd, we have that consider 
Tables presentations
In the Table 2 , we present the values of P(n + m + 1, K) for 1 ≤ m ≤ 14. Remember that the values for I(n + 1, K) are calculated in Slowik [10] . In the Table 3 , we present the number of involutions on the Rhombuses poset for some values m, n such that 1 ≤ n ≤ 5 and 1 ≤ m ≤ 5 and finally, in the Table 4 present the number of involutions in the Y poset for some values of n, m and l such that 1 ≤ n ≤ 3, 1 ≤ m ≤ 3 and 1 ≤ l ≤ 3. Table 2 . Numbers of involutions the P(n + 1 + m, K) in I(X, K) for |K| = q, 0 ≤ m ≤ 14. m P(n + m + 1, K) 1 I(n + 1, K) × (q + 1) 2 I(n + 1, K) × (3q 
