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Abstract. The empirical fact that classifiers, trained on given data collections,
perform poorly when tested on data acquired in different settings is theoreti-
cally explained in domain adaptation through a shift among distributions of the
source and target domains. Alleviating the domain shift problem, especially in
the challenging setting where no labeled data are available for the target domain,
is paramount for having visual recognition systems working in the wild. As the
problem stems from a shift among distributions, intuitively one should try to align
them. In the literature, this has resulted in a stream of works attempting to align
the feature representations learned from the source and target domains by intro-
ducing appropriate regularization terms in the objective function. In this work
we propose a different strategy and we act directly at the distribution level by
introducing DomaIn Alignment Layers (DIAL) which reduce the domain shift by
matching the source and target feature distributions to a canonical one. Our exper-
imental evaluation, conducted on a widely used public benchmark, demonstrates
the advantages of the proposed domain adaptation strategy.
Keywords: unsupervised domain adaptation, deep models, feature normaliza-
tion, entropy loss
1 Introduction
Many scientists today believe we are witnessing the golden age of computer vision.
The massive adoption of machine learning and, in particular, of deep learning tech-
niques as well as the availability of large fully annotated datasets have enabled amazing
progresses in the field. A natural question is if the novel generation of computer vision
technologies is robust enough to operate in real world scenarios. One of the fundamen-
tal requirements for developing systems working in the wild is devising computational
models which are immune to the domain shift problem, i.e. which are accurate when
test data are drawn from a (slightly) different data distribution than training samples.
Unfortunately, recent studies in the literature have shown that, even with powerful deep
architectures, the domain shift problem can only be alleviated but not entirely solved
[1] and several methods for deep domain adaptation have been developed.
Domain adaptation focuses on learning classification or regression models on some
target data by exploiting additional knowledge derived from a related source task. In
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Fig. 1. DIAL learn a pair of transformations that shift the observed source and target distribution
to match a desired reference distribution.
particular, unsupervised domain adaptation focuses on the challenging scenario where
no labeled data are available in the target domain. Several approaches have been pro-
posed for unsupervised domain adaptation in the past, the most successful of which
are based on deep architectures [2, 3, 4, 5]. Previous unsupervised domain adaptation
methods can be roughly divided in two categories. The first category includes meth-
ods which attempt to reduce the discrepancy between source and target distributions
by minimizing the distance between the mean embeddings of the learned representa-
tions, i.e. the so-called Maximum Mean Discrepancy (MMD) [2, 5]. A second class of
methods learns domain invariant features by maximizing a domain-confusion objective
function, modelling the loss of an auxiliary classifier which should discriminate if a
sample belongs to the source or to the target domain [3, 4].
Following these recent approaches, in this paper we present a domain adaptation
method which simultaneously learns discriminative deep representations while coping
with domain shift in the unsupervised setting. Differently from previous works, we
do not focus on learning domain-invariant features by explicitly optimizing additional
loss terms (e.g. MMD, domain-confusion). We argue instead that domain adaptation
can be achieved by embedding in the network some Domain Alignment layers (DA-
layers) which operate by aligning both source and target distributions to a canonical one.
We also show that several different transformations can be employed in our DA-layers
to match source and target data distributions to the reference, thus highlighting the
generality of our approach. We call our algorithm DIAL – DomaIn Alignment Layers.
Our experimental evaluation, conducted on the most widely used domain adaptation
benchmark, i.e. the Office-31 [6] dataset, demonstrates that DIAL greatly alleviates the
domain discrepancy and outperforms most state of the art techniques.
2 Related Work
In the last decade unsupervised domain adaptation have received considerable interest
in the computer vision community as in many applications labeled data are not available
in the target domain [2, 3, 4, 7, 8, 9, 10, 11, 12, 13].
Traditional methods for unsupervised domain adaptation attempt to reduce the do-
main shift by adopting two main approaches. A first strategy, the so-called instance
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re-weighting [7, 8, 9, 10, 11], is based on building models for the target domain by
adopting appropriately re-weighted source samples. The idea is to assign different im-
portance to source samples such as to reflect their similarity with the target data. This
approach has been proposed in [7] where a nonparametric method called Kernel Mean
Matching is used to set weights without explicitly estimating the data distributions.
Similarly, Gong et al. [10] introduced the notion of landmark datapoints, a subset of
source samples which are similar to target data, and proposed a landmark-based do-
main adaptation method. Chu et al. [8] presented a framework for joint source sample
selection and classifier learning. While these works considered hand-crafted features,
similar ideas can be also exploited in the case of deep architectures. An example is the
work in [11] where deep autoencoders are used to build source sample weights.
The large majority of previous unsupervised domain adaptation methods are based
on feature alignment, i.e. domain shift is reduced by projecting source and target data in
a common subspace. Several feature alignment methods have been proposed in the past,
both considering shallow models [14, 15, 16] and deep architectures [2, 3, 4]. Focus-
ing on works adopting deep architectures, most methods align source and target feature
representations by adding in the objective function a regularization term attempting to
(i) reduce Maximum Mean Discrepancy [2, 5, 17] or (ii) maximize a domain confu-
sion loss [3, 4]. Recent studies have also investigated alternative methodologies, such
as building specific encoder-decoder networks to jointly learn source labels and recon-
struct unsupervised target images [18, 19]. Our approach significantly departs from
previous works by reducing the discrepancy between source and target distributions
through the introduction of our DA-layers. The most similar work to ours is [20] where
Li et al. proposed to revisit batch normalization for deep domain adaptation. While our
approach develops from a similar intuition, our method can be regarded as a generaliza-
tion of [20], as we consider several transformation in our DA layers and we introduce
a prior over the network parameters in order to benefit from the target samples during
training. Experiments presented in Sec. 4 show the significant added value of our idea.
3 DIAL: DomaIn Alignment Layers
Let X and Y denote the input space (e.g. images) and the output space (e.g. image
categories) of our learning task, respectively. We consider an unsupervised domain
adaptation setting, where we have a source domain described in terms of a probabil-
ity distribution psxy over X × Y and a target domain following ptxy . The source and
target distributions differ in general and are unknown, but we are provided with n la-
beled observations S = {(xs1, ys1), . . . , (xsn, ysn)} from the source domain, i.e. they are
sampled from psxy , and m unlabeled observations T = {xt1, . . . , xtm} sampled from the
marginal distribution ptx. The goal of the learning task is to estimate a predictor for the
target domain, using the observations in S and T . This task is particularly challenging
because we lack observed labels from the target domain and the discrepancy between
the source and target domains, which in general exists, prevents predictors trained on
the source domain to be readily applicable to samples from the target domain.
One key element for the success of an unsupervised domain adaptation algorithm
is its ability of reducing the discrepancy between source and target domains. There are
different approaches to achieve this goal, but we focus on aligning the domains at the
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feature level. Within this family of methods the most successful ones couple the train-
ing process and the domain adaptation step within deep neural architectures [2, 4, 5],
yielding alignments at different level of abstractions. Our method is close in spirit to
this line of works but we distinguish from them by (a) not relying on the covariate
shift assumption, i.e. we in general assume psy|x 6= pty|x, and by (b) hard-coding the
domain-invariance properties directly into our deep neural network. The rationale be-
hind the former choice is the impossibility theorem for domain adaptation given in [21],
which intuitively states that no domain adaptation algorithm can succeed (in terms of
the notion of learnability) if it relies on the covariate shift assumption and achieves a low
discrepancy between the source and target unlabeled distributions, i.e. psx and p
t
x, respec-
tively. Since the latter assumption is what one implicitly pursues by performing domain
alignments at the feature level, we drop the former assumption. The other distinguishing
aspect of our method is an architectural solution to achieve domain-invariance, which
contrasts with the majority of approaches that rely on additional loss terms (e.g. MMD-
type losses [2] or adversarial losses [3, 4]) that induce an external pressure on the net-
works’ parameters at training time to fulfill the domain-invariance requirement. Works
exists that do not rely on the covariate-shift assumption and take a loss-based approach
to feature alignment, but those typically implement the source and target predictors us-
ing different sets of parameters (not necessarily disjoint) [5, 22]. Instead, the method
we propose is able to avoid the covariate shift assumption and at the same time have the
set of learnable network parameters, denoted by θ in this work, that is totally shared.
The key element of our method is the domain-alignment layer that we describe below.
3.1 Source and Target Predictors
We implement source and target predictors as two deep neural networks that share the
same structure and the same parameters given by θ. However, the two networks differ
by having a number of layers that perform a domain-specific operation. Those layers
are called Domain-Alignment Layers (DA-layers) and their role is to apply a data trans-
formation that aligns the input distribution to a pre-fixed reference distribution. In Fig-
ure 1, we provide an illustration of the basic principle. In general, the input distributions
to DA-layers in the source and target predictors differ, but the reference distribution re-
mains fixed. As a result, the data transformations that are applied in the DA-layers of
the source and target predictors differ. Consequently, source and target predictors imple-
ment different functions, thus violating the aforementioned covariate shift assumption,
while still sharing the same set of learnable parameters. More details about the neural
network architectures will be provided in the experimental section.
To better understand how the domain-alignment transformation works, we consider
a single DA-layer in isolation. The desired output distribution, namely the reference
distribution, is decided a priori and thus known. The input distribution instead is un-
known, but we can rely on a sample D thereof. Now given a transformation g from a
family of transformations G we can push the reference distribution into the pre-image
under g via a variable change. This yields a family of distributions among which we
can select the one, say gˆ, that most likely represents sample D. In other words, if v
is a random variable following the reference distribution and we assume that the input
observations in D are realizations of random variable u = g−1(v), then we can de-
termine the transformation gˆ ∈ G as the one that maximizes the likelihood pu(D|g).
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We can alternatively encode some prior knowledge about the transformation by tak-
ing a Maximum-A-Posteriori (MAP) approach and thus maximize pu(g|D, ψ), where
ψ encodes hyper-parameters governing the prior over g.
This idea paves the way to a number of transformations that could be obtained by
playing with different reference distributions and families of transformations. In this
work, we restrict our focus to some families of DA-layers. In all the cases we consider
in this work we assume that G consists of channel-wise linear transformations of the
form G = {u 7→ diag(a)− 12 (u − b) : a, b ∈ Rd, a > 0} where diag(a) is a diagonal
matrix with diagonal elements given by a. A first family of approaches is obtained by
imposing the standard normal distribution as reference distribution and depending on
the prior knowledge we inject we obtain the following variations of DA-layers:
Batch normalization. By pushing the standard normal distribution, i.e. the reference
distribution of v, into the pre-image under g ∈ G we obtain a distribution for random
variable u = g−1(v) that is normal with mean b and covariance diag(a). The maximum
likelihood estimates of a and b given sample D, consisting of i.i.d. realizations of u,
are given by aˆ = σ2(D) and bˆ = µ(D) respectively, where µ(D) and σ2(D) represent
the sample mean and the diagonal of the sample covariance of D, respectively. The re-
sulting domain-alignment transformation is gˆ(u) = diag(σ2(D))− 12 [u− µ(D)]. This
transformation corresponds to the well-known batch-normalization layer [23], when D
is the mini-batch of a training iteration.
Batch normalization with prior on variance. This setting is similar to the previous one,
but instead of considering a maximum likelihood estimate of the transformation param-
eter a we opt for a MAP estimate. To this end we introduce an Inverse-Gamma(α,β)
prior on the transformation parameter a, yielding a posterior distribution for a that is
Inverse-Gamma(α¯,β¯) with α¯ = α + |D|2 and β¯ = β +
|D|
2 σ
2(D). The corresponding
MAP estimate is given by aˆ = β¯α¯+1 . The hyperparameters of the prior distribution,
namely α and β are set to α = |D|2 − 1 and β = D2 , where  is intuitively a prior
variance. In this way we have that βˆ gives approximately equal weight to the sample
variance and the prior variance, yielding βˆ =  + σ2(D). Finally, the estimate of b re-
mains the maximum likelihood estimate, namely the sample mean, i.e. bˆ = µ(D). Note
that the data transformation we obtain with this procedure is the actual implementation
of batch normalization that we find in most deep learning frameworks, for  typically
appears as a small additive constant for the variance that prevents numerical issues.
In our case, however  is not necessarily set to a small constant as we will see in the
experimental section.
A second family of approaches is obtained by imposing the Laplace distribution as
reference distribution. In this case we do not explore variations involving prior knowl-
edge, although it would be possible.
Laplace Batch normalization. If we assume that the reference distribution follows a
standard Laplace distribution, then the maximum likelihood estimate bˆ corresponds to
the sample median, while the maximum likelihood estimate of a is given by the mean
absolute value deviation from the sample median, i.e. aˆ = 1|D|
∑
x∈D |x− bˆ|.
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3.2 Training and Inference
Training. During the training phase we consider the datasets S and T and we estimate
the neural network weights θ. Note that these parameters are shared by the source and
the target predictors. To compute θ we define a posterior distribution of θ given the
observations S and T , pi(θ|S, T ), and maximize it over Θ to obtain a MAP estimate θˆ:
θˆ ∈ arg max
θ∈Θ
pi(θ|S, T ) . (1)
The posterior distribution is defined as pi(θ|S, T ) ∝ pi(yS |xS , θ)pi(θ|T ), where yS =
{y1, . . . , yn} and xS = {x1, . . . , xn} indicate the set of labels and data points in S, re-
spectively. The term pi(yS |xS , θ) is the likelihood of θ with respect to the source dataset,
while pi(θ|T ) is a prior term depending on the unlabeled target samples. Assuming the
data samples to be i.i.d., the likelihood term is given by
pi(yS |xS , θ) =
n∏
i=1
fθysi (x
s
i ;xS) , (2)
where fθysi (x
s
i ;xS) is the probability that sample point x
s
i takes label y
s
i according to
the source predictor.
In analogy to previous works on semi-supervised learning [24] and unsupervised
domain adaptation [5], the prior distribution pi(θ|T ) is defined in order to promote
models that exhibit well separated classes. This is achieved by defining pi(θ|T ) ∝
exp (−λh(θ|T )), where λ is a user-defined parameter and h(θ|T ) is the empirical en-
tropy of y|θ conditioned on x, i.e. :
h(θ|T ) = − 1
m
m∑
i=1
∑
y∈Y
fθy (x
t
i;xT ) log f
θ
y (x
t
i;xT ) , (3)
where fy(xti; T ) represents the probability that sample point xti takes label y according
to the target predictor.
Inference. Once the optimal network parameters θˆ are estimated by solving (1), the
dependence of the target predictor fθy (x;xT ) from xT can be removed. In fact, after
fixing θˆ, the input distribution to each DA-layer also becomes fixed, and we can thus
compute and store the required transformation once and for all. E.g. , for the special
case of Batch normalization discussed in Section 3.1, this means simply to store the
values of µ(D) and σ(D).
4 Experiments
In this section we extensively evaluate our approach and compare it with state-of-the-
art unsupervised domain adaptation methods. We also provide a detailed analysis of the
proposed framework, performing a sensitivity study and demonstrating empirically the
effect of our domain alignment strategy.
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4.1 Experimental Setup
To evaluate the proposed approach, we consider the Office-31 [6] dataset. Office-31
is a standard benchmark for testing domain adaptation methods. It contains 4652 im-
ages organized in 31 classes from three different domains: Amazon (A), DSRL (D)
and Webcam (W). Amazon images are collected from amazon.com, Webcam and
DSLR images were manually gathered in an office environment. In our experiments
we consider all possible source/target combinations of these domains and adopt the full
protocol setting [10], i.e. we train on the entire labeled source and unlabeled target data
and test on annotated target samples.
Networks and Training. We apply the proposed method to two state-of-the-art CNNs,
i.e.AlexNet [25] and Inception-BN [23]. We train our networks using mini-batch stochas-
tic gradient descent with momentum, as implemented in the Caffe library, using the fol-
lowing meta-parameters: weight decay 5 × 10−4, momentum 0.9, initial learning rate
10−3. We augment the input data by scaling all images to 256 × 256 pixels, randomly
cropping 227 × 227 pixels (for AlexNet) or 224 × 224 pixels (Inception-BN) patches
and performing random flips. In all experiments we choose the parameter λ, which is
fixed for tests of a given setting, by cross-validation.
AlexNet [25] is a well-know architecture with five convolutional and three fully-
connected layers, denoted as fc6, fc7 and fc8. The outputs of fc6 and fc7 are
commonly used in the domain-adaptation literature as pre-trained feature representa-
tions [1, 26] for traditional machine learning approaches. In our experiments we modify
AlexNet by appending a DA-layer to each fully-connected layer. Differently from the
original AlexNet, we do not perform dropout on the outputs of fc6 and fc7. We ini-
tialize the network parameters from a publicly-available model trained on the ILSVRC-
2012 data, we finetune all layers, and learn from scratch the last fc layer (we increase
its learning rate by a factor of 10). During training, each mini-batch contains a number
of source and target samples proportional to the size of the corresponding dataset, while
the batch size remains fixed at 256. We train for a total of 60 epochs (where “epoch”
refers to a complete pass over the source set), reducing the learning rate by a factor 10
after 54 epochs.
Inception-BN [23] is a very deep architecture obtained by concatenating “inception”
blocks. Each block is composed of several parallel convolutions with batch normaliza-
tion and pooling layers. To apply the proposed method to Inception-BN, we replace
each batch-normalization layer with a DA-layer. Similarly to AlexNet, we initialize the
network’s parameters from a publicly-available model trained on the ILSVRC-2012
data and freeze the first three inception blocks. Each batch is composed of 32 source
images and 16 target images. In the Office-31 experiments we train for 20 epochs, re-
ducing the learning rate by a factor 10 every 33 % of the total number of iterations.
DIAL variations. To evaluate the robustness of our framework, we tested the 3 DIAL
variations we discussed in Section 3.1: classical Batch Normalization, reported as BN,
Batch Normalization with prior on variance, reported as Epsilon5, Laplacian Batch Nor-
malization, reported as Laplacian BN.
5 The  parameter is set to 1 for all experiments.
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Method
Source Amazon Amazon Webcam Webcam DSLR DSLR Average
Target Webcam DSLR Amazon DSLR Amazon Webcam
AlexNet – source [25] 61.6 63.8 49.8 99.0 51.1 95.4 70.1
DDC [28] 61.8 64.4 52.2 98.5 52.1 95.0 70.6
DAN [2] 68.5 67.0 53.1 99.0 54.0 96.0 72.9
ReverseGrad [4] 73.0 – – 99.2 – 96.4 –
DIAL – AlexNet sparse 76.5 72.4 55.9 99.4 58.6 97.0 76.5
Inception-BN – source [23] 70.3 70.5 57.9 100.0 60.1 94.3 75.5
AdaBN [20] 74.2 73.1 57.4 99.8 59.8 95.7 76.7
AdaBN + CORAL [20] 75.4 72.7 60.5 99.6 59.0 96.2 77.2
DIAL – Inception-BN BN 82.9 87.3 62.6 99.9 63.1 98.2 82.4
Table 1. Results on the Office-31 dataset using the full protocol.
Furthermore, we also tested a new sparse regularizer that has been recently proposed
in [27], which operates at level of the centered features in the batch-normalization layer
(before normalization by the variance). This is beneficial in terms of decorrelating the
features and can be integrated readily in our framework. We consider the new regular-
izer for our DA-layers that are based on batch-normalization and regard them as Batch
Normalization with sparsity, reported as sparse and Batch Normalization with prior on
variance and sparsity, reported as Epsilon sparse.
4.2 Results
Comparison with State-of-the art Methods. In our first series of experiments, sum-
marized in Table 1, we compare our approach, applied to both AlexNet and Inception-
BN, with several state-of-the-art methods on the Office-31 dataset. In particular, we
consider: several deep methods based on AlexNet-like architectures, i.e. Deep Adap-
tation Networks (DAN) [2], Deep Domain Confusion (DDC) [28], the ReverseGrad
network [4]; a recent deep method based on the Inception-BN architecture, i.e. Ad-
aBN [20] with and without CORAL feature alignment [26]. We compare these baselines
to the AlexNet and Inception-BN networks modified with our approach as explained in
Section 4.1, reporting the best results among the DA-layer variations we experimented
with (see Table. 2). In the table our approach is denoted as DIAL – AlexNet and DIAL
– Inception-BN. As a reference, we further report the results obtained considering stan-
dard AlexNet and Inception-BN networks trained only on source data.
Among the deep methods based on the AlexNet architecture, DIAL – AlexNet
shows the best average performance. Among the methods based on Inception-BN, our
approach considerably outperforms the others, with an average accuracy of five points
higher than the second best, and improvements on the single experiments as high as ten
points. It is interesting to note that the relative increase in accuracy from the source-
only Inception-BN to DIAL – Inception-BN is higher than that from the source only
AlexNet to DIAL – AlexNet. The considerable success of our method in conjunction
with Inception-BN can be attributed to the fact that, differently from AlexNet, this net-
work is pre-trained with batch normalization, and thus initialized with weights that are
already calibrated for normalized features.
In-depth analysis of DA-layers. In our second series of experiments we aim to char-
acterize the effects of different variations of the proposed DA-layers. To do this, we
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Method
Source Amazon Amazon Webcam Webcam DSLR DSLR Average
Target Webcam DSLR Amazon DSLR Amazon Webcam
Baselines
AlexNet – source [25] 61.6 63.8 49.8 99.0 51.1 95.4 70.1
AlexNet – Entropy loss 63.7 65.6 35.5 96.6 42.9 99.6 67.3
With entropy loss
DIAL – AlexNet BN 73.2 71.7 56.2 99.3 59.6 95.9 76.0
DIAL – AlexNet Epsilon 71.6 71.7 56.7 99.3 59.4 99.2 76.3
DIAL – AlexNet sparse 76.5 72.4 55.9 99.4 58.6 97.0 76.5
DIAL – AlexNet Epsilon sparse 72.1 72.3 57.0 99.7 59.0 97.2 76.2
DIAL – AlexNet Laplacian BN 73.0 72.0 55.1 98.7 56.7 96.6 75.4
Without entropy loss
DIAL – AlexNet BN 62.2 65.5 47.1 99.2 47.6 95.2 69.5
DIAL – AlexNet Epsilon 65.3 64.5 47.3 99.5 48.4 95.0 70.0
DIAL – AlexNet sparse 60.6 64.0 47.0 99.3 48.1 95.6 69.1
DIAL – AlexNet Epsilon sparse 64.6 65.3 46.9 99.7 48.4 95.7 70.1
DIAL – AlexNet Laplacian BN 61.8 65.3 46.8 98.4 46.8 94.8 69.0
Table 2. Analysis of the different variants of the proposed DA layers on the Office-31 dataset
using the full protocol.
perform an ablation study considering all possible combinations of the following net-
work variations: (i) with and without the entropy term on the target samples in the loss
function; (ii) with and without DA-layers; (iii) with the DA-layer variations (Sec. 4.1).
The results are reported in Table 2, and further synthesized in Figure 2. As an-
ticipated in the previous section, the DIAL – AlexNet sparse variant achieves the best
accuracy. Overall, independently from the particular DA-layer variant, the networks
utilizing our proposal in its full extent (i.e. those in the “With entropy loss” section
of Table 2) consistently outperform the others, further confirming the validity of our
domain adaptation approach.
From the results in Table 2, we see that the use of an entropy loss term by itself
does not provide any advantage over the baseline approach. On the contrary, an average
drop in accuracy of about 3 % is observed when comparing AlexNet – Entropy loss to
AlexNet – source, with partial results greatly varying depending on the particular source
/ target pair. Interestingly, AlexNet – Entropy loss shows better accuracy compared to
AlexNet – source in all the settings in which the target dataset is smaller than the source
dataset, i.e. A→W, A→D and D→W. This may be explained by the fact that the en-
tropy term is more effective when there are sufficient source samples to appropriately
bias the decision boundary. As shown in Figure 2, the best performance between the
proposed variations of our domain alignment layers are obtained when considering BN
with sparse activations. Adding a sparse regularizer on the activations helps to decorre-
late the filter responses [27] and our results demonstrate that it has a positive effect on
domain adaptation tasks.
5 Conclusions
In this paper we presented DIAL, a general framework for unsupervised, deep domain
adaptation. Our main contribution is the introduction of novel, domain-alignment lay-
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Fig. 2. Comparison of the different variants of the proposed method on the Office-31 dataset
(average accuracy across different transfer tasks)
ers, which reduce domain shift by matching source and target distributions to a freely
definable reference distribution. We also show that improved performance can be ob-
tained by exploiting unlabeled target data introducing an entropy loss in the objective
function. We evaluated the proposed approach devising a simple implementation of
our DA-layers based on multiple batch normalization transformations. The results of
our experiments demonstrate that DIAL outperforms state-of-the-art domain adapta-
tion methods. Future works will investigate how to extend the proposed approach to a
multi-source/multi-target setting. We also plan to consider other reference distributions
for domain alignment in order to further improve performance.
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