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1. INTRODUCTION 
In this paper we consider the initial value problem for the system: 
u, = uxx + f(u) - w, 
w, = &(I4 - yw), 
(1.1) 
the initial conditions being u(x, 0) = z+(x), w(x, 0) = 0. It is assumed that E 
and y are positive constants and f(u) = --u+ H(u -a). Here H is the 
Heaviside step function and a E (0, f). This system, with f(u) replaced by 
f,(u) = 41 - u)(u - a), was introduced by FitzHugh [9] and Nagumo, 
Arimoto, and Yoshizawa [14] as a model for the conduction of electrical 
impulses in a nerve axon. The model we consider was suggested by 
McKean [ 121. 
In [IS] it was demonstrated that (1.1) exhibits a threshold phenomenon. 
That is, if U,,(X), which corresponds to the initial stimulus, is sufficiently 
small, then lim, _ m M-9 t)llL,m + Ilw(., t)llL,m = 0. In this case the initial data 
is said to be subthreshold. If u,-Jx) is sufficiently large, or supertheshold, 
then one expects some sort of signal to propagate. This was shown to be 
the case for E sufficiently small. More precisely, assume that uO(x) satisfies 
the conditions: 
(4 h(x) E c2(Q 
(b) Q(X) E CO, 11 in b 
(c) h(X) = %(-XL 
(d) there exists a unique constant x0 > 0 such that u,(x,) = a, (1.2) 
(e) uo(x) > a for 1x1 <x0, 
(f) uo(x)l < ~e(+‘~)(~~~~) for 1x1 > x0. 
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Let s(t) be defined as s(t) = sup (x: U(X, t) = a}. We define uO(x) to be 
superthreshold if lim, _ m s(t) = 00. In [ 1 S] it is necessary to assume that 
there exists a unique, bounded solution of (l.l), and the curve s(t) does not 
behave too wildly. We required that if s(t) is continuous in the interval 
(to, fl), then Mtt, s(t) exists. Furthermore, there exist constants a and A4 
such that for t,--aft<,, either 
(a) s(t) < -M(t- t,) +s(ti) or 
(b) s(t)>M(t-tl)+s(t,). 
Note that these conditions are satisfied if s(t) does not change directions 
infinitely often in every neighborhood of t = t,. The main result in [ 181 is 
then 
THEOREM 1. Choose a E (0,;) and y > 0. Then, subject to the above 
assumptions, there exists positive constant E,, and 0 such that $8 E (0, q,) and 
uO(x) satisfies (1.2) with x0 > 0, then Q(X) is superthreshold. 
In this paper we give a more detailed description of the asymptotic 
behavior of s(t). Before stating these results we point out that one expects 
that if the initial data is superthreshold, then the solution of (1.1) should 
asymptotically approach a traveling wave solution. By a traveling wave 
solution we mean a solution of the form (u(x, t), w(x, t)) = (U(z), W(z)), 
z = x + et. These correspond to solutions which propagate with constant 
shape and velocity. The existence of traveling wave solutions for the 
FitzHugh-Nagumo system, withf,(v), was given by Carpenter [2], Conley 
[3], and Hastings [lo]. Rinzel and Keller [16] considered the McKean 
model with y = 0. Similar results for the McKean model with y > 0 have 
been obtained by Rinzel and Terman [ 173. 
There may exist at least two traveling waves of a particular type (pulses, 
fronts, periodic waves, etc.). Jones [ 111 considered pulse shaped solutions 
of the FitzHugh-Nagumo model and showed that the fastest wave is 
asymptotically stable. This means that if the initial data is sufficiently close 
to the traveling wave, then the solution asymptotically approaches some 
translate of the wave. Stability of waves for McKean’s model was proven 
by Feroe [S]. Both Jones and Feroe used techniques developed by Evans 
[4-71. One expects, however, more to be true. Numerical calculations 
(see [ 171) indicate that any superthreshold initial data should give rise to a 
solution which asymptotically approaches a translate of a traveling wave 
solution. In terms of the curve s(t), this means that there should exist a 
constant, 8,, such that if E is sufficiently small and the initial data is 
superthreshold, then lim, _ ,(s(t) - 19,t) exists. 
If E = 0 and w(x, t) = 0, then (1.1) reduces to the scalar equation 
u, = ux* +f(u). (1.3) 
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This equation possesses a unique traveling wave which satisfies 
U( - co) = 1, U( + co) = 0. In fact, if 8* is the speed of this wave, then 8* = 
( 1 - 2a) [a( 1 - a)] - ‘I2 (see Rinzel and Keller [ 161). The result of Jones and 
numerical calculations lead one to expect that lim, _ OOB = 8*. In this paper 
we show that if E is sufficiently small, then s(t) asymptotically propagates 
with speed close to d*. This is made precise in the following theorem. In 
the theorem, as in the rest of the paper, we assume that a and y are fixed 
constants and u,,(x) satisfies (1.2) with x,, > 0. 
THEOREM 2. Assume that the assumptions needed for Theorem 1 are 
satisfied. Given 6 > 0 and T> 0, there exists a constant ~(8) such that ij” 
0 < E < ~(6), then for some to > T, 
(e*-s)(t-t,)+s(t~)-d<s(t)<(e*+d)(t-tt,)+s(t,)+d 
for all t > t,. 
The theorem is proved using the fact that s(t) must satisfy an integral 
equation. This equation is presented in the next section where preliminary 
results are also proved. In Section 3 we describe how to choose s(8). The 
proof of Theorem 2 is given in Section 4. 
Throughout this paper we assume that there exists a unique, bounded 
solution of (1.1 ), and s(t) satisfies the assumptions needed for Theorem 1. 
Let U and W be constants which satisfy ju(x, t)l < U and Iw(x, t)l < W in 
RXR+. 
We conclude the introduction by pointing out that in [19], the author 
considered the scalar equation (1.3) and showed that in the superthreshold 
case lim ,+,(s(t)-O*t) exists. A rather complete description of the 
asymptotic behavior of solutions of the scalar equation has been given by 
McKean [13]. McKean’s results also hold for (1.1) with E ~0. 
2. PRELIMINARY RESULTS 
We first introduce some notation. Let 
K(x, t)=&e . 
-x*/41 (2.1) 
That is, K(x, t) is the fundamental solution of the equation 
(2.2) 
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It will be convenient to define s(t) for t < 0. We assume that s(t) = s(0) for 
t < 0. Let 
$(x9 t) = jm ax-t, t) uo(5) &, -cc 
c&x, t) = j;, jyp K(x-5, t-T)dtdT, 
G = {(x, t): u(x, t) > a}, 
H= {(x, t): u(x, t) = u}. 
Let x(x, t) be the indicator function of the set G. Then for (x, t) $ H, (u, w) 
satisfies the system 
24, = u .x:I - u + x(x, t) - w, w, = &(U - yw). (2.3) 
If (x, t) 4 H, then (u, w) can be written implicitly as 
a, t) = YG> t) + j; j”, K(x - t, t - T) x(5, T) 4 dz - fC’(x, t), 
(2.4) 
5 
I 
w(x, t) = ceeEY’ e’%(x, q) dq. 
0 
Letting x = s(t) in (2.4) we obtain 
a=$W), t,+j;j_s, K(dt) - ,t- T) x(t, 7) 4 dz - h(t), t), @a) 
s I w(s(t), t)=&e-&yr ”%(s(t), q) dq. (2.5b) 0 
We now set 
@(S)(t) = m , t), 
r(t) = ~~‘(s(t), t), 
vvt) =VW)? t , 
=@(t) = @(s)(t) - j; ia_ KMt)-5, t-z)x(t,T)&dT. 
A MODELFORNERVECONDUCTION 349 
Then (2.5) becomes 
@(s)(t) = a+ r(t) - $(t) + B(t), (2.6a) 
w(s( t), t) = ix -‘I= j-’ e”‘“u(s( t), q) dq. 
0 
(2.6b) 
We now present the important properties of the various terms appearing 
in (2.6), beginning with $(I). Note that I&X, t) is the solution of the scalar 
equation (2.2) with initial condition tj(x, 0) = uo(x). A simple application 
of the usual comparison theorem for scalar, parabolic equations (see [ 1, 
Theorem 2.11) implies that It&x, t)l <e-’ for all (x, t). Hence 
for all t~iR+. 
O<tj(t)<e-' (2.7) 
To estimate we use the following result which is proved in [18]. 
PROPOSITION 2.1. Fix a and y, and let &o and 8 be as in Theorem 1. 
Assume that 0 c E c&O and uo(x) satisfies (1.2) with x0 > 8. Then, there 
exists a positioe constant Iz (=A(&)) such that u(x, t) > a for s(f) - J < 
x<s(t), t > 0. Furthermore, lim,,OA(~) = too. 
This result implies that 
K(s(t)-5, t-r)d<dz 
K(s(t) - 5, t - 7) dl dr 
= R,(t) + R*(t). 
Now, 
0 cc R,(t) G s I K(s(t)-L$, t-z)dldz --a, -m 
0 
= e-“-T’ d7 = e-‘. 
-cc 
Since lim E -, oJ(~) = cc, a straightforward calculation shows that 
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for some function, g(a), which satisfies lim, -0 g(s) = 0. Therefore, 
93(t) < g(c) + e-‘. (2.8) 
We now discuss some properties of @. Choose T > 0, and let a( t ) and 
/I(t) be continuous functions which satisfy a(t) <P(t) for t < T and 
a(T) = p(T). From the definition of @, it is clear that @(a)(T) d @(fi)( T). 
Now let 0 and K be constants and I(t) = 8t + K We claim that @(Z)(t) is 
independent of both K and t. This is because 
@(l)(t)=jf jBiiK K(8t + K- 5, t-z) d5 dr, 
--m --oo 
and, letting s = z - t, z = 4 - (et + K) we find that 
@(l)(t) = j” j”” K( -z, -s) dz ds, 
-m -cc 
which only depends on 0. Let 
K(-z, -s)dzds. (2.9) 
It is not hard to see that h(0) = 1, h’(B) < 0 for all 8, and lim,, ,/r(8) = 0. 
Hence, there exists a unique constant 8* such that h(e*)=a. As discussed 
in [19], 0* is, as in Section 1, the speed of the unique traveling wave 
solution of (1.3) which satisfies U( - co) = 1 and U( + co) = 0. 
Before discussing r(t) we must discuss ways of finding a priori bounds 
on lu(x, t)l and (w(x, t)l. The main tool in obtaining these bounds is the 
next proposition and its corollaries. For the statement of these results it is 
convenient to define the operators 
F(u, w) = u, - u,, + 24 + w, 
G( u, w) = w, - E(U - yw). 
We fix constants c, K, and T with c and T positive. Let r(t) = ct + K and 
Q = {(x, t): x > f(t), 0 6 t $ T}. We assume that (u, w) is only defined in Q, 
and satisfies (1.1) along with the initial-boundary conditions (u(x, 0), 
w(x, 0)) = (u,(x), we(x)) for x > K, and u(l(t), t) = a(t) for t E [0, T]. It is 
assumed that a(t), u,(x), and we(x) are continuously differentiable. Assume 
that there exist functions _u(x, t), U(x, t), w(x, t) and W(x, t) defined in 52 
which satisfy 
(-u, w) d U, W) in Q, (2.10a) 
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-u, U, w, and W along with their first derivatives with respect to t 
and second derivatives with respect to x are continuous functions 
in 52, (2. lob) 
(I&, O), wb, 0)) < uo(x), we(x)) < W, Oh W, 0)) for x > K, (2.1Oc) 
@(Z(t), t)da(t)dzi(Z(t), t)for tE [0, T]. (2.10d) 
Here (a, b) < (c, d) means that ad c and b 6 d. 
PROPOSITION 2.2. If (2.10) is satisfied and 
(0, *), G(_u, w)) < ((40) < (I;(& w, G(k w)) 
in 52, than (_u, w) G (u, w) d (U, W) in Sz. 
This result is proved in [20]. A proof for the case D bounded can be 
found in [21]. The extension to the unbounded case is straightforward. 
The following few results show how the proposition is used to obtain 
bounds on w(x, t) and r(t). 
COROLLARY 2.3. Let I?= Ea/c2 + ey and assume that E < c2. Further- 
more, assume that la(t)1 <a in (0, T), ju,-Jx)l <aeCCKpX) and jw,,(x)l < 
qer(K- r;) for x > K. Then Iu(x, t)l d ae’(‘(‘)-x) and Iw(x, t)l $ ~ecCrCr)-x) 
in Q. 
Proof: This result follows immediately from the proposition once we set 
_u( x, t ) = --a&(‘(‘) - x), c(x, t) = aec(‘(‘)pX), w(x, t) = - @ff(‘(r)-x), and 
qx, t) = p7ew) - I). 
PROPOSITION 2.4. Assume that u,,(x) satisfies (1.2) with x,> 0, and 
O-c&<&(). There exists a constant M,, such that Iw(s(t), t)l <EM, for all 
te[W+. 
Proof: In [lS] it is proved that there exist positive constants &, C,, 
and C,, which do not depend on E, and a sequence (tk}, k = 0, 1, 2,..., such 
that for each k, 
o=t,<t,<t,< ‘..) (2.1 la) 
c,<tk+I-tk<C2, (2.11b) 
s( tk) = X0 + k, 
s(t) < x0 + k 
s(t) > x0 + k - ilo 
Iw(x, t)l <a 
for t< tk, 
fortk<t<tk+,, 
for x > s(t). 
(2.11c) 
(2.11d) 
(2.11e) 
(2.11f) 
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We first show that Iw(s(~~), tk)l <&MZ for some M, and each k. Note that 
(2.11) implies that s(t)<(l/C,)(t-(t,-CC,))+~(tk)=Zk(f) for t<t,-CC,. 
Fix k and let l(t) = Zk(t). From the definition of s(t) it follows that 
u(l(t), t) < a for t < tk. We claim that u(Z( t), t) > --a for t < t,. This follows 
from the following comparison argument which shows that U(X, t) > -a for 
x > s(r). 
Let L be the operator defined by Lu = U, - u,, + U. If we can show that 
Lu > L( -a) for x > s(t) then, because u(x, 0) > -a for x > s(0) and 
u(s(t), t) > --a, the usual comparison theorem for parabolic equations will 
imply that u(x, t) > -a for x> s(t). However, L( -a) = --a while (2.11f) 
implies that Lu = --IV > -a. 
We assume that Cz > $. Then, using ( 1.2f), lu(x, O)l < ue”c2’“o-s) for 
x > x0. Corollary 2.3 now implies that ( w(l(t), t)l < UE/( ( 1/C,)2 + EY) < UC:& 
for t < tk ~ 1. In particular, ( w(s(tk), fk - C,)l < UC:&. Then, for I > t, - C,, 
the equation w, = E(U - yw) implies that 
IW(S(tk)~ l)l G IW(‘dtk), tk - c2)1 +& \’ bds(tk), ?)I h 
lk - c2 
Therefore, letting t= tk and using the assumption that lu(x, t)l < U in 
Rx&!+, we find that 
IW(S(fk), tk)l 6 UC;& + &UC,. 
so if we set M2 = UC: + UC2 we lind that Iw(s(tk), tk)( < &MZ for each k. 
We must now estimate w(s(t), t) for t not ecpal to one of the tk’sS Choose 
k SO that tk<t<fk+‘. We consider two cases. First assume that fk < 
(& + 1) C,. Then 
Iw(s(t), t)l < Eut < Eut k+, <&U(fk+ CZ)<&UC2(&+2). 
Next assume that t, > (A, + 1) Cz. Let l-‘(x) be the inverse function of 
/k(t). That is, 
Now, (2.1 le) implies that s(t) > S(tk) - &. Hence, I-‘(s(t)) > tk - 
(A + 1) C: . Hence, 
$d;&+&U[tk+, -/-‘(s(t))] 
< E[UC$ + U(1, + 2) C,]. 
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So, we let M, = UC: + U(&, + 2) C2, and the proof of the proposition is 
complete. 
PROPOSITION 2.5. There exists a constant M, which does not depend on E, 
such that r(t) < EM for all t. 
Proof. Fix to > 0, and let C, and C, be as in the Proposition 2.4. Let 
1(t) = (l/C,)[t - to] + s(t,). The proof of Proposition 2.4 shows that 
Iw(x, t)l < M,E for x > l(t), 0 < t f to. Let I-‘(x) be the inverse function of 
I(t), and assume that Z(0) <x < l(t), l-‘(x) < t < to. Then, 
Iwb, t)lG Iwk [-‘b))l + E j,;l(.x, Mx, ?)I 4 
<EM,+EU[t-l-l(x)] 
6 E[M~ + UC+ -s(Q)]. 
A similar computation shows that if x < Z(O), then 
Iw(x, [)I G &CM1 + UC,(x - s(t,,))l. 
Now, 
VItdl G sd” 6,) MkJ - t, to--~) Iw(C, 711 4 d7 
7 
Mto) - L to - 7) Iw(L 711 & d7 
Note that, 
0 <&MI rd”j” K(s(t,)-5, to-7)d<d7<EMI. 
-m 
On the other hand, 
to - 7)[M, + UC2( 5 - s( to))] d5 d7 
10 
f f 
S(IO) 
GE K(s(t,)-&to-7)[M,+UC2(5-s(to))]d5d7 
--m -03 
0 0 
=& 
f I f4-5, -7XM, - Wtl& dz --m -cc 
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for some constant M, which does not depend on t, or E. Setting 
M= M, + M, we obtain the desired result. 
Combining (2.6a), (2.7), (2.8), and Proposition 2.5 we conclude that 
there exists a constant E, and a function G(E) with the property that 
lim ,,,,G(s)=O such that if O<&<E,, then 
I@(s)(t)-01 <G(e)+2e-‘. (2.12) 
3. THE CONSTANT ~(6). 
Throughout the rest of the paper we assume that the constant 6, which 
appears in the statement of Theorem 2, is fixed. Later it will be convenient 
to assume that 6 < inf (1, c*/2}. Since we’re really interested when 6 is 
small, this is no problem. In this section we explain how to choose s(8). We 
begin with a few preliminary results. 
Fix a>O, and T>O. Let 
/(t)=o(t-T)+s(T) for tER+, 
H={t<T:s(t)<I(t)}, 
D= {(x, t):s(t)<x<l(t), EH}, 
A(x,t)=j jK(x-5, t-z)d(dz for t 3 T. 
D 
PROPOSITION 3.1. Given c1> 0, and x E R, there exists /I ( = B(a)) such 
that if A(x, T) > tl, then A(s( T), T) > /I. Furthermore, p does not depend on 
x, T, a, or E. 
Proof: Since we are really only interested when rx is small, we assume 
that M < $ Let M, = -log a/3, M, = -log (1 - a/3), and z(t) = C,( t - t) + 
s(T) - 1, - 1. Here C2 and lo are as in Proposition 2.4. That proposition 
implies that 
Let 
z(t) <s(t) < s( T) + 21, for t < T. (3.1) 
uN={(<,z):T-M1<z<T-&z(~)<t<s(T)+2&}, 
D,={(<,~)ED:z<T-M,}, 
D, = { (5, z) E D: T-M, < T- M2}, 
D,= {(cf, ~)ED: T-M,<z< T}. 
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Then, for x E R, 
A(x, T)=J 
Dl 
IK(x-5, T-r)d(dT+[ 
D2 
jK(x-5, T-T)d<dT 
+ jD, j- K(x - 5, T- 7) 4 dz 
< j-j- K(x-5, T-s)d<dr+J* 
-co -‘x D2 
[K(x-5, T-z)d{dz 
+fT  Srn 
K(x - 5, T-z) d5 dz 
T-M2 -cc 
<2”+ 
3 I f 
K(x-5, T-z)d<dT. 
D2 
If ,4(x, T) > a, then 
II D2 K(x-5, T-,)dtdr>;. 
Note that if 1x1 is sufficiently large, then for (<, z) E A, 
K@(T)-<, T-z)>K(x-5, T-z). 
Therefore, 
r=infK(s(T)-‘, T-z) 
K(x-5, T-2) 
over (5, z)EA, XER 
is positive. Note that r does not depend on x, T, C, or E. Now (3.1) implies 
that D2 c A!. Hence, 
A(s(T), T)~I 
392 
/K(s(T)-5, T-T)d<dz 
>r If 
K(x-t, T-z)dc$dz 
D2 
COROLLARY 3.2. Given CI > 0, let j3 be as in the proposition. If 
A(s(T), T)<jl, then A(x, t)<aeT-‘for all xE[W, t> T. 
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ProoJ: Proposition 3.1 and the assumption that A(s( T), T) < j? implies 
that ,4(x, T) 6 a for all XE Iw. Note that A(x, t) is the solution of the 
inhomogeneous equation 
~r=~xx-IcI+xD inlRx[W+, 
It/(x, 0) = 0 in (w. 
Here, x0 is the indicator function of the set D. “Restarting” at t = T we find 
that ,4(x, t) is the solution of the homogeneous equation 
**=*xX-* inlRx(T, cc), 
$(x, 0) = Nx, T) in [w. 
(3.2) 
The result now follows from a simple application of the standard com- 
parison theorem for parabolic equations. 
We now describe, without motivation, how to choose s(8). Let 
z={(x,c):o~x~1,c*/2~c62c*}, 
s -1 M, = inf K(x-CT, -z)dz, (X,(.)E I -m 
Ml&5 a=--- 
2 ’ 
P=P(a). 
(3.3) 
Let h(B) and G(E) be as in (2.9) and (2.12), respectively. It is assumed that 
E(B) is chosen so that if 0 6 .sd E(B) and [h(e) - al < 2G(s), then 
10 - 8*1 < inf (h/2, p(a)/24}. (3.4) 
We also assume that G(E) < (1 - 2a)/4, and s(8) < .si. 
4. PROOF OF THEOREM 2 
It is assumed throughout this section that uO(x) satisfies (1.2) with 
x0 > 8, and 0 < E < s(8). We begin by obtaining a lower bound on the rate 
at which s(t) propagates. 
LEMMA 4.1. Let c, = sup {c: s(t) > ct + K for some K and all t}. Then 
C, > e* - 612. 
Proof: Recall that s(b) was chosen so that if O<&<&(8) and h(O)= 
a + G(E), then (8 - 8* I < 6/2. Furthermore, G(E) < (1 - 2a)/4. Choose N so 
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that a/2N< (1 - 2a)/4. For n > N choose c, so that h(c,) = 
a + G(E) + (u/2n). Let t, = -log (u/4n) and 1= 4 inf,-,~ ,< IN s(t). For 
t E [0, tN] let a(t) = 1, and for t > tN, let a(t) be the continuous, piecewise 
linear function defined by a’(t) = c, for t E (t,, t, + i). We show that 
a(t) < s(t) in Iw +. Since a’(t) > 0* - 6 for t sufficiently large, this will com- 
plete the proof. 
It is certainly true tha cI( t) < s(t) for t E (0, fN). Suppose that there exists 
TB 1, such that s(T) = a(T) and U(C) <s(t) for t < T. Assume that 
TE [t,, t,+ 1). Then, (2.12) implies that 
On the other hand, if we let Z(t) = c,(t - T) + s(T), then s(t) > a(t) 2 Z(t) for 
t < T. Hence, 
and we have a contradiction. 
The proof of the following lemma is quite similar to the one just given. 
LEMMA 4.2. Let c,, = inf {c: s(t) < ct + K for some K and all t}. Then 
co < e* + 612. 
Before preceding it is necessary to introduce some notation. Choose 
ol, o2 so that h(o,) =a-~G(E) and h(02) =a+ 2G(&). Since a<&(B) it 
follows that (pi -IJ~< 6. Let Ko=liml,, sup {s(t)- c,t}, and lo(t) = 
c,t+K,. Choose {tn} so that s(t)<l,(t)+l/n for t>t,, and s(t,)> 
Zo(t,) - l/n. Choose { 0,) so that h(B,) = @(s)(t,), and let l,(t) = 
t9,( t - t,) + s( t,). For the time being fix n. Assume that 2e-” < G(E). Let 
T=t,, Il(t)=ol(t-T)+s(T), l,(t)=a,(t-T)+s(T), Z,(t)=&(t), and 
c,=e,. 
For j = 0, 1, 2, and 3, let 
Hj= {t< T;s(t)<lj(t)}, 
Jj= {t< T;lj(t)<s(t)}, 
Aj = JH. J”*L K(s( T) - 5, T- z) d< dz, 
I 
ff 
S(T) 
Bj= K(s(T)-c, T-z)dcdr. 
Jj r,(r) 
505/58/3-5 
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To emphasize their dependence on n, we sometimes write Hi(n), Jj(n), 
Ai( and Bj(n). For j= 0 and 3, (2.12) implies that, h(o,) c h(cj) < /~(a,), 
and, therefore, c2 < cj < ul. From our choice of t, we conclude that I,(r) < 
I,(t) + 2/n for t > T. Furthermore, since 1,(T) = ls( T) = l,(T) = s( T), it 
follows that Ii(t) < Ij(t) < 1,(t) for t c T. 
LEMMA 4.3. B,(n) + 0 as n + 00. 
Proof: Fix m < n. Since s(t) < l,,(t) + (2/m) for t > I,, 
Bo(n)Qjrm jm K(s(t,)-5, t,-z)dtdz 
-02 -cm 
43 
Is 
MT ) + 2/m 
+ O(L) - t, t, - 7) & dr 
1, MT) 
= [I] + [II]. 
Now, 
On the other hand, 
[II1 d jin j6i’)+4/m &(t,) - t. fn - z)d5 dz --CD MT) 
4/m 0 = s I K(rj - c*z, -7) dz dq 0 --m 
M 
<- 
m 
for some constant A4 which does not depend on m and n. We have now 
shown that 
for all m Q n. Let m = n/2 if n is even and m = (n + 1)/2 if n is odd. It follows 
that B,(n) < (2M/n) + e -‘,I’, and the proof is complete. 
Note that A, = B,. This is because the equality h(c3) = @(s)(T) implies 
that 
j’ jhOK(s(T)-5, T-z)d<dz= j’ j’“)K(s(T)-s, T-r)dcdz. 
-02 -cc -m -m 
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Hence, 
0 = IT y K@(T)-& T-t)dtdz=A,-B,. 
-cc s(r) 
We now estimate A,(n). Note that since I,(t) < 13(t) c Iz(t) for t -C T, it 
follows that 
< B,(n) + 11, j,:;lI’ K@(T)-<, T-z)d<dr 
+ joT (;il’ K(s( T) - 5, T - z ) d< dz 
I 
- B,(n) + [I] + [II]. 
To estimate [I] we recall that for j= 0 or 3, (TV < cj< cr. Moreover, 
lo(T) < s(T) + l/n. Hence, a simple calculation shows that 
[II < II, ,,:‘:::’ “n K(s( T) - <, T - r ) d< dz 
0 
s s 
02T 
= K(-c;, -z)d{dT 
-m b,T 
< 3(a, - 01). 
Similarly, 
[II]<j” ju2’K(-<, -z)d[dz 
-cc m,r 
d3(a,-a,). 
Therefore, 
A,(n) < B,(n) + 6(0, - 0,). 
We assume throughout that n is chosen so that B,(n) < B(or)/2, where fi(cr) 
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was defined in (3.3). From (3.4) it follows that (TV - c1 < P(a)/l2. Therefore, 
we conclude that for n sufficiently large, 
A*(n) < 8(u)* (4.1) 
Here we give a brief outline of how the proof of Theorem 2 is completed. 
We construct a sequence of positive constants, {S,}, k = 0, 1, 2,..., such that 
CpZO ~5~ < 6. Furthermore, letting z(t) equal to the piecewise continuous 
function defined by 
I 
s(t) fort< t,, 
z(t)= &(t) - i sj fort,,+k<t,+k+l, (4.2) 
j=O 
for k = 0, 1, 2 ,..., we show that, for n large, z(t) <s(t) for t > t,. This com- 
pletes the proof of Theorem 2 for the following reason. Recall that s(t) < 
E,(t) + 2/n for t > t,. Hence, if n is sufficiently large, then 
l,(t)-h<s(t)<l,(t)+d 
for t > t,,. However, 
l;(t)-l;(t)=ol -a,<& 
In what follows we fix n, let T= t,, and Tk = T+ k. 
The ~5~ are defined inductively. Assume that 6 r ,..., 6, _, have been chosen 
so that for t < Tk, s(t) > z(t), where z(t) is defined by (4.2). We show how 
to define ~5~. Here, k may be equal to zero. Note that 6, must be chosen in 
such a way that z(t) <s(t) for t E (T,, Tk+ ,). From the definition of Bk it 
will be clear that C,“=o Sk < 6 for n sufficiently large. 
Assume, for the moment, that 6, has been chosen, and there exists t,E 
(T,, Tk+ ,) such that z(to) = s(to), and z(t) < s(t) for t E ( Tk, to). The follow- 
ing calculation demonstrates that if 6, is too large, and n is suitable chosen, 
then 
@(z)(to) ’ Wad 
Since z(t) < s(t) for t d to this implies that 
@(s)(to) > @(z)(t,) > h(a,) = a + 2G(c) 
which contradicts (2.12). In what follows we set 
Zk(f) = /z(t) - i 6,. 
j=O 
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Now, 
@(z)( to) = [‘O lZkC’) K(z(to) - 5, to - ~14 dT 
-00 -cc 
+ I”, lz;;: 
K(z(to) - 5, to - ~1 d5 dz 
(k 
s s 
;k-l(r) 
2 h(o,) + K(z(to) - 5, to - ~1 d4 dT 
-cc ;k(r) 
+ i”, !zyr:,,) 
KMfo) - t, to - 7) d5 dt 
= h(a,) + [I] + [II]. 
Note that 
(4.3) 
(4.4) 
where M, was defined in the previous section. Here is where we used the 
assumption, mentioned in the beginning of Section 3, that 6 < inf { 1, c*/2}. 
To estimate [II] we note that, since zk- 1(z) < 1*(r) for r < to, 
(T: S(T) < zk- ,(T): T < to} c H,. 
Hence, 
[II] > - j j”(‘) K(z( to) - <, to - z) dt; dr 
ff2 S(T) 
(4.5) 
We now wish to apply Corollary 3.2. Comparing the notation of Sections 3 
and 4 we find that if I(t) = Z2(t), then 
K(x-5. t-z)dtdr (4.6) 
for t > T, and 
‘MT), T) = A,(n). 
Hence (4.1) implies that if n is sufficiently large, then A(s( T), T) < /I(U), and 
we conclude from Corollary 3.2, (4.5) and (4.6) that 
[II] > --cleTPTo > --Clepk. (4.7) 
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Combining (4.3), (4.4), and (4.7) we find that 
so if we set (Tk= (a/M,) epk, we obtain the desired result that 
@(z)(t,) > h(a,). It remains to verify that cp=O 6k < 6. However, this 
follows from our choice of a given in (3.3). 
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