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ABSTRACT 
We identify the sign patterns which occur among the real, nonsingular, entrywise 
nonzero matrices whose inverses are entrywise positive. 
1. INTRODUCTION 
In this paper, we will identify the sign patterns which occur in the real 
n x n matrix A when A is nonsingular and entrywise nonzero, and A - ’ is 
entry-wise positive. 
The case n = 1 is trivial, so we assume henceforth that n > 2. 
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One necessary condition on the sign pattern of A is clear: A cannot 
contain an entirely positive or entirely negative row or column. For n =2 
and 3, it is easily shown that this condition is also sufficient. However, since 
it may be shown that A cannot have the sign pattern 
a stronger condition is required. 
We have found that the sign patterns which are not possible are precisely 
those which contain a complementary pair of submatrices, one all “ + ” and 
the other all “ - “. (We allow the possibility that one of the submatrices is 
empty, thereby including the patterns with uniformly signed rows or col- 
umns.) That is, a sign pattern matrix B can occur if and only if there do not 
exist permutation matrices P and Q such that PBQ has the form 
* + H-1 * . 
2. DEFINITIONS AND RESULTS 
A sign pattern matrix is a matrix whose entries are chosen from the set of 
symbols { + , - }. The sign pattern s(A) of an entrywise nonzero, real matrix 
A is the sign pattern matrix obtained from A by replacing the positive entries 
of A by the symbol “ + “, and the negative entries of A by the symbol “ - “. 
We denote the set of n x n real matrices by M,,, the set of n X n sign 
pattern matrices by S,,; and we identify S,, with the subset of M,, consisting 
of those n X n matrices with entries chosen from the set { 1; - l}. 
A matrix A EM,, with an entrywise positive inverse (A - ’ > 0) will be 
called inverse-positive. 
We can now state our main result. 
THEOREM. Let B be an n x n sign pattern matrix (n > 2). There exists an 
inverse-positive matrix A EM,, with sign pattern B if, and only if, B cannot 
be permuted by independent permutations of the rows and columns into the 
f OfWl 
Bll 42 
[ 1 B B22 7.1 (1) 
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where B12 < 0, B,, > 0, the blocks B,,, B, are square or rectangular, and one 
(but not both) of B,,, B,, may be empty. 
3. PROOFS 
Some additional notation will be helpful. Let A, denote the subset of S, 
consisting of those sign pattern matrices which cannot be permuted into the 
form (l), and let l7, denote the set of all sign pattern matrices s(A), where 
A EM,,, A is entry-wise nonzero, and A - ’ >O. 
We must prove r,, =A, for n > 2, and we begin with a sequence of 
lemmas. 
LEMMA 1. The set r, is closed under row and column interchange. 
Proof. Let B ET, be given. Choose A EM, such that A -’ > 0 and 
s(A)= B. For any permutation matrices P,Q EM,,, we have (PAQ)-‘= 
QTA-‘PT>O, and s(PAQ)= PBQ, SO PBQ ET,,. n 
LEMMAS. The set r, is closed under negation for n > 2. 
Proof. Let B E r, be given. By Lemma 1, we may assume that the (1,l) 
entry of B is negative. Choose A = [a,J E M, such that A -’ > 0 and s(A) = B. 
We seek a matrix C such that C - r > 0 and s(C) = - B. 
Define A,, x E R, to be the matrix A with a,, replaced by x, and choose 
x0 E R so that Ax0 is singular. 
Now, A-r > 0, so adj A (the matrix of cofactors of A) is entrywise 
nonzero and uniformly signed. Further, adj A and adj A,” have the same first 
row and same first column. We draw two conclusions from these facts. First, 
since the rank of adjAxO is 1, adjAr, must also be entrywise nonzero and 
uniformly signed. Second, we have the two equations 
a,,(adjA)ll + 2 a&djAh = detA, 
i=2 
and 
x,(adjA)rr + 2 a,i(adjA)jr = 0. 
/=2 
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Subtracting (2) from (3) gives 
detA 
a11 
- ” = (adjA)ll = & > ‘; 
hence x0 <a,, < 0, and we conclude that s(AJ = s(A). 
Choose a neighborhood N of x0 in ( - cc, 0) such that 
@jA,) = S(adjA,& x E N. 
(This is possible because adj A,” is entrywise nonzero.) Since detA,,)=O, and 
2 (detA,) = (adjA)ii # 0, 
det A, takes on both positive and negative values for x E N, so there exists an 
xi EN such that Ax;’ <O. The proof is completed by setting C= -A,,, and 
observing that s(C)= - s(AXI) = - s(A,,) = - s(A)= - B, and C-i = -A,_,’ 
>o. n 
LEMMA 3. Zf n>3, CEA,_,, and 
A= a XT H-- Y c 1 E S,, \A,,, 
then at least one of (a, x’) or ( i) is uni@rnly signed. 
Proof. According to the definition of A,,, there exist permutation 
matrices P, Q E M,(R) such that 
PAQ= ; 1 . H-1 
Since C EAR_ i, it suffices to show that A, or equivalently PAQ, contains a 
uniformly signed row or column. If not, then each of the uniformly signed 
blocks in (4) has at least two rows and two columns. But then the deletion of 
any row and column of PAQ would leave an (n - 1) X (n - 1) matrix of the 
same form, contradicting the fact that up to row and column interchange, C 
may be so obtained. n 
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LEMMA 4. Zf A = [uii] E A,,, n > 3, then up to row and column inter- 
change, 
A= a XT 1T-I Y c’ 
where CEA,,_,. That is, every matrix in A,, contains a submatrix in A,_,. 
Proof. First we show that A contains a submatrix in A,. W.l.o.g., assume 
that ai, = - , a,, = + , and that row 1 of A contains at least as many + ‘s as 
each of the remaining rows. If uzi = + whenever ali = + , j = 2,. * * , n, then 
row 2 of A contains more + ‘s than row 1 of A, a contradiction. Therefore, 
for some i we have q = + , asi = - , and A contains the submatrix 
[ 
- 
+ + EA,. I 
We may now assume that 
A= B D 
H-1 E F' 
where F E Ak, 2 < k <n, and A contains no proper submatrices in A, for 1> k. 
We will complete the proof by showing that k = n - 1. 
If k <n - 1, we apply Lemma 3 to each of the submatrices 
where DCij is row i of D, and E(f) is column i of E. We find that DCij or E(i) is 
uniformly signed, so after rearranging the rows and columns of A, we may 
assume that 
where D, contains no negative rows, E, contains no positive columns, and at 
least one of the uniformly signed blocks is nonempty. Finally, Lemma 3 may 
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be applied to each (k + 1) X (k + 1) submatrix 
yielding B3 > 0. Similarly, B, < 0, so we have the contradiction A B A,,. We 
conclude that k = n - 1, and the proof is complete. n 
Proof of the Theorem. We begin by showing I’, CA,. If not, then the 
definitions and Lemma 1 imply the existence of A, B EM,, 
such that A,,, A,,, B > 0 and AB = BA = 1. Partition B, 
B 
B= 
11 B,2 H-1 B 21 B22 ’ 
such that all the products Aii Bjk and Bii Ajk, 1 <i, i, k < 2, can be formed. 
If either A,, or A,, is empty, then A contains a uniformly signed row or 
column. Since B > 0, the same is true of AB or BA, contradicting AB = BA = 
I, so we may assume that neither A,, nor A,, is empty. 
Let 
bl 
b= - I 1 -b, ’ 
where b, (b2) is the first column of B,, (B,,). From AB = I, we have 
Ad,, - Ad%, = 1, 
&d4l+ &d%, = 0; 
hence 
All& = el + A12b2, 
A,&, = - A,$,, 
INVERSE-POSITIVE MATRICES 81 
where eT= [l 0 . . . 01. These equations in turn lead to 
2A12b2 + el 
= 
[ 1 2&lbl 
> 0. 
Also, B > 0, so 
b = (BA)b 
= B(Ab) 
> 0. 
This contradiction completes the proof of r, c A,,. 
The proof of A,, c r, is an induction on n. The case n = 2 is easy: 
We assume that n > 3 and A,,_r CT,_,. Let A EA,. By Lemma 3, we 
may assume that A has the form 
A= a XT H-l Y c’ 
where C E A, _ 1. By Lemma 2, we may assume that a = + . Since C E A,, _ r, 
there exists a matrix D E M, _ r such that D - ’ > 0 and s(D) = C. By border- 
ing D with appropriately chosen real numbers, according to the sign pattern 
of A, we will produce B EM, satisfying B-l>0 and s(B)=A. 
Define a sequence of matrices A, as follows: 
A, = 
1 xk’ N--i Yk D ’ 
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where xkT =[xk2,. . . , s,], ykT =1 yk2,. . . , yknl, 
1 
k 
if 3+=-l, 
Xki = I-- I 1 i = 2; . . ,n, F if xj=l, 
i =2;-.,n. 
Observe that s(Ak) = A for all k, so we need only show that Ake ’ >0 for some 
k. 
For sufficiently large k, A, is nonsingular, and we have 
where 
bk + x;ok = 1, 
UkT + XkTBk =0, 
bkyk+fik =O, 
yg$ + DB, = In-I. 
Equations (6), (8) imply 
(5) 
(6) 
(7) 
(8) 
(D-ykXk?‘)Bk = In--l, 
so gC is approaching the positive matrix D-l. It remains to show that 
uk, ok, bk > 0 for sufficiently large k. 
Equations (5), (7) imply 
b,(l-x;D--lyk) = 1, 
so bk-+1. Equations (6), (7) imply 
uk 
T= _xT’ 
k k 
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v, = - b,D-‘y,. 
Now the vectors xk, yk both contain negative entries. Furthermore, since 
b,-+=l and Bk+ D - ’ > 0, the definitions of x,, yk imply that those terms in 
u,+ vki above that arise from these negative entries dominate as k becomes 
large. We conclude that u,, vk > 0, and therefore Akel > 0, for sufficiently 
large k. w 
4. SOME QUESTIONS 
The problem considered here can be generalized to the problem of 
determining the sign patterns which occur among matrices whose inverses 
have a certain prescribed pattern. More precisely, for C E S,, we wish to 
identify the set I’,(C) of all matrices A E S, for which there exists a matrix 
BEM, such that s(B-‘)=C and s(B) = A. In our main results, we have 
identified the set I,(J), where J is th e n X n matrix of + ‘s. This theorem may 
be easily extended to handle I,(S,JS,), where S,, S, are signature matrices: 
I’,( S,I;s,) = S,A, S,. But if C is a more complicated sign pattern, the problem 
seems more difficult. Perhaps the following questions are easier. 
(1) How may those A for which A and A - ’ have (i) the same, (ii) 
complementary, or (iii) transposed sign patterns be characterized? We note 
that there are examples of each via equations such as A’= + Z and Hada- 
mard matrices. 
(2) When is l?,(C) closed under negation? 
(3) When does I’,,( C,) = I,( C,)? 
(4) What is Ir,,(C)l? For which C is it maximized? minimized? 
(5) How does one efficiently recognize patterns of the form 
P* :Q 
H---l + 
when n is large? 
Finally, there is the apparently much more difficult problem of including 
the possibility of zero entries. 
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