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Abstract: This paper considers the problem of making statistical inferences about a parameter
when a narrow interval centred at a given value of the parameter is considered special, which is
interpreted as meaning that there is a substantial degree of prior belief that the true value of the
parameter lies in this interval. A clear justification of the practical importance of this problem is
provided. The main difficulty with the standard Bayesian solution to this problem is discussed
and, as a result, a pseudo-Bayesian solution is put forward based on determining lower limits for
the posterior probability of the parameter lying in the special interval by means of a sensitivity
analysis. Since it is not assumed that prior beliefs necessarily need to be expressed in terms
of prior probabilities, nor that post-data probabilities must be Bayesian posterior probabilities,
hybrid methods of inference are also proposed that are based on specific ways of measuring
and interpreting the classical concept of significance. The various methods that are outlined
are compared and contrasted at both a foundational level, and from a practical viewpoint by
applying them to real data from meta-analyses that appeared in a well-known medical article.
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1. Introduction
In statistical inference, examples abound where a particular value of a continuous popu-
lation parameter of interest merits special attention. A standard case could be when the
value of the parameter indicates that, with respect to the measurement scale concerned,
there is no difference between the performance of two treatments, e.g. the odds ratio or
relative risk is equal to one, or that there is no relationship between two variables, e.g.
the correlation coefficient is equal to zero. However, while scientists may like to debate
whether a continuous parameter is equal or not to its ‘special’ value, it is a question
that is usually inadequately framed in statistical terms, since, in general, it would be
extremely unlikely in an applied context that the parameter would be exactly equal to
its special value. Indeed, this is one of the reasons why hypothesis tests based on the
sharp null hypothesis that a parameter is equal to a given special value have received
much criticism, see for example, Anscombe (1990), Edwards (1965), Greenland (2011),
Oakes (1990) and Royall (1986).
One exception to this argument could be in a study of paranormal activity, where
the parameter of interest equals a given value when such activity is absent, while any
other possible value of the parameter implies that such activity is present. Here, there
is likely to be a substantial level of prior belief that the parameter equals its special
value. Therefore, it would seem appropriate that an analysis of the data from such
a study should take into account the special status of this value, either explicitly by
placing a large prior probability on this value in a Bayesian analysis, or implicitly in the
interpretation of the results of classical statistical methods.
While this type of scenario is rare, a slight relaxation of our main assumption allows
us to broaden our range of attention to include many more practical examples that are
closely related to this particular case. For this reason, let us define the special value of
the parameter as being special because a priori it is considered quite likely that the true
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value of the parameter lies in a narrow interval centred at the special value. Clearly the
original case is included in this modified scenario if the width of the interval is allowed
to be zero.
To give an example of this more general case, let us suppose that a test treatment,
e.g. a new type of antibiotic, is being compared with a control treatment, e.g. a standard
type of antibiotic, in a specific context, e.g. treating a certain type of infection. Here,
the parameter of interest will be assumed to be a measure of the effect of the treatment
relative to the control. If, in many previous studies, treatments that are similar to
the test treatment have shown effects relative to the control that are very small or not
distinguishable from zero, then there is likely to be a substantial level of belief that the
test treatment will also have an effect that is close to zero relative to the control. The
same would apply if there are no studies of similar treatments, but many studies have
already shown that the test treatment has an effect close to zero relative to the control
in various different contexts (e.g. treating different types of infection) that are considered
similar to the context that is currently under study (e.g. the current interest is in treating
a new type of infection.)
A standard way of estimating a treatment effect is to use a confidence interval. How-
ever, if there was a substantial level of belief before carrying out a study that the true
effect of the treatment would lie in a narrow interval centred at the value of zero for the
effect measure, i.e. the interval [−ε, ε], then the interpretation of a confidence interval
for the true effect will be complicated. In particular, if relatively little else was known
a priori about the true effect, then the probability that a confidence interval contains
the true effect will be felt to be smaller if it does not overlap with the interval [−ε, ε]
in comparison to it fully containing this interval, despite both intervals having the same
confidence coefficient. Therefore, it is of interest to know whether non-standard methods
can be used to make more appropriate inferences about the treatment effect in this type
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of situation.
Addressing this issue and issues of a similar nature is the aim of the present paper.
More specifically, our main aim will be to examine ways in which inferences can be made
about a parameter θ when there is a substantial degree of prior belief that θ lies in a
narrow interval [θ0 − ε, θ0 + ε] centred at a given special value θ0, but little is known
about the true value of θ when it is conditioned not to lie in this special interval. Since
it may be difficult to precisely specify how wide the special interval for θ should be, it
will be desirable that any inferences made about θ are to some degree insensitive to the
width of this interval, i.e. to the value of 2ε.
It will not necessarily be assumed that prior belief about θ can be adequately repre-
sented by a probability distribution over θ, in this sense prior belief and prior probability
will be treated as distinct concepts. Also, although inferences about θ will be sought
that facilitate the construction of a probability distribution for θ that is valid after the
data has been observed, it will not be assumed that such a distribution must have been
derived by the usual Bayesian update of a prior to a posterior distribution. In this sense,
an open view will be taken as to what school of inference should be adopted to tackle
the problem of interest.
In the following section, the standard Bayesian solution to this problem is reviewed,
and the main drawback of this solution is identified. To try to overcome this drawback, a
two-step Bayesian procedure is put forward in Section 2.2 that is based on performing a
complete sensitivity analysis over a very general class of prior densities for the parameter
θ. In Section 3, hybrid methods are proposed for tackling the general problem of interest
that are based on interpreting, in a specified way, measures of the classical concept of
significance, namely one-sided P values and what will be called Q values. The various
methods of inference presented in the paper are then applied to real data from a published
set of meta-analyses in Section 4, and the final section of the paper contains a general
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discussion of the advantages and disadvantages of these methods.
2. Bayesian approaches
2.1. Standard Bayesian approach
For the moment, let it be assumed that θ is the only unknown parameter in the sampling
model. Therefore, this model can be defined by the joint density of the data x given θ.
Let this sampling density be denoted as f(x | θ). To be able to use the Bayesian method
to make inferences about θ, a prior density for θ needs to be specified. If this density is
defined to be p(θ), then it follows from Bayes’ theorem that the density of θ conditioned
on the data, i.e. the posterior density of θ, is given by
p(θ |x) = Cf(x | θ)p(θ) (1)
where C is a normalizing constant.
To take into account that there is a substantial degree of prior belief that θ lies in the
special interval [θ0− ε, θ0 + ε], a sizeable prior probability α could be placed on the event
of θ lying in this interval. Given that it has been assumed that little would be known a
priori about θ if it was conditioned not to lie in the special interval, the prior distribution
for θ, under this condition, could be chosen to have a large variance, and be a member of
the family of all densities that are symmetric around θ0 and monotonically decreasing as
|θ − θ0| goes to infinity. Let this family of distributions be denoted as GNIS, where NIS
is an abbreviation for non-increasing and symmetric.
The complete prior density for θ is therefore defined as:
p(θ) =
{
αh(θ) if θ ∈ [θ0 − ε, θ0 + ε],
(1− α)g(θ) otherwise. (2)
where g(θ) ∈ GNIS. Here h(θ) = 1 if ε = 0, otherwise h(θ) is any given prior density for
θ conditional on θ ∈ [θ0− ε, θ0 + ε]. The prior density defined in equation (2) is updated
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to the posterior density for θ in the usual way by applying equation (1), and a standard
Bayesian solution to the problem of interest is thereby obtained.
There is though a major drawback with this solution. The difficulty lies in the vague-
ness in deciding how large the variance of the density g(θ) should be. For this conditional
prior density to be a good approximation to knowing very little about θ conditional on θ
not lying in the interval [θ0−ε, θ0+ε], we would like to choose this variance to be as large
as possible. Also, since any value chosen for this variance will naturally be an imprecise
value, we would like the resulting posterior distribution for θ to be broadly insensitive to
quite large changes in this variance.
However, it is well known that if, for any given sampling density f(x | θ) and any
fixed data set x, the variance of g(θ) is allowed to tend to infinity in way that ensures
max{g(θ) : θ ∈ R} tends to zero, then the posterior probability that θ lies in the interval
[θ0 − ε, θ0 + ε] will tend to one (see Edwards, Lindman and Savage 1963 and Berger
and Delampady 1987 for analysis of related issues). Therefore if, in these circumstances,
the variance of g(θ) is chosen to be large enough, the data x would essentially be non-
informative about whether or not θ lies in the interval [θ0 − ε, θ0 + ε]. This outcome
is clearly unsatisfactory, and motivates the need to consider the kinds of alternative
approaches that will be discussed in the rest of this paper.
2.2. Two-step Bayesian approach
Although, in many situations, a Bayesian sensitivity analysis may produce useful esti-
mates of the posterior probabilities of events of interest, it would appear to fail in the
case just mentioned, as the upper limit of the posterior probability of the event of θ lying
in the interval [θ0 − ε, θ0 + ε], over all prior distributions under consideration, would be
equal to one for any given data set x. Nevertheless, it may be worthwhile completing this
Bayesian sensitivity analysis by determining a lower limit for this posterior probability,
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as the value for this lower limit may prove to be an acceptable rough estimate, or at least
a useful underestimate, of the posterior probability for the event in question.
Edwards, Lindman and Savage (1963) carried out this kind of analysis under the
assumption that ε = 0, implying that a prior probability of α is placed on the event of θ
equalling θ0, and presented lower limits for the posterior probability of this event in the
case where the conditional prior density g(θ) belongs to the class of all possible densities
for θ, and also in the case where it belongs to the class consisting only of normal densities
centred at the special value θ0. Following on from this work, Berger and Sellke (1987)
derived these kind of lower limits, under the assumption again that ε = 0, but in the case
where g(θ) is allowed to be any density within the class of densities for g(θ) considered
in the previous section, i.e. the class GNIS. In the two studies just mentioned, and in
more detail in Berger and Delampady (1987) and Delampady (1989), it is argued that
allowing ε to be positive but small, implying that the special interval [θ0 − ε, θ0 + ε] is
indeed a narrow interval rather than a single point, usually should not greatly affect the
lower limits for the posterior probability of θ lying in this interval calculated under the
assumption that ε = 0.
The general conclusion of these studies is that these lower limits will be substantially
above zero, except if the height of the likelihood function for θ is very low at and around
the value θ0 relative to its maximum height. Moreover, Berger and Delampady (1987)
made the case that, for any given data set x, these lower limits will often be useful
conservative approximations to the posterior probabilities for the event of θ lying in
[θ0− ε, θ0 + ε] that could result from being able to determine a more accurate prior for θ.
The authors of these studies, though, ignore the issue of whether at these lower limits,
the form of the prior density for θ will be acceptable in practice over all values of θ. For
example, let us consider the case where ε = 0 and the sampling density f(x | θ) is defined
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by:
f(x | θ) =
n∏
i=1
ψ(xi | θ)
where x = (x1, x2, . . . , xn) and ψ(xi | θ) is the normal density function with unknown
mean θ but known variance σ2 evaluated at xi. In this case, at the lower limit for the
posterior probability of the event that θ = θ0 over all g(θ) ∈ GNIS, the density g(θ)
will be a uniform density conditioned not to lie in the interval [θ0 − ε, θ0 + ε], and it
is possible that this density and, as a result, the prior density for θ will be zero for all
values of θ that are more than a short distance from θ0. In fact, if the distance between
the sample mean x¯ and θ0 is less than 2.47 times the standard error of the mean, i.e.
|x¯− θ0| < 2.47σ/
√
n, then the prior density for θ will be zero for all values of θ that are
further from θ0 than the distance between the sample mean and θ0 plus at most just one
standard error σ/
√
n. Given that the prior density for θ conditional on θ not lying in the
interval [θ0− ε, θ0 + ε] is supposed to represent a lack of prior knowledge about θ, this is
clearly an unsatisfactory outcome.
A controversial, but perhaps acceptable, way of resolving this issue is to break down
the inference problem into two steps. In the first step, the posterior density for θ condi-
tional on θ not lying in the interval [θ0− ε, θ0 + ε] is determined using a prior density for
θ belonging to the class of densities GNIS that can be loosely described as being relatively
flat or diffuse. A critical aspect of this two-step procedure is that, by contrast to the
behaviour of the full posterior density for θ that was highlighted in Section 2.1, this con-
ditional posterior density, which will be denoted as pD(θ | θ /∈ [θ0−ε, θ0+ε], x), is broadly
insensitive to the choice made for the type of prior density for θ under consideration.
To implement the second step of the method, we first need to define a class of densities
for the conditional prior density g(θ), which, for the purpose of giving an example, will
again be taken as being the class GNIS, and also, an appropriate class of densities H for
the prior density of θ conditional on θ lying in the interval [θ0 − ε, θ0 + ε], i.e. a class of
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densities for h(θ). In this second step, the posterior probability of the event of θ lying in
[θ0 − ε, θ0 + ε] is then defined as being the minimum value of this posterior probability
over all g(θ) ∈ GNIS and all h(θ) ∈ H with respect to a given prior probability α assigned
to this event. Let this lower limit on the posterior probability in question be denoted as
pL(θ ∈ [θ0 − ε, θ0 + ε] |x), and let the posterior density for θ conditioned on θ lying in
[θ0− ε, θ0 + ε] that is obtained at the point where this lower limit is achieved be denoted
by pL(θ | θ ∈ [θ0 − ε, θ0 + ε], x).
We now have sufficient information to define the full posterior density for θ that results
from using this two-step Bayesian approach:
p(θ |x)=
{
pL(θ | θ ∈ [θ0 − ε, θ0 + ε], x)pL(θ ∈ [θ0 − ε, θ0 + ε] |x) if θ ∈ [θ0 − ε, θ0 + ε],
pD(θ | θ /∈ [θ0 − ε, θ0 + ε], x)(1− pL(θ ∈ [θ0 − ε, θ0 + ε] |x)) otherwise.
This solution is not though a Bayesian solution in the true sense of the word as it is based
on the combination of two distinct choices for the prior density of θ, i.e. the one used
in the first step of the method and the one used in the second step. Therefore, despite
its intuitive justification, the method is objectionable at a foundational level due to its
incoherence from a Bayesian perspective. Nevertheless, at least it may be considered as
being a more viable way of making inferences about θ than is offered by the standard
Bayesian approach discussed in Section 2.1.
3. Classical and hybrid approaches
3.1. Interpretation of P values
We will now consider ways of tackling the problem of interest that are based on the
classical concept of statistical significance, in particular, on the use of measures of sig-
nificance such as P values. In what follows, θˆ will be taken as being an estimator of θ
that makes good use of the information about θ that is contained in the sample, e.g.
the maximum likelihood estimator of θ. The estimator θˆ will be assumed to be the test
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statistic that is used to calculate P values with regard to hypotheses about θ. We will
begin by establishing how P values will be interpreted in the methodology that will be
developed. This will be done by means of a simple example.
In this regard, let us imagine a scenario in which an individual who claims to have
extrasensory perception has correctly predicted the outcome of y out of 20 independent
Bernoulli trials in succession, where the two outcomes of each trial both have a probability
of 0.5 and y is greater than 10. It will be supposed that we wish to test the null hypothesis
that the probability of a correct prediction p is equal to 0.5, i.e. that the individual does
not have extrasensory perception, against the alternative hypothesis that the probability
p is greater than 0.5, i.e. that he is using extrasensory perception to push his predictions
in the right direction, or else, he has cheated in some way. Under the assumption that
the test statistic is pˆ = y/20, i.e. the maximum likelihood estimator of p, the P value for
this problem, which clearly must be the one-sided P value, is given by:
PV(y) =
20∑
k=y
P (k correct predictions) =
20∑
k=y
(
20
k
)
(0.5)20
The interpretation of this P value by any given analyst can be regarded as being
dependent on the analyst’s opinion about the likely outcome of this experiment if it
could be repeated under exactly the same conditions. The repetition of the experiment
will be treated as being only hypothetical. Let the number of correct predictions made
in this hypothetical future experiment be denoted as Y ∗. To be more specific, the key
element in the interpretation of the P value will be assumed to be the analyst’s opinion
regarding the plausibility of the following two scenarios:
Scenario 1: P (Y ∗ ≥ y) = PV(y), i.e. the probability that Y ∗ is greater than or equal to
the observed number of correct predictions is equal to the P value.
Scenario 2: P (Y ∗ ≥ y) > PV(y), i.e. the probability that Y ∗ ≥ y is greater than the P
value.
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Clearly, Scenario 1 would be true if and only if the null hypothesis was true, while
Scenario 2 would be true if and only if the alternative hypothesis was true. It could be
argued therefore that we are attempting to do nothing more than present an alternative
way of defining the main objective of a hypothesis test, i.e. to weigh up the plausibility
of the null and alternative hypotheses.
However, the interpretation of the P value via the comparison of the plausibility of
these two scenarios is useful, as it obliges the analyst to take into account both what
he believed a priori about the probability of a correct prediction, and the summary of
information contained in the data that is provided by the P value or, more precisely, the
consistency that the data shows with the null hypothesis as measured by the P value.
For example, if the analyst had a high degree of belief that the probability of a correct
prediction was 0.5 before the experiment was carried out, which of course would be a
justifiable belief given the context, then a value for PV(y) of 0.021, which corresponds
to y being equal to 15, may not be small enough to dissuade him from considering
Scenario 1 as being much more plausible than Scenario 2. However, if the same prior
belief is combined with a value for PV(y) of 0.0002, which corresponds to y being equal
to 17, then the analyst may decide that the P value is now small enough for him to regard
Scenario 2 as being more plausible than Scenario 1. In the rest of this paper, P values
will be interpreted using this type of reasoning.
3.2. Hybrid method using one-sided P values
Returning to the general problem of interest, let us assume that the observed value of
the estimator θˆ, as defined earlier, is such that if θ = θ0 − ε then the cumulative density
function of θˆ, i.e. F (θˆ | θ0 − ε), evaluated at this observed value, is less than or equal
to 0.5. As a result of this assumption, we will consider the case where the null and
alternative hypotheses are H0 : θ ≥ θ0− ε and H1 : θ < θ0− ε respectively. For this case,
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F (θˆ | θ0 − ε) is clearly the (one-sided) P value of interest. Similar to what was discussed
in the previous section, if θˆ∗ denotes the value of θˆ calculated on the basis of a future
hypothetical sample of the same size as the observed sample, then an analyst could try
to interpret this P value by weighing up the plausibility of the following two scenarios:
Scenario 1: P (θˆ∗ ≤ θˆ) ≤ F (θˆ | θ0 − ε), i.e. the probability that the hypothetical future
estimate of θ is less than or equal to the observed estimate of θ is less than or equal to
the P value.
Scenario 2: P (θˆ∗ ≤ θˆ) > F (θˆ | θ0 − ε), i.e. the probability that θˆ∗ ≤ θˆ is greater than the
P value.
Given the earlier definition of the estimator θˆ, it can easily be shown that, in general,
Scenario 1 would be true if and only if θ is greater than or equal to θ0−ε, while Scenario 2
would be true if and only if θ is less than θ0 − ε.
To weigh up the plausibility of these two scenarios, the analyst is obliged to take into
account both what he felt about the likeliness of the events {θ ≥ θ0−ε} and {θ < θ0−ε}
before the data was observed, and the size of the P value. In particular, since to be in
the context of interest, it needs to be assumed that the analyst had a substantial degree
of prior belief that θ lay in the special interval [θ0− ε, θ0 + ε], but also would have known
little about θ if it was conditioned not to lie in this interval, it would be expected that
quite a small P value would be required in order to dissuade him from believing that
Scenario 1 is more plausible than Scenario 2.
If the analyst is prepared to express his opinion about the plausibility of Scenarios 1
and 2 by assigning probabilities to these two scenarios, then he will of course have ef-
fectively determined probabilities for the events {θ ≥ θ0 − ε} and {θ < θ0 − ε} that
are applicable after the data has been observed. As mentioned in the Introduction, it
will not be assumed that the validity of these post-data probabilities depends on how
acceptable they would be if they were treated as posterior probabilities derived using
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the usual Bayesian updating rule. However, the procedure based on using one-sided P
values that has been put forward does not naturally lead us to a point where we would
be able to determine a post-data density for θ over the whole of the real line, or even, a
post-data probability for the event of θ lying in the special interval [θ0 − ε, θ0 + ε].
For this reason, we will specify two types of conditional prior density for θ that are
generally consistent with the post-data probabilities for the events {θ ≥ θ0 − ε} and
{θ < θ0 − ε} that are produced by the above procedure. In particular, with the same
justification as given in Section 2.1, let us again specify the prior density for θ conditional
on θ not lying in the interval [θ0− ε, θ0 + ε] as being a relatively diffuse density from the
class of densities GNIS.
Without the need for further assumptions, we are now able to deduce what would be
the post-data probability of the event of θ lying in [θ0 − ε, θ0 + ε]. This probability is
P (θ ∈ [θ0 − ε, θ0 + ε] |x) = γ − λ(1− γ) (3)
where γ is the post-data probability assigned to the event {θ ≥ θ0−ε} using the procedure
based on the one-sided P value outlined above, and where, conditional on θ not lying in
[θ0 − ε, θ0 + ε], the value λ is the posterior probability of the event {θ > θ0 + ε} divided
by the posterior probability of the event {θ < θ0− ε}, which, using the same notation as
in Section 2.2, can be expressed as
λ =
pD(θ > θ0 + ε | θ /∈ [θ0 − ε, θ0 + ε], x)
pD(θ < θ0 − ε | θ /∈ [θ0 − ε, θ0 + ε], x)
Also if, as was done in Section 2.1, we specify the prior density for θ conditional on θ
lying in the interval [θ0 − ε, θ0 + ε] as being any given probability density h(θ) that is
restricted to lie on this interval, then it can be deduced that the post-data density for θ
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over the whole of the real line would be
P (θ |x) =

(1− γ)pD(θ | {θ < θ0 − ε}, x) if θ < θ0 − ε,
(γ − λ(1− γ))P (θ | θ ∈ [θ0 − ε, θ0 + ε], x) if θ ∈ [θ0 − ε, θ0 + ε],
λ(1− γ)pD(θ | {θ > θ0 + ε}, x) if θ > θ0 − ε
(4)
where all conditional posterior densities on the right-hand side of this expression are
directly derived from their corresponding conditional prior densities.
Similar to one of the characteristics of the two-step Bayesian method, and in contrast
to the posterior density for θ that was highlighted in Section 2.1, the post-data density
P (θ |x) defined in equation (4) is largely insensitive to the choice made for the conditional
prior density P (θ | θ /∈ [θ0− ε, θ0 + ε]) when it has already been decided that the form of
this prior density must be as specified above. Nevertheless, this conditional prior density
will not be consistent with the post-data probability γ assigned to the event of θ lying
in the interval [θ0 − ε, θ0 + ε] unless γ satisfies the following condition:
γ ≥ λ
1 + λ
(5)
If γ does not satisfy this condition then the post-data probability P (θ ∈ [θ0 − ε, θ0 +
ε] |x) defined in equation (3) will be negative. In practice, this condition though may
provide the analyst with a useful reference point rather than an obstacle in choosing an
appropriate value for γ.
Although, at the start of this section, the assumption was made that the cumulative
probability F (θˆ | θ0−ε) is less than or equal to 0.5, it should be clear how a similar method
could be applied to derive a post-data density for θ in the case where this cumulative
probability calculated under the assumption that θ = θ0 + ε, i.e. F (θˆ | θ0 + ε), is greater
than or equal to 0.5. In particular, it should be clear that it would be sensible to take the
one-sided P value of interest as being 1− F (θˆ | θ0 + ε) in this case, which corresponds to
the null and alternative hypotheses being H0 : θ ≤ θ0+ε and H1 : θ > θ0+ε respectively.
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What to do, on the other hand, in the rare case where F (θˆ | θ0− ε) is greater than 0.5
and F (θˆ | θ0 + ε) is less than 0.5 is more of a debating point. In these circumstances the
estimator θˆ, though, would really not provide any grounds for having less belief that the
parameter θ lies in the special interval [θ0− ε, θ0 + ε] than before the data was observed.
Therefore, in practice, an adequate solution to this problem may be to assign the same
post-data probability to the event θ ∈ [θ0 − ε, θ0 + ε] as the prior probability that would
have been given to this event.
Of course, it could be argued that since, in this case, the estimator θˆ appears to
be corroborating the hypothesis that θ lies in the interval [θ0 − ε, θ0 + ε], the post-data
probability that is assigned to this hypothesis should be greater than the prior probability
given to this hypothesis. However, the degree of corroboration is likely to be very small
in practice, and it could also be very difficult to precisely specify exactly by how much
the former probability should be greater than the latter.
3.3. Hybrid method using Q values
Given that two-sided P values are usually the significance measure of choice when the
null hypothesis asserts that the parameter under consideration is equal to a given special
value, and the alternative hypothesis is the opposite of this hypothesis, we will now try
to develop a method similar to the one proposed in the previous section, but based on a
measure of significance that results from extending the concept of a two-sided P value to
the general problem of interest. For want of a better name, this measure of significance
will be called a Q value, which should not be confused with any other meanings given
to the same term. To illustrate the concept of a Q value and, more specifically, to show
how such a measure can be used in the context being analysed, let us for the moment
consider the case where the parameter θ is the population mean µ with its special interval
denoted by [µ0 − ε, µ0 + ε], and where the sampling distribution of the data x given µ is
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Figure 1. Calculation of Q value in the case where µ0 = 0.
Q value = total shaded area. The interval (−ε, ε) has only been included for illustrative purposes.
|x |− |x | ε− ε 0 µ
*
such that the data values independently follow the same normal distribution with known
variance σ2.
Under the assumption that the test statistic is the sample mean x¯ of n observations,
the Q value that corresponds to the null hypothesis that µ = µ∗ will be defined as:
q(µ∗) =
{
1− F (x¯ |µ∗) + F (2µ0 − x¯ |µ∗) if x¯ ≥ µ0,
1− F (2µ0 − x¯ |µ∗) + F (x¯ |µ∗) if x¯ < µ0
(6)
where F (w |µ∗) is the cumulative normal density with mean µ∗ and variance σ2/n eval-
uated at w. Therefore, this Q value can be described as being the sum of the area under
the normal density with mean µ∗ and variance σ2/n that lies to the left of µ0 − d and
to the right of µ0 + d, where the distance d is equal to |x¯ − µ0|. It can be seen that in
the case where µ∗ = µ0, the Q value is equivalent to the usual two-sided P value for the
null hypothesis concerned, i.e. the null hypothesis that µ = µ0. Figure 1 illustrates how
a Q value is calculated in the case where µ0 = 0, in particular the Q value is equal to the
total shaded area under the curve in this figure.
Due to the symmetry of the normal density, the Q value as defined in equation (6)
has the following property:
q(µ0 + ε) = q(µ0 − ε)
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i.e. the Q value is equal to the same value at the two limits of the special interval
[µ0 − ε, µ0 + ε], and also the property:
q(µ′) ≤ q(µ0 + ε) ∀µ′ ∈ [µ0 − ε, µ0 + ε]
q(µ′) > q(µ0 + ε) ∀µ′ /∈ [µ0 − ε, µ0 + ε]
For this reason, if X∗ denotes the mean of a future hypothetical sample of n data values,
then an analyst could try to make inferences about whether or not the parameter µ lies in
the interval [µ0− ε, µ0 + ε] by weighing up the plausibility of the following two scenarios:
Scenario 1: P (|X∗ − µ0| > |x¯ − µ0|) ≤ q(µ0 + ε), i.e. the probability that X∗ is further
away from µ0 than the distance between the observed sample mean and µ0 is less than
or equal to the Q value when µ∗ = µ0 + ε.
Scenario 2: P (|X∗−µ0| > |x¯−µ0|) > q(µ0 + ε), i.e. the opposite of the relationship that
defines Scenario 1.
It can easily be shown that Scenario 1 would be true if and only if µ lies in the special
interval [µ0 − ε, µ0 + ε], while Scenario 2 would be true if and only if µ does not lie in
this interval.
To weigh up the plausibility of these two scenarios, the analyst is obliged to take into
account both what he felt about the likeliness of µ lying in the interval [µ0 − ε, µ0 + ε]
before the data was observed, and the size of the Q value when µ∗ = µ0+ε. The effect of
a small value for q(µ0 + ε) in cases where ε > 0 should be similar to the effect of a small
value for the two-sided P value when the null hypothesis is µ = µ0, that is, it should
generally lead to a lowering in the degree of belief that µ lies in the interval [µ0−ε, µ0+ε]
in comparison to what was felt about the likeliness of µ lying in this interval before the
data observed. Indeed, since it has been assumed that ε must be small, the value q(µ0+ε)
should generally be well approximated by the two-sided P value for the null hypothesis
that µ = µ0, to the extent that if ε = 0, then this two-sided P value will be of course
equal to the Q value in question.
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If the analyst expresses what he believes about the plausibility of Scenarios 1 and 2
by assigning probabilities to these two scenarios, then he will have effectively determined
post-data probabilities for the event of µ lying in the special interval [µ0− ε, µ0 + ε] and
the complement of this event. Assuming that this has been done, let us suppose that the
prior density for µ conditional on µ lying in the interval [µ0 − ε, µ0 + ε] and the prior
density for µ conditional on this not being the case are defined in the same way as in
Section 3.2, with of course, the mean µ taking the place of the general parameter θ. It is
clear that any choice for these two conditional prior densities will be consistent with the
assignment of any post-data probability to the event of µ lying in [µ0 − ε, µ0 + ε], in the
sense that the integral of the resulting post-data density for µ over all values of µ will
be guaranteed to equal one. If β denotes the value assigned to the post-data probability
of µ lying in [µ0 − ε, µ0 + ε], then it can be deduced from the assumptions already made
that the post-data density for µ over all values of µ is given by
P (µ |x) =
{
βP (µ |µ ∈ [µ0 − ε, µ0 + ε], x) if µ ∈ [µ0 − ε, µ0 + ε],
(1− β)pD(µ |µ /∈ [µ0 − ε, µ0 + ε], x) if µ /∈ [µ0 − ε, µ0 + ε]
where the two conditional posterior densities on the right-hand side of this expression
are directly derived from their corresponding conditional prior densities. As was the case
for the methods proposed in Sections 2.2 and 3.2, the post-data density P (θ |x), or in
the present context P (µ |x), is largely insensitive to the choice made for the conditional
prior density P (θ | θ /∈ [θ0 − ε, θ0 + ε]) when it has already been decided that this prior
density must take the form that has been specified.
Although up to now, we have only considered a case in which the sampling distribution
of the test statistic is normal, and in which the variance of this distribution is constant
over different values of the parameter of interest, the Q value method that has been
outlined can be easily extended to deal with cases in which this assumption of normality
and/or this assumption of a constant variance are inappropriate. Nevertheless, this
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method is not as widely applicable as the one-sided P value method outlined in the
previous section. In particular, it will generally be difficult to apply this method in a
satisfactory manner when the sampling distribution of the test statistic is substantially
skewed.
The advantage of the proposed method is that it facilitates the direct assignment
of a post-data probability to the event of the parameter θ lying in its special interval
[θ0−ε, θ0+ε], instead of achieving this indirectly via first assigning a post-data probability
to the event that θ lies in [θ0 − ε,∞) or to the event that θ lies in (−∞, θ0 + ε], as is
the case for the one-sided P value method. Also, it is possible to apply the method
adequately in an approximate sense in situations where it can not be applied exactly, as
will be demonstrated in the next section.
4. Methods applied to real data
4.1. Overview
We will now apply the methods that were outlined in previous sections to real data.
In particular, we will consider the set of meta-analyses presented in a famous paper
by Andraws, Berger and Brown that appeared in the Journal of the American Medical
Association in 2005 (Andraws, Berger and Brown 2005). These meta-analyses combine
the results of randomized controlled trials that studied the effect of antibiotic treatment
as an addition to standard medical therapy in patients diagnosed with coronary artery
disease.
The main focus of our attention will be on the meta-analysis that relates to the effect of
this treatment on the occurrence of heart attacks and unstable angina, i.e. acute coronary
syndromes. This meta-analysis is presented in Figure 4 of the paper in question. As was
done in this earlier work, we will measure the effect of the treatment relative to the control
using the odds ratio. Also, as is standard practice, we will assume that the sampling
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distribution of the logarithm of the odds ratio can be satisfactorily approximated by a
normal distribution, and that the usual estimate of the variance of this distribution can
be generally treated as though it is the true value of this variance, see Woolf (1955) for
more details.
The results of the four largest studies in the aforementioned meta-analysis are repro-
duced in the first four rows of Figure 2 of the present paper. Combining the odds ratios
of these four studies using the random effects method of DerSimonian and Laird (1986)
produces a 95% confidence interval for the overall odds ratio of (0.890, 1.100), as indi-
cated in the 5th row of Figure 2, which on the log scale is an interval of (−0.116, 0.096).
Therefore, we would feel entitled to have a high degree of belief that the logarithm of the
true odds ratio for these studies would lie in the interval [−0.1, 0.1], which is clearly quite
a narrow interval centred at the null effect. Given that it will be assumed in what follows
that the four studies being considered represent all the information available ‘a priori’
about the medical question of interest, this interval will be treated as the special interval
for the log odds ratio. Since the log odds ratio will be designated as the parameter of
interest θ, it is of course required that θ0 = 0 and ε = 0.1 when this special interval is
expressed using earlier notation.
We will now attempt to make inferences about the log odds ratio θ on the basis of the
results of various possible new studies of the phenomenon in question.
4.2. First new study
To begin with, let us imagine that the new data that needs to be analysed are the event
rates with respect to the same medical outcomes for the CLARIFY study, which is a
relatively small clinical trial that is also included in the meta-analysis that has just been
highlighted. This study is similar, but notably distinct, from the four larger studies
mentioned above. For example, the antibiotic used in this study is clarithromycin, which
20
Figure 2. Forest plot of the studies used in the data analysis.
ACS = Acute coronary syndromes, CI = Confidence interval, Combined = the preceding studies
combined, MI = Myocardial infarction, OR Est. = Estimate of the odds ratio
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is not one of the types of antibiotic used in these larger studies. Such differences may
adequately justify why it is necessary to carry out such a new study, but the similarities
with the other studies are likely to imply the presence of a substantial level of prior belief
that the true value of the log odds ratio (log OR) for this study will lie in the interval
[−0.1, 0.1].
The event counts for this study can be found in the legend of Table 1 of the present
paper. The sample odds ratio for these event counts is 0.306 and, under the assumptions
that were outlined above, the 95% confidence interval for the odds ratio in this study is
(0.135, 0.697), as indicated in row 6 of Figure 2. Clearly this interval does not contain
the null effect, i.e. odds ratio = 1, and is indeed a substantial distance away from the
null effect. Under the same assumptions, the 95% central posterior interval (or credible
interval) for the odds ratio has limits that are equal to the limits of this interval if a
flat improper prior is placed over log OR. Information relating to the use of this prior
distribution is given in the first row of Table 1.
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Table 1. Analysis of data from the CLARIFY study for acute coronary
syndromes.
Data summary: nt (no. of patients in the treatment group) = 74, nc (no. of patients in the control
group) = 74, et (no. of events in the treatment group) = 10, ec (no. of events in the control group) = 25.
Key: OR = odds ratio.
Method Prior probability Significance Post-data Post-data 95% central
of log OR ∈ measure probability of probability of post-data
[−0.1, 0.1] log OR∈ [−0.1, 0.1] log OR ≥ −0.1 interval for OR
Bayesian with flat
N/a N/a 0.004 0.005 (0.135, 0.697)
improper prior
Two-step Bayesian
0.5*
N/a
0.064 0.065 (0.136, 0.992)
0.8* 0.214 0.215 (0.141, 1.060)
One-sided P value
hybrid
N/a
One-sided P
value = 0.0049
0.049 0.05* (0.136, 0.971)
0.019 0.02* (0.135, 0.813)
0.099 0.01* (0.135, 0.725)
Q value hybrid N/a
Q value =
0.0060
0.05* 0.051 (0.136, 0.973)
0.01* 0.011 (0.135, 0.732)
The asterisks (*) indicate probabilities determined by the analyst.
Let us now analyse the same data set using the two-step Bayesian approach outlined
in Section 2.2. We will apply this method as it was specified in this earlier section with
the prior density for θ conditional on θ lying in the special interval [−0.1, 0.1], i.e. the
density h(θ), assumed to be a uniform density over this interval implying that the class
of densities H contains just this single density. Making this assumption would seem to
be reasonable, and would not be expected to have major practical consequences given
the narrowness of the interval concerned. It will also be assumed that, in the first step of
the two-step Bayesian approach, the prior density for log OR conditional on log OR not
lying in the interval [−0.1, 0.1], which, according to the way this method was defined, is
required to be a relatively diffuse density from the class of densities GNIS, is adequately
approximated by a flat improper prior over all values for log OR not lying in this interval.
Given that it has been argued that a substantial level of prior belief should be placed
on the event of log OR lying in the interval [−0.1, 0.1], it would seem appropriate that
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a prior probability of say 0.5 or 0.8 is assigned to this event. Information relating to
the application of the two-step Bayesian method to the data set under consideration,
using these two prior probabilities, can be found in rows 2 and 3 of Table 1. It can be
seen therefore that, for these prior probabilities, the 95% central post-data (or posterior)
intervals for the odds ratio are very different from the corresponding 95% confidence
interval given in row 1 of the table. In particular, they substantially overlap with the
interval [0.905, 1.105], which corresponds to the special interval of [−0.1, 0.1] for log OR.
Nevertheless, the posterior probabilities of log OR lying in the interval [−0.1, 0.1] are
substantially less than the prior probabilities assigned to this event, as is indicated in
column 4 of the table.
If the null and alternative hypotheses are H0: log OR ≥ −0.1 and H1: log OR < −0.1
respectively, then the one-sided P value is 0.0049. Therefore, the two scenarios that need
to be weighed up in order to implement the P value method described in Section 3.2 are
as follows:
Scenario 1: P ( sample OR* < observed odds ratio = 0.306 ) ≤ 0.0049
Scenario 2: P ( sample OR* < 0.306 ) > 0.0049
where sample OR* is the sample odds ratio in a future hypothetical sample with the
number of patients in the treatment and control groups being the same as in the observed
sample. Under the assumptions that have already been made about the distribution of
the sample value of log OR, Scenario 1 would be true if and only if log OR ≥ −0.1, while
Scenario 2 would be true if and only if log OR < −0.1.
For the current data, the condition in equation (5) implies that the minimum proba-
bility that should be assigned to Scenario 1 is 0.001. Furthermore, it can be seen from
row 1 of Table 1 that if a flat improper prior is placed over all values of log OR, then a
posterior probability of 0.005 should be assigned to the event { log OR ≥ −0.1}. Given
that there was in fact a substantial degree of prior belief that log OR lay in [−0.1, 0.1], we
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would expect therefore that the probability assigned to Scenario 1 would be substantially
higher than 0.005.
Clearly the assignment of probabilities to the two scenarios presented above depends
on the subjective judgement of the person analysing the data. In rows 4 to 6 of Table 1,
various values are given for the probability that could be assigned to Scenario 1 or
equivalently, under the assumptions that have been made, the probability that log OR
≥ −0.1. The three values proposed have been chosen to represent a high value (0.05), a
medium value (0.02) and a low value (0.01) for this probability. Nevertheless, all these
values have been chosen to represent a relatively small probability, since the small one-
sided P value of 0.0049 would seem to heavily disfavour the possibility of log OR lying
in the interval [−0.1, 0.1].
The 95% central post-data intervals for the odds ratio in rows 4 to 6 of Table 1 have
been calculated under the assumption that the prior density for log OR conditional on log
OR lying in the interval [−0.1, 0.1] is uniform over this interval and, conditional on log
OR not lying in this interval, takes the form of a flat improper density over all possible
values of log OR. It can be seen that these post-data intervals for the odds ratio all
have upper limits that are lower than the upper limits of the corresponding intervals for
the two-step Bayesian approach given in rows 2 and 3 of this table. However, as is the
case with the two-step Bayesian approach, the upper limits of these intervals are clearly
distinct from the upper limit of the 95% confidence interval for the odds ratio given in
row 1 of the table.
In Section 3.3, it was described essentially, how, with respect to a specific null hypoth-
esis about a parameter θ, the Q value for any given estimator of θ that has a normal
distribution can be determined. Placing this definition in the context of the present type
of data analysis implies that the Q value for the data set under consideration that corre-
sponds to the null hypothesis that log OR = −0.1 is 0.006. Therefore, the two scenarios
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that need to be weighed up in order to implement the Q value method outlined earlier
are as follows:
Scenario 1: P ( |sample log OR*| > |observed log OR| = 1.184 ) ≤ 0.006
Scenario 2: P ( |sample log OR*| > 1.184 ) > 0.006
where sample log OR* is the sample log OR in a future hypothetical sample of the same
size as the observed sample. Under the assumptions that have been made, Scenario 1
would be true if and only if log OR lies in the interval [−0.1, 0.1], while Scenario 2 would
be true if and only if log OR does not lie in this interval. Given that if a flat improper
prior was placed over all values of log OR, the posterior probability of log OR lying in
the interval [−0.1, 0.1] would be 0.004 (as given in row 1 of Table 1), we would expect
that the probability that is assigned to Scenario 1 would be substantially higher than
0.004.
In rows 7 and 8 of Table 1, a high value (0.05) and a low value (0.01) is proposed for
the probability that could be assigned to Scenario 1, which, under the assumptions that
have been made, is equal to the post-data probability that log OR lies in the interval
[−0.1, 0.1]. The 95% central post-data intervals for the odds ratio presented in these
two rows have been deduced from these two proposed probability values by applying the
same assumptions as were relied upon in earlier calculations. It can be seen that these
intervals for the odds ratio are very similar to the post-data intervals for the odds ratio
given in rows 4 and 6 that correspond to assigning the same high value (0.05) and the
same low value (0.01) to the probability that log OR ≥ −0.1 as part of the one-sided P
value method.
4.3. Second new study
Let us again imagine that the new data that needs to be analysed are event rates from the
CLARIFY study, but this time those that relate to the effect of the treatment compared
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Table 2. Analysis of data from the CLARIFY study for myocardial infarction.
Data summary: nt = 74, nc = 74, et = 5, ec = 14.
Method Prior probability Significance Post-data Post-data 95% central
of log OR ∈ measure probability of probability of post-data
[−0.1, 0.1] log OR∈ [−0.1, 0.1] log OR ≥ −0.1 interval for OR
Bayesian with flat
N/a N/a 0.0154 0.026 (0.106, 0.913)
improper prior
Two-step Bayesian
0.5*
N/a
0.232 0.242 (0.112, 1.082)
0.8* 0.547 0.557 (0.128, 1.093)
One-sided P value
hybrid
N/a
One-sided P
value = 0.0259
0.189 0.20* (0.111, 1.078)
0.089 0.10* (0.108, 1.054)
0.039 0.05* (0.106, 1.007)
Q value hybrid N/a
Q value =
0.0365
0.20* 0.211 (0.111, 1.079)
0.05* 0.061 (0.107, 1.023)
The asterisks (*) indicate probabilities determined by the analyst.
to the control on the occurrence of heart attacks only. The event counts for this data set
can be found in the legend of Table 2. The sample odds ratio for these event counts is
0.311 and, under the same assumptions as made earlier, the 95% confidence interval for
the odds ratio is (0.106, 0.913), as indicated in row 7 of Figure 2. Clearly this interval
does not contain the null effect (odds ratio = 1) but, in contrast to the previous example,
the upper limit of this confidence interval is not that far away from the null effect.
The results in Table 2 correspond to applying exactly the same methods and assump-
tions that were used to generate the results in Table 1. The one-sided P value of 0.0259
and the Q value of 0.0365 calculated on the basis of the current data set, moderately
rather than strongly disfavour the possibility of log OR lying in the interval [−0.1, 0.1].
For this reason, the post-data probabilities that have been proposed in Table 2 for the
event that log OR ≥ −0.1 in the case of the one-sided P value method, and the event
that log OR ∈ [−0.1, 0.1] in the case of the Q value method, are small to moderate
probabilities, that is, the values 0.05, 0.10 and 0.20. It can be seen from the last column
of Table 2 that, in contrast to the 95% confidence interval for the odds ratio, all solu-
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Table 3. Analysis of data from the STAMINA study for acute coronary
syndromes.
Data summary: nt = 111, nc = 107, et = 23, ec = 31.
Method Prior probability Significance Post-data Post-data 95% central
of log OR ∈ measure probability of probability of post-data
[−0.1, 0.1] log OR∈ [−0.1, 0.1] log OR ≥ −0.1 interval for OR
Bayesian with flat
N/a N/a 0.095 0.138 (0.344, 1.192)
improper prior
Two-step Bayesian
0.5*
N/a
0.446 0.488 (0.369, 1.112)
0.8* 0.763 0.805 (0.423, 1.099)
One-sided P value
N/a
One-sided P value
0.5*
0.8*
0.543
0.843
(0.375, 1.104)
(0.437, 1.098)
hybrid / Q value = 0.1379 /
hybrid Q value = 0.1805
The asterisks (*) indicate probabilities determined by the analyst.
tions proposed in this table for the three methods of primary interest, i.e. the two-step
Bayesian method, the one-sided P value method and the Q value method, correspond to
95% central post-data intervals for the odds ratio that contain the null effect.
4.4. Third new study
Finally, let us imagine that the new data that needs to be analysed are event rates from
the STAMINA study, which like the CLARIFY study is a small clinical trial included
in the meta-analysis that appears in Figure 4 of Andraws, Berger and Brown (2005),
with the medical outcome being the same as in this meta-analysis, i.e. acute coronary
syndromes. The events counts for this data set, which can be found in the legend of
Table 3, give rise to a sample odds ratio of 0.640 and, making the same assumptions as
previously, the 95% confidence interval for the odds ratio is (0.344, 1.192), as indicated
in the last row of Figure 2. In contrast to the previous examples, it can be seen that this
confidence interval contains the null effect.
The results in Table 3 correspond to applying exactly the same methods and assump-
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tions that were used to generate the results in the earlier tables. The one-sided P value
of 0.1379 and the Q value of 0.1805 calculated on the basis of the data set being con-
sidered, at most only marginally disfavour the possibility of log OR lying in the interval
[−0.1, 0.1]. Therefore, if there was a substantial belief that log OR lay in this interval
before the data was observed, there still should be a substantial, albeit slightly lower,
belief in this possibility after the data has been observed.
Since in the two-step Bayesian method, a substantial level of prior belief that log OR
lies in the interval [−0.1, 0.1] has been approximately modelled by assigning probabilities
of 0.5 and 0.8 to this event, it has been proposed in Table 3 that these two values
approximately represent probabilities that, under the one-sided P value method or the Q
value method, could be reasonably assigned to this event after the data has been observed.
In doing this, we should note that this is not a strict application of the one-sided P value
method as post-data probabilities are being directly assigned by the analyst to the event
{ log OR ∈ [−0.1, 0.1]} rather than the event { log OR ≥ −0.1}. Nevertheless, this
would seem to be an acceptable modification in this particular case.
It can be seen from the last column of Table 3 that all solutions proposed in this table
for the methods of primary interest, i.e. those reported from the second row onwards,
correspond to 95% central post-data intervals for the odds ratio that are substantially
narrower than the 95% confidence interval for the odds ratio and, indeed, are contained
within this confidence interval.
5. Discussion
At the end of Section 3.3, a comparison was made between the two hybrid approaches put
forward in the present paper, i.e. the one-sided P value method and the Q value method.
To complete an assessment of the advantages and disadvantages of all the approaches
that have been proposed to tackle the problem of interest, a two-way comparison will
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now be made between the two-step Bayesian approach on the one hand, and these hybrid
approaches on the other.
Sensitivity to the size of ε
It was set down as a requirement in the Introduction that inferences made about the
parameter of interest θ should be, to some degree, insensitive to the width of the special
interval for θ, or in other words, to the value of ε. The two-step Bayesian approach fulfils
this requirement if the height of the likelihood function for θ changes relatively little over
the interval [θ0 − ε, θ0 + ε] and in the immediate vicinity of this interval. The hybrid
approaches, on the other hand, fulfil the same requirement if the width of the interval
[θ0−ε, θ0+ε] is relatively small compared to the variance of the sampling distribution for
the estimator θˆ. Although, in any given practical situation it may be difficult to exactly
specify the size of ε, we know of course that ε must be reasonably small and, in general,
this will be sufficient to ensure that the two-step Bayesian and hybrid approaches will be
fairly insensitive to even quite large changes to the relative size of ε.
Bayesian coherency
As mentioned in Section 2.2, the two-step Bayesian approach is incoherent from a Bayesian
perspective due to the prior density for θ that is used in the first step of the method be-
ing different from the one used in the second step. The one-sided P value and the Q
value methods, on the other hand, can be regarded as being coherent in terms of the
limited way in which they use Bayesian inference, that is, using the data to update a
prior density for θ that is conditioned on θ lying outside of the interval [θ0 − ε, θ0 + ε],
or conditioned on θ lying inside this interval, to a posterior density that is conditioned
in the same way. However, if the post-data density for θ over all values of θ produced
by either of these two hybrid approaches is interpreted from a Bayesian point of view
as being a posterior density for θ, then in general it will not be possible to regard this
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unconditional density as being coherent, as only in special cases will it correspond to a
given unconditional prior density for θ.
Degree of subjectivity
It seems advantageous that using the hybrid approaches, a true post-data probability
can be assigned to the event of θ lying in the interval [θ0 − ε, θ0 + ε], rather than only
being able to determine a lower bound for this probability as is the case when using
the two-step Bayesian approach. However, with all these approaches there is a large
element of subjectivity in how either a true probability, or lower bound probability, for
the event in question is determined. In particular, in the case of the hybrid approaches,
the determination of the probability of this event depends on the interpretation of a
one-sided P value or a Q value through the comparison of the type of opposing scenarios
discussed in Sections 3.2 and 3.3. By contrast, in the case of the two-step Bayesian
approach, the construction of lower bounds on the probability that θ ∈ [θ0 − ε, θ0 + ε]
will be sensitive to the choice made for the class of prior densities for θ over which such
lower bounds are valid, e.g. whether this class of prior densities, when conditioned on θ
not lying in [θ0 − ε, θ0 + ε], is more general or more specific than the class of densities
GNIS.
Ability to corroborate sharp hypotheses
An advantage that may be associated with the two-step Bayesian approach is that, in
certain circumstances, observing the data can augment the level of belief that the param-
eter θ lies in the interval [θ0−ε, θ0+ε]. As mentioned in Section 3.2, this is not naturally
facilitated by the one-sided P value method, which is a comment that also applies to
the Q value method. However, the extent to which, via the use of the two-step Bayesian
approach, the data can corroborate the hypothesis that θ lies in the interval [θ0−ε, θ0+ε]
may be quite limited.
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More specifically, if the likelihood function is a unimodal function with its maximum
lying in the interval [θ0−ε, θ0+ε] and, as in Section 4.2, the prior density for θ conditional
on θ lying in this interval, i.e. the density h(θ), is assumed to be a uniform density over
this interval, then the lower limit on the posterior probability of θ lying in the interval
[θ0 − ε, θ0 + ε] over all g(x) ∈ GNIS will be
pL(θ ∈ [θ0 − ε, θ0 + ε] |x) = α(Minside/Mlimits) (7)
where Minside is the mean height of the likelihood function over the interval [θ0−ε, θ0+ε],
Mlimits is the mean of the height of the likelihood function at the two limits of this
interval and, as a reminder, α is the prior probability of θ lying in the interval. Since
it would not be expected, given the nature of the problem of interest, that the height
of the likelihood function will be much lower at the limits of the interval [θ0 − ε, θ0 + ε]
than at its maximum, which must lie in this interval, the factor Minside/Mlimits in
equation (7) will not be expected to be much greater than one. Therefore, in practice,
the lower limit on the posterior probability of θ lying in the interval [θ0 − ε, θ0 + ε] will
generally not be much greater than the prior probability α that is placed on this event.
On the other hand, this lower limit, in general, will be less than α if the maximum of the
likelihood function does not lie in the interval [θ0 − ε, θ0 + ε].
Incorporation of nuisance parameters
Another advantage that may be associated with the two-step Bayesian approach is that,
in general, it may be easier to extend this approach to deal with the presence of nuisance
parameters than is the case with the one-sided P value or the Q value approaches. Using
the standard Bayesian paradigm, the most logical way of incorporating the presence of
nuisance parameters into the two-step Bayesian approach outlined in Section 2.2 is to
specify a (joint) prior density for the nuisance parameter(s) conditional on the parameter
of interest θ. The calculations of posterior probabilities and densities in the first and
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second steps of this approach are then carried out using this conditional prior density
and a class of marginal prior densities for the parameter θ, e.g. the class of densities GNIS.
However, there may be practical difficulties in applying such a multivariate approach. In
particular, it may be difficult to find a joint density for the nuisance parameters condi-
tional on the parameter θ that adequately represents prior opinion about the dependency
between all these parameters, and also there is the potentially very challenging task of
finding the lower limit for the posterior probability of θ lying in the interval [θ0−ε, θ0+ε]
over a class of joint prior densities for the parameter θ and the nuisance parameters.
For the one-sided P value and the Q value methods, extensions to cases with nuisance
parameters could follow along similar lines to work that has already been done in extend-
ing hypothesis testing methods to deal with the presence of such parameters. In partic-
ular, the hypothesis testing methods that have been developed to tackle this issue could
be categorized into conventional methods, e.g. the work of Tsui and Weerahandi (1989)
and Berger and Boos (1994), bootstrap methods, e.g. Davison and Hinkley (1997), and
Bayesian methods, e.g. Box (1980) and Meng (1994). However, it could be argued that
this is a controversial area of research, as is indicated by the large number of compet-
ing methods that have been proposed to resolve the issue concerned, and the lack of
consensus in the choice amongst these methods.
Representation of prior beliefs
To finish this discussion, we will address the issue of whether the lower bounds on the
posterior probability of the event of the parameter θ lying in the interval [θ0 − ε, θ0 + ε]
obtained in the second step of the two-step Bayesian approach can invalidate solutions to
the problem of interest obtained using the hybrid approaches of Section 3. In particular,
it seems relevant to inquire as to whether post-data probabilities for this event obtained
using the one-sided P value, or the Q value methods, can be valid if they are smaller than
minimum bounds on these probabilities established by performing a Bayesian sensitivity
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analysis over a very general class of prior densities for θ.
The answer to this question can be found at the heart of a long-standing debate
concerning the foundations of statistical inference. In this regard, we should begin by
taking into account that, in the Bayesian approach to inference, it is assumed that beliefs
about a parameter, before the data was observed, can be adequately represented by
placing a probability distribution over this parameter, i.e. a prior distribution. This
assumption clearly remains even if a Bayesian sensitivity analysis is performed over a
class of such prior distributions. However in the context of interest, first, it should not be
taken for granted that a substantial degree of prior belief that θ lies in the narrow interval
[θ0−ε, θ0+ε] can be adequately represented by assigning a probability value to this event.
Second, it is even more debatable that prior opinion about θ conditional on this event not
occurring can be represented satisfactorily by placing a (proper) probability distribution
over all values for θ not lying in the interval [θ0 − ε, θ0 + ε].
The need to express prior beliefs using probabilities and probability distributions in
the Bayesian approach places a rigid structure on the way such beliefs can be represented,
which may lead to prior opinion being excessively favoured over information contained
in the data. On the other hand, it could be argued that the one-sided P value and the
Q value methods allow prior beliefs to be incorporated into the inferential process in a
more flexible way, with the result that these beliefs can be modified to a greater extent
if they appear to be inconsistent with the data. In conclusion, it is evident that the
two-step Bayesian approach does not necessarily stand in contradiction to the hybrid
approaches of Section 3 from a foundational viewpoint. Therefore, the choice between
the approaches that have been put forward should be made primarily on the basis of all
the other substantive issues that have been highlighted throughout the present paper.
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