The implementation on vector computers of the QR algorithm and of iterative schemes based on obtaining the determinant and its derivatives by Hyman's method are presented. It is shown that iterative schemes based on Hyman's method will probably be more efficient than the QR algorithm on vector computers for large matrices. A theoretical comparison of the Laguerre iterative scheme with the QR algorithm is presented using the latest available CDC STAR-100 instruction execution times. In addition, the results of several test cases run on the Laguerre-Hyman algorithm on a serial computer are reported.
1. Introduction. The use of the QR algorithm for numerically solving the algebraic eigenvalue problem Ax = Xx, where A is an « x « upper Hessenberg matrix, has steadily increased since its introduction by Francis [1] in 1961. This algorithm and its many variants, such as the QL algorithm and the rational QR algorithm, have become fixtures in most mathematical subroutine libraries. In fact, most of the algorithms recommended by Wilkinson and Reinsch [6] for solving the various classes of eigenvalue problems are based upon the QR algorithm. Since the operations found in this algorithm are basically vector operations, one would expect that the QR algorithm would be the basic eigenvalue solver for the new vector computers, such as the Control Data Corporation STAR and the Texas Instruments ASC computers. The purpose of this paper is to examine the QR algorithm on vector computers and to compare these results with iterative schemes based on obtaining the determinant and its derivatives by Hyman's method. Particular attention will be paid to the Laguerre iterative scheme.
Comparison Basis on Vector
Computers. On serial computers, the relative merits of linear algebra algorithms were determined primarily by counting the number of arithmetic operations. This operation count was usually expressed in terms of the highest power of «, the order of the matrix problem. Using the problem of solving a system of linear equations as an example, the operation count for the Gaussian elimination algorithm is «3/3 while the operation count for the Gauss-Jordan elimination algorithm is «3/2. Hence, the former algorithm should usually be preferred on serial computers.
The method of comparing algorithms on vector computers will be slightly different due to the nature of these computers. Since vector operations are expected to be, and should be, the dominant time-consuming operations for linear algebra algorithms, the relative merits of these algorithms on vector computers will be determined by summing the number of clocks (minor cycles) required for the vector instructions. One cannot merely count the number of arithmetic operations on these computers since the time required for a single arithmetic operation is not constant throughout the algorithm. This is easily seen by examining the timing equation for vector instructions.
The general equation for determining the number of clocks required for a vector instruction is given by S + c[l/p], where [x] denotes the smallest integer greater than or equal to x, S is called the start-up time, c is called the incremental cost, p is called the increment size and is related to memory access, and / denotes the length of the vector.
The assumption that S » c/p will be used throughout this paper. This assumption is true on the existing vector computers and is expected to be a general characteristic of all vector computers. Thus, considerable time is spent initially to start the vector instruction and this time is independent of the length of the vector. This indicates that the use of long vectors is advantageous on these computers. Note, however, that the maximum number of "free" arithmetic operations in a vector instruction is p and increasing the vector length without sufficient justification would be inefficient. This is a significant difference from parallel computers where there is no penalty for using all the available processors even if these extra generated answers are never used.
Since the values of S, c, and p are expected to depend upon the type of vector instruction to be executed, a subscript notation will be used in this paper to denote the various values of these parameters. A subscript of +, *, and 2 denotes addition/ subtraction, multiplication, and dot product, respectively. For example, S£ denotes the start-up time for a vector dot product instruction, c+ denotes the incremental cost for a vector addition or subtraction instruction, etc.
An important point which should not be overlooked is that some vector computers require the components of each of the vectors in a vector instruction to be in contiguous storage locations. This paper will only consider vector computers of this type (e.g. CDC STAR). Thus, algorithms must know whether the matrix is stored columnwise or rowwise and set up the vector instructions accordingly. 
X xl
Recalling that the matrix is stored columnwise and denoting the kth column of A by a^k\ the postmultiplication of A by P4 begins by multiplying ¿rs^ and ¿r6' by u2 and u3, respectively. Then, a^ is added to u2a^; and this sum is then added to u3a^6\ This vector sum (¿/4) + u2a^5^ + u3a^) is multiplied by v, and subtracted from a^4\ then multiplied by v2 and subtracted from <r5\ and finally multiplied by i>3 and subtracted from <r6\ Thus, the postmultiplication requires one vector multiplication and one vector addition of vector length 6, and four vector multiplications and four vector additions/subtractions of vector length 7. Table 1 Computation of A' = PkA in QR Algorithm For the fcth step with 2 < k < « -2, the vector and serial operations required in the premultiplication of A by Pk is given in Table 1 with the following notation: Ä = iI-uvT)A =PkA, uT = (0, .. . ,0, l,u2,u3,0,...,Q), vT = (0, . . . , 0, u,,i;2,u3,0, ... ,0).
Similarly for k = 1, one dot product of vector length 2, (« -1) dot products of vector length 3 and n vector multiplications and « vector additions/subtractions of vector length 3 are required; and for k = « -1, two dot products, two vector multiplications, and two vector additions/subtractions with a vector length of 2 are required. Thus, the total number of clocks required for the premultiplications in one QR iteration on a vector computer is given by
The vector and serial operations required in the postmultiplication of A ' by Pk for k < « -3 is given in Table 2 where Howser and Lambiotte [3] have discussed in some detail the vectorization of the backsubstitution process for the CDC STAR computer. If the matrix is stored rowwise, the dot product instruction would be used and if the matrix is stored columnwise, a vector multiplication followed by a vector addition/subtraction would be used. Note that the former storage technique requires only one vector start-up while the latter requires two vector start-ups. But cz/p^ is expected to be larger than cjp* + c+/p+; and hence, the matrix should be stored rowwise when n is "small" and columnwise when « is "large". In this paper, it is assumed that « is large and the matrix is stored columnwise. Thus, the total number of clocks required to compute /(z) and the first r -1 derivatives of/(z) when z is real is given by When z is complex, the number of clocks would be twice the above number using a vectorization of the technique described in Wilkinson [5] . This yields the type of result expected for linear algebra algorithms on a vector computer. That is, a process which requires on the order of «2 operations on a serial computer requires on the order of « vector operations on a vector computer.
The Laguerre iteration scheme has been coded for the CDC 6000 series computers at NASA, Langley Research Center to use in a comparison with the QR algorithm. Tire basic roundoff error for these computers is approximately 10~14. The salient features of this code are as follows:
(1) The determinant and its first two derivatives are required. where X,, X2, . . . , Xr are the previously computed zeros of /(z).
(4) The starting value for the iteration to each eigenvalue may be given to the subroutine by the user. If not, the starting value for computing the first eigenvalue is taken to be 11.4 IL. Thereafter, the starting value for finding the (r + l)th eigenvalue if g'ri\) ^ 0 is taken to be Xr ~ gri\)lg'ri\)> where \ is the rth eigenvalue or IUIL ifgr(Xr) = 0. (5) If the convergence appears to be linear after the first test has been passed in the acceptance criterion, an attempt is made to obtain cubic convergence by trying the iteration assuming the eigenvalue which is being approached has multiplicity 2. If convergence still appears linear, a multiplicity of 3 is tried. If this also fails, the multiplicity is reset to 1 and the eigenvalue is found through linear convergence.
(6) The matrix is partitioned into submatrices if a negligible subdiagonal is found. Most of these points are discussed in detail by Parlett [4] or Chapter 7 of Wilkinson [5] .
The starting value described in item (4) is not crucial. If a starting value which is larger than the largest real eigenvalue is chosen, the real eigenvalues have a tendency to be found in algebraically decreasing order. This is the motivation for using ll.«4IL. Gerschgorin theorems could be employed to determine another reasonable starting value. Also, the simple choice of using 0 as the starting value has some merit. (2) is 2Î4«2 + 757H«. Thus, for every large «, one Laguerre-Hyman iteration is faster than one QR iteration by a factor of roughly 84! These timing formulas also indicate why the term corresponding to the second highest power of « should be included. On vector computers, this term will probably contain most of the start-up times and usually will be of one or two orders of magnitude greater than the term corresponding to the highest power of «.
To carry this comparison further, one can make some reasonable assumptions concerning the QR and Laguerre-Hyman algorithms and obtain estimates for the number of clocks required to find all the eigenvalues of an « x « real matrix. The assumptions for the QR algorithm are first that the average number of iterations per eigenvalue is 13á. This has been reported by Wilkinson and Reinsch [6] , and it also has been this author's experience. Second, the average order of the deflated matrix used in the QR algorithm is 2«/3. This, at first, appears to be an unrealistic assumption since the matrix begins with order « and is deflated by one or two until the order is zero. Using 2«/3 for the average order instead of Vm attempts to offset the fact that more iterations are required while the matrix has high order than later in the algorithm. Under these two assumptions, the total number of clocks required by the vector instructions in the QR algorithm to find all the eigenvalues of an « x « matrix is given by = 147 j^n3 + 1698 |«2.
The assumption for the Laguerre-Hyman algorithm is that the average number of iterations per eigenvalue is seven. This has been this author's experience on computing the eigenvalues of twenty-five test cases by this algorithm on serial computers. These test cases all had distinct eigenvalues and the order of matrices ranged between 5 and 75. Thus, this comparison indicates that the QR algorithm would be faster for matrices of order 27 or smaller and the Laguerre-Hyman algorithm would be faster for matrices of order greater than 27. For a matrix of order 100, the Laguerre-Hyman algorithm would be faster than the QR algorithm by a factor of almost 2Yt.
When comparisons are actually made on the STAR computer, the order of the matrix for which the Laguerre-Hyman algorithm becomes faster will probably be larger than indicated in the previous paragraph. This will be due to the presence of considerable more logic and scalar arithmetic in the Laguerre-Hyman algorithm than in the QR algorithm. Also, the ability of the QR algorithm to detect consecutive "small" subdiagonals to decrease the computations in an iteration will tend to increase this value of«.
Another point which has not been discussed thus far is that of paging on the The eigenvalues are 1, ± i, and -1 with a multiplicity of 3 and only one eigenvector. The eigenvalues returned from the Laguerre-Hyman algorithm and the number of iterations necessary to compute them are given in Table 1 . The eigenvalues 1 and ± i axe computed to within a few digits of machine accuracy and the eigenvalues -1 are computed to approximately cube root of machine accuracy.
On all the many test matrices which have been tried, the Laguerre-Hyman algorithm performed satisfactorily except on those matrices which contained eigenvalues so ill-conditioned that the first test for convergence could not be passed; that is, the eigenvalues could not be found accurately to three significant digits. On these matrices, the iteration count was exceeded and the appropriate error flag was set..
