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We introduce topological invariants for critical bosonic and fermionic chains. More generally, the symmetry
properties of operators in the low-energy conformal field theory (CFT) provide discrete invariants, establishing
the notion of symmetry-enriched quantum criticality. For nonlocal operators, these invariants are topological
and imply the presence of localized edge modes. Depending on the symmetry, the finite-size splitting of this
topological degeneracy can be exponential or algebraic in system size. An example of the former is given
by tuning the spin-1 Heisenberg chain to an Ising phase. An example of the latter arises between the gapped
Ising and cluster phases: this symmetry-enriched Ising CFT has an edge mode with finite-size splitting ∼
1/L14. More generally, our formalism unifies various examples previously studied in the literature. Similar to
gapped symmetry-protected topological phases, a given CFT can split into several distinct symmetry-enriched
CFTs. This raises the question of classification, to which we give a partial answer—including a complete
characterization of symmetry-enriched Ising CFTs.
I. INTRODUCTION
Topological phases of quantum matter are fascinating emer-
gent phenomena, commonly characterized by nonlocal order
parameters in the bulk and exotic behavior at the boundary.
A subclass of gapped topological phases are the so-called
symmetry-protected topological (SPT) phases, which are only
nontrivial in the presence of certain global symmetries [1–8].
In one dimension, SPT phases have ground stage degenera-
cies associated to their boundaries, called zero-energy edge
modes [9, 10]. These edge modes are often exponentially
localized with the same length scale as the bulk correlation
length, seemingly suggesting that the bulk gap is essential.
However, in recent years, studies have shown the existence
of critical chains that nevertheless host topologically protected
edge modes, with either algebraic or exponential finite-size
splitting [11–26]. Our work provides a unifying framework
for this phenomenon, placing it into the more general context
of symmetry-enriched quantum criticality. The idea is simple:
a given universality class can split into various distinct classes
when additional symmetries are imposed. These can be dis-
tinguished by symmetry properties of either local or nonlocal
operators. The latter case provides a topological invariant and
can imply emergent edge modes!
Our work unifies in two respects. First, as already men-
tioned, it offers a framework that incorporates previously stud-
ied examples, giving a common explanation for the observed
edge modes at criticality—whilst also introducing qualita-
tively novel instances. Second, the invariants we introduce
are direct generalizations of those studied in the gapped case,
protecting edge modes in both settings. In particular, SPT
and spontaneously symmetry-breaking phases correspond to
the special cases where the bulk universality class is chosen
to be trivial. This puts in perspective how much is left to be
explored: one can repeat the study and classification for any
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FIG. 1. Persistent edge mode in spin-1 XXZ chain at criticality.
(a) The bulk correlation length ξ blows up, whereas the edge mode
localization length ξloc stays finite. (b) The latter can be measured in
two ways: firstly, the two ground states | ↑l↓r〉±| ↓l↑r〉 have a split-
ting which is exponentially small in system size L, or, equivalently,
the two states differ by an operator which is exponentially localized
near the edges (L is the region we trace out near an edge before cal-
culating the distance of the two density matrices). The dashed lines
are proportional to exp(−L/ξloc) with ξloc ≈ 3.3.
choice of universality class. In this work, we focus on univer-
sality classes described by conformal field theories (CFTs).
Examples of symmetry-enriched criticality are hiding in
plain sight. These tend to occur at phase transitions where
the neighboring gapped phases are non-trivial. For example,
a paradigmatic SPT phase is the Haldane phase, realized in
the spin-1 Heisenberg chain [3, 10, 27–30]. By introducing
an easy-axis anisotropy, this can be driven to an Ising phase:
HXXZ = J
∑
n
(
SxnS
x
n+1 + S
y
nS
y
n+1 + ∆S
z
nS
z
n+1
)
. (1)
These two gapped phases are separated by an Ising critical
point at ∆c ≈ 1.1856 [31]. We point out that, although the
bulk correlation length diverges, a twofold degeneracy with
open boundaries remains exponentially localized, shown in
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2Fig. 1. We will show that this Ising CFT is topologically en-
riched by pi-rotations around the principal axes (a Z2 × Z2
group), explaining the observed edge modes.
The concepts developed in this work apply to symmetry-
enriched CFTs with a general on-site symmetry group G; we
refer to them also as G-enriched CFTs, or G-CFTs for short.
This is not only relevant for condensed matter systems—
such as the example described above—but also to high-energy
physics; in particular, G-CFTs can be related to discrete tor-
sion of orbifold CFTs, arising in string theory [32–34], al-
though edge modes had not yet been pointed out in that con-
text. For illustrative purposes, we focus on two particular
symmetry groups in this work: the unitary group Z2 × Z2
and the anti-unitary Z2 × ZT2 (where complex conjugation is
defined relative to an on-site basis). In particular, for the Ising
CFT, the former (latter) gives rise to edge modes whose finite-
size splitting is exponentially (algebraically) small in system
size. For the algebraic splitting, we show that the power is re-
markably high,∼ 1/L14. We also discuss the classification of
such symmetry-enriched CFTs, providing a complete answer
in the case of the Ising CFT for a general symmetry group G.
The remainder of this paper is is organized as follows.
Since the essential concepts can be readily understood, we
give an overview in Section II. This provides a self-contained
summary for the reader in a hurry, and can serve as a guide
to the other sections. In particular, it introduces and motivates
the notion of symmetry flux: this is the key player throughout
this work and allows us to define topological invariants at crit-
icality. Moreover, Section II gives a sense of how this invari-
ant protects edge modes at criticality. Symmetry fluxes and
edge modes are discussed more systematically in Sections III
and IV, respectively. Section V concerns the classification of
G-enriched CFTs. A fermionic example is presented in Sec-
tion VI, and, finally, in Section VII we show how previous
works fit into our framework.
II. A CONCEPTUAL OVERVIEW
In this overview, we present the main messages of this
work, introducing and motivating the relevant concepts by us-
ing the symmetry groupG = Z2×ZT2 as an illustrative exam-
ple (ZT2 denotes the group generated by an anti-unitary sym-
metry that squares to the identity). This overview can serve
as a guide to the other sections—where definitions, examples
and results are discussed in detail. Here we consider spin-
1/2 chains, denoting the Pauli matrices by X , Y and Z, and
representing the symmetry group Z2 × ZT2 by the spin-flip
P ≡ ∏nXn and an anti-unitary symmetry given by complex
conjugation in this basis, T ≡ K.
A. Bulk invariants from symmetry properties of operators
The key idea is that symmetry properties of both local and
nonlocal operators allow us to define discrete invariants—
even for critical systems. The simplest example is given by
the two critical Ising chains:
H = −∑n(ZnZn+1 +Xn),
H ′ = −∑n(YnYn+1 +Xn). (2)
Both are known to be described by the Ising universality class,
or, equivalently, the conformal field theory (CFT) with central
charge c = 1/2 [35]. This universality class has a unique local
operator σ(x) with scaling dimension ∆σ = 1/8 (meaning
that 〈σ(x)σ(0)〉 ∼ 1/x2∆σ ) [35]. There are various choices of
microscopic operators on the lattice that generate this operator
in the low-energy effective theory, e.g., σ(x) ∼ Zn for H
and σ(x) ∼ Yn for H ′. We observe that these two operators
transform differently under complex conjugation T . We say
that these two Ising CFTs are enriched by the ZT2 symmetry
T , with the former CFT obeying TσT = +σ and the latter
TσT = −σ. Indeed, one can argue that this charge is always
discrete, i.e. TσT = ±σ, and that it is well-defined, i.e., all
choices of lattice operators that generate σ in the low-energy
effective theory have the same charge/sign if T is an unbroken
symmetry1. This discrete invariant cannot change as long as
we stay within the Ising universality class.
What is the consequence of such an invariant? It means that
any G-symmetric path of gapless Hamiltonians connecting H
and H ′ must at some point go through a different universality
class. For example, consider the interpolation λH+(1−λ)H ′
(with 0 ≤ λ ≤ 1): this is everywhere in the Ising universality
class except at the halfway point λ = 1/2, where the system
passes through a multi-critical point (with a dynamical critical
exponent zdyn = 2). Alternatively, λH − (1 − λ)H ′ passes
through a Gaussian fixed point (central charge c = 1) at λ =
1/2. It is at these non-Ising points that the property TσT =
±σ changes. Of course, the G-symmetry of the path is key:
H and H ′ are unitarily equivalent by a rotation around the
x-axis, e−iα
∑
nXn (0 ≤ α ≤ pi/4), but this path violates
complex conjugation symmetry T .
The above examples could be distinguished by symmetry
properties of local operators. The more interesting case, how-
ever, is when two enriched critical points can only be dis-
tinguished by the symmetry properties of nonlocal operators.
Such an example is given by:
H = −∑n(ZnZn+1 +Xn),
H ′′ = −∑n(ZnZn+1 + Zn−1XnZn+1). (3)
These two systems cannot be distinguished by a local opera-
tor; in particular, both are described by the Ising universal-
ity class with σ(x) ∼ Zn [36], i.e., TσT = +σ. How-
ever, the Ising CFT also has a nonlocal operator µ(x) with
scaling dimension ∆µ = 1/8—this is related to the local
σ(x) under Kramers-Wannier duality. For the usual critical
Ising chain, this is known to be the string operator µ(x) ∼
· · ·Xn−2Xn−1Xn at any position n. For H ′′, however, one
1 Both statements follow from that the fact that if O1 and O2 both generate
σ, then 〈O1O2〉 6= 0 (following from the fusion rule σ × σ = 1 + ε)
which must be real if T is unbroken.
3can show that µ(x) ∼ · · ·Xn−2Xn−1YnZn+1 [36]. This sug-
gests that the two models are two distinct G-enriched Ising
CFTs distinguished by TµT = ±µ. To establish this, we
need to ensure that the charge of µ is well-defined, i.e., that it
is independent of our choice of operator on the lattice. This
requires us to introduce the notion of a symmetry flux.
To motivate the idea of a symmetry flux, let us first observe
that the above nonlocal lattice operators corresponding to µ
are of the form
∏
m<nXmOn, i.e., their strings consist of the
same on-site unitaries that form the Z2 symmetry P =
∏
Xn.
The endpoint operator On chosen such that the resulting ob-
ject has the slowest possible decay (On = Xn for H and
On = YnZn+1 forH ′′). Indeed, for the Ising CFT it is known
that ∆ = 1/8 is the smallest possible scaling dimension [35].
We call such a string operator with slowest possible decay
the symmetry flux of P . One can argue—as we do in Sec-
tion III—that once one fixes the Z2 symmetry under consid-
eration (here P ), then the Ising universality class has a unique
symmetry flux, even in the presence of additional gapped de-
grees of freedom2! This means that we have a well-defined
charge TµT = ±µ. We say that the above two models, H
and H ′′, realize two distinct Z2 × ZT2 -enriched Ising CFTs.
Moreover, since this is based on charges of nonlocal opera-
tors, we say that they are topologically distinct.
We thus propose that distinct symmetry-enriched CFTs can
be distinguished by how symmetry fluxes of g ∈ G are
charged under the other symmetries in G. For the models
in Eq. (3), the discrete invariant is the sign picked up when
conjugating the symmetry flux of P by T . The beauty of
this invariant is that it works equally well for gapped phases.
In that case, asking for the slowest possible decay is ask-
ing for long-range order. In other words, the aforementioned
symmetry flux now coincides with the string order parame-
ter for gapped symmetry-protected topological (SPT) phases
[37, 38]. The connection between the gapless and gapped case
can be made even more direct: the Ising universality class
can be perturbed3 into a symmetric gapped phase by condens-
ing the symmetry flux µ(x), i.e., the gapped phase will have
long-range order lim|x−y|→∞〈µ(x)µ(y)〉 6= 0. Hence, we see
that the usual Ising critical chain H can be perturbed into the
trivial phase with string order parameter · · ·Xn−2Xn−1Xn,
whereas H ′′ will flow to a non-trivial SPT phase with string
order parameter · · ·Xn−2Xn−1YnZn+1 (the so-called cluster
phase [39–43]). In the gapped symmetry-preserving case, one
can argue that the symmetry flux is always unique in one spa-
tial dimension; this follows from the principle of symmetry
fractionalization [1, 2]. Indeed, the symmetry properties of its
endpoint operatorOn encode the projective representation (or,
equivalently, the second group cohomology class) labeling the
gapped phase.
2 E.g., consider a gapped SPT phase with long-range order in a string order
parameter An which is odd under T . If this is stacked on top of a critical
chain, then µ and µA have the same scaling dimension ∆ = 1/8 yet
distinct charges. Fortunately, they are distinguished by their string, i.e.,
they are symmetry fluxes for distinct symmetries.
3 By adding ε(x) ∼ −µ(x)µ(x+ a) + σ(x)σ(x+ a) to the Hamiltonian.
B. Edge modes from charged symmetry fluxes
If a symmetry flux has a non-trivial charge under another
symmetry, then this can be linked to ground state degenera-
cies in the presence of open boundary conditions. We argue
this more generally in Section V; here we illustrate this for
the lattice model H ′′ in Eq. (3), taking a half-infinite system
with sites n = 1, 2, · · · . We show that the boundary of this
critical chain spontaneously magnetizes (see Ref. 21 for a re-
lated system). Indeed, on the lattice we see that Z1 commutes
with H ′′; the spontaneous edge magnetization Z1 = ±1 thus
gives a twofold degeneracy. To see that this magnetization
is not a mere artifact of our fine-tuned model, we can study
its stability in the Ising CFT starting with 〈σ(x ≈ 0)〉 6= 0
(with the boundary at x = 0). If we add the P -symmetry
flux µ(0) to the Hamiltonian, this would connect the two or-
dering directions and hence destabilize them. This is what
would happen for the usual Ising chain H , where the symme-
try flux is condensed near the boundary, 〈µ(0)〉 6= 0, giving
us a symmetry-preserving boundary condition, 〈σ(0)〉 = 0
[44]. However, if TµT = −µ, the ZT2 symmetry prevents
us from adding this perturbation, and, remarkably, the edge
magnetization is stable! Indeed, in Section IV we show that
all symmetry-allowed perturbations correspond to operators
with scaling dimension greater than one—implying that they
are irrelevant for the boundary RG flow. In summary, the zero-
dimensional edge spontaneously breaks P symmetry, stabi-
lized by the Z2 × ZT2 -enriched bulk CFT.
It is important to note that this degeneracy crucially relies
on the presence of an edge. The key reason for this is that,
while µ(x) is nonlocal in the bulk, it is local near a bound-
ary, i.e., its string can terminate4; see Section IV for how
this enters the general argument. Indeed, H ′′ has a unique
ground state with periodic boundary conditions. In fact, in
that case H and H ′′ are related by the unitary transformation
U =
∏
n(CZ)n,n+1, where CZ is the control-Z gate—and
it is well-established that H has a unique ground state. This
unitary transformation also relates the trivial gapped phase to
the non-trivial gapped cluster phase [40].
Thus far, we have focused on a single end, giving the com-
plete story for a half-infinite system. For a finite system of
length L, we need to consider the finite-size splitting of the
symmetry-preserving states which entangle both edges:
| ↑l↑r〉 ± | ↓l↓r〉 and | ↑l↓r〉 ± | ↓l↑r〉. (4)
In general, to analytically determine such finite-size splitting,
it is useful to start in the scale-invariant RG fixed point limit
and then consider what additional perturbations are necessary
to distinguish the states. For example, if the system is gapped,
then all four states in Eq. (4) are degenerate in the fixed point
limit. The only way a local perturbation can then couple the
two edges is at Lth order in perturbation theory. Indeed, for
gapped SPT phases, the finite-size splitting is exponentially
4 Note that terminating its string in the bulk would effectively lead to a two-
point operator µ(x)µ(y).
4small in system size [43]. For critical systems, however, the
RG fixed point limit is richer, being described by a CFT. In
particular, it is known [45] that the two anti-ferromagnetic
states in Eq. (4) are split from the ferromagnetic ones at the en-
ergy scale5 ∼ 1/L, the same as the finite-size bulk gap. This is
due to the spontaneous boundary magnetizations sensing their
(mis)alignment through the critical bulk. The remaining two
states, | ↑l↑r〉±| ↓l↓r〉, are exactly degenerate within the CFT.
They can be split by perturbing away from the fixed point limit
by adding RG-irrelevant perturbations. The splitting can al-
ready occur at second order in perturbation theory (intuitively,
each edge has to couple to the critical bulk). Nevertheless, we
show that the dominant contribution has a surprisingly large
power ∼ 1/L14, caused by the so-called seventh descendant
of µ; see Section IV for a derivation.
The above twofold degeneracy with open boundaries is
the generic result for a topologically non-trivial symmetry-
enriched Ising CFT. The nature of its finite-size splitting de-
pends on the protecting symmetry. In the above case, where µ
is odd under an anti-unitary symmetry, we found an algebraic
splitting ∼ 1/L14. In other scenarios, µ may be odd under
a symmetry associated to additional gapped degrees of free-
dom, which by the same perturbative argument would lead to
an exponentially small finite-size splitting. This is in agree-
ment with the observations in Ref. 21, and is also what we
observe in Fig. 1. Both scenarios are discussed in detail in
Section IV.
C. Classifying G-CFTs
In the above, we defined discrete invariants. Two natural
questions arise: given a universality class, how many dis-
tinct invariants can one realize; and are these invariants com-
plete? More precisely, if all local operators and symmetry
fluxes have the same symmetry properties, can the models be
smoothly connected whilst preserving their universality class?
We explore this in Section V, arguing that it is indeed com-
plete for the Ising CFT. In particular, we discuss the case
for the symmetry group G = Z2 × Z2 for illustrative pur-
poses. We first recall the six distinct gapped phases in this
symmetry class, after which we study the universality classes
that naturally arise at the
(
6
2
)
= 15 direct transitions between
these phases. In particular, we find nine distinct Z2 × Z2-
enriched Ising (c = 1/2) universality classes, whereas we
show that all Z2 × Z2-enriched Gaussian (c = 1) transi-
tions can be connected (if they have minimal codimension,
as explained in Section V). For the c = 1 case, we construct
exactly-solvable models that allow us to connect symmetry-
enriched CFTs which have seemingly distinct symmetry prop-
erties. This is possible since—unlike for the Ising CFT—there
is a connected family of different c = 1 universality classes
along which scaling dimensions can cross, such that the sym-
metry properties of symmetry fluxes need not be invariant for
5 This is the only possible nonzero energy scale at a fixed point limit.
c = 1. However, as we discuss in Sections V and VII, there
are still non-trivial G-CFTs for c ≥ 1.
D. Majorana edge modes at criticality
The edge mode encountered in the spin chain H ′′ in Eq. (3)
is rather unusual from the gapped perspective. Firstly, the
ground state is unique with periodic boundary conditions,
and twofold6 degenerate with open boundaries. There is no
gapped bosonic SPT phase with this property. Moreover,
while the ground states | ↑l↑r〉 ± | ↓l↓r〉 can be toggled by
a local edge mode operator Z1 ∼ σ(0), such cat states are
unstable and the system would collapse into | ↑l↑r〉 or | ↓l↓r〉
(i.e., the zero-dimensional edges exhibits spontaneous sym-
metry breaking, which is not possible in the absence of a
bulk). In this collapsed basis, one would need an extensive
operator P to toggle between them.
In Section VI we give a fermionic example where the edge
mode is more conventional: the bulk is a free Majorana c = 12
CFT, and each boundary hosts a localized zero-energy Majo-
rana edge mode. This has the same ground state degeneracy as
the usual gapped Kitaev chain [46]. Moreover, similar to the
latter, there is an edge Majorana operator that toggles between
the two (stable) ground states. The system is characterized by
the symmetry flux of fermionic parity symmetry being odd
under spinless time-reversal symmetry.
This critical Majorana chain arises as a phase transition
from the gapped phase with two Majorana modes (per edge)
protected by spinless time-reversal, to the Kitaev chain phase
with one Majorana mode (per edge)—at the transition, one
edge mode delocalizes, becoming the bulk critical mode,
whereas the other mode remains localized [24]. We note that
this fermionic system is in fact related to H ′′ by a Jordan-
Wigner transformation [43]. In the spin chain language, start-
ing from the gapped cluster phase, two of the four degenerate
ground states with open boundary conditions have a splitting
that is determined by the bulk correlation length: these be-
come delocalized at the critical point toward the Ising phase,
with only the above twofold degeneracy remaining. Entering
the gapped Ising phase, we have an edge magnetization which
gradually merges with the bulk magnetization as we go deeper
into the phase; see also Ref. [47].
E. A unified language
There is already a considerable body of work on critical
one-dimensional systems with topological edge modes [11–
25]. Section VII is devoted to demonstrating how our for-
malism allows us to unify previous works. We illustrate this
for Refs. [11, 16, 21, 24, 48], showing how the models intro-
duced therein can be interpreted as G-enriched Ising or Gaus-
sian CFTs. This automatically identifies novel discrete bulk
6 We do not count the states whose finite-size splitting scales as the bulk gap
∼ 1/L.
5invariants for these systems in terms of their symmetry fluxes,
ensuring the presence of protected edge modes.
III. SYMMETRY FLUXES AND TOPOLOGICAL
INVARIANTS
In this section, we explain how to define discrete topologi-
cal invariants for both gapped and gapless systems. We do this
by introducing the notion of symmetry fluxes; their charges
will be the invariants. In Section III B, we illustrate how this
indeed associates a topological invariant to the Ising critical
point of the spin-1 XXZ chain encountered in Fig. 1. These
invariants constrain the possible structure of phase diagrams,
as we illustrate in Section III C. This section is devoted to bulk
properties; the related phenomenon of topological edge modes
is discussed in Section IV.
A. Defining symmetry fluxes and their charges
Consider a symmetry element g ∈ G, where G is the sym-
metry group of the Hamiltonian. If this is represented on the
lattice by an unbroken on-site unitary operator Ug =
∏
n U
g
n ,
we can associate to it a so-called symmetry flux. This is de-
fined to be a (half-infinite) string operator of the form Sgn ≡
· · ·Ugn−3Ugn−2Ugn−1Ogn where the local endpoint operatorOgn
is chosen such that the resulting correlator,
〈Sg†m Sgn〉 = 〈Og†mUgmUgm+1 · · ·Ugn−1Ogn〉, (5)
has the slowest possible decay as a function of |n −m|, with
leading positive7 term. In practice, the correlator in Eq. (5)
has two possible functional forms, depending on whether or
not Ug is associated to gapped degrees of freedom—meaning
that all particles charged under this symmetry are massive. If
this is the case, its symmetry flux has long-range order (i.e.,
it tends to a finite positive value). Otherwise, there is alge-
braic decay, 〈SgmSgn〉 ∼ 1/|n −m|2∆g . (Note that any decay
faster than algebraic would imply symmetry breaking.) The
exponent ∆g is called the scaling dimension of Sg and is by
definition as small as possible; long-range order can be seen as
the special case ∆g = 0. The universality class of the system
determines the value of ∆g .
An obvious and important question is whether—for a given
model—the above definition specifies a unique symmetry
flux. To make this question precise—and to avoid a trivial
overcounting8—we can naturally define an inner product be-
tween symmetry fluxes:
〈S˜g|Sg〉sym ≡ lim|n−m|→∞ |n−m|
2∆g 〈O˜g†mUgm · · ·Ugn−1Ogn〉,
(6)
7 This can be ensured by absorbing spatially varying phase factors intoOn.
8 E.g., multiplying any symmetry flux by an operator which has a nonzero
expectation value would not change its decay.
where Sgn and S˜gn are two symmetry fluxes obeying the
above definition. We see that norms are strictly positive,
〈Sg|Sg〉sym > 0, making the above inner product positive def-
inite. This gives us a notion of whether two symmetry fluxes
are linearly dependent or not. We thus have a vector space
spanned by the symmetry fluxes of g ∈ G, and its dimension
Dg is a property of the universality class, as we will soon dis-
cuss (e.g., it is one-dimensional for gapped systems and for
the Ising universality class).
1. Charges of symmetry fluxes
The group G has a natural action on symmetry fluxes via
UhSgUh†. It is easy to see that this is a symmetry flux for
hgh−1. It is hence natural to take h from the subgroup of all
elements commuting with g—the stabilizer C(g)—such that
UhSgUh† is again a symmetry flux for g. In particular, if
the space of symmetry fluxes of g is one-dimensional, then
this new flux must be linearly dependent on Sg . We define
the relative phase to be the charge of the symmetry flux of
g under h. In general, we can define this through the inner
product: 〈Sg|UhSgUh†〉sym = χg(h) ∈ U(1). However, in
practice one chooses the endpoint operator Og to transform
nicely under C(g), in which case we can directly read off the
charge from UhSgUh† = χg(h)Sg . If G is abelian, it can be
shown that these charges are classified by H2(G,U(1)); see
Appendix A for details.
The charges under anti-unitary symmetries are slightly
more subtle, since they seemingly change if we redefine Sg →
iSg . We thus need to fix a gauge. If g is of order m (i.e.,
gm = 1), then (Sg)m is a local operator (i.e., the string has
disappeared). This means that is sensible to calculate its vac-
uum expectation value—which is generically nonzero—and
we fix the gauge by requiring this to be positive: 〈(Sg)n〉 > 0.
The above showed that charges are straightforwardly de-
fined if the symmetry flux is unique, directly giving access
to discrete invariants. We now show that this uniqueness is
indeed guaranteed if, for example, the bulk is gapped or de-
scribed by the Ising universality class. We also touch upon
the more general case where the space of symmetry fluxes is
higher-dimensional.
2. Symmetry fluxes for gapped phases
In the gapped case, the symmetry flux for any unbroken
symmetry g ∈ G is unique, i.e., any two symmetry fluxes are
linearly dependent. This follows from the concept of symme-
try fractionalization (see Appendix A 3 for a proof). Indeed,
in this case the above definition of the symmetry flux coin-
cides with the well-known notion of a string order parame-
ter characterizing the phase [37, 38]. Note that this unique-
ness applies even to critical systems as long as Ug acts non-
trivially only on gapped degrees of freedom. The uniqueness
of this symmetry flux implies we have well-defined charges
χg(h).
6It is known that gapped phases are classified by topolog-
ically distinct projective representations of G which are la-
beled by a so-called cocycle ω ∈ H2(G,U(1)) [1–3]. The
above charges χg(h) can be expressed in terms of this cocy-
cle (see Appendix A 3). The converse is also true for, e.g.,
abelian groups G: in Appendix A 3 we prove that the cocycle
can be reconstructed from knowing the charges. This is not
true for arbitrary groups G. Nevertheless, in practice knowing
the charges is often equivalent to knowing the projective rep-
resentations (the simplest known counter-example involves a
group of 128 elements [37]).
3. Symmetry fluxes for the Ising universality class
We now show that if one is given a G-symmetric lat-
tice model where some degrees of freedom are described by
the Ising universality class and other degrees of freedom (if
present) are gapped, then any g ∈ G has a unique symmetry
flux Sg . Firstly, the Ising CFT is known to have an emergent
Z2 symmetry (i.e., this makes no reference to what the sym-
metries of the lattice model might be) and it is known that
this has a unique9 symmetry flux µ which moreover has scal-
ing dimension ∆µ = 1/8 [35]. Secondly, this is the only
unitary on-site symmetry of the Ising CFT [49], hence any
lattice symmetry which acts non-trivially on the local degrees
of freedom of the CFT must coincide—for the gapless part of
the spectrum—with the emergent Z2 symmetry, thereby in-
heriting the uniqueness of its symmetry flux. A part of the
symmetry can of course also act non-trivially on additional
gapped degrees of freedom, but as argued in Section III A 2,
this does not affect the conclusion of uniqueness.
In summary, for any g ∈ G we have a unique symme-
try flux. Its scaling dimension is ∆g = 1/8 if g acts non-
trivially on the CFT, otherwise ∆g = 0. As described in
Section III A 1, this uniqueness gives us well-defined charges
χg(h) ∈ U(1) under any symmetry h that commutes with
g. These charges form a discrete invariant of the symmetry-
enriched Ising CFT. We will see an example of this in subsec-
tion III B.
4. Symmetry fluxes for general universality classes
In the above two cases, for each g ∈ G, the vector space
of symmetry fluxes happened to be one-dimensional. More
generally, it might have some dimension Dg , such that each
basis of symmetry fluxes Sgα come with an additional label
α = 1, . . . , Dg . Hence, the subgroup of elements that com-
mute with g (the stabilizer of g) has a higher-dimensional rep-
resentation on this space of fluxes, UhSgαUh† = Rgα,β(h)Sgβ .
For example, Dg > 1 generically happens at transitions be-
tween distinct SPT phases (or between G-CFTs), where the
different symmetry fluxes become degenerate.
9 This is because the partition function in the sector twisted by the emergent
Z2 symmetry has a unique ground state.
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FIG. 2. Order parameters and symmetry fluxes for the spin-1
XXZ chain. (a) The Haldane string order parameter and Ising order
parameter have long-range order in the SPT and symmetry-breaking
phase, respectively. (b) At criticality, the long-range order is replaced
by algebraic decay. Both operators have the same scaling dimension
(i.e., their correlators decay as ∼ 1/|n − m|2∆ with ∆ = 1/8;
the dashed lines are a guide to the eye) and in the continuum limit
correspond to the µ and σ operators of the Ising CFT, respectively.
We conclude that µ has non-trivial charge under other symmetries,
which functions as a topological invariant.
A higher-dimensional representation can of course still
come with discrete labels (in particular, there are cases where
all degenerate fluxes have the same charges; see Section VII),
but extra care has to be taken before one can conclude that
these give invariants of the G-enriched CFT. In particu-
lar, some CFTs allow for marginal perturbations which can
change Dg . For example, the c = 1 Z2-orbifold CFT allows
for one-dimensional vector spaces of symmetry fluxes (Dg =
1), but this CFT can be smoothly tuned to a compact bo-
son CFT where this representation becomes two-dimensional.
Such a process is explored in a lattice model in Section V
where we use this to connect apparently distinct G-CFTs with
c = 1.
5. Implications for phase diagrams
Identifying discrete invariants for symmetry-enriched uni-
versality classes has strong implications for the possible struc-
ture of phase diagrams. In particular, if two models are
described by the same CFT at low energies but by distinct
symmetry-enriched CFTs, then these two transitions cannot
be smoothly connected in a larger phase diagram. This means
that any path attempting to connect them must have an in-
termediate point where the universality class discontinuously
changes—either to a distinct CFT (necessarily of higher cen-
tral charge) or to something that is not a CFT (e.g., a gapless
point with dynamical critical exponent zdyn 6= 1). Examples
are discussed in subsection III C.
B. Topological invariant for the critical spin-1 anisotropic
Heisenberg chain
Having laid out the general structure of symmetry fluxes,
we are now in a good position to apply this to a concrete
model: the spin-1 XXZ chain. As mentioned in the in-
troduction and as shown in Fig. 1, as one tunes the easy-
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transitions. The tricritical point (hollow marker) is a WZW
SU(2)1 CFT, where the trivial and Haldane string order parameters
both have scaling dimension 1/8. (b) Similar phase diagram for an
exactly solvable S = 1/2 model; in this case, the c = 1 boson CFT
is in the free Dirac universality class (inset: analogue of Fig. 1(a)).
axis anisotropy ∆ from the topological Haldane phase to
the symmetry-breaking Ising phase, there remains a localized
edge mode at the Ising critical point. Here we identify a bulk
topological invariant at criticality, establishing that it indeed
forms a novel symmetry-enriched Ising CFT. This invariant
also explains its edge behavior, as discussed in Section IV.
The gapped Haldane phase is known to be protected by, for
example, the Z2 × Z2 group of pi-rotations (represented by
Rγ =
∏
n e
ipiSγn for γ = x, y, z). This SPT phase has long-
range order in 〈Sγi exp(ipi
∑
i<k<j S
γ
k )S
γ
j 〉. The symmetry
flux of Rγ is thus
∏
m<n e
ipiSγmSγn . Its long-range order is
shown in Fig. 2(a) for γ = x, which indeed vanishes at the
critical point ∆ = ∆c. In the Ising phase for ∆ > ∆c we have
the local order parameter Szn, characterizing the spontaneous
breaking of Rx and Ry .
Despite the vanishing of the long-range order of these or-
der parameters, they still play an important role at criticality:
they are identified by their scaling dimension ∆ = 1/8, as
shown in Fig. 2(b). We thus conclude that—similar to the
known gapped case—the symmetry flux of Rx at criticality
is still the Haldane string order parameter. As discussed in
Section III A 3, this means that the Ising critical point is non-
trivially enriched by Z2 × Z2-symmetry. More concretely, if
we denote the symmetry flux ofRx by µ (using the traditional
notation of scaling operators of the Ising CFT)10, we have the
non-trivial charge RzµRz = −µ.
In passing, we note that the gapped Haldane phase is also
known to be protected by time-reversal symmetry Tspin =
RyK (where K is complex conjugation in the local z-basis).
Similarly, the Ising criticality at ∆ = ∆c is enriched by the
Z2 × ZT2 symmetry generated by Rx and Tspin. Indeed, we
see that TspinµTspin = −µ. It would be interesting to define a
notion of symmetry flux for anti-unitary symmetries.
10 In principle we should label it by µRx , since the symmetry flux ofRy also
has scaling dimension ∆ = 1/8 and may be denoted by µRy .
C. Implications for phase diagrams: bond-alternating spin-1
Heisenberg chain
Having identified the discrete invariant RzµRz = −µ for
the spin-1 XXZ chain at criticality, we can distinguish it from
a trivial Ising criticality where RzµRz = µ. Whereas the for-
mer appears at a phase transition between an Ising phase and a
non-trivial SPT phase, the latter appears as one tunes from/to
a trivial SPT phase11. The discreteness of RzµRz = ±µ
means that these two Ising criticalities cannot be smoothly
connected, constraining the possible structure of phase dia-
grams containing such Ising transitions. This can be illus-
trated by adding, e.g., bond-alternation:
H = J
∑
n
(1−δ(−1)n) (SxnSxn+1 + SynSyn+1 + ∆SznSzn+1) .
(7)
The two-parameter phase diagram, obtained with iDMRG
[50, 51], is shown in Fig. 3(a) (see also Refs. 52 and 53). For
large δ we can realize a trivial Ising CFT where the symmetry
flux of Rx is not charged, being given by µ ∼ eipi
∑
m<n S
x
m .
We observe that the two topologically-distinct symmetry-
enriched Ising CFTs (with central charge c = 1/2) are sep-
arated by a point where the universality class changes (hol-
low white marker). In this case, this ‘transition of transitions’
is described by the Wess-Zumino-Witten SU(2)1 CFT with
central charge c = 1. Here, the symmetry flux of Rx still
has scaling dimension ∆Rx = 1/8, but this space is now two-
dimensional (i.e., there are two linearly independent symme-
try fluxes of Rx). Indeed, one symmetry flux is non-trivial,
eipi
∑
m<n S
x
mSxn, and the other, trivial, e
ipi
∑
m<n S
x
m . This de-
generacy of symmetry fluxes is in fact true along the whole
line of c = 1 CFTs separating the trivial and Haldane SPT
phase, which is natural given the emergent duality symmetry
at this transition.
Similar phenomenology can already be observed in an
exactly-solvable spin-1/2 chain which realizes the same three
gapped phases, as shown in Fig. 3(b). In this case, the two
topologically distinct Ising CFTs are now separated by the
c = 1 free Dirac CFT, where the two symmetry fluxes of
Rx again become degenerate (now with scaling dimension
∆Rx = 1/4). The Hamiltonians for these spin-1/2 chains
are introduced and discussed in detail in Section V and the
phase diagram is calculated in Appendix B.
IV. EDGE MODES AT CRITICALITY
In the previous section, we introduced the notion of a sym-
metry flux and its corresponding charge. In this section, we
relate this bulk property to degeneracies in the presence of
open boundary conditions. This section is naturally divided in
two: in Section IV A we focus on a single boundary of a half-
infinite system, where we explain how a charged symmetry
11 Condensing µ would lead to a symmetric gapped phase, with its symmetry
properties determining its phase.
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FIG. 4. Topologically protected edge modes in the Ising CFT.
Boundary RG flow for the Ising CFT: usually the free boundary con-
dition is stable (when preserving global Z2), but it can be prevented
when µ is charged under additional symmetries. In that case, the
spontaneously fixed boundary condition (with a global twofold de-
generacy) is stable!
flux can lead to the boundary spontaneously breaking a sym-
metry; in Section IV B, we study the coupling between such
boundary magnetizations and calculate the finite-size splitting
of the degeneracy. Throughout this section, we use the Ising
CFT as an illustrative example, but the method which we lay
out is generally applicable. In fact, at the end of every subsec-
tion, we indicate what the necessary analysis would be for a
general CFT.
A. Half-infinite chain: a single boundary
Let us consider a half-infinite system, allowing us to study
a single edge. We furthermore presume that the system is de-
scribed by the Ising universality class. To study what happens
near its boundary, we use the fact that all possible boundary
RG fixed points—describing the (0 + 1)-dimensional edge of
this CFT—are known [45, 54]. There are three distinct fixed
points, as sketched in Fig. 4; these have different behavior
with respect to the Z2 symmetry intrinsic to the Ising CFT:
1. The free boundary fixed point: this preserves the Z2
symmetry. The symmetry flux of this Z2 symmetry, de-
noted by µ(x), can be said to have condensed. Indeed12,
〈µ(xboundary)〉 6= 0 [44].
2. The (explicitly) fixed± boundary fixed point: this re-
quires explicitly breaking the Z2 Ising symmetry at the
level of the Hamiltonian (near its boundary). The local
spin operator σ(x) points up or down near the edge,
〈σ(xboundary)〉 6= 0; its sign depends on the explicit
breaking of the Z2 symmetry. This fixed point is ex-
cluded by enforcing Z2 symmetry of the Hamiltonian.
3. The spontaneously fixed boundary fixed point: the sym-
metry is not broken at the level of the Hamiltonian, but
12 Note that in the bulk the one-point function of µ(x) is not well-defined due
to it being nonlocal. However, near the boundary µ(x) becomes local.
the ground state spontaneously magnetizes. More pre-
cisely, it is a two-dimensional Hilbert space which is the
direct sum of the two symmetry-broken orderings.
The latter fixed point13 is not often mentioned in the literature,
but this is for a good reason: it is usually an unstable14 RG
fixed point. A generic perturbation would condense µ(x) near
the boundary, flowing to the free fixed point. From the RG
perspective, this is due to the boundary scaling dimension of
µ(xboundary) being 1/2; this is smaller than one, implying it is
relevant for 0 + 1-dimensional RG flows. However, if µ(x) is
charged under some additional symmetry, then this RG flow
is prohibited and the spontaneous fixed boundary condition—
along with its twofold degeneracy—is stabilized! The above
is summarized in Fig. 4.
One can in principle repeat the above analysis for any CFT.
The necessary information to set up the problem is the list of
possible conformal boundary conditions, as well as the bound-
ary condition changing operators and their (boundary) scal-
ing dimensions. Supplemented by the symmetry properties
of these operators, one can study which boundary RG fixed
points are stable and (non)degenerate.
B. Finite-size splitting: coupled boundaries
As argued in the previous subsection, if the Z2-symmetry
flux µ(x) of the Ising CFT is charged under an additional
symmetry, the boundary spontaneously magnetizes. We
now investigate the resulting degeneracy—and its finite-size
splitting—for a finite chain of length L (with x ∈ [0, L]).
Since the bulk gap vanishes as ∼ 1/L, we can only meaning-
fully speak of degeneracies whose finite-size splitting decays
faster than this. There are four candidate degenerate ground
states, labeled by their boundary magnetizations:
| ↑l↑r〉, | ↑l↓r〉, | ↓l↑r〉, | ↓l↓r〉. (8)
However—presuming the model under consideration has a
ferromagnetic sign—the antiferromagnetic states in Eq. (8)
are split from the ferromagnetic ones at the scale ∼ 1/L
[45, 54]. Intuitively, this is because the edges can sense their
(mis)alignment through the critical bulk. We thus only have
two ground states: | ↑l↑r〉 and | ↓l↓r〉. In fact, within the
CFT, these are exactly-degenerate eigenstates. This does not
mean that they have no splitting in realistic systems: by def-
inition, a CFT has no length scales, hence the only quantity
with units of energy is 1/L. If we perturb the CFT with RG-
irrelevant perturbations—present in any realistic system—
then the twofold degeneracy could be split by the smaller en-
ergy scales ∼ ξα/L1+α or ∼ exp(−L/ξ) (where ξ is a con-
stant with units of length). As a consistency check, note that
13 Note that this is not a Cardy state in the boundary conformal field theory.
14 Consider, for example, H = −∑∞n=1 ZnZn+1 −∑∞n=2 Xn with its
spontaneous boundary magnetization Z1 = ±1. This is unstable against
the perturbation X1 ∼ µ(0), flowing to a unique ground state.
9in the RG fixed point limit, ξ/L → 0, confirming that split-
tings which are faster than 1/L are indeed not visible in the
CFT.
The purpose of this section is to determine whether the
finite-size splitting of the aforementioned twofold degener-
acy is algebraic or exponential in system size. This comes
down to analyzing the possible perturbations V one can add
to the CFT Hamiltonian, H = HCFT + V , mixing | ↑l↑r〉 ↔
| ↓l↓r〉. To connect these two states which break the Ising
symmetry, we need to perturb with the corresponding sym-
metry flux. Indeed, µ(xboundary) is known to be a boundary-
condition-changing (bcc) operator toggling between the two
fixed± boundary conditions [45, 54]. We have already estab-
lished that we cannot add µ(x) due to it being charged under
an additional symmetry. However, there is a whole tower of
bcc operators: the descendants of µ(x), with scaling dimen-
sions ∆n = 1/2 + n (where n = 1, 2, 3, · · · ). Note that since
∆n > 1, these are RG-irrelevant for the (0 + 1)-dimensional
edge. This means they do not affect the analysis in Fig. 4, but
they can indeed contribute to finite-size splitting. Whether
it is possible to add such descendants of µ(x) depends on
the the protecting/enriching symmetry. Determining which
descendant—if any—is allowed, determines whether the split-
ting is exponential or algebraic (along with its power), as we
explain now.
1. Exponential splitting
If µ(x) is charged under a symmetry U which is associated
to gapped degrees of freedom (d.o.f.), then all its descendants
have the same non-trivial charge. To see this, note that the
descendants are created by applying the local Virasoro gener-
ators Ln to µ(x), and U acts trivially on local gapless d.o.f..
In conclusion, there is no perturbation within the low-energy
CFT that can couple | ↑l↑r〉 ↔ | ↓l↓r〉. Any effective inter-
action must hence be mediated through gapped d.o.f., which
at most can lead to a finite-size splitting ∼ exp (−L/ξ). This
applies whenever the protecting symmetry is unitary: the only
unitary symmetry of the Ising CFT is its Z2 symmetry [49],
such that any additional unitary symmetry must be associated
to gapped d.o.f.. A case in point is the critical spin-1 XXZ
chain, where µ(x) is charged under Rz (see Section III B).
This explains the exponentially-localized edge mode observed
in Fig. 1. A similar conclusion was drawn in the work by
Scaffidi, Parker and Vasseur [21], where gapped degrees of
freedom stabilized a spontaneous boundary magnetization in
a critical Ising chain.
2. Algebraic splitting
In case µ(x) is charged under an anti-unitary symmetry T ,
then the charge of its descendants can be different. More
generally, if On is the lattice operator for a continuum op-
erator ϕ(x), then its first descendants can be realized by
∂xϕ(x) ∼ On+1 − On and ∂tϕ(x) ∼ i[H,On]. Hence, we
see that ∂xϕ(x) has the same charge under T asϕ(x), whereas
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FIG. 5. Finite-size splitting of edge mode in the Ising CFT. If
a unitary symmetry protects the edge mode, finite-size splitting is
exponentially small in system size. For an anti-unitary symmetry,
however, the field theory analysis in the main text suggests a split-
ting ∼ 1/L14. (a) We confirm the latter numerically in a spin chain
model where µ is charged under ZT2 . Note that for L = 15, the gap
is around machine precision. (b) To separate out higher-order correc-
tions present in (a), we extrapolate the leading exponent of 1/L; the
data agrees with the predicted splitting ∼ 1/L14 × (1 + α/L2).
it is opposite for ∂tϕ(x). For the boundary operator µ(0), we
only have the time-like derivative, i.e., µ(0) has a unique first
descendant with charge T∂tµ(0)T = +∂tµ(0).
We are hence allowed to add a perturbation H = HCFT +
λ∂tµ(0). Remarkably, however, this descendant cannot split
the twofold ground state degeneracy. Indeed, the perturbation
disappears after a well-chosen change of basis:
H = HCFT + iλ[H,µ(0)] = e
−iλµ(0)HCFTeiλµ(0)︸ ︷︷ ︸
≡H˜CFT
+O(λ2).
(9)
Note that since Tµ(0)T = −µ(0), our rotated Hamiltonian
H˜CFT is still symmetric: TH˜CFTT = H˜CFT. Eq. (9) tells us
that the perturbed Hamiltonian H is equivalent to a Hamil-
tonian with the same spectrum as the unperturbed case (plus
perturbations given by higher descendants at orderO(λ2)). In
particular, the ground state degeneracy is not split by the first
descendant.
To summarize the above: the zeroth descendant (i.e., µ(0))
was not allowed by symmetry, whereas the symmetry-allowed
first descendant could be “rotated” away using the zeroth de-
scendant. Interestingly, this pattern continues for a while, but
not indefinitely. Firstly, it can be shown that any even de-
scendant is T -odd [55] and is hence excluded by symmetry.
Secondly, whilst all odd descendants are allowed by symme-
try, many of them can be removed by using the fact that even
descendants generate symmetry-preserving rotations. More
precisely, if we denote the number of nth descendants of µ(0)
as Nn (which have scaling dimension ∆n = 1/2 + n), then
only N2m+1 −N2m descendants15 at level 2m+ 1 cannot be
rotated away and can hence actually cause a finite-size split-
ting! We thus need to determine the smallest odd n such
that Nn > Nn−1. Fortunately, the number of descendants
15 AllN2m descendants generate independent rotations since otherwise a lin-
ear combination of descendants would be conserved—in conflict with the
nonzero scaling dimension ∆2m.
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of µ(0) can be read off from the (chiral) partition function,
i.e.,
∑
nNnq
n = q−
23
48χ1,2(q) [35], where
q−
23
48χ1,2(q) =
(
1 + q + q2 + q3
+ 2q4 + 2q5 + 3q6 + 4q7 + · · · ). (10)
We see that N7 − N6 = 4 − 3 = 1, leaving us with a single
symmetry-allowed seventh descendant of µ(0), which we de-
note by µ(−7)(0), that cannot be rotated away. We conclude
that the perturbation V = λ(µ(−7)(0) + µ(−7)(L)) can split
the degeneracy. Since we need to flip both edges in order to
couple | ↑l↑r〉 ↔ | ↓l↓r〉, we have to go to second order in
λ to observe a splitting, i.e., λ2/Lβ . Since this has to have
units of energy, we can conclude that β = 1− 2[λ], where the
unit of λ is [λ] = 1 −∆7. In summary, we find an algebraic
splitting with power β = 2∆7 − 1 = 14.
This remarkably fast algebraic decay can be con-
firmed in the spin model H ′′ = −∑L−1n=1 ZnZn+1 −∑L−2
n=1 ZnXn+1Zn+2 introduced in Section II. This fine-
tuned model has exact boundary magnetizations Z1 = ±1 =
ZL. For this system,
µ(x) ∼ · · ·Xn−2Xn−1YnZn+1,
∂tµ(x) ∼ · · ·Xn−2Xn−1Xn. (11)
In particular, we see that ∂tµ(0) ∼ X1. This operator is al-
lowed by symmetry but does not contribute to the splitting, as
discussed above. We consider a dressed operator, X1Z2Z3,
which should generically contain all possible descendants of
µ(0) which are T -even. Our perturbed Hamiltonian is thus
H = H ′′ + λ(X1Z2Z3 + ZL−2ZL−1XL). In Fig. 5(a) we
see the finite-size splitting obtained with exact diagonalization
for λ = 0.1. The data is consistent with the CFT prediction
∼ 1/L14. We can also analytically predict the next-to-leading
order contribution, which arises from acting with the seventh
descendant of µ on one end and with the ninth descendant on
the other, generating a splitting ∼ 1/L∆7+∆9−1 = 1/L16.
The gap thus scales as ∼ 1/L14 + α/L16, which means that
the effective exponent of the algebraic decay is L-dependent:
−d log(gap)/d logL ≈ 14 + 2α/L2 for large L. The nu-
merical data in Fig. 5(b) shows perfect agreement with this
formula.
The above focused on the illustrative example of the Ising
CFT, but the principle is much more general. Once one has
studied the boundary RG flow diagram and concluded the
presence of edge modes due to charged symmetry fluxes (as
in subsection IV A), one can study the finite-size splitting
by determining the dominant symmetry-allowed bcc opera-
tor. In the anti-unitary case, one can use the fact that the
contributions of descendants can be rotated away by other
descendants—which applies to any CFT. One important dif-
ference will be the counting appearing in the tower of states
such as in Eq. (10).
V. CLASSIFYINGG-ENRICHED CFTS
The previous sections have shown how a given bulk univer-
sality class (with, in particular, a fixed central charge c) can
split up into distinct classes when additional symmetries are
enforced. The concept of a symmetry flux—and its associated
charge—allows to distinguish such symmetry-enriched CFTs.
However, there are various invariants one can associate to G-
symmetric universality classes:
1. Spontaneously broken symmetries. At the coarsest
level, there is the phenomenon of symmetry breaking.
The invariant this allows us to define is the subgroup
Geff ⊂ G of unbroken symmetries. In particular, ab-
sence of symmetry-breaking means Geff = G.
2. Charges of symmetry fluxes. As defined and dis-
cussed in Section III, to any g ∈ Geff we can asso-
ciate a symmetry flux Sg . We can measure the charge
of Sg with respect to any other symmetry h ∈ Geff
which commutes with g. The universality class tells us
whether this charge is an invariant of the phase (e.g., if
the space of g-symmetry fluxes is one-dimensional).
3. Gapped symmetries. Another robust invariant of the
phase is the list of the unbroken symmetries which act
only on gapped degrees of freedom, forming a subgroup
Ggap ⊂ Geff. We refer to symmetries in Ggap as being
gapped. (Note that having a larger Ggap is not neces-
sarily correlated with having a smaller central charge; it
does, however, usually imply that the critical degrees of
freedom are more unstable.)
4. Charges of local scaling operators. Lastly, for any
unbroken symmetry g ∈ Geff which is not gapped (i.e.,
g /∈ Ggap), we can study the charges of local low-energy
CFT observables under g. Similar to the charges of
symmetry fluxes, these charges can lead to invariants
of the phase (e.g., a unique local operator with a par-
ticular scaling dimension has an invariant charge). For
example, recall the Ising operator σ from Section II that
was either real or imaginary.
For gapped phases, the third and fourth invariants are triv-
ial (since Ggap = Geff). Indeed, in most practical cases,
the first two provide a complete classification of gapped one-
dimensional phases protected by an on-site symmetry group
G [1–4]. A natural question is whether the above invariants
are also complete for G-enriched CFTs. We show that this is
the case for the Ising CFT, which we illustrate for the sym-
metry group Z2 × Z2. For Gaussian CFTs, we give a partial
answer, showing that the c = 1 transitions arising between
gapped Z2 × Z2-symmetric phases can all be smoothly con-
nected. We also use the latter as an instructive example for the
more subtle points encountered in Section III, showing that
G-CFTs with apparently distinct charges for their symmetry
fluxes can be part of the sameG-CFT. In this section, we limit
ourselves to unitary symmetries.
Throughout this section, we discuss the exampleG = Z2×
Z2 in the context of a spin-1/2 chain, with the symmetries
realized by the group of pi-rotations, Rγ =
∏
nR
(n)
γ , where
R(n)x = X2n−1X2n, R
(n)
y = Y2n−1Y2n, R
(n)
z = Z2n−1Z2n.
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Note that the way we write these symmetries betrays that we
have fixed a unit cell, such that the R(n)γ symmetries indeed
commute. This ensures that this defines a linear, on-site rep-
resentation of Z2 × Z2.
In subsection V A, we recall the six gapped phases that can
occur for this symmetry group, along with solvable models
which are used in the following two subsections. In subsec-
tion V B, we classify the symmetry-enriched Ising CFTs. In
subsection V C, we discuss the case of the Gaussian CFT.
A. Gapped bulk (c = 0)
To keep this work self-contained, we briefly review the
gapped phases with this symmetry group. According to the
classification for spin chains with Z2 × Z2 symmetries, there
are exactly two gapped phases where the ground state pre-
serves the full symmetry group [1–4]. These are the trivial
phase and the topological Haldane phase, which can be real-
ized in a spin-1/2 chain, respectively, as follows:
H1 =
∑
n
(X2n−1X2n + Y2n−1Y2n) ,
HHal =
∑
n
(X2nX2n+1 + Y2nY2n+1) .
For both Hamiltonians, the ground state is a product of sin-
glets, but for H1 each singlet is within a unit cell, whereas
for the latter it is across unit cells. The latter is reminis-
cent of the ground state of the well-known spin-1 Affleck-
Kennedy-Lieb-Tasaki (AKLT) model; indeed, by introduc-
ing a term that penalizes spin-0 states in each unit cell, HHal
can be adiabatically connected to the AKLT model [9, 56]
(which in turn can be connected to the spin-1 Heisenberg
chain in Eq. (1)). Relatedly, while both models clearly have
a unique ground state for periodic boundary conditions, HHal
has a zero-energy spin-1/2 degree of freedom at each open
boundary. (Note that to keep the on-site representation of
Z2 × Z2 well-defined, we can only cut the chain between
unit cells.) These two symmetric phases can be distinguished
by their symmetry fluxes: e.g., for H1 the symmetry flux of
Rx is Sx = · · ·R(n−2)x R(n−1)x R(n)x , whereas for HHal it is
Sx = · · ·R(n−2)x R(n−1)x X2n−1. These clearly have different
charges under Ry and Rz .
In addition to these two symmetry-preserving phases, there
are four symmetry-breaking phases (which can be labeled by
Geff). Three of these preserve a Z2 subgroup generated by one
of the Rγ=x,y,z:
Hx =
∑
n
XnXn+1, Hy =
∑
n
YnYn+1, Hz =
∑
n
ZnZn+1.
We label these three Ising phases as Ix, Iy and Iz , respec-
tively. The fourth breaks the complete Z2 × Z2 symmetry
group (i.e., Geff = {1}) and is realized by
H0 = −
∑
n
(X2n−1X2n+1 + Y2nY2n+2) . (12)
These six Hamiltonians satisfy a very useful duality property:
there is a non-local change of variables which effectively in-
terchanges Hx ↔ H1, Hy ↔ HHal and Hz ↔ H0. We give
an explicit lattice construction in Appendix C. Physically, this
transformation can be interpreted as gaugingRz (whilst keep-
ing Rx fixed).
Lastly, we note that phases of matter can be stacked. Two
G-symmetric models can be combined into a two-leg ladder;
the new on-site symmetry is simply the tensor product of the
two individual on-site symmetries. One can then study what
phase the stacked model belongs to. E.g., stacking the trivial
phase onto any other phase leaves the latter invariant; it acts as
the identity element, explaining our notation H1. Oppositely,
stacking any phase onto the phase that breaks all symmetries,
remains in the latter phase; it hence acts as the zero element16,
explaining the label H0.
B. Ising criticality (c = 1/2)
We classify Z2 × Z2-enriched Ising CFTs, with a straight-
forward generalization to general symmetry groups G. This
will show that the four invariants mentioned above form a
complete set of invariants for this universality class. Our prin-
cipal focus is on symmetry-enriched Ising CFTs which natu-
rally occur as phase transitions between the aforementioned
gapped phases. Practically, this means that such Ising CFTs
have a single symmetry-allowed bulk perturbation which can
open up a gap (a relevant operator). I.e., only one parameter
needs to be tuned to achieve criticality; such CFTs are said
to have codimension one. Ising CFTs with higher codimen-
sion can occur but physically correspond to accidental criti-
calities in a phase diagram—we will discuss them at the end
of this subsection. Ising CFTs of codimension one are char-
acterized by having an unbroken symmetry Z2 ⊂ Geff which
anticommutes with the local Ising scaling operator σ (i.e., this
Z2 6⊂ Ggap). Indeed, this forbids us from adding σ as a pertur-
bation, such that there is only one relevant symmetric operator
which can open up a gap (commonly denoted by ε).
We now demonstrate how the four labels we proposed al-
low us to derive that there are at least nine codimension one
Ising CFTs—afterwards we confirm that this list is complete.
Firstly, we have to determine the group of unbroken symme-
tries. If there is symmetry-breaking at the critical point, we
have Geff ∼= Z2 (the symmetry group cannot be completely
broken if we consider a codimension one CFT). There are
three choices for the unbroken symmetry Rγ (γ = x, y, z).
Note that the remaining invariants are already determined:
σ must be odd under this remaining symmetry, and a single
bosonic Z2 symmetry flux cannot be charged under itself, i.e.,
χg(g) = 1. We can also determine which gapped phases this
CFT can be perturbed into. If we condense σ (corresponding
to perturbing with, say, −ε), we arrive at the phase break-
ing all symmetries (labeled by 0), whereas if we condense µ
16 Together with the relations Hal∗Hal = 1, Iγ ∗Hal = Iγ and Iγ ∗Iγ = Iγ ,
the abelian semigroup of Z2 × Z2-phases is completely specified.
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FIG. 6. Classifying Z2 × Z2-enriched Ising CFTs. (a) There are
nine distinct Z2 × Z2-(Ising CFTs) of codimension one, coming in
groups of three: one side is in the trivial/non-trivial SPT phase or
the phase that breaks the full Z2 × Z2; the other side is an Ising
phase preserving a Z2 symmetry Rγ (γ = x, y, z). All nine can
be distinguished by symmetry properties of local operators and/or
symmetry fluxes. (b) To see that these nine exhaust all options, we
prove that all G-enriched Ising CFTs (Ising G-CFTs, in short) can
be obtained by stacking gapped phases on top of a reference IsingG-
CFT; the latter is chosen to be a transition between the trivial gapped
phase and an Ising phase.
(perturbing with +ε) then we flow to a gapped phase with a
single Z2 symmetry Rγ , which can only be the Ising phase
Iγ . We use the shorthand notation [0,Iγ] to denote this transi-
tion, which is realized by, for example, the lattice Hamiltonian
H0 +Hγ .
If there is no symmetry-breaking, then Geff = Z2 × Z2.
We can then continue to determine its gapped subgroup Ggap.
This cannot be empty, since it is known that the Ising CFT
(without gapped degrees of freedom) does not have a Z2×Z2
symmetry at low energies [49]. Moreover, Ggap cannot be the
full group if we are to have a codimension one Ising CFT. We
thus conclude that Ggap ∼= Z2. There are three choices for
this gapped symmetryRγ (γ = x, y, z). Note that this implies
that σ is odd under the non-gapped symmetries. Physically,
one side of the Ising transition—where we condense σ—is
thus the Ising phase Iγ . The remaining invariant of the G-
CFT is the charge of the symmetry fluxes. These symmetry
fluxes determine the nearby gapped symmetric phase (where µ
is condensed), hence we know that there are only two distinct
choices, labeled by whether the symmetry flux of Rγ is even
or odd under one of the other symmetries. We thus arrive
at the transitions [1,Iγ] and [Hal,Iγ], respectively; these are
realized by H1 +Hγ and HHal +Hγ .
These nine distinct symmetry-enriched CFTs are summa-
rized in Fig. 6(a). Three of these, namely [Hal,Iγ] (γ =
x, y, z), are topologically non-trivial with exponentially local-
ized edge modes. We identify the critical spin-1 XXZ chain
in Eq. (1) as being in the class [Hal,Iz]. A priori, it could
have been that there are additional (codimension one) Ising
CFTs which cannot be smoothly connected to one of these
nine, meaning that they would fall outside our proposed set
of invariants. However, one can prove (see Appendix D) that
once one fixes the unbroken symmetry group Geff and a list of
charges for σ, then anyG-enriched Ising CFT can be obtained
by stacking with (and coupling to) a G-symmetric gapped
phase; see Fig. 6(b). Note that the previous list is already
closed under this action—e.g., stacking the Haldane phase on
top of [1,Iγ] gives us [Hal,Iγ]—and is hence complete.
To generalize the above discussion to a general symmetry
group G, note that the first step involved determining the un-
broken symmetry group Geff. The possible choice of gapped
symmetries, Ggap, was then constrained by ensuring that our
Ising CFT would have codimension one. The only remaining
non-trivial labels are the charges of symmetry fluxes, which
can be related to the topological properties of the nearby
gapped phases. Altogether, this straightforwardly leads to a
general classification (which is complete due to the bait-and-
switch lemma; see Fig. 6(a) and Appendix D):
Classification of symmetry-enriched Ising CFTs of codi-
mension one for a unitary groupG: these CFTs are labeled
by a choice of nested subgroups Ggap ⊂ Geff ⊂ G such that
Geff/Ggap ∼= Z2, and by an element ω ∈ H2(Geff, U(1)), i.e.,
a class of projective representations of Geff.
Note that the quotient of unbroken symmetries and gapped
symmetries, Geff/Ggap, can be identified with the Z2 sym-
metry that is intrinsic to the Ising CFT, which ensures that
the CFT has codimension one (note that σ is odd under any
g ∈ Geff − Ggap). The projective class specifies the sym-
metry fluxes of Geff such that if we condense µ, we enter
the gapped phase labeled by this projective class. If we in-
stead condense σ, we break the symmetry group down to
Ggap, with the resulting gapped phase identified by ω|Ggap ∈
H2(Ggap, U(1)). Let us illustrate the above general classifi-
cation for G = Z2 × Z2. One choice of nested subgroups is
Ggap = {1} ⊂ Geff = Z2 ⊂ G = Z2×Z2, with three choices
for the unbroken symmetry Geff and no choice for an element
in H2(Z2, U(1)) ∼= {1}. The other choice is Ggap = Z2 ⊂
Geff = G, with three choices for the gapped symmetry Ggap
and two choices of ω ∈ H2(Z2 × Z2, U(1)) ∼= Z2. We thus
recover all 3+3×2 = 9 distinct Z2×Z2-enriched Ising CFTs
of codimension one.
Let us briefly comment on G-enriched Ising CFTs of codi-
mension two. These occur if Ggap = Geff, since then both
σ and ε can open up a gap. This is the maximal codimen-
sion. Since such an Ising CFT requires the fine-tuning of two
parameters, it generically appears in two-dimensional phase
diagrams as an isolated point (with a first-order line emanat-
ing from it). The symmetry group acts only on gapped de-
grees of freedom, and the latter can realize any of its phases
labeled by a choice of Geff ⊂ G and ω ∈ H2(Geff, U(1)).
For Z2 ×Z2, there are thus six such symmetry-enriched Ising
CFTs. More generally, for any CFT one can consider the
symmetry-enrichment where G = Ggap. However, this is
not a very interesting example: it recovers the gapped clas-
sification and the CFT is a mere spectator. In particular, one
can apply the usual mechanism of symmetry fractionalization,
implying that the degeneracies with open boundary conditions
(and their finite-size splitting) exactly coincide with that of the
purely gapped case.
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FIG. 7. Classifying Z2 × Z2-enriched Gaussian CFTs. All
Z2 × Z2-CFTs with c = 1 can be connected (for Ggap = {1} and
Geff = G). The U(1)-symmetric spin-1/2 XY chain appears in both
panels (red dot). (a) The black lines are c = 1 CFTs whose (dom-
inant) local operators have different symmetry properties; neverthe-
less, these operators become degenerate at the SU(2)-symmetric
point, smoothly connecting these c = 1 CFTs. (b) Obtained from the
former by a (non-local) unitary transformation which can be inter-
preted as gaugingRz symmetry. Two of the three c = 1 lines are de-
scribed by orbifold CFTs; the dominant symmetry flux is symmetry-
even (Ising2) or symmetry-odd ((Ising2)∗), becoming degenerate at
the KT point.
C. Gaussian criticality (c = 1)
There are six gapped phases for Z2×Z2-symmetric Hamil-
tonians and hence
(
6
2
)
= 15 direct transitions. We have al-
ready encountered nine of these in subsection V B: these were
all distinctZ2×Z2-enriched Ising CFTs. We now demonstrate
that the remaining six transitions are Gaussian CFTs. Remark-
ably, all six belong to the same Z2 × Z2-enriched Gaussian
CFT: they are smoothly connected. The six different types
of direct transitions can be realized as direct interpolations
between the fixed point Hamiltonians introduced in subsec-
tion V A, as shown in Fig. 7. We first discuss these transitions
from the lattice perspective, which has the benefit of being
concrete and constructive. Afterwards, we rephrase it in the
field-theoretic language, which emphasizes the generality of
these examples and establishes a direct link with established
CFT methods.
1. A lattice perspective
The six direction transitions have minimal codimension,
which for a Gaussian CFT with Z2 × Z2 symmetry means
codimension two. I.e., one generically needs to tune two pa-
rameters to find these direct transitions—otherwise they split
up into two separate Ising transitions. It also means that each
transition shown in Fig. 7 is proximate to two other gapped
phases, which are not shown. The clearest instance of this
is the XY model HXY =
∑
n(XnXn+1 + YnYn+1) which
appears twice in Fig. 7, once in each panel (red dot); indeed,
HXY = Hx +Hy = H1 +HHal. If one breaks its U(1) sym-
metry, one flows to one of the Ix or Iy phases (left panel). If
one instead dimerizes the chain, one flows to either the trivial
or topological Haldane phase (right panel); see also the dis-
cussion in subsection V A. To ensure that the CFT has codi-
mension two, we need the full Z2 × Z2 symmetry to act non-
trivially on the CFT; see subsection V C 2. In other words,
Geff = Z2 × Z2 and Ggap = {1}. The remaining invariants
which we proposed are thus the charges of local operators and
of symmetry fluxes.
At first glance, such charges seem to distinguish distinct
Gaussian Z2 × Z2-CFTs. For instance, let us compare the
[Ix,Iy] transition to the [Ix,Iz] transition. The former has a
U(1) symmetry in the xy-plane, and indeed, Xn and Yn have
the same scaling dimension ∆θ = 1/4 for HXY , whereas
Zn has ∆ϕ = 1. The roles are reversed in the latter, where
Yn is now the one with larger scaling dimension. Does this
not give us a discrete invariant? I.e., for HXY we can say
that all local operators of lowest scaling dimension are odd
under Rz . This discrete statement is surely true, but not in-
variant: the Gaussian CFT has a marginal tuning parameter
that smoothly connects a whole line of universality classes
[35, 57]. Indeed, this is well-known for the spin-1/2 XXZ
chain, H =
∑
n(XnXn+1 +YnYn+1 + ∆˜ZnZn+1), which is
described by a range of Gaussian CFTs for −1 < ∆˜ ≤ 1.
As one tunes ∆˜ from zero to one, the scaling dimensions
of Xn, Yn and Zn smoothly evolve toward the same value
(this being 1/2); at ∆˜ = 1, the three operators are related by
the SU(2) symmetry of the model! All three [Iγ ,Iγ′ ] tran-
sitions can clearly be connected through this point, as shown
in Fig. 7. The take-away message is that the space of local
operators with smallest scaling dimension can change: this
two-dimensional space becomes part of a larger-dimensional
vector space at the SU(2)-symmetric point. The above at-
tempt at defining a discrete invariant charge was thus not
well-founded.
The discussion above demonstrates a subtlety in associating
invariant charges to local observables. Something similar hap-
pens for the charges of symmetry fluxes. To find a Gaussian
CFT whose symmetry fluxes have non-trivial charge, we need
to consider transitions which are not invariant under stacking
with the gapped Haldane phase: since the latter comes with
charged symmetry fluxes, any transition that is not affected by
this could not have had well-defined charges for its symmetry
fluxes to begin with. To make clear what we mean, consider
[1,Hal], as realized by the XY-chain. At this transition, the
two distinct symmetry fluxes of Rγ for H1 and HHal—as de-
scribed in subsection V A—become scaling operators with the
same scaling dimension ∆ = 1/4. We can thus not associate
a unique charge to the symmetry flux of Rγ . This is related
to the fact that [1,Hal]∗Hal = [1,Hal], since it would merely
interchange both sides of the transition. Similarly, the [Iγ ,Iγ′]
transitions considered above would also absorb such an SPT
phase (since Iγ ∗ Hal = Iγ).
We can, however, find c = 1 transitions which are (seem-
ingly) not invariant under such a stacking: consider the tran-
sition between the trivial phase and the phase that completely
breaks Z2 × Z2, i.e., [1,0], realized by H1 + H0. Concep-
tually, one can think of this as two separate Ising transitions
occuring at the same point. Indeed, the field theory describing
this critical point is not a usual Gaussian CFT, but rather the
direct product of two Ising CFTs, usually denoted by (Ising)2.
Accordingly, each Rγ has a unique symmetry flux and hence
a well-defined charge! For [1,0], these fluxes commute with
all symmetries, whereas for [Hal,0], they anticommute. In-
14
deed, stacking with the Haldane phase interchanges these two
transitions. However, despite having distinct discrete charge
in these two cases, these models can be smoothly connected
by tuning toH1 +HHal +H0, as shown in Fig. 7(b). The catch
is that at this special point, the space of symmetry fluxes be-
comes two-dimensional, and the aforementioned charge is no
longer well-defined—this arises naturally from a careful study
of the Gaussian universality class (see subsection V C 2). Note
that the novel phase diagram in Fig. 7(b) can be obtained from
the known phase diagram in Fig. 7(a) by applying the duality
transformation mentioned in subsection V A.
In conclusion, all Z2 × Z2-enriched CFTs with central
charge c = 1 can be smoothly connected if they are of codi-
mension two. For higher codimension, there are multiple
classes. Such a examples have already appeared in the lit-
erature [11, 25], and we will touch upon this in Section VII.
2. A field-theoretic perspective
We now give a field-theoretic interpretation of Fig. 7, which
is complementary to the previous discussion.
Let us recall the compact boson CFT (also known as the
one-component Luttinger liquid), which contains a phase field
θ(x) and its conjugate field ∂xϕ(x) that generates shifts in
θ(x), i.e., [∂xϕ(x), θ(y)] = 2piiδ(x− y) [35, 57]. Both fields
are 2pi-periodic and the Hamiltonian is given by
H =
1
2pi
∫ (
1
4K
(∂xϕ)
2 +K(∂xθ)
2
)
dx. (13)
Here, K is the stiffness or Luttinger liquid parameter (some-
times one instead speaks of the compactification radius17 rc =√
K). There is thus a one-parameter family of compact bo-
son CFTs with a duality K ↔ 14K which interchanges the
two fields. Particularly important are the primary vertex op-
erators e±i(mϕ+nθ) which have scaling dimension ∆m,n =
m2K + n2/(4K) (and conformal spin sm,n = mn). These
vertex operators are local if and only if n,m ∈ Z.
To see how the Z2 × Z2 symmetry acts in this field theory,
it is useful to use a lattice-continuum correspondence. Let us
consider the XY-chain HXY = −
∑
n(XnXn+1 + YnYn+1):
this can be mapped to free fermions, allowing for a straight-
forward continuum limit of the lattice model, which ends up
with the compact boson CFT where K = rc = 1, also called
the free Dirac CFT. This route gives a direct relationship be-
tween lattice operators and operators of the CFT [58–60]. For
instance, the generator of the on-site lattice U(1) symmetry,
Zn, maps to the generator in the continuum, ∂xϕ. Similarly
useful correspondences areXn ∼ cos θ and Yn ∼ sin θ. From
such relations—and from knowing how the symmetries act on
the lattice operators—we can infer that Rx, Ry and Rz act in
the continuum as
Rx :
{
ϕ→ −ϕ
θ → −θ, Ry :
{
ϕ→ −ϕ
θ → pi − θ, Rz :
{
ϕ→ ϕ
θ → θ + pi.
(14)
17 This name arises due to the rescaled field θ˜ ≡ √Kθ being 2pirc-periodic.
(Note that Rz = RxRy , as required.) Enforcing these sym-
metries constrains the possible perturbations of the CFT. In
fact, only two relevant operators commute with this symme-
try, namely the vertex operators18 cos(2θ) and cos(ϕ) with
scaling dimension ∆ = 1 < 2 at K = 1. Hence, this
Z2 × Z2-enriched c = 1 CFT has codimension two. For ex-
ample, sin(2θ)—which is also relevant—is odd under Rx and
is thus forbidden19. We note that ± cos(2θ) drives to Ix and
Iy , whereas ± cos(ϕ) drives to the trivial and Haldane phase;
this is consistent with the red dot in Fig. 7(a) and (b).
The above action of Z2×Z2 was established at K = 1, but
we see that it must continue to hold for any value of K (since
R2γ = 1). Nevertheless, we obtain other actions when consid-
ering, e.g., a transition [Ix,Iz] instead of [Ix,Iy]. Indeed, for
H = −∑n(XnXn+1 +ZnZn+1) we would also arrive at the
Dirac CFT in the continuum limit, where we now denote the
fields by ϕ˜ and θ˜ to avoid confusion. The lattice-continuum
correspondence, including Yn ↔ ∂xϕ˜ and Zn ↔ sin(θ˜), im-
plies
Rx :
{
ϕ˜→ −ϕ˜
θ˜ → −θ˜, Ry :
{
ϕ˜→ ϕ˜
θ˜ → θ˜ + pi. Rz :
{
ϕ˜→ −ϕ˜
θ˜ → pi − θ˜,
(15)
The same lattice symmetries Rγ=x,y,z thus act differently in
the low-energy compact boson CFTs for these distinct transi-
tions, as evidenced by Eqs. (14) and (15). In particular, this
tells us that the local vertex operators of these CFTs (identified
by their scaling dimensions) carry seemingly distinct charges,
as already observed in the previous subsection.
Nevertheless, these two compact boson CFTs are merely
two extremes of a single unified CFT. To see this, we use that
tuning K preserves criticality. This corresponds to the black
lines in Fig. 7(a) emerging from the phase diagram’s edges.
As K → 1/2, we reach the center of the phase diagram. To
see that the CFTs in terms of ϕ, θ and ϕ˜, θ˜ truly coincide at
this point, we use the fact that the self-dual point K = 1/2 is
known to have an emergent SU(2) × SU(2) symmetry. As
we show in Appendix E, this allows to perform a change of
variables that leaves the action invariant:
∂xθ˜ = −2 cos θ sinϕ, ∂xϕ˜ = −2 sin θ cosϕ. (16)
Note that under this correspondence, Eq. (14) and (15) coin-
cide! The identification in Eq. (16) tells us how these seem-
ingly distinct compact boson CFTs are glued together. This
can also be understood from the fact that at K = 1/2, the
CFT has nine marginal perturbations [57]. Only three of these
are compatible with Z2 × Z2 symmetry, corresponding to the
three gapless lines emanating from this point in Fig. 7(a).
Let us now consider the other c = 1 transitions, shown in
Fig. 7(b). As mentioned in the previous subsection, this phase
diagram is obtained from Fig. 7(a) by a non-local change of
variables which maps the XY-chain to itself (see Appendix C).
18 On the lattice, these correspond to XnXn+1 − YnYn+1 and
(−1)n(XnXn+1 + YnYn+1), respectively.
19 The lattice-continuum correpondence isXnYn+1 +YnXn+1 ∼ sin(2θ).
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In the field theory, this can be interpreted as gauging Rz , the
effect of which depends on how Rz acts on the fields. If
Rz is a subset of the U(1) rotation θ → θ + α—as hap-
pens for [Ix,Iy] (see Eq. (14))—then gauging Rz amounts20
to rc → 1/rc, or, equivalently, K → 1/K [57]. This in-
deed keeps the free Dirac point with K = 1 invariant (the red
dots in Fig. 7). The self-dual point K = 1/2—in the middle
of the phase diagram—maps to K = 2, which is called the
Kosterlitz-Thouless (KT) point since at this point there are no
relevant U(1)-symmetric operators. However, if Rz negates
the fields—as happens for [Ix,Iz] (see Eq. (15))—then it is
known that gauging this is no longer the usual compact bo-
son CFT. Instead, we obtain a so-called orbifold CFT (this
can also be seen as the boson CFT compactified on S1/Z2)
[57]. In particular, the free Dirac CFT in Fig. 7(a) maps to
a stack of two Ising CFTs in Fig. 7(b), usually denoted by
(Ising)2, which is a c = 1 orbifold CFT with orbifold radius
rorbifold = 1 [57]. This remains critical as one tunes rorbifold →
1/
√
2, reaching the center of the phase diagram. Indeed, it is
known that at the particular value rorbifold = 1/
√
2, the c = 1
orbifold CFT coincides with the aforementioned KT point of
the compact boson CFT [57]. The interpolation between the
three modelsH1,HHal andH0 thus provides a concrete lattice
realization—incidentally solvable by Bethe ansatz—of the of
the deep fact that the c = 1 orbifold CFT and compact boson
CFT can be connected by a marginal perturbation, which in
this case also preserves Z2 × Z2.
Lastly, we comment on symmetry fluxes from the perspec-
tive of field theory. For the compact boson CFT, the space of
symmetry fluxes for Rγ is two-dimensional. This is easiest to
see forRz in the case where it acts as θ → θ+pi (see Eq. (14)).
The two independent fluxes are then cos(ϕ/2) and sin(ϕ/2)
with dimension ∆ = K/4 (on the lattice, these correspond
to · · ·Zn−2Zn−1Zn with n even and odd, respectively). The
former (latter) is even (odd) underRx andRy . We thus cannot
associate a unique charge to the symmetry flux ofRz . The sit-
uation is seemingly different for the orbifold CFT, which we
illustrate for the (Ising)2 CFT as realized by H = H1 + H0
(appearing in Fig. 7(b)). Recalling the definition of H0 in
Eq. (12), we see that if σi denotes the spin operators of the
two copies of the Ising CFT, then σ1 is odd under Ry and Rz
(but even under Rx), and similarly for σ2 with Rx and Ry in-
terchanged. From this, we can infer that the symmetry flux
for Rz is µ1µ2 (with dimension ∆ = 1/4). Most importantly:
this is unique. Indeed, its dimension is well-separated21 from
that of (µ1µ2) × (σ1σ2) ∼ ψ1ψ2 for which ∆ = 1. As dis-
cussed in Section III, we can associate charges to unique sym-
metry fluxes. For the transition [1,0], it is easy to see that the
symmetry flux of Rz is even under Rx and Ry , whereas for
[Hal,0] it is odd. Hence, the two orbifold lines in Fig. 7(b)
seem topologically distinct! The catch, however, is that both
lines connect to the compact boson line, as discussed above.
20 This can be seen as a concatenation of halving the compactification radius
and a duality transform: rc → rc/2→ 12(rc/2) = 1/rc.
21 Similarly, the unique symmetry flux of Rx is µ2 with ∆ = 1/8; its sub-
dominant flux is σ1µ2 with ∆ = 1/4.
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FIG. 8. Examples of ZF2 × ZT2 -enriched Majorana CFTs. Both
Majorana chains are described by the Majorana CFT (c = 1/2) but
fall into distinct symmetry-enriched classes. (a) For the standard
translation-invariant Majorana chain, the P -even symmetry flux of P
is even under spinless time-reversal symmetry T . (b) For this chain,
the P -even symmetry flux of P is odd under T ; this protects a Ma-
jorana edge mode with finite-size splitting ∼ 1/L14 (if the system is
non-interacting, the finite-size splitting is exponentially small).
At that point, the scaling dimensions of µ1µ2 and ψ1ψ2 meet,
coinciding with the aforementioned cos(ϕ/2) and sin(ϕ/2).
Hence, to realize topologically non-trivial symmetry-enriched
c = 1 CFTs, one either needs to go to higher codimension, or
larger symmetry groups; examples for both are discussed in
Section VII.
VI. A FERMIONIC EXAMPLE
Thus far, we have discussed examples of bosonic G-CFTs.
However, the concept also applies to fermionic systems. We
illustrate this by reinterpreting the critical chains of Ref. 24
as Majorana CFTs enriched by fermionic parity symmetry
ZF2 and spinless time-reversal symmetry ZT2 . The non-trivial
case hosts zero-energy Majorana edge modes. (The models
we will discuss are related to the spin models encountered in
Section II by a Jordan-Wigner transformation; however, since
this non-local mapping changes the physical interpretation,
we will keep this section self-contained within the fermionic
language.)
We will consider spinless fermions, {c†n, cm} = δnm,
where spinless time-reversal symmetry T acts in the occupa-
tion basis, i.e., TcnT = cn and Tc†nT = c
†
n. It is useful to in-
troduce the basis of Majorana modes, γn = c†n + cn and γ˜n =
i(c†n − cn). We see that TγnT = γn and T γ˜nT = −γ˜n. Us-
ing these modes, we now define two critical Majorana chains
which are symmetric with respect to T and fermionic parity
symmetry P =
∏
Pn (where Pn = iγ˜nγn = (1− 2c†ncn)):
H = i
∑
n γ˜n(γn + γn+1),
H ′′ = i
∑
n γ˜n(γn+1 + γn+2).
(17)
These are sketched in Fig. 8 (for a half-infinite chain). In the
bulk, both systems are described by the Majorana CFT with
central charge c = 1/2 [24]. Nevertheless, they show distinct
behavior near their boundaries: H ′′ has a dangling Majorana
edge mode, as shown in Fig. 8(b). In Ref. 24, which only
considered non-interacting systems, it was proven that as long
as we preserve P and T symmetry and keep the bulk in the
universality class of the Majorana CFT, then this edge mode
remains exponentially localized—despite the absence of well-
defined gapped degrees of freedom!
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We now illustrate how these two models are distinguished
by the charges of the symmetry fluxes of P . Interestingly,
for fermionic systems it is possible for a symmetry flux to be
charged under itself : the symmetry flux of fermionic parity
can itself be fermionic. Indeed, both H and H ′′ have one
symmetry flux of P which is odd under P , and one which is
even. The former is the same for both models, being given
by · · ·Pn−2Pn−1γn (with scaling dimension ∆ = 1/8) [36].
Physically, this corresponds to both phases being proximate
to the topological Kitaev phase where this symmetry flux has
long-range order. The symmetry flux of P which is even under
P (with the same scaling dimension), is given by [36]
SPn = · · ·Pn−2Pn−1Pn (for H),
SPn = · · ·Pn−2Pn−1(iγnγn+1) (for H ′′). (18)
(The prefactors were chosen such that 〈(SPn )2〉 is positive;
see Section III) We observe that the former is even under T ,
whereas the latter is odd under T . This defines a discrete
bulk invariant. Analogous to the discussion in Section IV, the
latter protects a Majorana edge mode at each boundary, giv-
ing a global two-fold degeneracy with a finite-size splitting
∼ 1/L14. Indeed, under a Jordan-Wigner transformation—
which is exact for open boundary conditions—the models in
Eq. (17) are mapped onto the spin chains in Eq. (3) discussed
in Section II. It would be interesting to work out the analo-
gous case for phase transitions between distinct SPT phases
in parafermionic chains [61, 62].
VII. APPLICATION TO PREVIOUS WORKS
In this last section, we demonstrate how previous works on
critical systems with edge modes can be fit into the framework
of symmetry-enriched CFTs proposed in this work. Consid-
ering the extent of the literature on topologically non-trivial
gapless phases [11–26], a complete demonstration would con-
stitute a work on its own. Here, we limit ourselves to a few
(chronologically-ordered) case studies. We point out how
these systems can be interpreted as non-trivial symmetry-
enriched CFTs, for which we identify bulk invariants.
For clarity, let us mention that in 2011 there were several
contemporaneous works discussing algebraically-ordered su-
perconductors with topological edge modes [12–14]. How-
ever, these are not examples of symmetry-enriched CFTs with
edge modes. This can be seen from the fact that in these cases,
the edge modes have algebraic finite-size splitting ∼ 1/Lβ
where the power β is proportional to the Luttinger liquid pa-
rameter K. This means that the edge modes can be destroyed
by smoothly tuning K to a small enough value. Hence, there
cannot be a discrete bulk invariant associated to the c = 1
CFT. This is consistent with symmetries not being important
to stabilize the edge modes in Refs. 12–14 (aside from the
U(1) symmetry stabilizing criticality).
A. “Prediction of a gapless topological Haldane liquid phase in
a one-dimensional cold polar molecular lattice”
In Ref. 11, Kestner, Wang, Sau and Das Sarma introduced a
gapless analogue of the spin-1 Haldane phase. Due to the con-
text of the work (i.e., dipolar gases), long-range interactions
were considered. Nevertheless, a nearest-neighbor model is
straight-forward:
H =
∑
n
[
(SxnS
x
n+1 + S
y
nS
y
n+1)(S
z
n + S
z
n+1)
2 + ∆SznS
z
n+1
]
.
(19)
The Hamiltonian looks similar to the spin-1 XXZ chain, with
an extra factor in the spin-hopping term such that
∑
n(S
z
n)
2 is
conserved—which makes all the difference. For 0 < ∆ < 1,
the system is critical with central charge c = 1, and using the
methods of Ref. 11, it can be shown that the system is topolog-
ically non-trivial: there is still long-range order in the Haldane
string order parameter · · ·Rzn−2Rzn−1Szn and the ground state
is twofold degenerate with open boundary conditions.
We note that this model is an example of a c = 1 CFT
enriched by the Z2×Z2 group of pi-rotations Rx, Ry and Rz .
Indeed, the fact that · · ·Rzn−2Rzn−1Szn has long-range order,
tells us, firstly, that the symmetry flux of Rz is unique and,
secondly, that it has a non-trivial charge with respect to Rx
and Ry . This thus gives us a discrete topological invariant
for the critical bulk. In section V C we saw that there are no
topologically non-trivial Z2 × Z2-enriched CFTs of minimal
codimension. Indeed, Eq. (19) is of higher codimension and
is not naturally interpreted as a critical point between phases
with Z2 × Z2 symmetry.
However, it is a Z2 × Z2 × ZT2 -enriched CFT of minimal
codimension! More precisely, it occurs as a direct transition
between two gapped phases which are topologically distinct
with respect to Tspin = RyK but which are topologically
identical and non-trivial with respect to Z2 × Z2. To see
this—and to shed light on the unusual conservation law—it
is useful to consider the unitary U ≡ exp (ipi2 ∑n(Szn)2). It
can be shown that this commutes with Rγ=x,y,z but not with
Tspin, i.e., UTspinU† = RxK 6= Tspin. Hence, if HXXZ is
the spin-1 XXZ chain—which is non-trivial with respect to
pi-rotations and time-reversal—then UHXXZU† is still non-
trivial with respect to the former, but not the latter. Remark-
ably, the model in Eq. (19) is exactly the halfway interpolation
between these two, H = 12
(
HXXZ + UHXXZU
†). Indeed,
since U toggles between the two gapped phases, the transition
must occur at the
∑
(Szn)
2-symmetric point. Lastly, note that
both gapped phases have the same symmetry flux for Rz (this
can hence remain long-range ordered at criticality) but have
distinct symmetry fluxes for Rx, i.e., · · ·Rxn−2Rxn−1Sxn and
· · ·Rxn−2Rxn−1{Syn, Szn}. At the critical point, the latter two
become algebraically ordered with the same scaling dimen-
sion. The symmetry flux of Rx is thus degenerate, but both
have the same non-trivial charges with respect to Ry and Rz ,
consistent with this being a non-trivially-enriched CFT.
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B. “Quantum Criticality in Topological Insulators and
Superconductors: Emergence of Strongly Coupled Majoranas
and Supersymmetry”
One of the phase transitions considered by Grover and
Vishwanath in Ref. 48 is between a topological superconduc-
tor in class DIII (protected by an anti-unitary symmetry sat-
isfying T 2 = P ) and an Ising phase which spontaneously
breaks T . It was demonstrated that the edge flows to an un-
usual fixed point, exhibiting itself in unusual fermionic corre-
lations near the boundary (as a function of time).
We point out that this transition is an Ising CFT enriched by
T and fermionic parity symmetry P . The clearest way of see-
ing this is that the symmetry flux of P (which has long-range
order for this bosonic transition) can be shown to be odd un-
der T . In an approximate converse, the µ operator of the Ising
CFT is odd under fermionic parity symmetry: PµP = −µ;
see Appendix F 1 for details. As discussed in Fig. 4, this stabi-
lizes the spontaneously-fixed boundary condition. According
to the analysis in Section IV, we thus expect that this class
of transition generically has a global twofold degeneracy for
open boundaries whose finite-size splitting is exponentially
small in system size.
C. “Gapless symmetry-protected topological phase of fermions
in one dimension”
In Ref. 16, Keselman and Berg show that spinful fermions
with attractive triplet-pairing stabilize a c = 1 CFT with
exponentially-localized edge modes protected by fermionic
parity symmetry P and time-reversal symmetry T (obeying
T 2 = P ). In addition to a field-theoretic analysis, this was
numerically demonstrated in a simple lattice model:
H = −
∑
n,σ
(
c†n,σcn+1,σ + h.c.
)
+ U
∑
n
∆†n∆n, (20)
where σ ∈ {↑, ↓} and ∆n = cn,↑cn+1,↓ + cn,↓cn+1,↑ (on the
lattice, the symmetries are given by P =
∏
j Pj where Pj =
eipi(nj,↑+nj,↓) and T =
∏
j e
ipiSyjK with Syj =
i
2
(
c†j,↓cj,↑ −
c†j,↑cj,↓
)
). For U < 0, the spin sector is gapped, whereas
charges remain gapless. The stability of the edge mode was
argued to be a consequence of the gap to single-particle exci-
tations (which moreover implies that the phenomenon persists
upon adding spin-orbit coupling). Moreover, in Ref. 16 it was
shown that fermionic parity symmetry anticommutes with T
near the edges, implying edge modes.
We remark that this c = 1 CFT is non-trivially enriched by
P and T . We find that for U < 0, the symmetry flux of P has
long-range order and is given by SPj = · · ·Pj−2Pj−1(nj,↑ −
nj,↓), which obeys TSPT−1 = −SP . See Appendix F 2 for
numerical details. This generalizes the observation of Ref. 16
that P and T anticommute near the boundary to a topological
invariant in the bulk. This moreover confirms that the phase is
protected by virtue of P being a gapped symmetry. The fact
that the non-trivial symmetry flux is for a gapped symmetry is
naturally related to the exponentially small finite-size splitting
observed in Ref. 16.
D. “Gapless symmetry-protected topological order”
In Refs. 21 and 25, Scaffidi, Parker and Vasseur extended
the well-known mechanism of creating gapped SPT phases
by decorating domain walls [63] to critical systems. The idea
is illustrated straightforwardly with an example (their mech-
anism also applies to higher dimensions, but here we limit
ourselves to one dimension). Let U be the unitary which
maps the gapped Z2 × Z2-paramagnet to the Z2 × Z2-SPT
phase. As a starting point, take a Hamiltonian H which con-
sists of trivial gapped degrees of freedom decoupled from a
critical bulk; moreover, presume that one of the Z2 ⊂ Z2×Z2
acts only on the former gapped chain. The claim is then that
UHU†—which is clearly still critical—is topologically non-
trivial, which was diagnosed in terms of edge properties. In
particular, in the above case, the ground state will be twofold
degenerate for open boundary conditions (with exponentially
small finite-size splitting). Through a combination of pertur-
bative arguments and numerical calculations, this topological
phenomenon was shown to be stable.
The above procedure—which can be applied for any sym-
metry group G—indeed creates non-trivial G-enriched CFTs.
This can be seen from the perspective of symmetry fluxes:
by construction, part of the symmetry group will be gapped,
which ensures that the associated symmetry fluxes are unique.
This means that the non-trivial charge endowed by the SPT-
entangler U will be a well-defined topological invariant, even
at criticality, as discussed in Section III. Using the boundary
RG analysis of Section IV, this non-trivial symmetry flux can
be used to argue the presence of edge modes. The notion of
charged symmetry flux thus gives a topological bulk invari-
ant for the cases studies in Refs. [21, 25]. We note that the
presence of gapped degrees of freedom are not essential to
make domain wall decoration work at criticality: the mod-
els H and H ′′ in Section II are related by the SPT-entangler
U =
∏
n(CZ)n,n+1; in this case, we found the finite-size
splitting to be algebraic.
E. “Topology and edge modes in quantum critical chains”
In Ref. 24, a subset of the current authors showed that
exponentially localized edge modes can exist in critical sys-
tems without gapped degrees of freedom. This work was re-
stricted to non-interacting fermions, where arbitrary models
with fermionic parity symmetry P and spinless time-reversal
symmetry T (T 2 = 1)—realizing the so-called BDI class—
could be described in terms of a complex function f(z). The
number of roots of this function on the unit circle tells us
the central charge of the bulk CFT. The number (and norm)
of roots stictly within the unit disk tell us about the number
of topological edge modes (and their individual localization
lengths). In particular, this shows that in this non-interacting
18
set-up one can have edge modes for an arbitrary (half-integer)
central charge c.
These critical systems can indeed be seen as CFTs enriched
by P and T symmetry. Since there are no additional gapped
degrees of freedom, all symmetry fluxes are algebraic. Nev-
ertheless, these can still have non-trivial charges. In partic-
ular, as shown in Section III, the Ising CFT (c = 1/2) has
unique symmetry fluxes. And indeed, as discussed in Sec-
tion VI, this allows to extend some of the non-trivial CFTs
considered in Ref. 24 to the interacting case, where the finite-
size splitting becomes algebraic ∼ 1/L14 (the algebraic split-
ting does not show up in the non-interacting limit since the
descendant responsible for the splitting is intrinsically inter-
acting). For more general CFTs (c ≥ 1), a case-by-case study
is necessary: some remain non-trivial with interactions, others
do not, which can be determined by examining the symmetry
action on the higher-dimensional space of symmetry fluxes.
We leave an exhaustive discussion of these more general situ-
ations to future work.
VIII. OUTLOOK
Similar to how one-dimensional gapped degrees of freedom
can realize a multitude of distinct phases of matter in the pres-
ence of a global symmetry G [1–4], a given universality class
has many distinct symmetry-enriched versions. This forms
the concept of G-enriched quantum criticality. We have intro-
duced various invariants to characterize this, the crucial one
being the symmetry flux associated to a global symmetry. In
the simplest case, this has a well-defined charge which then
serves as a topological invariant. We related this to the pres-
ence of edge modes, whose finite-size splitting depends on
whether the flux is charged under a gapped symmetry. A par-
ticularly novel aspect to come out is that the Ising CFT en-
riched by an anti-unitary symmetry can host an edge mode
whose finite-size splitting scales as ∼ 1/L14. The aforemen-
tioned invariants also allow to broach the classification of G-
CFTs, giving a complete picture for the Ising CFT and a par-
tial understanding for the Gaussian CFT. The latter served to
discuss various subtleties, such as how the c = 1 orbifold CFT
seemingly has a non-trivial topological invariant. Lastly, the
concept of symmetry-enriched quantum criticality allows to
unify previous works into a single picture.
Examples of topologically non-trivial symmetry-enriched
CFTs are presumably rather ubiquitous, once one knows
where to look. For example, one can expect them to oc-
cur at transitions between gapped SPT phases and symmetry-
breaking phases where the ground state degeneracies (for
open boundaries) have compatible symmetry properties. In-
deed, this guideline suggests that it should occur for the spin-1
XXZ chain, which we confirmed in Fig. 1. Moreover, as we
established in Section VII, various known examples of critical
systems with edge modes can be reinterpreted as phase transi-
tions between distinct non-trivial gapped phases of matter (see
also Ref. 47). It would hence be interesting to uncover more
experimentally relevant examples of this sort. It is likely that
these are already present—but overlooked—in known phase
diagrams (the critical spin-1 XXZ chain illustrates this).
Related to finding more physical realizations of this phe-
nomenon, is the question of what its practical use could
be. The unique phenomenology of topologically non-trivial
symmetry-enriched quantum criticality is that it allows for a
localized topological edge modes which is apparently oblivi-
ous to long-range correlations in the bulk. Relatedly, it allows
for quantum information to remain localized whilst the bulk
is tuned through a quantum critical point. Such surprising sta-
bility of quantum information could conceivably prove to be
useful.
On the theoretical front, an obvious—and important—
challenge is the complete classification of G-enriched CFTs.
Such a task is vast, as it contains the classification of all CFTs
as a subset. A more realistic question is thus: what is the clas-
sification for G-CFTs where the CFT is already known and
understood in the absence of additional symmetries. In this
work, we provided the answer for the Ising CFT. Despite mak-
ing progress for the case of the symmetry-enriched c = 1 CFT,
its classification is still an open issue, as it is for all remaining
CFTs. As a first step, it is conceivable that our classifica-
tion for the Ising CFT can be extended to all minimal unitary
models. Moreover, in our classification we presumed a uni-
tary group G for convenience, even though we have discussed
anti-unitary examples. It would hence be useful to extend this
to include the case of time-reversal symmetry, and perhaps
even spatial or anomalous symmetries—which we have not
touched upon.
Lastly, let us stress that although our work discussed the
one-dimensional setting, the concept of symmetry-enriched
quantum criticality applies to any dimension. An exciting
and open question is thus the extension of our invariants—
and their corresponding unusual edge phenomena—to higher
dimensions. In one dimension, an equally exciting question is
whether our topological invariants can be efficiently detected
in a tensor-network representation of the ground state, such
as the multi-scale entanglement renormalization group ansatz
(MERA) [64].
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Appendix A: Symmetry fluxes and their charges
1. Symmetry properties of unique symmetry fluxes
For any g ∈ G and h ∈ C(g), we define χg(h) through UhSgUh† = χg(h)Sg (presuming we have chosen the endpoint
operator Og such that C(g) acts nicely on it; otherwise we have to use the inner product, as discussed in the main text). From
this definition, it directly follows that χg(hk) = χg(h)χg(k), i.e., χg : C(g) → U(1) is a one-dimensional representation.
Other useful properties—which hold for bosonic systems which are gapped or described by a CFT—are χg(h) = χh(g)−1 and
χg(g) = 1. In the gapped case, these can be derived from the concept of symmetry fractionalization. More generally, these can
be argued based on modular invariance of the partition function. Note that χg(g) = 1 need not be true for fermionic systems:
the Kitaev chain is a paradigmatic example where the symmetry flux of P is charged under itself!
2. From abelian charges to cocycles
Here we show how specifying the above charge χg for any g ∈ G is equivalent to specifying a projective representation of G
if G is abelian.
Due to the structure theorem, we have G ∼= Zr1 × · · ·Zrn (for convenience we take G to be finite). Let g1, ..., gn be a set
of generators. We now define a central extension of G, which is a group G˜ generated by the symbols gˆ1, ..., gˆn, and complex
phases. To define the relations between these generating elements, it is useful to introduce the shorthand [a, b] ≡ aba−1b−1. The
relations of G˜ are then gˆrjj ≡ 1 and [gˆj , gˆk] ≡ χgk(gj). A priori, it is not trivial that this definition is consistent, since there are
non-trivial relationships between commutators. In particular: [a, b] = [b, a]−1 and [a, bc] = [a, b][b, [a, c]][a, c] and [g, g−1] = 1.
However, the properties of χg mentioned in the previous subsection indeed show that the consistency relations are satisfied.
We have thus defined a central extension U(1) → Gˆ → G. This short exact sequence simply means that G ∼= G˜/U(1), as
one can readily verify. This is equivalent to defining a projective representation of G. The latter is often characterized in terms
of a cocycle ω(g, h). The standard way of obtaining this from the extension, is by first defining a section s : G → Gˆ, i.e., an
embedding of the original group into the extended one. It is sufficient to define this on the products of the generating elements:
s(gk11 · · · gknn ) ≡ gˆk11 · · · gˆknn . The cocycle is then determined via ω(g, h) = s(g)s(h)s(gh)−1.
3. Gapped symmetries
In this subsection, we focus on symmetries which act only on gapped degrees of freedom.
a. Symmetry flux from symmetry fractionalization: string order parameter
For gapped symmetries, there is the notion of symmetry fractionalization [1, 2]. This says that if one acts with the symmetry
operator on a finite but large region, it effectively only acts non-trivially near the edges: UgmU
g
m+1 · · ·Ugn−1 = UgLUgR. These
obey a projective representation UgRU
h
R = e
iω(g,h)UghR ; here ω(·, ·) characterizes the so-called second group cohomology class.
These fractional symmetries, UgL and U
g
R, might have non-trivial symmetries properties which force their expectation value to be
zero. A string order parameter is then usually defined by finding an operatorOg that cancels these symmetry properties such that
〈OgmUgL〉 6= 0 and 〈UgROgn〉 6= 0. The resulting string order parameter is then OgmUgmUgm+1 · · ·Ugn−1Ogn which has long-range
order by construction. Note that this exactly satisfies the condition for the symmetry flux of g as defined in Section III A.
b. Uniqueness of symmetry flux
Suppose one has a second operator O˜ that satisfies the same properties. In particular, 〈O˜gmUgL〉 6= 0 and 〈UgRO˜gn〉 6= 0. From
this, we can then directly observe that its symmetry flux is linearly dependent with the other one. More precisely, using the inner
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product of Eq. (6) (using that ∆g = 0):
〈S˜g|Sg〉sym = lim|n−m|→∞〈O˜
g
mU
g
m · · ·Ugn−1Ogn〉 (A1)
= lim
|n−m|→∞
〈O˜gmUgL〉〈UgROgn〉 6= 0. (A2)
c. Charges from the cocycle
Having shown the uniqueness of the symmetry flux of g ∈ G, we can now consider on its symmetry properties. For any
h ∈ C(g) (i.e., the elements of commuting with g), we can consider UhSg (Uh)† = χg(h)Sg with χg(h) ∈ U(1). As noted
before, the function χg : C(g) → U(1) : h 7→ χg(h) is a one-dimensional representation of the stabilizer of g. We now
show that χg(h) = e−i(ω(h,g)+ω(hg,h
−1)). By definition of Og , it has the opposite symmetry property of UgR (indeed, otherwise
OgUgR could not have a nonzero expectation value), hence UhUgRUh† = χ∗g(h)UgR. The left-hand side equals UhRUgRUh†R =
eiω(h,g)UhgR U
h−1
R = e
i(ω(h,g)+ω(hg,h−1))UgR. QED.
Note that in subsection A 2 we proved that this relationship can be inverted if G is abelian.
Appendix B: Symmetry-enriched Ising CFT in an exactly solvable model
Here we solve the Hamiltonian H = J1H1 + JHalHHal + JxHx by mapping it to free fermions. We use the formalism of
Ref. 24 to obtain a simple solution that straightforwardly allows to extract bulk correlation lengths and edge mode localization
lengths from zeros of holomorphic functions.
After a Jordan-Wigner transformation, we have a quadratic fermionic chain. More generally, when there is a two-site unit cell,
it is useful to write the Hamiltonian as follows:
H = −i
∑
n∈sites
∑
α∈Z
(γ˜2n−1, γ˜2n)Tα
(
γ2(n+α)−1
γ2(n+α)
)
. (B1)
In particular, for the above Hamiltonian, we obtain
T−1 =
(
0 JH
0 0
)
, T0 =
(
0 J1 + Jx
J1 0
)
, T1 =
(
0 0
JH + Jx 0
)
. (B2)
As in Ref. 24, it is useful to consider
F (z) :=
∑
α
Tαz
α =
(
0 J1 + Jx + JH/z
(JH + Jx)z + J1 0
)
=
(
0 h(z)
g(z) 0
)
, (B3)
where we have defined h(z) = J1+Jxz
(
z + JHJ1+Jx
)
and g(z) = (JH +Jx)
(
z + J1JH+Jx
)
(written in such a way that their zeros
can be read off). In the style of Ref. 24, we can associate a correlation length to both functions (the extra factor of two in the
numerator is due to the two-site unit cell):
ξh =
2∣∣∣ln ∣∣∣ JHJ1+Jx ∣∣∣∣∣∣ and ξg =
2∣∣∣ln ∣∣∣ J1JH+Jx ∣∣∣∣∣∣ . (B4)
‘The’ correlation length of the system is then given by ξ = max{ξh, ξg}.
For edge modes and topological invariants, it is useful to consider the winding number ω = Nz −Np associated to h(z) and
g(z), denoted by ωh and ωg respectively. Their values are shown in the phase diagrams in Fig. A1. This figure clarifies that the
topological phase transition is driven by h(z), whereas the topology of g(z) is stable throughout that same region. It is hence
natural to conclude that ξloc = ξg . (This has also been confirmed with numerics.)
In Fig. 3(b) of the main text, the red path is parametrized by Jx = 2λJ1 and JH = 2(1 − λ)J1 (for λ ∈ [0, 1]). Hence,
J1
JH+Jx
= 12 and
JH
J1+Jx
= 1−λ1/2+λ From Eq. (B4), we conclude that the edge mode has constant localization length ξloc = 2/ln 2,
whereas the bulk correlation length is
ξ =
{
2
|ln( 1−λ1/2+λ )| for λ ∈ [0,
1/2]
2
ln 2 for λ ∈ [1/2, 1].
(B5)
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FIG. A1. The first two plots show the topological invariant associated to h(z) and g(z). The third plot shows the BDI topological invariant
which can be expressed as ω = ωh + ωg . In the last plot, we show ω′ := |ωh|+ |ωg|, which is the one to consider in this case.
Appendix C: Duality mapping (Ix, Iy, Iz)↔ (1,Hal,0)
One can define the following unitary mapping (ignoring boundary conditions):
X2n+1 = (−1)nZ˜1 · · · Z˜2n−1Z˜2n (C1)
Y2n+1 = (−1)nZ˜1 · · · Z˜2n−1Y˜2nY˜2n+1 (C2)
Z2n+1 = −X˜2nY˜2n+1 (C3)
X2n+2 = (−1)nZ˜1 · · · Z˜2n−1Z˜2nX˜2n+1X˜2n+2 (C4)
Y2n+2 = (−1)n+1Z˜1 · · · Z˜2n−1Z˜2nZ˜2n+1 (C5)
Z2n+2 = Y˜2n+1X˜2n+2. (C6)
One can check that as thus defined, the operators satisfy the relevant algebra: operators on different sites commute, and on the
same site they form a representation of the Pauli algebra.
From the above correspondences, one can derive:
X2nX2n+1 = Y˜2n−1Y˜2n (C7)
Y2nY2n+1 = Y˜2nY˜2n+1 (C8)
X2n+1X2n+2 = X˜2n+1X˜2n+2 (C9)
Y2n+1Y2n+2 = X˜2nX˜2n+1. (C10)
This directly implies that Hx ↔ H1 and Hy ↔ HHal.
Similarly, one can check:
Z2nZ2n+1 = −Y˜2n−1Y˜2n+1 (C11)
Z2n+1Z2n+2 = −X˜2nX˜2n+2 (C12)
−Y2nY2n+2 = Z˜2nZ˜2n+1 (C13)
−X2n+1X2n+3 = Z˜2n+1Z˜2n+2. (C14)
Hence, Hz ↔ H0. (Caveat: depending on which direction of the mapping one takes, H0 has XX couplings on even/odd sites.
However, since all five other Hamiltonians are inversion symmetric (when inverting along bonds between two-site unit cells), we
can always concatenate with spatial inversion to obtain the desired variant.)
Appendix D: The bait-and-switch lemma
Consider two G-enriched Ising CFTs, which we refer to as the A and B systems. Suppose that each has the same charge for
their σ operator. We now prove that if we stack the A-system which has been perturbed into its gapped symmetry-preserving
phase on top of the critical B-system, then we can smoothly connect this to the B-system in its gapped symmetry-preserving
phase stacked on top of the critical A-system. Conceptually, this says that all (non-symmetry-breaking) G-enriched Ising CFTs
with the same charges for local operators can be realized by stacking gapped SPT phases on top of a reference Ising CFT. (Note
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that in the presence of symmetry-breaking, one can apply this lemma to the remaining symmetry group.) This lemma can be
seen as a generalization of Corollary 1 in the Appendix of [24] to the interacting case.
It is convenient to use the representation of the Ising CFT as a φ4 theory. In particular, for a decoupled stack of the above two
critical Ising CFTs, the Lagrangian would be
L0 =
∑
i=A,B
(
(∂φi)
2 − φ4i −m2cφ2i
)
. (D1)
The parameter mc is taken such that we are at the Ising fixed point. (This is roughly m2c ≈ 0.5 according to Ref. 65, but
its precise value is not important to the argument.) We now show that the situation where (only) the A system is gapped, i.e.
L = L0−m2φ2A, can be smoothly connected to where (only) the B system is gapped, i.e. L = L0−m2φ2B , preserving both the
Ising universality class and the G symmetry throughout.
Since by assumption the φA and φB fields have the same charges under each element of G, we can consider the following
symmetric coupling (where θ ∈ [0, pi/2] is a free parameter):
L = L0 −m2((cos θ)φA + (sin θ)φB︸ ︷︷ ︸
≡ϕ1
)2 + f(m, θ)(−(sin θ)φA + (cos θ)φB︸ ︷︷ ︸
≡ϕ2
)2. (D2)
For θ = 0 (taking f(m, 0) = 0), the A d.o.f. are indeed gapped out and decoupled from the critical B d.o.f., whereas for θ = pi/2
the roles are reversed. We now show how to define f(m, θ) to keep the system Ising critical for intermediate values of θ.
If we express the Lagrangian in terms of the new fields ϕ1 and ϕ2 which were defined in Eq. (D2), we obtain
L =
∑
i=1,2
(
(∂ϕi)
2 −
(
3 + cos(4θ)
4
)
ϕ4i −m2cϕ2i
)
−m2ϕ21 + f(m, θ)ϕ22 − V, (D3)
where the coupling V arises due to the quartic term, V = 32 (1− cos(4θ))ϕ21ϕ22 + sin(4θ)
(
ϕ1ϕ
3
2 − ϕ31ϕ2
)
. If we work in the
limit of large m2, then ϕ1 will be pinned to ϕ1 = 0, such that
L = (∂ϕ2)2 −
(
3 + cos(4θ)
4
)
ϕ42 −
(
m2c +
3
2
(1− cos(4θ))〈ϕ21〉m,θ − f(m, θ)
)
ϕ22. (D4)
Here 〈ϕ21〉m,θ depends on the UV (lattice) scale a. (Note that there is no effective coupling through 〈ϕ1〉 or 〈ϕ31〉 since symmetry
forces this to be zero.) The Lagrangian in Eq. (D4) is at the Ising critical point if we enforce the ratio
m2c =
m2c +
3
2 (1− cos(4θ))〈ϕ21〉m,θ − f(m, θ)
3+cos(4θ)
4
⇒ f(m, θ) ≡ sin2(2θ)
(
m2c
2
+ 〈ϕ21〉m,θ
)
. (D5)
Note that when integrating out ϕ1, higher-order corrections can be generated; these can be included, leading to a slight shift in
f(m, θ). The main conceptual point is that we can reach (or better yet, stay on) criticality by tuning a single parameter.
Appendix E: SU(2) symmetry at the self-dual radius
At the self-dual radius of the compact boson CFT (i.e., K = 1/2, or rc = 1/
√
2), we have an emergent SU(2) × SU(2)
symmetry, generated by the following operators with dimensions (1, 0) and (0, 1), respectively:
Jx = cos(θ + ϕ) Jy = sin(θ + ϕ) Jz = 12 i∂z (θ + ϕ)
J¯x = cos(θ − ϕ) J¯y = sin(θ − ϕ) J¯z = 12 i∂z¯ (θ − ϕ) .
(E1)
For clarity, we are using a convention such that θ + ϕ is holomorphic and θ − ϕ is antiholomorphic at K = 1/2. We can define
a change of variables which corresponds to a rotation generated by Jx, such that J˜x ≡ Jx but J˜z ≡ Jy and J˜y ≡ −Jz (and
similarly for the anti-holomorphic sector). Note that this transformation is a symmetry only at the self-dual radius (i.e., at that
point the theory is identical in these new variables)! We thus find
∂xθ˜ = −2 cos θ sinϕ, ∂xϕ˜ = −2 sin θ cosϕ, cos θ˜ cos ϕ˜ = cos θ cosϕ, sin θ˜ sin ϕ˜ = sin θ sinϕ. (E2)
24
J1 J1 J1J0
g/2
g/2
J0
g/2
g/2
· · ·
1
2
3
4
FIG. A2. A strongly-interacting Majorana model (see Eq. (F1)) in the DIII class.
Appendix F: Relation to the literature
1. “Quantum Criticality in Topological Insulators and Superconductors: Emergence of Strongly Coupled Majoranas and
Supersymmetry” (Grover, Vishwanath)
In this subsection, we discuss a model appearing in Ref. 48, reinterpreting certain aspects in terms of symmetry-enriched
quantum criticality. For that reason, we closely follow the notation used in that paper. To start, let us consider a model which
does not directly appear in Ref. 48, but which will aid our analysis:
H =
∑
n≥1
(
Jn mod 2 χ2n−1χ2nχ2n+1χ2n+2 − g
2
iχ4n−1χ4n+1 +
g
2
iχ4nχ4n+2
)
. (F1)
The Hamiltonian is pictorially represented in Fig. A2. It has an anti-unitary symmetry T− defined by (χ2n−1, χ2n)
T−7→
(χ2n,−χ2n−1), satisfying T 2− = −1. If we set J0 = J1 = 0 (but g 6= 0), then in Fig. A2 we directly see that we are in a
topological phase with two zero-energy Majorana edge modes at a single edge, χ1 and χ2, which T− prevents us from gapping
out. This is the only non-trivial class in DIII. Oppositely, if we make J0 and J1 positive and large, then the ground state wants
to occupy vertical bonds, spontaneously breaking T−.
Note that—similar to the SSH model—the above model is only non-trivial if we fix our convention of the physical unit cells
to be (1234)(5678) · · · , i.e. the blue boxes in Fig. A2.
a. Deriving an effective (almost-)spin model (as J0 → +∞)
Note that the J0 term is an integral of motion. In fact, it is already minimized in the above phase, so we can adiabati-
cally ramp up the term J0 such that J0  max{|J1|, |g|}. We can then work in the subspace H0 where for all n, we have
χ4n−1χ4nχ4n+1χ4n+2 = −1. In this subspace, we can define the following bosonic operators:
σzn := iχ4n−1χ4n = iχ4n+1χ4n+2, (F2)
σxn := iχ4n−1χ4n+1 = −iχ4nχ4n+2. (F3)
In this sector, we then obtain
Heff =
∑
n≥1
(J1χ4n−3χ4n−2χ4n−1χ4n − g iχ4n−1χ4n+1) (F4)
= −J1 σz1 iχ1χ2 −
∑
n≥1
(
J1σ
z
nσ
z
n+1 + gσ
x
n
)
. (F5)
The model in Eq. (F5) is the one appearing Ref. 48 (Eq. (1) of that work). The anti-unitary symmetries acts the following way on
the bosonic operators: (σxn, σ
y
n, σ
z
n)
T−7→ (σxn, σyn,−σzn). In other words, for the spin variables, we can write T−,eff = (
∏
σxn)K.
Note that this implies T 2−,eff = +1.
We see that the anti-unitary symmetry in Heff is spontaneously broken for |J1| > |g|, whereas for |J1| < |g| we have two
protected Majorana modes (per edge).
b. Symmetry fluxes
Let us first obtain the symmetry flux for fermionic parity symmetry P =
∏
n Pn where Pn = γ4n−3γ4n−2γ4n−1γ4n is the
fermionic parity per unit cell (i.e., per blue box in Fig. A2). Since we work in the limit where J0 → +∞, we have that the
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product of red boxes has long-range order. We conclude that the symmetry flux of P is SPn = · · ·Pn−2Pn−1(iγ4n−3γ4n−2)
(note that the i is there to ensure that
〈(SPn )2〉 > 0). We observe that T−SPT− = −SP , i.e., the symmetry flux of P is odd
under T . This gives us a discrete label which is moreover topologically non-trivial.
By the reciprocal nature of charges of symmetry fluxes, we expect that the symmetry flux of T should be odd under P . How-
ever, in this work we have not studied the notion of symmetry fluxes for anti-unitary symmetries. Nevertheless, a closely related
statement is that we expect that PµP = −µ. To make this precise, we can consider a lattice Z2 symmetry which we can relate
to the unitary Z2 symmetry of the Ising CFT. This is of course
∏
n σ
x
n, or in the original fermionic model, the fermionic parity
symmetry of a single leg, Podd =
∏
n(χ4n−1χ4n+1). Indeed, for J0 → +∞, one can derive that Podd =
∏
n σ
x
n (at least without
boundaries). Similar to P , the symmetry flux of Podd has an extra Majorana mode: SPodd = · · · (Podd)n−2(Podd)n−1χ4n−1.
Hence, we conclude that the symmetry flux of Podd is odd under fermionic parity symmetry. Equivalently, the symmetry flux of∏
n σ
x
n is · · ·σxn−2σxn−1χ4n−1; we thus conclude that PµP = −µ.
If we do not enforce the lattice Z2 symmetry
∏
n σ
x
n, then it becomes subtle to claim that PµP = −µ is well-defined.
However, in this particular case, we expect that due to T− symmetry being enforced, this invariant remains well-defined even in
the absence of explicit
∏
n σ
x
n symmetry; the methods developed in this paper do not allow us to prove this.
c. Edge modes
Since µ is charged under P , we know that by the general arguments in Section IV, the Ising CFT will have a degeneracy with
open boundaries. This is in fact easy to see in Eq. (F1) and Eq. (F5). In both cases, we see that iχ1χ2 and χ1σx2σ
x
3 · · · are
symmetries of the Hamiltonian, whereas they mutually anticommute. The half-infinite geometry thus has a twofold degeneracy
labeled by the occupation iχ1χ2 = ±1. Remarkably, this degeneracy is protected by the bulk CFT being enriched non-trivially
by P and T−. Even with generic symmetry-preserving perturbations, the system will have a global twofold degeneracy whose
splitting is exponentially small in system size.
2. “Gapless symmetry-protected topological phase of fermions in one dimension” (Keselman, Berg)
Let us recall the model in Eq. (20) of the main text:
H = −
∑
n,σ
(
c†n,σcn+1,σ + h.c.
)
+ U
∑
n
(
−c†n,↑cn,↓cn+1,↑c†n+1,↓ + h.c.+ ni,↑ni+1,↓ + ni,↓ni+1,↑
)
. (F6)
If we relabel the indices as 2j − 1 ≡ (j, ↑) and 2j ≡ (j, ↓), then one can straightforwardly apply the Jordan-Wigner transforma-
tion to obtain the following spin-1/2 chain:
H =
1
2
∑
i
(Xi−1ZiXi+1 + Yi−1ZiYi+1) + U
∑
i
(
S+2i−1S
−
2iS
−
2i+1S
+
2i+2 + h.c.+ n2i−1n2i+2 + n2in2i+1
)
, (F7)
where S± = (Xi ± iYi)/2 and ni = (1 + Zi)/2. In this bosonic language, we have the symmetries P =
∏
i Pi (where
Pi = Z2i−1Z2i) and T =
∏
j e
ipi4 (S
x
2j−1S
y
2j−Sy2j−1Sx2j)K. Note that T 2 = P .
We will consider the two string operators (OP±)i ≡ · · ·Z2i−3Z2i−2 (Z2i−1 ± Z2i). Note that TOP±T−1 = ±OP±. If U = 0,
the bulk is a c = 2 CFT and both operators have the same scaling dimension ∆ = 1/2. For U 6= 0, the bulk gaps out the spin
sector (of the original spinful fermions), stabilizing a c = 1 CFT. We confirm this in Fig. A3(a) for U = −0.9. Moreover, we
find that OP+ remains critical, whereas OP− now has long-range order; this is shown in Fig. A3(b). We conclude that the system
has flown to a c = 1 CFT which is non-trivially enriched by P and T ; in particular, the (unique) symmetry-flux of P is odd
under T .
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FIG. A3. Spinful fermions with triplet-pairing: the model of Ref. 16 as shown in Eq. (F6) (or Eq. (F7)) with U = −0.9. (a) Confirmation that
the bulk (which has central charge c = 2 for U = 0) has flown to central charge c = 1. The black line is a fit S ∼ cfit
6
ln ξ with cfit ≈ 0.994.
(b) Correlation function for OP± (where TOP±T = ±OP±). We find that the T -odd string operator has long-range order; this is thus the unique
symmetry flux of P .
