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I.-
INTRODUCCIOW
En esta Memorla nos ocupamos prlnclpalmente de la estructura 
y propiedades isomorfas de subespaclos para una amplia clase de 
espacios de funciones medibles o de suceslones denominados espa- 
cios de Musielak-Orliez ( [Mu], [Mu-o] 1 6  tambiën modulares en 
la terminologla de [Wo^] , [L'-T^] .
Dados dos espacios funcionales E y F , el es tudieu: si existe 
o no un subespacio cerrado de F que sea Isomorfo a E es un proble 
ma clâsico del Anâlisis Funcional. El propio Banach ( [Sa] , Cap. 
XII ) iniciô el estudio de este problema, denominado de la "dimen 
sidn lineal", para los espacios L^([0,l]) y y a partir de él
se ha originado un gran désarroilo de la Teorla (vêase p.e. [Pl]).
A pesar de que los espacios poseen propiedades intrinse
cas muy notables (p.e. son primos, es decir isomorfos a sus subes 
pacios complementados, y su base candnica es simétrica y equivalen 
te a todas sus bases bloque), no se conocen caracterizaciones de 
los espacios de Banach que contienen una copia isomorfa de sal 
vo en casos muy concretos. Asî, Jeunes détermina C [Ja] ) cuando 
un espacio de Banach con una base incondiciona1 posee una copia de 
Cq ô en têrminos de propiedades de la base (acotadeunente com­
pléta o reductora).
En el marco de los espacios de Orlicz de suceslones, Lindens- 
trauss y Tzafriri caracterizan los espacios que pueden sumer-
girse en un espacio de Orlicz de suceslones 2* prefijado en tërm^ 
nos de los Indices asociados y (en el caso no convexo Kalton 
[K j^ ] ) , AsI, contiene una copia de si y solo si < F £
£3^ . Introduciendo subconjuntos de C([0,l]) relacionados con *
( Ex j y C . cô(E . . ) ) , tambiën Lindenstrauss y Tzafriri carac-
Vf ^  Tf ^  Yf ^  ^ A
terizaron las copias isomorfas de en un espacio y probaron 
la existencla de espacios de Orlicz de suceslones que a pesar de 
contener copias de para p variando en un intervalo, no con­
tienen ninguna copia complementada de 2^. Esto ûltimo dénota 
que la estructura de los espacios de Orlicz de suceslones es mâs 
compleja que la de otros espacios "clâsicos" de suceslones, coroo 
los de Lorentz d(w,p) en los que siempre se tiene una copia corn 
piementada de 2^ (véase [L-T^] ).
II.-
La clase de los espacios de Musielak-Orlicz £ue introducida 
por Musielak y Orlicz ( [m u -o ] ) y Nakano ( [Na] ) y represent» 
a una euaplia coleccidn de espacios modulares abstractos en el sen 
tido de Nakano ( [Na] ) via el Teorema de Drewnowski-Orlicz ( [Mu], 
[ w ^ ]  ). Los espacios de Musielak-Orlicz de sucesiones 2^ engloban 
varios tipos de espacios de sucesiones como los de Orlicz i* 
([L-Tj^]),de Orlicz de sucesiones con pesos 2*(w^) ( [o], [Wa] ,
[H j^ ] ) , de Nakano 2 " ( [Si] , [Na] ) , de Rosenthal ^ ^
( [WOg] , [L-Tg] ) etc ...
El estudio de subespacios de los espacios modulares de suce-^ 
siones es mâs diflcil y complicado que el de los espacios de Orlicz 
de sucesiones (véase [Wo^^] , [l-T^] ) , debido en parte a que la ba 
se canônica es una base incondicional no simêtrica.
Uno de los problèmes tratados en esta Memoria es determiner 
si en espacios modulares de sucesiones vectoriales 2^(E) pueden 
"separarse" las copias de 2^. Mientras que para los espacios de 
funciones vectoriales no es en general cierto (p.e. para L^(2*^) 
con 2 < p < q - [Ra], [L-Tg] -) se alcanza un resultado afirmativo 
para F-retlculos de sucesiones vectoriales localmente acotados y 
orden continues À(K) incluyendo este marco a los espacios de Mui 
sielak-Orlicz oe sucesiones vectoriales cuya estructura es diferen 
te del caso escalar.
Una segunda opciôn ante los problèmes anteriores consiste en 
suponer que el espacio de Banach E es un retlculo de Banach y es- 
tudiar entonces las propiedades Riesz-isomorfas (p.e. contener una 
copia Riesz-isomorfa de £^) de los F-retlculos x (E) o t^ (^K) 
correspondientes. Esta forma de considerarel tema esté en la llnea 
de los trabajos de Zaanen, Class, Wnuk etc... ( [ z ]  , [w^^] , [ C - Z ] )  .
El estudio de los subespacios de espacios de Orlicz de funcio 
nés L , fue iniciado por Lindenstrauss y Tzafriri (véase taunbien 
[Ni] y [j-M-S-t] ) y présenta mayores dificultades que el caso de 
sucesiones. En particular , es interesante determinar que espacios 
2 P son isomorfos o no a subespacios complementados de un espacio 
de Orlicz L * ([0,1]) prefijado. Uno de los objetivos de esta Memoria 
serà probar que la soluciôn en algunos casos se reduce a p=2. Es 
bien conocido que utilizando las funciones de Rademacher podemos su 
mergir 2 ^  de forma complementada en cualquier espacio de Orlicz
III,-
reflexivo L ( [0,l] ) ( [L-Tg] ).
Al considerar los espacios de Orlicz de funciones L* (£0,1]), 
es importante estudiar los subespacios generados por una sucesidn 
bâsica formada por funciones caracterlsticas disjuntas. Estos su­
bespacios, complementados si $ es convexa, admiten una represen- 
tacidn mediante espacios de Orlicz de sucesiones con pesos de su- 
ma finita 2*^ (w^) . Por ello, un objetivo mâs de esta Memoria es 
establecer cuando dichos espacios son isomorfos a espacios de Or­
licz de sucesiones 2*^ y en particular a 2 P, y la relaciOn con los 
subconjuntos E ^  y C ^  de funciones de Orlicz introducidos por Lin 
denstrauss y Tzafriri. Recordemos que un espacio de Orlicz conve­
xo de funciones L * ([0,1]) tiene una copia de un espacio de Orlicz 
de sucesiones 2'^ , generada por una sucesiân bâsica de elementos 
dis juntos si y solo si ij/ es équivalente a una funciôn de C ^  ; si
ademâs ij» pertenece salvo equivalencia a E “ , la copia es com­
plementada .
El ûltimo problema planteado aumenta en complejidad si susti- 
tuimos los espacios de Orlicz de sucesiones con peso por otros es- 
pacios modulares de sucesiones, debiendo particular!zar a espacios 
de Musielak-Orlicz concretos como los de Nakano ( [Na] , [Si] ).
A continuaciôn resumimos los contenidos principales de cada 
uno de los cuatro capltulos en que se divide la Memoria.
En el primer Capltulo se determinan condiciones necesarias 
y suficientes para que un F-retIculo de sucesiones vectoriales 
X(E) tenga una copia isomorfa de 2P, para 0 < p < «,o de Cq .
Si X es un retlculo de sucesiones escalares localmente aco 
tado dotado de una F-norma P orden continua y (E, || || ) es un
espacio de Banach entonces X(E) es el espacio de las sucesiones
vectoriales (x^) ^  taies que ( Il || )  ^6 x provisto de la F-nor
ma definida por p ( ( jj x^ || )” ). Los espacios de Orlicz 2l*(E),de
Musielak-Orlicz 2^ (E) y de Lorentz d(w,p)(E) de sucesiones 
vectoriales quedan incluidos , entre otros, en esta definiciôn.
Imponemos a E, en una primera aproximaciôn que posea una ba 
se incondicional con lo que elespacio de Musielak-Orlicz de suce 
siones 2‘^ (E) tambien la tiene. Entonces utilizando la caracter^ 
zaciûn de James de los espacios con una base incondicional que 
poseen una copia de c^ o 2 se détermina cuando el espacio 
2 **(E) tiene una copia de Cq o de 2 .^
IV.-
A contlnuaciôn, estudiamos las copias isomorfas de para 
p arbitrario en X(E) , mediante têcnicas de perturbaciôn de ba­
ses. Asl, establecemos que para espacios de Banach arbitrerios E 
las copias de 2^ y c,_, en x (E) se pueden separar; es decir 
X (E) tiene una copia isomorfa de si y solo si x ° ^ tienen
una copia de 2^. Su demostracidn se basa en que un subespacio 
cerrado de x(E) es isomorfo a un subespacio de E 9 0 E para
algûn j o contiene un subespacio isomorfo al generado por una ba­
se bloque canônica de X . S e  dan luego aplicaciones a los casos 
concretos de espacios de Orlicz y de Musielak-Orlicz. En particu­
lar, la separaciôn de copias de cy en 2 '^{E) me j or a un resultado 
de Kaminska ([Ka] ).
El resto del Capltulo se dedica a obtener otras propiedades 
isomorfas de los espacios X (E) . Asî, utilizando un resultado 
de Raynaud ( [na] ), se prueba que aunque el espacio de Orlicz de 
sucesiones 2'*' (2*^) posee las mismas copias de 2 ^  que , di­
chos espacios no son isomorfos. Mâs aûn, en un caso muy general 
el espacio 2*^ 2'^ ) no es un espacio de Orlicz de sucesiones escala
En el segundo Capltulo , estudicunos propiedades Riesz-iso 
morfas de los espacios X(E) y i^(E) cuando E es un retlculo de 
Banach.
Si Eg désigna el mâximo ideal de E en que la norma es orden 
continua, se tiene que 2^(E) = h^(E ) donde h^= 2^ . Se deduce
M
entonces que el espacio 2 (E) tiene una copia Riesz-isomorfa 
de 2* si y solo 2^ o E la tienen. A continuacidn sup>o-
niendo que 2^ sea un espacio de Banach damos condiciones
suficientes para que la norma de Luxemburg candnica en 
2 ^ (E) sea de Fatou y para que el espacio 2‘‘(E) posea la propie 
dad de Levi ( vease [Al] ). Esto permite conocer que espacios 
2^(E) poseen copias Riesz-isomorfas de Cq ° 2^ y en particular
por un resultado de Niculescu ( [n ] ) copias complementadas de 2 ,
A continuaciôn probamos que los subretlculos X separables, 
o -orden continues y no a -Levi de un retlculo de Banach Y que 
sea o -Levi, no son complementados. Aplicamos este resultado a 
la situaciôn de los espacios h^(E) y 2^ (E) cuando h^^ 2* es decir 
M no verifica la condiciôn Ag generalizada ( [Mu] ).
En la parte final, se caracterizan los idéales de h (E) y
c e  Ao4-oT-m i  n a  nnm a i r f f î n  i 1 d f  h ^ ( E )  e S  i S O m O r f O  3  2 ^  S i  y  S O l O  S i
V.-
h** o E poseen m  ideal isomorfo a 2^.
En la primera parte del tercer Capltulo se considéra una 
clase importante de espacios de Musielak-Orlicz, la de los espa 
cios de Orlicz de sucesiones con pesos 2* (w^l donde 0, ô
= ( [o ] , [Wa] , Nuestro propôsito es, fijada
una funciôn de Orlicz (p, analizar los espacios de Orlicz de su­
cesiones 2'^ (en particular los espacios 2 )^ que pueden ser re 
presentados isomorficamente como espacios de Orlicz de sucesiones 
con pesos 2*(w^) para Z w^< * . En esa situaciôn , se obtie
ne como subespacio del eApacio de Orlicz de funciones L*^(£o,l]), 
siendo ademâs complementado cuando nos restringimos al caso de 
funciones de Orlicz convexas 4» .
Se establece que, dado 0 <p < ®, el espacio 2^ es isomorfo
a un cierto 2* (w^) con Z w^< « ( y decimos que tiene la pro
piedad en * ) si y solo si existe una funciôn F E E *  tal
que F es équivalente a t^ en 0. Esta caracterizaciôn es vâlida 
tambiën para espacios 2'^’ cuando el con junto E “ no contiene fun­
ciones convexas en un entorno de 0. A continuaciôn , estudiamos 
el conjunto P® de los nûmeros reales p > 0 taies que  ^ tiene
la propieddd en «, dando e jemplos de funciones s in varia- 
ciôn regular para las que es todo el intervalo , 6^]
(posteriormente se probarâ que puede ser teunbién vacio o no
conexo ). Se muestran varias condiciones anallticas sobre la fun­
ciôn que aseguran la propiedad en ® como lim -p.
Los resultados obtenidos para espacios de Orlic'z de sucesio 
nés con pesos 2* (w^) no se extienden directamente a otro espacios 
modulares de sucesiones. Sin embargo, si 2'^ es un espacio de 
Musielak-Orlicz convexo tal que M = (* verifica la condiciôn 
A ^ -uniforme, introducida por Woo, se dan condiciones suficientes 
para que tenga una copia Riesz-isomorfa de un espacio de Or­
licz 2* o una copia isomorfa de algûn espacio 2^. Esto se efec 
tûa introduciendo un conjunto convexo de funciones de Orlicz in- 
cluido en C( [O, l] ) y relacionado con las funciones ^ .Cuando 
en particular considérâmes los espacios de Nakano de sucesiones 
2^ ^n^ se obtienen condiciones necesarias y suficientes para que 
un espacio 2 ^  este contenido isomorficamente y completadamente 
en 2^ ^n^ .
El Capltulo concluye estableciendo relaciones entre los espa
VI.-
cios modulares de funciones y de sucesiones en el sentido siguien 
te:todo subespacio cerrado de un espacio modular de funciones 
convexo L^( [o,l] ) posee una copia isomorfa de un espacio modular 
de sucesiones 2^  y en particular de algûn utilizando un re­
sultado de Woo ( [wo^] ). Asimismo se dan condiciones suficientes 
para que un espê 
isomorfa de 2 .^
acio de Nakano de funciones tenga una copia
En el cuarto y ûltimo capltulo se introduce la clase de las 
funciones de Orlicz minimales, a las que se asocian los correspon 
dientes espacios de sucesiones y de funciones minimales: 2*l’,2 (^Wj^ ) 
y ( [0,l] ). El comportamiento de estos espacios resuélve aigu 
nas cuestiones planteadas anteriormente y muy especialmente en lo 
que hace referencia a la existencia de subespacios complementados 
isormofos a 2^.
La idea para la introducciôn de estas funciones de Orlicz mini 
maies usconsiderara E^  ^ como subconjunto de C( [O, ®) dotado 
de la topologla compacta-abierta. Una funciôn minimal es aquella 
que verifica e ”  ^^   ^ , V  ^e . Ademâs de comprobar su
existencia se establece la relaciôn con el concepto dado previa- 
mente por Lindenstrauss y Tzafriri en [l-T^] para espacios de su­
cesiones 2“^ y 4) convexa.
En una primera parte del Capltulo se obtienen diverses propie 
dades de las funciones minimales sin hacer referencia a los espa-
cios que generan y que serân utilizadas posteriormente. Por ejem-
plo, si 4, es una funciôn de Orlicz minimal entonces E^ * E^
= E^ = E^ y los Indices de la funciôn en el 0 y en el <*> coinci
den (a“ =a^ y 6  ^ ). Mâs aûn mientras que en el caso general
si 4» e E^ entonces [ 6^ ] C , 6^ ] a qui los Indices
de las funciones de E™ son los mismos que los de * . Taunbiën se4) ^
establece la relaciôn de este concepto con el de conjugada de 
Young o el de simêtrica de una funciôn de Orlicz.
Los espacios de Orlicz de sucesiones con peso 2*^ (w^) para 
una funciôn de Orlicz minimal no équivalente a t^ no son nunca iso
morfos a 2^ para ningûn 0 < p < «>, Ademâs, si 4» es equivalen
te a una funciôn convexa o a t^ para 0 <p < 1 ,  todos los 
espacios 2*^' (w^) son isomorfos al propic 2* ; en el caso 
contrario hay infinites no isomorfos entre si e incluso no 
tienen por que ser necesariamente isomorfos
VII.-
a espacios de Orlicz de sucesiones . En ambos casos, los espa 
clos de Orlicz minimales 2*^ (w^) y 2*^ no son localmente a^-conve 
xos ( lo que resuelve como consecuencia un problema planteado en 
la teorla de Galbes { )).
Pasamos después a estudiar los espacios de Orlicz de funcio 
nés l'^ ( [0,1] ) para p minimal. Por^Ia relaciôn existante entre 
los espacios L y 2*^  (w^) para Z w^< ® se obtiene para fun­
ciones de Orlicz minimales convexa s ^ que el espacio ( [0,l] ) 
tiene una copia complementada de 2*^ (como ocurre para con p >1) . 
Asimismo se ofrece un resultado fundamental sobre la estructura de 
los subespacios de ( [O, l] ) , para minimal convexa, que son 
isomorfos a un espacio de Orlicz de sucesiones 2'^ ; si L* ([0,l]) 
tiene una copia isomorfa de 2^con 2 entonces existe en 
* cÔ una funciôn F équivalente en 0 a alguna funciôn de
La demostraciôn de este Teorema se basa en el método generalizado 
de Kadec-Pelczynski ( [L-Tg] ) y en têcnicas de perturbaciôn de 
bases. Particularizando al caso t) = t^ y analizando la prue
ba del resultado anterior, se obtiene que L (^ [0,l] ) tiene una 
copia isomorfa (resp. complementada ) de 2 ^  para p >2 si y solo 
si 2  ^la posee.
Utilizando ese hecho, resultadosanteriores ( £l-T^] ) y argu 
mentos de dualidad se pruëbala existencia de espacios de Orlicz de 
funciones l'^  ([O,l] ) que no contienen ninguna copia complementa­
da de 2^ excepto para p=2. Este resultado constituye una extenslôn 
del de Lindenstrauss y Tzafriri ( [L-T^] ) para espacios de suce­
siones .
Las notaciones y terminologla empleadas son las usuales en 
los textos de Anâlisis Funcional. Las referencias bibliogrâficas 
se citan.de modo literal. En cuanto a las referencia Internas, se 
remite al capltulo y apartado, omitiéndose el primero cuando se 
trata del mismo capltulo.

CAPITULO I
SUBESPACIOS ISOMORFOS A 2^ DE UN RETICULO DE 
SUCESIONES VECTORIALES X(E),
Comcr.zamos este Capltulo precisando ulgunas deflnlciones 
y resultados hâsicos rclativos a la teorla de hases de Schauder 
y a los espacios de Orlicz y Musielak-Orlicz de sucesiones y 
funciones. Los espacios vectoriales que considersunos lo son sien 
pre sobre un cuerpo K=IR 6 f .
Una sucesiôn (x^ ) ^  de elementos de un F-espacio X ,es decir 
un espacio vectorial topolôqico metrizable y completo,es una 
base de Schauder ( o simplemente una base ) si cada elemento 
xg X se puede representar de forma ûnica como suma de una serle 
 ^ Xn^n para una sucesiôn de escalares (X^) Una sucesiôn (x^) 
en X es una sucesiôn bâsica si y solo si es base de Schauder
de • Dos bases (xn)“ de X e (y^)® de Y son équivalentes
si tienen el mismo dominio de converqencia es decir si Z X_x_
conxerqe en X. si y solo si E X^y^ converge en Y. En ese caso
T(E X^x^) = E X ^ y^ define un isomorfismo topolôaico de X sobre
Y. Una base (x^) es incondicional si para x= E X ^ x^ la se- 
®  1 ^  
rie E X ^ x^ converge incondicionalmente. EntOnces, ) %
es una sucesiôn bâsica en X para cada permutaciôn u de los en
teros. Si ademâs, las bases ^ ^  Y (x^) son équivalentes
para cualquier permutaciôn, diremos que la base es simêtrica.
Si una base es incondicional y équivalente a sus subsucesiones,
es subsimêtrica. Se tienen las siguientes implicaciones;
base simêtrica ==^base subsimêtrica ^>base incondicional — *
— > base de Schauder.
Una base bloque de la base (x^) de X es una sucesiôn
-3-
bâslca definida por
"i+r^
u, = E a. X.
j=n^
para alauna sucesiôn creciente (n^) de naturales, y escalares 
3j e F  .Caracterizaciones para los diferentes tipos de hases a»l 
como propiedades générales de los F-espacios o de los espacios 
de Banach que poseen una base de Schauder se hallan en los tex 
tos de Marti { [m] ), Lindenstrauss y Tzafriri ( [L-T^] ) y Ro 
leviez ( [r] ).
Una funciôn de Orlicz es una funciôn ♦ de [0, ®) en 
[o,® ) no decreciente, continua a la izquierda en (0,®)
y continua en 0 tal que 4>(t) > 0 si t >0 y 4»(0) = 0 .Salvo 
menciôn expresa suponemos pues que no es degenerada (es decir 
no nula en un entorno de 0 ni tomando valores infinites).
Diremos que * cumple la condiciôn ô condiciôn A 2
£0, ®) si y solo si existe K > 0 tal que * (2t) £ K*(t) si t^O. 
Si la desigualdad anterior se verifica para t 2 t.>0 (respecti 
vamente t £ t. ), diremos que la funciôn 4> cumple la condiciôn 
^2 en ” (respectivamente en 0). Dos funciones de Orlicz son 
équivalantes ô équivalentes en £o, *) (respectivamente en * ,
en 0) si y solo si existen K,s > 0 taies que K 4, (s t)<
1 * (t) 1 K * (st) para todo t ^ 0 (respectivaunente t 2. t*, t £to) 
Lo denotaremos por $~4» (respectivamente 4») .
“"4—
Una funciôn de Orlicz ey p-convexa (respectivamente p-côn 
cava ) para algûn 0 <p < « si y solo si la funciôn * (t^^^) 
es convexa (respectivamente côncava). Estas propiedades pueden 
definirse tambiên en un entorno de 0 ô de “ . Los Indices de 
una funciôn * en 0 , inferior y superior ([L-T^] 
estân def1nidos por:
a* = sup{ p > 0 : sup — < <» }
X,t<l ♦(X)tP
3* = inf { p > 0 ; inf —  ^ > 0 }
X,t<l *(X)tP
De la misma forma se definen los indices en ® y  g®:
a“ = si’p {p > 0 : sup —  ^—  < ® }
’ X,t>l *(Xt)
(2 )
5? = inf { p > 0: inf — >0 } .
*(Xt)
Una funciôn de Orlicz $ cumple la condiciôn Ag G" 0 (res
pectivêunente en “ ) si y solo si (respectivamente 6^<~). La
funciôn * es de variaciôn regular de potencia p en 0 (repecti
vamente ® ) si y solo si lim  ^ ■ (respectivamente lim —
4»(X) * (X2
es de la forma t^ en un entorno de 0 (respectivamente de •). En 
ese caso “<j, “ 6  ^ P (respectivamente ot® = =» p ) . Las def^
niciones (1) y (2) coinciden con los Indices definidos por Matu£ 
zewska y Orlicz en [M-o] (vêase [Ml] pag. 20). Los indices de una 
funciôn de Orlicz, por ejemplo en el 0, estân determinados tambiên 
por :
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“d) ® sup f a =lim : 4» cs derivable y 4» ^ 4 }
I* t-0 4»(t)
6. * inf { b «lim : 4» es derivable y * A  4}
^ ^ t-0 4»(t)
Obsêrvese que en general a^ y b^ ^ (véase por ejemplo
[Ml] , Fjemplo 10 ).
Si $ es una funciôn convexa , definimos su conjugada de 
Young 4>* por:
(t) = sup { ts - (^ (s)} 
0<s<®
La funciôn $ * es convexa. Ademâs ($ *) *= <p . Los indices 
de una funciôn y los de su conjugada estân ligado por la si- 
guiente relaciôn:
— -—  + ■ = 1  , — —y + --- =1
Si M = ($ es una sucesiôn de funciones de Orlicz dec^
mos que M es una funciôn de Musielak-Orlicz definida sobre 
Fx [O, ® ) . El espacio de Musielak-Orlicz de sucesiones 2 ** 
([Mu] , [woj^] ) es el espacio vectorial de las sucesiones esca 
lares x = (x^) verificando que:
m (— ) = E $ ( < ®
s 1 " ®
para algûn s> 0, con la topologia inducida per la F-norma:
—6—
Il X II ^  = inf {s> 0: s} .
Fn el subespacio separable h^= { Cx^) 6 2^ : m(—^)<®,
M “
Vs> 0 } de 2 los vectores canônicos (e_l, (que en los espa
"  ^ n) -
cios de sucesiones identificeunos cor los vectores (0,...,1,0,
,...)) fonnan una base incondicional. Si 4)^=4» , Vn»l,2,... ob- 
tenemos los espacios de Orlicz de sucesiones 2*^ y . La su­
cesiôn (e^)” es una base simêtrica de h* . Si 0(t)=t^ , obte- 
nemos los espacios de sucesiones 2^  para 0 < p <« .
Una condiciôn necesaria y suficiente para que 2 ^ h ^  es 
que y cumpla la condiciôn ^2 generalizada esto es que existan 
6,K >0 y una sucesiôn E a^< « tal que si 0 £4»^(t)<6 enton
4>n(2t)< K 4>„(t) + a^
para n=l,2,... De la misma forma 2*^ = si y solo si 4, cum­
ple la condiciôn &2 Gu 0. Si 2^/h^^ entonces el espacio 2^ 
(resp. h^) tiene una copia isomorfa de 2™ (resp. c^).
En el estudio de las propiedades isomorfas de los espacios 
de Orlicz y de Musielak-Orlicz pueden anadirse hipôtesis adi- 
cionaloa sobre el comporteuniento de las funciones de Orlicz 
sin perder aeneralidad. Por ejemplo suponer que los espacios 
estâr cenerados por funciones derivables estricteunente crecien 
tes. Tambiên podemos admitir implîcitaunente que (1) = 1, 
Vn=l,2,... En efecto, si Y definimos por (t)»
= 4»^  ' Vt 2 0, entonces 4,^  (1) =1 y el operador 1^"
-7-
(*.)
(b^X define un isomorfismo topolôaico de 2 sobre
«'♦n'
Si M y N son dos funciones de Musielak-Orlicz entonces 
= 2  ^en sentido conjcntista y topolôgico si y solo ai M y 
M son équivalentes en sentido generalizado, es decir existen 
6 ,Kj^ , Kg, Kg, K^ > 0 taies que:
0 < 4)^(t) < 6 ;>4;^ (t) ^.^(Kgt) + a^
0 1 \(t, < s <K3 4.
para E a_ < « y j; b < « . En el caso de espacios de Orlicz 1 n 1
* üi 0
2 « 2 si y solo si 4» ~ y, y si solo si las bases canônicas de
4> 4,
h y h son équivalentes.
Si las funciones 4>^  son convexas para cada natural n dire 
mos que M es una funciôn de Musielak-Orlicz convexa. En ese ca­
so 2' es un espacio de Banach cuya topologla viene definida 
por la norma de Luxemburg que denotaremos igualmente por || ||^ :
M" inf { s> 0 : e „( 1 ).
Si M es una funciôn de Musielak-Orlicz convexa, entonces 
el dual de h^ es canônicamente isomorfo a 2^ s iendo M*" ^
la funciôn de Musielak-Orlicz formada por las conjugadas de 
Young de las funciones componentes de M. En particular (h* )' %
. Ademâs, el espacio 2*^ es reflexivo si y solo si 1 < “a £
-8-
Un F-espacio X es localmente acotado (repp, p-convexo pa 
ra 0 < p 2 1) si posee una base de entornos de 0 acotados (re£ 
pectiveunente p-convexos).La topologla de un espacio localmente 
p-convexo puede fleterminarse por una p-norma ( [r],pag.90). El 
teorema de Aoki-Rolewicz nos dice que un F-espacio es localmen 
te acotado si y solo si es localmente p-convexo para algûn 0 <
< p £ 1. Un espacio de Orlicz es localmente acotado si ®^>6
y localmente p-ccnvexo si y solo si 4» es équivalente en 0 a una 
funciôn p-convexa(Tcorema de Mazur-Orlicz, vease p.e. [r] pag. 
116) .
En un contexte mâs general pueden definirse los espacios 
de Musielak-Orlicz L^ (Î2, E,)j) s iendo en este caso M una funciôn 
de Musielak-Orlicz definida sobre îî x [O, ») ( [Mu] , [Mu-o]).
SI y es la medida discreta en IT obtenemos los espacios de 
Musielak-Orlicz de sucesiones y si y es la medida de Lebesgue 
en [0,l] (reap, en [0, ” ) )obtenemos los espacios de Musielak- 
-Orlicz de funciones L^([0,l]) = L^ (resp. L**( [0/= ) ) ) . Los 
espacios de funciones que consideraremos con mayor aunplitud se
rân los de Orlicz I? ([0,l]) - if . Mâs concreteunente, el espa
4> 4>
cio I. (resp. L^ ) es el de las funciones escalares y-medi­
bles (siendo y la medida de Lebesgue en [0,1] ), con la igua^ 
dad en c.t.p., taies que
sTt (———) = <P l— * ) dt < »J 0
para algûn s > 0 (resp. para todo s >0). FI espacio L ^  estâ
-9-
dotado de la tcpoloçla inducIda por la F-norma:
||f llp = inf {s > 0 : m(-|-) < s }
El subespaclo cerrado Lq coincide con L cuanâ& ver^ 
fica la condiciôn Aj en " . E l  espacio es localmente aco- 
tado si y solo si > 0 y localirente p-convexo si (> es equiva 
lente en = a una funciôn p-convexa. Si (p es convexa, el 
dual de Lq es canônicaunonte isomorfo a L * .  MSs aûn, el espa­
cio L*^ es reflexivo cuando 1 <a^ £ < «.
En la terminologla de diverses autores ( [Mu-o] , [w o^] ), 
les espacios de Musielak-Orlicz se denominan espacios modulares 
(Una acepcifin m&s general de este concepto puede encontrarse en 
[Mu] 6 [r] ).
En este capitule por X désignâmes un subretlculo solide 
de “ - 2K dotado de una topologla vectorial que hace a 1 
un P-retIculo. Fs decir en X estâ definida una F-norma (de 
Riesz) p que verifioa para a * (x^) ^  , b = (y^) € u que
|Xnl < |yj Vn «]N ^  a e a,
b e J ] p (a) £p (b)
Como ejemplo de espacios de sucesiones X podemos citar 
los espacios de sucesiones de Lorentz ( [l-?^] 4d) y les ya
—10—
definidos de Muslelak-Orlicz que incluyen los de Orllcz, los de 
Rosenthal Xp [wc^ ) y los de Nakano ( [lb-]) ,
(véase tambiên [Ko] y [k -g ] ).
Suponemos siempre que el retlculo X es localmente acota- 
do es decir que la topoloqla estâ definida por el p-funcional 
de Minkowski de un entorno sôlido, p-convexo y acotado de G pa 
ra algûn 0 < p £ 1. Para los espacios de Musielak-Orlicz de 
sucesiones condiciones concretas que garantizan que es lo­
calmente acotado aparecen en [T^].
Fl espacio A es ocden continuo cuamdo para cualquier su- 
cesiôn en X se tiene que;
I a^ J  + 0, V n e IN lirr a^ = 0 en X
±*■00
Si (F,Il II ) dénota un espacio de Banach arbitrario, consi
deramos el espacio de sucesiones X(E) con valores en E defin^
do por:
X (E) ={ (x„)“ e E ^ :  ( llx^lir^ e A } ((!))
y dotados de la F-norma natural:
P( (x^li ) = p(C|| x^ Il ) “).
En particular si \ es un espacio de Banach también A(E) lo
es. Para A = & * o  h^, obtenemos los espacios de Musielak-Or-
lici! de sucesiones vectoriales, ^  (F) y h^(E) .
Estudiamos primero propiedades générales de A(E):
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1. Proposiciôn.
Sea E un espacio de Banach. Entonces:
1.1. Fl espacio X(E) tiene copias complementadas de X y de E.
1.2. Pi X es orden continuo, entonces X(F) es separable si 
y solo si F lo es.
Demostraciôn.
1.1. Sea u un vector unitario de E. Entonces por la defini- 
ciôn ((D), se tier.e para (Xj,)“ FF.®* que:
(Xn)i F X si y solo si ( X ^ u) F X (E)
De esta forma , la aplicaciôn T de A en A (P) dada por 
T ( (X^)^ ) = (A ^  u)“ define un isonorfismo de X sobre T (X ) . La 
copia de X es complementada. En efecto, si P es una proyecciôn 
continua de E sobre [u] = 3K u entonces:
S(( ) = ( P(x„)
para (x^) ^  X (F) , define una proyecciôn continua de X(E) 
sobre T(X ). Fl resultado para F es inmediato.
1.2. Supongamos eue (x^)" es una uuccsiôn densa en F. Sea 
a= (a^)^ F X(E). romo (0,...,0, ||aj| , ||a^^J| ,... ) l 0 y A  
es orden continuo, existe n (e ) tal que:
p (a - (aj^ ,..., a^ ^ ^^,0,...)) = p  ((0,...,0,|| a^ ^  j r • • ) ) ^
Ahora bien, al ser Cx^)^ denso en E y ser E e . e E
isomorfo a { (Uj^,... ,u^ , û,..,0,... ) ; 6 E } C  X (E) , exl£
ten X. ,...,x. taies que:
1 ^n(e)
P f fO^#a*)) < ""6""
^ ^1 ^n(e) ^
En definitive p(a - (x. ,...,x. ,0,...) )< e . Por tanto
1 ^n(E)
X (E) tiene un conjunto denso indexado p o r K  y es separable. ///
Considérâmes a continuaciôn espacios de Musielak-Orlicz 
de sucesiones vectoriales (E) cuando M es una funciôn de I 
sielak-Orlicz convexa y F posee una hase de Schauder.
2. Proposicidn.
Sea E un espacio de Banach con una base de Schauder (resp. 
incondicional) y M. una funciôn de Musielak-Orlicz convexa. En­
tonces, el espacio h^(E) posee una base de Schauder (resp. 
incondicional).
Demostraciôn.
Si (Xj^ ) ^  es una base de Schauder de E, dénotâmes entonces 
a (0,...,x^^^,0,...) por x^^. Las conbinaciones lineales de los 
elementos x^^ son densas en h^(E) con la misma demostraciôn 
que en la Proposiciôn 1.2. Sea ahora a la constante base de 
(Xi)i y supongamos s > 0. Se tiene entonces , si M=(($^) j^) que:
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’'n r "n
nfl nil ♦■>' lil -1 +
m
+ E A. x . j l  ) )  + £ *_(so/ Il Z A. x^ l l  ) ,
i=k_+l Si n=r+l " 1=1 ^
y por tanto que:
Il ^I l  (  ^ A x^,..., E X . X . ,0,. .. ) I l  <
1 ^1  ^ 1 ^r ^ M -
**1
0^1 II ( E X. X .,. »., E Xj X. Il
1 ^1  ^ 1 ^ "m
Del criterio l.a.3 de [ l-T^] se deduce entonces que 
es una base de Schauder de h^(E) (considérâmes la ordenaciôn 
convencional 11,12,21,22,13 etc ...).
Supcrcamos ahora que la base (x^)^ es incondicional. Re- 
cordemos que una base es incondicional si son base de Schauder 
cada una de sus permutaciones. Efectuemos una reordenaciôn de 
^^ij^l*j=l* ^  sucesiôn obtenida asl es total y es base pues, 
para s > 0 y F^,F^,L,T.' subcon juntos finitos de IN con F^C F^ 
y L/iL' = 0 se tiene que:
n i  '^11' I n i  ®"ler; " l "  '
\k- l ' i i .  ''n  "ill ’ '
siendo S la constante base incondicional de a) • En
definitiva, es una base incondicional con la misma
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constante base ir.condicional que ///
Una base (x^)* de un espacio de Panach E es reductora 
si los funcionales biortogonales (xt) de (x^) ^  definidos 
por;
Xj (Xj^ ) = 5 ^  Vi, : =1,. .
forman una base de Schauder de E'. Una base (x^ )j^  es acotada-
mente compléta si para cada sucesiôn de escalares (X tal
que sup 11 E X y || <<= la serie E X .x. converge, 
n 1  ^  ^ 1  ^ ^
Necesitcunos la siguiente caracterizaciôn, (vease [Ka]), del 
dual de un espacio de Musielak-Orlicz de sucesiones vectoriales 
h^(E) para una funciôn de Musielak-Orlicz convexa :si E' es el 
dual de E y M* es la conjugada de Young de M entonces h^(E)' % 
% i ” (F'). concretanerte si z € h^(E)', existe (y^) ^  F 
F  ^ (F') tal que:
“ " “n ’" ’ "  :  Y n ' V  *  ' V l  e
3. Proposiciôn.
Fee F un espacio de Banach con una base de Schauder (x^) 
y M una funciôn de Musielak-Orlicz convexa. Si las bases de E 
y h^ son reductoras (resp. acotadamente compléta), entonces 
la base canônica de h^(E) lo es tambiên.
Demostraciôn.
Si las lases de E y h^ son reductoras, entonces E'=[(x^)
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y (h**) ' % 2^ ^ k** donde la funciôn de Musieleüc-Cr
liez fonr.ada por las conjugadas de Young de las funciones com- 
ponentes de M. Utilizando la caracterizaciôn del dual de h*^ (E) 
y siguiemdo la misma notaciôn que en la Proposiclôn 2 , , se ob- 
tiene asl que:
Por tanto la base canônica de h^(E) es reductora.
Suponcamos que las bases de F y sean acotadamente com 
pletas. Entonces por la Proposiclôn l.b.4 de [ l -T^] , se tiene 
que:
([(x*)" ] )' % E y (h”*) ' 
y por tanto:
([ (>îj)i7j-i ] ~ [ (x*)“ ] ))' % h"(E) .
Utilizando de nuevo el criterio [l-T^] (pag. 9) se sigue que 
la base canônica de h^(E) es acotadamente compléta. ///
4. CorolArio.
Sea E un espacio de Banach con una base incondicional y M 
una funciôn de Musielak-Orlicz convexa. Entonces, el espacio 
h^(E) tiene una copia isomorfa de ^(resp. c^) si y solo si 
E ô h^ la tienen.
“ 16-
Demos traciôn .
Una de las implicaciones es inmediata por la Proposiciôn
1.1. Supongamos ahora que el espacio h**(E) tiene una copia de^ 
(resp. Cq ) y que ni E ni h^ la poseen. Entonces por un reaul 
tado de James ( [Ja] , pag. 21-22 ), las bases incondi-
cionales de E y h^ son reductoras (resp. acotadamente complétas) 
Por la Proposiciôn anterior esto impiica que la base canônica 
de h^(E) es reductora (resp. acotadamente compléta) y con- 
tracîice que (resp. c^) es isomorfo a un subespacio vectorial 
de h^(E). ///
En particular, se deduce de aqul por el Teorema l.c.13 de 
[l.-T^] y en las hipôtesis del Corolario el siguiente resultado 
conocido: h^(E) es reflexivo si y solo si h^ y E lo son.
Mejorairos a continuaciôn el resultado anterior, caracter^ 
zando en un contexto mâs general los retîculos de sucesiones 
vectoriales que contienen una copia isomorfa de c^ o î P ,
Concretamentc, considérâmes desde aqul un retlculo X de su 
cesiones escalares orden continuo y localmente acotado cuya to- 
polocîla estâ inducida entonces por una p-norma de Riesz || ||p.
Si (F, Il II ) es un espacio de Banach, la F-norma de Riesz en 
X(E) estâ definida aqul per:
Il (V l l l  p =11 ll^n IDl llp
para x= (x^) ^  P X (E) . Necesitamos *;1 siguiente lema que es una
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versiôn del Teorema 9.4.5 de [m] para sucesiones b&slcas:
5. Lema.
Sea E un subespacio cerrado de un F-espacio (G,|| || ) .Si 
(x^)* es una base do Schauder de F e (y^)" es una sucesiôn
en G tal que para algûn 0 < a < 1;
n n
Il  ^ ® i^ * i -  Il <_n(||E ‘■‘ i^tjll ( l )
1=1 1=1
para cada natural n y cada (a^^,... ,a^) e K  , entonces
es una base de Schauder de [ (yi^^i] équivalente a (x^)“ .
Demostraciôn.
De la relaciôn (1) se obtlene para n < m aplicando la de 
sigualdad triangular que:
(1 - a) Il Z a^Xj_ Il < Il z a^y^ || < (1 +o ) || Z a^x^ || (2)
i=n i=n i=n
Definimos entonces el operador S de [ (x,).] en G por
m m
S ( I a.x. ) = Z a.y. . Por las desigualdades (2), se dedu-
i=l  ^ ^ i=l ^ ^
A,
ce . que S deteminado por;
00 a»
^ ( E a.x. ) = E a.y. ,
1 ^ 1 ^
n ^
es una extensiôn lineal continua de S a E. En efecto ( z a.y.)
i»l ^ ^
es una sucesiôn de Cauchy en el subespacio cerrado E, que con­
verge a £ a,.y.. Por otra parte si ( Z a^ x . ) converge a 0 
i l l  1=1 1 i 3--1
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entonoes para e> 0 existe un natural jCe) tal que:
i=l (1 +a )
para j y por tanto || E a^ y. ||<e para j  ^ j (e ).
- y 0 , ^ * 1
En definitiva, ( Z a^ y ^ ) c o n v e r g e  a 0. Mâs afin, la apiica
ciôn ÿ es inyectiva y su rango es cerrado. Utilizando enton­
ces el teorema de la qrâfica cerrada se concluye que S es un 
isonorfismo topolôoico que transforma la base (x^)^ en la ba-
®  OO —
se. équivalente (y^) ^  cV [ (y^) ^  J . ///
6. Proposiciôn.
Si Y es un subespacio cerrado de X(E), entonces Y es iso 
morfo a un subespacio de E @ .i^.. @ E para algûn natural j o 
contiene un subespacio isomorfo a un subespacio generado por 
una base bloque de la base canônica de X
Demostraciôn.
Suponemos sin pêrdida de generalidad que las proyeccio- 
nes 7T de X sobre las diferentes coordenadas son todas no n£ 
las. En las condiciones impuestas al F-retlculo X , tanenos 
que la sucesiôn de vectores unitarios (e^)^ es una base de 
Schauder de X (véase por ejemplo [Mj, Teorema 9.5.2 ).
Sea Pj la proyecciôn natural de X (E) sobre E ® .^ 1. ® E 
definida por:
Pj ( (x^,..., Xj , X j 1 f... #x^,...) ) — ( ,  . . #, Xj, 0,...)
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para x=lx_). e x  (E). Si p. es un isomorfismo para algûn j,
n X J lY
entonces clareunente Y es isomorfo a un subespacio de E ® .
... ® E. Supongamos que esto no ocurre. Si  ^ es una suce
00 1
si6n de escalares positives tal que E < —g—  , entonces pa
ra cada natural j existe Xj F Y con || *j II p **  ^ Y
||Pj(Xj) II p < EjTj. En efecto, si P^ no es inyectivo, esto es 
obvio. Fr el otro caso, la inversa de P . no es continua. Por
 ^Iy
tanto, existe un entorno V de 0 en Y tal que para cada entorno 
W de 0 en Pj(Y) existe un vector Xj 0 V pero con Pj(Xj) F W.
Consideramos Yj=(— ) % j de forma que II Il ^=1
y II Py (y^ )|| < < G . Ahora bien, como;
J J P Mj J
1 -  G 1 < Il y i  -  P i ( y i )  Il p  < 1 +
se puede encontrar por la orden continuidad de A, un entero
^2 > ^ 1 = 1  tal que;
1 -  llp < 1 .  2 £ i
Iterando esta construociôr. , obtenemos una sucesiôn (v^) ^  
definida por:
Hi(v^) =
y que satisface:
si i 1 j. ô i > j
< i 1 ^k+1
k+1
~ À Ô —
'■ - Il''kllp ' 1 y  ii'^ k - yj^ii <
El subespacio cerrado [ (v^ )^ ]°] de X(E) estâ caracterizado 
entonces por:
[(Vjç)^ -{ r a^v^ : (0, la^ l [ttj || ,..., |ajJ l^ rjj (v^ )!
lagl II ^ j ^ + i  , . . . )  ^X }
Por tanto los vectores (Vj^ ) ^  forman una base de Schauder de 
[(Vjç)î^ (aplicando el Teorema 9.5.2 de [m] ), que es équiva­
lente a una base bloque (w^)^ de la base canônica de X défini 
da por:
si ii 3^ 6 i>
ll"i'%) H 3k‘ ‘ ilk+1
porque ambas tienen el mismo dominio de convergencia.
Finalmente, veamos que si u^^=yj entonces [ (u^) ^  ] y
[ (v^ ) son isomorfos. En efecto, como ^ ^ p  ^  ^ Y
Il *i ''iHp < Il E ajçVjçllp para i=l, 2,... ,n se tiene para cada 
natural n y cada (a^,... ,a^) 6 ® "  que;
Il [ ^k'“k-''k' '! p -  l"k M  < : Il “k"'k II p >
< 4 -  nax P < 1 max ( |a ^  f  | | v ^ | |  )
l<k<n ■ D k < n  ' ^
° ^ \llp'
•21—
-  T 1 y  k II p
El resultado se obtiens entonces por el LemaS. ///
7. Observaciôn.
Por X entendemos un retlculo real X = X(®) o complejo 
X = X (C). segûn que los escalares sean reales o complejos. 
Asimismo puede comprobarse que X( ]R) tiene una copia isomorfa 
de ®) si y solo si X((C) tiene una copia Isomorfa de
f?(Œ) . Lo mismo ocurre para c^( ®) y c^(Œ).
8. Teorema.
Sea XCüi un F-retlculo orden continuo y E un espacio de 
Banach. Entonces, X(E) tiene una copia isomorfa de 1^, 0< p< 
(resp. de c^) si y solo si X 6 E tienen una copia isomorfa 
de (resp. de Cq ).
Demostraciôn.
Sea y un subespacio de X(E) Isomorfo a 1°. Por la Propo­
siciôn 6 , existe un natural j tal que Y es isomorfo a un sube£ 
pacio cerrado de E ® ^ . S E  ô Y contiene un subespacio Z 
isomorfo a un subespacio infinito dimensional de X. El primer 
caso es solo posible para p ^ 1. Pero si F y G son espacios de 
Banach, entonces la suma dlrecta F .® G tiene una copia de i P  
si y solo si F ô G la tienen ( [Sa] , Teorema 1). Por tanto , 
el espacio E debe contener una copia de 1^. En la segunda
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situaclôn, el retlculo X tendrâ una copia isomorfa de y* 
que cada subespacio cerrado de dimensiôn infinite de i"(y en 
consecuencia 2 ) contiene un subespacio isomorfo al prppio i P  
(para p ^ 1 vease para 0 < p < 1 vease el resultado
de Stiles [Stj^] ).
La implicaciôn en otro sentido es consecuencia direeta de 
la Proposiciôn 1.1 y la demostraciôn para c^ es similar. ///
Apliquemos directsunente el Teorema anterior al caso concre 
to de un espacio de Musielak-Orlicz de sucesiones vectoriales:
9. Corolario.
Sea un espacio de Musielak-Orlicz localmente acotado 
y E un espacio de Banach. Entonces, el espacio h‘*(E) tiene una 
copia isomorfa de 2^, para 0 < p < =, (resp. de c^) si y so­
lo si h^ 6 E tienen una copia de 2?(resp. de c^).
El resultado anterior para c^ fue probado por Kaminska 
bajo condiciones adicionales ( [Ka] ).
Cuando en particular h^ es un espacio de Orlicz de suce­
siones, utilizando los resultados de Lindenstrauss-Tzafriri 
y de Kalton ( [L-T^] y [K^^] ) se obtiene este segundo Corola­
rio:
10. Corolario.
Sea h* un espacio de Orlicz con Cy, >0 y E un espacio de
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Banach. Entonces el espacio de Orlicz de sucesiones vectorla-
<t>
les h (E) tiene una copia isomorfa de para 0< p< »,(resp.
de c^) si y so&o si E tiene una copia isomorfa de fP(resp. de 
Cq) <5 P  e [a^ , p ^  ] (resp.B^ = - ).
Es interesante observar que los resultados anteriores no
pueden extenderse a los espacios de funciones vectoriales
4^ 1 
L (E) ( [ L-Tg]).Para copias isomorfas de I el resultado
es cierto (véase [p] y ).
11. Observaciôn.
El Teorema 8 asl como sus Corolarios 9 y 10 adAlten una 
generalizaciôn natural a los retlculos de sucesiones vectoria 
les X({ E^} ), definidos por;
X(fE^}) = {(x^)j^ : x^ e E^ y ( 1| x^ || 6 X }
donde (E^, || ||g ) es un espacio de Banach para 1=1,2,... El 
espacio X((e ^}) estâ dotado de la F-norma natural:
P( (x^)j^ ) - p (( Il x^ llg^)]^ ) , 
siendo p la F-norma de Riesz de X .
12. Elemplo.
Un espacio de Banach que no tiene copias de ningûn i 
(p ^ 1) 6 de c^ pero contiene copias isométricas de 2^ para 
n=l,2,... para un q > 1 fijo.
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Cons ideremos un espacio de Banach de sucesiones T tal que 
los vectores candnlcos forman una base incondicional y que no 
contiene copias de I P para p ^ 1 6 de c^ (por ejemplo el 
espacio de Tsirelson o su dual ( [L-T^] ^ag. 95 )). Entonces 
para q >^1, el retlculo de Banach de sucesiones vectoriales 
T( { } ) es un espacio que no contiene teunpoco, por la obser
vaciôn anterior, ninguna copia de 2 P 6 c^ aunque posee co­
pias isométricas de 2.9 para n=l,2,...
Una cuestiôn interesante es determiner en que condiciones 
el retlculo de sucesiones vectoriales X (X) es isomorfo a X , 
en el caso natural de poseer X una base simétrica. La propo­
siciôn siguiente responde negativamente en el caso de espacios
*
de Orlicz de sucesiones X = 2 separables.
13. Proposiciôn.
Sea una funciôn de Orlicz convexa cuyos Indices verlfi 
can 1 . Entonces el espacio h "^ (h no es isomor
fo a h ^  .
Demostraciôn.
Escogemos nûmerosp,q de forma que p > q / 2 en [ , 6^ ].
Por el Teorema 4.a.9 de [L-T^] y su demostraciôn, el espacio
njr es isomorfo a un subespacio vectorial X de h generado por
una base bloque (u^) de la base canônica (e^) de h ^  . El
espacio X(h ^  definido por:
X(h = f (x^)“ : x^ e h"^  y ( lîx^ ll ) 6 X } ,
es un subespacio vectorial de h*^ (h*^ ) y es canonicamente isomorfo 
a 2^(h^). Razonando de igual modo, el espacio 29 es isomorfo
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a un s.e.v. Y generado por una base bloque (v^) de la base 
canônica de . Por tanto, el espacio X(Y) definido por:
X(Y) = { (x„)“ : x^ e Y y (|| x^|
es un s.e.v. de X(h ) y de (h ) y ademâs es canônicamente 
isomorfo a îP(29)^
Si (h*) fuera isomorfa a h* , entonces estarla sumer- 
gifo en L")* ( ®) % L*^ ( [0,® )). En efecto, la base canônica de
h *  es equivalents a la sucesiôn bâsica (x n+l)^l 
L^([0,<» )). Pero por un resultado de Raynaud (Corolario 2,
[Ra] ), si es una funciôn que verifica la condiciôn 
entonces el espacio L*QR) tiene una copia de 2^(2®) si y 
solo si r £ s 6 s=2. Llegamos pues a contradicciôn y por tan
to h*(h*) ^  h*. ///
El resultado citado de Raynaud y el Corolario 9 permiten
afinar la Proposiciôn 13 anterior, incidiendo en la diferente
estructura de los espacios de Orlicz de sucesiones vectoriales 
y escalares.
14. Proposiciôn.
Sean $ y $ funciones de Orlicz convexas con Indices ve 
rificando 1< ct^  < < ® y 1 < < ®. Entonces el espacio
h*(h'^ ) no es isomorfo a un espacio de Orlicz para ninguna 
funciôn de Orlicz K .
Demostraciôn.
Supongamos gue los espacios h ‘'(h'^ ) y h^ sean isomorfos. 
como (h'^ ) es reflexivo podercs afirrrar rue F debe verificar 
la condiciôn Ag ( 6^ < ®)•
Por el Corolario.9, las ûnicas copias de 2^(con p ^ 1) 
que posee h*(h'h son las que verifican p € [ a^, 6^] U [ a^,8^ ]. 
Como el espacio de Orlicz tiene copias de 2^ unicamente
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para el intervalo [ a_ , p^. ] , una condiciôn necesaria para
(p V A r
que h (h ) h*es que Q . Distlnguimos dos casos:
Si 6^>a^ , elegimos q 6 ,8^ ] verificando 2 / q< 6^.
En ese caso , el espacio I *^ (2^ ) puede sumergirse por el mis 
mo razoneuniento que en la proposiciôn anterior en h^(h^) % 
que es a su vez isomorfo a un s.e.v. de L^CR) . Esto dltimo 
contradice el Corolario 2 de [Ra].
Si P^=o^ , razoncunos por dualidad. El espacio dual de
i|i p* ip*
h (h ) es isomorfo a 2 ( 2  ) , donde (p* y  ip* designan a las 
conjugadas de Young de (ÿ y . De igual modo el dual de es
isomorfo a 2^ . Ahora bien, como <6^ se deduce que 8^*^ 
>a^* , por la relaciôn existante entre los Indices de una fur 
ciôn y los de su conjugada ( [L-T^] , Teorema 4.b.3);
- i— + - i— =1 y -1— + -A_ = 1
u. P. a, B,<p (p*
Sea 2 ^ q <B *. El espacio j, ^ (2^) es entonces isomorfo a
r* *
2^ . Como a^>l, se tiene que por lo que el espacio
2  ^ = h^ es separable. Aplicamos de nuevo el resultado de
Raynaud, llegândose igualmente a contradicciôn. ///
Obsêrvese que en la demostraciôn anterior puede suponerse sln 
pérdida de generalidad que la funciôn Ç estâ definida en un en 
torno de » de forma que verifique la condiciôn en 0 a ®
tal y como es preciso en el Corolario 2 de [Ra].
A pesar de las Proposiciones anteriores, algunos espacios 
de Musielak-Orlicz de sucesiones vectoriales comparten propie­
dades con los espacios de Musielak-Orlicz de sucesiones esca-
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lares. Por ejemplo:
15. Proposiclôn.
Sean M y N fiunclones de Musielak-Orlicz convexas . Enton­
ces todo subespacio vectorial cerrado de h^(h^) tiene una copia 
Isomorfa de iP para algdn p ^ 1 Ô de c^.
Demostraciôn.
Sea Y un subespacio cerrado de h^(h**) . Apliceunos la Pro­
posiclôn 6 al s.e.v. Y.
Supongamos primero que Y es isomorfo a un s.e.v. en 
® .^1 ® para algün natural j. La suma dlrecta de , j
veces, es clarcunente isomorfa a un espacio de Musielak-Orlicz 
de sucesiones escalares. En efecto, si N = ($_). entonces defi- 
niendo 4'^=$^ para (n-1) j+1 £ m £ nj se tiene que h 
^ h** ®  ^1. ® h** . Por un resultado de Woo ( [Wo^, pag. 283) , 
el subespacio Y posee entonces una copia de &P o de c^.
Si suponemos ahora que Y contiene un s.e.v. generado por 
una base bloque de la base canônica de h**, es claro aplicando el te< 
rema de que Y posee una copia de 2^ 6 de c^. ///
Los espacios 2^( 2*^ ) son isomorficamente diferentes 
( vease p.e. [Tr] • ) cuando se hacen variar p y q . üba con­
secuencia mâs del Corolario 9 es la siguiente:
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16. Proposiciôn.
Sean p,q,p',q' > 1. Si los e s p a c i o s  2 P ( y  & P ( 2^ ) son
isomorfos entonces p=p' y q=q'.
Demostraciôn.
Supongamos que 2^ ( 2°) % 2^ ( 2*^ ) • Por el Corolario 9, el
espacio 2^ (2*^ ) (resp. 2^ (2^ ))contiene copias isomorfas de 2^
unicamente para r=p ô r=q (resp. r=p'ô r=g' ).
Si p=q , entonces es inmediato que 2^ (2°') es isomorfo
a 2?( 2^ )^ 2^ y aplicando el Corolario 9 una vez mâs P“p'*q'.
De i^ual forma razonamos si p'=q'.
Si p / q y p ' ^ q ' ,  tenemos dos ûnicas poslbilldades:
i) p = p' y q = q'
ii) p = q' y q = p'
Estudiemos este segundo caso, esto es 2P(2*^ ) 2*^ (2 ,
considerando por ejemplo que p > q. Por el resultado de Raynaud
( [Ra] , Corolario 2) si p > q y q / 2 , entonces 2^( 2^) Y
2*^(2^) no son isomorfos pues uno estâ sumergido en L* OR) , pa 
ra una funciôn de Orlicz convexa que cumple la condiciôn Ag 
en 0 e » , y el otro no. Si flnalmente q-2 , entonces tomando 
duales se obtiene que:
2^*( 2^) ~ 2^ ( 2^*)
donde p* es el exponente conjugado de p. Como p > 2 se tie
ne que p* < 2. Asl pues, existe un espacio de Orllcz
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Ü; W;*
L  CR) "Y, (L (R) ) '. para una funciôn de Orllcz convexa ip de 
Indices 1 < que contiene copias isomorfas de
2^ (2^) y no de 2^(2° ) , llegândose a contradicciôn. ///
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CAP ITULO II
PROPIEDADES RIESZ-ISOMORFAS DE ESPACIOS MODULARES 
DE SUCESIONES VECTORIALES
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Fn el Capltulo II, vamos a estudlar temas slmilares a los 
tratados en el Capltulo anterior aunque aqul en el marco de la 
teorla de espacios de Riesz localmente sôlidos. En general va­
mos a considerar espacios de Musielak-Orlicz de sucesiones vec 
toriales 2^(E) definidos sobre un retlculo de Banach E. Supo­
nemos ademâs siempre que el retlculo de sucesiones 2** es lo­
calmente acotado. (Algunos de los resultados que presentamos 
aqul pueden generallzarse con razonsunientos semejantes sustitu- 
yendo por un retlculo de sucesiones \ localmente acotado 
y sôlido de w ) .
Comenzamos por precisar algunas notaciones y definiciones 
bâsicas que utilizaremos en lo concerniente a espacios de Riesz 
localmente sôlidos, ya que no existe una terminologla universal, 
(véase por ejemplo los textos de Aliprantis y Burkinshaw ([a -b]), 
Luxemburg y Zaanen ([l - z]), Zaanen ( [ z ] ) , Kantorovitch y Akilov 
([k -A^) 6 Lindenstrauss y Tzafriri([l-1^) ).
Un espacio de Riesz (L, < ) es un espacio vectorial orde- 
nado de forma que todo subconjunto finito no vaclo tiene supre­
mo en L. Por tanto los escalares son reales, lo que supondremos 
a lo largo del capltulo. Los slmbolos v  y A  designan en L suprem 
roo e Infimo respectivaunente. El valor absolute |u| de un
elemento u de L estâ definido por:
|u I = u V (-u)
Dos elementos u y v de L son disjuntos ( y lo denotaremos
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por u X v  ) cuandot
I U I A  I V  I = 0
El complementado dis junto S"*’ de un subcon junto S de L vie 
ne dado por:
S'** = {u e L : u ^ v  , V V  F S }
Un espacio de Riesz L es arquimediano si se tiene que:
n u _< V  para n=l,2,... — » u = 0
para u,v 2 0 arbitrarios. Un espacio de Riesz es de tipo nume­
rable si para cada conjunto S C  L que admite un supremo exi£ 
te un subconjunto SoC S,A lo mâs numerable, tal que sup S ■
= sup So. Un espacio de Riesz es complete (resp. a-complete) 
si toda red (resp. sucesiôn) en L acotada superiormente tiene 
un supremo. Esta propiedad se designarâ taunbien como orden 
completitud o Dedekind-completitud cuando pueda existir confu- 
siôn con la completitud topolôgica.
Un subretlculo de L es un subconjunto S que es a su vez
espacio de Riesz para la misma estructura de orden. Un subcon-
junto S de L es sôlido si
I u I £|v| — «> u F S
para cualquier v F S. Un ideal de L es un s.e.v. sôlido de 
L y una banda es el complemento dis junto de algûn subcon-
junto S de L.
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Una banda Y en L estâ caracterlzada por la siguiente propiedad: 
Y es un ideal orden cerrado i.e. tal que:
V S C  Y tal que existe sup S en L, taunbiân sup S F Y.
Fn particular idéales y bandas de L son subretlculos como 
consecuencia de la identidad:
U + V  = U A V + U V V  V u,v F L
Una topoloqla vectorial i détermina en L una estructura 
de retlculo vectorial localmente sôlido o espacio de Riesz lo­
calmente sôlido (en abreviatura e.l.s.) si f posee una base 
de entornos de 0 formada por subconjuntos de L sôlidos. Una to 
pologla localmente sôlida t en L es de Lebesque si para to­
da red (Ug en L se tiene que :
0 ^ u^ + 0 =--> u^ 0 (1)
(donde u^ + 0 indica que u^  ^ < Ug si a>p y que inf(u^) » 0 ).
Una topologla l.s. t  en L es de Levi (o posee la propiedad 
dôbil de Fatou en la terminologla de [z] , pag. 390 ) si pa­
ra toda red (u^ en L se tiene que :
° 1 “et  ^ y aFI T-acotada — » existe u F L
tal que u^  ^ t u  (2)
Si T es una topoloqla l.s. normada y topolôgicamente com 
pleta, es decir L es un retlculo de Banach , podemos suponer 
siempre que la norma II II de L es monôtona i.e. que si
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I u| <|v| entonces ||u || <^|| v || para u,v 6 L. Si un retlculo de 
Banach cumple las propiedades (1) 6 (2) dlremos que es respec 
tiveunente orden continue o que es monôtonamente complète. La 
norma del retlculo d é  Banach L es Fatou si y solo si para to- 
da red j en L se tiene que:
0 1  tu sup ||u II - ||u II (3)
a e I “
Pi en (1),(2) 6 (3) sustituimos red por sucesiôn obtenemos las 
respectives a -propiedades.
Finalmente, dos e.l.s. L y S son Riesz isomorfos si exis­
te un isomorfismo topolôgico de L sobre S que conserva la estruc 
tura de orden, es decir que transforma elementos disjuntos de 
L en elementos disjuntos de S. Los isomorfismos de Riesz tran£ 
forman subretîculos en subretlculos e idéales en idéales. Con- . 
cretamente, un isomorfismo topolôgico T de L sobre S es de 
Riesz si verifica una de las propiedades équivalentes siguien- 
tes :
(i) T ( u A  v) = T(u) A  T(v) V u, V  e L.
(ii) T(u V  v) = T(u) V T(v) V u,V e L.
(iii) T(1 u|) « 1 T(u)| V u e L.
Diremos eue L posee una copia Riesz-isomorfa de S si existe 
un isomorfo de Riesz de S sobre un subretlculo R de L.
1. Proposiciôn.
Si E es un retlculo de Banach y M una funciôn de Musielak-
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-Orllcz, entonces el espacio ^^(E) es un espaclo de Riesz lo- 
calmente sôlido.
Demostraclôn
El orden natural en el espaclo 1^(E) es el inducido por 
E ^ ,  definido por:
a 1 b si y solo si a^ £ b^ ^
para cada natural n y siendo a= (a^) y b= elementos de
i^(E). Si a= (a^) e £ ^ (E), el valor aüasoluto | a | de a es cia 
reunente el elemento (|aj^|)^de î,**(E). Por lo tanto, al ser la
norma || || de E monôtona, se tiene que | a | + |b| 6 i^(E) , para 
a,b e i^(E) . En particular, tomando coordenadas obtenemos pa­
ra cada natural n que:
l*n* bJ 1 l=nl + Y I |<| aj + | bJ
De nuevo por ser monôtona la norma de F, se deduce que a/\b = 
*(a^Ab^)* y a v b =  (a^ y b^) ^  pertenecen a £**(E), que es pues 
un espacio de Riesz .Ademâs, los con juntos Ug={a6 (E) : || a W ^ <  s) 
cuando hacemos variar s > 0 forman una base de entornos de 0 
sôlidos. En efecto, si a,b 6 £^(E) y b € se tiene que:
I a 11 I b 1 - ^  |a^| 1 |h^ |  , V n P W 
—> l l a j l  l l l b j l  , V n e iN  
— > m (la) 1 m(Xb), V 1 > 0
y entonces a e U . ///
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Observese que si es un espacio de Banach entonces la 
topoloqla l.s. de ^^(E) es normada por lo que £**(E) es un ra 
tlculo de Banach.
El espacio £^(E) tiene ademâs copias Riesz-isomorfas ca- 
nônicas de £ ^ y de E. Como £^{E) es un e.l.s. y Hausdorff 
es también un espacio de Riesz arquimediano ( [A-B] , Teorema 
5.6.fi)). Varias propiedades bâsicas de la estructura de orden 
de £ ^ ( F )  s e recoaen en la siauiente:
2. Proposiciôn.
Sea M una funciôn de Musiela)c-Orlicz y E un retlculo de 
Banach.
2.1. FI espacio h^(E) es un ideal de (E) . Adem&s es una ban
da si y solo si h ^ =  £
2.2. Si el retlculo E es complète (resp. a-ccmpleto, de tipo
numerable) entonces £^(E) y h^(E) lo son taunbiôn.
Demostraciôn.
2.1. El subespacio h^(E) de &^^(E) es un ideal por tener E una 
norma monôtona y ser h^ un ideal de £^. Si h^« £**, entonces 
h^(E)= £^(E) es trivialmente una banda. Si h^/ £^, veamos que 
h^(E) no es una banda, es decir un ideal orden cerrado de £^(E) 
( [A-B] paq. 5). Sea a= (a^) un elemento de £^(E)Sh^(B). Con 
sideremos u^=( |a^ t ,..., |a^ | ,0,...,0,...) perteneciente a
h^(E) para i=l,2,... Es claro que 0 l u ^ +  I a I y sin embargo
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|a I 0 h^(E). (Nôtese que el espacio h**(E) no es teunpoco o-or 
den cerrado y que el complemento disjunto de h^(E) en i^(E)
es { 0 } ) .
2.2. Supuesto ahora E completo y 0 1 |a^|ib € £**(E) para una 
red en £^(E) , tenemos coordenada a coordenada que
I a^ j^ l 1 b^ e E, por lo que existe c^=sup . Como 0 ^ 0 ^
1 b^ deducimos que c = (c^) € £^(E) y que es el supremo de
les {a^ ^ae I £*(E) , que es en consecuencia completo.
Si ahora el espacio E es de tipo numerable y sup aa= a
en £^(E), existe para cada natural n una sucesiôn j)
verificando sup (a^ ) = a  . Por tanto sup (a ) »
j n,j j ,n n,j
* a y el espacio ^^(E) es también de tipo numerable.
Los resultados anteriores son ciertos para h*^ (E) por ser 
ideal de £^(E). ///
A continuaciôn, estudiando en que condiciones el e.l.s. 
£*(E) posee una topoloqla de Lebesgue, de Levi o una norma de 
Fatou, se van a obtener caracterizaciones (en casos muy genera 
les) de los espacios de Musielak-Orlicz de sucesiones vectoria
CO .
les que poseen copias Riesz isomorfas de £ , C^ y £ .
3. Definiciôn.
Si (L, T ) es un e.l.s. desinamos por L^ (resp. L^^) al 
mâximo ideal de L donde la topologla restringida es de Lebas-
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gue (respectIvaniente o -Lebesgue).
El Ideal es t  -cerrado y  esté caracterizado por la sl^  
gulente igualdad ( [A-B] pag. 317, [w^] pag. 139 );
L
4. Proposiciôn.
Sea M una funciôn de Musielak-Orlicz y E un retlculo de 
Banach. El mâximo ideal de (E) en que la topologla restrin 
gida es de Lebesgue es h^(E^).
Demostraciôn.
Utilizamos la caracterizaciôn de (^^(E))^ expuesta en 
la Definiciôn 3 para probar que (*’^ (E))^C h^(E^). Sea 
a e (£^(E))^\ h” (E) y consideremos u^ =^ (0,... ,0, |a^ |, I,
...). Es claro que u^ + 0. Sin embargo lim || u^ || ^ no es 0
pues como a 0  h^(E) existe s> 0 tal que m(sa)=« y por tanto 
tal que m(s u^) =" para n=l, 2,... . Luego ( ^ C  h**(E) .
Si ahora a e h**(E) \ h^(E^) / escogemos entonces x  e EvE^. 
Para alguna red (x^ )g en E serâ 0+ 1^1 Y  sin embargo
11* a 11 "AO. Obviamente entonces (lxl,0,...,0,...) 2 (Xg ,0,
 ^ 0 y 11 ( I I jkj /   ^ 0 # En in i t l" "
va (i ” ( E ) C  h^(E^)
Reclprocamente, sea una red monôtona decreciente & 0
de elementos positives de h*^(^. Coordenada a coordenada:
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0 1  San + 0. Por estar la red («an^ae I ®" "a ' converge a 0. 
Puesto gue m (s a^ ) <» para cada s > 0 y o e i , s i  fijo s >0 
y a(l)/ puedo eleclr un natural x déforma que, siendo M» (
■ ♦  ^ , < s
n=k+l " s  2
Como las funciones ( * ). son continuas en 0 y lim I I  a„ I l  * 0
n-»* "
para cada o. , existe « (2) >. u(l) tal que:
^ , " “MZInll , < s
n=l s 2
a
Luego para cada a>a (2) , se tiene que m( ) < s , es decir
s
11*0 II M 1  S" Esto prueba que lim lla^ j ||j^ » 0 y que ( *?^(E))^ « 
» h^(E^). ///
5. Observaciôn.
Una consecuencia inmediata de la Proposiciôn 4. es que' 
la topologla del espacio de Riesz £^(E) cuando M es una fun-. 
ciôn de Musielak-Orlicz que no toma valores infinitos, es de 
Lebesgue si y solo si £^=h^ y F=E^ . Cuando admitimos que una 
funciôn de Musielak Criiez toma valores infinitos puede ocu- 
rrir que ^ £^ ^ £**, no siendo ya vâlida la Proposiciôn
4. El siguiente ejemplo se obtiene modificando uno debido a 
Wnuk ( pao. 17) :
Sea M= fj) la funciôn de Musielak-Orlicz definida por:
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(t) =
(e^ - 1)  ^ ♦ (t) si n 22 y t 6 [o, » )
_2
si n =1 y t e Qo,l )
1 - t
si n =1 y t e [l, » )
Entonces : £ = ( (x^) : (x^)n=2 ® f >
*"a = ( (^nÜ : ^'*n)n=2 ® > 7 h” = { (x„)j^ ; x^-0 y (x^)^.2®
$
e h  }. En efecto:
m(s x) = E ♦nts 1x^1 ) = ♦]_( slx^l ) + 1x^1 >
para s > 0 y x  = ( x^) ^  . Luego, m(sx)«»para alqûn s > 0 si y so 
lo si (*n^n*2 ^ 7 m ( s  X )<« para todo s > 0 si y solo si
* A w $
G h y Xj^ =0. Suponqamos ahora que x e Como
=h* es claro que (x^) ® • Reclprocamente , si
e ht probemos que x 6 . Sea 0 + u < x. Fijado s >0, exis-
" |Ua I
te o. tal que si o^a entonces E * ( ---- 2_ ) £  — . Asl-
' ® l"all^mismo existe tal que si entonces   —  < 1 y
— 2J:— ) 1 — . Lueqo si o^Oj^» Oj se tiene que m( ■■■ °- ) 1 
s 2 s
♦i(
1  s y por tanto lim u^ en £ (E) es 0. Finalmente c«mo * no 
verifica la condiciôn en 0: £*?( h* y £^ / £^«
6.Teorema.
Sea M una funciôn de Musielak-Orlicz y E un retlculo de 
Banach orden completo. Las siguientes propiedades son équiva­
lentes ;
6.1. £^(E) tiene una copia Riesz-isomorfa de £~.
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6.2. £ ^  o E tienen una copia Riesz-iaomorfa de £*,
6.3. £ ^  o E tienen una copia isomorfa de £* .
Si ademâs £ ^  es un espacio de Banach, también son équi­
valentes a :
6.4. £ ^ (E) tiene una copia Isomorfa de £*.
Demostraciôn.
Como tanto £ ^  como E son Riesz-iswnorfos a subespacios 
do £^(F) , es Inmcdlato que 6.2.— > 6.1.
Por el Teorema 10.8 de [A-B] , el espacio £^(E) ccxnpleto, 
tanto en el sentido del orden como en el topolôgico, tiene una 
copia Riesz-isomorfa de £°° si y solo si £^(E) no dispone de 
una topologla de Lebesgue. Por la Proposiciôn.4., elle es ~ 
equivalents a que E /  E^ ô h*^  = £ ^ ^ £ **,es decir a que E o é** 
no estén dotados de una topologla de Lebesgue. De nuevo por 
el Teorema 10.8 de [A-B] se deduce que 6.1 .^6.2.
Utilizamos ahora un criterio de Lozanovski ( [k -a ] pag.394) 
un retlculo de Banach orden completo tiene una copia isomorfa 
de £™ si y solo si su norma no es orden continua. Por otra 
parte se conoce que tiene una copia isomorfa de £" si y
solo si h** / £**( [Wo^] ), y por tanto £** posee también en­
tonces una copia Riesz-isomorfa de £ . Apiicando estos resul­
tados âe obtiene la equivalencia de 6.2 y 6.3 . Finalmente la 
de 6.1 y 6.4 se obtiene por el criterio de Lozanovski, cuando 
£ ^ y por tanto £^(E) son reticulos de Banach ya que por la
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Proposiciôn 2.2 ambos son orden completos. ///
7. Observaciôn.
Puesto que la Proposiciôn 2. tambiën caracteriza la topo 
logla de Lebesgue en h^(E), se obtiene una versiôn de la Pro­
posiciôn 6 para este espacio:
Si E es un retlculo de Banach orden completo son équiva­
lentes las siguientes propiedades:
7.1 h^(E) tiene una copia Riesz-isomorfa de .
7.2 E tiene una copia Riesz- isomorfa de %" .
7.3 E tiene una copia isomorfa de £*.
Si ademâs £ ^  es un espacio de Banach, también son equ^ 
valentes a;
7.4 h^(E) tiene una copia isomorfa de £* .
En lo sucesivo nos limitamos a espacios de Musielak-Orlicz 
£** localmente convexos, o con mâs precisiôn a funciones de Mu­
sielak-Orlicz convexas. La topologla l.s. de £^(E) viene en­
tonces definida por la norma de Luxemburg que denotamos asl 
mismo por || ||^ .
8. Proposiciôn.
Sea M una funciôn de Musielak-Orlicz convexa y (E,|| || ) un 
retlculo de Banach.
8.1 Si II II es una norma de Fatou en E, entonces la norma de
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Luxembûrg || ||^  es una norma de Fatou en £ **(E) .
8.2 Si E tiene la propiedad de Lev i y || || es una norma de Fa­
tou en E entonces £ ** (E) tiene la propiedad de Levi.
Demostraciôn.
8.1. Si 0 £  a^  t a para una red ( a ^ ^ ) e n  £^(E) , entonces 
coordenada a coordenada se tiene que 0 £  ^  n  ^^ n * ser
I l  I I  una norma de Fatou en E obtenemos eue:
® l l*a n  II +® l l * n  H
para cada s > 0. Aplicando el teorema de la convergencia monô­
tona para redes se tiene que:
ll%n ll>  ^ * n  <“ ll*n  ^ >
para cada s > 0 y por tanto ||a g||^ +  I l  a ||^  .
8.2 Sea ( a ^ ) red acotada en norma en £^(E) verifican 
do 0 £  ^  . En cada coordenada aei una red acotada
en norma y que cumple 0 £ a^^ +. Por tener E la propiedad de 
Levi, existe para cada natural n: a^ - sup a^^ . Ademâs 
I l  S a n  I I  + I l  a^ || por ser || || una norma de Fatou. De nuevo por el 
teorema de la convergencia monôtona se tiene que:
I *n ( ® ll*on II )  ^  ^ *n H*n H*
para cada s > 0. Como (a ) es acotada en norma podemos encona ae i —
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traur r ^  0 tal que:
II
(  ) < 1®on
n=l ^ r
( ) *
para cada “ 6 1. Por tanto m(— 2—i)^ 1 ,  con lo que a " l'
* sup (a„) pertenece a £^(E). /// 
a6I
Esta ûltlma Proposiciôn tiene una versiôn anâloga para 
la propiedad o-Levi y para normas o -Fatou.
9. Teorema;
Sea M una funciôn de Musielak-Orlicz convexa y E un reti 
culo de Banach. Las siguientes propiedades son équivalentes:
9.1 £^(E) tiene una copia Riesz-isomorfa de c^.
9.2 £^(E) tiene una copia isomorfa de c^.
9.3 £** o E tienen una copia Riesz-isomorfa de c^.
9.4 o E tienen una copia isomorfa de c .
Demostraciôn.
Es inmediato que 9.1— » 9 .2 y que 9.3— ^9.4 . Los recl- 
procos son una propiedad general de los reticulos de Banach. 
En efecto, un retlculo de Banach no tiene ninguna copia iso­
morfa de c^ si y solo si su norma es o-orden continua y mo 
nôtoneunente compléta (Teorema 10.4.9 de [K-A] ). Como en [z] 
(apartados 114.7 y 117.4 ) se caracterizan los reticulos de 
Banach que no contiene un subretlculo Riesz-isomorfo a c^ por 
estas mismas condiciones, es decir tener una topologla o-Le-
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besgue y  Levi, se deduce que 9,2 ^  9.1 y que 9.4 -^9.3 (véase 
también [L-Tg] , pag. 35).
La implicaciôn 9.4.^9.2 es consecuencia de poseer £^(E) 
copias isomorf as de £ ** y de E. Finalmente, veamos que 9.2 — ^ 
^*9.4. En efecto, si £** y E no tienen copias isomorfas de c^, 
entonces tanto £** como E verifican las propiedades de Lebes­
gue y de Levi. Luego por la Observaciôn.5, el espacio £^(E) 
posee la propiedad de Lebesgue y la norma es orden continua 
y por tanto de Fatou. Por el resultado de la Proposiciôn 8.2, 
el espacio £**(E) tiene entonces también la propiedad de Levi.
En definitive, £**(E) no contiene subespacios isomorfos a c^. ///
En particular, por la caracterizaciôn de la completitud 
débil secuencial en reticulos de Banach ([l -T^] Teorema l.c.lO) 
obtenemos el siguiente:
10. Corolario.
Sea N una funciôn de Musielak-Orlicz convexa y E un reti 
culo de Banach. Entonces el espacio £^(E) es débilmente se- 
cuencialmente completo si y solo si £ ** - h** y ademâs E 
es débilmente secuencialmente completo.
Podemos sustituir £ ^ (E) por h**(E) en el Teorema 9 obte 
niêndose de esta forma un resultado anâlogo.
A continuaciôn estudiaumos las copias de £^ en h**(E) .
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11. Teorema.
Sea M una funciôn de Musielak-Orlicz convexa y E un reti 
culo de Banach. Las siguientes propiedades son équivalentes:
11.1 h^(E) tiene una copia Riesz-isomorfa de £^.
11.2 h^(E) tiene una copia isomorfa compleroentada de
11.3 E o h^ tienen una copia Riesz-isomorfa de £
11.4 E o h^ tienen una copia isomorfa complementada de £ 1.
Demostraciôn.
La jpiplicaciôn 11.3 — »11.1 es inmediata. Un resulta­
do de Niculescu ( [n] Corolario 1.9) afirma que enunretlculo 
de Banach son équivalentes tener un subretlculo Riesz-isomor- 
fo a £^, tener un s.e.v. isomorfo a £^ y complementado, y 
c[ue el dual del retlculo no sea débilmente secuencialmente 
completo. Por tanto es claro que 11.14— > 11.2 y que 11.3*-^
4—>11.4.
Finalmente, 11.1^—# 11.3. En efecto, segûn observamos en
el Capltuèo I, el dual de h^(E) es canôniceunente isomorfo a
£ ** (E') siendo M*= ( 4 *) ^  la funciôn de Musielak-Orlicz forma
da por las conjugadas de Young de las funciones * , siendo
M*
M = ( $^) . Si el espacio £ (E') no es débilmente secuen­
cialmente ccxnpleto entonces £** % (h^) ' o E' no lo son, apl^
cando el Corolario 10. De nuevo por el mismo criterio de Nicu 
lescu, obtenemos que h^ o E tienen entonces copias Riesz-iso­
morfas de £^. ///
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12. Observaciôn.
Un resultado de Meyer-Nieberg ( [s ], pag. 153 ), esta- 
blece que en un retlculo de Banach orden continue contener a 
como s.e.v. isomorfo o como subretlculo Riesz-isomorfo son 
équivalentes. En particular, si * es una funciôn de Orlicz 
convexa, el espacio de Orlicz h*^  tiene una copia complemen­
tada de si y solo si el Indice es 1 (aplicando el Teo­
rema 4.a.9 de [L-T^] ).
Sin embargo, si el retlculo X no es orden continue, es 
decir X / , la situaciôn es distinta. En efecto, el espa­
cio ( £,“ ) tiene copias isomorfas de y no obstante no 
son nunca complementadas. En efecto, si lo fuesen, por el Teo_ 
rema anterior o i" deberlan tener una copia complementa­
da de , lo cual no ocurre al ser y £* espacios primos 
( [L-T^]. Teoremas 2.a.3 y 2.a.7), es decir que todos los 
subespacios complementados de dimensiôn infinite son isomorfos 
al total.
« u
Nôtese que las copias de £ en £ (E) son complementadas 
y las de c^ en h^(E) taunbien cuando E es separable. En efecto, 
recordeunos que un espacio de Banach X es inyectivo si para 
cualquier espacio de Banach Y que contiene isomorficamente a 
X, existe una proyecciôn lineal acotada de Y sobre X. El espa 
cio £* es inyectivo ([L-T^] , pag. 105). Asimismo, el espacio 
c^ esté caracterizado por la siguiente propiedad: un espacio 
de Banach separable infinito-dimensional que es complementado
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en cada espacio de Banach separable que lo contiene es nece- 
sariamente isomorfo a c^. ).
A continuaciôn vamos a probar que el subespacio h^(E) no 
es complementado en £^(E); para ello utilizaranos el siguien 
te resultado mas general:
13. Teorema.
Sea E un retlculo de Banach a-Levi verificando que E/E^ 
y que el ideal E^ es separable y no es a-Levi. Entonces el 
ideal E^ no es complementado en E.
Demostraciôn.
Como E^ no es un retlculo o-Levi , por el Teorema 117.4 
de tiene un subretlculo Riesz-isomorfo a c^. Existe pues 
una sucesiôn bâsica (z^) en E^ formada por elementos disjun­
tos y positivos equivalents a la base canônica de c^. Podemos
in oD
suponer que || z^ || =1. La sucesiôn ( 1 *n^m«l decre
ciente y acotada en norma pues:
II E z ||< M II (l,.?Ll,0,...,0,...)|L -M 
n=l
para algûn M> 0. Por ser E a -Levi se deduce la existencia de 
m m
sup ( E z_). Asimismo existe sup z pues z < sup( E z ) 
m l "  n " " “ m l "
para n=l,2,... y el retlculo E es o -completo (en efecto,la 
propiedad secuencialmente débil de Fatou imp1ica la o-comple 
titud). Por ser los z^ disjuntos es inmediato que
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sup z = sup ( E z ). 
n " m 1 "
Definimos entonces un operador lineal T de en E por:
T(a) = (0) - E z^
para a = 6 I , donde la notaciôn (O)-indica que T (a) es
la suma segûn el orden de E a z , es decir que existe y +0 
ra 1 " " “
tal que 1 E a^ z^ - T(a)| £ y^ para m=l,2,...
Establczcamos la existencia de T(a). Si los a^ son no nega
ra 00
tivos, la sucesiôn ( E z^ )_ . es no decreciente y acota-
n-1 n n m=l
da en norma por M j| (a^) . Razonando como antes obtene-
* ht
mos la existencia de sup ( E a z ) = T(a). Ademâs
m 1 "
I J »n - 'n - ’'<*>1 ■ Lli
y por tanto T(a)=(0) - E a^ z^. En el caso general basta def£
nir T(a) como;
T(a) = ((0)- E (a^ )"^  z )  - ((0) - E (a„)" z„ ) n n n n
para (a^)^ = max(a^,0) y (a^)~ = -min(a^,0).
La inyectividad y la linealidad de T son inmediatas. Ade­
mâs, T es un isomorfismo topolôgico de £ sobre T( il porque:
*k ®k 11 |T(*) I i l l  ( V l  II oo *n
para k=l,2,... y por tanto
®^n’ ï ILl ll’’ ®^^ Il i l l  sup Il ||(a^ )“
— 50—
En particular, si || || en una norma o-Fatou y M»1 entonces T 
es una isometria pues entonces:
m m
II sup 11 = 11 sup E II = sup 11 E z^ 11 < M = 1 
n m n=l m 1
También T es un isomorfismo de Riesz pues se tiene que:
T(|a|) = (0) - E I a^ I z^ = I (0) - E a^ z_ I = lT(a)|^ n n  ^ n n
m m
ya que >’ |a^| z^ = | >' a^ z^ | para m=l,2,... En definitive
el retlculo E posee una copia Riesz-isomorfa de £ . Por ser
E^ separable, el subespacio [(z^)j^ ] isomorfo a c^ es com­
plementado en E^. Si ahora E^ fuese complementado en E, enton 
ces [(Zj^)j] serla complementado en E y por tanto en T(t*) %
% £* pues T( £™) 3  [ 1^ * £ es un espacio de Banach
primo lleqamos finalmente a contradiccidn. ///
14. Observaciôn.
Con la misma demostraciôn anterior se obtiene que si X es 
un subretlculo de Banach separable Lebesgue y no o-Levi de un 
retlculo de Banach Y que sea o -Levi entonces X no es comple­
mentado en Y. En particular:
15. Corolario.
Si E es un retlculo de Banach separable Lebesgue y no o-Le 
vi entonces, J(E), la copia isométrica y Riesz-isomorfa canôni 
ca de E en E", no es complementada. en E".
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Demostraclôn.
Como el bidual E" del retlculo E es a -Levi (véase [k -a ] 
pag. 396 ), puede aplicarse la observaciôn anterior a J(E) y a 
E-.///
16. Proposiciôn.
Sea M una funciôn de Musielak-Orlicz convexa tal que 
^ ^ y E un retlculo de Banach. Entonces el subespacio h^(E)
no es complementado en £ ^ (E).
Demostraciôn.
El espacio h^ no es complementado en £ como consecuen­
cia del Teorema 13, pues si £ h^ entonces £ ^  es o -Levi y 
h^= ( £ **) ^  es un retlculo Lebesgue , no o-Levi y separable.
Ahora bien si el espacio h^(E) estuviera complementado en
£*^(E) entonces £ ^  (E) tendrla una copia canônica U de h^ com­
plementada. FI subespacio U estarla por tanto complementado en 
una copia v de £^, llegôndose a contradicciôn con el Teorema 13.///
No ha sido posible obtener resultado similares a los Teo­
remas 6, 9 y 11 para copias de £^ con p/1 y p/ =» porque no -
existen caracterizaciones en el caso general de los e.l.s. que 
contienen copias Riesz-isomorfas de £^. Sin embargo , restrin 
giendonos a los subretlculos que sean idéales podemos obtener 
el siguiente resultado:
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17 » Teorema.
Sea M una funciôn de Musielak-Orlicz convexa, E un retlcu 
lo de Banach y l<p<'*> . E l  espacio h^(E) tiene un ideal iso­
morfo a £ ^  si y solo si h^ o E tienen un ideal isomorfo a îP.
Demostraciôn.
Probemos la implicaciôn no inmediata. Sea Y un ideal ce­
rrado de h^(E) y designemos por tt ^  a la proyecciôn canônica 
de h^(E) sobre E definida por:
para 6 h^(E). Si M= (4»^)^ » es claro que Y C  ®
® ... ® ^„(Y)®... )^M = ( (Sn^r : *n ^ 7 | H*n ^
; Vs • 0 ) . Por otra parte si a = (a^) " 6 ( (Y) ® ... ®T:^(y)4
® ... )^M , entonces para cada natural n existe y^ 6 Y tal 
que (y^) = a^ . Por ser Y un ideal , el elemento (0,..., 0,
,a^,0,...) = x^ , que verifica | xj y^ | , pertenece a Y.
Por linealidad también (a^ ,^... ,a^,0,...,0,...)pertenece a Y.
Como Y es cerrado y a 6 h^(E), se tiene finalmente que:
a = lim (a^ ,^ ... ,a^,0, .. . ,0, ...) 6 Y
Luego Y = ( tTj^ (Y) ® ... ® \(Y) ® ... ) ^ M .
Supongamos entonces que Y% £^. Como los subespacios (Y)=Y^ 
son complementado en Y, son por tanto cerrédos en E.
Si algûn Y^ es de dimensiôn infinite, el subespacio
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® { 0 } ® ... ) es Isomorfo a y 
complementado en Y. Al ser £ ^  un espacio primo, necesariamente 
Yp^  % nP y concluimos que E tiene un ideal cerrado isomorfo a
£P.
Si los Y^ son todos de dimensiôn finita, existe una sucesiôn 
(n^) tal que Y^^ / ( 0 } para i=l, 2,... y n^ < n^ < ...
Los subespacios Y^^ son espacios de Riesz normados de dimensiôn 
finita, es decir Riesz-isomorfos a algûn ]R® con su orden natu­
ral para algûn s. Un elemento u/0 de un espacio de Riesz es 
discrete si el mlnimo ideal que contiene a u coincide con 
el subespacio unidimensional [u] que este genera. Al ser E 
arquimediano, por el Teorema 2.17 de [a -b ] , los Y^ son espa­
cios de Riesz discretes, i.e. tienen una colecciôn de elemen­
tos positivos y discretes (e^)  ^ disjuntos dos a dos tal que 
si u/\ e^ = 0, Vj,entonces u=0. Escogemos a^ 6 Y^^ discrete y 
de norma 1. y considérâmes (X^ ® ... ® X^ ® ... ) donde:
{ {0} si n / n^,ng,...
®  * ['ni] "="i
Con esta definiciôn (X^ ® ... ® X^ ® es un ideal
cerrado de Y y es isomorfo al espacio de Musielak-Orlicz de su 
cesiones donde K = ( • Por tanto, £p tiene una co
pia isomorfa de y este espacio no tiene ningOn s.e.v. iso­
morfo a Cq . Por un resultado debido a Woo ( [wc^ , Teorema 3.5), 
el espacio coincide entonces con un espacio para una
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funciôn de Musielak-Orlicz convexa N = 9^® verifica
la condiciôn uniforme . Es decir existe q £l y un nat irai
k tal que:
t i|>î (t)
para t e  (0,1) , i _^ k. El con junto {<<<^ : i £ k  } C C([0,l]) es 
entonces relativamente compacte. En efecto, suponiendo sin pér__ 
dida de generalidad que i))^(l)=l obtenemos la aootaciôn puntual 
de las funciones jç* Ademâs son equicontinuaa en cada
t e  (0,1) ya que:
I ^ (t) - I» ^  (s) I = (8 ) I t-s I < q — ÈilH I t-s|
< q 1 t-s I
para t ,s e (0,1), i £ k. Finalmente la equicontinuidad en 0 es 
inmediata por ser las 4i ^ convexas.
Por lo tanto, existe una subsucesiôn ( que conver
ge unifornemente en [0,l] a una funciôn de Orlicz * de forma 
que:
>1'. (t) - —i» < (p (t) < ip. (t) +
^3 -  ^3 3^
((.,,) *
para t <1. Asi pues las bases canônicas de h J y de h
(1;, ) ^ 4 n
son équivalentes; en consecuencia h j h . Como no con
tiene isomorficeunente espacios de Orlicz que no sean el propio
&P ([L-T^j , Teorema 1 ) y por el razonamiento seguido h* es
isomorfo a un subespacio de Y, se deduce que li % &P. Por tanto
tiene una copia isomorfa de £ P. Como ademâs la identidad
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N K ( ’fc )
es un isomorfismo de Riesz de h sobre h y h ^  es un ideal
de , dicha copia es también un ideal de y por tanto de
h” - ///
18. Observaciônes.
18.1 Sea E un retlculo de Banach orden completo. La demostraciôn 
anterior es vâlida si sustituimos h^(E) por £^(E) en el caso
de que h^/ £**. En efecto, todo ideal cerrado Y de £**(E) no 
contenido en h^(E) no es orden continue por la Proposiciôn 4. 
y por tanto al poseer una copia isomorfa de £* no puede ser 
isomorfo a ningûn fP.
18.2 Por otra parte, como los idéales cerrado del tipo (Y^ 0.. 
... * Y^ ® ... son separables si dim Y^<" para n»l, 2,...
y el espacio es primo se obtiene el siguiente resultado:
el espacio h^(E) tiene un ideal cerrado isomorfo a i* si y solo 
si E tiene un ideal cerrado isomorfo a .
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CAPITULO III
ESPACIOS DE ORLICZ DE SUCESIONES CON PESO. 
SUBESPACIOS EN ESPACIOS MODULARES.
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En este Capitule, por <P désignâmes una funciôn de Orlicz 
estrictamente creciente, continua, con $(1) = 1 y cuyos Indl 
ces verifican 0  ^ ® 7 0 • Los espacios
A .
de Orlicz de funciones L y de sucesiones l * son por tanto lo 
calmente acotados (véase p.e. [r] pag. 107 y siguientes , [k^] 
pag. 258 ).
Dada una sucesiôn de escalares (w^) , el espacio de Orlicz
de sucesiones con pesos se define como el con junto
de las sucesiones escalares x = (x^)^ verificando que el mo­
dular m de anido por:
X  »  |x^ |
m (---) —  z <f> (---  ) w .
s 1 s
sea convergente para algûn s > 0. El subespacio h* (w^) de
£* (w^) es el formado por los x = (x^) " taies que ni(-~ ) <®
para todo s> 0. El espacio £*(w^) dot ado de la F-norma:
||x II = inf { s > 0: m( 1^ 1-) £ s }
es un F-espacio del que (w^) es un s.e.v. cerrado. Puesto
que 8 y 8* son finitos, la funciôn <)> verifica la A- con- <P <P ^
diciôn en 0 y en =» y es fâcil ccxnprobar que £*(w^) = h * (w^) . 
Los espacios de Orlicz de sucesiones con peso son un caso par­
ticular de espacios de Musielak-Orlicz de sucesiones.
El espacio £*(w^) posee una base incondicional canônica. 
en general no simétrica, como ocurre en los espacios de Orlicz 
de sucesiones. Mâs aûn, si dicha base es simétrica, entonces
-58-
necesariamente I (w^) es isomorfo a un espacio de Orlicz de 
sucesiones ([wo] , Corolario 3.9 en el caso convexo ac«no con 
secuencia directa de la Proposiciôn III.6 en el caso general).
Observemos también que si (p y  ip son funciones de Orlicz 
équivalentes, entonces los espacios de sucesiones £*(w^) y 
£ (Wyj) coinciden en el sentido conjuntista y la identidad dé­
termina un isomorfismo entre ellos.Sin embargo, el reclproco 
en oeneral no es cierto. Fstos espacios han sido previamente 
estudiados en [l,u] , [d-k] , [Wa], [w^] , , [f-h] etc...
A continuaciôn , tratamos de determiner que espacios de
Orlicz de sucesiones (y en particular que espacios fP) pue-
den sumerqirse en espacios de Orlicz de funciones L* a tra-
vês de una representaciôn del tipo £*^ (Wj^ ) para sucesiones con
pesos de suma finita i.e. E w < « . El siguiente resultado
1 "
es bâsico:
1. Proposiciôn.
Sea $ una funciôn de Orlicz. El espacio de Orlicz de fun­
ciones L* contiene una copia de £'^ (w^) para cualquier suce­
siôn (w^) de suma finita. Si ademâs (p es équivalente a una
funciôn convexa, entonces dicha copia es complementada.
Demostraciôn.
Suponiendo sin perdida de aeneralidad que E w »1, pue-
* 1
de establecerse un isomorfismo T entre £ (w^) y el subespacio
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cerrado de I aenerado por las funciones caracterlstlcas X.
de subcon juntos mutuau^ente dis juntos de [O, ij y de medlda 
de Lebesgue W(A^) = w ^ . El operador T viene determinado por:
= n '  - : \  Xa „
siendo (e^) ^  los vectores canônicos de , cuyas F-nor-
mas respectivas son || e^ || = _ ------  para ij^(t) ■ t $(t).
"C ( -&-)
Nôtese que T es tambiên un isomorfismo de Rlesz.
Si suponemos que $ es ademâs convexa, entonces la proyec 
ciôn "en media" P de L* sobre * )T 3 definida por
-  ^1a ^   ^ *
P(f) = E ---- 2------  X , Vf € L
n=l u( A^) n
es continua. En efecto, por la desigualdad de Jensen (véase 
p.e. [Ky] ) , se tiene que:
<|a L
* ( |P(f) (y) I ) =  *( --- -----  )1 ------------- (1)
U(A„) m (A^)
para cada x € A^. Inteqrando la expresiôn (1) en [O,l] obtene- 
mos que;
,1 ,1 .  | a I f l  -  | a * < I ' | I
|P(f) h l  4»( Ê —   )1 E( — ------  ) U(A ).
J o  J o  1  W(A^) 1  W(A^)
l
4- ( I f  I) .
0
— 6Ù~
Por tanto, P es una proyecciôn de norma 1, conslderando
4*
que el espacio de Panach L tiene definida su topologla por 
la norma de Luxemburg , y concluimos oue dicho espacio L*^ po
d)
see una copia complementada de ü (w^) . ///
2. Observaciôn.
Si la funciôn de Orlicz (p no es equivalents a una funciôn
(p
convexa, el espacio de funciones L no contiens necesarieunen 
te una copia comnlementada de (w^) para E w^< « . Este 
es el caso si 0 < a < 0 < l, pues entonces el dual d e L *(p — (p
es nulo ( [p], Teorema 4.2.2 ) ya que lim = 0.
Cuando la sucesiôn (w^)^ converae a * y la funciôn es
equivalents a una convexa,se tiene que (w^) es compleraen-
tado en . Fstudiemos el caso no convexo. Para ello recorde-
mos que si +“> el espacio es isomorfo al generado
por una base bloaue (u^)i de coeficientes constantes de la
base canônica de , definida por u_ = E e. para
3 - V l
^ n l  in+ll =>n+l ^ ^n ' ^n =
parte entera de w^. En un E-espacio se define la topologla de 
Mackey como la topologla localmente convexa mâs fina entre 
las que son menos finas que la inicial. Si * es una funciôn 
de Orlicz, entonces la topologla de Mackey en es inducida 
por la del espacio D  » Teorema 3.3 ) siendo <P la
funciôn convexa minorante de P definida por;
-61-
 ^ n . n
♦ (t) = lnf( Z p { t . ) ï  n Pïî, 0 < < 1, i  E t.»t }
1  ^ - 1 - n ^ l
si 0 £ t £ 1 y $ Ct)= ♦ tt) para t > 1. Se tiene entonces 
el siquiente resultado:
3. Proposiciôn.
Sea * una funciôn de Orlicz. Una condiciôn suficiente 
para que las bases bloque de coeficientes constantes y cuyo 
numéro de elementos tiende a “* de la base canônica de 2*no 
sean complementadas es que:
lim -rv    = 0 (1)
s-*-0 $ ( $(s))
Demostraciôn.
Supongamos que una base bloque (u )- con u =(0,...,0, 
„n> n 1 n
1,....,1,0,...) y lim * sea complementada. Por un resu^
n-*-®
tado de Kalton { [K^] Proposiciôn 3.2), se deduce que para 
cualquier sucesiôn de escalares (1 se tiene que X^u^ G 
en si y solo si X^u^ -*• O e n i * .  Escojamos:
Cbtenemos entonces que;
Il ^p%ll ^ = inf l s >0 ; * (^-^) s } =1
Il ^n%ll ; " ( s >0 : $ ( i ^ )  1 1 } = %" -
 ^ s ♦ — >
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1 ”Como (-^) converge a 0, esto contradice el resultado de Kaj^ 
ton pues por (1) s e  tiene que ;
lim -%_i----- —  = lim   °-zr--- r-----  = 0 (2)
n +« d- (— n— ) n * (*( (— f — ) ) )
Observese que la condiciôn (2) , menos general que (1) , 
es suficiente para que la base bloque elegida (u^ )"^  no sea 
complementada en Fn particular , si 4>(s)=s, la condiciôn 
(1) se convierte en:
l  im  = -  . / / /
4. Observaciôn.
En lo sucesivo nos ceniremos esencialmente al caso de e£ 
pacios de Orlicz de sucesiones con pesos de suma finita por 
su relaciôn con los espacios de Orlicz de funciones . La
mayor parte de los resultados y definiciones pueden enunciar- 
se y probarse de modo similar para espacios de Orlicz de suce 
siones con pesos tendiendo a E n e l  primer caso se utillzan 
propiedades de la funciôn <p en un entorno de " y en el segun 
do propiedades équivalentes en un entorno de 0.
Considérâmes los sicuientes subconjuntos compacto#, rela- 
cionados con de C ([O, l]) dotados de la topologla de la con
verqencia uniforme e introducidos por Lindenstrauss y Tzafriri 
en [L-T^^] , [L-T2] y [L-T^] en el caso convexo y por Kalton
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en en el caso no convexo para espacios de sucesiones:
’ C* - ®  d
C “ „ = cô (E^“ )^ ; C *= cô (F«).(k f s 6 » s A A
para cada s >0. Las funciones de estos conjuntos son de Orlicz. 
Citeipos que el espacio de Orlicz de sucesiones i* tiene una 
copia de 9.'^ para una funciôn de Orlicz ij» si y solo si la fun 
ciôn \\i es équivalente en 0 a una funciôn de , Teo
rema 1 y Teorema 4.6 ). Si 6 es convexa, el espacio de
A é
Orlicz de funciones T. tiene una copia isomorfa de i genera
da por una sucesiôn bâsica, formada por funciones de soportes
disjuntos entre si, si y solo si p es équivalente en 0 a una
funciôn de ([L-T^] Proposiciôn 4).
A continuaciôn estudieunos condiciones necesarias y sufi- 
cientes para que un espacio pueda representarse como )
para I w < ® , a través del conjunto F ..
1 n
5. Proposiciôn.
Sea A una funciôn de Orlicz. Para cada funciôn p de f” C
« “
C  (Co, 1]) existe una sucesiôn de pesos (w^) con ^ < ®
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tal que es isomorfo a
Demostraciôn.
Dada p €  F. . existe una sucesiôn de escalares (c ). ten 
 ^ ♦(c„.) " X -
diendo a oc, tal que converge uni f ormemente a i|» en el
intervalo [o,l] . Fs decir existe c^ > 0  con *(c^^ > 2^ ve 
rificando que;
A(c t)
^ (t) I < ^  (1)
4»(Cn)
para todo t € [O,l] . Definimos w^= ; el espacio
tiene una base de Shauder formada por los vectores (c^e^)™ .
De la relaciôn (1), se deduce entonces que E e^ converge 
. ^ 0 #  
en & , e s  decir z 'H jx^l) » si y solo si E X^c^ e^ con
è ^
verge en l (w^) , es decir si:
. . “ *(l\Ic_)
r 4> ( | x  I c ) w * E --------  < »
1 n n n ,^ (c^ )
Por lo tanto , la base canônica de la base (c^ e^^ ) ^
de f- (w^) son équivalentes. ///
6. Proposiciôn.
Sea 6 una funciôn de Orlicz. Para cada sucesiôn de pesos
00 ao p
de suma finita, existe una funciôn p €  E tal que l es
P A
isomorfo a un subespacio î. (w^^) de £ (w^) .
—65“
Demostraciôn.
Denotemos por c„ a ^  ). a  partir de un cierto
natural n. se tiene que c^ > 1. El conjunto S de C([0,l]) 
definido por;
4>(c •)
S = ( -  - : n > n j  = ($*} n>n,
♦<=n> _____________  "
esta incluido en e”  ^  ^i  ' subconjunto compacto
de C([0,1]) . Luego existe una subsucesiôn converge
uniformemente a alguna funciôn de Orlicz p en [O,iJ.Dicha subsu
cesiôn puede elegirse para que;
A (c . ) .
“  - ♦ <t)i
si t £ 1. Si considérâmes ahora el espacio de sucesiones con
pesos £*(w ) para w =     , se tiene que la- base canô
"
nlca âe t*y la base (c^ ®nk^y=l son équivalentes
lo cual implica que y  2* (w ) son isomorfos. ///
“k
Los resultados anteriores consiouen nejorarse en los Co- 
rolarios siauientes inponiendo condiciones adicionales a las 
funciones 4i y y; .
7. Corolario.
Sea 0 < p y Auna funciôn de Orlicz . Se verifies que 
existe una sucesiôn de pesos (w^) de suma finita tal que 
î.*^ (Wn) es isomorfo a i si y solo si existe alauna funciôn 
P ^ nue es équivalente a la funciôn t^ en el 0.
Demostraciôn.
—G 6—
son équivalentes en 0, entonces ) es isomorfo a ^
para alguna sucesiôn Iw^ ) ^  con ï ® .
Reclprocaunente, supongamos que el espacio  ^ sea iso
morfo a £ ^  para alguna sucesiôn (w^) de suma finita. Se tie
ne por la Proposiciôn 6 que existe una funciôn 4' en E ^  y
una subsucesiôn (w^ ) de forma que £^(w ) es isomorfo a
p k k
£ . Como el espacio £ ^  posee entonces una copia isomorfa
de £ '' se deduce por el Teorema 1 de [L-Tg] oue y t^ son
équivalentes en el 0 y por tanto que Z =£ P. ///
8, Corolario.
Sean A y F funciones de Orlica tal que E ^  no contiens 
funciones équivalentes en 0 a funciones convexas. Entonces,
existe una sucesiôn (w^) con E < ® verif icando que
A F  ^ .
£ (w^) es isomorfo a £ si y solo si existe alguna funciôn
P F  F°° eouivalente a F en 0.
A
Demostraciôn.
Si F es équivalente a P P. F  ^  , entonces por la Proposi­
ciôn 5 es claro que £ £^(w^) para alguna sucesiôn (w^) ^
de suma finita.
Recîprocamente, si £^(w^) es isomorfo a por la Pro­
posiciôn 6 existe una subsucesiôn (w ). . verificando
"k
i*(w ) £ para alguna funciôn P p  f ” . Lueqo, el espacio de
"k p  ^ p
Orlicz de sucesiones £ tiene una copia complementada de £ .
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romo  ^ separable (pues es isomorfo a un s.e.v. de
if ), la funciôn F debe verificar la condiciôn A 2 Y por un 
resultado de Kalton t , Proposiciôn 7.1 ) concluimos que
F y P son équivalentes en 0 (ya que por las hipôtesis la fun­
ciôn A no es equivalents en 0 a una convexa). ///
Una condiciôn suficiente para que e " no contenqa fun­
ciones équivalentes en 0 a funciones convexas es que P^<1. En 
efecto, sea p p f " . Existe (w^)" de suma finita tal que 
t ~ il'^ (w^ ) . Por el Teorema 1.2 de [Hg]» el espacio £*(w^) no 
es localmente convexo; el espacio no es de Banach y por el
Teorema de Mazur-Orlicz ( [p] , Teorema 3.4.10 ) la funciôn A 
no es équivalente en el 0 a una convexa.
Los apartados anteriores nos llevan a introducir la si- 
ouiente notaciôn;
9. Definiciôn.
Dado 0 <p <00 , una funciôn de Orlicz A tiene la propie- 
dad Tjp en ~ si existe una sucesiôn de pesos (w^) ^  con 
 ^ tal que (w^) es isomorfo a £^.
Con esta terminoloqîa, el corolario 7 establece que una
funciôn A tiene la propiedad en ® si y solo si existe
una funciôn AH F” tal que A ~ en 0.
A
Para cada funciôn A definimos ademâs el conjunto P ^
como :
— 6b—
P* = fp >0 ; A tiene la propiedad en ® }
10. Propcsicjdn.
Fea 4> una funciôn de Orlicz. Se verif ica que P^ C
c [ » ;  . Q -
Demostraciôn.
Fn efecto, si A tiene la propiedad en “ , entonces 
el espacio de Orlic? de funciones tiene una copia isomor
fa de £ de la forma £ )  para alguna sucesiôn (w^) 
de suma finita. Caso de ser p équivalente a una funciôn con­
vexa, deducimos que p F ,6^ ] como consecuencia de
una proposiciôn de Lindenstrauss y Tzafriri ( [L-T^] pag.386).- 
Cuando p no es équivalente a una funciôn convexa, podemos 
remitirnos al caso anterior sin mâs que observer que si A posee 
la propiedad en « entonces la funciôn A=tA tiei>e la^ pro­
piedad en ® . En efecto si la sucesiôn (  —     ) i
♦<v
converge a una funciôn F équivalente a t^ en el 0 para alguna
A(A„ t) t *(X^t) ,
sucesiôn , entonces es claro que ( -------  “ ---------- )
A(X„)
converge a tF , que es équivalente en el 0 a t^ ^ ^ . ///
11. Observaciôn.
11.1. La propiedad en es invariant*-* por equivalencia de
funciones, es decir s i  A y  A on funciones équivalentes en el 
" entonces A tiene la propiedad en “ si y solo si A la 
tiene. En efecto, si A~A entonces £tv; ) = (w ) para
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toda sucouiôn (w^) de suma finita. Comprobemos una de las 
dos inclusiones. Si
A A(t) < A(t) < D A(t) 
para t > t, y E *(I * , se tiene entonces que:
j  M l  »J) w„ M  U J )  w„ U J ) w „
“
< A(t,)E w + B Z A( |X I) w < «
.1 1 n n
Como consecuencia de todo esto, la propiedad se conserva
A Apor isomorfismos en el caso reflexivo pues si L y L son 
espacios de Banach reflexives isomorfos se tiene que A " A (véase 
p. e. [j-M-S-T] Teorema 7.1 ).
11.2. Si A es una funciôn de Orlicz entonces el espacio £^(w^)
no es isomorfo a c^ para ningûna sucesiôn de pesos de suma f^
nita. En efecto, si £*(w^) % c^, entonces por la Proposiciôn 1, 
Ael espacio L contiene un s.e.v. que no es orden continue.
Esto es contradictorio pues si • entonces L* = L* tiene 
una topologla de Lebesgue (véase un resultado similar para e£ 
pacios de sucesiones en la Proposiciôn 11.4).
Una condiciôn analltica en têrminos de la funciôn A y de 
la sucesiôn de pesos (w^)^ para que £^w^) sea Riesz-iS(xnor 
fo a l (reap, h*(w^) sea Riesz-isomorfo a c^) ha sido re-
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cientemente dada por Wnuk en (elimlnando las restrlccio-
nes que heiros impuesto y ) .
La caracterizaciôn de la propiedad en « en têrminos 
del conjunto résulta ardua de aplicar en cada caso concr^ 
to. Ello es debido a quo cn general el conjunto E^ es diflcil 
de computer expllcitamente.
Damos ahora un criterio sobre A , fâcil de contraster, 
que garantiza que tenemos la propiedad en * para funciones 
de yariaciôn regular en ® (que cuznplen = 8^= p). En gene­
ral esta condiciôn suficiente no es necesaria.
12. Proposiciôn.
Sea G < p < oa. Si es uua funciôn de urllcz verifican- 
do que :
lim — — —  = p, (1)
t*-» A (t)
entonces A tiene la propiedad en ® .
Demostraciôn.
Por la condiciôn (1), para un numéro real e> G arbitra 
rio üado, existe tj. > G tal que:
P - g < A' (t)_ < P + G 
t A (t) t
para t > . Fij ado G < x <1, tcxnamos t > 0 suficientemente
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grande para que t 2 tx > .
Entonces se tiene que:
(p - G ) ds <
tx
^ (s)
tx A (s)
ds < i £ _ L £ ± d s
tx s
Luego:
(p - e ) log — -—  = (p - e ) log ( —^ )  < log — —  <
t x A(tx)
1 (p + g ) log {--- )
X
y por tanto:
P^-k: < A (tx) < ^p- E
A (t)
Sea ahora A € E % .Existe entonces una sucesiôn (c )"^
A 'c .)
convergente a ® tal que T converge uniformemente a
A en F  C([o, l ] )  . Es decir, dado 5 > o  existe un natural 
n* tal que:
A (c^ x) 
A (c„)
A (x) < 6
para x e [o,l] y n ^  n». Por tanto para n suf Icientemente 
grande se obtiene que :
(c_ x)
6 <
A (c^)
- 6 < A (x) <
(c_ x)
A (c»)
+ 6 <
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Hac.ter.do ahcra tender g y 5 a 0, se deduce que A (x) 
Luego f “ = } y por el f'orolario 7 concluimos que A tiene
la propiedad en *. ///
Los espacios (w^) , para pesos de suma finita y ur.a fun 
ciôn A de variauiôn regular verificando la condiciôn (1) de 
la anterior Proposiciôn, tienen interesantes propiedades que 
pasamos a considerar:
13. Corolario.
Sea 0 < p < “ y A una funciôn de Orlicz verificando la con 
diciôn 12.(1). Entonces para cada sucesiôn de pesos (w^)" de 
suma finita, se tiene que &*(w^) « £ P es iscanorfo a £ P.
Demostraciôn.
Por la Proposiciôn 6, para cada sucesiôn (w^)^ con Z < =$
00 A  ^ D
existe una subsucesiôn (w ).. verificando que £ (w ) > i ,
k k
ya que e” = { t^ } . Luego £ P es complementado en £"^ (w^ ) Y por 
tanto:
i (w^) e £ P ~ (H e £*(w^^) ) # £ P  ~ H e  ( f e  £P) ~
~ H ® £ p ~  £*(w^) . ///
14. Corolario.
Sea 0 < p < ® con F F 1 Y A funciôn de Orlicz verify 
cando la condiciôn 12.(1). Entonces, para cualquier sucesiôn
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(Wn>^ de suma finita, si el espacio no es isomorfo a
&P tampoco es Isomorfo a ningûn otro espacio de Orlicz de su 
Acesiones £ .
Demostraciôn.
Sea A de variaciôn regular de potencia p> 1 y supongamos 
que £*(w^) es iscanorfo a f'^para alguna funciôn de Orlicz p.  
El espacio if tiene entonces un subespacio isomorfo a ge
nerado por una sucesiôn de funciones de soportes disjuntos en
tre si. Como A es equivalents a una funciôn convexa, podemos 
aplicar un rcbultado de Lindenstrauss y Tzafriri ( [L-T^] , 
pag. 336) y el conjunto C^ = E™ = ft^) contiene pues una fun
ciôn equivalents a p , es decir £*^(w^)^ £P.
Supongeunos ahora que p < 1. El con junto E* no tiene fun 
clones équivalentes a funciones convexas, ya que E^ = (tP). 
Sea £*(%) ^  para alguna funciôn de Orlicz Podemos pues 
aplicar el Corolario 8 y la funciôn p e s  equivalents en 0 
a tP. ///
Si p*l y la funciôn A es equivalents a una convexa, el 
resultado anterior tambiên es cierto.
15. Corolario.
Sea 0 < p< ™ y * una funciôn de Orlicz verificando la 
condiciôn 12il) . Entonces cada espacio £ (w^) con E w^< 
no isomorfo a iP, tiene una cantidad no numerable de bases
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Incondlcionales no équivalentes entre si.
Demostraciôn.
Probemos que si no es isomorfo a no tiene una
ûnica base incondicional salvo equivalencies. Si fuese asl, 
tendrla tambiên una ûnica base simêtrica salvo equivalencias 
pues las reordenaciones de la base canônica de serlan
équivalentes entre si. Ahora bien, por la Proposiciôn 6 exis­
te una subsucesiôn (w con ; (w ) ~ £,P. Como la base
le jC
canônica de (w^) es entonces subsimêtrica, es decir equiva 
lente a todas sus subsucesiones bêsicas, se tiene entonces que;
Por tanto £,P y £^ (w^) serlan isomorfos en contradicciôn con 
la hipôtesis.
Finalmente, podemos encontrar una cantidad no numerable 
de bases no équivalentes para £*^(w^), aplicando el mismo ra 
zonamiento que en [L-T^] (pag. 118). ///
Analizando las demostraciones, es fâcil comprobar que 
los très Corolarios anteriores son vâlidos para funciones de
Orlicz que verifican e “ = (t^) , condiciôn mâs general que
A
la 12. (1).
16. Observaciôn.
Es conocido que existen espacios Aw^) no isomorfos a
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para p verificando la condiciôn 12.(1). Asl en el Corola­
rio 4.2 de , se establece que si A no es equivalents
a una funciôn p-convexa en *> (0 < p ^  1)entonces existe una r 
sucesiôn (w^) con E w^< « de tal forma que el espacio 
(w^) no es localmente p-convexo y por tanto que ( v ^) no 
es isomorfo a ).P. Por ejemplo, consideremos la funciôn A de­
finida por:
[ tP si 0_< t <1
A(t) .p
'     si t> 1
log (t + e - 1)
Para esta funciôn p-côncava en ® que verifies la condi­
ciôn 12.(1), existen espacios con pesos de suma finita iscxnor 
fos a &P y otros que no son isomorfos a ningûn espacio de 
Orlicz , (por el Corolario 1 4 y el resultado citado de 
[Hl]).
Cuando la funciôn no es necesarlamente de variaciôn regu 
lar, se tiene la siguiente condiciôn suficiente para la pro- 
piedaowP en ™ .
17.Proposiciôn ( [Hg] , Teoremas 2.1 y 2.2).
Sea 0 < p < ® y A una funciôn de Orlicz.
17.1. Si A es équivalente a una funciôn p-c6ncava en & y p*(î“
A
entonces A tiene la propiedad wP en « .
17.2. Si A es équivalente a una funciôn p-convexa en ® y 
p = «T entonces * tiene la propiedad wP en ® .
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La condiciôn 12.(1) no es un caso particular de la condi 
ciôn de la Proposiciôn anterior como muestra el siguiente 
ejemplo.
18. Ejemplo.
Una funciôn de Orlicz p con lim -— * » p y que no
t>® A (t)
es équivalente en el « a una funciôn p-côncava ni a una 
p-convexa para 0 < p < « .
Definimos A en [e^' , «• ) por:
A(t) = log t
t^ log t
Si t e [e^k: . e(2K+l):]
si t e [e(2k+i):,,(2k+2):]
para k=l,2,... y donde los coef icientes y bjç hacen continua 
la funciôn , i.e. son;
. _ ( 2 1 ) 2 ( 4 1 ) 2  ... ( ( 2 k ) 1)^
^k “ ---- 2----- 3--------------- 5"
(31)^ (51)-^ ... ( (2k-l) 1)“^
^ _ ( 2 1 ) 2 ( 4 1 ) 2  ... ((2k) 1)^
D . -  -----------w----------- >------------------------------------------y
^ (31)''(51)^ ... ((2k+l)l)'^
22 42 ... (2k)^
3252...(2k+l)^
Estudiemos diverses propiedades de la funciôn A :
a) lim
t-»o
(2k+lî '
En efecto, para t = e se tiene que:
7P~ = b (2k+l) 1 =— j2k+l) 1  _ • • ',(^k)_
^ 32...(2k+l)2 3.5. ...(2k+l) j
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b) TÏS
t-*-®
(2k) *En efecto, para t= e se tiene que:
A(t) _ ^k ^ 2.4... (2k) , „ 2j
tP (2k): 3.5...(2k-l) j=l 2j - 1
c) lim t A"(t) ^
En efecto, la funciôn es derivable salvo en los puntos e"' 
para n=3,4,... donde lo es a la izquierda y a la derecha. Mâs 
concretcunente :
tA ' (t) _ 
A(t)
P - l ô b  t e  _ .(2k«): ,
p + — -—  Si t e  (e^2k+l): g(2k+2): j
log t
En particular, de la condiciôn c) se deduce que * A* ^ ^ 
que A cumple la condiciôn ^ 2 °° • Recordemos que por una
caracterizaciôn de Turpin ( [Tg] , Proposiciôn 1 ) , una fun­
ciôn A es equivalents en el ® a una funciôn p-côncava en 
el ® (respectivamente p-convexa en el * ) si y solo si
existe K > 0 tal que en un entorno de ® y si 0 < x ^  y se 
tiene que:
< K - J - p .  (resp. > K )
yP xP yP yP
La condiciôn anterior implica que :
lim - <co (resp. lim > 0) .
y  -►OD y  0^0 y ^
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Asl pues por las condiciones a) y b) , la funciôn p no es equi 
valente en el ® a una funciôn p-côncava ni a una funciôn p-con 
vexa. Nôtese que si p=l, el resultado para la convexidad es con
secuencia de ser (L'*’) ' = {0} pues lim A = 0 y A verifies
t-^ ® t
la condiciôn A
Abundando en la Ottlservaciôn. 4 , podemos définir las propie
dades en 0 y el conjunto para una funciôn de Orlicz A»y
obtener resultados similares a los de los Corolarios 13 , 14 ' y
15 para funciones p que verifican E = {t^) y espacios de su
A ~
cesiones para (w^) ^  convergiendo a ® . Por ejemplo
j,A (w^) ~ para alguna sucesiôn (w^) ^  tendiendo a ® si y so­
lo si existe una funciôn A 6 E^ , équivalente a tP en un entor 
no de 0.
En ocasiones, el estudio de los espacios £,A(w^) con 
E Wn<“ puede deducirse del anâlisis de los espacios Z (w^)
para una sucesiôn (w^)^ tendiendo a « , donde A viene dada por 
la siguiente definiciôn:
19. Definiciôn.
Si A una funciôn de Orlicz definida en [O,- ) , su si­
mêtrica esté definida por :
A(t) =
0 si t=0
1
s i  t > 0
ô(—
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20. Proposiciôn.
Sea A una funciôn de Orlicz y designemos por al con
junto de las funciones slmétricaa de las de . Se tiene en­
tonces que:
20.1. E j  -
20.2. y p - =  %
Demostraciôn.
20.1. Como los Indices de A son finitos no nulos, las funcio
nés de E^ ô e " pueden conéiderarse definidas en cualquier
t ^ G, sin mâs que sumargir a { —  : G < X< *)en C ([0,s])
A ( X)
y hacer tender s a  ”. Supongamos que F € E. . Por el comen-
A
ta rio anterior, la funciôn F es limite puntual en fO, «) de una
A(
sucesiôn del tipo ( — jr  ), para X +® . Por tanto :
^ 'V  \
F (t) = -------  = lim   = lim  s-
F ( ^ )  p { ^ )
Vemos pues que F  es limite puntual de una sucesiôn del
A ( %  ^ g,tipo ( ) para u „  I  0. Por tanto F 6 E . , es decir
* ' V  *
que F e e! . . La otra inclusiôn es entonces inmediata. Obsér 
A —
vese tambiên que:
^$,1
20.2. Recordemos ([L-T^]) que:
a . = sup f p > G : sup --   <« }
^ G<x,t<l A(t) xP
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a" = sup { p > 0 : sup — —  < « }
A y,s>l a (s y)
Haciendo y = —i—  , s = —^  se tiene que:
X
, Ai.txL. = a (3) (1)
A(t) A(s y )
De (1) se sigue inmediataroente -a . D e  Igual modo
A A
se prueba que =8^ , . / / /
Apliquemos ahora lo obtenido en la Proposiciôn anterior:
21. Ejemplo.
Consideremos la funciôn A definida por Lindberg en [ Lb]
%
(pag. 135) . Su simêtrica A esté definda por:
A(t) = j.P+sen(log [log t| )
si t > 1 y para p > /? . Se verifica entonces que:
E“ = E^ = (t^ : q e [ p  - / ? , p + Æ ] } , y  que
] * [o^f !^ ]^ = [ P - /S', p + ]
Por tanto A verifies la propiedad en =» para todo p del in 
tervalo ] y p “ =[ «1,
 ^ (J» (j)  ^ y (p
- convexa y 3^-concava en
[a" , pT *C®v  ^ "3 • Nôtese que la funciôn 3 es
A u » £ A A
Modificando un ejemplo de Lindenstrauss y Tzafriri ([^-Tj] 
Proposiciôn 2 ) vamos a obtener funciones p cuyo conjunto
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asociado es { p,q ) para p?^ q , p,q> 0 , y por tanto no es
conexo.
22. Ejemplo.
Sean p,q> 1 con p?^ q y t^ = 2- 2
n-1
para n=l,2,... Defl-
namos H en [O,l] por;
H(t) = 2n—1
si tj^£ t ^  1
^2n- ^ -  ^2n-l
^2n+l- ^ -  ^ 2n
'2n
si t=0
Por la Proposiciôn 2 de [L-Tg] el conjunto E^ C  C([O,l]) 
es igual salvo equivalencia en el 0 a E^g ^ Ü E^q ^ = { tP,t*^}. 
Consideremos ahora la simêtrica de H, definida en [l, <*> ) . Pro 
bemos que { p,q) = P^ . Si una funciôn ,oue podemos suponer 
rdefinida en [0, ) , pertenece a E-v, , entonces A 6 Eg por la
Proposiciôn 20.1 y por tanto A es equivalents en el 0 a t^ o 
a t^. Su simêtrica A = A es pues equivalents a t^ Ô a t^ 
en el Of . Por ejemplo si:
A tP 4 ( t) B t*
para t > t*, entonces:
«■ ( A )
< (-5-1 t'
—  A
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para X >t,f y  , X t ^ to- Luego escoglendo una sucesiôn
A ( X_ . )
( ------ )* con x_t« convergente en C([0,s) ) para Vs6(0,*),
A(X^) 1
concluimos que en hay una funciôn équivalente a t^ en
[O,® ). Es fâcil comprobar que E" C  E* , obteniéndose que
P e P “ .
H
Reciprocamente, sea r € P-v . Repitiendo en sentido inver
H ~
so el razonamiento anterior llegamos a que existe ,una funciôn
en Eg équivalente en 0 a t^ y asl necesariaraente r=p o r=q.
En definitiva, el conjunto P “ = (p,q} no es conexo. Multi
•V s ” ”plicando la funciôn H por t para un s > 0 conveniente,el
ejemplo se generalize al caso no localmente convexo. Tambiên
se puede, iterando la construcciôn de la Proposiciôn 2 de
[^L-Tj], obtener una funciôn A cuyo con junto P "  sea {pj^,...,
,P„ } para p^ > 0 prefijados.
25. Observaciôn.
Si A Gs una funciôn de Orlicz convexa que verifies la
condiciôn A j  eu ® , entonces el dual de para Z <
es precisamente isomorfo a (w^) donde A = A * es la conju
gada de Young de p . S i  suponemos ademâs que A verifica la
condiciôn A g en « (i.e. si a*> 1) , entonces es claro que el
oa ianmrirfo aespacio £ (w ) es somor  £ P para p >1 si y solo si
£ (w^) es isomorfo a £*^  siendo q el exponente conjugado de p:ca xauiiiui. j.t.
=_JE_q
p-i
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En ese caso, se obtiene que:
= { q> 1: p = — e P “ }
A continuaciôn considérâmes espacios de sucesiones de Mu- 
sielak-Orlicz localmente acotados para M = (A donde las A ^
son funciones de Orlicz normalizadas, estableciendo algunos re 
sultados relatives a los problemas ya tratados en este capitu­
le.
En primer lugar observâmes que dada M®( el que cada
funciôn A n  équivalente a una misma funciôn de Orlicz A 
en [o, l]no implica en general que £ ^  esté relacionado con A, 
como ocurre en el caso de espacios de sucesiones con peso. El
siguiente ejemplo muestra que incluso las An pueden ser equ^ 
valantes a una misma funciôn convexa F y sin embargo £ ^  no 
ser localmente p-convexo para ningûn 0 < p <1.
24. Ejemplo.
Un espacio de Nusielak-Orlicz de sucesiones £^*n^ no lo 
calmante acotado, definido por una sucesiôn de funciones de Or 
liez ( A que son équivalantes a una misma funciôn convexa 
en un entorno de 0.
Sean G y F funciones de Orlicz con G(1)*F(1)“1 que verify
can la condiciôn A 2 en [0,l]. Ademâs la funciôn , F es con­
vexa en [0, ” ).y la funciôn G de forma que £ ^  no es un espa
cio localménte acotado (por ejemplo el espacio £ (log xf )..
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Consideremos una sucesiôn numérica (r^)^ cumpllendo ques
y : G(r^) <
Se define para cad a m € H  una funci6n de Orllcz por:
G(t)
G(rn)
F(r„)
si t >
F (t) si t£
Es claro que las funciones son équivalentes a F en 
un entorno de 0. Ademâs las funciones de Orlicz 4»^ verifican 
la condiciôn Ag uniforme. En efecto, para t 1;
♦„(t)
G(2t)
G(t)
F(2t)
F(t)
sup 5 Ü 1 I  = A < »
t£l G(t)
F(2t) _sup 
t<l F(t)
= B < “>
si t > r — n
G(2t) F(Fn) ^ G(2 m )  F(m) 5l< tj. r
F(t) G(r^) G(rn) F(^) 2 *
(«„) (*_)
Por esta acotaciôn, se obtiene que i = h y que los 
(*_)
vectores canônicos (e_), forman una base de Schauder de i
(é ) »
Ademâs 1 e^ converge en si y solo si I *^ n^  ' V  ^
. Observemos que;
n(t ) +,i 'n' )
G(r„)
F( ! X I ) + 
x_ I <r_ F(r_)
G( I X^l ) (I)
Suponaamos nue (X^)^ P Fntonces  ^^  ^ G ( | | )< *
Por otra parte —î-î-i— üiJ—  <i si 
F(rn ) ■
X < r . Lueao : 
n - n
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G(r_)
—  F(| X „ D i  Î G(r„)< I G(r„)<
<*n'En consecuencia , ( 6 I . Reclprocanente, si se
da esta pertenencla entonces Z G(| X | )< » por (1).
I
Asimlsmo Z G( | X^)) < ^ Z G(r^) Z G(r^)< « ,
(♦-)
con lo que (X )T 6 i®. En definitive los espaclo £ ^ y
($_)
son isomorfos y por tanto £ no es localmente acotado;
luego por el Teorema de Aoki-Rolewicz ( [R] , Teorema 3.2.1, 
[xo] ) no es localmente p-convexo para ningûn 0< p<_ 1.
25. Observaciôn.
Si deflnlmos y
Y - sup ------  <
t < 1 P(t)
*n(t)6_ = Inf 0,
" t < 1 P(t)
para cada natural n, estos ndmeros mlden el grado de equlva- 
lencia entre la sucesl6n ( ^  y la funcl6n F en un entorno 
de 0. Como:
F(t)
G(t)
F(t)
F(r„)
si
si
se tiene que:
Yn = sup
G(t)
r^<t<l F(t)
. inf
r^tll F(t)
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Por ejemplo si F(t)=t y G(t)=t^ (para 0 < q <1), se obtie
~
ne que ^ y  que:
^ n = y < n  = 1
1 “Tomando r^=— - para n=l,2,..., es claro que E G(r^) <«> y
que lentamente, pues:
Un, l i î ü =  llm t . z l-q  < -
Asî pues el resultado anterior se mantiene vâlidd incluso 
cuando la equivalencia entre las y F no difiere excesiva- 
mente. Conviene observar que ( " °  puede ser uniformemente
équivalente a F (es decir 0 < lim -s < lim y < *> ) ya que
- , . n n
n Fentonces £ coincide con £ y por tanto es un espacio
de Banach.
Pasemos ahora a dar condiciones para que un espacio de
Orlicz de sucesiones sea isomorfo a un s.e.v. de un espacio de
Musielak-Orlicz de sucesiones convexo, limitandonos primero 
al caso de copias Riesz-isomorfas.
26.Definicidn.
Si (Bq)Q0J es una familia de subconjuntos de C(Qo,l]),de 
signamos por T ( (B^) al conjunto de las sumas finitas con 
vexas, de la forma:
Z a f 
i «i «i
para " , ^ 0 . s i i / j  , f S B  , a > 0 y [ a =1 .
J a^— 1 ai
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Considercimos ahora una sucesl6n de funciones de Orlicz 
( *n)i y deflnlmos  ^ ^ por:
r
t«mando las adherenclas en C([O,l]) con la topologla de la con 
vergencia uniforme, Nôtese que si Vn 6 H  , entonces
27. Proposicidn.
Sea una sucesiôn de funciones de Orlicz convexas
que verifican la A- uniforme. Si un espacio de Orlicz £* es
(*n)
Riesz-isomorfo a un s.e.v. de £ entonces 4> es équiva­
lente a 0 a una funciôn de C ,. . ..( <J>n) F1
Demostraciôn.
Sea T el isomorfismo de Riesz,entre £ y T(£^)s.e.v. de
(*n) *
I , que es separable. Si (e^)^ es la base canônica de £^ 
= h entonces:
’■<«!> - ’ij *j - “i
(♦„)
para i=l,2,... siendo los elementos u. disjuntos en £
Podemos encontrar (v^ ) en £ , de forma que
' 1 °  j '
y que ademâs las sucesiones bâsicas (v^) y (u^) sean equlva 
lentes, utillzando para ello una perturbaciôn como se ha hecho 
en la Proposiciôn 1.6, utillzando el Lema 1.5. Por tanto
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E X. converge si y solo si:
i=l i jj(i)
( \\\ la j j  I ) <
Sean v^ donde los b^ son escalares posltivos que
verifican E ^(b, |a. . | ) = 1 . Ahora los vectores
jlj(i) ^  ^
(w^) forman una base norraalizada de [ ^  % £ , equivalen
te a (Uj^ f^  y ademâs z w^ , converge si y solo si:
r  E U î i j  U . ^  ( b  l a  I )  <  -  .
i=l j ji(i) ' M b ^  la^jl ) ^
Definimos una funciôn de Orlicz <1)^  ^en [O,*) por:
&(bv ja. . I t)
.!. (t) = E ( _ 2 — 1--- 2J  ) &(b, I a. I )
i 3lj(i) (bilajjl) ^  ^ ^
è
para t >0. Por tanto SL es un espacio isomorfo a £ . Como
las funciones (0^)1 verifican la condiciôn A g uniforme, el 
conjunto i=l, 2, ... ) , cuyos elementos son combinaciôn
lineal convexa de funciones de los conjuntos ®( aqui
continuo y puntualmente acotado en C ([0,l]). En efecto, se 
tiene que:
* ,(t)= E 4 (b. I a. . I t) < E *j,(b. I a.J )«1
^ 313 (i) T 1 ] “ j<j(i) J ^
para t£l. Ademâs si O^s, t£l:
I ^(t) - i< ^ (s)| < ^ (bi I I t)- ^  (b^ 1 a^^ | s) |
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Corao (<)>„) veriflca la condiciôn Ag uniforme ( [wq^ pag.276) 
existen p^ 1 y n, 6 W  tal que si t< 1 y n^ n« se tiene que
t *'n(t)
--------  < p. Tomando si es precise i > i * para que todas las
*n(t) -
funciones verifiquen la antefior condiciôn, se obtiene en
tonces que :
U . (t) - ip.(s) |< Z (b. la I 0 ) b. |a..||t-s| <
j. — jlj(i) ] ij
' :j ::: % i : r
jt - s| 1 E p (b. |a. . I ) |t-s I = P |t-s|
jlj(i) J ^
para 0 6 (0,1) , comprobandose asl la equicontinuidad de 
{'!' ^  :i=l,2,... } .
Por tanto, existe una subsucesiôn ( uniformemen
te convergente en [O,l] a una funciôn de Orlicz ip modo que:
1 (t) - ij) ^  (t) I <
- 2^
para t ^ 1 y k=l,2,... Como consecuencia, las bases canônicas
tp ( )
de £ y de £ ^ son équivalentes. Asimismo como toda base
simêtrica es también subsimêtrica ([L-T^] Proposiciôn 3.a.3),
las bases de y de son entonces équivalentes. Por
tanto por la Proposiciôn 4.a.5 de [L-T^] , se tiene que
0
4 Ademâs las funciones pueden escogerse de forma
que sean combinaciôn lineal convexa de funciones de los conjun
tes F , para j > k. En efecto, supuesta elegida t y
-  ^k-1
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suponlendo como caso mâs desfavorable que k 6 sop ( para
algûn natural basta elegir con la condiciôn adiclonal 
ijç > max (ijç_i^ » jjç) • Luego,
iL = lim ilij 6 C#.« . . ///
k-» ^k ( "Pn' ' ^
Para copias isomorfas obtenermos con razonaunientos anâlo- 
gos el siguiente resultado.
28. Proposiciôn.
Sea ( <Cj^) una sucesiôn de funciones de Orlicz convexas
que verifican la condiciôn àj uniforme. Si un espacio de Or-
4, ( U
liez £ es isomorfo a un s.e.v. de £ entonces en C . ,9, i
hay una funciôn équivalente en el 0 a una de ^  ^
Demostraciôn.
(*_) 4
SupongaiROs que f tenga un s.e.v. X isomorfo a £ .
Por un resultado de Bessaga y Pelczynski ( [L-T^] Proposiciôn 
l.a.ll), X tiene un s.e.v. Y generado por una sucesiôn bâsica
< Vequivalents a una base bloque de la base canônica de £ 
Dicha base bloque es del tipo:
"i+1"^
“ 1 ' "3 "3
para n^ < n^ j^^  , 1=1,2,.... Por tanto, E u^ converge en
(-))„) ^
£ si y solo si:
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1=1 j-n^
"i+r^
Ij ( ! 1 |a j 1 )
- Ê  V '  - ti "  * i ' . L* j J 1 . * ( u  I, < -
1=1 j=n^ ( |&j I )  ^ ^
"i+l"^
Suponlendo crue la base es normal!zada. I.e. I 9. ( |a. |) =1,
j»n^ J :
obtenemos crue [ (u. ) T ] es isomorfo a un espacio de Musielak-
i \ )
Orlicz £ donde 'l\ estS definido por :
"i+r^ 4  ( |a 1 t )
9i(t) = E — 3-------2-------  . ( I a. I )
^ ] = " !  4y ( I®] I ) ^  ^
para t £ 1. Razonando como en la proposiciôn anterior existe 
una subsucesiôn ( ip^  ) convergente a una funciôn de Orlicz
I ^
9 de ^ ( 4^ ) 1 forma que £ k y 4 son isomorfos. Luego
X % tiene un s.e.v. isomorfo a y  por el Teorema 1 de 
[L-T^] concluimos que ip es équivalente en el 0 a una funciôn 
de C 1. ///
29. Corolario.
Sea ( 4^ ) una sucesiôn de funciones de Orlicz convexas 
que verifican la condiciôn Ag uniforme. Si £^*n^ contiens una 
copia isomorfa de £ P para algûn P i  1» entonces la funciôn 
tP es équivalente en 0 a una funciôn de C ^ ^  ^
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Demostraclôn.
Aplicêunos la Proposiciôn.28 a la funciôn 9(t)=t^ para
la que C . = {fP}. ///9,1
30. Observaciôn.
Observese que si en C ^ ^   ^ ^ hay una funciôn 9 equivalen 
te en el 0 a tP de forma que en C ([0,1]) se tenga que:
t(Xn t)
9 (t) = lim ( E   a )
y an = 9 (An).
siendo una sucesiôn de subconjuntos disjuntos de H  tal
que lim (min a,-) = », entonces g,P es isomorfo a un s.e.v.
de
Vamos a utilizar ahora el Corolario anterior para dar 
condiciones afin de que determinadas clases de espacios de 
Musielak-Orlicz de sucesiones escalares tengan una copia de
Los espacios de Nakano de sucesiones i " (Nakano .
Simmons [Si] ) son un caso particular de espacios de Musielak-
Orlicz de sucesiones £ . En esos espacios, M = ( 9 )^ ^  ^para
9 ^(t) = t " siendo (p^Ji una sucesiôn de nûmeros reales
positives.
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31. Proposiciôn.
(Pn>
Sea £ un espacio de Nakano con 1 1 inf p £ sup p <
ne U  "  ne H  "  
(Pn>
<«> . Entonces el espacio £ contiene una copia isomorfa
de si y solo si p es un punto de acumulaciôn de la suce- 
siôn (pn)i-
Demostraciôn.
La condiciôn es suficiente. En efecto, si p=lim p enton
k  "^k
ces la funciôn tP es limite uniforme en C([0,l]) de una suce-
fWk
s iôn de funciones de Orlicz 9j que verifican 9^  (t) =t J para 
t £ 1 , y ademâs:
(t) - - L  < tP < . *. (t) + i
J 5J ] 9J
Por tanto si es una sucesiôn de escalares tiene que:
CD “  p  <»
E ( I A J  ) - 1 1  Z I A r < E 9. { IA J )  + 1
l J 3  1 ] 1 ] ]
( 9,) „
Luego las bases canônicas de St y  F  son équivalentes y
(Pn>
dichos espacios son isomorfos con lo que £ tiene una copia 
isomorfa de £ P.
Recîprocaroente, si tP es isomorfo a un s.e.v. de £ " 
entonces por el Corolario.29 , la funciôn tP es équivalente en 
0 a una funciôn de C^^pn^ ^ . Supongamos que p no es un punto
de acumulaciôn de (p„)°^  . Entonces existe r> 0 y un natural
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n* tal que si n > n,:
Pp 0 [p - T, P + f: ]
oo «
Consideremos la subsucesldn (respectivamente )
formada por las funciones tP*x taies que Pp  ^P +  ^ (respect!
vamente p^ < p - r). Las funciones 9^ son (p +e )-convexas
y F • Ademâs , las combinaciones lineales convexas
•he'
y los limites uniformes de funciones (p+ c)-convexas son también
(p + g)-convexos. Por tanto, todas las funciones del conjunto
C(rt^ ) 1 (p + e )-convexas y ninguna puede ser equivalents
en el 0 a la funciôn t^. Aplicando el Corolario 29, el espacio
f no tiene copias isomorfas de £ De la misma forma,
(\)
utilizando la (p - e )-concavidad se deduce que £ no posee
s.e.v. isomorfos a £ P. Por un resultado de Samuel ( [Sa] ,
( 9.) (9.)
Teorema.1), el espacio de Banach £ 9 £ tampoco tie
ne copias isomorfas de £ P. Finalmente , concluimos la demos-
(p«)  ^ ((>1,) ( 9,)
traciôn observando qpie £ % £ # £ . E n  efecto,
llamando A a { n e H :  p^ > p  + G }  y B a
O i e U :  p^ < p - E
lares ( \j) i » que:
^ e U : p^  } , se tiene, para cada sucesiôn de esca-
f ' ' ni, '
(Pn>
Asl pues, la sucesiôn ( A_), 6 £ si y solo si (X„)_o*®
(9. )
e £ y ( nCB ® ^ que puede establecerse
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(Pn> J V  ///
un Isomorfismo entre £ y £  ® £  . > ' /
Nôtese que las copias canônicas de £P en £ *^ son com
(Pn)
plementadas y por tanto que £ tiene una copia isomorfa y
(p )
complementada de £^ si y solo si £ " tiene una copia Iso­
morfa de £P.
Para terminar este capltulo establecemos algunos resulta- 
dos que relacionan los espacios de Müsielak-Orlicz de funcio­
nes y de sucesiones en el caso convexo.
Consideremos (9^) , para t € [o,l] , funciones de Orlicz 
convexas taies que la funciôn definida por
Çg(t) = 9^(s) , para todo s ^ 0,
sea una funciôn medible en t respecte de la medida w de Le- 
besoue en [O,l]. Entonces M - te [O l] una funciôn de
Musielak-Orlicz y l.^  (resp. ) es el espacio de Musielak-Or­
licz formado por las funciones f w-medibles escalares finitas 
en c.t.p. de [0,l] , taies que;
9. (If(t)I s) dt <« 
0 ^
para algûn s >0 (resp. todo s > 0), con la igualdad en c.t.p. 
de funciones. Dicho espacio esta dotado de la norma:
1
f II = inf ( s > 0; [f et) [_ ^ ^  1}
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Propledades bâsicas de estos espacios pueden verse en Mu- 
sielak ( Capltulo II).
Los espacios de Nakano en los que 4^ es una funciôn
multiplicativa Vt e[o,l] definida por 9^(s)=s^^^^ , son ejem- 
plos de espacios de Musielak-Orlicz de funciones no contenidos 
en la cJase de los espacios de Orlicz de funciones.
Una condiciôn necesaria y suficiente para que L^»Lq es que 
se cumpla la condiciôn a 2 deneralizada, es decir que existan 
hf?L^  y K > 0 taies que;
9^ (2s) y + h(t)
para todo s > 0 y casi todo t #? [o,l].
30. Teorema.
Sea un espacio de Musielak-Orlicz definido por 1
de forma que 9^ es convexa y 9^(1)=1. Entonces, todo s.e.v.
cerrado de L^ contiene un s.e.v. isomorfo a un espacio de Mu-
(9n)
sielak-Orlicz de sucesiones £
Demostraciôn.
FI espacio Lq es un retlculo de Panach dotado de una norma 
orden continua. En efecto, sea (f^)" una sucesiôn de funciones 
de Lq de forma que C j^f^ + 0. Fijado f^ y un natural k e y ,  se 
tiene aue;
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) dt <
para cada nClN. Aplicando el teorema de la convergencia mon6- 
tona a la sucesiôn no decreciente (— — "P concluve
II V M  '
que existe n^P y  verificando que;
I „ lf(t)|
9 ( 2 ^ ---2----  ) dt < 1
n M
para r^r.y , y por tanto que || II y 1 -----  • con esto pro
bamos cue lim II II =0. Ademâs 
n-»fl" ”
de L pues
[ 0,1]
es una unidad dêbll
4j.(l)dt=l <c
Utilizamos entonces la Proposiciôn l.c.Sd.e [l-Tj]. Sea Y 
un s.e.v. cerrado de Lg . O bien Y es isomorfo a un s.e.v. del 
espacio T.^ y contiene por lo tanco una copra de jjP para al­
gûn p 2 1 ( [Al] ), o bien Y contienc una sucesiôn bâsica 
(Xn)1 équivalente a una sucesiôn bâsica normalizada de Lg 
formada por elementos disjuntos (y^) Fn este ûltiino caso, 
llêunamos A^ al soporte de y^. Entonces E An^n converge si y 
solo si;
9^  ( IA I |y (t)l ) dt<«
Definimos entonces una funciôn de Orlicz 9^ por:
—98""
4 n(X) = 9t< A|yyj(t)| )dt
Por estar la sucesiôn (y„)* normalizada se tiene que 9i<l)=l, 
Por tanto [ ]  es isomorfo al espacio de Musielak-Orlicz 
de sucesiones £ . ///
31. Corolario.
En ]as hipôtesis del Teorema anterior, todo suhespacio ce 
rrado del espacio de Mxisie]ak-Orlicz de funciones Lg contiene 
una copia do alnCin 9.^ para 1 ^ p < <» o de Cq.
Demostraciôn.
Es consecuencia del Teorema anterior y del Corolario 3.7 
de [wo^] : todo espacio de Musielak Orlicz de sucesiones
convexo Z ^ = h " contiene una copia de para algûn
(9_) (9J
p > 1, ( O' de c^ si £ ” h ) .///
Finalmente, utilizando las funciones 9^ construidas en
la prueka del Teorema 30, vamos a dar una condiciôn suficien­
te para cue t 
morfa de
un espacio de Nakano I? contenga una copia iso
32. Prooosiciôn.
Sea ( [ o ,  l] )=■ L ^  im espacio de Nakano de fun
ciones de forma que la funciôn p(t)^ 1 sea continua en [O,l].
Entonces, L ^ t i e n e  una copia de £^ para todo q € pC [0,l] )
Demostraciôn.
Para t»e [0,1) definimos una sucesiôn de funciones de
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Orlicz (cuando t,+ — - < 1) per;n n—r*o —
9 „(s)= 2'
t„+
t„+J .,n+l
Por el teorema fundamental del câlculo se tiene que;
lim 9 (s) = sP(bo)
y por tanto (9n)^ converge puntualmente a la funciôn g P . 
Por otra parte como; ^ 1
s 4 \(s)
to +
p(t) sP(^) dt
to+- ,n+l
min p(t)£
0<t<l 9_ (s) t„+-
t„ +
< may p(t) 
~ 0<t<l
dt
,n+l
es inmediato cue las funciones (9^ ^ ) verifican la condiciôn
&2 uniforme y por tanto que el conjunto que forman es compacte
en C ( [0,l] ). Asl pues existe una subsucesiôn (9 ), que con-
"k
verge unifcrmemente a Tomando adecuadamente la subsuce
siôn, por un razoneuniento ya varias veces empleado, concluimos 
que la base canônica de jj,P^ »^^  y la sucesiôn bâsica
n,+1
1 / 2  ( pit) )
son équivalentes ya que E X.q. converge si y solo si;
•t.t 3 1
h=-l
2"^ |A^|P(t)
-^ïïk+l
dt
k»l
9„ (|X y \ )
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«
es d e c i r  si E J  ®  y a  q u e  e s c o g e m o s  9 , d e  for
h=l "k
m a  q u e  19 (s) - s^((^*)| < — ^  si s < 1 .
"k - jk _
Para t=l, se procédé de forma similar.///
CAPITÜLO IV
ESPACIOS DE ORLICZ MINIMALES. 
COPIAS COMPLEMENTADAS DE 1^.
-loi-
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En este capltulo, por 9 designaremos una funciôn de Orlicz 
definida en [O,» ) con Indices finitos no nulos y tal que
9(1)=1. En este caso consideramos los siguientes conjuntos rela 
cionados con 9 y definidos en el capltulo III:
®9,s ' ^9 ' ^9,3 ' ^9 '
^9,s ' ®9 ' ("9,3 ' ^9 '
para cada s >0, como subconjuntos de C([0,®)) dotado de la to­
pologla compacta-abierta. De esta inclusiôn se derivan algunas 
de las propiedades que a continuaciôn estudiamos.
1. Proposiciôn.
Sea 9 una funciôn de Orlicz de Indices finitos no nulos
en 0 e ». Los conjuntos E ^ , E .  , B " y ^  _ son subconjun-
9 9, s 9 9, s
tos compactos de C([0,“ )) formados por funciones de Orlicz. 
Demostraciôn.
Recordemos que en C([0,“ )), un subconjunto X es relativa- 
mente compacte si y solo si las funciones de X son equiconti- 
nuas en cada punto de [O, <» ) y puntualmente acotadas. Distin- 
guimos entonces segûn que 9 sea o no convexa.
Si 9 es convexa se tiene, suponiendo sln pérdlda de gene 
ralidad que 9 es derivable, que:
I 9 (Xt) _ 9(Xs) j  ^ 9' ( ( g t+( 1-g) s) A ) A |t-s |
9 (A)  9 ( A)  I - 9(A)
' *■ ( » T) X T , , ,1) .
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para t,3 siendo T ^ l .  Fijado T, puesto que 9 cumple la con. 
die iôn &2 G" [ 0, ) existe K > 0 tal que 9( A T) £ K9 (A ) . Por
tanto;
(1) £ _ 9 ’_LLII_i2 K It - s|
9( X T)
Como los Indices P y B* son finitos, se tiene que
9 9
sup — — < ” . Esto implica directamente que
0 <t<» 9 (t)
{ : 0 <A< ® } es equicontinuo en cada punto de (0,® ).
9(A )
Cuando 9 no es convexa, basta aplicar el razoneuniento an­
terior a la funciôn ecruivalente a una convexa t9 “ 9 • entonces;
(t(Xt) _ 1 9 (Xt)
9(x) ^ "?rr5“
Como ademâs " u^ >0 , existe H >0 tal que:
< H 
^(A)tP -
para algûn p> 0 y cada t £1 y X>0. Por tanto, { : 0<X<» }
9 (A)
es equicontinua también en 0. De nuevo por la condiciôn (es
decir sup — < °® para cada t> 0) , es clara la acotaciôn
0<A<» 9(A)
puntual de las funciones — - . Finalmente es fâcil compro-
9(A)
bar que las funciones de los conjuntos definidos, que son limi­
te uniforme sobre compactos de funciones de Orlicz son t2unbién 
funciones de Orlicz.///
Como consecuencia del resultado anterior obtenemos propie 
dades interesantes de las funciones de Orlicz definidas en
[0, ® ) .
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2. Proposic iôn.
Sean ^ y 9 funciones de Orlicz équivalentes en el ® . Toda
funciôn M de es equivalents a una funciôn N de . E n
particular, si 9 es equivalents a una funciôn p-convexa (resp.
p-côncava) en el = para algûn p > 0 entonces todas las funcio
nes de E^ son équivalentes a funciones p-convexas (resp. p-con 
cavas) .
Demostraciôn.
Supongeunos que M 6 E^ . Entonces existe una sucesiôn esca- 
lar (X con If +«» tal que:
9 ( \  t)
M(t) = lim
n->- oo 9 (A^)
uniformemente sobre compactos de [ o , oo ). Consideremos ahora la 
sucesiôn (_ !ii_L -n£ l ), de funciones pertenecientes a E% . .
Escogemos una subsucesiôn ( --------—  ) que converge uni-
formemente sobre compactos de P o , <» ) a una funciôn M de E ^  .
Como 9 y son équivalentes en “ , podemos encontrar A,B > 0 
tales que:
B 9(x) <_ 9 (x) _< A 9(x)
para x ^  x, • Por tanto, fijado t 6 (0,® ) se tendrâ para n su
ficientemente grande que:
A • -ITTJ- -  -  B ^
Tomando limites obtenemos que:
I . N(t) < M{t) < I . N(t) ,
es decir que N y M son équivalentes.
Supongeunos ahora que 9 es p-convexa en el ® , esto es que 
4(tl/P) es convexa en el * :
1/p 1/p 1/p
9( (Xt +u s) )£X9(t ) + u 9 (s )
para X +p = 1 y t, s x,. En ese caso y con las mismas nota- 
ciones que antes:
N ( ( Xt + us ) " ) = lim -
1/p 9( X ( X t + y s)
k-^ “ 9( X )
“k
X9( ( X P t) )-/P) y9((xP s )^/P)
< lim ------2k------  +---- "k-------
k^“ 9 ( X„ ) 9 ( X ^ )
k "k
X9 (X_. t 1/P) y9( X s^/P ) 1 I
» lim    +  2k--------  = X N(tP) +u N(sP),
k-*-"" 9 ( X^  ) 9 ( X )
Jt "k
Asl pues N es p-convexa. El método es vâlido también para la : 
p-concavicad. ///
3. Corolario.
Sea 9 una funciôn de Orlicz y 9 6 E^ . Entonces se tie
C OO O O ^ ^ H O O  oo ^«9 , B9 ] c [0,9 , 6 9 ]  .
Demostraciôn.
Sea 9 una funciôn de E* . Si p <a“ , suponemos ♦ p-convexa
en el » . Por tanto, 9 es también p-convexa por la demostraciôn 
anterior. Lueao a^>p. Fn definitive . Un razonamiento
similar nos dé el resultado para los Indices 6^ y 69 •///
-106-
A continuaciôn se define un concepto general de minimali- 
dad que extiende el introducido por Lindenstrauss y Tzafriri 
en [ L-?2 ] y [ L-T^] , al considérer espacios de Orlicz con­
vexos de sucesiones minimales.
4. Definiciôn
La funciôn de Orlicz 9 es minimal en el “ (resp. en el 0) 
cuando para cada funciôn 9 perteneciente a (resp. a E^
se tiene que E ~ e “  ^ (resp. E^^^=E^ en C([0,«)).
Comprobemos la existencia de funciones minimales, por ejero
00
plo en el “ . Introducimos en E^ ^ una relaciôn < definida por:
M < N si y solo si M 6 E^
La relaciôn es reflexive ya que —^ = 9 (t) y por tanto
9(1)
9 € E ^ Es también transitive. En efecto, sean M,N y P funcio 
nes de E^  ^ verificando M< N y N < P. Existen por tanto sucesio­
nes reales ^ ^ ) ^  y ( 0 ^ ) ^  ^ con X J' f 1 de forma que las fun
^ (Xjc*) P()^k')ciones --------- y -------  convergen uniformemente sobre
N ( X.) P(m ,ç)
compactos a M y a N respectivamente. Si fijamos ahora X^l, la
funciôn
P( Xy,ç.) P( Xy^.) P( u^)
P( Xy ^ ) P( y^) P(Xy ^  )
N ( X ) “ “
converge puntualmente a /x . Por ser E_ , C  E^ ,
( ' P(Xy ^.)
compacte , una subsucesiôn de ( --------  ) converge
P( X y^) )ç-l
uniformemente sobre compactos a ^ j^  . Asl nues , tanto
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^ " ) como M pertenecen al conjunto cerrado Ep . . Luego
N( X )
M < P. Notese que esto prueba que si ^ < M entonces se tiene 
Sea ahora (M^ una red totalmente ordenada de funcio
nes de E^ ^ y consideremos  ^/ 0. Si (P g ' ggj®®n
(/
red parcialmente ordenada formada por los elementos de
/ O  . , extraemos una subred convergente a M que clareupen-
aei
te cumple E_ . . E l  Lema de Zorn prueba entonces
^ oei ^
que en E^ hay al menos una funciôn minimal.
5. Proposiciôn.
Sea 9 una funciôn minimal en el ® (resp. en el 0). Enton 
ces en C(£o, • )) se tiene que:
= ^«,,1 •
Demostraciôn.
Supongamos que 9 es minimal en el “ , obteniéndose el otro 
caso de forma anâloga. Si 9 € E ^  ^ , es claro que E^ C  E 9.
Como E = E -, deducimos de aqul que E . .= E . . Luego
* 9(X_.)
existe una sucesiôn (X ^ tendiendo a <» tal que — ^ — y con­
verge a 9 uniformemente sobre compactos. En consecuencia las 
funciones
9(Xj^X.) X ^  X . ) 9 ( X
9( X^ X) 9 ( X^) 9(X^ X)
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converaen puntualmente a para cada X € (0, * ) . Ya
9 (X ) ________
que XX ^  +® , deducimos que ( -- 1-:—  ; x < l ) “ E . C E " .
" 9(X) - 9»! 9
Ahora, tomando en una funciôn M minimal en el 0 y, por
los mismos arqumentos que hemos indicado Ceunbiando los papeles
de 0 e ” , se obtiene que E^ E^ y ^ C. E^. Finalmente
se tiene que :
Como consecuencia del resultado anterior y de la Defini­
ciôn 4., una funciôn es minimal en el ® si y solo si lo es en 
el 0. A partir de aqul las designaremos ûnicamente como funcio­
nes minimales.
Antes de procéder a estudiar propiedades générales de las
funciones minimales, damos la relaciôn que tienen con las def^
nidas por Lindenstrauss y Tzafriri (solo en el caso convexo)
9 r npara espacios de Orlicz de sucesiones £ en [L - Tgj :
Una funciôn es L-T minimal si para cada 9 de E^ .
C  C([0,l]) se tiene que E^ ^^=E9 ^ en C([o,l]). En este caso, 
las funciones solo necesitan estar definidas en [ 0,l].
S.Eroposlciôn.
6.1. Toda funciôn minimal es L-T minimal.
6.2. Toda funciôn L-T minimal definida en [O,l] admite una 
extensiôn minimal a [O, ® ) .
-109-
Demostraciôn.
6.1. Es irmedlato.
6.2. Si (j) es una funciôn L-T minimal, en C ([o, *)) esco
gemos una funciÔn minimal . Cano es tambiên L-T minimal,
( Xjç» ) 00
podemos elegir una sucesiôn ( — -—   ). . en E. . que con-
V(Â ) 'rfJ-
verge a $ en C ( [ o , l]). Una subsucesiôn adecuada del tipo
«v ( 1 %..)
( ------ J---  ) -1 convergerâ tambiên a una funciôn M en
♦ 0 %.,
C([o, 00 ) ). La funciôn M obtenida es minimal y cumple M | = 
= * '///
7. Proposiciôn.
Sea (ÿ una funciôn minimal. Entonces la funciôn tiene los 
mismos Indices e n  e l  0 y  e n  e l  oo , es decir:
Demostraciôn.
Probêmoslo simplements en el caso de los Indices inferio- 
res, resultando el otro, es decir = 6^, per simetrla.
Supongamos que p <a. . Vamos a comprobar que tambiên
*
p < i.e. que;
OUP M »  . .
X ,t 1 <|) ( X t)
Puesto que ^ es minimal, elijamos una sucesiôn ------
$
con V ^  + 0 que converja a uniformemente sobre compactes de
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[O, ® ). Entonces para X y t fijos, se tiene haciendo s- ^ que:
. ♦(» . _
é ( X t) $( X/s) s^ k -*"=  ^ Wk)sP
*ir. s)
= lim
k -*■“ *(r%.)
X $(ws)
para r. =— %—  u ^ . COmo p <a, , se tiene que sup -------— <
^  ^ p 0 <w,s<l *(w)sP
< M <®’ . Por tanto sup —  < M < “ y p <a%. El mismo ra-
X , t ^  1 *(Xt)
zonaniento prueba que si p>a entonces p>a“ y por tanto que
* <t>
.///
8. Proposiciôn.
Sea una funciôn minimal. Para cada real p que verifique 
p + a ”  ^0 , la funciôn t^ 4- es minimal.
Demostraciôn:
Los Indices de if; =t^* vienen determinados por:
Oca* = »* + P y G* = + p < -
ya que para cada r > 0 se tiene que :
»i/ ( X t) ^ (t( X t)
i|/(X) t^+P *(X)
De la misma forma se obtiene que:
- f  ' - k" R*., y
e " = { tP M : » e e T )H tP ,
* $ q
$ ksiendo s > 0. En efecto, basta observar que ( -------- )
♦ <^ k'
-111-
_  p
converge a M(t) en C ([0, «> ) ) si y solo si (t
u . . . .  . .p.
* Ok>
De la definiciôn 4. concluimos que si * es minimal, todas 
las funciones de son entonces minimales. Por tanto, se tie
ne que f ” , = F *  . para cada P € F ™ .  y en definitive es 
una funciôn minimal.///
Para las funciones minimales, utilizando el resultado an*» 
terior, pueden conocerse los Indices de las funciones de 
mejorando el Corolario 3. en el siguiente sentido:
9. Proposiciôn.
Sea ip una funciôn minimal. Todas las funciones de e “ , 
poseen los mismos Indices que * .
Demostraciôn.
En efecto, si la funciôn (p es convexa, entonces es tam­
biên L-T convexa minimal. En ese caso, por la Proposiciôn III. 5 
y la Observaciôn III.4, el espacio de sucesiones &*es isomorfo 
para cualquier funciôn >1'e e T . " E .  a algûn espacio de Or-1 (p
liez de sucesiones i* (w con pesos verificando w ^ + * .
« ♦
Este ûltimo espacio es isomorfo a *■ (E(Wj^)), donde E(w^^)
désigna la parte entera de los w^, y por tanto al generado por 
una base bloque de coef icientes constantes (u^) de definida 
por:
DIBLIOTECA
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siendo i n l D n l  V l l ^ n +1 ^ =>n " ' ^sl pues, segûn
la Proposiciôn 4.b.7 de [L-T^J los espacios y son isomor 
fos y en consecuencia tienen ÿ y  los mismos Indices en 0.
De la Proposiciôn 7, se sigue que tambiên coinciden en <» .
Si p no es convexa, podemos escoger ( salvo ''' ) un p > 0 de
forma que t^ <)> si lo sea. En ese caso, sea t|/€ E .=E, ..g, Vfi
La funciôn t^ pertenece a E p como ya advertimos en la
t <p, j
Proposiciôn 8. As! mismo, t^* es minimal pues a“ + p ^ 1. Al
ser ademâs t^* convexa, los espacios * y  son enton­
ces isomorfos por la Proposiciôn citada de [L-T^] , y las res- 
pectivas funciones tienen los mismos Indices,es decir:
+ P = a* + P y % +  p =6^ + p . ///
En las dos proposiciones siguientes, se estudia la relaciôn 
entre el concepto de minimalidad y los de conjugada de Young ô 
simétrica de una funciôn de Orlicz.
10. Proposiciôn.
Sea ip una funciôn de Orlicz convexa minimal cuyos Indices 
verifican 1 <a^ £ 8®<®.Existe en E* una funciôn N cuya conju- 
oada de Young N* es eouivalente en el 0 a una funciôn minimal.
Demostraciôn.
Sea ** la conjugada de Young de *. En E *  podemos 
encontrar por el Lema de Zorn al menos una funciôn minimal que 
designaremos por M. Por el Teorema 4.b.3 de [L-T^] seüaemos 
que, puesto que & * e s  una espacio reflexivo, una funciôn de
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Orlicz es equivalents en 0 a una funciôn de si y solo si
su conjugada es équivalente en 0 a una funciôn de Luego
la funciôn M* es equivalents en el 0 a una funciôn N de i'
= E ^ ^ .  La funciôn N es pues minimal y su conjugada N* es equi­
valents en el 0 a (M*)* = M que es minimal.
En efecto, las bases canônicas de i ^  y son equivalen
tes y los duales respectives son canônicamente isomorfos a i** 
y Por tanto, las bases canônicas de î,^ y son equiva
lentes y asi las funciones N* y M son équivalentes en el 0 
Proposiciôn 4.a.5). ///
En particular, por la Proposiciôn 4.b.7 de [L-T^J, el re 
sultado anterior prueba que si £* es un espacio de Orlicz min^ 
mal reflexivo entonces su dual ( £*)' % es tambiên un espa
cio de Orlicz de sucesiones minimal reflexivo.
11. Proposiciôn.
Sea $ una funciôn de Orlicz. La funciôn * es minimal si
A.
y solo si su simétrica <> lo es.
Demostraciôn.
En la Proposiciôn III. 20, constateunos que E^ , esta for 
mado precisamente por las simêtricas de las funciones de E^
Sea ahora M € E'v . y supongamos que <P es minimal. Entonces
oo
M = ij/ pertenece a e“ , y verifica que E? , ” E" , . Tomando9 f 1 V f X 9 f X
las funciones simêtricas en esta igualdad se obtiene que: E^ ^
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= 1» probando que i> e s minimal. ///
A partir de aqul comenzamos a estudiar propiedades de los 
espacios de Orlicz de sucesiones y de funciones minimales es 
decir qenerados por una funciôn minimal, que en general los sin 
gularizan, como ocurre con la clase m&s reducida de los espacios 
£P y lP.
Para funciones minimales, la cuestiôn de la existencia de 
espacios de Orlicz de sucesiones con pesos £ * (w^) isomorfos a 
£ P tiene la siquiente .soluciôn:
12. Proposiciôn.
Sea (|i una funciôn minimal y 0 < p < « . Entonces, existe 
una sucesiôn de pesos ( w ) tal que £'^  ( w^) es isomorfo a i P 
si y solo si la funciôn * es equivalents a tP en [[O, » ) .
Demostraciôn.
Probemos la implicaciôn no evidente suponiendo que £ %
% £ ^ . Si lim w 0, entonces elegimos una subsucesiôn (w^ I^jai 
n oo (b ^
de forma que I wv < “ . El espacio £ (w ) es un 
k=l "k "k
subespacio complementado de f . Por ser £ P un espacio
* _
primo, se deduce que £ (w^^) ^  £?. Utilizando el Corolario III.7,
existe una funciôn i(> en e “ equivalents en 0 a tP. Luego para 
t ^ to se tiene que:
H tP< (t) < K tP (1)
Como (f, €  E  =  P  ^ -  E  . , para alguna sucesiôn
lb (p (pf -L n
-llj-
lO ( X . ) ■»
obtenemos que ( --- -  ), converge a * en C (LO, ® ) ) .Una
* <'n>
vez fijado t, se cumple, para valores grandes de n, cot»o  conse 
cuencia de (1) que:
s - % r  -  ■
Por tanto <p e s  équivalente a tP en [o, = ).
Si lira w oo , el razonamiento es entonces simétrico del
n-Mo
anterior. Finalmente si 0 < lim w « < lim w _< « , es inme
- n—  "
(p (p
diato que I (w^) y £ son espacios isomorfos (mâs aûn, las
bases canônicas son équivalentes) . Por tanto £P% y como
resultado de la Proposiciôn 4.a.8 de [L-T^% y su generaliza- 
ciôn por Kalton Teorema 4.6) se deduce que (P ~ De
nuevo por pertenecer <p al conjunto , podemos extender
dicha equivalencia a Qo, ») . ///
En definitiva las funciones minimales (p no équivalentes 
a tP constituyen un ejemplo de funciones para las que los con
juntos P. y P“ son vaclos.
Ip $
13. Observaciôn.
Por un resultado de F.L. HernSndez ([Hg] Teoremas2.1 y
2.2.) se tiene que las funciones^equivalentes a -convexas
(resp. p“  -côncavas) verifican la propiedad VjP en <*> para p=
Ip
(resp. p= s” ). Por tanto, como consecuencia de la Propo
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siciôn.12, las funciones minimales no équivalentes a t^ no son 
équivalentes a -convexas ni a -côncavas. Generalizeunos 
asI una observaciôn de LIndenstrauss y Tzafriri ( pag.
381) que establece que si <f> es minimal 1-convexa y »1 en ton 
ces necesariamente <p ~ t. Por otra parte la propiedad anterior 
aclara la no existencia de funciones minimales de Indice a*0. 
Fn efecto, en ese caso t * séria una funciôn minimal por la 
Prop. 8 y convexa salvo % , de Indice a =1; es decir t * "t t. Por 
lo cual existirlan H,K > 0 taies que <f>(t) < K para 0 < t < t*
y como consecuencia (p no séria continua en t=0.
Un problema abierto planteado por Lindenstrauss y Tzafriri 
en [L-T^] es si existen espacios de Orlicz de sucesiones mini­
males convexos distintos de (P ( p^ D  o de que sean pri­
mes .
Distinguimos ahora en el estudio de los espacios £*(w^) 
para * minimal el caso convexo y el no convexo. Necesitaremos 
la siguiente reformulaciôn de un resultado de Kalton 
Teorema 7.1):
14. Lema:
Si F y G son dos funciones de Orlicz no équivalentes a una 
convexa y que cumplen la condiciôn Aj en el 0, entonces y
son espacios isomorfos si y solo si F y G son équivalentes 
en 0.
Demostraciôn.
Es suficiente observar si £ y £ son isomorfos cada uno
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tlene una copia complementada del otro y aplicar el Teorema 7.1 
de [ K j  . ///
Fste resultado no es cierto si las funciones son convexas.
Otra consecuencia del Teorema 7.1 de £ es que si F y G no
son équivalentes en 0 ni équivalentes a una funciôn de Orlicz
convexa entonces la suma directa l e  i no es isomorfa a
ningûn espacio de Orlicz de sucesiones. S i e n  particular F y G
pertenecen a un mismo conjunto E* podemos construir por la
Proposiciôn III. 5 un espacio de sucesiones (w^) % 6
con E w < “ , que no es isomorfo a ningûn espacio de Orlicz 
1 . 
de sucesiones. En efecto, puesto que existen (b^) ^  y  (c^) de
suma finita verificando ^■tb^)^ l ^  y  £* (c^) l ^ , baSta
escoger para n=l,2,...:
"2n " "n y  “2n-l ' °n’
15. Teorema.
Sea una funciôn minimal.
15.1 S i^ es  équivalente a una funciôn convexa o a t^ para
00 00
0< p< <» , entonces para cada (w ). con e w < <= , el
$ * 1 
espacio I (w^ ) es isomorfo a I
15.2 Si <p no es équivalente a una funciôn convexa ni a t^ para
0 < p <~ , entonces existe una cantidad no numerable de es­
pacios del tipo £^( ) no isomorfos entre si y que son
isomorfos a espacios de Orlicz de sucesiones I . Ademôs, 
<P
existen espacios l de suma finita que no son iso-
morfos a ningûn espacio de Orlicz de sucesiones £
-.18-
Demostraciôn.
15.1. Suponeroos que p es convexa y para una sucesiôn de pesos
” 1 ('■• ). de suma finita, definimos X cumpliendo ------- = w
*(Xn) "
Puesto que = E^ en C(£o,« )) por la Proposiciôn 5, para
opdan=l,2,..., existe >0 de forma que para t £  1:
'MX ^ t) (p(u ^t)
.(> »(" i  p  <11
y ademâs que (u )T converja a 0. Haciendo b » —    , la
*(Un)
relaciôn (1) implica que las bases canônicas de
y i'\b^) son équivalentes. Como la funciôn <P es L-T
minimal y (b^)^ tiende a " ,  de la Proposiciôn 4b.7 de [L-T^]
.p (p (p
se deduce que £ (b^)% i . En definitive, los espacios £ y
£'^  (w^) son isomorfos. Los casos de <j) equivalents a una conve
xa o a t^ son inmediatos.
15.2. Utilizando la Proposiciôn 8, podemos elegir p> 0 tal que 
t^ (p - * sea una funciôn convexa minimal (salvo ~) .Es tambiên 
L-T minimal y segûn el Teorema 4.9 de [L-T^], el conjunto E^ 
contiens una cantidad no numerable de funciones no équivalentes 
entre si. Dividiendo entonces cada funciôn por t^, obtenemos en
E. una cantidad no numerable de funciones F no équivalentes
<P
entre si. Por la Proposiciôn 2, si alguna fuera equivalents a 
una convexa todas las demês los sériai y têunbién la funciôn <p 
que es minimal. Luego aplicando el Lema l4, los correspondien-
tes espacios £^  (que poseen una representaciôn del tipo
(p
£ (w^) para Z ^ ) no son isomorfos.
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Flnalmente, elijamos funciones F y G de = E^ no equiva
6 A
lentes y espacios de sucesiones de suma finita Z (b^) y Z (c^) 
isomorfos a y Z^ respectiveunente. Como ya hemos observa
do en el apartado 14-, el espacio Z^ 9  Z^ no es un espacio de 
Orlicz de sucesiones y es del tipo Z^ (w^) de suma finita 
cuando definimos = b^ y ^^2n-l “^n n=l,2,..., obte
niêndose asi los requisites del enunciado. ///
Observando que la funciôn minimal (p es limite de una suce
<P ( ^ n * ^ 00
siôn del tipo { -------  ) . para x + 0 (resp. para X_ + »)
* (
puede sustituirse la hipôtesis de ser <P équivalente a una con­
vexa por la mâs dêbil de ser <P équivalente en el 0 (resp. en 
el ") a una convexa.
16. Definiciôn.
Sea X un F-espacio con una base simétrica (x^) *. La base 
(x^)“ es minimal simétrica si todas las bases bloque de coefi- 
cientes constantes de (x^)^ generan subespacios isomorfos a X,
La base canônica de un espacio minimal de sucesiones conve 
xo y la base canônica de 2.P para 0< p<" son minimal simé- 
tricas. El resultado anterior prueba que la base simétrica ca­
nônica de un espacio minimal de sucesiones no convexo no es m^ 
nimal simétrica.
17. Teorema
Sea (p una funciôn de Orlicz minimal no equivalents a t^
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para 0< q <1 ni a una funciôn convexa. Entonces se tiene que 
cualquier espacio de sucesiones con peso es localmen
te p-convexo para p <a y no es localmen te p-convexo para pi°* .
Demostraciôn.
Nôtese que en las hipôtesis del Teorema se tiene que 
<_ 1. Sea £ 
peso. Puesto que:
0 <a“ "^ ( un espacio de Orlicz de sucesiones con
{ _ Ü M  : X e (G," ) } - { - È l & l  ; X < 1 } U( - Ü M .  î
(P( 1  <p( X) *( X)
: X > 1 } = E I  . U E % .  * E “ c  C([0, . )) ,— (p» (p/ <p
un razonamiento como el utilizado en la demostraciôn de 15.1
»
conduce a una sucesiôn (b^)^ tal que E <» y ias bases 
canônicas de £*(w^) y £^(b^) son équivalentes. Como se obser
vô en la Proposiciôn III.1, el espacio de Orlicz de funciones 
posee una copia isomorfa de £"^ (b^ ) . Por tanto, puesto que 
el espacio es localmente p-convexo para p <(%^  y la p-con- 
vexidad es una propiedad hereditaria para subespacios se dedu­
ce que el espacio es localmente p-convexo para p .
Escojamos ahora, siguiendo la Proposiciôn III.6, una sub-
<*> (p , ’1'
sucesiôn (b_ ). - de forma que £ (b^ ) sea isomorfo a £ pa-njç K=i nk
ra alguna funciôn de Orlicz minimal >P de E , Como 'P y  ^ tie- 
nen los mismos indices, el espacio £ no es localmente p-conve
•y»
xo para p (por la Proposiciôn 9). Mas aûn si £ fuese
localmente -convexo séria, en virtud del Teorema de Mazur-
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-Orlicz qeneralizado ([?].Teorema 3.4.10 y [M-o]), la funciôn 
ip équivalente en 0 a una funciôn -convexa. Por el criterio 
enunciado en el Teorema III.17, existe entonces una sucesiôn 
de pesos (c^) de suma finita de forma que £*^ (Cj^ ) f  .Puesto 
que ip es minimal esto contradice la Proposiciôn 12. Luego ni 
el espacio ni el espacio £*(b^) que lo contiene son local­
mente -convexos. Fsto compléta la demostraciôn ya que 
a =n” por la Proposiciôn 7. ///
18. Observaciôn.
El resultado anterior responde en sentido negativo a una 
cuestiôn planteada en (pag. 201) en elcontexto de la teo
ria de galbes.
El galbe G(E) de un F-espacio E , nociôn introducida por 
Turpin (£Tj J) , es el espacio vectorial de las sucesiones ( X^ ) 
de escalares tal que para cada entorno U de 0 en E existe un 
entorno V de 0 en E tal eue;
M
U ( I X „V) C  ü 
N^l n=l
o . o
Se tiene que £ c g(p)c £ , donde £ désigna el espacio de las 
sucesiones nulas salvo en un nûmero finito de têrminos. Un F-es 
pacio es localmente p-convexo para 0 <p£ 1 si y solo si G(E)3  
D  £^.([T^] pag. 59). Ademàs , si E es localmente acotado, E es 
estrictamente p-convexo (p-convexo y no q convexo para q > p )  
si y solo si G(E) = £^ ([K^]).
Una consecuencia del Teorema 17 y del Teorema 1.2 de QHjH
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es que existen funciones de Orlicz <t> de Indice 0< g™ ^ l,que 
verifican que para cualquier sucesiôn de escalares (w^)^ de su­
ma finita el galbe de £*(w^) esté estrictamente contenido en
,I.e.:
U C G( £ (w„) ) C  £
P < «Y
para con  ^ ®.
Nos restringimos ahora al caso Banach, es decir a funciones
minimales équivalentes a convexas. Lindenstrauss y Tzafriri, ut^
lizando funciones L-T minimales, mostraron la existencia de es-
é
pacios de Orlicz de sucesiones x, que no contienen copias comp le 
mentadas de ningûn (1 £ p < <«) 6 de c^ ([L-T^] Ejemplos 1 y
2). El concepto qeneralizado de minimalidad nos va a conducir a 
un resultado semejante para espacios de Orlicz de funciones.
19. Observaciôn.
Si * es una funciôn de Orlicz minimal équivalente a una
*
convexa, entonces el espacio de funciones L tiene una copia
4* ^ '
complementada de £ . En efecto, basta tener en cuenta que L
* " 
tiene una copia complementada de £ (w^) para cada (w^ ) ^  de
♦
suma finita (Proposiciôn III.1) y que los espacios £ (w^) y 
9.^ son isomorfos por la Proposiciôn 15.1.
20. Proposiciôn.
Sea una funciôn de Orlicz minimal équivalente a una con 
vexa. Si el espacio L* tiene una copia isomorfa de un espacio de
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ii
Orlicz de sucesiones £ con 2 entonces existe e n C ^ ^  una
funciôn F équivalente en 0 a alquna funciôn de i*
Demostraciôn.
El espacio de funciones L es un reticulo de Banach or- 
den continue con unidad dêbil (X ,para el orden natural
definido en casi todo punto. Sea Y un subespacio del reticulo
d )  'P
de Banach L , que sea isomorfo a £ . El espacio Y contiene
una copia de £^  para P=P,,,> 2 por el Teorema 4.a.9 de [L-T^].
Puesto que el espacio tiene cotipo 2 y cada espacio £^ con
p > 2 tiene cotipo p ([L-T^] paq. 73), se deduce que Y no es
isomorfo a ningûn s.e.v. de L^. (Vêase tambiên el resultado de
Aldous [Al]]) . Podemos aplicar entonces el mêtodo generalizado
de Eadec-Pelcynski ([l-Tj[] paq. 38);
Consideremos los conjuntos:
o(f,e) = (t : |f (t) I >^E 11 f I } y M ( E)= { f 6 L* : ia(o(f,e)) _>e }
para cada f P L *  y g >0, donde u désigna la medida de Lebesgue 
en [o, l] y || || la norma de . Como Y para cada natu­
ral n > 2 podemos eleair f^ en Y verificando:
Il (n il = : y 'n «
Si T désigna el isomorf ismo entre Y y , y  (e^) es la base
canônica de entonces (T (e^ )^ ) ^  es una base de Y. Por tanto,
existen funciones u = E a. T(e.) en Y verificando:
i=l
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salvo en un conjunto de medida nula. Afirmaunos que u^ jï 
f. M( . Fn efecto, es claro que:
Cuando t pertenece a B^\ A^, se tiene que | f^(t) | 2
2 1  ^ y por tanto que t 6 o(f . Asi:
2 2 2
y %  " I
La construcciôn anterior se hace en los têrminos expuestos 
para n=3 en primer luoar. Reemplazamos entonces Y por el subes­
pacio Y^= [(T(ej^) ) ] , que es isomorfo a Y por ser subsi
mêtrica la base (T(e^))'£ . Repetimos entonces el razonauniento 
para n=4. Iterando el procedimiento, obtenemos una base bloque 
de (T(e^))j^ que desiqnamos tambiên por (u^) . Puesto que
(T(e^))^es équivalente a la base canônica de , el razona­
miento del Teorema 4.a.7 de [L-T,^] prueba que hay una subsuce- 
siOn k=i (u^) que genera en Y un espacio de Oriicz
de sucesiones f  para alguna funciôn F e C^^. Siguiendo con 
el mêtodo de yadec-Pelcynski , podemos encontrar una subsucesiôn 
(n^^) de (n^) y una sucesiôn (Cj ) ^  de funciones de L*^  con so- 
portes mutuamente disjuntos que verifican:
] "k4 ,3-1
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para j = l,2,.... Las sucesiones bâsicas (gj)j^  y ^j = l
équivalentes. En efecto, es suf iciente probar que (9j)]^  y (Vj 
son équivalentes, donde v^ estâ definido por:
' 11% Il
Ahora bien:
jii I - '3 I - I "3 - %j I " /.I I %j * '3
■ À  ^  * Â
' ‘  " " W  ' - ÿ v ,  ' - j —  '
2"k]
Si K es la constante base unicondicional de (Vj)j^  , existe un
“ 1 
natural m de forma que I | qj - Vj || <—jjç • Como consecuen­
cia de 1 Teorema l.a.9 de se deduce que (gj ) j ^  g, y
(^j)j>m équivalentes y naturalmente que Y (v^ )
lo son tambiên . Asi pues C ) i" 3 Z
Finalmente, por ser las funciones simples densas en el es^  
*
pacio L , para cada natural j existen con juntos mutuaunente 
disjuntos B. C sop (q^) y nûmeros reales (a. ) para r=l,2,..j, t j j f t
,k. taies que
"3
"j °
verifica que :
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"j ■ **3
De nuevo por el mismo razonamiento de perturbaciôn de bases, los
espacios [ (bj ) ] y son isomorfos. Por otra parte
isomorfo canônicamente a un espacio de Or­
licz de sucesiones con peso £ (w ) para  ^ w < « . Por tanto,
1 " *
por la Proposiciôn 15.1 es tambiên isomorfo a £ . En conclusiôn,
Fel espacio £ contiene un subespacio isomorfo a £ y por el 
Teorema 1 de [L-Tg] se obtiene que F es équivalente en 0 a una 
funciôn de . ///
21. Teorema.
Sea <(» una funciôn minimal équivalente a una convexa y 
p> 2. Entonces el espacio tiene una copia (resp. copia
complementada)de £ ^ si y sol® si el espacio £*^ tiene una copia 
(resp. copia complementada) de £^.
Demostraciôn.
Una de las implicaciones es consecuencia de la Observaciôn
19.
Si ahora el espacio L*^  tiene una copia de £ sustituyen
do il por t^ en el enunciado de la Proposiciôn 20, se deduce que
£*^ tiene una copia de £^ ya aue C = {t^ } . Supongamos fi-
tP,l
nalmente que L*^  tiene un subespacio complementado Y isomorfo a 
£ P. Podemos repetir la demostraciôn de la Proposiciôn 20 hasta
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obtener, con las mismas notaciones, la base bloque (u )^  de
"k
Y. Como todas las bases bloque de la base canônica de £ ^ son 
complementadas ([L-T^J Proposiciôn 2.a.l), se tiene que el es­
pacio [  ^k=l 3 es complementado en Y y por tanto en L
Ahora bien, escoqiendo una perturbaciôn adecuada (en el sentido 
de la Proposiciôn l.a.9(ii) de [L-T^J), es posible obtener suce
siones bâsicas del tipo (Oj) y (hj)j^ crue sean complementadas en
ib *
L . Lueqo el espacio £ posee un subespacio complementado
isomorfo a [(h. ^ . ///
]
Antes de enunciar el prôximo teorema, recordemos que en
cualquier espacio de Orlicz separable L* , con Indices 1 <
f las funciones de Rademacher (r^) definidas por: (p —  (^ n n—U
r^ (t) = siqn sen (2" tt t)
para t <1, generan un subespacio complementado isomorfo a 
£^  ([L-T^] pag. 134) , como aplicaciôn de la desigualdad de 
Khintchine.
22. Teorema.
Sea 1 < r^ . s<^  2 o bien 22.r2.s< " . Entonces existe un es^
pacio de Orlicz de funciones ([O*l] ) con Indices a =r
9
y  f Ç que no contiene subespacios complementados isomorfos a 
f  para ningûn p/ 2.
Demostraciôn.
Fi j ados r y s cumpliendo 2 £ r 2 s <  ® , consideramos las
funciones de Orlicz L-T minimales y convexas definidas en los
Fjemplos 4.C.6 y 4.c. 7 de [L-T^] y escojamos una de Indices
2 < r = c t  < s = P . .  Por tanto, el esoacio de Orlicz de sucesiones 
— — <b
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minimal £ no contiene subespacios complementodos isomorfos a 
£^ para ningûn p ^ l - La funciôn (b puede ser extendida, por la 
Proposiciôn 6.2 a una funciôn minimal en C([^ , «)) que denotare 
mos tambiên por b . Los Indices de esta funciôn en el "son:
a * = “* = r y 8^, = p” = s (1)
Como 0^2 2 se sigue del Corolario paa. 386 de [l-T^H que el 
espacio L*^  no contiene copias de 9 P cuando p 0 , 6^  ] U
U { 2 } . Lueco como consecuencia del Teorema 21 y de (1), se 
conciuye que el espacio de Orlicz no contiene subespacios
complementados isomorfos a £ ^  para p^2.
El otro caso l < r £ s 2 2 ,  se comprueba utilizando argumen- 
tos de dualidad . En efecto, sea 'l' la conjugada de Young de 
la funciôn * construida anteriormente y cuyos Indices verify 
can:
Rj a*
'  % * —  ■ = •
Si el espacio tuviese una copia complementada de £^
con p 2 entonces L^ '% £ ^  ® H para alqûn .subespacio H de L^ .
<b 9Por tanto, al ser L reflexivo, el dual de L es isomorfo
a L* y a î.” ® H', siendo q el exponents conjugado de p, i.e.
1 1  <b— + — = 1 . Entonces el espacio L tendrla una copia ccxnplemen 
tada de con q / 2 , llegSndose a contradicciôn pues 2 2 <
< o" < .. ///
23 Observaciôn.
Para probar la existencia de espacios de Orlicz de sucesio
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nes I que no tienen copias complementadas de ningûn £P se
utiliza que t^ es "fuertemente no equivalents a para ca
dap. E n e l  caso de funciones minimales esta propiedad puede 
mejorarse.
Decimos que una funciôn F es fuerteyente no equivalents 
a E^  ^ (resp. ) si y solo si:
V K> 1, Exists m^ puntos t^ 6 (0,y) tal que V s €
e (0,1) (resp. (1,” )), exists i 6{ l,2,...,mj^ }tal
que:
9 (s t^) 
<b(s) .F(t^)
« [ i , K_] (1)
y m^ puede ser elegido de forma que m^ = 0 (K® ) cuando K »
para cada a> Q. (vêase [L-T^] paq. 150).
Demostremos ahora que si F es fuertemente no equivalents 
a ^ y l a  funciôn * es minimal entonces F es fuertemente 
no equivalents a F™^.
En efecto, por ser <f> minimal se tiene que F. ,=e“ . y
9,1 9 » 1
por tanto para r 6 (1, <4 podemos eleqir s = s(r, e) e (0,1) de 
forma que
para t^l* Pero ademàs, la funciôn 9 verfica (1) para s €(0,1)
Si T = min { t^^,. .., t^ } > 0 , es claro que:
I <(» (St) _ 9 (rt) I  ^ ^
9 (s) F(t) 9 (r) F(t) F(T)
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para T 2t 2^' Esconemos c>0 <?e forma que —   < — . Por lo
F(T) K
tanto, si   < — se tiene que:
9 (s)Flt^) K
 ^ ^i^ < i  + 2  = 2
K9 (r) F(t^) K K
9 (s t .)
Y si   > K se obtiene que:
<)(s)F(t^ )
> K -  i > £ .
(r) F(t^)
Haciendo K ' = — y escoqiendo para K ' los puntos correspon- 
2
dientes a K en la relaciôn (1) se lleqa al resultado.
Concluimos el Capitule con un ejemplo de funciôn minimal 
en el ® deducido de los expuestos por Lindenstrauss y Tza­
friri en [L-T^] (paq. 161 y siquientes).
24 Ejemplo.
Sea 0 < r < l y F y G  funciones continuas, convexas y estric 
teurente crecientes en [r, l] taies que:
24.1. F(l) = G(l) = 1 , 0  <F(r) _<1 , 0 <G(r) <1
24.2. F ’(l)= G'(l), F'(l) 2 ^  ^ y G' (1)2 ^
F(t) G(t)
para Vte [r,l].
Pi P,
24.3. F(r) = r y G(r) = r para 1< p^ <^ p^.
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Para cada sucesiôn de dîgitos d=(d(n))^_j^ con d (n) igual 
a 0 ô a 1, definimos una funciôn en [l, <=) de la forma si­
guiente:
Sj(t) =
si t=l
S,, ( n-1
F (-
t rn-1
G (-
t rn-1
r""’- ' " -  r" 
y d(n) = 0
.n—1 < t <
y d(n) = 1
para n=l,2,... Estas funciones estan tomadas simetrizando 
las definidas en y por tanto son funciones de Orlicz
que verifican la condiciôn A g en". Por tanto por el resul­
tado 4.C.5 de y la Proposiciôn 11, se deduce que S^ es
équivalente en « a una funciôn minimal si y solo si existe
una constante K tal que para cada natural k,hay un natural
n(k) que verifica:
V h e  N , existe m ^  n (k) tal que
I n+m+j j .
E d(i) - r d(i) < K
' i=h+m+l i=l I-
para j=l,2,...,k.
Fn los ejemplos 4 .c.6 y 4.C.7 de se dan
elecciones de (d (n) ) para que los Indices de sean
l*^a^^< I ™ • Por tanto, por la
Proposiciôn III. 20 , los correspondientes Indices de S^ en
“132“
verifican a = 6_ = p > 1  6 1 < 6_ < ". Multi-
plicando por para un q adecuado la funciôn S^,puedm obtener 
se funciones de Orlicz t^S^ de indices finitos y no nulos ar- 
bitrarios en “ y que ademàs son équivalentes en el “ a una 
funciôn minimal razonando como en la Proposiciôn 8.
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