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In this short communication we present an original way to couple the Brownian motion and the heat equation.
More in general, we suggest a way for coupling the Langevin equation for a particle, which describes a single
realization of its trajectory, with the associated Fokker-Planck equation, which instead describes the evolution
of the particle’s probability density function. Numerical results show that it is indeed possible to obtain a
regularized Brownian motion and a Brownianized heat equation still preserving the global statistical properties
of the solutions. The results also suggest that the more macroscale leads the dynamics the more one can reduce
the microscopic degrees of freedom.
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1. INTRODUCTION
In this short communication we present an original way to
couple the Brownian motion and the heat equation. The
method can be used to describe, in a new multiscale fashion,
diffusion-based multiscale phenomena and dual-nature phe-
nomena, like, e.g., the wave-particle duality of elementary
particles in quantum mechanics.
This paper falls in the context of multiscale methods for
the numerical solution of problems based on (stochastic)
ODEs and PDEs arising in mathematics, physics, and en-
gineering. Relevant literature is huge, see, e.g., the book
[3] for a quick overview. Although details can change
considerably from method to method, a general idea be-
hind multiscale modeling is to provide different levels of
mathematical description for phenomena occurring at dif-
ferent scales. In 2011 the paper [2] proposed a model-
ing technique for advection problems whereby the micro
and macro levels are advanced in time concurrently in the
whole domain, and they are coupled together via a “blend-
ing” parameter, say θ ∈ [0, 1], which measures the relative
weight of one description over the other, say θ = 0 for
fully macro and θ = 1 for fully micro. In different words,
one defines a mesoscopic blend of two replicas of the same
system, similar in spirit, although not in mathematical con-
tent, to mesoscopic approaches to multiscale modeling. The
main idea behind this approach is to keep the two repli-
cas in constant interaction. This allows to describe systems
where the microscopic level must be observed everywhere
and at any time, because, e.g., granular properties are never
and nowhere negligible. This kind of systems can be found
in several contexts like crowd dynamics, financial mathe-
matics, and complex systems in general (consider, e.g. the
∗Corresponding author. Email: e.cristiani@iac.cnr.it
well-known herding behavior, where the choice of single
individuals influence the mass and vice versa). The price to
pay is the computational cost of keeping the two solvers ac-
tive always and everywhere, a cost that can hopefully be op-
timized by minimizing the number of microscopic degrees
of freedom. Besides the computational aspects, however,
this “replica” approach has the conceptual appeal of treat-
ing the micro and macro levels at the same footing, which
might prove advantageous to describe systems which dis-
play genuine physical duality, like the wave-particle duality
in quantum mechanics.
2. COUPLING BROWNIAN MOTION AND HEAT
EQUATION
In this section we derive a way to couple the Brownian mo-
tion and the heat equation. For the sake of clarity, in the
following we restrict the discussion to dimension one.
2.1. Brownian motion and heat equation
Let us consider the following system of stochastic differen-
tial equations{
dXkt =
√
2DdW kt
Xk0 = 0
k = 1, . . . , Np, (1)
where D > 0 is the diffusion coefficient, W kt is the one–
dimensional Brownian motion (standard Wiener process),
Np is the number of particles under observation, and {Xkt }k
their positions at time t. The associated Fokker–Planck
equation is the heat equation{
∂
∂tu−D ∂∂x2u = 0, t > 0, x ∈ R
u(0, x) = δ0, x ∈ R,
(2)
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where δ0 is the Dirac delta centered in 0. The solution u to
(2) describes the time evolution of the probability density
function of the Brownian motions generated by (1) [5], i.e.
P(Xkt ∈ Ω) =
∫
Ω
u(t, x) dx, ∀Ω ⊆ R, ∀k.
The solution to the heat equation (2) is
u(t, x) =
1√
4piDt
e−
x2
4Dt , t > 0, x ∈ R. (3)
For our purposes, it is useful to define a macroscopic veloc-
ity field vM as
vM (t, x) := −D
∂
∂xu(t, x)
u(t, x)
, (4)
so that the heat equation can be formally written as
∂
∂t
u+
∂
∂x
(uvM ) = 0. (5)
The form (5) makes the velocity field vM , which transports
the probability density function, appear explicitly. Note that
this “hyperbolic” formulation is valid if u 6= 0, i.e. if t > 0.
By (3) and (4) we have
vM (t, x) =
x
2t
. (6)
2.2. Numerical approximation
Let us introduce a structured space-time grid with spatial
cell size ∆x and a time step ∆t. We denote the grid nodes
by (tn, xj), for n = 1, . . . , Nt and j = 1, . . . , Nx, the
space cells by Ej =
[
xj − ∆x2 , xj + ∆x2
)
, and by f jn the
approximate value of a generic function f(t, x) at t = tn
and x = xj .
To avoid to manage the initial datum δ0 at the dis-
crete level, we set the initial time for the simulation at
t = ti > 0 and, consequently, the new initial datum
u(ti, x) =
1√
4piDti
exp
(
− x24Dti
)
. In this way we can safely
assume that u > 0 for any t ≥ ti. The computational do-
main is set at [ti, tf] × [−xb, xb], with ti = 12 , tf = 5, and
xb = 8. We choose Nx = 50 (∆x = 0.32) and Nt = 500
(∆t = 0.009). Without loss of generality, in the numerical
tests we always set D = 12 .
The Ito processes satisfying (1) can be approximated by
using the weak Euler scheme
Y kn+1 = Y
k
n + ωn
√
2D
√
∆t, k = 1, . . . , Np (7)
where {ωn}n are independent two-point random variables
with P(ωn = ±1) = 12 ∀n. The discrete velocities of the
particles can be computed a posteriori as ωn
√
2D
√
∆t
∆t (note
that the velocity tends correctly to +∞ as ∆t → 0). At
time t = ti, we assume that microscopic particles {Y kti }k =
{Xkti}k are distributed with probability density u(ti, x).
Given the particles’ positions, we recover the approxi-
mate probability density function by
ψjn :=
1
Np∆x
Np∑
k=1
1Ej (Y
k
n ), ∀n, ∀j, (8)
where 1 denotes the characteristic function. Note that 1Np
is the mass carried by each particle, the total mass being∫
R udx = 1.
Equation (2) can be easily discretized by means of a first-
order centered-in-space and forward-in-time finite differ-
ence scheme
φjn+1 = φ
j
n +D
∆t
∆x2
(
φj+1n − 2φjn + φj−1n
)
. (9)
2.3. Partial coupling I: The regularized Brownian motion
A preliminary coupling of the microscopic and macroscopic
scale can be obtained by assuming that the solution u to the
heat equation (2) is known, see (3), and then solving the
equation for Xk’s, duly coupling the original microscopic
velocity field and the macroscopic velocity field (6). Fol-
lowing slavishly [2], we should blend the two velocity fields
by a convex combination getting
Y kn+1 = Y
k
n + θωn
√
2D
√
∆t+ (1− θ) Y
k
n
2tn
∆t, (10)
for k = 1, . . . , Np, θ ∈ [0, 1]. Surprisingly enough (or
not?), this choice does not give the desired result, in the
sense that the corresponding probability density function ψ
does not approximate correctly the function u(t, x) for θ ∈
(0, 1). A good scale interpolation is obtained instead by
setting, at any time step n and for any particle k,
Y kn+1 =
 Y
k
n + ωn
√
2D
√
∆t, with prob. θ,
Y kn +
Y kn
2tn
∆t, with prob. (1− θ).
(11)
Figure 1 shows the solution to (11) (with Np = 100)
and the corresponding probability density function ψ (with
Np = 500, 000) at final time tf for θ = 0, 0.2, 1. We notice
that the Brownian motion is regularized as expected since
the trajectories are gradually more and more smooth as θ
goes to 0, while numerical evidence shows that the overall
statistical properties of the collective dynamics are kept.
2.4. Partial coupling II: The Brownianized heat equation
In order to obtain the opposite coupling, we first compute
{Y kn }n,k by means of (7) and then we use the particles’
2
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FIG. 1: Solution {Y k}k to (11) in the plane x-t for Np = 100
and (a) θ = 1, (b) θ = 0.2, (c) θ = 0. Red circles are the initial
positions of the particles. (d) Probability density function {ψjNt}j
of Np = 500, 000 particles (blue circles) and the function u(tf, ·)
(black solid line) for any θ.
trajectories to correct the evolution of φ. To begin with, let
us consider the extreme case θ = 1. Here the evolution of
φ is totally driven by the particles. It is convenient to find a
dynamics of the form
φjn+1 = φ
j
n + ∆tS
j
n[Yn, Yn+1]
for some function Sjn which depends on the particles’ po-
sitions at time tn and tn+1. At any fixed time step n, the
function Sjn can be recovered a posteriori as follows: We
define
φ˜jn+1[Yn, Yn+1] := φ
j
n +
∑
k∈Ijn
1
Np∆x
−
∑
k∈Ojn
1
Np∆x
where Ijn is the set of particles which enter the cell Ej in
the time interval [tn, tn+1] and Ojn is the set of particles
which leave the cell Ej in the same time interval. In this
way we account for the density which passes from one cell
to another. Finally, we set
Sjn[Yn, Yn+1] :=
φ˜jn+1[Yn, Yn+1]− φjn
∆t
. (12)
At this point the coupling follows easily by setting
φjn+1 = φ
j
n + ∆t
(
θSjn[Yn, Yn+1]+
(1− θ) D
∆x2
(
φj+1n − 2φjn + φj−1n
) )
(13)
for any θ ∈ [0, 1]. Figure 2 shows the solution φ to (13) at
final time tf for some values of θ and Np. The comparison
between Figures 2(b) and 2(d) suggests that the multiscale
model can be effectively used to reduce the number of par-
ticles (and thus the numerical complexity) still keeping the
same accuracy in the final solution. Indeed, the solutions
have approximately the same quality but they are obtained
with Np = 1000 and Np = 100 particles respectively. This
means that the macroscopic counterpart is able to compen-
sate the lack of particles. To confirm this insight, in Figure
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FIG. 2: Solution {φj}j to (13) at t = tf (blue circles) and the
function u(tf, x) (black solid line) for (a) θ = 1 and Np = 100,
(b) θ = 1 and Np = 1000, (c) θ = 1 and Np = 100, 000, (d)
θ = 0.5 and Np = 100, and (e) θ = 0.5 and Np = 1000. (f)
(θ,Np) pairs such that the solution φNt to (13) has L
1-distance
from u(tf, ·) equal to 0.025, log scale on vertical axis.
2(f) we plot some pairs (θ,Np) associated to the same (ap-
proximate) L1-distance from u at final time, more precisely
we impose E1 :=
∑Nx
j=1 |u(tf, xj) − φjNt |∆x = 0.025.
Note that we use a log scale on vertical axis.
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Remark. When the heat equation is solved by using mi-
croscopic information, it gets an hyperbolic flavor because
the density is, at least partially, moved by means of the mi-
croscopic velocity field. Swapping the actors, this reminds
the classical numerical schemes for the advection equation
where an artificial viscosity is added. It is also interesting
to note that, even if no CFL condition is required here, it
can still be imposed. The condition is satisfied if particles
remain in the same cell or move at most one cell apart in
one time step ∆t, i.e. ∆x ≥ |ωn
√
2D
√
∆t| = √2D√∆t,
which corresponds to the parabolic-type CFL condition for
the scheme (9).
2.5. Full coupling
The full coupling of Brownian motion and heat equation is
obtained easily merging the ideas discussed in the previous
sections. The main difference is that we have to approxi-
mate vM at each time step because it is no longer given by
(6). This can be done via a finite difference scheme, as
vM (tn, Y
k
n ) = −
D
uj
∗
n
(uj
∗+1
n − uj
∗−1
n )
2∆x
where j∗ = j∗(n, k) is defined as the unique index such
that Y kn ∈ Ej
∗
. Summarizing, the scheme reads as
Y kn+1 =
 Y
k
n + ωn
√
2D
√
∆t, with prob. θ,
Y kn − D∆tφj∗n
(φj
∗+1
n −φj
∗−1
n )
2∆x , with prob. (1−θ),
φjn+1 = φ
j
n + ∆t
(
θSjn[Yn, Yn+1]+
(1− θ) D∆x2
(
φj+1n − 2φjn + φj−1n
) )
(14)
where Sjn is defined as in (12).
Figure 3 shows the solution (Y, φ) to (14) for Np = 100
and θ = 0.2, 0.5, and 0.8. Here a genuine coupling is vi-
sible, while the global statistical properties are kept at any
scale.
Final comments
The coupling technique presented in this paper allows to
blend the Brownian motion and the heat equation. The
question arises why one should find convenient to blend
the scales in this way. In [2] the authors deal with gran-
ular flow and the power of the “convex combination” ruled
by the parameter θ is evident, because the macrosolver is
not able, alone, to catch the natural break of symmetry of
the particles’ density actually observed in reality, which is
ultimately triggered by microscopic effects. If, instead, the
macrosolver is able to describe the dynamics in full detail,
as it happens here, the coupling seems not to represent a real
value added. However, we think that the ideas presented
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FIG. 3: Left column: Solution {Y k}k to (14) in the plane x-t for
Np = 100 and (a) θ = 0.8, (b) θ = 0.5, and (c) θ = 0.2. Right
column: Solution {φj}j to (14) at t = tf (blue circles) and the
function u(tf, x) (black solid line), forNp = 100 and (d) θ = 0.8,
(e) θ = 0.5, and (f) θ = 0.2.
here can be extended to more general diffusion-based equa-
tions modeling more complex phenomena, where the de-
scription at different scales is not perfectly symmetrical.
This means that the microscopic description is actually
richer than the macroscopic one and single particles are re-
sponsible for the onset of some phenomenon (e.g., break of
symmetry, fractures) which is then visible at large scale. In
such new contexts, the constant presence of the microscale
is crucial, but at the same time one wants to avoid tracking
all the particles, and prefers letting the macrosolver take the
place of a part of them. The coupling seems also to be con-
ceptually suitable to describe physical duality in quantum
mechanics, even in the case of perfectly symmetric micro
and macro descriptions. To do so, some ideas can be bor-
rowed by the Lattice Boltzmann method [6, 7].
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A main open problem is given by the choice of θ. Is
there an optimal value for the coupling parameter? We think
that the answer is necessarily problem-dependent. Likely,
a good parameter θ = θ(t, x) will be time- and space-
dependent (it could the solution of an additional PDE). A
first investigation in this direction can be found in [1].
Let us also mention that our multiscale approach avoids
to deal with classical micro-macro interfaces. The dynam-
ics can be described at macrolevel (θ = 0) in a subomain
and at macromicrolevel (θ ∈ (0, 1]) in another subdomain.
Then, the hand-shaking at the boundary of the subdomains
is done at macroscale level only (i.e. macro-with-macro, ne-
glecting the microscale). In this way we get an easy seam-
less exchange of information, cf. [4].
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