Histone tail peptides comprise the flexible portion of chromatin, the substance which serves as the packaging for the eukaryotic genome. According to the histone code hypothesis, reader protein domains (chromodomains) can recognize modifications of amino acid residues within these peptides, regulating the expression of genes. We have performed simulations on models of chromodomain helicase DNA-binding protein 1 complexed with a variety of histone H3 modifications. Binding free energies for both the overall complexes and the individual residues within the protein and peptides were computed with molecular mechanics-generalized Born surface area. The simulation results agree well with experimental data and identify several chromodomain helicase DNA-binding protein 1 residues that play key roles in the interaction with each of the H3 modifications. We identified one class of protein residues that bind to H3 in all of the complexes (generally interacting hydrophobically), and a second class of residues that bind only to particular H3 modifications (generally interacting electrostatically). Additionally, we found that modifications of H3R2 and H3T3 have a dominant effect on the binding affinity; methylation of H3K4 has little effect on the interaction strength when H3R2 or H3T3 is modified. Our findings with regard to the specificity shown by the latter class of protein residues in their binding affinity to certain modifications of H3 support the histone code hypothesis.
Introduction
The DNA that constitutes the eukaryotic genome is compactly packaged in the cell nucleus in the form of a coil around histone proteins to form nucleosomes. 1 Histones form octamer complexes with the N-terminal tails protruding from the nucleosome core. The amino acids on this tail can be modified by way of methylations, acetylations, phosphorylations, and other functional group additions. These posttranslational modifications may form a "histone code", which is read by "effector" proteins for the regulation of gene expression. [1] [2] [3] The recognition of effector proteins to specific modified histone tails is critical to recruiting additional proteins for chromatin remodeling and transcriptional regulation. [4] [5] [6] Interruption of these protein/histone interactions may have ramifications in the development of human diseases, such as cancer, 1, 7 but the biological consequence of a specific binding interaction often remains to be determined.
A commonly observed histone modification is the single, double, or triple methylation of lysine residues, for example, at positions 4, 9, and 27 of histone H3. Methylation at each of these sites has been observed to affect genetic function. Hydrophobic residues in reader proteins, particularly those containing an aromatic ring (tyrosine, phenylalanine, and tryptophan), have been observed to form attractive interactions with methylated lysine residues of histone tails. 1, 9, 10 Chromatin organization modifier domains (chromodomains) have been shown to interact with chromatin by binding to DNA, RNA, and the methylated tails of histones. [11] [12] [13] [14] It is believed, though unproven, that chromodomain/protein binding to histone tails maintains a high-density conformation of the structure of chromatin fiber. 15, 16 Human chromodomain helicase DNA-binding protein 1 (CHD1) is a member of the CHD family of proteins, containing tandem double chromodomains near the Nterminus, an enzymatic helicase domain, and a DNA-binding domain at the C-terminus. 17 Nine distinct chromodomain proteins in the CHD family, labeled CHD1-CHD9, have been observed and isolated in the human genome. 11 The CHD family of proteins are believed to operate by modifying chromatin structure, 11, 18 and CHD1 has been shown to be involved in transcription elongation 19 and nucleosome assembly. 20 It has been observed to bind strongly to trimethylated H3K4 and, to a lesser extent, to monomethylated H3K4 as well. 14, 21 Experimental studies involving mutations have been performed on the CHD1/H3 complex, showing that mutating a key tryptophan residue in the CHD1 to glutamic acid, as occurs in yeast, reduces the binding interaction strength. 1 As far as we know, this study is the first of its kind to simulate, and calculate the binding energies of, the interactions between histones and an effector protein. We know of one publication describing a protein/histone simulation 22 that involved a complex of histone H3 and chromodomain protein HP1. That study focused on basic features of the dynamics trajectory, such as the displacement of the molecules in the complex during the simulation; the binding free energies of the interaction were not reported. Another study performed simulations of histone/chromodomain complexes, 23 including CHD1, but it mainly focused on optimizing force field parameters, while a third paper has reported simulation results of the H3 peptide tail, 24 but in the absence of chromodomain protein. Calculating the individual contributions of critical protein and peptide residues to binding affinity and estimating how these contributions are affected by residue modification should be instrumental in evaluating the histone code hypothesis. Because of the large variety of available crystal structures of CHD1 chromodomains complexed with different modifications of H3, this is an ideal system for the purpose of studying the effect of histone modifications at the molecular level and deciphering the histone code.
Results and Discussion
Calculated binding free energies correlate well with the experimental data
The binding free energies of CHD1 to each of the modified H3 peptides were calculated with molecular mechanics-generalized Born surface area (MM-GBSA). The highly charged nature of the system, in particular, the positively charged R2 and K4 residues of H3 and the negatively charged CHD1 residues occupying the active site, 14, 25 makes the calculation of the binding free energy nontrivial and complex and strongly indicates that an interior dielectric constant ɛ higher than 1.0 will be required to estimate the binding free energy accurately. 23, 26 The results for all three values of ɛ (1.0, 2.0, and 4.0) are given in Table 1 . In order to quantitatively compare the binding free energies to the experimental dissociation constants given by Flanagan et al., 14 we graphed ln(K d ) against those binding free energies for which experimental data were available, on a Pearson plot for all three values of ɛ, as shown in Fig. 1 . The coefficients r 2 for the Pearson plots were calculated to be 0.7055, 0.9211, and 0.8651, respectively. Because the binding energies for the interior dielectric constant of 2.0 provided the best fit to the experimental data, this value was used exclusively for all of the in-depth analysis involving residue decomposition. While this method of analysis may not be completely reliable because there are only four points available to obtain the fitting coefficients, the quality of the fit in Fig. 1b makes it reasonable to believe that 2.0 is a promising choice of the interior dielectric constant for this system. 
Atomic level recognition of the histone code
Encouraged by the satisfactory correlation between the calculated and experimental binding affinities, we have investigated the molecular basis of the recognition.
CHD1 interactions with modifications of H3
The binding free energy for each complex was also decomposed to determine the contribution from each of the individual CHD1 and histone H3 residues. Table 2 shows the binding energy contributions for the most important residues for each model.
The residue decomposition data shown in Table 3 1, 14 in particular, the former, in chain A of CHD1 to be critical in forming a complex with histone H3, on account of cation/π interactions 9 between the CHD1 tryptophan residues and the Table 4 . The strength of the binding contributions for all CHD1 residues in Table 2 appearing in chains A and C are shown in [A] to the interaction strength for all H3 modifications. Across the four modifications of H3 featured in the crystal structures, each of these residues contribute, on average, a favorable term to the binding affinity of more than 1.6 kcal/ mol. All other CHD1 residues contribute less than 1.2 kcal/mol on average, and they are therefore less critical to the general H3 binding affinity. A structural analysis of the general CHD1/H3 complex was performed with the use of the molecular graphical visualization program VMD. 27 Table 3 shows the most important CHD1 residues in the interaction with H3 and, by virtue of proximity, which H3 residues each one is observed to interact with. In order to best visualize the electrostatic interactions between CHD1 and the histone tail, we created charge distribution maps for the four models corresponding to H3K4me1, H3K4me3, H3 (K4me3)(R2me2), and H3(K4me3)(T3ph). The electrostatic potential maps are shown in Fig. 4 ; histone residues are shown as ball-and-stick models, which the CHD1 molecule is rendered by SURF. 28 The ramifications of this map will be discussed in detail in CHD1 interactions specific to H3K4me1 through CHD1 interactions specific to H3(K4me3)(T3ph). 
CHD1 interactions specific to H3K4me1
The residue Glu166[A] seems to have a strong favorable contribution only in the case of H3K4me1 (Fig. 2) . Figure S1 shows the interatomic distance between H3A1 and Glu166[A] over the production run trajectories of both H3K4me1 and H3K4me3. For the purposes of calculating distances, we defined the location of H3A1 as the center of mass of the four heavy atoms, while that for Glu166 [A] was defined as the center of mass of the three atoms (O-C-O) making up the side-chain carboxyl group. The average interatomic distance for each run is 7.2 Å for H3K4me3 but only 4.1 Å for H3K4me1, strongly suggesting that trimethylation of H3K4 disrupts the close contact between H3A1 and Tables S2-S5 ). Table S2 shows that the relatively large involvement of Thr33 [A] in the attraction to H3K4me1 is due to a van der Waals interaction (− 0.65 out of the − 0.75 kcal/mol), in spite of the polar nature of H3T6 and Thr33 [A] . We think that this is an artifact created by the presence of H3T6 in the crystal structure for CHD1 complexed with H3K4me1; H3T6 was not resolved in the experiments, which gave rise to the other three . It is likely that those residues are designed to "recognize" the modification H3K4me1 in the conformation of CHD1, which is best suited to bind to that modification. In Fig. 4a , it is evident that the carbonyl backbone carbon of H3A1 has a strong positive charge and is attracted to Glu166 [A] . Meanwhile, the positively charged H3R2 appears in a similar attraction to Glu14 [A] . The large contributions of these two CHD1 residues to the binding interaction, which are only seen in the complex with H3K4me1, can be attributed to these effects ( Fig. 2 and Tables S2-S5 Table S2 ). Surprisingly, the contribution of Trp165[A] to the interaction with H3K4me1 is purely electrostatic in nature (− 1.25 kcal/mol). Figure 3b suggests that this is likely because it is the backbone of Trp165[A], rather than the hydrophobic side chain, that is in contact with the peptide.
CHD1 interactions specific to H3K4me3
As expected, the contributions for Trp64[A] and Trp67[A] of CHD1 are greater for H3K4me3 than for H3K4me1 because of the strengthened van der Waals interaction (0.45 kcal/mol stronger for Trp64). Trimethylating H3K4 also diminishes the interaction with Glu14[A] by 0.52 kcal/mol and increases it by 0.25 kcal/mol for Glu50[C], which is observed in Figs. 3 and 4b to be partaking in a strong electrostatic attraction.
These binding free-energy differences could be explained by proposing that modifying H3K4 from a monomethylated to a trimethylated state causes a conformational change in CHD1, which drives H3R2 away from Glu14 Table 2 , except for the lysines and Asn52 [C] , are shown by molecular surface rendering. Hydrophobic residues are shown in brown; negatively charged residues, in orange; and polar neutral residues, in magenta. All other colorings correspond to those used in Fig. 3a . Images are generated by VMD.
as for Glu166[A] (see CHD1 interactions specific to H3K4me1). The interatomic distances for H3R2 and the two glutamic residues are shown in Figure S2 .
Over the trajectories, the average interatomic distance between H3R2 and Glu14[A] was 3.3 Å for H3K4me1 but 6.8 Å for H3K4me3; between H3R2 Together, these observations constitute overwhelming evidence that the difference in methylation level of H3K4 induces a conformational change in CHD1, and different protein residues recognize each of the modifications.
In Fig. 4b not near to any residues whose attraction to H3 is magnified when H3K4 is trimethylated, and therefore are not subject to the "pulling" effect that Table S4 ). However, the interaction strength is hurt for many of the H3-backbone-binding residues, notably Ala32 
CHD1 interactions specific to H3(K4me3)(T3ph)
The phosphorylation of H3T3 generally weakens interactions between H3 and CHD1 residues across the board. The complex of CHD1 with H3(K4me3) (T3ph) is shown in Fig. 4d , where it is clear that no CHD1 residue has a strong interaction with H3 compared to the other modification models, as the phosphorylation of H3T3 leads to the driving of the other H3 side chains from their optimal binding sites. For instance, the binding contribution of His71 [A] is weakened (by 1.04 kcal/mol) by phosphorylating H3T3, since this drives the histone peptide out of a position where H3T3 can bind to His71[A] in its natural manner. In contrast, Glu14[A] interacts most favorably with H3K4me1 and H3(K4me3)(T3ph) because this residue binds through electrostatic interactions with H3K4 and H3R2, which are damped when these histone residues are methylated. In general, the phosphorylation of H3T3 disrupts the binding interaction by preventing the CHD1 protein from assuming a natural conformation for binding to H3 (see Fig. 4d ). The electrostatic contribution of Glu50[C] to the binding, at − 0.07 kcal/mol, is effectively muted by this H3 modification (see Table S5 ). It is worth noting that the unfavorable repulsive electrostatic interactions of the CHD1 lysine residues are also weaker for H3 (K4me3)(T3ph) than for any other modification of H3.
Simulation procedure reveals atomic-level interactions
The above survey of interactions between the residues of CHD1 protein and H3 peptide indicates that our simulation and data analysis procedures have successfully identified the major atomistic mechanisms by which the chromodomain recognizes the histone code. The protein contains residues that interact strongly with all H3 modifications, such as Trp67 . Therefore, we have found that hydrophobic and neutral polar CHD1 residues generally contribute to the H3 binding affinity, while negatively charged protein residues are responsible for H3 modification binding specificity. The variance of the contributions of key CHD1 binding residues among the four H3 modifications with crystal structures is shown in Fig. 6 . The overall contribution variances are compared with each of the interaction component variances, strongly indicating that residues with a large electrostatic component are responsible for the specificity of CHD1 modification recognition.
The tools of analysis available to us have the capacity to quantitatively determine the magnitude and extent of each residue to the binding interaction, whether it is favorable or unfavorable and whether the interaction arises from electrostatic or van der Waals effects or from a mixture of the two. Furthermore, the dependence of these interactions on the specific histone modification, as well as the contributions of the histone tail residues themselves, is quantifiable with a high degree of accuracy. Visualization software allows for the confirmation of interactions between protein and peptide residues by observing their proximity, as well as the observation of conformational changes in the CHD1 protein that allow distinct residues to recognize specific H3 modifications.
Relative motion of residues during the trajectory
In order to measure individual residue mobility, we calculated the root-mean-square deviation (RMSD) of all the individual residues for H3 and several selected residues for CHD1 in a manner similar to that described in Ref. 22 . This was computed for the CHD1/H3K4me3 complex, using the ptraj module in AMBER 9.0, for the production run of the trajectory. The three backbone atoms of each residue (N-C α -C) and all heavy atoms in each side chain were considered. Figure 7 shows the RMSD for six residues in CHD1 critical for binding to H3 (a) and for each of the residues in H3K4me3 (b).
Among the CHD1 residues, the negatively charged residues Asp167[A] and Glu50[C] show the most mobility while the small Ala32[A] is the most stationary of the key binding residues. The high and sharply defined plateaus of the RMSD for Asp167[A] look interesting, as it has been observed to interact with both H3A1 and H3T3 (see Table 4 ). However, analyzing the interatomic distances between Asp167[A] and both of H3A1 and H3T3 showed nothing extraordinary, and visualization of the trajectory with VMD indicated that the RMSD fluctuation is due only to a rocking motion of the subunit of CHD1 containing Asp167[A]. As Asp167 [A] is relatively close to the C-terminus of chain A, it is more free to "rock" than other more interior protein residues. The large residues Trp67 For the H3 residues, the large flexible H3R2 and H3K4me3, which are most responsible for binding to CHD1, and H3Q5 exhibit the most movement, while H3A1, the N-terminal H3 residue, is the least mobile. H3T3 is generally immobile, although its short-interval spikes suggest that it briefly adapts an alternative conformation during the trajectory. The two spikes in the RMSD for H3T3 coincide with points in the trajectory where the RMSD for Asp167 [A] rises to a plateau; observation of the trajectory showed that this is merely an effect of H3T3, following along with the rocking motion of Asp167[A]. 
Prediction of binding energies for new modifications of H3
In addition, simulations were run on two other complexes to investigate the interactions between modifications on K4 and R2/T3: CHD1 with H3R2me2 and CHD1 with H3T3ph. For neither of these systems were either crystal structures or experimental binding affinity data available. The models were constructed by opening the Protein Data Bank (PDB) files for the crystal structures of H3 (K4me3)(R2me2) and H3(K4me3)(T3ph), respectively, and modifying the trimethylated K4 back to standard lysine residues. Then the simulation and data analysis protocol were performed on both models, exactly as done for the four crystal structures as described in the Materials and Methods section. The calculated binding free energies, given in Table 1 , are very close to their respective trimethylated K4 counterparts (for ɛ = 2.0). This observation suggests that R2me2 and T3ph are unfavorable for the CHD1 chromodomain and that they are dominant over methylations on K4. Based on the residue contributions calculated and given in Tables S6 and S7 , we hypothesize that the removal of the methyl groups from K4 leads to strengthened hydrophobic contributions from CHD1 residues that interact with the backbone of the peptide, serving to compensate for the favorable van der Waals interactions that arise out of interactions between specific CHD1 residues and trimethylated H3K4. One exception is the electrostatic contribution of Asp150[A], which is more favorable by 0.8 kcal/ mol for H3T3ph than for H3(K4me3)(T3ph).
Biologically, the histone modification marks H3R2me2 and H3K4me3 have been demonstrated to be mutually exclusive. 29 In our simulation, we found CHD1 to bind to H3R2me2 and H3(R2me2) (K4me3) with virtually equal affinity, as shown in Table 1 . The experiment suggests that CHD1 should not favor H3(R2me2)(K4me3) over H3R2me2 in its binding affinity, and our free-energy calculation confirms this. For the case of phosphorylated T3, CHD1 also binds to H3(K4me3)(T3ph) and H3T3ph with nearly equal affinity. These results suggest that modifications of H3 closer to the N-terminus than H3K4 are dominant in determining CHD1 binding affinity, and only when H3R2 and H3T3 are unmodified does the methylation of H3K4 play a significant role.
It is apparent that for low interior dielectric constant ɛ, demethylating H3K4 in H3(K4me3) (R2me2) strengthens the interaction of bindingand yet at the same time, demethylating H3K4 in H3 (K4me3)(T3ph) is disruptive to the binding. Table 4 shows the effect on each H3 and CHD1 residue of performing the demethylation for each of the two models. In the case of H3R2me2, demethylating H3K4 weakens the binding most for Trp64 [ . Because the models of the CHD1 complexes with H3R2me2 and H3T3ph were not directly derived from the crystal structures, the binding free energies associated with them may not be predicted here with great accuracy. However, these simulations have the capacity to form a basis for future experiments, involving complexation of CHD1 with the modified peptides H3R2me2 and H3T3ph, and measurement of their dissociation constants.
Conclusions
We have performed molecular dynamics (MD) simulations and calculated binding free energies for the human protein CHD1 complexed with six different histone H3 modifications: H3K4me1, H3K4me3, H3(K4me3)(R2me2), H3(K4me3)(T3ph), H3R2me2, and H3T3ph. As far as we know, this is the first study in which the binding free energy of a protein to a histone tail peptide has been analyzed by decomposing the contributions by residue. With the proper choice of dielectric constant, the binding free energies agree well with the experimental results, which are available for the first four of these complexes. We have estimated the extent to which each individual residue contributes to the binding interaction and the nature of each contribution (electrostatic or van der Waals); these calculations are supported by visual inspection of the model. From our study, the following key points can be taken: firstly, the important residues in CHD1 can generally be divided into two classes-the residues that contribute to the binding affinity to all H3 modifications and the residues that contribute to binding specificity to certain H3 modifications; second, the CHD1 residues that are responsible for specificity tend to be negatively charged; third, the CHD1 residues that bind well to all forms of the H3 peptide tend to be hydrophobic; and finally, demethylating H3K4 in either the H3(K4me3) (R2me2) or the H3(K4me3)(T3ph) complex should have little effect on the strength of the binding interaction with the CHD1 protein. Future experiments designed to obtain dissociation constants for these complexes would test the accuracy of these predictions.
It is to be noted that these simulations are not expected to be a definitive authority on modeling the behavior of the CHD1/H3 complexes. At the time these simulations were conducted, there were a limited number of chromodomain/histone complex crystal structures available in the PDB. As recently as the last year, several additional crystal structures of chromodomain proteins bound to histone tails have become available in the PDB. Therefore, there is much scope for more detailed analysis to refine our understanding of the binding and recognition of histone modifications by the appropriate reader proteins and to provide additional insight into the interaction between chromodomains and histone peptides. Nevertheless, it is encouraging that this methodology can currently produce binding freeenergy data that are both in agreement with experiment and consistent with visual inspection. A possible avenue of future experiments might involve performing point mutations of CHD1 residues observed to be critical in this study for binding to H3 and investigating how these mutations affect the binding of the protein to a histone H3 modification. Mutations in the residues that give rise to binding specificity could conceivably compromise the ability of the chromodomain to differentiate between the modifications H3K4me3 and H3K4me1.
Materials and Methods

Modeling procedure
All of the CHD1/histone complex structures were obtained from the PDB. 30 For H3K4me1, the PDB entry is 2B2V; for H3K4me3, it is 2B2W; for H3(K4me3)(R2me2), it is 2B2U; and for H3(K4me3)(T3ph), it is 2B2T. The module of LEaP in the AMBER 9.0 31 software package was used to prepare the models for MD simulation. The methylated lysine and arginine and the phosphorylated threonine residues were not recognized by the standard residue library of LEaP and were treated as nonstandard residues. The charges for all nonstandard residues were calculated by Gaussian 03, 32 using the HF/6-31G ⁎ basis set, and were subsequently fitted with RESP. 33 The partial charges on all nonstandard residue atoms as calculated by Gaussian 03 and RESP are listed in Table S1a , b, and c. The nonstandard residues were all handled by Gaussian 03 individually and capped 34 by ACE and NME residues so they could be treated as complete molecules. The FF03 force field 35 was used for all interatomic parameters for which it had values. For those parameters not defined within the FF03 force field libraries, typically in the regions of histone modifications, the GAFF force field 36 was used to create special ".frcmod" files that were loaded into LEaP to supply the missing parameters. Each CHD1/ histone complex was placed in a rectangular periodic box of TIP3P water molecules. 37 The dimensions of the box extended 10 Å past the solute system on all sides. Na + counter ions were added to neutralize the system for each model when necessary.
MD simulation
Each system was minimized in two stages. In the first stage, the water molecules and couterions were relaxed while organic molecules were restrained by a harmonic force of 100 kcal/mol Å 2 . In the second stage, the restraints were released, and the entire system was minimized. Each stage consisted of 400 steps of steepest descent followed by 1600 steps of conjugate gradient minimization. After the minimization stages, the systems were heated from 0 to 300 K over 30 ps. The temperature of 300 K and pressure of 1 atm were maintained by a Berendsen thermostat and barostat with a coupling time 38 of 0.2 ps. The SHAKE algorithm was used to restrain all bonds involving hydrogen. 39 At the start of the heating portion of the MD, we assigned initial temperatures randomly according to the Maxwell-Boltzmann distribution. The systems were then equilibrated for 200 ps followed by production runs lasting 2 ns.
Trajectory analysis and free-energy calculation W.W.). Some of the MD simulations were conducted in a computer cluster of the Center for Theoretical Biological Physics at University of California, San Diego.
