A spatial quality control method, ARF, is proposed. The ARF method incorporates the optimization ability of the artificial fish swarm algorithm and the random forest regression function to provide quality control for multiple surface air temperature stations. Surface air temperature observations were recorded at stations in mountainous and plain regions and at neighboring stations to test the performance of the method. Observations from 2005 to 2013 were used as a training set, and observations from 2014 were used as a testing set. The results indicate that the ARF method is able to identify inaccurate observations; and it has a higher rate of detection, lower rate of change for the quality control parameters, and fewer type I errors than traditional methods. Notably, the ARF method yielded low performance indexes in areas with complex terrain, where traditional methods were considerably less effective. In addition, for stations near the ocean without sufficient neighboring stations, different neighboring stations were used to test the different methods. Whereas the traditional methods were affected by station distribution, the ARF method exhibited fewer errors and higher stability. Thus, the method is able to effectively reduce the effects of geographical factors on spatial quality control.
Introduction
A number of large-scale climate datasets based on station observations have been developed in recent decades to study the mean state of the climate, its variability, and long-term climate trends; these datasets are also used in numerical weather prediction (NWP) [1] . Data assimilation technology has helped improve the accuracy of numerical weather prediction; and the quality control (QC) of observation data is an essential first step in data assimilation [2] . Climate datasets are particularly important for the study of temperature because changes in temperature are closely related to human activity [3] . However, the migration of observation stations and potential changes could lead to uncertainty errors in long-term daily observations [4] , and such errors may reduce the quality of long-term observations and negatively influence subsequent research and the application of air temperature observations [5] . To mitigate these problems, QC methods for surface air temperature observations are used [6, 7] .
In general, QC for surface meteorological observations includes QC methods for single stations and multiple stations. These methods primarily include a plausible value check, a time consistency check, an internal consistency check, and a spatial consistency check [7] [8] [9] , where the spatial consistency check is used primarily for multiple stations. For a single station, the QC method is mainly based on a meteorological element under the time series of the target stations as exemplified by Meek and Hatfield [10] . They proposed three screening rules for hourly and daily observations of QCs based on the number of meteorological elements at a single station, including high/low range limits, rate-of-change limits, and continuous no-observedchange over time limits. In addition, Ye and Xiong proposed a Gene Expression Programming (GEP) algorithm for the hourly surface air temperature of single station 2 Advances in Meteorology observations [11, 12] . It represents a nondimensionalization treatment of relative humidity for the QC of air temperature, in which air temperature is based on the coupling relationship between air temperature and relative humidity. However, the method fails for a single station if there are a large number of missing observations. A multistation QC method can predict the value of a target station using observations from neighboring stations in a certain range to evaluate the reliability of the data [13] . Wade and Barnes proposed a QC method that uses the proportion of the inverse distances between multiple neighboring stations and the target station to calculate its weight [14, 15] . This method is called the inverse distance weighting (IDW) method, and it has a relatively stringent requirement for terrain. Subsequently, Hubbard and You proposed a spatial regression test (SRT) method that uses standard error calculation weights for multiple neighboring stations and a target station [16, 17] . The SRT presents a less stringent limitation regarding complex terrain than the IDW. However, both of these methods are affected by complex terrain and temperature fluctuations as well as by the logical relationship between temporal consistency and spatial consistency. Therefore, Wang and Liu proposed a comprehensive, consistent QC method that simultaneously applies a temporal consistency check and spatial consistency check [18] . The method effectively reduces the first type of error (type I error) and maintains a logical relationship between time and internal and spatial consistency. Xu et al. proposed a probabilistic spatiotemporal approach based on the SRT (SRT-PS), which can evaluate the uncertainty of temperature observations to a certain extent and eliminate the effect of temperature fluctuations [5] .
The accumulation of a large amount of historical data reduces the reliance on traditional methods and allows for the application of more accurate and efficient methods. Therefore, the random forest method [19] , which is a machinelearning algorithm that provides superior classification and regression capacities, is used in this paper, and parameter optimization is based on the artificial fish swarm algorithm (AFSA) [20] . The specific objectives are to (1) use evaluating indexes to assess the QC effects of the ARF method and traditional methods, (2) compare the effects of two error types with changes in the QC parameter between the ARF method and traditional methods, and (3) compare the QC performance of the ARF method with that of traditional methods for different time periods at different target stations.
Data
In this paper, 4 daily temperature observations recorded at six target stations, Chengdu (CD), Guangzhou (GZ), Lanzhou (LZ), Miyun (MY), Nanjing (NJ), and Taiyuan (TY), between 2005 and 2014 were selected for the spatial QC check. The 4 daily temperature observations corresponded to 02:00, 08:00, 14:00, and 20:00 Beijing time (CST). Target stations are selected by the number of neighboring stations, such as the IDW and SRT methods; the stations will not be selected as target stations if the number of neighboring stations is less than 5. In addition, a station which has typical characteristics (terrain, climate, or something else) and special geographical location (capital, economic center, etc.) is considered as a target station usually. China's surface meteorological observation stations are divided into three levels, and the most important stations are national meteorological stations; therefore, the national meteorological stations are the primary choice of target stations and the 6 target stations in this manuscript are all national meteorological stations. The ARF method was applied to the 4 daily temperature observations for the six target stations; the 2005-2013 data were used as a training set, and the 2014 data were used as a test set. The data were obtained from the Chinese National Meteorological Center, and all data were tested with basic QC methods that are considered accurate.
The distribution of the six target stations and their neighboring stations is shown in Figure 1 ; the target stations are indicated by five-pointed stars, and the boundaries of the different provinces are indicated by the irregular lines. As shown in Figure 2 , there are large differences in altitude between each of the LZ and TY target stations and their neighboring stations. In addition, the elevation data was only used to show the elevation difference between the target stations and their neighboring stations, and no elevation data were used in the experiment. Generally, there is a greater density of neighboring stations within 100 km of the target stations than within 200 km, and altitude varies least between the GZ and NJ target stations and their neighboring stations.
To test the feasibility of the method proposed in this paper, random errors were inserted into the observations of the target station by randomly adding artificial error. These errors were then compared with the predictions from the ARF method and the method of inserting artificial error proposed by Hubbard and You [21] . Approximately 3% of the observations were selected for the insertion of random errors, and the formula is as follows:
where is the value of the insertion error, is the standard deviation of the 4 daily temperature observations from the target station, is the position for the error insertion, and is a random number with uniform distribution [−3.5, 3.5]. In Hubbard research, there is a uniform distribution with a mean of zero and a range of ±3.5; this number is then multiplied by the standard deviation of the variable in question to obtain the error magnitude and the selection of 3.5 is arbitrary but does serve to produce a large range of errors [16, 22] .
Methods

Traditional Methods
Inverse Distance Weighting.
The IDW method is a type of spatial QC method based on the distance between neighboring stations and the target station, and the key to IDW is the use of the ratio of the distance (from the th neighboring station to the target station) to the whole distance (from all neighboring stations to the target station) as the weight. The formula is as follows:
wherê( ) is the predicted value for the moment obtained by the IDW method and ( ) is the observation value for the moment of the th neighboring station and the five neighboring stations that are closest to the selected target stations.
Spatial Regression Test.
The SRT is a QC method that assigns a weight according to the standard error between the station of interest and each of the neighboring stations [21] . For each neighboring station, the linear regression is based on the following estimate:
where is the estimate of the target station, represents the data of the th neighboring station ( = 1, 2, . . . , ), and are coefficients, and the weighted estimate is obtained using the standard error of estimate :
The weighted standard error of estimate is calculated as follows:
According to the above formulas, 10 stations with the smallest standard error relative to the target station were selected as neighboring stations.
The ARF method
Random Forest Algorithm.
The random forest (RF) algorithm belongs to the category of ensemble learning. Schapire developed the probably approximately correct (PAC) learning model, which evaluates strong and weak learning concepts [23] . The RF algorithm is the combination of multiple weak-classifier decision trees into a strong classifier, which is much easier than searching for a strong classifier directly and explains why the RF algorithm is widely used.
Artificial Fish Swarm Algorithm.
The AFSA is a type of optimization algorithm inspired by the phenomenon of predation on biological clusters. The fitness function represents "food," the current status of virtual artificial fish is = ( 1 , 2 , . . . , ), the position status of the viewpoint at a certain time is V = (
, the Rand function generates a random number between 0 and 1, the
Step function is the step length, the Visual function is the scope of vision, and the optimization process is derived from the following formulas:
In this paper, the out-of-bag (OOB) error is the fitness function of the model; the OOB error is explored under different mtry values using the R platform, where mtry values indicate the number of variables randomly sampled as candidates at each split, and the ability of the permutation importance to detect influential predictor variables in sets of correlated covariates highly depends on mtry [24] . And the influence of mtry values on the model construction time is also considered. Subsequently, the most suitable mtry value is selected, and the results are rapidly derived with minimal error.
QC Method
Using the AFSA and RF Algorithms. The QC model was constructed using the improved RF algorithm (ARF), and neighboring stations were selected within 200 km of the target station. The design of the ARF model is shown in Figure 3 . Random forest is an ensemble classifier based on bagging integration, and each subset is obtained by bootstrap random sampling of the original dataset. The data that are not collected are called OOB data. The fitness function of a given mtry value and OOB error is constructed, the AFSA is used to find the optimal mtry value, and the QC model is constructed with the optimal mtry value. The QC model is used to predict the target stations of the temperature observations, and the predicted values and observed values are tested via the threshold test. The predicted values of the model were determined as follows (7):
where obs is the observational value of the target station, which is inserted into the random error; est is obtained by the improved RF regression model to obtain the estimate of the target station; is the QC parameter; and is the standard error between the observed value and the predicted value of the target station. If formula (7) holds true, then the value is correct; if it does not, then the data are recorded as suspicious, thereby accomplishing data QC. 
Evaluation of Model Performance.
In this paper, the root mean square error (RMSE), the mean absolute error (MAE), and the Nash-Sutcliffe model efficiency coefficient (NSC) [25] were used to evaluate the QC model. Willmott recommends describing the average difference by the RMSE or MAE because the RMSE and MAE are among the "best" overall measures of model performance [26] . These indexes take the following form:
Results and Discussion
Spatial Correlation
Analysis. This paper selected six target stations in different regions. As a regional variable, surface temperature has obvious correlation in the spatial domain [27, 28] . Tobler considers this correlation to be a function of distance: the closer the regionalized variable, the stronger the correlation (Tobler's First Law of Geography) [29] . The spatial correlations of these regions, as calculated by Moran's [30] , are shown in Figure 4 . The selection range of the regions is a circle with a 200 km radius and the target station at the center. The closer Moran's value is to 1, the higher the spatial correlation of the stations is. All regions have high Moran's values, which indicates high spatial correlation, except for the LZ region. The lower value for this region is due to the variation in its altitude, as illustrated in Figure 2 . which may be due to the density of stations. Small changes in the number of neighboring stations result in small changes in the performance indexes of the three methods when the radius is greater than 140 km. Therefore, it was necessary to study the performance of the IDW, SRT, and ARF methods at different target stations at the same time and with the same number of neighboring stations.
To evaluate the influence of the number of neighboring stations on the IDW, SRT, and ARF methods, the performances of the three methods at the same number of neighboring stations within 200 km of each target station were compared. More than 10 stations were selected as neighboring stations for the IDW, SRT, and ARF methods in this paper. For the IDW method, neighboring stations were sorted by the shortest distance; and for the SRT method, stations were sorted by the smallest RMSE. The performance indexes of the IDW, SRT, and ARF methods are shown in Figure 6 . As shown in Figure 6 , the performance indexes of the ARF method are superior to those of the IDW and SRT methods. With an increasing number of neighboring stations, the performance of the ARF improves, whereas the performances of the IDW and SRT methods remain poor. The performances of the IDW and SRT methods are best when 10-15 neighboring stations are used. These results are consistent with the conclusions of the two methods and demonstrate that the performance indexes used in this paper can effectively evaluate the model. terrain and areas with variable climate (Figure 7 ). For coastal areas with relatively flat terrain, such as GZ and NJ, the deviation caused by regional differences was reduced, and the MAE and RMSE of the three methods were not very different. Overall, the MAE and RMSE of the ARF method were smaller and more stable than those of the IDW and SRT methods, and the ARF method's predictive effect was superior. Figure 8 illustrates how the AFSA algorithm can be used to optimize the results of the RF algorithm. Although the AFSA optimization increased the time required for the RF method to generate a prediction, the error rate of the RF method decreased. Overall, the ARF method's performance indexes were smaller and more stable.
Evaluation of Model
Statistical Analysis.
Statistical tests of a proposed hypothesis are generally subject to two types of errors: "type I" errors, which are produced when the correct data are treated as the wrong data, and "type II" errors, which are produced when the wrong data are treated as the correct data [31] . In the QC of surface meteorological observations, if type I errors are large and a considerable amount of correct data is treated as the wrong data, then the detection rate may be increased, but the integrity of the original data is compromised. However, if type II errors are large and a considerable amount of wrong data that should have been detected is "passed," then the QC meaning is obscured. A method of controlling type I errors and reducing type II errors is adopted to achieve better QC results. In this paper, the intersections between type I errors and type II errors are treated as the value of the QC parameter .
For example, Figure 9 shows the results of type I errors and type II errors for the CD station at 02:00, 08:00, 14:00, and 20:00; and ((a)-(c), (d)-(f), (g)-(i), and (j)-(l)) in the figures present the conditions of the ARF, IDW, and SRT methods for the two types of errors at 02:00, 08:00, 14:00, and 20:00. The graphs of the two types of errors for the other target stations are omitted. The QC parameters were obtained from the intersection of the two types of errors in Figure 9 , and the results are shown in Table 1 . According to formula (7), to evaluate the random insertion of an error value in the data, the detection rate is considered as equal to the magnitude of the number of detected errors divided by the total amount of error data.
The effects of different QC methods can be assessed through the comparison of the detection rate under different QC methods. As shown in Table 2 , because fewer artificial errors were inserted, the detection rate gap is not obvious; however, the ARF method had a generally higher detection rate than did the IDW and SRT methods. In addition, daily temperature observations from 634 stations in 10 different regions (Chengdu (CD), Guangzhou (GZ), Lanzhou (LZ), Miyun (MY), Nanjing (NJ), Taiyuan (TY), Beihai (BH), Haikou (HK), Urumqi (Um), and Changchun (CC)) between 2005 and 2014 were selected to evaluate the stability of the ARF method at different stations. As shown in Figure 10 , although the performance indexes for the ARF method are greater than those for the IDW and SRT methods for some stations in BH and CC, overall, the ARF method is superior to the IDW and SRT methods, especially in LZ, MY, and UM, and the performance indexes for the ARF method are more stable than those for the IDW and SRT methods.
Edge Stations Analysis.
Ideal neighboring stations, such as the 6 target stations chosen in this paper, were not available for all stations. For a station that has only a few stations in neighboring or edge areas, whether the traditional QC methods can achieve the original performance is unclear; therefore, the QC performance for the ARF method must be tested within this context. The distribution of stations in GZ and MY is shown in Figure 11 . The circles represent the stations with numerous neighboring stations nearby, and the pentagons represent the edge stations that are near the sea and lack neighboring stations. Because of the special geographical location of the edge region, the IDW method for calculating the weights by distance is not applicable; therefore, only the results of the ARF and SRT methods are compared.
The performance indexes for the ARF and SRT methods for edge stations are shown in Figure 12 , and the names of the stations are replaced by numbers 1 to 7 in GZ and 1-11 in MY. The letters (a) and (b) denote the performance indexes for the MAE and RMSE and detection rate for the edge stations. The results indicate that the ARF method includes obviously smaller errors than the SRT method. In Figure 7 , the ARF method exhibits nearly the same MAE and RMSE as the SRT method for GZ at different times; however, for the edge stations, the ARF method is clearly superior. Therefore, compared with the SRT method, the ARF method has less impact on the geographical edge of stations and is more conducive to eliminating the adverse effects of terrain.
Conclusions
The ARF method for the spatial QC of surface temperature observations was introduced in this paper. The results show that the ARF method is superior to traditional methods, especially at target stations with complex terrain and climate. Edge stations without sufficient neighboring stations were selected as target stations, and the ARF method performed better than the traditional methods for these stations. Moreover, the results show that the ARF method adapted better to different terrain and station distributions; thus, the superiority of the ARF QC method has been fully demonstrated.
The spatial correlation analysis shows that the ARF, IDW, and SRT methods are affected by spatial correlation: where spatial correlation is high, the prediction effect of the three methods is very good, whereas in regions with low spatial correlation, such as LZ, the prediction effect of the three methods is not good. However, the impact of spatial correlation is much smaller on the ARF method than on the IDW and SRT methods. With increases in the number of neighboring stations or in the radius of the surrounding area of neighboring stations, the results of the ARF method and the gain effect are consistently superior to the IDW and SRT methods in the spatial sensitivity analysis. The results also show that the ARF method has high dependence on the data. Although the QC effect of the ARF method is superior to the QC effects of the traditional methods evaluated in this paper, the data in this paper retained the basic integrity and credibility of long-term temperature observations. If the data had been obtained from automatic weather stations, which contain missing observations over a long time, the ARF method's performance would have suffered. In addition, the performance indexes of the ARF method have only a minor advantage over those of the IDW and SRT methods in regions with high spatial correlations and a large number of neighboring stations such as TY. Meanwhile, the ARF method takes longer than the RF and traditional methods.
To address defects in the ARF method in future research, particularly what relates to the lack of QC observations for target stations, multiple source observations for target stations that lack neighboring stations should be inserted during testing using a spatial interpolation method to simulate neighboring stations. In addition, the physical links between different meteorological elements and the relationship between surface temperature and altitude and distance of different stations should be considered for the QC of the surface temperature element at the target stations using several meteorological elements from neighboring stations.
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