Abstract-Fast and effective monitoring following airborne releases of toxic substances is critical to mitigate risks to threatened population areas. Electrically powered systems in industrial settings require monitoring of emitted electromagnetic fields to determine the status of the equipment and ensure their safe operation. In situations such as these, wireless sensor nodes (WSNs) at fixed predetermined locations provide monitoring to ensure safety. A challenging algorithmic problem is determining the locations to place these WSNs while meeting several criteria: 1) to provide complete coverage of the domain; 2) to create a topology with problem-dependent node densities; and 3) to minimize the number of WSNs. This paper presents a novel approach, advancing front mesh generation with constrained Delaunay triangulation and smoothing (AFECETS) that addresses these criteria. A unique aspect of AFECETS is the ability to determine WSN locations for areas of high interest (hospitals, schools, and high population density areas) that require higher density of nodes for monitoring environmental conditions, a feature that is difficult to find in other research work. The AFECETS algorithm was tested on several arbitrary shaped domains. AFECETS simulation results show that the algorithm provides significant reduction in the number of nodes, in some cases over 40%, compared with an advancing front mesh generation algorithm; maintains and improves optimal spacing between nodes; and produces simulation run times suitable for real-time applications.
I. INTRODUCTION
C LASSIFICATION of wireless sensor networks (WSNs) may be based on their application objectives, traffic characteristics, and data delivery requirements. WSN classification/ categorization is a significant area of study. A complete survey of classification, or categorization, techniques may be found in [1] - [4] .
Typical approaches for WSN classification/categorization are centralized versus distributed [5] - [8] , deterministic versus nondeterministic, or single-tier versus two-tier networks [9] - [12] . Distributed algorithms are an optimal selection when mobile nodes are an option and complete domain information is not available. Centralized algorithms are an appropriate choice for K. Derr is with Idaho National Laboratory, Idaho Falls, ID 83415 USA (e-mail: kurt.derr@inl.gov; kdiddm@yahoo.com).
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determining sensor positions when the geometry of the domain is known a priori and the domain does not support the use of mobile sensor nodes (SNs), such as within a metropolitan area. Centralized algorithms are able to create a topology that is an optimum outcome due to a global view of the domain. A prime application of WSNs is collecting sensory data from phenomenon and delivering that data to users through base stations located outside of the monitored domain. The sensors may form a mesh network where each sensor may capture, disseminate, and relay data. Several key aspects of the SN deployment are as follows: 1) selecting the best sensor locations for monitoring of the domain [13] ; 2) the ability of the deployed network to provide complete communication [14] and sensing coverage [15] of the domain; and 3) a sensor topology with appropriate node densities in different areas of the domain. This paper presents a novel mesh creation algorithm, advancing front mesh generation with constrained Delaunay triangulation and smoothing (AFECETS), which generates a mesh using the advancing front mesh generation (AFMG) algorithm with constrained Delaunay triangulation, smoothing, and heuristics to create an optimal topology. AFMG was chosen since the algorithm is a robust and reliable mesh generation technique for producing meshes in complex geometries. AFECETS creates an SN topology for convex and nonconvex polygonal domains, which require multiple areas of varying sensor density while minimizing the number of nodes in the network. This paper is organized as follows. Section II discusses related work. Section III provides a detailed formulation of the problem being solved and preliminaries. Section IV discusses constrained Delaunay triangulation and smoothing (CETS). Section V discusses the AFECETS simulation test results. Section VI presents industrial environments for AFECETS and Section VII presents our conclusion.
II. RELATED WORK
Szczytowski [16] addresses the sensing problem of a phenomena gradually changing over a monitored area. A distributed adaptive sampling technique, ASample, which detects both under and over sampled regions, is presented. ASample presumes an arbitrary spatial distribution of SNs that fully covers the domain. However, an arbitrary spatial distribution of static (nonmobile) nodes will not typically result in an optimal deployment. The strength of the ASample algorithm is the use of mobile nodes to optimize the deployment. This differs from the goal of the AFECETS algorithm, which is to calculate the positions for static SNs that result in an optimal deployment.
Qu [17] assumes that mobile sensors are initially randomly deployed in some domain, whereas AFECETS utilizes static sensors nodes. A centralized relocating algorithm is introduced to minimize sensor movement and prolong the lifetime of the sensor network. The centralized algorithm uses particle swarm optimization to minimize movement and save energy, and Voronoi diagrams to ensure that sensors cover the entire sensing domain. However, unlike AFECETS, this algorithm will not produce uniform distributions of nodes in multiple areas of the domain.
Wang [18] presents a centralized approach to determining the locations of sensors in an arbitrary shaped region by partitioning the sensing field into smaller subfields based on the shape of the field. The partitioning algorithms are not thoroughly described. This centralized approach does not produce uniform distributions of nodes in multiple areas of the domain like AFECETS.
Mesh generation techniques [19] , such as the AFMG algorithm, are used in both finite element analysis and computational fluid dynamics. These algorithms tend to create nodes as necessary to discretize the domain and conform to the boundary, resulting in a nonuniform distribution of nodes. This differs from the goal of the AFECETS algorithm, which is to produce a uniform distribution of nodes in multiple areas of the domain.
Schwager [20] presents a distributed approach for robots to spread out over an environment and provide adaptive sensing coverage. The robots use an online learning system to determine the areas that require higher density sensing coverage while exploring the environment using a traveling salesman (TSP)-based method. A weighting function represents the importance of the different areas of the environment. This distributed approach assumes that the sensing nodes are mobile, whereas AFECETS assumes static nodes for appropriate problem distributions.
Poe [21] investigates random and deterministic node deployments algorithms for large-scale WSNs. The performances of the WSNs are analyzed based on coverage, energy consumption, and message transfer delay. Simple convex deployment areas are selected to demonstrate the effectiveness of this algorithm, whereas the AFECETS algorithm provides near optimal SN deployment in both convex and nonconvex domains.
The AFECETS algorithm differs from the approaches described above in that the AFECETS nodes are static, the algorithm works in both convex and nonconvex polygonal domains, and the algorithm produces a uniform distribution of nodes in multiple areas of the domain.
III. PROBLEM FORMULATION AND PRELIMINARIES
A WSN is used to monitor and measure a varying distribution of contaminants (nonuniform phenomena distribution) in a bounded domain [22] - [24] using a centralized algorithm approach. We are given a set of sensors or nodes V = {v 1 , v 2 , . . . , v n } sufficient to provide complete coverage of a domain, where every sensor, or node, in V has a sensing and communications range sufficient to satisfy the desired internodal spacing [25] , [26] . The desired internodal spacing may vary in different areas of a domain based on the sensing and communications requirements. The nodes consist of both boundary nodes V B and internal nodes V I . The nodes are not mobile and require manual placement.
A scenario for the use of a centralized algorithm for determining the locations of SNs is as follows. A number of cities around the world suffer from major air pollution. These domains represent metropolitan areas and their surrounding suburbs where the density of people varies throughout the domain. The concentration of contaminants varies in each domain due to varying numbers of motor vehicles, factories, and other contaminant sources. Population statistics are available and city governments need to determine where to place SNs to monitor contaminants to evaluate the danger to the public and provide appropriate warnings. Direct correlations exist between population density and atmospheric pollutants. The AFECETS algorithm will be used to determine the location for SNs based on node densities for specific areas, correlated to population densities, provided by the city governments.
Additionally, a city may also require SNs to be placed in high-interest areas in the event of a disaster as illustrated in a SIM Center US-Ignite video [27] . A city would likely have both high-and low-interest areas based on areas of high population densities, and buildings serving the public such as hospitals, schools, and government facilities. The AFECETS algorithm would be effective in determining the locations to place SNs in these instances as well. Fig. 1 shows two bounded domains with different shapes representing metropolitan areas that will be used to demonstrate the effectiveness of the AFECETS algorithm. Each domain has an area of high sensory interest (HI), represented as a circle, where high population densities will create high concentrations of pollutants and areas of low sensory interest (LI) where lower population densities produce fewer pollutants.
The circular HI areas of Fig. 1 represent dense population areas where the concentration of SNs must be greater than the LI areas to acquire granular contaminant measurement data. The challenge is to create a mesh topology that meets the following requirements: 1) maintains complete sensing and communications coverage of the domain while minimizing the cost (number of sensors); 2) determines the locations for SNs in the HI area where the population is dense and SNs are closely spaced; 3) determines the locations for SNs in the LI area where the population is sparse and the spacing between nodes is greater than in the HI area; 4) forms an equilateral triangular mesh with the mesh in the HI area connecting with the mesh in the LI area; 5) sensor topology maintains multiple communications paths between neighboring sensors to maximize the robustness of the network. The terms and notation used in this paper are defined in Table I . Parameter default values are noted in parenthesis.
The term nodes will be used to refer to SNs throughout this paper. The problem of optimal placement of nodes in a sensor network necessary to completely cover the entire monitoring area was proven to be NP-complete [28] for most formulations of WSN deployments. Additionally, given L possible locations for nodes and N nodes, there are L N possible mesh sensor networks. The goal of the algorithmic approach in this paper is to determine an optimal solution providing: 1) complete coverage; and 2) maximum formation, while minimizing the number of nodes and achieving specific internodal spacing. Optimality is affected by geographic constraints such as the boundary, obstacles, and shape of the deployment area [29] - [32] .
A. Mesh Generation Metrics
Several metrics will be used to evaluate the performance of the centralized mesh generation, or SN configuration, algorithms. These metrics are explained in detail in [19] and are briefly summarized here.
The metrics that will be used to evaluate the quality of the generated mesh are average edge length (AEL), average triangle size (ATS), triangle quality q, number of nodes, formation effectiveness, and mesh energy (E).
AEL is the average edge length between nodes in the network. δ is the desired edge length between network nodes. δ HI represents the desired edge length between nodes in the HI area, and δ LI represents the desired edge length between nodes in the LI area.
ATS is the average triangle size in the generated mesh. The ideal equilateral triangle size (ITS) with 40-and 20-m spacings 
where b is the length of a side of the triangle and S is the size of the triangle in square meters.
Triangle quality (q) is the triangle quality metric [33] q defined as
where a is the area of the triangle; h 1 , h 2 , and h 3 are the lengths of triangle sides. A triangle is equilateral, the ideal case, when q equals 1.
Number of nodes is the number of nodes in both the HI and LI areas.
Formation effectiveness [34] F E is a measure of the ideal spacing arrangement between nodes in a domain
where A i is the size of triangle i in the mesh, I is the ITS, and n is the number of triangles in mesh.
Mesh energy (E) is a measure of the energy of the mesh. The entire graph G(V, E) of the sensor network, where V represents the nodes/sensors and E represents the edges/connections between the nodes, can be modeled as a mass spring mesh. The optimal distance between the nodes is the desired edge length, or the rest length of each spring. Each node represents a point mass. The total energy of the mesh is [33] - [35] 
where p i and p j are the coordinates of two connected nodes, d ij is the desired edge length between nodes i and j, k ij is a spring constant for the spring connecting nodes i and j, N i represents the nodes adjacent to node i, and n is the number of nodes in the network. The spring mass damper system, or mesh network, reaches the optimal state when E in (3) is minimized. If the distance between all nodes is equal to the rest length, then the energy of the mesh is zero. However, an equilibrium state in which the mesh energy is zero is generally not achievable given a specific desired edge length between nodes, a goal of minimizing the number of nodes, and the geographic constraints of boundaries, obstacles, and shape of the monitored domain. Therefore, the goal of the AFECETS algorithm is to determine a set of node positions that minimizes the mesh energy.
B. Advanced Front Mesh Generation Algorithm
The AFECETS algorithm has two fundamental parts: 1) the AFMG algorithm; and 2) the CETS algorithm. AFMG is a time-honored algorithm for the discretization of a domain. The boundary of the domain, a desired edge length, and the desired number of nodes are user-specified configuration parameters to the AFECETS algorithm.
The AFMG algorithm was chosen over other spatial decomposition methods because AFMG gives the mesh maximum flexibility to address complex geometries, such as in Fig. 3 , as well as to control mesh point distribution. AFMG produces a higher quality mesh than other spatial decomposition methods by constructing the mesh an element at a time, iteratively selecting optimal points to create mesh elements. The AFMG algorithm starts from an initial front, the boundary of the domain, and constructs the mesh element by element sweeping a front across the domain creating triangular surfaces. The details of the AFMG algorithm can be found in [19] .
The problem of finding the discretization of a domain is known as mesh generation. A triangulation of the closed bounded domain Ω is referred to as a mesh of Ω. The connectivity of the mesh is the connection between the vertices, where V represents a set of nodes and E is the set of edges, or connections, between those nodes.
1) AFMG-Generated Meshes:
Figs. 2 and 3 show examples of the mesh network generated by the AFMG algorithm for Domains 1 and 2, respectively. The maximum edge length values for the outer and inner polygons were arbitrarily set to 40 and 20 m, respectively, for generating these mesh networks. These values only impact the triangle size and not the effectiveness of the algorithm. The algorithm will work with any edge length values. The ITS with optimal 40-and 20-m spacings between nodes is 692.8 and 173.2 m 2 , respectively. The boundary nodes V B for HI and LI areas in these figures are shown as circles and X symbols, respectively. All other nodes, shown just as black dots, are internal nodes V I .
2) Analysis of AFMG-Generated Mesh Networks: Table II) . This is an expected outcome since the maximum desired edge length in the HI area is 1/2 of the value for the LI area. Table III lists the ATS and AEL ratios, which have an optimal value of 1. The ATS ratio is the actual ATS divided by ideal triangle size. The AEL ratio is the actual AEL divided by ideal AEL. The ATS and AEL ratios for LI and HI areas are more optimal for Domain 1 than Domain 2 as noted in Table III .
Analysis of q and F E (Table II) . The varying shapes of nonequilateral triangles affect the triangle quality q and formation effectiveness F E that varies from 0.91 to 0.95 and from 0.42 to 1.2, respectively, in Domain 2. The results are similar for Domain 1. An F E greater than 1 indicates that the triangle edge lengths are larger than the desired length δ, e.g., the HI area of Domain 2.
Analysis of mesh energy (Table II) . The mesh energy is closest to optimal, 0, for the HI area of Domains 1 and 2. This indicates that the triangle shapes are closer to equilateral shape, and edge lengths are closer to their desired value of δ.
Section IV discusses the novel CETS part of the AFECETS algorithm for LI and HI domain areas. The CETS algorithm optimizes a mesh within a nonintersecting closed polygon, as well as an inner polygon, to conform to the configuration parameters of number of nodes, distance between nodes, and geometry of the domain.
IV. CONSTRAINED DELAUNAY TRIANGULATION AND SMOOTHING
The novel part of the AFECETS algorithm is the CETS algorithm. The CETS algorithm performs mesh simplification on the existing generated mesh by reducing the number of nodes in the domain to minimize cost (number of sensors) and calculating new sensor locations in densities appropriate for HI and LI areas. Node reduction requires removal of nodes based on an algorithmic approach, followed by Delaunay triangulation of the domain constrained by the edges formed by boundary nodes. The node density in HI and LI areas is based on a desired internodal spacing, or edge length between nodes. A node and two neighbors should form a shape as close to an equilateral triangle as possible to minimize both overlap and gaps in coverage.
A. Basic Steps of CETS
The CETS algorithm uses node removal, constrained Delaunay triangulation (CDT), and smoothing techniques to optimize the mesh. The basic three steps of the algorithm are as follows.
Step 1) Removal of unnecessary boundary nodes. The boundary nodes on the outer and inner polygons are removed first because boundary nodes are the constraints for the CDT algorithm. The boundary nodes V B in the mesh that are separated by a distance of less than δ in (5) are removed to minimize coverage overlap. ∂Ω is the boundary of the domain
where δ is either δ HI , the desired spacing between nodes in the HI area, or δ LI , the desired spacing between nodes in the LI area.
Step 2) Iterative removal of internal nodes with CDT. The next step after the removal of boundary nodes is the removal of internal nodes V I . Edge collapsing, or vertex removal, of an edge AB replaces this edge by only one point. This leads to positioning A on B, or B on A. Let N be the set of vertices adjacent to V I , if the distance between each neighbor in N and the vertex/node V I is less than δ, then the node V I may be removed from the mesh. This is the node removal criterion
where δ equals δ HI in the HI area and δ LI in the LI area.
An internal node V I may be removed only if the node satisfies this node removal criterion. The node removal criterion requires that a V I node must have distances to all adjacent vertices less than the desired node spacing δ. After an internal node is removed, the entire mesh is retriangulated using the CDT algorithm. This process repeats until the number of nodes in the mesh has been reduced to the desired amount, or there are no other internal nodes in the mesh that satisfy the node removal criteria.
Step 3) Smoothing. Smoothing is an iterative process for repositioning internal vertices to improve the quality of the mesh. A smoothing technique may be implemented by calculating the area of a polygon formed by the adjacent vertices of node V I . The area of a nonself-intersecting closed polygon defined by n vertices adjacent to V I with coordinates' x j and y j is
The x, y coordinates c x , c y of the centroid of this polygon is
The smoothing algorithm is described by
The smoothing algorithm in (10) iterates through all of the internal vertices V I of the mesh calculating the polygonal area in (7) of the vertices adjacent to V I , the centroid point of the polygon with (8) and (9), and the distance d in (11) is moved to c x , c y . The smoothing algorithm terminates when the average internal node movement is less than or equal to the movement threshold λ. Smoothing effectively moves SNs to lower energy positions in the mesh network.
B. Pseudocode for CETS Algorithm
The high-level pseudocode for the CETS algorithm is listed in Table IV .
The algorithm outlined in Table IV reduces the number of nodes on the polygon boundaries and applies the CDT algorithm. Next, the polygonal areas are retriangulated while removing nodes that meet the node removal criteria. The last step is to perform Laplacian smoothing on all polygonal areas.
The next section discusses the results of applying the CETS algorithm to the AFMG meshes for the domains in Fig. 1 .
V. AFECETS SIMULATION TEST RESULTS
This section illustrates the advantages of the AFECETS algorithm over the AFMG algorithm. The simulation results of the AFECETS algorithm are now examined for the HI and LI areas of Fig. 1 . These simulations were developed with MATLAB student version 7.8. The desired node spacing, or edge length between nodes, in the HI area and LI areas is arbitrarily selected as 20 m (δ HI ) and 40 m (δ LI ), respectively. This edge length is chosen based on the desired spacing between nodes.
Multiple areas with different communications and sensing requirements may be optimized by the AFECETS algorithm, rather than just one LI and one HI area. The AFECETS algorithm places no limit on the number of areas within a domain that may have different communications and sensing requirements. The goal is for a node and two neighbors to form a shape as close to an equilateral triangle as possible in both LI and HI areas.
Figs. 4 and 5 show the effects of applying the AFECETS algorithm to the domains of Fig. 1 . The algorithmic run times for the Domains 1 and 2 geometries are inconsequential, 86 and 59 s, respectively. Fig. 4 depicts an HI area shown as a circle within the polygon. The nodes on the periphery of the HI area are denoted by small circles. The AFECETS algorithm effectively reduced the number of nodes within the HI area, and LI area outside of the circle, through CETS. The AFECETS algorithm also reduced the number of nodes in both HI and LI areas of Fig. 5 . metric values may be compared to the values produced by the AFMG algorithm in Table II to demonstrate the improvements that the AFECETS provides over the AFMG algorithm, e.g., a reduction in the number of nodes necessary to provide coverage, improvement in triangle quality q, ATS values that are closer to the ideal triangle sizes, and AEL, F E , and E values closer to optimal. Table VI shows how close the ATSs are to the ideal triangle sizes using the ATSs from Table V. The optimal ratio of average to ideal triangle size is 1. The AFECETS algorithm significantly produced more optimal triangle sizes for LI areas compared to the AFMG algorithm data listed in Table III .
A. Analysis of AFECETS Simulation Results
Analysis of ATS and AEL (Table VI) . Highly irregular shaped polygons like Domain 2 are more difficult to create optimal mesh structures than for more traditional polygons such as in Domain 1. This difficulty is evident in examination of the data in Table V . The ATS for Domain 1 is closer to optimal than for Domain 2 for both LI and HI areas as shown in Table VI . The AEL for Domain 1 of the HI area is closer to optimal than for Domain 2, whereas the AELs for the LI area of Domains 1 and 2 are virtually the same.
Analysis of F E (Table V) . The smaller range of F E values for the AFECETS algorithm is due to AEL values being closer to their optimal. The F E values in Table V range from 0.84 to 1.4 (range of 0.56), whereas the F E values in Table II for the AFMG algorithm range from 0.42 to 1.2 (range of 0.78). These results demonstrate that the AFECETS algorithm produces a more optimal configuration than the AFMG algorithm.
Analysis of mesh energy. Fig. 6 depicts mesh energy levels for Domains 1 and 2. The energy levels for the AFMG and AFECETS algorithms are shown as red and yellow, respectively. The important result that this graph demonstrates is the significant reduction in energy level for the LI area. The reduction in energy level means that the edge lengths produced by the AFECETS algorithm are more optimal than those produced by the AFMG algorithm.
Although the best mesh network layouts are typically achieved by minimizing the mesh energy levels, a goal of the AFECETS algorithm is to minimize the number of SNs in the HI and LI areas by removing any nodes that meet the node removal criterion. After removing a node and retriangulating using CDT, some of the edges may be larger than the desired value of δ. For example, the AEL in the HI area is greater than the desired value δ HI . This accounts for the increase in energy level for the HI areas.
Analysis of node count and edge lengths. Figs. 7 and 8 show bar graphs of the node counts and edge lengths, respectively, for the LI and HI areas of Domains 1 and 2. The edge lengths for the AFMG and AFECETS algorithms are shown as red and yellow, respectively. The important results that these graphs depict are the significant: 1) reduction in the number of necessary nodes; and 2) improvement in the AEL values. The dashed lines represent the desired optimal node count and edge length values for the LI and HI areas. The node counts and edge length data are graphed for both the AFMG and AFECETS algorithms. As the node counts decrease for the AFECETS mesh network simulation, the edge lengths increase as expected. This means that fewer nodes in an LI or HI area result in greater AELs for the remaining nodes. This is what the AFECETS algorithm is designed to do, i.e., produce fewer nodes in an area with edge lengths close to optimal.
The AFECETS algorithm reduced the number of SNs required in all of the LI and HI areas of both Domains 1 and 2. The node reductions in the LI areas of Domains 1 and 2 are 29.6% (100-69/98) and 43.7% (100-67/119), respectively. The node reductions in the HI areas of Domains 1 and 2 are 22.8% (100-34/44) and 28.6% (100-20/28), respectively. The AFECETS algorithm produced the greatest node reduction, 43.7%, in the LI area of the domains. The AFMG algorithm creates a mesh with 119 nodes in the LI area due to the complex geometry of the domain, while the AFECETS algorithm reduces this node count by 43.7% based on the algorithms' optimization technique.
B. Summary of AFECETS Simulation Results
The AFECETS algorithm meets the requirements stated in the problem formulation of Section III: 
VI. INDUSTRIAL ENVIRONMENTS FOR AFECETS
The previous narrative illustrates the AFECETS concept and demonstrates the effectiveness of the AFECETS algorithm. However, the AFECETS algorithm may be used to determine the location of SNs in any application or environment, e.g., in factory buildings, city roads and highways, and farm land for sensing temperature and humidity. Fig. 9 shows a combined industrial and residential area of a city where the deployment of sensor will vary. The black lines overlaid on the map mark the area where SNs need to be placed to monitor for environmental hazards. The city blocks represent obstacles. The sensors may be embedded in the roadway or placed at some height above ground. The resulting mesh topology created by the AFECETS algorithm shows the location of sensors as black circles and black lines connecting the sensors. Fig. 10 shows the AFMG algorithm layout of sensors in a factory floor plan with manufacturing machines and equipment in the plant warehouse. This is a typical layout of machines and equipment on industrial premises for a machine equipment factory [36] or industrial sewing machine plant layout [37] . The factory floor layout of Fig. 10 is an example that illustrates the deployment of areas of different sensor density. Fig. 11 shows the same factory floor layout with sensor placement by the AFECETS algorithm. The inner circle represents an HI area within a larger LI area. The factory machines emanate an electromagnetic signature as well as affect the temperature in the factory. The machines need to be monitored to ensure that the electromagnetic signature and temperature are within the design guidelines and the machinery is operating safely. The resulting mesh topology created by the AFECETS algorithm shows the location of sensors as small black dots with black lines connecting the sensors. The boundary nodes V B for HI and LI areas in Figs. 10 and 11 are shown as circles and X symbols, respectively. All other nodes, shown just as black dots, are internal nodes V I .
The number of sensors in the factory floor layout is dependent on the desired overlap in coverage by the sensing nodes. Section VI-A discusses the optimal sensor layout to: 1) minimize gaps and overlap in coverage; or 2) provide greater overlap in coverage with no gaps. Both strategies are dependent on the spacing chosen between SNs.
Tables VII and VIII show the factory floor metrics data for AFMG and AFECETS algorithms. The ideal triangle sizes for the LI and HI areas are 692.8 and 389.7 m 2 , respectively. The AFECETS algorithm minimizes the number of nodes in HI and LI areas while achieving edge lengths close to their desired values. AFECETS significantly reduced the number of nodes by 41.3% (100-209/356) and 24% (100-38/50) in the LI and HI areas, respectively. The distances between nodes, or AEL, are within 5.25% (100-37.9/40) and 15% (34.6/30) of their ideal values of 40 in the LI area and 30 in the HI area, respectively. The ATSs for the LI and HI areas in Table IX are within 18% (1000-82) and 24% (124-100) of their ideal values, respectively. The AFECETS algorithm produces the best results for areas that have high node counts, due to a larger number of nodes for averaging edge lengths, as seen in Tables VIII and IX .
A. Mitigating Communications Issues
Communications range of the sensor affects the connectivity of the mesh network. Sensing range of the sensor affects the sensing coverage of the mesh network. Effective sensor deployment algorithms must consider both coverage and network connectivity. We use isotropic sensing and communications models, as well as a two-dimensional equilateral triangular mesh deployment that provides maximum coverage with the smallest overlap and gap in coverage [23] .
Each sensor in our mesh network has the same communications and sensing ranges. Two sensors, S i and S j , are connected if |S i S j | ≤ R c , where R c is the communications range of each sensor. The maximum coverage and no gap layout for nodes, as shown in Fig. 12 , is when |S i S j | = √ 3R S , where R s is the sensing range of each sensor. This is our optimal sensor layout resulting in full coverage with no sensing gaps in the sensor field and with minimal overlap in coverage. The area of coverage overlap between two sensors is the area of the intersection of two circles of radius R S .
A sensor spacing of R s , or distance between sensors of |S i S j | = R S = R C , also results in no gap coverage (see Fig. 13 ). A sensor network deployment with these configuration parameters will require a larger number of sensors to cover the same area as in Fig. 12 because of greater coverage overlap and closer sensor spacing.
Therefore, two approaches for mitigating the problem of communications ranges affected by varying propagation conditions in the environment are to: 1) utilize sensors that have a wireless communications range far greater than the distance to their neighboring sensors; and 2) increase the density of sensors in areas that experience high, or varying, signal degradation resulting in coverage overlap. Time-varying channels are taken into account by the communications protocols. Latency is also addressed within the communications protocols. A variety of routing protocols are possible in mesh networks based on the requirements of the sensor deployment. The selected routing protocols may allow a node to switch the communications to another path if experiencing delays on the primary path.
The nodes in a wireless mesh network may send their data to one or more sink nodes outside of the mesh network for exfiltration and processing, i.e., data aggregation. Nonoverlapping frequency channels are required to achieve interference-free communications both within the mesh and in communicating data to sink nodes. The locations and number of sink nodes need to be chosen carefully to avoid unnecessary packet delays and degradation of network performance. A wireless mesh network is scalable only if the number of sink nodes grows with the number of nodes. This growth is necessary to maintain the node to sink node ratio and achieve load balancing.
VII. CONCLUSION
Airborne releases of toxic substances and pollutants require close monitoring with sensors in high-interest areas (hospitals, schools, government buildings, and high population density areas) to provide early warning to the public. These highinterest areas require a higher density of nodes for monitoring environmental conditions than in other low-interest metropolitan areas where population densities are low. The AFECETS algorithm determines the locations to place these static nodes in both high-and low-interest areas, while providing complete coverage of an arbitrary domain, a feature that is difficult to find in other research work.
The AFECETS algorithm has met the requirements of arbitrary domain coverage and significantly reduced the number of nodes, in some cases over 40%, compared to an AFMG algorithm; maintained and improved optimal spacing between nodes; and produced simulation run times suitable for real-time applications.
Future work will explore centralized approaches to sensor network configurations taking sampling rates and communication bandwidth into account with multiobjective optimization.
