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Abstract
We consider the consensual distributed optimization problem on a Riemannian manifold.
Specifically, the minimization of a sum of functions is studied where each individual function
in the sum is located at a node of a network. An algorithm to solve the problem is proposed.
A detailed convergence analysis is carried out for smooth functions. The algorithm is
demonstrated using some standard applications which fit the proposed framework.
1 Introduction
In the last few decades there has been a major effort to develop algorithms dealing with dis-
tributed optimization problems and consensus protocols. The lmajority of these aim at solving
problems arising in wireless and sensor networks, machine learning, multi-vehicle coordination
and internet transmission protocols. In such scenarios, the networks are typically spatially dis-
tributed over a large area and potentially have a large number of nodes. The absence of a
central node for access to the complete system information lends them the name ”decentralized
algorithms”. Such a distinction is made because the lack of a central entity makes the con-
ventional centralized optimization techniques inapplicable. This has initiated the development
of distributed computational models and algorithms to support efficient operations over such
networks. We refer the interested reader to [1] for a succinct account of the theory of distributed
optimization algorithms and the recent developments therein.
The problem of consensual distributed optimization for the Euclidean case be formally stated
as :
minimize
N∑
i=1
f i(xi),
subject to
N∑
j=1
qij‖xi − xj‖2 = 0 ∀i ∈ {1, ..., N},
where xi ∈ Rn, f i : Rn → R and scalars qij with qij > 0 if the nodes i and j can communicate
and equal to zero if not. There are usually some additional assumptions on the network which we
do not state here. Our objective here is to consider the above problem for Riemannian manifolds.
The obvious generalization of the above would be:
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minimize
N∑
i=1
f i(xi),
subject to xi ∈M,∑
j∈Ni
qijd
2(xi, xj) = 0 ∀i ∈ {1, ..., N},
(1)
whereM is a Riemannian Manifold, f i : M→ R and d2(xi, xj) is the squared distance between
xi and xj (see section II for a definition of distance for Riemannian manifolds). The algorithm
we propose for solving (1) and its convergence properties are fundamentally different from the
Euclidean case. The aim of the present work is to provide such an algorithm and study its
convergence properties.
Relevant Literature : [2] traces the key ideas of gradient descent algorithms with line search
on manifolds to [3]. As computationally viable alternatives to calculating geodesics became
available, the literature dealing with optimization on Riemannian manifolds grew significantly.
In the last few decades, these algorithms have been increasingly challenging various mainstream
algorithms for the state of art in many popular applications. As a result, there has been con-
siderable interest in optimization and related algorithms on Riemannian manifolds, particularly
on matrix manifolds. [2] and [4] serve as standard references for the topic alongwith [5] for con-
vex optimization on Riemmanian manifolds. We refer the reader to the ”notes and reference”
section in [2] for a wonderful account of the history and development of this field.
The literature on distributed optimization is vast building upon the works of [6] for the
unconstrained case and [7] for the constrained case. [8] was one of the earliest works to ad-
dress the issue of achieving a consensus solution to an optimization problem in a network of
computational agents. In [7], the same problem was considered subject to constraints on the
solution. The works [9] and [10] extended this framework and studied different variants and ex-
tensions (asynchrony, noisy links, varying communcation graphs, etc.). The non-convex version
was considered in [11] and a nonlinear version was studied in [12].
Finally, we briefly mention some of the works which study distributed consensus algorithms
on Riemannian manifolds. Some of the direct applications include distributed pose estimation,
camera sensor network utilization among others. [13] lists the earliest works on Riemannian
consensus algorithms as [14] and [15]. The former considers the spherical manifold while the
latter deals with the N -torus. [16] considers a more general class of compact homogeneous man-
ifolds. However, these deal with only embedded sub-manifolds of Euclidean space. In particular
they depend on the specific embedding used and hence are extrinsic. Some other relevant works
which deal with coordination on Lie groups include [17] and [18]. The most important work for
our purposes is [13]. In it, the authors consider the consensus problem as an optimization prob-
lem and employ the standard Riemannian gradient descent to solve it. A primary advantage
of using this approach is that it is intrinsic and hence is independent of the embedding map used.
Overview of the present work : We propose an algorithm which is a natural extension of the
distributed optimization framework for Euclidean space. To do so, we leverage ideas from [6]
and [13]. The present generalization to Riemannian manifolds faces two (surmountable) hurdles :
(i) The Riemannian distance function, which is the analog of the Euclidean distance for man-
ifolds, is not convex. This introduces local minima in the cost function that is being minimized
in order to achieve consensus. These local minima constitute non-consensus configurations, by
which we mean that the limiting values at all the nodes need not be equal. However, this prob-
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lem can be overcome by restricting our attention to local neighborhoods where convexity of the
Riemannian distance function is guaranteed.
(ii) The gradient vectors of the cost function evaluated at different nodes are tangent vectors
lying in different tangent planes. This renders the usual vector operations on them useless. This
issue is addressed using the concept of vector transport.
The convergence properties of the proposed algorithm are studied and convergence is es-
tablished under certain assumptions. The algorithm is presented for the noisy case, i.e. the
gradient evaluations are assumed to contain noise. This is done in order to study the algorithm
in greater generality and subsumes the noiseless case.
The paper is organized as follows : In Section 2 we provide basic definitions and recall con-
cepts of Riemannian manifolds which we will be using here. Also, a quick review of Riemannian
consensus and distributed optimization on Euclidean spaces is provided. Section 3 presents the
algorithm along with relevant assumptions needed to establish convergence. Seciton 4 details
the convergence analysis. We first show that the algorithm achieves consensus subject to certain
assumptions. Then we compare the asymptotic behaviour to a related dynamical system. In
section 6 we test the proposed algorithm on several different examples.
Some Notation : Since we are dealing with distributed computation, we use a stacked vector
notation. In particular a boldface wk = (w
1
k, · · ·, wNk ), where wik is the value stored at the i’th
node, so that the superscript indicates the node while the subscript the iteration count. The
notation f(x) = o(g(x)) denotes
lim
x→∞
f(x)
g(x)
→ 0,
while f(x) = O(g(x)) represents
lim sup
x→∞
∣∣∣∣f(x)g(x)
∣∣∣∣ ≤M
for some constant M <∞.
2 Additional Background
In this section we briefly recall the basic definitions and concepts regarding Riemannian man-
ifolds while also establishing notation. For a detailed treatment we refer the reader to [19] or
[20]. We also cover the basics of Riemannian consensus and Euclidean distributed optimization.
2.1 Basic Definitions
(i) Riemannian Manifolds : Throughout this paper we letM denote a connected Riemannian
manifold. A smooth n-dimensional manifold is a pair (M,A), where M is a Hausdorff second
countable topological space and A is a collection of charts {Uα, ψα} of the set M (for more
details see [13]). A Riemannian manifold is a manifold whose tangent spaces are endowed with
a smoothly varying inner product 〈·, ·〉x called the Riemannian metric. The tangent space at
any point x ∈ M is denoted by TxM (for definition see [2] or [19]). We recall that a tangent
space admits a structure of a vector space and for a Riemannian manifold, it is a normed vector
space. The tangent bundle TM is defined to be the disjoint union ∪x∈M{x} × TxM. The
normal space at the point x denoted by NM(x) is the set of all vectors orthogonal (w.r.t to
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〈·, ·〉x) to the tangent space at x. Using the norm, one can also define the arc length of a curve
γ : [a, b]→M as
L(γ) =
ˆ b
a
√
〈γ˙(t), γ˙(t)〉γ(t) dt.
We let d(·, ·) denote the Riemannian distance between any two points x, y ∈M, i.e.,
d : M×M→ R : d(x, y) = inf
Γ
L(γ),
where Γ is the set of all curves in M joining x and y. We recall that d(·, ·) defines a metric on
M. We also assume that the sectional curvature of the manifold is bounded above by κmax and
below by κmin.
(ii) Geodesics and Exponential Map : A geodesic onM is a curve that locally minimizes
the arc length (equivalently, these are the curves that satisfy γ′′ ∈ NM(γ(t)) for all t). The
exponential of a tangent vector u at x, denoted by expx(u), is defined to be Γ(1, x, u), where
t→ Γ(t, x, u) is the geodesic that satisfies
Γ(0, x, u) = x and
d
dt
Γ(0, x, u)|t=0 = u.
Throughout the paper we assume a geodesically complete manifold, i.e. there is always a minimal
length geodesic between any two points on the manifold. Let B(x, r) denote the open geodesic
ball centered at x of radius r, i.e.
B(x, r) = {y ∈M : d(x, y) < r}.
Let I˜x denote the maximal open set in TxM on which Expx is a diffeomorphism. On the set
Ix = Expx(I˜x), the exponential map is invertible. This inverse is called the logarithm map and
is denoted as logx y = Exp
−1
x y for y ∈ Ix.
(iii) Injectivity Radius : The radius of the maximal geodesic ball centered at x entirely
contained in Ix is called the injectivity radius at x and is denoted as injxM. Also,
injM = inf
x
{injxM}.
(iv) Retraction : A retraction on M is a smooth mapping R : TM →M, where TM is
the tangent bundle, with the following properties :
i) Rx(0x) = x, where Rx is the restriction of the retraction to TxM and 0x denotes the zero
element of TxM.
ii) [Local rigidity] With the canonical identification T0xTxM' TxM, Rx satisfies
DRx(0x) = idTxM,
where idTxM denotes the identity mapping on TxM. We assume in addition that the following
property holds :
d(x,Rx(ξx)) ≤ c‖ξx‖. (2)
This obviously holds for the exponential with an equality for c = 1. We let c = 1 in (2) for a
retraction without any loss of generality.
4
(v) Convexity Radius : The convexity radius rc > 0 is defined as:
rc =
1
2
{
inj M, pi√
κmax
}
,
where, if κmax ≤ 0, we set 1/√κmax = +∞. This quantity plays an important role in studying
the convergence properties since any open ball with radius r ≤ rc is convex. A subset X ofM is
said to be a geodesically convex set if, given any two points in X , there is a minimizing geodesic
contained within X that joins those two points. Additionally, the function x 7→ d2(y, x) for any
fixed y is (strongly) convex when restricted to B(y, rc).
(vi) Riemannian Gradient : Let f : M→ R be a smooth function and v ∈ TxM be a
tangent vector. If Df(x)[v] is the directional derivative of f at x in the direction v, then the
gradient of f at x, denoted by gradf(x), is defined as the unique element of TxM that satisfies,
Df(x)[v] = 〈grad f(x), v〉.
(vii) Parallel/Vector Transport : A parallel transport T yx : TxM → TyM translates
the vector ξx ∈ TxM along the geodesic to T yx (ξx) ∈ TyM, while preserving norm and in some
sense the direction. Generalizing the notion of parallel transport, a vector transport associated
with a retraction R (or a geodesic in general) is defined as a smooth mapping (⊕ denotes the
Whitney sum)
TM⊕ TM→ TM : (ηx, ξx) 7→ Tηx(ξx) ∈ TM
satisfying :
i) If pi(·) denotes the foot of a tangent vector, then pi(Rx(ηx)) = pi(Tηx(ξx)).,
ii) Tηx : TxM→ TR(ηx)M is a linear map,
iii) T0x(ξx) = ξx
Vector transports are in general more computationally appealing than parallel transport.
We use the more intuitive notation (the same one as used for parallel transport) T yx := Tηx(ξx)
for a vector transport with y = Rx(ηx). The vector transport is well defined as long as we stay
within the injectivity radius. Note that we don’t explicitly specify the retraction or the geodesic
in the notation.
2.2 Riemannian Consensus
The behavior of consensus algorithms on Riemannian Manifolds is radically different from the
Euclidean case. The fundamental differences seem to arise from the fact that the squared Rie-
mannian distance function is not globally convex in general. Also, the effect of the curvature
of the manifolds has to be accounted for (although for non-positive curvature, the behavior is
almost the same as for the Euclidean case because of an infinite convexity radius, see Corollary
14, [13]). Because of this, only local convergence can be claimed. Although a number of algo-
rithms have been suggested to achieve consensus on manifolds, the best suited for our purposes
is the one suggested in [13]. This seems to be the most natural and effective generalization of
the Euclidean case and involves minimizing the following potential function :
ϕ(w) =
1
2
∑
{i,j}∈E
d2(wi, wj).
Doing a Riemannian gradient descent on the above yields,
wik+1 = Expwik(− gradwi ϕ(wk)),
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where  is an admissible time step depending upon the upper bound µmax on the Hessian of
the function ϕ(·) along the geodesic on some open subset X ⊂ M (see Proposition 8, 9 in [13]
for the exact formula), i.e. for any x ∈ X and v ∈ Tx0M, the second derivative of ϕ(·) along
γx0(t) = Expx0(tv) satisfies
d
dt2
ϕ(γx0(t))
∣∣∣
t=0
= 〈v,Hessϕ(x0) v〉 ≤ µmax‖v‖2 (3)
Alternatively, one could use a time step decaying to zero without worrying about the Hessian
bound. The downside will be a possibly slower convergence rate.
The behavior of the above algorithm has been thoroughly studied in [13] and the discussion
that follows is directly based on it. The underlying idea of [13] to overcome the non-convexity
(and hence local minima) of d2(·, ·) is to restrict the initial measurements to a convex neigh-
borhood. By definition, the global minima of ϕ(·) belong to the consensus submanifold D for a
undirected connected graph, where D is defined as
D = {(w, ...., w) ∈MN : w ∈M}. (4)
This set is the diagonal space of MN and it represents all possible consensus configurations
of the network. Let Gdiam denote the diameter of the network graph. Then using a simple
calculation, we can bound the distance between any two node estimates wp and wq, connected
by the path {ik}Kk=0, as,
d2(wp, wq) ≤
(K−1∑
k=0
d(xi
k
, xi
k+1
)
)2
≤ K
K−1∑
k=0
d2(xi
k
, xi
k+1
) (5)
≤ K
( ∑
{i,j}∈E
d2(wi, wj)
)
≤ 2Gdiam ϕ(w),
where in the last inequality we use K ≤ Gdiam. So, as long as ϕ(w) < (rc)2/2Gdiam, the node
estimates remain within a convex neighbourhood and eventually converge to D since ϕ(wk) is
decreasing on the sequence wk. This sub-level set of ϕ(·) plays an important role for the case
of manifolds with finite convexity radius and we denote it as :
Sconv =
{
w ∈MN : ϕ(w) ≤ (rc)
2
2Gdiam
}
. (6)
Note that above set is convex. We also point out that the estimate in (5) is highly conservative
and usually the convergence set will in fact might be larger. In fact, if rc = ∞ (e.g. PSD
matrices, hyperbolic space), then global convergence to D is guaranteed.
2.3 Euclidean Distributed Optimization
Suppose we have a network of N agents indexed by 1, ..., N. We associate with each agent i, a
function f i : Rn → R and a global convex constraint set X . Also, let f : Rn → R denote
f(·) := 1
N
N∑
i=1
f i(·). (7)
Let the communication network be modeled by a static undirected connected graph G ={V, E}
where V = {1, ..., N} is the node set and E ⊂ V×V is the set of links (i, j) indicating that agent
6
j can send information to agent i.
We associate with the network a non-negative weight matrix Q = [[qij ]]i,j∈V such that
qij > 0⇐⇒ (i, j) ∈ E .
In addition, the following assumptions are made on the matrix Q :
(N1) [Double Stochasticity] 1TQ = 1T and Q1 = 1.
(N2) [Irreducibility and aperiodicity ] We assume that the underlying graph is irreducible, i.e.,
there is a directed path from any node to any other node, and aperiodic, i.e., the g.c.d.
of lengths of all paths from a node to itself is one. It is known that the choice of node in
this definition is immaterial. This property can be guaranteed, e.g., by making qii > 0 for
some i.
This implies that the spectral norm γ of Q− 11TN satisfies γ < 1. This guarantees in particular
that
‖(Qk −Q∗)u‖ ≤ κβ−k‖u‖ (8)
for some κ > 0, β > 1, with Q∗ denoting the matrix 11
T
N .
The objective of distributed optimization is to minimize (7) subject to staying in the con-
straint X while simultaneously achieve consensus, i.e.
minimize
N∑
i=1
f i(xi)
subject to xi ∈ X∑
j∈Ni
qij‖xi − xj‖2 = 0 ∀i.
The most popular way to solve this is studied in [8] for the unconstrained case and subsequently
in [7] for the constrained case. It involves the following two steps :
(S1) [Consensus Step] This step involves local averaging at each node and is aimed at achieving
consensus,
vik =
∑
j∈N (i)
qijx
j
k.
(S2) [Gradient Descent Step] This step is the gradient descent part aimed at minimizing f i at
each node :
xik+1 = PX (v
i
k − ak∇f i(vik)),
where PX (·) is the projection on the set X and ak is a positive scalar decaying at a suitable
rate to zero.
The convergence properties of the above algorithm have been extremely well studied for convex
as well as the non-convex case. In the next section we modify the above scheme to give an
analogous version for Riemannian Manifolds.
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2.4 Gradient Flow
We analyze the proposed algorithm using the ODE method. This involves comparing a suitably
interpolated trajectory of the iterates obtained from the algorithm with the corresponding gra-
dient flow which we define next. Let h : M → R be a smooth function on M. Then by the
gradient flow, we mean the dynamics
w˙(t) = −gradh(w(t)). (9)
Note that by definition of the gradient vector, the above ODE stays on the manifold. The
existence and uniqueness theorem for ordinary differential equations guarantees that there exists
a unique smooth function Φ : R×M→M such that
i) Φ·(t) : M→M is a diffeomorphism for each t ∈ R;
ii) Φw(t+ s) = ΦΦw(t)(s) ; and
iii) for each w ∈M,
d
dt
∣∣∣∣
t=0
Φw(t) = −gradh(w).
Also, by the definition of the gradient vector field, the equilibria of the differential equation (9)
are precisely the critical points of h :M→ R. We note here that h itself serves as a Lyapunov
function :
d
dt
h(w(t)) = 〈gradh(w(t)), w˙(t)〉
= −‖gradh(w(t))‖2 ≤ 0.
We recall here a result (Proposition 12.1, [4]) which we use later :
Proposition 1. Let h :M→ R be a smooth function on a Riemannian manifold with compact
sub-level sets, i.e. for all c ∈ R the sublevel set {w ∈ M|h(w) ≤ c} is a compact subset of M.
Then every solution w(t) of (9) converges to a connected component of the set of critical points
of h(·) as t→ +∞.
3 A Distributed Optimization algorithm on Riemannian
Manifolds
The proposed algorithm to solve (1) on Riemannian manifolds is shown in Algorithm 1.
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Algorithm 1 Distributed Optimization on Riemannian Manifolds
Input :
Manifold M, cost functions f i(·) for all i, retraction R(·); exponential map Exp(·); injectivity
radius i(M); vector transport T (·); time steps  and ak; network graph G = (V, E) with weight
matrix Q; consensus steps sequence {nk}.
Assumptions :
(A1)-(A6) given below and (N1)-(N2) of Section 2.
Initial Conditions :
Initialize w0 ∈ Sconv.
For k = 0, 1, 2..... do :
At each node i ∈ {1, .., N} do :
(S1) [Riemannian Consensus Step] :
(a) vik = Rwik(− gradwikϕ(wk)).
(S2) [Gradient Consensus Step] :
(a) Select the number of consensus steps nk. Let q
nk
ij denotes the ij’th entry of Q
nk =
Q× · · · ×Q︸ ︷︷ ︸
nk times
.
(b) Derive a noisy sample of the gradient of the function, gradf i(vik) = gradf
i(vik)+M¯
i
k+1.
(c) Compute, ξivk
.
=
∑N
j=1 q
nk
ij T v
i
k
vjk
{gradf j(vjk)}.
(S3) [Gradient Descent Step] :
(a) wik+1 = Rvik(−akξivk).
k ← k + 1
end
We make the following important assumptions :
(A1) The cost functions f i : M→ R are smooth for all i.
(A2) Step-sizes {a(n)} are positive scalars satisfying :∑
n
an =∞ ,
∑
n
a2n <∞. (10)
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and  is a constant satisfying  ∈ (0, 2µ−1max), where µmax is as in (3).
(A3) {M¯ in} is a martingale difference sequence with respect to the increasing σ-fields
Fn .= σ(w0, M¯km,m ≤ n, k ∈ {1, ...N}), n ≥ 0 (11)
so that
E[M¯ in+1|Fn] = 0 a.s.
for all i. Furthermore, we assume that
sup
n
E[‖M¯ in+1‖2|Fn] <∞. (12)
(A4) The iterates wk and vk of Algorithm 1 remain in a (possibly sample point dependent)
compact subset X of M. We let R denote the diameter of X .1
(A5) There exists a sequence of positive integers {nk}, denoting the number of consensus steps
taken during the gradient consensus step (Step 2) of the k’th iteration, such that the
following holds : ∣∣∣qnkpq − 1N ∣∣∣ ≤ δk → 0.
(A6) For manifolds with a finite convexity radius rc,
wk ∈ Sconv
for all k, with Sconv defined in (6).
Remark 2. Alternatively, one could use the exponential map Expw(·) instead of a retraction
in Step 1 and 3 of Algorithm 1 with no change in the behavior of the algorithm. The main
advantage of a retraction is a lower computational overhead.
Remark 3. Note that the norm ‖.‖ used in (A3) is derived from the Riemannian metric 〈·, ·〉.
Condition (A4) is a stability condition that needs to be separately verified, see [21], Chapter 3
for some tests for stability in the Euclidean case. On the plus side, many of the manifolds of
interest in optimization, such as the sphere and the Stiefel manifolds, enjoy compactness making
this assumption redundant.
Remark 4. In theory, an infinite number of consensus steps are needed to achieve full consensus
in Step 2. This makes the condition δk → 0 impossible to achieve. But from a practical viewpoint,
a very few number of iterations seem enough for convergence within a reasonable tolerance. This
because the operation performed in this step enjoys a geometric convergence rate (see equation
(8)), it converges very quickly and the computational overhead involved is manageable. We
provide an alternative to Step 2 requiring only one consensus round per iteration in Section 5.
We discuss the steps of Algorithm 1 to gain some intuition and compare them with their
Euclidean counterpart :
(S1) This constitutes the consensus part of the algorithm. At each point wik, the gradient of
the function ϕ(·) is evaluated. The estimate at node i moves from the current estimate wik
to a new estimate, designated as vik, along the retraction in the direction of the negative
gradient with an admissible step size .
1i.e., R = sup{wp,wq∈X} d(wp.wq)
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(S2) This step is taken to ensure consensus in the tangent space at each estimate vik. We remark
here that this step is unnecessary in the Euclidean case, or when each node is optimizing
the same function or has access to every f i(·). Also, for stochastic gradient descent where
we minimize an expectation, skipping this step does not pose a problem as we can lump
the error into the noise term. For Riemannian manifolds, unlike the Euclidean case, the
method employed to achieve consensus is a nonlinear operation and does not preserve the
Fre´chet mean2 at each iteration. Consider the unconstrained version of the Euclidean
distributed optimization algorithm discussed in Section IIC,
xik+1 =
∑
j∈N (i)
qijx
j
k − ak∇f j(
∑
j∈N (i)
qijx
j
k)
Summing the above over i = 1 to N and using the double stochasticity of Q we get,
x¯k+1 = x¯k − ak(∇f(x¯k) + k)
with x¯k =
∑n
j=1 x
j
k and k → 0. Studying the above system is the same as studying the
individual iterations at each node because of the fact xik →
∑n
j=1 x
j
k for all i, which is
the empirical mean of all states. The failure of this latter fact for the case of Riemannian
consensus necessitates this step3.
Moreover, since gradf i(vik) ∈ TvikM the gradients evaluated at various nodes belong to
different tangent planes and as such vector operations between them are undefined. To
overcome this obstacle, we use the concept of vector transport 4. The linear mapping
x→ (Q⊗ In)x has the property,
lim
η→∞(W ⊗ In)
ηx = lim
η→∞(W
η ⊗ In)x→ 1n1
T
n
N
x,
so that the result of its repeated application to X converges to the mean of X =
∑N
i=1X
i.
For algorithm 1, we will have N parallel consensus steps for
Xik = (T v
i
k
v1k
{gradf1(v1k)}, .., gradf i(vik), ....., T v
i
k
vNk
{gradfN (vNk )})
for each i. We note here that this step involves only local communication. The number of
consensus steps η ∈ N are decided upon beforehand.
(S3) This step constitutes the optimization part of the algorithm. It is the standard Riemannian
gradient descent algorithm performed using a retraction with a suitably fast decaying time
step. The slow decaying time step is unavoidable here because of the need to achieve
consensus as well as combat the noise in the gradient evaluations. The direction along
which the new estimate wk+1 is obtained is computed from the Step 2. Note that although
ϕ(vk)−ϕ(wk) < 0, there is no reason that ϕ(wk+1)−ϕ(wk) < 0. But as in the Euclidean
case, since the consensus part is executed on a faster time scale, the convergence to the set
2Analog of the empirical mean for a set of points {wi}Ni=1 on the manifold (see [22]) :
w¯ = argmin
w∈M
N∑
j=1
d2(wi, w)
3In fact the consensus value may not even lie in the convex hull of the initial measurements for non-constant
curvature manifolds (Section IVC, [13]).
4We could also use parallel transport.
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D happens faster and is guaranteed as long as the iterates belong to Sconv at each step k.
This point will be proved later in the convergence analysis and ways to ensure the latter
fact will also be discussed (see Remark 6). We refer the reader to Chapter 6, [21] for a
more detailed treatment of the ”two time scale” phenomenon.
Before concluding this section we discuss assumption (A6) which is again redundant for the
Euclidean case. This assumption is not as restrictive as it may seem. However, if wk for any k
violates this, the algorithm will need to be restarted as consensus will be impossible to achieve in
such a situation in general. One could preferably reset the values at all the nodes to the estimate
of the node having the lowest cost function value. A possible remedy to this predicament is
discussed in Remark 6.
4 Convergence Analysis
In this section we analyze the convergence properties under assumption (A1)-(A6) and (N1)-
(N2). For reference, we summarize Algorithm 1 here in the following two equations :
vik = Rwik(−gradwikϕ(wk)), (13)
wik+1 = Rvik
(− ak(gradfδ(vk, vik) +M ik+1)), (14)
where
gradfδ(vk, v
i
k) =
N∑
j=1
qnkij T v
i
k
vjk
{gradf j(vjk)}
and
M ik+1 =
N∑
j=1
qnkij T v
i
k
vjk
{M¯ jk+1}.
Note that the second argument in gradfδ(vk, v
i
k) indicates that gradf
δ(vk, v
i
k) ∈ TvikM. Also,
note that we drop the subscript k in δk in (14) as it clutters up the notation. It is understood
that δ = δk → 0 (see (A5)). When the superscript δ is missing in gradfδ(vk, vik), we mean
gradf(vk, v
i
k) =
1
N
N∑
j=1
T vik
vjk
{gradf j(vjk)}.
Also, if the argument belongs to M (hence not in boldface), we mean
gradf(vik) =
1
N
N∑
j=1
gradf j(vik).
The second argument is unnecessary in the above, since no parallel transport is required to
evaluate it. When dealing with MN , let gradwkϕ(wk) denote the following stacked vector :
gradwkϕ(wk)
.
= [gradw1kϕ(wk), ...., gradwNk ϕ(wk)].
In this notation, (13) can be written as
vk = Rwk(− gradwkϕ(wk))) (15)
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Along the same lines, let gradfδ(vk,vk)
.
= [gradfδ(vk, v
1
k), .. ..., gradvNk f
δ(vk, v
N
k )] and Mk =
[M1k , ...,M
N
k ]. Then (13) can be written as :
wk+1 = Rvk(−ak(gradfδ(vk,vk) +Mk+1)) (16)
with Rvk(·) = [Rv1k(·), ....,RvNk (·)]. We have the following bound,
‖gradfδk (vk, vik)− gradf(vk, vik)‖ = ‖
N∑
j=1
(
qnkij T v
i
k
vjk
{gradf j(vjk)} −
1
N
T vik
vjk
{gradf j(vjk)}
)
‖
≤
N∑
j=1
∣∣∣qδkij − 1N ∣∣∣‖gradvikf(vk)}‖ ≤ C δk (17)
for some constant C. In the second inequality we use the fact that T yx is an isometric transfor-
mation preserving the inner product and in the last inequality we use (A4) and (A5).
4.1 Consensus
The following lemma shows that Algorithm 1 asymptotically achieves consensus.
Lemma 5. Suppose that Assumptions (A1)-(A6) and (N1)-(N2) are satisfied. Then we have,
E[‖gradwikϕ(wk)‖
2]→ 0, ∀ i. (18)
so that,
wk → D as k →∞,
almost surely, i.e.,
d(wik, w
j
k)→ 0 as k →∞, ∀ i, j a.s.
Proof. We establish the lemma using a routine calculation. Doing a second order Taylor expan-
sion of ϕ ◦ R(·) using (15), we get the following inequality
ϕ(vk) ≤ ϕ(wk)− ‖gradwkϕ(wk))‖2 +
µmax‖gradwkϕ(wk))‖2
2
2.
Rearranging terms, we have
ϕ(wk)− ϕ(vk) ≥ ‖gradwkϕ(wk))‖2 
(
1− µmax
2
)
. (19)
Note that since  ∈ (0, 2µ−1max) from (A2), the RHS of the above inequality is strictly positive
with equality throughout if and only if ‖gradwkϕ(wk))‖2 = 0. Similarly, from (16) we get
ϕ(wk+1) ≤ ϕ(vk)− 〈gradvkϕ(vk), gradfδ(vk,vk) +Mk+1〉ak
+
µmax‖gradfδ(vk,vk) +Mk+1‖2
2
a2k.
Taking conditional expectation of the above w.r.t Fk, we get almost surely
E[ϕ(wk+1)|Fk] ≤ ϕ(vk)− 〈gradvkϕ(vk), gradfδ(vk,vk)〉ak
+ E
[µmax‖gradfδ(vk,vk) +Mk+1‖2
2
∣∣∣Fk]a2k. (20)
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Note that Mk+1 is still a martingale owing to the linearity of the vector transport. We also have
from (A1), (12) and (A4),
E[‖gradfδ(vk,vk) +Mk+1‖2] ≤ 2E[‖gradfδ(vk,vk)‖2] + 2E[‖Mk+1‖2] ≤ C¯. (21)
some constant C¯ > 0. Taking expectation in (20), we get
E[ϕ(wk+1)] ≤ E[ϕ(vk)] + C E[‖gradvkϕ(vk)‖]ak + C¯a2k. (22)
where C is a suitable bound on ‖gradfδ(vk)‖. Rearranging we have,
E[ϕ(vk)]− E[ϕ(wk+1)] ≥ −C E[‖gradvkϕ(vk)‖]ak − C¯a2k.
Taking expectation in (19) and adding it the above equation we get
E[ϕ(wk)]−E[ϕ(wk+1)] ≥ E[‖gradwkϕ(wk)‖2] 
(
1− µmax
2
)
−C¯a2k−C E[‖gradvkϕ(vk)‖]ak.
Summing the above equation over k we get
∞∑
k=0
{
E[‖gradwkϕ(wk)‖2] 
(
1− µmax
2
)
− C E[‖gradvkϕ(vk)‖]ak
}
≤ ϕ(w0)− ϕ(w∗) + C
∞∑
k=0
a2k <∞, (23)
where w∗ is any limit point of the algorithm. We have used the facts that ϕ(·) is bounded from
below and
∑
k a
2
k <∞. To conclude the proof, we show that
lim
k
{
E[‖gradwkϕ(wk)‖2] 
(
1− µmax
2
)
− C E[‖gradvkϕ(vk)‖]ak
}
= 0, (24)
which implies that
E[‖gradwikϕ(wk)‖
2]→ 0 (25)
for all i, since ak → 0. Assume the contrary, then
lim
k
{
E[‖gradwkϕ(wk)‖2] 
(
1− µmax
2
)
− C E[‖gradvkϕ(vk)‖]ak
}
=
lim
k
E[‖gradwkϕ(wk)‖2] 
(
1− µmax
2
)
:= D > 0.
We have for a large enough k′,
∞∑
k=k′
{
E[‖gradwkϕ(wk)‖2] 
(
1 − µmax
2
)
− C E[‖gradvkϕ(vk)‖]ak
}
>
D
2
∞∑
k=k′
1 > ∞
which contradicts (23).
Remark 6. To satisfy assumption (A6) we need to separate the time steps properly. We have
ϕ(vk) ≤ ϕ(wk)− ‖gradwkϕ(wk)‖2 
(
1− µmax
2
)
.
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A suitable approximation for ϕ(·) around vk obtained by neglecting the O(a2k) term can written
as,
ϕ(wk+1) ≈ ϕ(vk)− 〈gradvkϕ(vk), gradfδ(vk, vk) +Mk+1〉 ak.
Combining the above we have,
ϕ(wk+1)−ϕ(wk) / −‖grad wkϕ(wk)‖2 
(
1− µmax
2
)
−〈gradvikϕ(vk), gradf
δ(vk, vk)+Mk+1〉 ak.
We want the above approximation to be negative for wk+1 ∈ Sconv to hold true (assuming that
wk ∈ Sconv). Note that the RHS can be negative only when the dot product in the second term
of the above approximation is strictly negative with a value greater than the first term. Since
ak → 0, this will not be a problem asymptotically. During the initial phases we can keep the ratio
ak/(1− µmax2 )}  1 as a precaution (which incidently is what the two time scale argument itself
suggests in the asymptotic sense). Another possible remedy would be to employ a line search
for the Riemannian consensus and adjust the time step appropriately to get enough decrease in
ϕ(·) in Step 1. In fact it is well known that the accelerated line search methods enjoy a linear
convergence rate for manifolds (Section 4.5.2, [2]).
Before proceeding further, we prove the following fact which we use in the next section,
∞∑
k=0
E[‖gradwikϕ(wk))‖
2] <∞. (26)
We prove this by a contradiction. If (26) does not hold, then it is obvious from (23) that
∞∑
k=0
E[‖gradvkϕ(vk)‖]ak →∞. (27)
We also have
E
[
d(wk,vk)
]
= E
[
d
(
wk,Rwk(−gradwkϕ(wk))
)]
< E
[‖gradwkϕ(wk)‖], (28)
where the inequality follows from (2). The smoothness of ϕ(·) implies,5∣∣∣E[‖gradvϕ(v)‖ − ‖T vwgradwϕ(w)‖]∣∣∣ ≤ E[∥∥gradvϕ(v)− T vwgradwϕ(w)∥∥] ≤ LE[d(v,w)],
where L is some constant,6 so that combining with the previous equation we have the bound,
E
[‖gradvkϕ(vk)‖ − ‖T vkwk gradwkϕ(wk)‖] ≤ LE[‖gradwkϕ(wk)‖]. (29)
It can be easily seen from (27) and (29) that
∞∑
k=0
E[‖gradwkϕ(wk)‖]ak →∞. (30)
Now, consider (23) after adding and subtracting akC‖gradwkϕ(wk)‖ = akC‖T vkw gradwkϕ(wk)‖
in the LHS,
∞∑
k=0
(E[‖gradwkϕ(wk)‖]ak)
{ E[‖gradwkϕ(wk))‖2]
E[‖gradwkϕ(wk)‖]ak
(
1− µmax
2
)
−Kk
}
︸ ︷︷ ︸
ck
<∞, (31)
5T vwgradwϕ(w) .= [T v
1
w1
gradw1ϕ(w), ..., T v
N
wN
gradwNϕ(w)].
6By (A6), we are constrained to stay inside the injectivity radius. The exponential (and hence ϕ(·)) is
guaranteed to be diffeomorphic here. See (Corollary 7.4.6, [2]) how smoothness on a compact set X gives the
inequality used which looks similar to the Lipschitz property in the Euclidean case.
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where Kk is given by the expression
Kk =
{
E
[‖gradvkϕ(vk)‖ − ‖T vkwk gradwkϕ(wk)‖]
E[‖gradwkϕ(wk)‖]
+ 1
}
C.
Note that Kk ≤ (L + 1)C := K by using (29) in the above expression and ck ≥ 0 for large k,
just as in lemma 5. Since ck ≥ 0 and
∑∞
k=0 E[‖gradwikϕ(wk)‖]ak →∞ (see (30)), the finiteness
of the sum in (31) implies
lim
k
ck = 0
=⇒ lim sup
k
E[‖gradwkϕ(wk))‖2]
E[‖gradwkϕ(wk)‖]ak
≤ K

(
1− µmax2
) .= K¯.
Using Jensen’s inequality, we have
lim sup
k
E[‖gradwkϕ(wk))‖]
ak
≤ K¯.
This gives a contradiction to (30) :
∞∑
k=0
E[‖gradwkϕ(wk)‖]ak < K¯
∞∑
k=0
a2k <∞.
4.2 ODE analysis
In this section we analyze the algorithm via the gradient flow. The next lemma compares the
iterates obtained from Algorithm 1 to the gradient flow in expectation. The proof builds upon
the ideas of [23] in which a generalization of the ODE method to Riemannian manifolds in the
context of stochastic approximation was studied. For the Euclidean case, we refer the reader to
[21].
For the rest of the subsection, fix i. Studying the behavior of any one particular agent is
suffices because of Lemma 5. Let tn =
∑n−1
k=0 ak with t0 = 0. Let w
i(t) be a continuous time
trajectory evolving on the manifold defined by setting wi(tn) = w
i
n, where w
i
n is the iterate
produced by (14), and then joined by a geodesic on the interval [tn, tn+1). Also, let ws(t), t ≥ s,
denote the solution to the following ODE evolving in M starting at the point w(s),7
w˙s(t) = −grad f(ws(t)) (32)
with ws(s) = w(s). This means that wtn(t), t ≥ tn, is the solution to the ODE (32) with
wtn(tn) = w
i(tn) = w
i
n.
Lemma 7. For any T > 0,
lim
s→∞E[ supt∈[s,s+T ]
d2(wi(t), ws(t))] = O(), ∀ i.
Proof. Let {Un, ψn} be a neighborhood of the point win. The following notation is used to denote
the coordinate expressions :
wˆin = ψn(w
i
n),
7We recall that f(ws(t))
.
= 1
N
∑N
j=1 f
j(ws(t)), so that argument of f(·) belongs to M here instead of MN
(in order to be consistent with the established notation).
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ĝradfδ(wˆn) = Dψn(w
i
n)[gradf
δ(wn, w
i
n)],
Mˆ in = Dψn(w
i
n)[M
i
n],
where Dψn(w
i
n) : TwinM→ Rn is the differential of the coordinate mapping ψn and is a linear
map. Note that we supress the second argument of gradfδ(wn, w
i
n) in the coordinate notation
since the vectors are mapped to the Euclidean space under the coordinate transformation. We
assume without loss of generality that w(tk) ∈ Un for all tn < tk < tn + T and ψ(·), Dψn(·)
are bounded maps. This is not a trivial statement and is justified by selecting a suitable set of
neighborhoods which cover X and preserve the aforementioned properties (see pg. 8, [23]). We
have from (14) :
win+1 = Rvin{−an(gradfδ(vn, vin) +M in+1)}. (33)
The coordinate expression of the above can be written as :
ψn(w
i
n+1) = ψn(Rvin{−an(gradfδ(vn, vin) +M in+1)}). (34)
A Taylor expansion of the term on the RHS of (34) gives,
ψn(Rvin{−an(gradfδ(vn, vin) +M in+1)}) = ψn(Rvin(0vin)) +Dψn(Rvin(0vin))
×DRvin(0vin)(−an(gradfδ(vn, vin) +M in+1)) + Rd(vˆin). (35)
Here the remainder Rd(vˆin) = O(a2n) because of (A1),(A3) and (A4). Thus using the local
rigidity property of a retraction (DRw(0w) = idTwM) and the fact that Rw(0w) = w, we can
write (35) as
ψn(Rvin{−an(gradfδ(vn, vin)+M in+1}) = ψn(vin)+Dψn(vin)× (−an(gradfδ(vn, vin)+M in+1))
+O(a2n),
which gives
ψn(Rvin{−an(gradfδ(vn, vin) + M in+1)}) = vˆin + an(−ĝradfδ(vˆn) + Mˆ in+1) + O(a2n), (36)
where we used the linearity of the map Dψn(·) and absorb the negative sign into Mˆ in+1 without
loss of generality. We recall that δ = δn → 0 is as in (A5) reflecting the number of consensus
steps. Also for any k,
‖ĝradfδ(vˆ)− ĝradf(vˆ)‖ = ‖Dψn(vin)
( N∑
j=1
qnkij T v
i
n
vjn
{gradf j(vjn)} −
1
N
N∑
j=1
T vin
vjn
{gradf j(vjn)}
)
‖
≤
∣∣∣ N∑
j
qnkij −
1
N
∣∣∣‖ĝradf(vˆn)‖ ≤ C δn,
for some constant C, where we have have used the linearity and the boundedness of Dψ(·) in the
second inequality and (A5) in the last inequality. Using this in (36) and absorbing the constant
C into δn, we get
wˆin+1 = vˆ
i
n + an(−ĝradf(vˆn) + δn) + anMˆ in+1 +O(a2n). (37)
A similar coordinate expression for vˆn+1 can be obtained using (13),
vˆin = wˆ
i
n + (− ̂gradwinϕ(wˆn) + 2O(‖gradwinϕ(wn)‖2).
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Substituting the above equation in (37) we get,
wˆin+1 = wˆ
i
n + (− ̂gradwinϕ(wˆn) + 2O(‖gradwinϕ(wn)‖2)+
an
(− ĝradf(vˆn) + δn)+ anMˆn+1 +O(a2n).
Doing a recursion on the above for any 1 ≤ m ≤ mn with mn = inf{m :
∑m
k=0 an+k ≥ T}, we
have
wˆin+m = wˆ
i
n −
m−1∑
k=0
an+k ĝradf(wˆ
i
n+k) + βn,n+m + γn,n+m + κn,n+m, (38)
where
βn,n+m =
m−1∑
k=0
an+k
{
Mˆ in+k+1 +O(an+k) + δn+k
}
,
γn,n+m =
m−1∑
k=0

{− ̂gradwin+kϕ(wˆn+k) + O(‖gradwin+kϕ(wn+k)‖2)}, (39)
and
κn,n+m = −
m−1∑
k=0
an+k
{
ĝradf(vˆn+k)− ĝradf(wˆin+k)
}
.
We consider the the expectation norm of all of the above terms, as n→∞. Consider βn,n+m,
E
[‖βn,n+m‖2] 12 ≤ E[‖m−1∑
k=0
an+kMˆ
i
n+k+1‖2
] 1
2 +
m−1∑
k=0
{
O(a2n+k) + an+kδn+k
}
,
where we have used the triangle inequality for the expectation norm. Since vector transport
is an isometric transformation we have ‖T vik
vjk
{M¯ jk+1}‖ = M¯ jk+1. Using this we can bound the
expectation of Mˆ ik1 ,
E[‖Mˆ in+1‖2|Fn] = E[‖
N∑
j=1
Dψn(wn)q
nk
ij T v
i
k
vjk
{M¯ jk+1}‖2|Fn]
≤ E[ N∑
j=1
{‖Dψn(wn)‖2 × ‖qnkij T v
i
k
vjk
{M¯ jk+1}‖2}|Fn
]
<∞,
where ‖Dψn(xn)‖ denotes the norm of Dψn(xn) viewed as a linear operator and is assumed to
be bounded as stated earlier. Note that we have used (12) in the above to bound M¯ ik+1. So, the
first term in the expression for βn,n+m converges to 0 from the martingale convergence theorem
(Appendix C, [21]). The second one converges from (A2) and third from (A5).
We next consider γn,n+m. We first prove
lim sup
k
E[‖gradvikϕ(vk)‖]
ak
= C¯ <∞. (40)
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by a contradiction argument. Suppose no sub-sequence exists for which the above holds (if it
does, we can use that sub-sequence for the rest of the proof without any loss of generality). This
implies lim infk
E[‖grad
vi
k
ϕ(vk)‖]
ak
=∞. Then, we have
∞∑
k=0
E[‖gradvikϕ(vk)‖]ak > lim infk
E[‖gradvikϕ(vk)‖]
ak
∞∑
k
a2k =∞.
But this is is a contradiction since we have
∑∞
k=0 E[‖gradvkϕ(vk)‖]ak < ∞ by using (26) in
(23). Then we have
E[‖gradwkϕ(wk)‖]
ak
=
E[‖gradvkϕ(vk)‖]
ak
+
E
[‖gradwkϕ(wk)‖ − ‖T wv gradvkϕ(vk)‖]
ak
≤ E[‖gradvkϕ(vk)‖]
ak
+ L
d(vk,wk)
ak
,
so that from (28),
lim sup
k
E[‖gradwkϕ(wk)‖]
ak
≤ C¯.
We use the above to bound the first term in γn,n+m,
‖
m−1∑
k=0
 ̂gradwin+kϕ(wˆn+k)‖
2 ≤ 2 lim sup
k
{∥∥∥ ̂gradwin+kϕ(wˆn+k)
an+k
∥∥∥2}(m−1∑
k=0
an)
2
≤ 2 lim sup
k
{∥∥∥ ̂gradwin+kϕ(wˆn+k)
an+k
∥∥∥2}T 2 ≤ 2 C¯2 T 2,
so that
lim
n
E
[‖m−1∑
k=0
 ̂gradwin+kϕ(wˆn+k)‖
2
] 1
2 = O().
The second term of γn,n+m can be shown to converge to zero from (26) implying that
E
[‖γn,n+m‖2] 12 → 0 by the triangle inequality for the expectation norm. Since f(·) is smooth
we have :
‖ĝradf i(xˆi)− ĝradf i(yˆi)‖ ≤ Lˆ‖xˆi − yˆi‖, (41)
for some constant Lˆ. Using this we have
E
[‖κn,n+m‖2] 12 ≤ m−1∑
k=0
{
E
[
a2n+k‖ĝradf(vˆn+k)− ĝradf(wˆn+k)‖2
] 1
2
+ E
[
a2n+k‖ĝradf(wˆn+k)− ĝradf(wˆin+k)‖2
] 1
2
}
≤
m−1∑
k=0
an+kLˆ
{
E
[ N∑
j=0
‖vˆjn+k − wˆjn+k‖2
] 1
2 + E
[ N∑
j=0
‖wˆjn+k − wˆin+k‖2
] 1
2
}
so that
E
[‖κn,n+m‖2] 12 ≤ T Lˆ sup
0≤k≤mn
{ N∑
j=1
E
[‖vˆjn+k − wˆjn+k‖2] 12 + N∑
j=1
E
[‖wˆjn+k − wˆin+k‖2] 12}. (42)
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We also have for all i,
E
[
d2(wik, v
i
k)
]
= E
[
d2
(
wik,Rwik(−gradwikϕ(wk)
)] ≤ 2E[‖gradwikϕ(wk)‖2]→ 0,
so that E
[‖vˆin+k− wˆin+k‖2]→ 0 for all i. Similarly, from Lemma 5 the second term in (42) goes
to 0. So to recap, if we set KT,n
.
= E
[‖βn,n+m‖2] 12 +E[‖γn,n+m‖2] 12 +E[‖κn,n+m‖2] 12 , we have
lim
n↑∞
KT,n = O(). (43)
Next we establish similar bounds for the ODE (32) considered in the coordinate expression.
Integrating the co-ordinate expression of (32) between the limits tn to tn+m we have :
wˆtn(t) = wˆtn(tn)−
ˆ tn+m
tn
ĝradf(wˆtn(t))dt, (44)
= wˆtn(tn)−
m−1∑
k=0
an+kĝradf(wˆtn(tn+k)) +
ˆ tn+m
tn
{
ĝradf(wˆtn([t]))− ĝradf(wˆtn(t))
}
dt,
where [t] = max{tn : tn ≤ t}. We now establish a bound on the last integral on the right hand
side. Integrating (32) again between tn to t ∈ [tn, tn + T ),
‖wˆtn(t)‖ ≤ ‖wˆtn(tn)‖+
ˆ t
tn
‖ĝradf(wˆtn(s))‖ds,
≤ ‖wˆtn(tn)‖+ ‖ĝradf(0)T‖︸ ︷︷ ︸
cT
+
ˆ t
tn
‖ĝradf(wˆtn(s))− ĝradf(0)‖ds,
≤ cT + Lˆ
ˆ t
tn
‖wˆtn(s)‖ds, (from (41))
so that by the Gronwall inequality we have
‖wˆtn(t)‖ ≤ cT eLˆT , t ∈ [tn, tn + T ).
Let CT
.
= cT e
γT + ‖ĝradf(0)‖. Integrating (32) between tn+k to t ∈ [tn+k, tn+k+1) with 0 ≤
k ≤ m− 1,
‖wˆtn(t)− wˆtn(tn+k)‖ ≤ ‖
ˆ t
tn+k
ĝradf(wˆtn(s))ds‖,
≤ CT (t− tn+k).
This gives the required bound :
‖
ˆ tn+m
tn
{
ĝradf(wˆtn([t]))− ĝradf(wˆtn(t))
}
dt‖ ≤ L
ˆ tn+m
tn
‖wˆtn(t)− wˆtn([t])‖dt
≤ L
m−1∑
k=0
ˆ tn+k+1
tn+k
‖wˆtn(t)− wˆtn(tn+k)‖dt ≤ LˆCT
m−1∑
k=0
a2n+k,
20
so that
‖
ˆ tn+m
tn
{
ĝradf(wˆtn([t]))− ĝradf(wˆtn(t))
}
dt‖ ≤ LˆCT
∞∑
k=0
a2n+k. (45)
Subtracting (38) and (44) and using the fact that wˆin = wˆ
tn(tn), we get :
wˆin+m−wˆtn(tn+m) ≤ βn,n+m+γn,n+m+κn,n+m−
ˆ tn+m
tn
{
ĝradf(wˆtn([t]))−ĝradf(wˆtn(t))
}
dt,
−
m−1∑
k=0
{
an+kĝradf(wˆ
i
n+k)− ĝradf(wˆtn(tn+k))
}
.
Using the triangle equality of expectation norm,
E
[‖wˆin+m−wˆtn(tn+m)‖2] 12 ≤ E[‖βn,n+m‖2] 12 +E[‖γn,n+m‖2] 12 +E[‖κn,n+m‖2] 12 +LˆCT ∞∑
k=0
a2n+k
+ Lˆ
m−1∑
k=0
an+kE
[‖wˆin+k − wˆtn(tn+k)‖2] 12 .
We have used (41) and (45) in the last term of the above inequality. Using the expression for
KT,n defined earlier in (43), we have,
E
[‖wˆin+m − wˆtn(tn+m)‖2] 12 ≤ KT,n + LˆCT ∞∑
k=0
a2n+k + Lˆ
m−1∑
k=0
an+kE
[‖wˆin+k − wˆtn(tn+k)‖2] 12 .
Applying the discrete Gronwall inequality ([21], p. 146) to the above we get,
E
[‖wˆin+m − wˆtn(tn+m)‖2] 12 ≤ (KT,n + LˆCT ∞∑
k=0
a2n+k)× exp{LT},
Since KT,n = O() from (43) and limn
∑
k a
2
n+k → 0, the theorem is proved. Note that this
proves the theorem only for t = tn ↑ ∞. However, we can extend it for general t ↑ ∞ by
exploiting the fact that an → 0, so that tn+1 − tn → 0.
Let A denote the equilibrium set,
A .= {w ∈M : grad f(w) = 0}.
and ρ(w,A) .= minw¯∈A d(w, w¯) denote the distance of w ∈M from A. By (A4) we have A ⊂ X
where X is a compact set. This implies that,
sup
k
E
[
ρ(wik,A)2I{ρ(wik,A) ≥ R}
]
= 0.
for a large enough R > 0 for all i. Also, let
A .= {w ∈M : ρ(w,A) ≤ }.
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Theorem 8. Let (A1)-(A6) and (N1)-(N2) hold. Then, we have
lim sup
n→∞
E
[
ρ(win,A ∩D)2
] 1
2 = O()
for all i.
Proof. Convergence to D follows from Lemma 5. Take a large enough t = ∑km=0 am in Lemma
7 so that,
E
[
d2(w(t+ T ), wt(t+ T ))
] 1
2 < K.
for some constant K. Note that we drop the superscript in wi(t). Also, since A is the globally
asymptotic stable compact attractor of (32) from Proposition 1, we have for a large enough T
and any wt(t) = w(t) ∈ X −A,
ρ(wt(t+ T ),A) ≤ 1
2
ρ(wt(t),A) (46)
for any t > 0. Let Tk = inf {` :
∑k+`
j=k a` = T} by adjusting T if necessary. Then we have
E
[
ρ(wk+Tk ,A)2
] 1
2 = E
[
ρ(w(t+ T ),A)2] 12 ≤ E[ρ(w(t+ T ),A)2I{w(t) ∈ A}] 12
+ E
[
ρ(w(t+ T ),A)2I{w(t) ∈ X −A}] 12 . (47)
We consider both terms in the RHS separately. Consider the fist term, by Lemma 7 we have
E
[
ρ(w(t + T ),A)2I{w(t) ∈ A}] 12 ≤ E[ρ(wt(t + T ),A)2I{w(t) ∈ A}] 12 +  ≤ K¯
for some appropriate K¯. To get the last inequality we have used (46) and the fact that wt(t) =
w(t). Now consider the second term in (47),
E
[
ρ(w(t+ T ),A)2I{w(t) ∈ X −A}] 12 ≤ E[ρ(wt(t+ T ),A)2I{w(t) ∈ X −A}] 12 + 
≤ 1
2
E
[
ρ(wt(t),A)2I{w(t) ∈ X −A}
] 1
2 +K =
1
2
E
[
ρ(wk,A)2
] 1
2 +K,
where we have used Lemma 5 in the first inequality, (46) in the second inequality and wt(t) = wk
in the last equality. Using the above two bounds in (47) we get,
E
[
ρ(wk+Tk ,A)2
] 1
2 ≤ (K + K¯)+ 1
2
E
[
ρ(wk,A)2
] 1
2 . (48)
Iterating the above we have,
lim sup
n→∞
E
[
ρ(wk+nTk ,A)2
] 1
2 ≤ 2(K + K¯).
which establishes the result.
5 Gradient tracking
In this section we use the concept of gradient tracking (see [24]) to replace the step (S2) of the
algorithm. The proposed alternative requires only one round of communication per iteration as
opposed to nk. To accomplish this, we replace (S2) with the following iteration :
gik =
N∑
j=1
qijT v
i
k
vjk−1
gjk−1 + gradf
i(vik)− T v
i
k
vik−1
gradf i(vik−1), (49)
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where gradf i(vik) = gradf
i(vik) + M¯
i
k+1 and g
i
0 = gradf
i(vi0). We assume M¯
i
k+1 = 0 to simplify
the analysis. Update (14) then becomes
wik+1 = Rvik(−akg
i
k).
We show that the auxiliary sequence {gik} tracks the average gradient closely enough at each
node. More precisely, we prove that
‖gik − grad f(vk, vik)‖ → 0. (50)
We remark that (50) is all that is needed for the results of the previous section to hold. For this
section we assume the following mild condition on the time step ak :
ak
ak+1
≤ c′ (51)
for some constant c′ > 0.
Let g¯ik =
1
N
∑N
j=1 T v
i
k
vjk
gjk. It is easy to verify from (49) that
g¯ik = T v
i
k
vik−1
g¯ik−1 + grad f(vk, v
i
k)− T v
i
k
vik−1
grad f(vk−1, vik−1). (52)
Since gi0 = gradf
i(vi0), we have g¯
i
1 = grad f(v1, v
i
1). Using (52), one can deduce by induction
that
g¯ik = grad f(vk, v
i
k) (53)
Before proving (50), we prove that
‖gradf i(vik)− T v
i
k
vik−1
gradf i(vik−1)‖ ≤ d(vik, vik−1) = O(ak). (54)
The first inequality is obvious from the smoothness of f i(·). By triangle inequality we have,
d(vik, v
i
k−1) ≤ d(vik, wik) + d(wik, vik−1)
≤ ‖gradwikϕ(wk)‖+ ak−1‖g
i
k−1‖,
where we have used (2) in the second inequality. The above implies from (40) and (51) that
d(vik, v
i
k−1) = ak
(
C¯ + c′‖gik−1‖
)
= O(ak).
We now prove (50). We do this by proving ‖gik − g¯ik‖ → 0 for all i which implies (50) from (53).
Setting µik = gradf
i(vik)− gradf i(vik−1), we have by iterating (49) the following equation
gik+m =
N∑
j=1
qmij T
vik+m
vjk
gik +
k+m∑
p=k
N∑
j=1
qk+m−pij T
vik+m
vjp
µjp.
We then have
‖gik+m − T
vik+m
vik
g¯ik‖ ≤ ‖
N∑
j=1
qmij T
vik+m
vjk
gik −
1
N
N∑
j=1
T v
i
k+m
vjk
gjk‖+ ‖
k+m∑
p=k+1
N∑
j=1
qk+m−pij T
vik+m
vjp
µjp‖
≤ κβ−m‖gik‖+O(
k+m∑
p=k+1
ap).
We have used (8) and (54) in bounding the first and second terms of the above inequality.
Letting k → ∞ followed by m → ∞, we note that the second and the first term go to zero
respectively. So, for any limit point gi∗ of the sequence {gik} that
‖gi∗ − g¯i∗‖ → 0.
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6 Numerical Experiments
There are a lot of problems that fit the framework presented and hence could be solved using Al-
gorithm 1. These include regression on manifolds, principal component analysis (PCA), matrix
completion, computing the leading eigenvector of distributed data, among many others. In this
section we demonstrate the proposed algorithm on the spherical and the Grassman manifolds.
The algorithm is simulated in a MATLAB environment using the Manopt toolbox [25]. 8
6.1 Computing the leading eigenvector
The problem entails computing the leading eigenvector of data matrix whose entries are stored
at different nodes of a communication network. The problem can be precisely stated as
minimize
{
− wtAw ∆= −wt
( N∑
i=1
ziz
T
i
)
w
}
,
subject to w ∈ Sn,
where zi ∈ Rn+1 is the data entry located at the i ’th node and Sn is the n-dimensional sphere
defined as,
Sn = {w ∈ Rn+1 : wTw = 1}.
The tangent plane TwSn at a point w is given by,
TwSn = {x ∈ Rn+1 : xTw = 0}.
The Riemannian metric is the usual inner product inherited from Rn+1. The sectional curvature
is constant with κmin = κmax = 1. Also, injSn = rc = pi/2. The Riemmanian gradient grad f(·)
for any function f(·) can be obtained by the orthogonal projection PTw(·) of the Euclidean
gradient ∇f(w) on the tangent space,
grad w f(w) = PTw(∇f(w)) = (In+1 − wwT )∇f(w),
where In+1 is the (n+1)×(n+1) identity matrix. The geodesic t→ x(t) expressed as a function
of x0 ∈ Sn−1 and x˙0 ∈ Tx0Sn−1 is given by (Example 5.4.1, [2]) :
x(t) = x0cos(‖x˙0t‖) + x˙0 1‖x˙0‖ sin(‖x˙0‖t).
An alternative to this is provided by approximating the geodesic with a retraction which just
involves normalizing (i.e., divide by the norm) wn at each step. The Riemannian distance
between any two points is given as
d(x, y) = cos−1(xT y).
The vector transport associated along the geodesic which we employ here is given by,
T x(t)x0 (ξx) =
{
u cos(‖x˙0‖t)xT (0)− sin(‖x˙0‖t)xuT + (In+1 − uuT )
}
ξx,
where u = x˙0‖x˙(0)‖ .
8 available at www.manopt.org
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(d) Consensus Failure
Figure 1: (a) The network Graph (b) This shows the plot of the distance between the various agents
vs. the number of iterations. We fix an agnent N and plot the value d2(wi, wN ). (c) This shows the
function value, f(wi) for all i, against the iteration count. (d) This figure demonstrates a failure to
achieve consensus due to agents straying out of Sconv when wi0’s are initialized too far away from each
other.
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The matrix Q is generated using Metropolis weights 9 and for N = 30 is shown in Figure 1a.
The adjacency matrix satisfies assumptions (N1)-(N2). We consider N = 30 agents on the S3
manifold. To generate the initial conditions, a random point w0 ∈ S3 is selected and the initial
conditions at each node are set to wi0 = Expw0(v
i), where {vi}Ni=1 are tangent vectors drawn
from an isotropic Gaussian distribution with standard deviation σ = 0.2. The algorithm is run
for k = 103 iterations (although convergence is achieved pretty quickly due to a small matrix
size) with step seizes  = 0.1 and ak = 1/k. The results are plotted in Figure 1 :
• The agents achieve consensus relatively early and stay in that configuration for the rest of
the run. As expected, the number of iterations required increases with the dimension of
the problem.
• Figure 1c shows the function value, f(wi) for all i, against the iteration count. Note that
as the agents achieve consensus, the values decrease in cohesion for all agents.
• Figure 1d demonstrates a failure to achieve consensus due to agents straying out of Sconv
when wi0’s are initialized too far away from each other. Note that this situation is specific
to manifolds with bounded convexity radius and would never occur in the Euclidean case.
6.2 Principal Component Analysis
We next consider a generalization of the previous problem known as Principal Component
Analysis (PCA). PCA entails the computation of the r principal eigenvectors of a n×n covariance
matrix A given by
A = E[zkzTk ]
with z1, ..., zk, ... being a stream of uniformly bounded n-dimensional data vectors. The cost
function for PCA is :
C(W ) = −1
2
E[zTWTWz] = −1
2
Tr(WTAW ),
where Tr(·) denotes the trace of matrix and W belongs to the Stiefel manifold Sn,r defined as :
Sn.r = {X ∈ Rn×r : XTX = Ir}.
Note that the cost function is invariant to the transformation W 7→ WO where O ∈ O(r)
which represents the orthogonal group. Thus the state space can identified with the Grassmann
manifold :
G(n, r) = {Sn,r/O(r)},
so that any [G] ∈ G(n, r) is the equivalence class,
[G] = {WO, O ∈ Or}.
For details on the geometry of this manifold we refer the reader to [27]. The Riemannian gradient
of C(W ) under the sample z is given by,
gradW f(W ) = (In −WWT )zzTW.
From Theorem 8 the relevant ODE is
W˙ = (In −WWT )AW.
9The code to generate it is borrowed from [26]
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(a) Difference between agent estimates vs iteration
count
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(b) Function Value vs Iteration count
Figure 2: The time steps employed are ak = 1n0.275 and bk =
1
n
This is the celebrated Oja’s algorithm [28]. To see how the above can be interpreted as an ODE
on Gn,r, see ([29], Example 9.1). The ODE equilibrium points correspond to
AW ∗ = W ∗(W ∗)TAW ∗,
⇒ AW ∗ = WM
for M = (W ∗)TAW , proving that any limit point W ∗ of the algorithm becomes a basis of the
dominant r-dimensional invariant subspace of A. A retraction which could be used here is given
by (Example 4.1.3, [2]) :
RW (aH) = qf(W + aH),
where qf(·) gives the orthogonal factor in the QR-decomposition of its argument. The formula
for the parallel transport on Grassmann manifolds is given in (Example 8.1.3 [2]) and for vector
transport in (Example 8.1.10 [2]).
We consider a synthetic dataset of d = 104 measurements with dimension of each measure-
ment being n = 103. The measurements are assumed to be distributed throughout a network
of 10 nodes. The connectivity graph is generated in a similar manner as the previous example
and the results are plotted in Figure 2. Note that this setup effectively amounts to running
a batch gradient descent on the problem with each iteration representing a pass through the
dataset. Another point to note here from Figure 2 is that consensus, as in the previous case, is
achieved pretty early around k = 100 while the function value evaluated at the estimates keeps
on decreasing till k = 150. This illustrates the two time scale effect mentioned earlier.
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