In this paper we systematically study the importance, i.e., the influence on performance, of the main design elements that differentiate scalarizing functions-based multiobjective evolutionary algorithms (MOEAs). This class of MOEAs includes
Introduction
In many areas, an optimal decision should take into consideration two or more conflicting objectives. The multiobjective optimization problem (MOOP) is an optimization problem which involves multiple objective functions and in mathematical terms can be formulated as: A MOOP is called a multiobjective combinatorial optimization problem, if it has two characteristics. First, the decision variables are discrete, and second, the set of feasible solutions is finite. Combinatorial optimization finds applications in many real world problems, such as scheduling, time tabling, production, facilities design, routing, and many others [1] .
In multiobjective optimization, there is usually no single solution which simultaneously achieves the optimum values for all objectives, making the preferences of a decision maker (DM) necessary for selecting the most preferred solution.
It is a generally accepted assumption that the DM's preferences are compatible with the dominance relation. Under this assumption, the most preferred solution belongs to the Pareto set. Thus, the goal of most multiobjective optimization algorithms is finding the Pareto set, or a good approximation of it, for further exploration by the DM.
Evolutionary algorithms are a promising option for solving MOOPs [2] . They process a population of candidate solutions in each iteration, so they are able to search for multiple (approximately) Pareto solutions concurrently in a single run.
In evolutionary algorithms, in each intermediate iteration, a selection process is performed in which good members of the population have a higher probability to survive and worse members have a higher probability to be eliminated. Thus, an evaluation mechanism of intermediate solutions is necessary. In the single objective case, intermediate solutions can naturally be evaluated with the value of the single objective function. In the multiobjective case, there is no such obvious evaluation mechanism, so different mechanisms are used in different methods.
An often used type of evaluation mechanism is the Pareto dominance-based evaluation, which uses the dominance relation to evaluate solutions. A typical example is Pareto ranking used in the NSGA2 algorithm [3] ; PAES [4] and SPEA2 [5] are examples of other methods using this type of mechanism. Although Pareto dominance-based mechanisms have the advantage of not requiring the transformation of a MOOP into a single objective problem, they may suffer from other weaknesses, such as losing selection pressure with the increasing number of objectives, needing an additional mechanism for preserving diversity, and their hybridization with local search not being straightforward [6] . Another type of evaluation mechanism is scalarizing function-based evaluation. In mechanismsof this type, a multiobjective optimization problem is transformed into a family of parametric single objective optimization problems. In each problem, a nonnegative weight vector defines a single scalarizing function. Two typically used scalarizing functions are given below.
Weighted linear scalarizing functions are defined in the following way:
Each weighted linear scalarizing function has at least one global optimum belonging to the Pareto set [7] .
Weighted Chebycheff scalarizing functions are defined in the following way:
where z * is a reference point, Λ = [λ 1 , ..., λ j ] ∀λ j ≥ 0, is a weight vector.
Each weighted Chebycheff scalarizing function has at least one global optimum belonging to the Pareto set. For each Pareto solution x, there exists a weighted
Chebycheff scalarizing function such that x is a global optimum of s ∞ [7] .
The above properties suggest an advantage of weighted Chebycheff scalarizing functions, since every Pareto solution may be obtained by optimizing this type of function. However, this property holds only if an exact optimum solution of the function can be obtained. In practice, when heuristic methods are used, linear scalarizing functions often perform better [8, 9] .
The two classes of functions can also be combined, producing mixed scalarizing functions, defined in the following way:
where w 1 defines the weight of the linear scalarizng function and w ∞ defines the weight of the Chebycheff scalarizing function. The sum of these two weights should equal one. 4
Two well-known examples of multiobjective evolutionary algorithms based on scalarizing functions are MOGLS [9] and MOEA/D [8] . These methods proved to be very successful in multiple computational experiments [10, 11, 12, 13, 14, 15, 16, 17, 18, 19] and practical applications [20, 21, 22, 23] .
Although the ways MOGLS and MOEA/D were presented in the original papers were very different, the two methods have a very similar structure. In fact, they differ only in two main elements: the selection of the weight vectors defining scalarizing functions, and the selection of parents for recombination.
The main goal of this paper is to experimentally assess which of these two elements has greater influence on the performance of MOGLS and MOEA/D, and which version of each element results in better performance.
The rest of this paper is organized as follows. In section 2, a short description MOGLS was proposed by Jaszkiewicz [9] and further developed in [24] . It is based on the idea of an algorithm proposed by Ishibuchi and Murata [25] . Both methods choose weight vectors used in the scalarizing functions at random, but Jaszkiewicz's MOGL uses an aggressive tournament selection (instead of roulette wheel selection, used by Ishibuchi and Murata) to select very good solutions for recombination. The selection is aggressive in the sense that a relatively large number of solutions takes part in the tournament, and only the first and sec-6 ond best solutions (according to the current scalarizing function) are selected as parents.
To be precise, tournament selection was proposed in the updated version of MOGLS [24] , while the original version [9] was using a so-called temporary population, selected in each iteration, to achieve similar aggressive selection. Since tournament selection is less time-consuming than the original mechanism, it is what we chose to use it in this paper.
MOEA/D was proposed by Zhang et al. [8] . 
Main Structure of MOGLS and MOEA/D
As mentioned above, the main structure of both MOGLS and MOEA/D is the same. It is described in Algorithm 1.
In each iteration of the initial phase, a weight vector is chosen and used as the basis for defining a scalarizing function. A new feasible solution is then generated and improved by a local search based on the current scalarizing function. Finally, the Pareto archive is updated with the new solution.
A weight vector is also chosen in each iteration of the main phase, after which two solutions that are relatively good on the scalarizing function, defined by the chosen weight vector, are selected as parents. A new solution (offspring) is generated by a recombination of the parents, and afterwards improved by a local search. At the end of each iteration, the Pareto archive is updated with the new offspring.
Selection of Weights
One aforementioned point of difference between MOGLS and MOEA/D is the way in which they choose their weight vector in each iteration. MOGLS draws a weight vector at random in each iteration with the algorithm proposed in [9] , whereas in MOEA/D a finite set of uniformly distributed weight vectors is generated at the beginning of the algorithm. Then, in each iteration, MOEA/D chooses the next weight vector from this set.
Selection of Parents
Another different element in MOGLS and MOEA/D is the parents selection.
Please note that by selection of parents we mean the whole process influencing the final choice of parents. This process includes the choice of the set (population) from which the parents are selected, the mechanism for updating this population and the mechanism for final selection of parents from this population.
In MOGLS, two parents are chosen by a tournament selection from the whole Pareto archive. In more detail, in each iteration a sample T is drawn at random from the Pareto archive. Then, two solutions (parents) which are the best on the current scalarizing function are selected from T . The size of this tournament is determined in a way which assures that the two selected solutions have a specified expected rank [24] , by which we mean the position of the solution in an order induced by the current scalarizing function s in the whole Pareto archive, where the best solution for s having a rank of 1. Assume that T solutions are selected for the tournament. As shown in [24] , the expected rank Er of the best solution among the sample of T randomly selected solutions is approximated well by:
So, the larger the size of the tournament sample compared to the size of the Pareto archive, the better the solutions selected through the tournament. Note that in this paper we introduce a slight modification of MOGLS, namely we select parents from the Pareto archive, while the original versions of MOGLS [9] [24] used an additional population. This modification in fact simplifies the algorithm, and
in preliminary experiments we observed that this simplified version performs at least as well as the original. For some problems, however, the Pareto archive may contain too few solutions. In such cases, it may be beneficial to keep an additional population (e.g., composed of solutions removed from the Pareto archive in recent iterations) and to select parents from both this population and the Pareto archive.
No such additional population was found to be necessary for the problems and instances used in this paper.
In MOEA/D, a single solution is kept for each of the uniformly distributed weight vectors. Furthermore, a neighborhood relation among uniformly distributed weight vectors (and thus corresponding sub-problems) is defined based on their Euclidean distance in the weights space. More precisely, a neighborhood of a given weight vector is composed of a number of its closest weight vectors.
In the original version of MOEA/D, the two parents are selected from a subset of solutions corresponding to the neighbor weight vectors. In this paper, we use a newer version of MOEA/D which is inspired by the idea of algorithm was proposed in [26] in which parents are selected from either the set of solutions corresponding to all sub-problems or the subset of solutions corresponding to the neighbor sub-problems based on a probability. Furthermore, the new version of MOEA/D updates a specific number of solutions in each iteration while in theoriginal version all solutions of the neighborhood sub-problems are updated.
Zhang et al. [8] argue that this way selecting parents is faster than the mechanism used in MOGLS. Though this is indeed true, in MOGLS and MOEA/D the vast majority of CPU time is spent in local search, while the time needed to select parents is practically negligible.
Please note that the expected rank in MOGLS plays a role similar to the size of the neighborhood in MOEA/D. The lower the expected rank, and the lower the size of the neighborhood, the better the solutions for the current scalarizing function selected for recombination are on average.
Uniform MOGLS
As stated above, our goal is to experimentally assess which of the two elements differentiating MOGLS and MOEA/D has greater influence on performance and which versions of these elements allow for better results. However, If we observe some differences in the performance of the two methods we would not know, however, which of the two different elements is the main source of 
until the stopping criterion is met 
Multiobjective symmetric TSP
Given N cities (nodes) and the traveling costs (distances) c k i,j (with i = j) between each pair of distinct cities, the multiobjective traveling salesperson problem consists of finding a circular path visiting each city exactly once. In other words, the goal is to find a permutation p of the cities that minimizes the following objectives (j = 1, ..., J):
In this paper, we use the symmetric version of the multiobjective traveling salesperson problem (MSTSP), where: c
Multiobjective TSP with Profit
An extension of TSP is TSP with profit (TSPWP) [27] . It is formulated as follows: given the set of N cities and profits associated with each city, the goal is to find a sub-tour of the cities in order to minimize the tour length and maximize the collected profit.
TSPWP is multiobjective in nature [28] . However, it is usually thought of as a single objective problem and solved by an aggregation of the two objectives [27] . TSPWP is a problem with heterogeneous objectives, i.e, the objectives are defined by functions of different mathematical form. 13
Multiobjective set covering problem
The MOSCP is the problem of covering the rows of an L-row, I-column, zeroone matrix in which elements are denoted by a li , l = 1, ..., L, and i = 1, ..., I, by a subset of the columns minimizing J cost-type objectives [29] . Defining x i = 1 if column i (with cost c j i > 0, j = 1, ..., J) is selected in the solution and x i = 0; otherwise, the MOSCP is
Quality indicators
In this paper we use the following quality measures:
• The R measure [30] [9]: evaluates a Pareto archive A by the average value of the weighted Chebycheff scalarizing functions over a set of normalized weight vectors. It is calculated as follows:
Where Ψ s is the set of uniformly distributed weight vectors generated with the procedure described in [9] .
• Hypervolume (HV ) [31] : indicates the area in the objective space that is dominated by at least one solution of the nondominated set. HV of a given Pareto archive A is the Lebesgue measure of the set z∈ A H(z, r * ), where r * ∈ R J is a reference point dominated by each point in the archive and H(z, r * ) is a hypercuboid defined by points z and r * .
Adaption of the methods to MSTSP
We use the 2-opt local search with two-edge exchange move, first proposed by Croes [32] For the recombination of solutions, we use the distance preserving crossover (DPX) operator [35] . DPX generates an offspring by putting the edges which are common in both parents to it. The offspring is then completed by randomly selected edges which are not present in any of the parents. As a result, the generated offspring has the same distance (measured by the number of different edges) to both of its parents..
In preliminary experiments with MSTSP, we observed that the best results are obtained with linear scalaring functions. We, therefore, used this type of function for this problem, similarly to [9] and [8] .
Adaption of the methods to TSPWP
In TSPWP, we use a local search which performs moves of four different types.
In each iteration of the local search, all moves of every type are tested, and the best move is performed.
• Edge exchange: This move works exactly like the two edge exchange used in MSTSP. It can change the length objective but cannot change profit, so other types of moves are necessary.
• Node insertion: in this move, a node which is not present in the current tour is added to the best position in the tour.
• Node deletion: in this move, a node is deleted from the tour.
• Node exchange: in this move, a node present in the tour is exchanged for another node that is not present in the tour.
For the recombination operator, we use an extended version of the DPX operator, in which we collect both common nodes and common edges between two parents.
We then randomly add a few remaining nodes to obtain the expected number of nodes, equal to the average number of nodes in the parents. The fragments (edges and nodes) are then combined randomly, creating a circular path. The extended version of the DPX operator is explained in algorithm 6.
In preliminary experiments with TSPWP we observed that the best results are achieved through mixed scalaring functions with weights 0, 999 for the Chebycheff scalarizing function, and 0, 001 for the linear scalarizing function. Thus, this type of function was employed for this problem.
Since the two objectives may have very different ranges, we normalize their values using certain approximate ranges of the objectives in the Pareto front.
In more detail, the approximate ranges were retrieved, at the beginning of each 
Adaption of the methods to MOSCP
In MOSCP, the local search is performed based on a neighborhood operator, which is guided by a scalarizing function and defined as follows [24] : first, a randomly selected column is removed from the solution. This leads to an unfeasible solution. The solution is then repaired in a greedy manner by inserting columns with the lowest ratio of: scalarizing value decline caused by insertion of the column the number of uncovered rows covered by the column
The column removed in the first step is not considered by the greedy procedure, therefore, the neighborhood operator always produces a new solution. The whole neighborhood of the current solution is tested and the best local move is performed. The recombination operator is also based on the distance-preserving crossover idea. An offspring is generated as follows: first, all columns common to both parents are inserted into the offspring. Then, the columns which appear in only one of the parents are inserted into the offspring with 50% probability. Since this procedure cannot guarantee covering all rows, lastly, all uncovered rows are covered with columns selected randomly.
Experiment design
We Two different types of instances of MTSP have been used:
• Euclidean instances: in this group, the distances between the edges correspond to the Euclidean distances between points randomly located in a plane with uniform distribution. Euclidean and Kro instances are included into this group.
• Cluster instances: the points are randomly clustered in a plane and the distances between points correspond to their Euclidean distance.
For two-and three-objective instances of MSTSP, we use the instances which were proposed in Lust's library 1 [36] . As mentioned in section 4.2, in TSPWP the first objective is the length of the tour, while the second objective is the collected profit. In our experiment, the first objective comes from either Euclidean or Cluster instances, and the profits are generated randomly from a uniform distribution in a given range.
We use bi-objective instances of MOSCP from Lust's library 2 [37] . We gen- The parameters of each method were set experimentally, based on the best choice principle. The parameter setting for particular instances is listed in Table   1 . The size of the neighborhood in MOEA/D is set to 20, the probability for choosing parents from a subset of solutions corresponding to the neighbor weight vectors is set to 0.9 and the number of solution which will be updated in each iteration is set to 2. Also the expected rank value in MOGLS and UMOGLS is set to 10, 5, 4 for instances KroAB100, ClusterAB300, and EuclideanAB500 respectively. And it is set to 10 and 8 for instances KroABC100 and ClusterABC300
respectively. For all other instances, the expected rank is set to 10.
The number of weight vectors used in the quality measure R was set to 1000
for all bi-objective instances, and to 7562 for all three-objective instances. The reference points are defined by the minimum values of each objective in the reference sets. • In all cases, MOMSLS performs worst compared to all other methods. This proves that the use of recombination to generate a starting solution for local search heavily influences the performance of MOEAs.
Results and discussion
• In all test instances, the best results were attained by either MOGLS or UMOGLS. It is also apparent that MOGLS and UMOGLS work very similarly. • MOEA/D never obtains the best values among other tested methods, and its results are substantially worse compared to MOGLS and UMOGLS.
• In order to test the statistical significance of the differences, we performed the non-parametric Wilcoxon signed-rank test, with a level of risk equaling 5. We found, in all cases, that MOEA/D was significantly worse than MOGLS and UMOGLS. The two latter methods did not differ in any cases except the ClusterABC300 instance of MSTSP, for which UMOGLS was slightly better. As can be seen in Table 3 , the difference between UMOGLS and MOGLS in this instance was, however, much smaller than the difference between MOEA/D and any other method.
The main observation from the whole experiment is that the main design element which influences the performance of scalarizing functions-based multiobjective evolutionary algorithms is the choice of the mechanism for parent selection. Observe that MOGLS and MOEA/D algorithms have additionally been experimentally compared in [8] regarding the multiobjective knapsack problem. In that paper MOEA/D performed better than MOGLS. In our opinion, one source of the differences in results presented here could be the fact that in [8] a considerably different approach to the adaptation of MOEAs to the specific problem was used. This adaptation did not use any local search, instead a simple greedy repair method was applied after recombination. This repair method, in general, makes smaller changes to the offspring than the local search. Furthermore, in [8] an older version of MOGLS was used, one in which parents were selected from a temporary population [9] .
Conclusions
We have presented an experimental comparison of MOGLS and MOEA/D algorithms on three different multiobjective combinatorial problems, i.e., the multiobjective symmetric traveling salesperson problem, traveling salesperson problem with profits, and multiobjective set covering problem. In this comparison we focused not only on the overall evaluation of the algorithms, but we also tried to identify the main design elements influencing their performance. To our knowledge, this is the first such systematic comparison of these algorithms. Such analysis provides deeper insight into the sources of variation between different methods.
Our results indicate that the main factor influencing the performance of algorithms is the selection of parents. However, when the most optimal parameter settings were applied, the choice of parents with tournament selection used in MOGLS and UMOGLS performed better on all three problems used in the experiment.
We have also proposed a slight modification of MOGLS in this paper, a simplification in fact, in which parents are selected from the Pareto archive. In other words, we do not use any additional population of solutions.
We have also proposed a new method called Uniform MOGLS, which uses 
