Abstract
Introduction
Non-dedicated clusters are an ideal platform for parallel processing, given their high scalability, availability and low cost to performance ratio [6] . However, given that clusters are composed of a collection of independent computers used by multiple users [6] , the reliability of clusters are somewhat lacking. The loss of a computer in a cluster or of a single process, can cause the failure of a parallel application and a huge computation loss. Hence, fault tolerance functionality is necessary.
It is desirable to present a single virtual machine to the cluster programmer. This is accomplished by providing location transparency, process relation transparency, execution transparency, and device transparency [7] . Each of these transparencies make programming clusters easier by allowing the programmer to focus on developing their application instead of the physical distribution of resources in the cluster. We propose the addition of a fifth transparency: failure transparency. Failure transparency allows programmers to assume a reliable platform when developing and executing applications.
In this paper, we present the development of a transparent coordinated checkpointing facility for the GENESIS cluster operating system [7] . This facility aims to provide high performance and low overheads by allowing the processes of an application to continue their execution during the creation of checkpoints for an application. Furthermore, to eliminate waiting for disk, remote computer memories are to be used. This facility is to be constructed using existing, enhanced, and newly developed services of GENESIS.
Related Work
Checkpointing a parallel application that is composed of several communicating processes is a complex task. The use of message passing creates dependencies between the processes of the application during its normal operation. Rolling back a process may also require that several other processes are rolled back to maintain a consistent system state (rollback propagation). Coordinated checkpointing avoids rollback propagation by requiring that nondeterministic events are prevented during the creation of checkpoints to ensure consistency. This is usually achieved by blocking all of the processes of the application during the checkpoint operation [2] . As a result, the application suffers high overhead during the checkpoint operation. Manetho offers an alternative approach to allowing processes to continue execution during the creation of checkpoints.
Manetho provides transparent rollback recovery for long running distributed computations using coordinated checkpointing. Manetho reduces the overheads of coordinated checkpointing as follows [3] . A checkpoint server is placed on each computer in the cluster. When a checkpoint operation is initiated, one checkpoint server acts as a coordinator to synchronise the operation. A Consistent Checkpoint Number (CCN) is maintained that is attached to all messages exchanged in the application to invoke checkpointing as necessary to ensure consistency. The checkpoint operation proceeds as follows:
1. The coordinating checkpoint server begins checkpointing by incrementing and sending the CCN to each process of the application in a marker message;
2. Upon receiving a marker message, a process takes a tentative checkpoint;
3. Once the tentative checkpoint is written to stable storage, a message indicating its success is returned to the coordinator;
4. If all processes successfully created a tentative checkpoint, the coordinating checkpoint server sends a commit message to each process, causing the tentative checkpoints to be made permanent. Additionally, if a process receives a message with a CCN greater than the CCN of the existing permanent checkpoint, a tentative checkpoint is also taken to ensure a consistent set of checkpoints [3] . Non-deterministic events are recorded in an antecedence graph, part of which is also attached to each outgoing message. The antecedence graph is used to allow processes to repeat their execution prior to failing without forcing other processes to roll back [4] .
Importantly, the Manetho approach of attaching a CCN and an antecedence graph to outgoing message adds overhead to the interprocess communication (IPC) of an application, which should be avoided.
GENESIS Cluster Operating System
GENESIS is an operating system designed to support parallel processing on clusters. GENESIS consists of a microkernel and a set of operating system servers that operate in user space. These operating system servers, supported by the microkernel, cooperate using message passing under the client-server model to provide services to applications [7] .
The GENESIS architecture is shown in Figure 1 . There are three levels of processes: kernel servers, single system image (SSI) servers, and user processes. Kernel servers are responsible for managing the resources of the operating system. The Process Manager, Memory Manager, and IPC Manager manage the Process Control Blocks (PCBs), memory regions, and IPC of processes, respectively. The Network Manager provides access to the underlying network, and is used for exchanging data with remote computers.
The SSI servers provide single system image and consist of the Global Scheduler, Execution Manager, and Migration Manager. The Global Scheduler is responsible for mapping processes to computers in the cluster to achieve the best execution performance through static allocation and load balancing. The Execution Manager coordinates process creation and termination operations. Lastly, the Migration Manager coordinates the transport of an active process to a remote computer by invoking the kernel servers. 
Checkpointing in GENESIS
GENESIS uses coordinated checkpointing, which requires that non-deterministic events, such as several processes interacting with each other or with their environment (the operating system or end user), are prevented during the creation of checkpoints. However, under a microkernel based architecture, operating system services are accessed by sending requests to operating system processes, rather than directly through system calls. Hence non-deterministic events are prevented by holding outgoing IPC messages during the creation of checkpoints. This prevents nondeterministic events by stopping processes communicating with each other or with operating system servers during the creation of checkpoints. These messages are then included in the checkpoints of the sending processes to maintain the consistency of the checkpoints. Messages are dispatched to their destinations after all checkpoints are created. We call this blocking the IPC of a process. Importantly, given that parallel applications executing on clusters should use a coarse grain of execution [5] , which requires only occasional communication, most messages should not be delayed.
Checkpointing Architecture
In GENESIS, a process consists of a single thread of execution, communication ports, an address space and associated resources (files, etc.) specific state [1] . Each resource is controlled by a different kernel server. To create a checkpoint of a process, kernel servers must be invoked to copy the resources under their control.
Using coordinated checkpointing and only blocking the IPC of a process, three stages were identified for the checkpoint operation of a parallel application:
1. The IPC of the processes are blocked; 2. Checkpoints are created independently for each process; and 3. The IPC of the processes are released.
To control the creation of checkpoints, a new operating system server is added to GENESIS: the Checkpoint Manager. The Checkpoint Manager is placed on each computer of the cluster and invokes the kernel servers to create a checkpoint of processes on the same computer. Furthermore, one Checkpoint Manager located on the computer where the application was originally created coordinates the blocking of non-deterministic events, creation of checkpoints for an application, and releasing the nondeterministic events. We identify this manager as the coordinating Checkpoint Manager, and the other managers as remote Checkpoint Managers. The coordinating Checkpoint Manager directs the creation of checkpoints for a parallel application by sending requests to the remote Checkpoint Managers to perform operations that are relevant to the current stage of checkpointing.
The GENESIS microkernel-based architecture introduces scheduling problems. For a checkpoint to be generated for a single process, the Process Manager, Memory Manager, and IPC Manager must each be scheduled on the CPU to copy the resources under their control. To prevent the process being checkpointed from being scheduled on the CPU, the Process Manager is first invoked to block the process. Rather than perform this as an independent operation, blocking the process is performed prior to copying the PCB of the process. Once the Space Manager and IPC Manager have also created checkpoint data, the Process Manager is invoked a second time to unblock the process ( Figure 2 ). 
Blocking Non-Deterministic Events
The IPC Manager is invoked by the Checkpoint Manager to block the IPC of the processes of the application. The request is sent to all IPC Managers in the cluster using group communications. Upon receiving this request, the IPC Manager searches for any processes on the local computer. The IPC Manager adds a flag to the communication ports of any found processes to indicate that the IPC for the process is blocked. If a process attempts to send a message when this flag present, the IPC Manager holds the outgoing message until invoked by the Checkpoint Manager to release the non-deterministic events. To release the IPC of the processes, the IPC Manager delivers any held outgoing messages, and removes the flags that were added to the IPC end-points.
Process Duplication for Creating Checkpoints and Concurrent Checkpointing
To create a checkpoint of a process, we adapted process duplication. Process duplication services copy every resource of an active process such that an identical process is generated. This process is allocated a new identity and begins execution independent of the original process. For checkpointing, the resources are copied, however a new identity is not allocated, nor does the duplicate execute independent of the original process. Using process duplication mechanisms provides several benefits:
Restoring a process using the most recent checkpoint only requires eliminating the original (faulty) process and activating the duplicate; and Any optimisations made for process duplication can be used in creating checkpoints, e.g., copy-on-write functionality for duplicating the process memory regions can be used to provide concurrent checkpointing.
We now examine the adaptation of process duplication mechanisms for generating checkpoints of the PCBs, memory resources, and IPC resources of a process in GENESIS.
The PCBs are managed by the Process Manager. Copying the PCB is not difficult, a new PCB is allocated and populated with the same data as the original PCB. For process duplication, a new process identity is allocated and the process is enrolled in the ready queue for scheduling on the CPU. For checkpointing, this mechanism is adjusted, such that the original process identity is maintained, and we ensure that the checkpoint is not scheduled on the CPU by enrolling the PCB in a new queue, the Checkpoint Queue, which is not examined by the CPU scheduler. We denote the original PCB as the process PCB and the copy of the PCB as the checkpoint PCB for further discussions.
For the second and further checkpoints, the existing checkpoint PCB is reused to eliminate the time that would be required to deallocate the existing checkpoint PCB and allocate a new checkpoint PCB.
The memory resources of a process consist of the text, data, and stack regions, which are managed by the Memory Manager. Checkpointing these regions of memory involves copying both the physical memory allocated to these regions, and related administrative information, such as the starting address and length of each of these regions. Importantly, the text region of a process contains the code of the actual program and does not change throughout the lifetime of the process. Hence, the text region is not checkpointed and is instead restored from the program file on disk.
Importantly, the memory regions of a process are copied using copy-on-write mechanisms, which delay physically copying the pages of memory until an attempt is made to write to them. These mechanisms are maintained for checkpointing to provide the concurrent checkpointing optimisation [2] , where we save the checkpoint to remote computer memories or disk simultaneously with the execution of the process. To create the checkpoint of the memory regions, each of the pages of the process are flagged copy-on-write. Once the checkpoint operation is completed, the process is allowed to continue execution. The pages of the checkpoint can then be moved to stable storage without any chance of the active process causing inconsistencies in the checkpoint.
Three data structures represent the IPC resources of a process in GENESIS: IPC port structures, IPC operation structures, and IPC buffer structures (Figure 3 ). Communication ports are logical endpoints for delivering messages and are represented by the IPC port structure. A list of IPC operation structures are attached to each port to represent requests for IPC from processes and maintain the state of these requests, e.g., how much of a message has been retrieved. Finally, messages are stored in IPC buffer structures, a customised version of Berkeley Memory Buffers (MBufs). The existing process duplication mechanisms could not be used to checkpoint the IPC resources as they allocate new IPC resources, rather than copying the existing resources. Instead, new mechanisms were introduced to duplicate the IPC resources. Copies are made of the IPC port structures and IPC operation structures given that they change during the execution of a process. In particular, the IPC port structure is altered when attaching or detaching IPC operation structures, and the IPC operation structures are modified when a process retrieves (part of) a message. IPC buffer structures and their contents do not change throughout the lifetime of a message, thus are not copied. Instead, a reference count is used to maintain the IPC buffers and their contents until they are no longer required by either the processes or checkpoints.
Process Migration for Transporting Checkpoints and Incremental Checkpointing
To ensure an application survives beyond the failure of a node, checkpoint data must be stored on stable storage [2] . We consider both the memories of idle computers and disk as stable storage. The memories of idle computers are used to store checkpoint data to provide high performance. However, if a process were to fail at the same time as the computer storing the checkpoint data for that process, the process could not be restored. Two techniques are used to address this problem. Firstly, to improve the reliability of remote computer memories, checkpoint data are sent to several computers. To ensure efficiency, group communications is used. Secondly, checkpoint data are periodically written to disk to ensure the survival of the application beyond the failure of any number of computers.
Checkpoint data are dispatched to remote computers and to disk using process migration. Two process migration strategies are adapted: copy dirty pages, and copy dirty pages to disk [1] . Copy dirty pages process migration is used to copy checkpoint data to remote computer memories and copy dirty pages to disk process migration is used to copy checkpoint data to disk. Under both strategies, only pages of the process that have been altered since the process was created are copied [1] . The remaining pages are recreated or reloaded from the executable program on disk.
Finally, we adapt the mechanisms of copy dirty pages/copy dirty pages to disk process migration to provide the incremental checkpointing optimisation. Under this optimisation, only pages that have been modified since the previous checkpoint are included in a new checkpoint [2] . Copy dirty pages process migration mechanisms only copy pages of a process that have been modified during the lifetime of a process. These pages are identified by a "dirty" flag that is maintained for each page of the process. We extend this mechanism to use two flags, one representing whether the page has changed since the last checkpoint (checkpoint required flag), and one that represents whether the page has changed since the process was originally created (page dirty flag). When a page is written to, the checkpoint required flag is set. A page with this flag set is then included in the next incremental checkpoint. When a checkpoint is taken, the page dirty flag is updated to reflect whether or not the page has been written to since the process was created, and the checkpoint required flag is cleared.
Group Communications
The GENESIS group communications facility offers two sets of services [8] : user oriented services and system oriented services. User oriented services target the end user and provide transparency. System oriented services are restricted to operating system servers. Dynamic group management is used, and delivery semantics and ordering semantics are offered separately to improve configurability.
Semi-reliable delivery semantics, which offer guaranteed delivery to those computers that are responding [8] , are used by the coordinating Checkpoint Manager to send messages to remote Checkpoint Managers.
System oriented services, which offer at-least-k delivery semantics and computer-based ordering semantics are used for the distribution of checkpoint data to remote computers. At-least-k delivery semantics guarantee delivery to k computers, after which delivery is cancelled on those computers that have not yet received the entire message [8] .
Computer-based ordering semantics ensure that messages are delivered to a computer in the order they were sent on the sending computer (the order of messages sent from different sending computers is not considered), and that any checkpoint data received by a computer for storage are the most up to date, allowing any previous data to be discarded.
To track the processes of a parallel application, group membership management mechanisms are used. This is achieved by creating and managing a process group on behalf of the application. The applications processes are then enrolled in this process group as they are created, and withdrawn when they exit. The creation and management of this process group is transparent to the parallel application.
Performance
The performance of checkpointing can be influenced either by the time required to checkpoint processes on a single computer or the time required to coordinate the creation of checkpoints. The factors that can affect the time required to checkpoint processes on a single computer include the number of application processes on that computer and the size of the resources used by those processes (process, memory and IPC resources). The time required to coordinate the creation of checkpoints is most significantly affected by the number of computers with processes that must be checkpointed. In this section, we present the testing and measured performance of the GENESIS checkpointing facility.
Method of Testing
To measure the performance of the checkpointing facility accurately, it is important to develop a test application whose execution closely matches that of a parallel application. Parallel applications executing on a cluster use a coarse grain of execution [5] , involving little IPC. Hence, the test application focuses on computation. We use a test application that forms a simple simulation that modeling the SPMD class of parallel application to measure the performance of the checkpointing facility. The test application creates a user-specified number of processes, then enters a continuous (empty) loop which occasionally displays a brief message to the screen as shown in Figure 4 .
WHILE true
FOR computation_loop = 1 to 1000000 NO-OP END-FOR DISPLAY "I'm still here! END-WHILE
Figure 4. Checkpoint Process Algorithm
Modeling the IPC of an SPMD application is more difficult. However, it is also unnecessary. The IPC of the processes are blocked during the creation of checkpoints (Section 4.2). Any messages sent by the processes of the application are held by the IPC Manager and are delivered when the IPC of the processes are unblocked. For these experiments, we measure the total time to perform a checkpoint operation, which includes the time the IPC is blocked. Hence, the total time for a checkpoint operation includes the maximum amount of time that a message may be held before being delivered to its destination.
The performance of the checkpointing facility is measured by collecting timestamps in the Checkpoint Manager immediately before a request is sent to the Process Manager, Memory Manager, or IPC Manager, and immediately after their response is received. Timestamps are placed in the Checkpoint Manager -each timestamp is labeled Ø , where is the index of a particular checkpoint ( Figure 5 ). The operations are as follows:
1. Block IPC -Blocking the IPC of the process (applied to all processes of the application on all computers);
2. Proc Ckpt -Freezing the process and creating the checkpoint of the PCB;
3. Memory Ckpt -Creating the checkpoint of the memory regions;
4. IPC Ckpt -Creating the checkpoint of the IPC resources of the process;
5. Proc Cont -Unfreezing the process, allowing it to continue its execution; and 6. Unblock IPC -Unblocking the IPC of the process (applied to all processes).
The placement of these timestamps permits the time taken by each operation to be measured. The total time for a checkpoint is the difference between the timestamp recorded before the first request and after the final response, i.e., Ø ½½ Ø ¼ . For creating checkpoints for processes on several computers, the first and last operations are performed on all computers of the application. Hence these timestamps also allow us to measure the total time to checkpoint a parallel application.
Effect of Increasing Process Memory Use
Measuring the performance of the checkpointing facility while varying the amount of memory used by a process indicates how the checkpointing facility performs on larger applications. To vary the amount of memory used by the process, a large amount of memory is first allocated using dynamic memory allocation. Pages of memory are not physically allocated to the process until the process attempts to write to those pages. Hence, we can control the number of pages that are physically allocated to the process by writing arbitrary data to the desired number of pages. Without writing to any pages, the process uses 10 pages of memory. For this experiment, we measure the time to checkpoint a process consisting of between 10 and 100 pages, increasing in increments of 10 pages. Each experiment was run 250 times, and the results were averaged to produce the graph.
The graph of the total time for the checkpoint operation is shown in Figure 6 . The figure shows that the time required to checkpoint a 10 page process takes 41.24ms. Increasing the size of the process to 100 pages, a 10x increase, only required 64.85ms to create the checkpoint, a 57.25% increase. This suggests that the checkpointing facility scales well to large applications.
However, we also measure the time required to checkpoint only the memory of the process, i.e., Ø Ø . These times are shown in Figure 7 . In this case, the measured increase is from 7.73ms to 30.09ms, a 289.26% increase (almost four times longer). This increase is less than the increase in the memory used by the process, hence the GEN-ESIS checkpointing facility scales well given an increase in memory used by a process. Importantly, the low times to checkpoint the memory of a process are a result of using copy-on-write mechanisms, which remove the requirement to physically copy the memory of the process.
The graphs presented in both Figure 6 and Figure 7 show a curve that appears to be exponential, which is undesirable. Further investigations led to the discovery that the time required to create checkpoint of the same memory region increases over time. This was revealed by scatter plots of each measurement for a particular size. The sample scatter plot in Figure 8 shows the time to checkpoint the memory regions of a 100 page process. The error causing the increase in times is located in the existing memory duplication mechanisms, which will be corrected in future work.
Effect of Increasing Queued Message Size
When a checkpoint is created for a process, it is possible that messages delivered to the process have not yet been retrieved. These messages are included in the checkpoint of the process, hence effect the time required to create a checkpoint. To control the size of a message queued for delivery to a process, we instruct the process to send a message to itself, which it never retrieves. The size of the message can then be controlled by varying the amount of data that is sent in the message. Importantly, to ensure that the size of the process does not increase with the size of the message, 100kb of memory is dynamically allocated for use in the message and is filled with random data. Each experiment was run 250 times and the averages of the results were used to produce the graph.
The graph of the total time to create the checkpoint is presented in Figure 9 . The figure shows a linear increase in the total time to create a checkpoint. For a 10 kilobyte message, 44.12ms were required to create the checkpoint. Increasing the size of the message to 100 kilobytes, a 10x increase, required 50.1ms to create the checkpoint, a 13.55% increase. This suggests that the checkpointing facility performs well given large queued messages. As for memory usage, we also measured the time to checkpoint only the IPC resources of the process (where the message is stored), i.e., Ø Ø . These times are shown in Figure 10 . In this case, we observe an increase from 6.33ms for a 10 kilobyte message to 12.29ms for a 100 kilobyte message, a 94.15% increase. This increase is less than the increase in the size of the message, hence the GENESIS checkpointing facility scales well given increasing sizes of queued messages. These results were likely achieved by using reference counts, which remove the requirement to physically copy the actual message. Importantly, a slightly larger increase in times is recorded between 0 and 10 kilobyte messages than for other sizes. This is due to the lack of IPC buffer structures to store the zero length message. 
Scalability of the Checkpointing Facility
The processes of a parallel application may be located on any number of computers in a cluster. We measure the time required to checkpoint a parallel application using one process per computer for one, two, four, and eight computers. Each process uses the same amount resources, consisting of nine pages of memory (72kb) and no queued messages. The application begins by creating a number of processes equal to one less than the number of computers that we wish to measure the performance of. The provision of global scheduling in GENESIS (Section 3) results in the placement of these processes on different computers. The remaining computer contains the parent process. Each experiment was run 250 times, and the results were averaged to produce the graph.
The results of these tests are presented in Figure 11 . A large jump in the time required to create the checkpoint is observed between one and two computers. This is due to the added requirement of communicating with remote computers, and the overheads of communicating over a network. A linear increase in the time required to create the checkpoint is observed for between two and eight computers. Importantly, the time required to create checkpoints for eight processes on eight computers is only 350.33ms. If this particular application were to be checkpointed every 10 minutes, only 0.058% of the time would be spent creating checkpoints, an insignificant amount of time. This equates to approximately 50.42 seconds per day of computation. To clearly show how the facility scales, we compare the measured performance times to a linear increase in performance, i.e., such that the time required to checkpoint processes on eight computers would take twice as long than for four computers, and four times as long than for two computers. The times for a linear increase in performance were determined from the performance for two processes on two computers. These results were used due to the introduction of network communication when two or more computers were involved (Figure 12 ). Although the time required to create the checkpoints for the processes of the application show constant growth, the times grow at a much slower rate than the number of computers involved in the test. 
Conclusions
In this paper, we presented the development of a transparent coordinated checkpointing facility for the GENESIS cluster operating system providing high performance and low overheads by allowing the processes of a parallel application to continue their execution during the creation of checkpoints. The main contributions of this research are the adaptation of existing operating system services of process duplication, process migration, and group communications for checkpointing, and the use of a microkernel based operating system architecture enabling the processes of a parallel application to continue execution during the creation of checkpoints. Unlike the Manetho project, our solution only adds overhead to the transmission of messages during the creation of checkpoints. The measured performance of the checkpointing facility indicates that the facility scales well to larger processes, to processes with large queued messages, and to applications consisting of several processes located on several computers.
