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Background and Motivation
Type inference, the process of automatically inferring type information from untyped or partially typed programs, plays an increasingly important role in the static analysis of computer programs. Originally devised by Hindley [7] and independently by Milner [18] , it has found its way into the design of several recent programming languages. 1 Type
Partly supported by NSF grant CCR-9417382. y Partly supported by NSF grant EIA-9806745. 1 According to Hindley, the underlying ideas of type inference were already used by Curry and Feys in the 1950's [8, pages 33-34] , and perhaps by Polish logicians in unpublished work in the 1920's [8, page 104] . Be that as it may, the explicit connection between Robinson's first-order unification, published in 1965, and inference of simple types is due to Hindley and Milner. This is an instance of a more general and very productive coninference may or may not be possible, depending on the language and the typing rules. If it can be carried out, type inference turns untyped programs into strongly typed ones. Modern languages such as Haskell [24] , Java [5] , and ML [19] were all designed with strong typing in mind.
Despite its many benefits, the Hindley/Milner type system has several limitations, preventing perfectly safe programs from being typed. One such limitation is encountered when inferring types for recursive definitions. The rule used to infer simple types for recursive definitions in a -calculus with a fixpoint constructor fix is the following: where is a simple type. Many recursively-defined functions in practice are inherently polymorphic, requiring the following rule instead: (Polyrec) E f x : g M : E`fix x:M : where = 8t 1 8 t n : is a type scheme, with simple. Nevertheless, (Monorec) is used in practice, because typability becomes undecidable when (Polyrec) is added together with appropriate rules (Inst) and (Gen) to instantiate and generalize type schemes.
The difference between (Monorec) and (Polyrec) was recognized early on [20] and examined in depth in several papers [6, 12] . There are recursive definitions which, after appropriate recoding, can be typed by (Monorec) together with a rule (Let) for the usual polymorphic let of ML. This is the case of many simultaneous recursive definitions in practice, which can in principle be decoupled by a compiler before typing them with (Monorec) and (Let). 2 However, nection, encountered again later between other forms of unification and other forms of type inference.
no such recoding is possible in the case of many other recursive definitions and polymorphic (Let) provides no help in typing them; for such recursive definitions, the stronger polymorphism of (Polyrec) cannot be traded for the weaker polymorphism of (Let). Type inference with (Monorec), but without polymorphic (Let), has the same complexity as type inference for the simply-typed -calculus, which can be made to run in linear time and is therefore very efficient in practice [23, 8] . Just like first-order unification, it is PTIME-complete [3] . Type inference in ML may require exponential time only in the presence of polymorphic (Let) [11, 14] and this happens only in the case of programs that are arguably pathological [17] .
Towards filling the huge gap between efficient typeinference with (Monorec) and undecidable type-inference with (Polyrec), one of our research goals is to formulate typing rules lying between (Monorec) and (Polyrec). In this report, we combine universal types and recursive types in order to define such typing rules, and we seek precise conditions under which type inference remains feasible or at least decidable.
An earlier attempt towards the same goal was made by Jim [9] , who also proposed typing rules that are strictly more powerful than (Monorec) but weaker than (Polyrec). Jim's approach is based on the rank-2 intersection types, with which type inference remains decidable and is DEXPTIME-complete.
We illustrate several of the issues we tackle in this report with three examples. EXAMPLE 1.1. (Transposition of a Matrix) The rule (Monorec), after appropriate adjustment to the syntax of ML, cannot type the following ML program. This is also a simple example of a recursive definition that cannot be decoupled in an attempt to type it again with (Monorec). The program computes the transpose of a matrix given as a list of rows, i.e., the matrix is represented by a list of equallength lists:
If typable, the output of this program would be [ [1, 3] , [2, 4] ]. However, the ML type checker reports a "circularity" when trying to unify the return types of the This is a rank-2 type because "8t 2 " is on a path that passes to the left of exactly one ",!" (exhibited as a longer arrow). We use a more powerful version of (Monorec) adapted for higher-rank types, which we call (Monofix ,2] , [3, 4] ], [ [5, 6, 7] , [8, 9, 10] 
] ] end
Following the same logic, it is possible to write recursive definitions for which the typings are at rank 4, 5, : : : , etc.
The discussion so far shows that it is possible to combine universal types and recursive types in order to type recursive definitions that are not typable in the Hindley/Milner system. Our analysis in this report shows when it is possible to do this without losing decidable type inference.
Whereas functional languages such as Standard ML and Haskell have successfully incorporated type inference in their design, type inference for object-oriented languages is considerably less developed and has yet to achieve the same degree of practical importance. Towards this goal, and without too much effort, our analysis can be extended to a language with objects, in the formulation proposed by Abadi and Cardelli in their &-calculus [1] . Specifically, we also consider type inference when we combine universal types and recursive types together with object types. Our extension does not include other notions (such as "subtyping") that are fundamental for any OO type system. Nevertheless, we consider our present extension only preliminary to the addition of other notions suitable for an OO type system. Although subtyping is a key feature for any OO type system, it does not coexist naturally with recursive types. Even simple and perfectly sound examples fail to type check as a result of necessary restrictions imposed by the subtyping rule for object types (where subtyping must be invariant) and recusive types (where subtyping needs to be covariant). Relaxing the subtyping rule for object types to be covariant, in an attempt to subtype interesting recursive types, results in an unsound type system [1] . The algorithm for our rank-1 system, augmented with object types, infers the following type for "stack":
stack :
8t1:t2: isempty : bool; top : t1; pop:t2; push : t1 ! t2
Recursive types must be used in order to type terms like stackpush (1)push (2)top. The type inference method in [21] can type this example but with a less informative type, while the method in [22] cannot type this example at all, because of restrictions introduced by subtyping.
Examples requiring rank-2 (or higher) types involving object types can be constructed by passing stack (with the rank-1 type shown above) to a function that uses it polymorphically.
Contributions of This Paper
The main contributions of this paper are the following:
The introduction of the first (to the best of our knowledge) unification-based algorithm combining objects, functions and constants that types interesting examples encountered in practice. Examples that were otherwise untypable (or typable with less informative types) are typed by our algorithm using recursive types.
Identification of an appropriate unification problem for the analysis of inferring finite-rank recursive types. This unification problem is a generalization of finite (i.e., standard) semi-unification, which we call regular semi-unification. The instances of regular semiunification are exactly those of finite semi-unification, but substitutions in the regular case are allowed to map variables to regular (not necessarily finite) terms, corresponding to recursive (not necessarily finite) types.
For k 2, type inference with rank-k recursive types is decidable, using the acyclic restriction of regular semi-unification. We prove that the problem of inferring rank-2 recursive types is polynomial-time equivalent to finding regular solutions for instances of acyclic semi-unification, for which we have an alwaysterminating algorithm.
Many of the ideas already used to handle the finite case of acyclic semi-unification [14] are used again in the regular case of the same problem. As a result, whether an instance of acyclic semi-unification has a regular solution (and, therefore, whether a program is typable with rank-2 recursive types) is DEXPTIME-complete.
For every k 3, type inference with rank-k recursive types is undecidable. This is based on a sequence of reductions from (unrestricted) regular semi-unification, which we prove undecidable, to the problem of typability with rank-3 recursive types. The latter can be reduced further to the problem of typability with rankk recursive types, for every k 4.
Interestingly, the undecidability of regular semiunification calls for methods entirely different from those used for the undecidability of finite semiunification [13] . For the result in this paper, we use a reduction from the word problem for finitely generated monoids, which we have adapted from a similar encoding of the same word problem into "feature algebras" in computational linguistics [2] .
Future Work
Investigate the lack of a substitution-based principality property and how to deal with it in practical implementations.
Our various type systems do not have a substitutionbased principality property (we have simple counterexamples). This is the property that for each typable term, there is a type/typing from which all other types/typings are obtained by the operation of substitution. This lack is not a peculiarity of our systems: It is common to all type systems (most notably, System F) involving universal types at ranks 1. The importance of a substitution-based principality property in practice is discussed in [10] .
Investigate the relationship between our systems, based on universal types and recursive types, to derive types for recursive definitions and the systems proposed by Jim, based on intersection types [9] .
Investigate conditions under which subtyping (possibly restricted) and related notions (e.g., matching) can be added to our typing rules without turning type inference into an undecidable problem. The use of variance annotations in the style of [1] is one way of including a restricted version of subtyping.
The present report is only an extended summary of results without their proofs. A full report, including all proofs and additional related material, is available at the URL: http://www.cs.bu.edu/students/grads/santiago/Papers.
Type Systems
Let t; s; t 0 ; s 0 ; ::: range over a countably infinite set of type variables TVar and q;q 0 ; ::: range over a finite set of type constants Q. The types of the systems considered in this extended summary are all subsets of an inductive set T ;Ob defined in figure 1. Our type systems are classified by the rank of the types they derive. Informally, we say that a type is rank-k if no path from the root to a quantifier passes to the left of k or more arrows. In other words, if there exists a path from the root to a quantifier that passes to the left of k arrows then the type is at least rank-k + 1 .
This notion is similar to that defined for System F [16] . We extend it to include recursive types and object types. As usual, types are deemed equal (=) modulo renaming of bound variables and reordering of adjacent quantifiers.
By convention, ! associates to the right and the scope of both and 8 extends as far to the right as needed.
Note that no quantifier is allowed to appear inside a recursive type or an object type. As a result, the hierarchy Observe that we use FIX as a distinguished constant (and therefore as a constant FIX is also a member of C) in contrast to x which is used as a constructor.
Parentheses are introduced wherever needed to desambiguate the parse of a term. Occasionally we drop the superscript Ob , and write L (or T k ) to emphasize that we only consider the subset of terms (or types) without objects.
The various type systems presented in this extended summary are defined in terms of fragments. A fragment is simply a set of typing rules that can be combined with other fragments to form a type system. For convenience, we define parameterized fragments where k (the parameter) corresponds to the rank of the fragment. In addition, we define the mapping type : C ! S k0 T
;Ob k that assigns a closed type to every c 2 C. In particular, we set typeFIX = 8t:t ! t ! t.
A substitution is a mapping from the set of type variables to the set of types. We only need to consider substitutions with finite supports. As a result, we sometimes write fs; ; t; g to denote a substitution that maps the type variables s and t to the types and , respectively, and every variable in TVar , f s; tg to itself. The metavariables S; S 0 ; ::: are reserved to range over substitutions.
A type environment is a finite mapping from the set of term variables Var to the set of types. Let E ;E 0 ; ::: range over the set of type environments and define DomE = fx j 9 :x : 2 Eg and RanE = f j 9 x:x : 2 Eg.
A judgement is a relation between type environments, terms and types written as E`M : or as` (in which case only types are related). Let J ; J 0 ; ::: range over a set of judgements.
Type Inference in
;Ob 1 We analyze type inference for the system ;Ob 1 = 1 C 1 1 8 1 Ob 1 . This is the system that assigns rank-1 types to terms in the language L Ob . It includes the familiar system of recursive types already considered by other authors and adds quantifiers and object types. Sound subtyping of recursive object types is very restrictive in a calculus were methods can be selected and updated [1] . As a result, we do not consider subtyping in this work. 3 One part of our algorithm is based on first-order unification, adjusted so that the occur check in the process of unification does not abort the computation but rather introduce a -binding. However, this is not what is novel in our approach. Rather, what is new is the way constraints are collected and combined so that types can be inferred using a unification-based mechanism. Our work differs from [4] in that constraints sets are solved as early as possible and types (as opposed to constraint types) are inferred. The lack of subsumption reduces the typing power of our system but simplifies the type inference problem allowing us to construct a closed type and use constraint sets solely for the purpose of type inference.
Operations on objects can be classified as being selfinflicted (applied to self) or non-self-inflicted (from the outside). Because of the recursive nature of the type inference algorithm TI, 4 self-inflicted operations need to be collected and solved only after the complete object is seen. For this purpose, our algorithm uses a set of constraints to record every operation applied directly to self. Constraints collected on a certain object are solved whenever self is discharged Informally, Equate checks that every method on the right-hand-side of a constraint is present on the left-handside, i.e., in the actual object. For those methods occurring on both sides, the Unify procedure is called to force the consistency of uses and definitions.
The following example shows how constraints are collected and solved for -bound variables denoting object terms. 1 and show that type inference is undecidable. This is used in later sections to derive other undecidability results.
The undecidability of type inference in ; x 1 comes from the inclusion of the x 1 fragment that contains a rule capable of typing instances of polymorphic recursion at rank-1.
The rule (Polyfix) is slightly more general than (Polyrec) because the inferred type is rank-1 instead of a type scheme. The undecidability result is obtained by repeated reductions from the word problem over finitely generated monoids.
We call regular semi-unification the problem of deciding whether an instance of semi-unification has a regular solution. First, we reduce the forementioned word problem to regular semi-unification, thus implying the undecidability of the latter. Second, we reduce regular semi-unification to the problem of type in inference in 
Undecidability of
; x 1
The terms we use in this section are defined over the signature = f!g Q containing a single binary function symbol ! and a set of constants Q. We write T for the set of terms defined over and a countably infinite set of variables x 2 X. Any term t 2 T can be seen as a function from a (possibly infinite) set of paths to an element of X. More precisely, if t 2 T then t : domt ! X where domt f L; Rg . 6 Let ; 1 ; ::: range over the set of finite paths fL; Rg . For convenience, we consider any term t as a total function by setting t = ? if 6 2 domt. If t is a term in T we write tj for its subtree rooted at t. That is, if t 0 = tj then for every 0 2 domt 0 the path 0 2 domt and t 0 = t 0 0 . We say that t is an 1-term whenever we want to emphasize that domt may be an infinite set. We need to extend the notion of substitution on 1-terms . A substitution S is a mapping from the set of vari- 6 The symbols L; R stand for "left" and "right", respectively.
ables to the set of 1-terms , i.e., S : X ! T figure 5 is typable without (Polyfix) (e.g., it is typable in ML), there are functions that can only be typed in the presence of polymorphic recursion. One such example is from [20] and is shown in figure 6 . 
