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Introduction
tially extended in [3] where also history dependent strategies were taken into account. The most relevant results of [3] are the following. First, the existence of a winning HD (and also HR, FR and FD) strategy is undecidable for ¡ ¢ -player games with objectives specified in (quantitative)
PCTL. Second, the problem of existence of a winning HD strategy is EXPTIME-complete for can be extended to more expressive logics at least for finite-memory strategies. In this paper we address this problem and show that the existence of a winning finite-memory strategy is decidable even for a powerful temporal logic qPECTL¥ . We also show that the winning finite-memory strategy can always be effectively synthesized. This problem is well motivated because in practice one usually does not only want to know whether a strategy exists but also wants to implement the strategy. Finite-memory strategies have the advantage of being easy to implement.
The logic qPECTL¥ is the qualitative fragment of the logic PECTL¥ defined in [5] . PECTL¥ is a generalization of the logic PCTL¥ (see, e.g., [5, 2] ) which is a probabilistic version of the well-known logic CTL¥ . Of course, PECTL¥ contains the logic PCTL. Hence, our results on qPECTL¥ have immediate consequences for the qualitative PCTL¥ (denoted qPCTL¥ ) and the qualitative PCTL (denoted qPCTL).
Our contribution:
The main results of this paper are summarized below.
¦
We show that the existence of a winning FR (or FD) strategy for objectives described by qPCTL, qPECTL¥ , and qPCTL¥ formulae is decidable in single exponential, double exponential, and triple exponential time, respectively. We also show that the winning strategy can effectively be computed with the same complexity. Moreover, we show that all these problems can be solved in time polynomial in the size of games.
In the course of the proof of the above results we identify a fragment of qPECTL¥ , called detPECTL¥ , and show that the existence of a winning HR (or HD) strategy for objectives described in detPECTL¥ is decidable in time exponential in the size of formulae and polynomial in the size of games. The fragment detPECTL¥ contains the logic § , and hence our results improve on the corresponding results of [3] by considering a more general logic, randomized strategies, and providing a polynomial time upper bound in the size of games.
2 Formulae of § © ¦ Finally, it has been shown in [3] that an infinite-memory strategy is needed for satisfy- s i of w is denoted by w i . A run is an infinite path. The sets of all finite paths and all runs of M are denoted FPath and Run, respectively. Similarly, the sets of all finite paths and runs that start in a given s The logic qPECTL¥ has the following syntax:
ere a ranges over the set Ap of atomic propositions, 
For computational purposes we assume that each formula is represented as a directed acyclic multigraph obtained from the parse tree of the formula by merging similar subtrees. For example, the formula § ρ 
respectively. We also define 'future' and 'globally' operators as follows: Let tt and ff stand for 
, respectively. This clearly corresponds to the logical operation of negation.
Now qPCTL is the fragment of qPECTL¥ consisting of all formulae of the following form:
One can also show that all formulae of qPCTL¥ (for definition see, e.g., [5] ) can be translated to equivalent qPECTL¥ formulae. This translation employs the algorithm for translating LTL formulae to Büchi automata (see, e.g., [15] ) which results in a single exponential blow-up in the size of formulae.
The logic detPECTL¥ . Now we define the deterministic fragment of qPECTL¥ (called detPECTL¥ ), which generalizes the fragment § 
Games and Strategies
A ¡ ¢ -player game (or Markov decision process) is a tuple G © § V E § V£ V¤¨ Prob¨where V is a finite set of vertices, E V 1 V is a set of transitions, §
V£
V¤¨is a partition of V , and Prob is a probability assignment which to each v V¤ assigns a positive probability distribution on the set of its outgoing transitions. For technical convenience, we assume that each vertex has at least one outgoing transition. 
The Synthesis Problem for detPECTL §
In this section we prove that the synthesis problem is decidable in exponential time for both HR and HD strategies and detPECTL¥ objectives. The proof follows similar lines as the analogous proof for HD strategies and the
fragment of qPCTL (see [3] ). However, new technical difficulties arise from the use of automata connectives and randomization.
Similarly to [3] , we reduce the synthesis problem for detPECTL¥ to the problem of solving We construct a game G¨, a vertex s¨i n of G¨, a mixed Büchi objective § P O¨, and a set¨, such that there is a § P O¨-winning¨-must HR strategy in s¨i n iff there is § ν Φ¨-winning HR strategy in s in . The size of G¨will be single exponential in the size of Φ and polynomial in the size of G.
To simplify our presentation we introduce some additional notation. We say that a Büchi To V¨¤ we put all g-vertices whose first component belongs to V¤ , and we put V¨£ or to at least one of them, depending on whether ' ρ' is either '© ' or '! £ ', respectively. Note that in the case '© ', the simulated computation goes to the same state q¨for both successors. To ensure correctness of the simulation, we need Φ to be a detPECTL¥ formula (intuitively this means that there is at most one 'correct' non-terminal successor q¨of q after reading the current state).
Note that the definition of x¨and the winning objective § P O¨ensure that all running instances of automata corresponding to formulae of the form § 
Finally, going from the g-vertex
f , by which he chooses a successor in the simulated play. The¨-must restriction ensures that each of the successors is chosen with non-zero probability, which prevents player ¥ from erasing pairs of States
The following lemma is proved in Appendix. It has been shown in [3] that the existence of a winning HD strategy in ¡ ¢ -player games with mixed Büchi objectives is decidable in polynomial time, and moreover, that the existence of a winning HD strategy in such games implies the existence of a winning FD strategy computable in polynomial time. By a slight modification of the proof from [3] we obtain the following analogy for¨-must HR strategies: . Now for¨© / 0, each¨-must strategy in s¨i n is
deterministic. An inspection of the proof of Lemma 3.2 reveals that the lemma remains valid even for deterministic strategies. Now using Lemma 3.3 we obtain the desired result.
The Synthesis Problem for qPECTL § and Finite-Memory Strategies
In this section we show how to solve the synthesis problem for qPECTL¥ and finite-memory strategies. We show that, in fact, the logic qPECTL¥ and its fragment detPECTL¥ are expressively equivalent over finite Markov chains, and then obtain the solution to the synthesis problem as an immediate corollary of our previous results. n & A¨& , and consequently making the transition function total. Observe that although the alphabet of § may be exponentially larger than the alphabet of § , the number of states increases only by due to making the transition function total. Observe also that the size of the (graph representing) resulting formula is polynomial in the size of Φ. Now, to determinize the formula Φ, it suffices to determinize (syntactically) transition relations of all Büchi automata in Φ. However, the problem is that deterministic Büchi automata are strictly weaker than non-deterministic Büchi automata. We solve this problem by first translating the Büchi automata to equivalent deterministic Rabin automata (using results of [14] ) and then encoding the deterministic Rabin automata to detPECTL¥ formulae. following proposition was proved in [14] .
Theorem 4.3 ([14]). Given a Büchi automaton
Φ n¨b e a subformula of Φ and let us assume that Φ Let Φ n¨f or some 
Moreover, the right hand side formula is in detPECTL¥ .
Using Lemma 4.4 and Lemma 4.5 one can easily design an algorithm which transforms the formula Φ to a detPECTL¥ formula Ψ using appropriate substitutions in a 'bottom-up' manner.
For general qPECTL¥ formulae, the time complexity of the algorithm is single exponential in the size of Φ. Indeed, by [14] the Rabin automaton 
qPCTL and Finite-Memory Strategies
In this section we study the power of finite-memory strategies w.r.t. the synthesis problem for 
It has been shown in [3] right 2¨¨. Now, using a similar trick as above, we obtain start
Now we can give a complete classification of finitely determined fragments. 
Lemma 5.3. The fragment
, G¨¡ (introducing, however, some negations to the formula). The negations introduced in the previous step can be pushed to atomic propositions using equivalences
Corollary 5.4. A fragment § ¡
, where t n are all successors of s in G. Then 
It is easy to show that Λ is injective.
We define a strategy σ in the game G as follows: For each v 
The rest of the proof can be done by straightforward induction.
is the probability of reaching v ¢ from v in G¨σ , and
is the probability of
In the rest of this proof we use the following notation: Given a Büchi automaton § Observe that σ¨is indeed¨-must, because for f -states and s¨i n it chooses a successor deterministically, while for all other states it assigns non-zero probability to all successors. 
However, then, clearly, the run w enters a vertex from P infinitely many times. However, this immediately implies that, with probability A standard calculation reveals that the probability of hitting the stop state from start is equal to ¡ . Hence, the probability of all runs initiated in start which do not hit the stop state is
All states in all these runs can reach the stop on the path that does not go through right 
