Inhibitory interneurons are considered to be the controlling units of neural networks, despite their sparse number and unique morphological characteristics compared with excitatory pyramidal cells. Although pyramidal cell dendrites have been shown to display local regenerative events-dendritic spikes (dSpikes)-evoked by artificially patterned stimulation of synaptic inputs, no such studies exist for interneurons or for spontaneous events. In addition, imaging techniques have yet to attain the required spatial and temporal resolution for the detection of spontaneously occurring events that trigger dSpikes. Here we describe a highresolution 3D two-photon laser scanning method (Roller Coaster Scanning) capable of imaging long dendritic segments resolving individual spines and inputs with a temporal resolution of a few milliseconds. By using this technique, we found that local, NMDA receptor-dependent dSpikes can be observed in hippocampal CA1 stratum radiatum interneurons during spontaneous network activities in vitro. These NMDA spikes appear when approximately 10 spatially clustered inputs arrive synchronously and trigger supralinear integration in dynamic interaction zones. In contrast to the one-to-one relationship between computational subunits and dendritic branches described in pyramidal cells, here we show that interneurons have relatively small (∼14 μm) sliding interaction zones. Our data suggest a unique principle as to how interneurons integrate synaptic information by local dSpikes.
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3D scanning | hippocampus | uncaging | signal integration | modeling I nterneurons are critically important for synaptic plasticity and synchronization of oscillatory activities and have been suggested to provide temporal control for principal cells (1) . Although the output of interneurons is more thoroughly studied, there is only sparse evidence on how the inputs on their dendrites act when activated in concert under in vitro conditions. In contrast, there are a number of phenomena explored concerning signal integration on principal cells that have not been described on interneurons. Spatial clustering of synchronized synaptic inputs can lead to nonlinear integration and regenerative events in dendrites of principal neurons, increasing their computational power (2) (3) (4) (5) (6) (7) (8) . On the contrary, interneurons were previously suggested to have more linear or sublinear integration propertiesfeatures that might imply a passive involvement in neuronal operations (9) . Dendritic integration in principal cells is mediated by multiple layers of logical integrators (2, 6, 10) , the first layer being the apical Ca 2+ and axonal Na + integration zone, generating relatively more global propagating spikes. At the same time, both tuft and basal thin dendritic branches are able to generate NMDA spikes, providing an integration method for distant inputs to overcome strong dendritic filtering (11) and drive the output of the cell (10) . On the contrary, we are aware of no studies to date that have shown that local regenerative spikes (evoked or spontaneous) can occur in interneuron dendrites. The NMDA spikes in pyramidal cells are initiated by voltage-gated Na + currents and are also shaped by voltage-gated Ca 2+ and A-type K + currents (3, 12, 13) . Modulation of these voltage-gated channels by previous dendritic input patterns or nonsynaptic neurotransmitters in individual branches could induce changes in coupling between local dendritic spikes (dSpikes) and the soma, suggesting that they could provide dynamic memory functions on an individual branch level (14, 15) .
Local regenerative dendritic events in all studies to date have been initiated by using artificially patterned stimulation by glutamate uncaging or electric stimulation. Surprisingly enough, there is as yet no clear evidence that physiological operational states of the microcircuits are capable of activating the required number of synapses converging onto restricted dendritic segments of postsynaptic neurons within a short time window to generate dSpikes.
Spontaneous dSpike detection calls for a high-resolution 3D technique that images many hundreds of pixels for a given long, tortuous dendritic segment with a temporal resolution of at most a few milliseconds, and z-scanning range of at least several tens of micrometers, being capable of resolving spontaneous synaptic events (16) . Current 3D imaging techniques do not fulfill these requirements for both spatial and temporal resolution, as none of the currently available fast imaging techniques (i.e., temporal resolution <10 ms) have demonstrated simultaneous functional 3D imaging of two or more dendritic spines or more than 16 points (17) (18) (19) .
In this study, by using a unique 3D trajectory scanning technique (Roller Coaster Scanning) under in vitro conditions, we were able to detect and characterize spontaneous network activity driven dendritic (i.e., NMDA) spikes generated by nonlinear synaptic integration in hippocampal CA1 stratum radiatum interneurons (RAD INs).
Results
In Vitro Roller Coaster Scanning of Interneuron Dendrites. To achieve high spatial as well as temporal resolution, we extended our 2D multiple line scanning method (20) to 3D by imaging points along a 3D trajectory with use of a high-speed, piezoelectric objective positioner (Roller Coaster Scanning; Materials and Methods and SI Materials and Methods). Line scanning with galvanometric mirrors was precisely synchronized to the phase of the z axis movement of the nonlinearly resonating objective (Fig.  S1A-C) . This approach yields a 3D trajectory selected to match spines and long cellular processes, in our case dendritic shafts labeled during whole-cell recordings ( Fig. S2A ; same trajectory shown in red in Fig. S1 D and E and Movies S1 and S2). The method allowed in vitro imaging of dendrites as long as 250 μm situated in a wide field of view (maximum 650 μm × 650 μm, 16,384 × 16,384 pixels) and a suitable z-scanning range (maximum 25 μm) with a resolution characteristic to two-photon microscopy (<450 nm) and high repetition rates (150-690 Hz) without limiting pixel dwell time (Fig. S2) . These parameters allowed a remarkable increase in the imageable fraction of the complete dendritic tree (Kolmogorov-Smirnov test, P < 0.001; Fig. S2C ), enabling us to detect and characterize spontaneous events, such as spatially extensive dSpikes and small compartmentalized unitary events.
Spontaneous Network-Driven dSpikes in Interneurons. Spontaneous synaptic activity in brain slices placed in a conventional submerged recording chamber is low compared with in vivo recordings (21) . Under these conditions, modest synaptic inputs may not be sufficient to produce dSpikes (2, 3, 13, 14, 22, 23) . Here we took advantage of a recently developed recording chamber with dual superfusion, in which the tissue slices could be supplied with enough oxygen to maintain physiologically relevant network activities (24) in a combination with optical detection of dSpikes (Fig. 1D) .
We systematically searched for spontaneous and CA3 stimulationinduced dendritic events by 3D imaging of long dendrites of RAD INs (42.3 ± 7.4 μm; range, 10-250 μm; Fig. 1 A-C) , of which 13 cells were anatomically identified as dendrite-targeting inhibitory cells (25) (SI Materials and Methods). Roller Coaster Scanning provided on average an approximately 27-fold increase in access rate to dendritic segments of this length (Fig. S2C) .
Two major groups of responses were identified based on their spatiotemporal distribution (the two groups were confirmed by cluster analysis, as described later). In the first group, 3D Ca 2+ responses (spatially normalized and projected Ca 2+ transients measured along the 3D trajectory; SI Materials and Methods) were relatively small (22 ± 2% ΔF/F; n = 9 cells) and had a narrow spatial distribution (5.2 ± 0.9 μm), consistent with properties characteristic of a single or few inputs [group noted as excitatory postsynaptic potential (EPSP)-Ca 2+ and EPSP in Fig. 1 Fig. 1 E-G and I], which could have been hard or even impossible to detect when applying running average on the data to mimic the scanning speed (10-20 Hz) used in previous studies ( Fig. S3 B-D) (18) . EPSPs of small, possibly unitary amplitude accompanied uEPSP-Ca 2+ s (uEPSP, 0.55 ± 0.12 mV; Fig. 1 E-G and I; n = 8 cells) (16, 20, 26) . In contrast to EPSP-Ca 2+ , the second group consisted of 3D Ca 2+ responses that were larger (51 ± 8% ΔF/F; P = 0.005; n = 9 cells), and had a broader spatial distribution (13.6 ± 2.4 μm; P = 0.003), in agreement with properties characteristic of local dSpikes ( Fig. 1 E-I and Fig. S3 A, E, and F) (3). The decay time of postsynaptic potentials underlying dSpikes was more prolonged compared with EPSPs (EPSP, 22.8 ± 5.8 ms; dSpike, 79.7 ± 23.8 ms; P = 0.02) and area increased by 314 ± 57% (P = 0.007; n = 9; Fig. 1F and Fig. S3A ), more than expected from the amplitude difference (EPSP, 2.2 ± 0.7 mV; range, 0.77-7.97 mV; dSpike, 4.9 ± 1.5 mV; range, 1.59-15.37 mV; amplitude increased by 267 ± 59%; P = 0.02; n = 9; Fig. 1F and Fig. S3A ). In addition to spontaneous events, stimulation in CA3 (1-5 stimuli, 100 Hz, 35-65 V) could also induce dSpikes with properties similar to spontaneous spikes ( Fig. 1 E and H) . dSpikes and EPSPs with variable amplitude and position occurred within the same dendritic segments (Fig. 1I and Fig. S3 E and F) .
Properties of dSpikes. To characterize dSpikes in more detail, we induced EPSPs (8.9 ± 1.9 mV) by focal synaptic stimulation in a conventional recording chamber while thin second-and thirdorder dendrites (0.8 ± 0.06 μm in diameter) were imaged in 3D ( Fig. 2 A and B) . Low stimulation intensities induced relatively stable and small amplitude 3D Ca 2+ responses, which were accompanied by rapid membrane potential transients similar to the spontaneous EPSPs detailed earlier (Fig. 2 B-D) . Increasing stimulation intensities induced a switch to bistable responses, fluctuating between EPSP-like and dSpike-like events in which 3D Ca 2+ response amplitudes increased ( Fig. 2 B-D) and somatic voltage transients ( Fig. 2 C and D) became relatively elongated, giving a "shoulder-like" appearance. In many cases, individual dSpikes were not clearly distinguishable based solely on electrophysiological parameters (e.g., decay time or area; Fig.  S4D ), most likely because of dendritic filtering. Thus, we used cluster analysis to detect individual dSpikes (Materials and Methods and Fig. S4B ), which yielded two distinct clusters (cluster 1 , EPSPs; cluster 2 , dSpikes; Fig. 2E ). The average 3D Ca 2+ response amplitudes and EPSP areas determined for the two clusters in individual cells were significantly different (EPSP-Ca 2+ peak , 18.0 ± 3.2% ΔF/F; dSpike peak , 53.8 ± 8.1% ΔF/F; P = 0.0001; EPSP area , 0.57 ± 0.12 mVs; dSpike area , 1.06 ± 0.18 mVs; P < 10
; n = 19 cells; Fig. 2F and Fig. S4A ). Further investigation revealed that the cluster of dSpikes showed significantly larger values in five additional parameters (n = 19 cells; Fig. 2F and Fig. S4A ). The cluster analysis method repeated on the spontaneous responses recorded in the dual-superfusion slice chamber (Fig. 1) confirmed the presence of the previously identified groups (dSpikes and EPSPs; Fig. 2E and Fig. S4C ). Similarly to the evoked events, we found a significant difference in the seven parameters for spontaneous dSpikes compared with spontaneous single or few input-evoked events (n = 9 cells; Fig. 2F and Fig. S3A ). Separation of the clusters was not possible when reducing the temporal resolution from 150 Hz to 10 to 20 Hz (Fig. S3 B-D) .
NMDAR Channels Are Involved in dSpikes in Interneurons. The relatively slow response kinetics of the depolarizing shoulder of dSpikes may suggest the involvement of NMDA receptors (3, 10, 29, 30) . Indeed, application of the NMDA receptor antagonist AP5 (60 μM) completely eliminated synaptic stimulation-evoked dSpikes, leaving only EPSP-like membrane potential responses without a depolarizing shoulder (control dSpike area , 1.724 ± 0.269 mVs; AP5 area , 0.363 ± 0.051 mVs; P < 0.0001; control EPSP area , 0.645 ± 0.096 mVs; τ ctrl EPSP+dSpike = 155.2 ± 18.3 ms; τ AP5 = 80.2 ± 7.8 ms; P < 0.01; n = 6 cells; Fig. 2G and Fig.  S4E ). Moreover, simultaneously recorded 3D Ca 2+ responses were blocked in the presence of AP5 (control dSpike area , 31.2 ± 7.1%·s; AP5 area , 0.478 ± 0.98%·s; P < 0.01; control EPSP-Ca area , 20.6 ± 4.7%s; n = 5 cells; Fig. 2H and Fig. S4E ). Perfusion with artificial cerebrospinal fluid (ACSF) lacking Mg 2+ (replaced with 2 mM Ca 2+ ) robustly increased the incidence and spatiotemporal expanse of dSpikes (Fig. S4 F and G) , underlining the role for NMDA receptors in dSpike generation.
Nonlinear Signal Integration Through NMDA Spikes in Interneurons.
The aforementioned results suggest that spatially and temporally clustered synaptic inputs generated by spontaneous network activity or electrical stimulation can generate local, somatically subthreshold NMDA spikes in dendrites of RAD INs. The number of convergent inputs arriving to a particular dendritic segment capable of initiating dSpikes could be roughly estimated from our measurements of Peak dSpikes /Peak uEPSPs as approximately 9.1. To explore the number of synaptic inputs and the nature of synaptic input patterns required to initiate a dSpike, we turned to twophoton glutamate uncaging. Interneuron synapses were functionally mapped by glutamate uncaging as it has been shown previously for pyramidal cells (31) (Fig. S5B) . We measured the summation of dendritic 3D Ca 2+ responses and simultaneously recorded somatic EPSPs evoked by multisite photostimulation (gluEPSP). The clustered input patterns used had a density of 0.8 ± 0.1 μm per input, corresponding to the reported 0.7-1.3 μm per synapse density (32) , and covered 18.1 ± 2.6 μm dendritic segments (Fig. 3A) . Clusters were located 76 ± 9 μm from the soma on randomly chosen dendritic segments. The single spot uncaging time and laser intensity were set to reproduce unitary EPSPs and high-osmolar ACSF induced mEPSPs evoked at the same distance from the soma (Materials and Methods). Such clustered input patterns always induced 3D Ca 2+ responses that increased in a sigmoid fashion as a function of input numbers with a sharp nonlinear increase occurring at one particular input number (threshold, 9.8 ± 1.4 inputs; range, 5-18; n = 12 cells; Fig. 3E ), after which they continued to increase at a slower rate with each extra input (Fig. 3 B-E). [Ca 2+ ] i responses calculated from 3D Ca 2+ responses followed a similar relationship, suggesting a minimal contribution of dye saturation or nonlinearity (Fig. S5C) .
The corresponding somatic voltage response mirrored the Ca 2+ responses, as the EPSP amplitude followed a similar sigmoid curve with a step-like increase occurring at the same threshold input number (Fig. 3 F and G) , after which the amplitude continued to increase at a slower rate. The occurrence of dSpikes was also reflected by a sudden increase in the late component of the first derivate of EPSPs (δV/δt; Fig. 3H ). Uncaging-induced suprathreshold 3D Ca 2+ and somatic voltage responses (from threshold plus three to six inputs) reproduced spontaneous dSpike-Ca 2+ and dSpikes, respectively (amplitude, P = 0.38 and P = 0.23), whereas subthreshold responses (from threshold minus three to six inputs) were similar to spontaneous EPSP-Ca 2+ s and corresponding EPSPs (amplitude, P = 0.45 and P = 0.93; Fig. S5A ; also see Figs. S3A and S4A for comparison). Similarly to spontaneous events, uncaging-evoked dSpikes and EPSPs produced all-or-none 3D Ca 2+ responses at neighboring dendritic areas (P > 0.05 for EPSPs and P < 0.05 for dSpikes, sign test was performed in 1-μm bins at 12-16 μm distance from the center of the uncaging input sites, n = 5 cells; compare Fig. 1G vs. Fig. 3C and Fig. S7B ).
Is the tight clustering of inputs with their nonlinear interactions necessary for dSpike initiation, or can they be spread across long dendritic segments? To answer this question, we repeated the aforementioned experiments with distributed input patterns (Fig. 3A) . In contrast to the sharp sigmoid input-output relation produced by clustered inputs, distributed inputs produced slowly increasing, more linear input-output relationships ( Fig. 3 B, C , E, and G and Fig. S6 A-C). Therefore, our data show that, in contrast to pyramidal cells (13, 14) , differently distributed input patterns are not equivalent within the same dendritic branch. That is, individual branches in interneurons do not function as single integrative compartments, but rather a spatial clustering of inputs below the level of individual dendritic branches (i.e., computational subunits) is required.
These data show two components of the Ca 2+ and simultaneously recorded membrane transient summation produced by clustered inputs. The first is a relatively smaller, linear summation of the inputs reproduced by distributed input patterns, onto which a second, step-like increase was superimposed as a consequence of the nonlinear spatial interaction of the inputs generating dSpikes (Fig. 3 E and G) .
As dSpikes were shown to be AP5-sensitive, next we asked whether the nonlinear spatial interaction of clustered uncaging inputs is also mediated by NMDARs. Blockade of NMDARs reduced the 3D Ca 2+ transients produced by clustered inputs by a factor of approximately nine ( Fig. 3 B, C, and E and Fig. S6A ) and switched the summation from sigmoid to linear (Fig. 3E ). Corresponding EPSPs were more moderately (factor of approximately two to three) reduced in amplitude and their decay time constants were shorter, analogous to the results of the previous experiments with the use of focal electric stimulation ( Fig. 3G and Fig. S6 B and C). The input-output function of EPSPs was also switched from sigmoid to linear (Fig. 3G ). Ca 2+ (and simultaneously recorded membrane transient) amplitudes were significantly different in control conditions and in the presence of NMDAR blockade even down to threshold minus seven inputs, showing a nonzero contribution of NMDA receptors below threshold (P < 0.05; n = 6).
In contrast to the major effect of NMDA receptor blockade on sigmoid input-output relationships, the sodium channel blocker TTX (1 μM) or a mixture of voltage-gated Ca 2+ channel blockers (mibefradil 50 μM, nimodipine 20 μM, omega-conotoxin GVIA 5 μM) changed the Ca 2+ and voltage responses only slightly (Fig.  S6 D 
-G).
Increased Propagation Speed of NMDA Spikes. If the dSpike detected in interneurons is a dSpike that is a local regenerative event mediated by active conductances, the lateral propagation speed of its Ca 2+ signal should be faster than that of the diffusionmediated EPSP-Ca 2+ . To test this assumption, we derived Ca
2+
transients from synaptic stimulation-evoked dSpike and EPSP 3D Ca 2+ responses at equal dendritic distances and propagation time (i.e., latency) was measured at the half maximum amplitude of the transients (Fig. 4) . EPSP-Ca 2+ propagation was well characterized by a parabolic fit, suggesting a determining role of diffusion (16, 27) . However, the average propagation speed (i.e., dendritic distance divided by latency) was more than 10-fold higher for dSpikes compared with EPSP-Ca 2+ s, and could not be fitted by a parabola ( Fig. 4D ; n = 6).
Suprathreshold dSpikes. It has been previously shown that backpropagating action potentials (APs; bAPs) coincident with relatively small synaptic events summed linearly or sublinearly in dendrites of interneurons (16, 27) . In contrast, we have found that synaptic stimulation-evoked dSpikes accompanied by somatic firing (i.e., suprathreshold dSpike) induced larger 3D Ca 2+ responses compared with the arithmetic sum of bAP-and dSpike-induced 3D Ca 2+ response amplitudes (bAP-Ca 2+ , 252 ± 30 nM; dSpike, 620 ± 134 nM; suprathreshold dSpike, 1,385 ± 215 nM; n = 6 cells; P < 0.006; Fig. S7 ). Therefore, dSpike-induced compartmentalized responses are preserved even during interneuron firing.
Modeling of Dendritic NMDA Spikes in Interneurons. As neither Na + nor Ca 2+ channel blockade affected NMDA spike generation and propagation, next we used a simplified basal dendrite model (11) with NMDA and K + channels only (SI Materials and Methods). Similarly to the measured data, the multicompartment model showed sigmoid increase in dendritic responses when increasing the number of activated NMDA synapses in a clustered pattern (0.6-1.4 μm per synapse). dSpikes became apparent at a threshold input number (10.3 ± 1.3; range, 7-17; n = 11/4 dendrites/cells; Fig. 5B ) after a sharp, nonlinear increase, also reflected in the increase of the first derivate (δV/δt; Fig. 5B ).
The spike initiation point was shifted mildly to the distal direction of the dendritic segment containing the NMDA synapses. Spike propagation speed decreased when approaching the border of the dendritic segment containing the activated NMDA channels, showing a constant speed outside of the activated zone ( Fig.  5A and Fig. S8 ). In good agreement with the measured values, NMDA spike propagation speed was higher (7.02 ± 2.1 μm/ms) compared with just subthreshold EPSPs (1.7 ± 0.9 μm/ms). Discussion dSpikes are intensively studied events, as they may enhance the computational complexity of neurons (2, 3, 6, 10, 13, 14) . Although thoroughly investigated in principal cells, the occurrence of these events in interneurons has not been shown, despite the major role interneurons play in oscillations and pattern generation (1) . Because previous studies dealt with interneurons as global, single-layer integrator units consisting of linearly, slightly sublinearly integrating dendrites, faithful postsynaptic information relay by a single AP initiation zone was assumed (9, 33, 34 ). The present study shows that clustered input patterns can produce strongly supralinear dendritic integration in RAD INs even though they have more simple, aspiny dendrites. This could lead to the enhancement of clustered distal inputs by taking advantage of local dendritic NMDA spikes, and therefore distal inputs might overcome dendritic signal attenuation and reach the axosomatic integration region (11) .
Several pieces of evidence indicate that the local events in our experiments are dSpikes. Firstly, the magnitude of the 3D Ca 2+ responses induced by clustered synaptic pattern of two-photon glutamate uncaging followed a sigmoid shape as a function of input number, with a step-like increase at a given input number (i.e., threshold). Here, the simultaneously recorded somatic membrane parameters such as amplitude, width and δV/δt of gluEPSPs also showed a step-like jump. Second, the threshold value of the input-output curve measured in both Ca 2+ response and corresponding membrane potential was the same. Third, spatially distributed, less interacting inputs were unable to produce a sigmoid input-output relationship. Similarly, nearthreshold focal electric stimulation also produced alternating, all-or-none responses resembling the supra-and just subthreshold uncaging-evoked transients. Spatial distributions of dSpike Ca 2+ transients induced by focal stimulation or uncaging were shown to be wider compared with subthreshold responses, and neighboring dendritic areas in proximity to the input sites showed all-or-none Ca 2+ responses at threshold. Furthermore, local spike generation was reflected in an approximately 10-fold increase in lateral propagation speed.
Our results indicate that these dSpikes are NMDA spikes as local spike-related Ca 2+ responses induced by focal synaptic stimulation or uncaging were reduced close to background fluorescence levels in the presence of the NMDAR antagonist AP5, and simultaneously recorded voltage responses lost their characteristic NMDA shoulder component (30) . In addition, blockade of NMDARs converted both Ca 2+ and somatic voltage response input-output curves from sigmoid to linear, with a much smaller gain. dSpikes are likely to be initiated by a baseline NMDAR activity readily detectable during subthreshold synaptic activation. In contrast to pyramidal cells, the contribution of Na + channels and VGCCs to dSpikes was negligible (3, 10) .
Physiological network activity in a dual superfusion chamber produced spontaneous dSpikes that could be reproduced by clustered suprathreshold glutamate uncaging. These data suggest that NMDA spikes could be one of the major players in vivo during coincidence detection in neurons. In pyramidal cells, distributed inputs had the same (or even larger) efficiency in local spike generation compared with clustered inputs (13) in good agreement with both two-(6, 35) and three-layer models (10) of synaptic integration considering individual branches as single integration compartments (2, 10, 14) . In contrast, spontaneous and evoked dSpikes in interneurons were localized to small dendritic segments within individual dendritic branches (spatial half width of dSpike was ∼14 μm; average dendritic branch length for comparison, 78 ± 15 μm; range, 30-176 μm). The number of convergent inputs arriving to a particular dendritic segment capable of initiating dSpikes was estimated to be approximately nine (i.e., Peak dSpikes /Peak uEPSPs ). The inflection point of the sigmoid input-output curves suggested a similar threshold value, 9.8 inputs, a number smaller than that reported for pyramidal neurons (13) . Furthermore, compartmental modeling with temporally and spatially clustered activation of approximately 10 NMDA synapses was able to reproduce dSpikes (Fig. 5) . This represents approximately 10% of all excitatory terminals arriving onto a single segment of an interneuron's dendrite (32) . The one-to-one relationship between dendritic subunits and thin dendritic branches described in pyramidal cells is therefore further refined in interneurons by active and dynamic dendritic segment subregions. The finer arithmetic structure of interneuron dendritic shafts may increase their computational power, and may partially compensate for their shorter and smaller dendritic arborization and lower number of spines. We have previously found a similar strategy for enhanced dendritic signal compartmentalization in interneurons by an increased Ca 2+ buffering and extrusion capacity (16, 27) . Interestingly, recent in vivo data showed a similar fine structure of dendritic organization of sensory inputs in anesthetized mice (36) , although based on the observed small response amplitudes authors argue against dSpikes.
Our observations of local dSpikes in thin dendrites of interneurons were facilitated by more factors. We have used a unique recording chamber with dual superfusion to maintain physiologically relevant network activities through better oxygen supply. We developed Roller Coaster Scanning applicable both in vitro and in vivo, increasing the access rate to image long continuous dendritic segments. This second feature, with the preserved high spatial and temporal resolution, allowed us to precisely localize the sites and properties of spontaneous (and evoked) individual inputs, as well as their spatially and temporally patterned combinations during integration.
Our data suggest a unique principle as to how interneurons integrate synaptic information. The interactions of spatially clustered and synchronized excitatory inputs are enhanced by the involvement of NMDA receptors in generating the regenerative dSpikes (30, 37, 38) and might provide a framework for interactions leading to synaptic plasticity in interneuron dendrites (29, 39) .
Materials and Methods
Detailed experimental methods are described in SI Materials and Methods. The use and care of animals in this study follows the guideline of the Hungarian Act of Animal Care and Experimentation (1998; XXVIII, section 243/1998.). Slice preparation and electrophysiological and histological analyses were carried out as described previously (19, 20, 27, 40) . In the experiments in which we searched for spontaneous dSpikes, slices were placed into a dual-superfusion slice chamber to maintain physiologically relevant network activity (24) .
3D Two-Photon Imaging. Real-time, 3D two-photon imaging was performed using a modified two-photon microscope (Femto2D; Femtonics) by scanning along 3D trajectories that cross neuronal processes in 3D (i.e., Roller Coaster Scanning) by using a customized piezo actuator for z-scanning at a frequency range at which the movement of the lens was strongly nonlinear (SI Materials and Methods and Movies S1 and S2). This method yielded a relatively extensive volume in which 3D trajectory scanning of dendritic segments more than 100 μm long with high signal-to-noise ratio and speed was possible (maximum, 650 × 650 × 25 μm 3 at 150-690 Hz repetition rate; Fig. S1 ). (1). The 450-to 600-μm-thick horizontal slices were used in the experiments involving spontaneous dSpikes and were recorded in a custom-made recording chamber in which improved oxygenation could be achieved by simultaneous perfusion of the top and bottom surfaces of the slices (2). Preventing bubbles from entering into the recording chamber allowed long-term optical measurements. Hippocampal neurons in CA1 stratum radiatum near the border of the stratum lacunosum-moleculare were visualized by using 900-nm infrared lateral illumination. Current-clamp recordings were made at 32°C (MultiClamp 700B, Digidata 1440; Molecular Devices) with glass electrodes (6-9 MΩ) filled with (in mM): 125 K-gluconate, 20 KCl, 10 Hepes, 10 Di-Trissalt phosphocreatine, 0.3 Na-GTP, 4 Mg-ATP, 10 NaCl, 0.06 Oregon Green BAPTA-1 (OGB-1; Invitrogen), and biocytin. Cells with a resting membrane potential more negative than -50 mV were accepted. The recorded cells were classified as nonpyramidal cells according to their electrophysiological properties (3) (maximum firing frequency, 61.44 ± 5.13 Hz; firing adaptation, 24.38 ± 4.13%; AP amplitude , 59.78 ± 2.58 mV; V m , −65.75 ± 1.97 mV), two-photon image stacks, and 3D light microscopic reconstructions (4-6). These properties were not significantly different between cells with and without dSpikes. dSpikes were found in 70.73% of the cells.
Focal synaptic stimulation was performed as described earlier (1). Briefly, 6 to 9 MΩ glass electrodes filled with ACSF were placed at a distance of 10 to 25 μm from the dendrite (stimulation, 0.1 ms; 10-50 V; 10-ms pulse interval at double pulses; Supertech). Backpropagating APs were induced by somatic current injections (200-400 pA, 5 ms; 5 bAPs were evoked at 35 Hz). The NMDA receptor selective antagonist AP5 (60 μM) was injected by a motion artifact-free rapid perfusion system as described earlier (7), whereas bicuculline (20 μM) was applied in the bath. All evoked EPSPs were verified for synaptic delay.
Stimulation of Schaffer collaterals at the hippocampal CA3 area (1-5 stimuli; 100 Hz; 35-65 V) was applied via the same method as used for focal synaptic stimulation described earlier, with the exception that the stimulatory pipette of 4 to 5 MΩ was placed in the pyramidal layer of CA3.
All chemicals and drugs unless otherwise noted were purchased from Sigma. Data acquisition was performed using pClamp8 or pClamp10 (Molecular Devices) and MES (Femtonics) software.
3D Two-Photon Imaging (Roller Coaster Scanning). Measurements were restricted to points located on a 3D trajectory that crossed dendrites and spines in 3D. Compared with traditional 3D imaging, this resulted in an increase in the product of signal collection efficiency and measuring speed that was proportional to the smallest volume-containing region of interest divided by the volume of the region of interest selected for measurement. To achieve scanning along a 3D trajectory we coupled a rapid symmetric piezoelectric actuator (Physik Instrumente) to the objective and drove it resonantly in the 100-to 700-Hz frequency range, where movement was strongly nonlinear. Fast z-drive by piezo positioners has been proposed previously (8) , whereby the response function of the piezo positioner was treated as a sinusoidal signal, and the phase shift and amplitude decrease was compensated for. As a result, a 10 Hz z-scanning speed could be achieved, limited by the deviation of the objective's movement from the sinusoidal function above this frequency. Speeding up the driving frequency of the piezo positioner leads naturally to a drastic decrease in amplitude of the sinusoid movement as a consequence of the increasing presence of nonlinear components in the movement (Fig. S1A) . With our technique, we maintained a resonance in the objective movement without servo feedback by a high-force cylindrically symmetric piezo actuator, while measuring the position signal. After 50 to 100 cycles, the movement of the objective reached a steady-state response function z(t) at a mean position (Fig. S1B) . We measured this nonlinear z(t) function to generate a drive signal for the XY deflection (Fig. S1C) . First, using the z(t) response function, the t 1 time was determined when the focal plane of the objective was at height z 1 , z(t 1 ) = z 1 (Fig. S1C, a and b) , then at this t 1 time point the XY drive signal for the galvanometer scanner was set to (x 1 , y 1 ) to fit the 3D trajectory f(x 1 ,y 1 ,z 1 ) (Fig. S1C, c) . This process was repeated for the remaining points of the entire 3D trajectory selected for measurement. Custom-written software elements performed the fast orientation in 3D space, the selection of the 3D trajectories according to the z-stacks, and the optimal utilization of the whole available z-scanning range. Namely, after acquisition of a z-stack, the recorded image series were used to aid the selection of the 3D path by scrolling through without scanning and using a rotary encoder for z and an optical mouse for xy coordinate settings (Movie S2).
The stability of the 3D trajectories was verified by bleaching 3D curves in a homogeneous fluorescent plastic sample. A z-stack of the fluorescence was taken afterward and inverted, representing the time-averaged laser irradiation in the 3D space. Replaying the same trajectory with the same speed as in Fig. S2A (150 Hz) shows in Fig. S1D that the trajectory was followed at high precision in all dimensions. When replaying the same trajectory with much higher speed at the resonance peak around 700 Hz, the resulting bleached trajectory deviates significantly from the planned one without compensation (Fig. S1E) . However, the trajectory was stable, suggesting that resonance might be better controlled with optimized mechanical design and/or more sophisticated software corrections. Here, we used a more simple, manual approach by repeatedly moving the points selecting the 3D trajectory in the XY plane while monitoring the basal fluorescence increase in the measured raw fluorescence traces until a better overlap between the 3D trajectory and the selected dendritic segment was visible.
Our approach resulted in a relatively limited, but biologically relevant, z scanning range (28 μm at 150 Hz and 17 μm at 700 Hz; Fig. S1A ), while maintaining an advantageous field of view and resolution parameters characteristic of two-photon microscopy near the theoretical diffraction limit (objectives used, XLUPlanFI 20× and LUMPlanFI/IR 60×; Olympus). Resonation frequencies of 120 to 200 Hz were used for the biological measurements.
An alternative 3D imaging strategy to Roller Coaster Scanning is random-access acoustooptical scanning (9-11), but a general problem with the 3D acoustooptical scanning, including our own solution (10) , is that to achieve good spatial resolution, the measurement is limited to a small number of locations (maxi-mum 40 points/ms). Therefore, the extent of the rapidly scannable continuous dendritic segments is limited to only a few micrometers (∼4 μm/ms). Moreover, a large percentage of the total measurement time is wasted during jumps between imaged points (∼10-30 μs/jump) reducing S/N ratio. In contrast, Roller Coaster Scanning (similar to "conventional" line-scanning) provides continuous high-resolution measurement when moving along neuronal processes and theoretically does not limit pixel dwell time. In practice, even the highest performance galvanometers currently available limit this value to a few hundred μm/ ms, but this still provides more than one order of magnitude higher resolution than acoustooptical scanners. Current acoustooptic deflector-based techniques also place limitation on either the field of view or on the resolution (Roller Coaster Scanning, 650 μm × 650 μm and 2,200 × 2,200 resolution; acoustooptic deflector, ∼150 μm × 150 μm and ∼200 × 200 resolution).
The optical pathway of the Roller Coaster microscope is simple, and does not contain any material beyond the objective that introduces angular, linear dispersion or laser intensity loss; therefore, (i) the good spatial resolution characteristics of twophoton microscopy are preserved, (ii) experiments requiring high energy pulses like two-photon uncaging, bleaching, ablation, or in vivo imaging of deep tissue (12) are achievable, and (iii) the combination of Roller Coaster Scanning with new optical methods such as high-resolution imaging techniques, including stimulated emission depletion microscopy, is possible (13, 14) .
These properties make Roller Coaster Scanning ideal for scanning extensive and continuous dendritic segments with high spatial and temporal resolution.
Calcium Imaging. Two-photon imaging started 15 to 20 min after attaining the whole-cell configuration on a two-photon laserscanning system (modified from Femto2D; Femtonics) using femtosecond lasers (800-840 nm; Mai Tai HP; SpectraPhysics).
The spatially normalized and projected Ca 2+ response (defined as 3D Ca 2+ response) was calculated from the raw 3D line scan, F(d,t), by applying the ΔF/F = [F(d,t) − F 0 (d)] / F 0 (d) formula, where d and t denote distance along the curve and time respectively, and F 0 (d) denotes the average background-corrected prestimulus fluorescence as a function of distance along the curve. All 3D Ca 2+ responses are color coded (colors from yellow to red show increasing Ca 2+ responses, 0-63% ΔF/F), and projected as a function of d and t. In the experiments calculating the nonlinearity of summation following bAPs and the role of dye saturation in input-output functions, the relative fluorescence value was transformed to Ca 2+ concentration by using a method described previously (1, 7, 15, 16) to eliminate the nonlinear effect of dye saturation (equation 5 from ref. 14):
where δ f denotes ΔF/F, R f (=f max / f min ) is the dynamic range of the dye, and K D is the affinity of the indicator (OGB-1, 206 nM).
To increase S/N of the measurement dealing with dSpike lateral spread, experiments were also repeated at 25°C. Measurement speed was increased to 700 Hz in these measurements at 32°C. Resonation frequencies of 120 to 200 Hz were used in other physiological measurements.
At the end of each experiment, a series of images across the depth of the volume encompassing the imaged neuron was taken. Measurement control and real-time data acquisition and analysis were performed with a MATLAB-based program (MES; Femtonics) and by custom-written software.
Two-Photon Uncaging. After achieving whole-cell mode and filling the interneurons with 60 μM OGB-1, the bath solution was exchanged to ACSF containing MNI-caged L-glutamate (2.5 mM; Tocris) or MNI-caged L-glutamate trifluoroacetate (2.5 mM; Femtonics). Photolysis of caged glutamate was performed with 720-nm ultrafast pulsed laser light (Mai Tai HP Deep See; SpectraPhysics). The intensity of the uncaging laser beam was controlled with an electrooptical modulator (model 350-80 LA; Conoptics). Dispersion compensation was set to have maximal response at the depth of uncaging (50-80 μm from surface). The uncaging laser beam was coupled into the 3D imaging optical pathway with a dichroic mirror (custom laser combiner, z750bcm; Chroma Technology). 3D imaging was limited to smaller than 7 μm z-scanning ranges and the imaging laser wavelength was set to 840 to 860 nm in uncaging experiments. Chromatic aberration was compensated for at the focal plane. Radial and axial beam alignment errors were held to less than 100 nm and 300 nm, respectively. 3D imaging was interleaved with two-photon glutamate uncaging periods when galvanometers jumped to the maximum 38 selected locations (<60 μs jump time) and returned back to the 3D trajectory thereafter. The position of uncaging sites was finely adjusted according to images taken. Photolysis of caged glutamate was performed in "clustered" (0.8 ± 0.1 μm distance between inputs) or "distributed" (2.3 ± 0.16 μm distance between inputs) patterns along the dendrite. We set the single spot uncaging time and laser intensity to reproduce uEPSPs and mEPSPs induced by the local application of high osmolar external solution (14) at similar distances from the soma (amplitude of unitary gluEPSP, 0.56 ± 0.09 mV; mEPSPs, 0.58 ± 0.1; uEPSP, 0.55 ± 0.12; exposure time, 0.2-0.5 ms per input). Uncaging sites were gradually, but randomly omitted one after the other until only one (i.e., "unitary") site remained. Uncaging with the maximum number of locations was repeated at the end of the experiments, and measurements with different initial and final maximum values were excluded.
In experiments investigating the role of NMDA receptors, the bath solution was changed to ACSF containing MNI-glutamate and the selective NMDA-receptor antagonist D,L-AP5 (60 μM; Sigma-Aldrich) while the same clustered uncaging pattern series was repeated. Similarly, the roles of sodium and VGCC channels were investigated by repeating the same clustered uncaging pattern in the presence of TTX (1 μM; Tocris) and VGCC channel blockers (mibefradil 50 μM, nimodipine 20 μM, omegaconotoxin GVIA 5 μM; Tocris), respectively.
Functional mapping of postsynaptic elements was carried out according to a previous report (17) . Uncaging laser light was shined briefly (0.4-2 ms) three times (10 Hz) onto each pixel (0.3 × 0.3-0.5 × 0.5 μm). During the uncaging stimulus, the scanner was performing a little spiral pattern within the pixel. Small drifts of the sample (on the order of 0.1-0.2 μm) during the mapping were compensated manually according to regularly taken background images. Cells were kept voltage-clamped at −70 mV. Uncaging evoked EPSCs were visually inspected to avoid contamination with spontaneous EPSCs and averaged. A colorcoded map was constructed of the peak of the EPSCs. Precise alignment of the maps with the background images was helped by the smoothed images formed of the fluorescence intensity measured during the uncaging events. Smoothed images have been refined by two cycles of doubling resolution by using linear interpolation.
Histology. Visualization of biocytin and light microscopy was performed as described earlier (15) . 3D light microscopic reconstructions were carried out by using Neurolucida (MicroBrightfield) with a 100× objective. Morphological characteristics confirmed by anatomical reconstruction and by the image stacks collected at the end of recordings.
Of the recorded cells (all with cell bodies located in the stratum radiatum), 10 interneurons were identified based on their axonal and dendritic arborization. Cells have been classified as previously (16) . In four cases, the axonal arbor was restricted to the stratum radiatum (radiatum cells); in five cases, the axon also ramified in the strata pyramidale and oriens (trilaminar cells) in addition to the stratum radiatum; and in one instance, the axon was located only in the stratum lacunosum-moleculare (R-LM cell). Thus, all intracellularly labeled interneurons belonged to the functional category of dendrite-targeting inhibitory cells, as their axon branched predominantly in the layers where the dendrites of CA1 pyramidal cells are located.
Statistics. For cluster analysis, from each EPSP we subtracted the average monocomponent EPSPs (averaged for each given cell) and integrated the difference in the first 0 to 175 ms interval after stimulus onset. We plotted the normalized integral value as a function of the normalized peak of the corresponding Ca 2+ transient. During normalization we defined unity as an average of the three largest responses of the given cell. We used these two normalized measures used for agglomerative clustering of Euclidean distances by using the Ward method. The gap statistic method (18) was used to determine the number of clusters. The gap statistic calculation was implemented as a macro within Statistica software (version 8; StatSoft). Unless otherwise indicated, data are presented as means ± SEM. Statistical comparisons were performed using Student's paired t test. Sigmoid fits were performed in Origin 8 (OriginLab) by using the Boltzmann fit
Computer Simulation. Because dendrites of RAD INs and basal dendrites of pyramidal cells are very similar in geometry and some electrophysiological properties, we simulated interneurons using the NEURON platform by modifying a previous aspiny basal dendrite model (19) . (The original model is available at https:// senselab.med.yale.edu/modeldb/ShowModel.asp?model=124394.) Computer simulations were performed on biocytin-filled and Neurolucida-reconstructed RAD INs. Hodgkin-Huxley-like Na + and K + voltage-gated channels were inserted with the same parameters as in the basal dendrite model (19) ; however, Na + conductances (gNabar) were set to zero not only to simplify the model for voltage-gated NMDA channels, but in good agreement with the negligible effect of TTX on dSpikes (Fig. S6 D-G) . The possibly low density of Na + conductances and the lack of their functionality in distant dendritic segments is further supported by a previous dendritic patch-clamp study (20) .
Multicompartmental models of interneuron dendrites (17-100 dendrites, nine segments for each compartment) were used, but the dendritic compartments selected for NMDA spike simulation had higher spatial resolution (200-1,000 segments) .
For the NMDA spike simulations, NMDA synapses of voltagegated NMDA channels (point process from the basal dendrite model) (19) were inserted in increasing numbers at a density of 0.6 to 1.4 μm/synapse into 15-to 30-μm-long dendritic segments until NMDA spikes occurred (at a threshold NMDA synapse number). Simulations were repeated in 11 dendritic locations in four cells.
The propagation speeds of suprathreshold NMDA spikes (threshold plus two to four inputs) and subthreshold EPSPs (threshold minus three to four inputs) were measured at the halfmaximum amplitude of the local dendritic depolarization. NMDA spike propagation speed had the highest value within the dendritic segment containing the voltage-activated NMDA channels and decreased when approaching the boundaries of where the activated synapses were placed, being relatively constant outside of the activated zone.
Propagation speed toward soma was measured as average propagation speed between the zone of activated NMDA synapses and the first dendritic branch point (7.02 ± 2.1 μm/ms). The propagation speed in the zone of activated NMDA synapses was higher. The temporal resolution of modeling was also increased (with a factor of 10) during propagation speed simulations.
The model and simulation files are available for download under the ModelDB section of the SenseLab database (https://senselab. med.yale.edu/modeldb/ShowModel.asp?model=136176). , the amplitude of which was set to be larger than the required z-scanning range. A part of this response function was projected to the selected 3D trajectory. b, For each t 1 timepoint the location on the 3D trajectory was determined whose z coordinate equaled z(t 1 ). c, The x and y coordinate projections of the 3D trajectory (x 1 , y 1 ) determined the x(t) and y(t) functions and were used as command signal of the digital servo of the scanner motors. As illustrated in b, the descending and ascending phase of the oscillation could cover different parts of the selected 3D trajectory. The selected 3D trajectory was the result of an interpolation algorithm, which was based on points selected on the image z-stack of the chosen dendritic region (also see Movie S2). (D) Maximum-intensity image stack projection of an originally homogeneous fluorescent sample after bleaching it along the user-selected 3D trajectory also used in Fig. S2 A, a and b. Measured intensities were inverted. Userselected 3D trajectory is overlaid in red. (E) The same measurement, but by tuning the piezoelectric objective positioner to the 690 Hz resonance peak. Note that, although the measured trajectory did not follow the user selected one, it was stable, suggesting that software correction is possible (SI Materials and Methods). . Note the high signal-to-noise ratio. (C) Access rate of long dendritic segments for 3D scanning shown at three different z-scan ranges. We first constructed the length statistics of dendritic sections gained after cutting reconstructed dendritic trees into slices parallel to the focal plane. Then for a given slice thickness representing available z-range, we calculated the percentage of the dendritic sections being larger than a threshold, thus being appropriate for a virtual measurement. To derive a simple number expressing the benefit of our method, we compared the access rate of the ideal axial resolution z-grab condition to the 7-to 25-μm z-grab conditions used in our experiments at the mean segment length of dendrites imaged in our study. The geometric mean of the ratios representing the two extremes is approximately 27. (Inset) Lateral projection of six reconstructed RAD INs used for this statistical calculation. (Scale bar: 100 μm.) Fig. S3 . Spontaneous dSpikes in CA1 interneurons. (A) Spontaneous EPSP and dSpike responses differed in amplitude (EPSP-Ca peak , 22.3 ± 2.5%; dSpike peak , 50.7 ± 7.9%; P = 0.005), area (EPSP-Ca area , 6.0 ± 1.6%·s; dSpike area , 16.1 ± 3.9%·s; P = 0.02), and the full width at half EPSP maximum (EPSP-Ca FWHepspM , 5.2 ± 0.9 μm; dSpike FWHepspM , 13.6 ± 2.4 μm; P = 0.003) of the 3D Ca 2+ response, as well as the area (EPSP area , 0.09 ± 0.04 mVs; dSpike area , 0.51 ± 0.25 mVs; P < 0.05), time to peak (t EPSP , 3.0 ± 0.2 ms; t dSpike , 17.5 ± 5.2 ms; P = 0.03), decay time constant (τ EPSP-Ca , 22.8 ± 5.8 ms; τ dSpike , 79.7 ± 23.8 ms; P = 0.02) and peak of the EPSPs (EPSP peak , 2.2 ± 0.7 mV; dSpike peak , 4.9 ± 1.5 mV; P = 0.02) were significantly larger for the dSpike cluster (n = 9 cells). Individual cells are in gray, mean ± SEM in blue. The existence of EPSP and dSpike groups was confirmed by cluster analysis (Fig. 2E and Fig. S4C). (B) The 3D Ca 2+ response shown also in Fig. 1 It is important to note that in this example all of the uEPSP-Ca 2+ transients were localized by using the 150 Hz measurement data; however, proper spatial localization of uEPSP-Ca 2+ regions using only the 10 Hz and 20 Hz measurements is not possible, further contributing to the decreased detection rate of small events at these low measurement speeds. (E) Representative individual events for spontaneous dSpikes. dSpikes can also be accompanied by large somatic EPSPs. Large 3D Ca 2+ response (Left) and corresponding Ca 2+ transient (Lower Left) of a large dSpike, which was accompanied by a 12-mV somatic EPSP (Lower Right). (F) Representative series of individual spontaneous dSpikes (black triangles) and uEPSP-Ca 2+ s (blue triangles) occurring in an alternating manner on the same dendritic segment. Fig. S4 . Synaptic inputs induced dSpikes. (A) When grouped by cluster analysis, evoked dSpike and EPSP responses differed significantly in seven parameters, namely amplitude (EPSP-Ca peak , 18.0 ± 3.2%; dSpike peak , 53.8 ± 8.2%; P = 0.0001), area (EPSP-Ca area , 13.5 ± 2.3%·s; dSpike area , 45.6 ± 8.1%·s; P = 0.0001), and full width at half EPSP maximum (EPSP-Ca FWHepspM , 8.1 ± 0.9 μm; dSpike FWHepspM , 19.0 ± 2.6; P = 0.001) of the 3D Ca 2+ response, as well as the area (EPSP area , 0.57 ± 0.12 mVs; dSpike area , 1.06 ± 0.18 mVs; P = 0.0001), time to peak (t EPSP , 5.3 ± 0.9 ms; t dSpike , 19.1 ± 4.0 ms; P = 0.002), decay time constant (τ EPSP-Ca , 79.3 ± 4.2 ms; τ dSpike , 123.5 ± 12.8 ms; P = 0.001), and peak of EPSPs (EPSP peak , 8.9 ± 1.9 mV; dSpike peak , 11.7 ± 2.1 mV; P = 0.0004) were significantly larger for the dSpike cluster and dSpike (from threshold +4 to threshold +8) responses differed in amplitude (EPSP-Ca peak , 17.1 ± 5.5%; dSpike peak , 67.5 ± 15.1%; P = 0.0007), area (EPSPCa area , 8.9 ± 3.0%·s; dSpike area , 34.9 ± 7.7%·s; P = 0.0002), and the full width at half EPSP maximum (EPSP-Ca FWHepspM , 12.3 ± 1.2 μm; dSpike FWHepspM , 19.9 ± 1.5 μm; P = 0.00002) of the 3D Ca 2+ response, as well as the area (EPSP area , 0.12 ± 0.03 mVs; dSpike area , 0.46 ± 0.12 mVs; P = 0.003), time to peak (t EPSP , 12.4 ± 1.7 ms; t dSpike , 15.9 ± 1.7 ms; P = 0.003), decay time constant (τ EPSP-Ca , 44.4 ± 6.5 ms; τ dSpike , 53.9 ± 7.4 ms; P = 0.0003), and peak of the EPSPs (EPSP peak , 2.3 ± 0.4 mV; dSpike peak , 7.5 ± 1.4 mV; P = 0.0007) were significantly larger for the dSpike cluster (n = 12 cells). Individual cells are in gray, mean ± SEM in blue. ] i at the threshold. Our data suggest that dye nonlinearity does not increase the sigmoid nature of the input-output curve patterns (compare with Fig. 3E ). [Ca 2+ ] i was calculated as described earlier (1, 7) ; also see Eq. S1. ] i increase occurred (filled triangle) when the generalized response started (gray dashed line). These results indicate that similarly to the somatically subthreshold dSpikes, synaptic inputs-driven postsynaptic firing is also associated with locally increased Ca 2+ gain at the location of inputs in CA1 interneuron dendrites. As the spike develops as a function of time, involving more and more NMDA channels, the temporal delay as a function of dendritic distance will decrease. Note that the slope of the dashed lines fitted to equipotent points decreases when approaching the maximum of the spike.
