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Abstract
The LHCb experiment, located at the Large Hadron Collider at CERN, is a high energy particle
physics experiment dedicated to precision measurements of events containing beauty and charm
quarks. The detector is built as a single-arm forward spectrometer. It uses tracking stations up-
stream and downstream of its dipole magnet tomeasure the trajectories andmomenta of charged
particles. This thesis describes the improvements to the track reconstruction algorithm, which
were implemented for the second run of the LHC that started in spring 2015. Furthermore, the
method to confirm the performance numbers on data is presented.
In addition to the tracking system, the detector uses two Ring Imaging Cherenkov detectors,
upstream and downstream of the dipolemagnet, together with the calorimeter andmuon system,
for particle identification. The detector response for the particle identification is known to be
poorlymodelled, since the dependence on environmental variables like temperature and pressure
inside the gas moderators are difficult to simulate. This thesis presents a tool for the correction
of the particle identification detector responses using calibration data.
With higher collision energy and luminosity the understanding of the soft part of a proton-proton
interaction becomes more and more important for high precision measurements at LHC. The
soft part includes, for example, the understanding of fragmentation and hadronisation processes,
which need experimental input. This thesis presents the first measurement at LHCb of the pro-
duction of K0S and /, both hadrons that contain a strange quark, in an event containing a Z
boson. The decay channels Z! μ+μ , K0S ! π+π , ! pπ  and ! pπ  were used. The
measurements were performed as function of the opening angle between the Z boson and the
strange hadron, as well as the transverse momentum pT of the latter. The data collected by LHCb
in pp collisions corresponds to an integrated luminosity of 2fb 1 at a centre of mass energy of
8 TeV. The results are compared to Monte Carlo predictions from Pythia.
iii
Zusammenfassung
Das LHCb Experiment, welches sich am Large Hadron Collider amCERN befindet, ist ein Hoch-
energiephysik Experiment spezialisiert auf die Erforschung von physikalischen Prozessen, die
Beauty- und Charm-Quarks beinhalten. Der Detektor ist als einarmiges Spektrometer entlang
der Strahlachse aufgebaut. Zur Messung der Flugbahn und des Impulses von geladenen Teilchen
verfügt der Detektor über Spurkammern vor und nach demDipolmagneten. Die vorliegende Ar-
beit beschreibt die Verbesserungen des Algorithmus für die Spurrekonstruktion, welche für die
zweite Messperiode des LHC, die im Frühling 2015 begann, implementiert wurden. Ausserdem
beschreibt die Arbeit die Messmethode zur Überprüfung der Leistungsparameter in Simulation
und Daten.
Zusätzlich zum Spurkammersystem besitzt der Detektor zwei Cherenkov Detektoren vor und
nach dem Diplmagneten, die zusammen mit einem Kalorimeter- und einem Muon-System zur
Identifikation der Teilchen benutzt werden. Das Ansprechverhalten der Detektoren zur Teilchen-
identifikation ist bekanntermassen schlecht simuliert, weil die Abhängigkeit von Umgebungsva-
riablen wie Temperatur und Druck innerhalb der Gasmoderatoren der Cherenkov Detektoren
schwierig zu simulieren ist. Die vorliegende Arbeit beschreibt ein Programm, welches das simu-
lierte Verhalten mit Hilfe von Kalibrationsdaten korrigiert.
Die Charakterisierung der weichen Komponente einer Kollision von zwei Protonen wird mit
höherer Kollisionsenergie und Luminosität immer wichtiger für Präzisionsmessungen am LHC.
Unter die weiche Komponente fallen zum Beispiel Fragmentations- und Hadronisationsprozes-
se, für deren korrekten Beschreibung man experimentelle Daten braucht. Die vorliegende Arbeit
beschreibt die erste Messung am LHCb Detektor von der Anzahl K0S Mesonen und / Boso-
nen, beides Hadronen, die ein Strange-Quark enthalten, in einem Kollisionsereignis mit einem
Z Boson. Dafür wurden die Zerfallskanäle Z! μ+μ , K0S ! π+π , ! pπ  und ! pπ 
verwendet. Die Messung wurde als Funktion des Öffnungswinkels zwischen dem Z Boson und
dem Hadron, sowie des transversalen Impulses des letzteren durchgeführt. Die Menge der ge-
sammelten LHCb pp Kollisionsdaten entspricht einer integrierten Luminosität von 2fb 1 bei ei-
ner Schwerpunktsenergie von 8 TeV. Die Resultate werden mit Monte Carlo Voraussagen von
Pythia verglichen.
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Not only is the Universe stranger than we think, it is
stranger than we can think.
Werner Heisenberg
1
Introduction
Throughout history, statements from well known men and women are found, claiming that ev-
erything, which is to discover, is already found and understood. The only thing left is to catalogue
and order what former scientist have discovered. Today, the situation is similar in particle physics.
The Standard Model (SM) of particle physics theoretically describes present measurements with
an astonishing precision. However, according to cosmological observations, the SM describes
only 5% of the content of the universe. This small amount is termed visible matter and consist
of matter and antimatter. Roughly 27% of the universe consists of dark matter, which is only
visible through the gravitational effect of it on the visible matter. There is no hint in the SM what
dark matter actually is. The remaining 68% of the content of the universe is an even more exotic
substance, called dark energy. It is distributed evenly throughout the universe, not only in space
but also in time. An interesting observation, which is connected to the dark energy, is the rate of
the expansion of the universe.
A further challenge of the SM is the observation that the visible matter in the universe mainly
consists of matter and hardly of antimatter, which is called matter-antimatter asymmetry. The
SM is not able to explain the difference of several orders of magnitude between the theoretically
expected and the actually observed asymmetry.
The Large Hadron Collider (LHC) and its experiments are built to investigate these fundamental
questions. Two distinct approaches are adopted; direct and indirect observations. A direct ob-
3
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servation includes the measurement of an unknown particle, whereas an indirect observation is
based on precision measurements of already known observables, searching for tensions with re-
spect to the SMpredictions. One experiment at the LHC that is dedicated to indirect observations
is the LHCb experiment. It is presented in this thesis in section 3.2. A short review of the concepts
of particle physics and the LHC is given in chapter 2 and 3. Precisionmeasurements are only pos-
sible with excellent tracking and particle identification capabilities. Chapter 4 is devoted to the
tracking of the LHCb experiment and discusses an upgrade of the tracking algorithm which is in
place since 2015. Chapter 5 gives an overview of the particle identification algorithms in LHCb
and introduces a method to overcome inaccuracies of the simulated detector response. Indirect
observations have to be compared to predictions of the SM before an observation can potentially
be classified as New Physics. Predictions for the hard scattering processes are known for many
particle productions and decaymodes at high precision, but there are also contributions from soft
effects such as fragmentation or multi-parton interactions. The models for the soft part depend
crucially on experimental input. These soft contributions becomemore andmore important with
higher collision energy and luminosity of the LHC. In line with this, chapter 6 is devoted to the
measurement of particles containing strange quarks in a hard scattering event. Thismeasurement
gives an input especially in terms of the formation of particles.
4
Your theory is crazy, but it’s not crazy enough to be true.
Niels Bohr
2
The Standard Model of Particle Physics
In the second half of the 20th century a model was developed to characterise the phenomenol-
ogy of subatomic particles. It describes the elementary particles, which have no constituents
nor substructure, and their interplay with the electromagnetic, the weak and the strong forces.
This model is called Standard Model (SM) and is a combination of two theories: the Glashow-
Weinberg-Salam (GWS)model [1–3] describing the combination of the weak and the electromag-
netic interactions; and the Quantum Chromodynamics (QCD)[4–7], which describes the strong
interactions. The experimental data is described precisely in many different kinematic regimes,
ranging from low energies like nuclear decays up to very high energy phenomena in particle col-
liders. In addition, themodel was able to predict new particles such as the gluon, the top quark or
the Higgs boson. But the SM is not complete, as it lacks to explain several phenomena, including
dark matter, the masses of the neutrinos or the fourth fundamental force, the gravity.
In this chapter a brief overview of the constitutes and dynamics of the SM is given with a focus on
QCD.This overview is not meant to be complete. A more detailed description of the SM is given
in [8, 9] and with focus on QCD in [4]. The aspects of the SM extensions are discussed in [10].
5
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2.1 Particle Content of the Standard Model
In the SM particles are described as excitations of the vacuum state of the corresponding fields.
The particles can be split into two groups according to their spin: full or half integer spin. Particles
with half integer spin are called fermions and obey the Fermi-Dirac statistics [11, 12]. Those
particles with full integer spin are called bosons and follow the Bose-Einstein statistics [13]. In
the SMbosons are the force-carriers, which are exchanged between different kind of fermions and
bosons to transmit the attracting or repelling force. In addition, each particle has a corresponding
anti-particle which has the same properties except opposite charge quantum numbers. Some of
the particles are their own anti-particle (e.g. the photon).
2.1.1 Fermions
Two groups of elementary particles, the quarks and leptons belong to the category of fermions.
Quarks and leptons are themselves divided into three families or generations with two members
each. The different types of quarks and leptons of one family are called flavours. Table 2.1 shows
a summary of the quark and lepton families. A family forms a weak isospin doublet with com-
ponents T3 = 1=2 and has an electrical charge difference jΔQj = 1. The weak isospin is the
charge of the weak interaction and is only carried by left-handed1 fermions (and right-handed
anti-particles). Right-handed fermions are weak isospin singlets. Furthermore, all fermions can
have a weak hyper-charge Y, which is related to the electric charge Q and the weak isospin T3 by
the Gell-Mann-Nishijma formula Q = T3 + Y=2 [14, 15].
Quarks carry a colour chargewith three possible colours denoted as red, green and blue, which are
an analogy to the spectral colours in nature: all three charges or charge and anti-charge combined
are considered as colour-less. Colour charges are related to the strong interaction. In nature only
colour-less objects are observable, which is called confinement of quarks. Each quark type forms
a triplet of the strong interaction, whereas leptons are singlets of the strong interaction. Table 2.2
shows a summary of the charges carried by fermions.
2.1.2 Bosons
In the SM there exist five fundamental bosons. Four of them are force-carriers and have spin
equal to one: the photon (γ), the W and Z boson, and the gluon (g). The photon, responsible
1A fermion is called left-handed if its spin projection on its momentum~s ~p=(j~sj  j~pj) is -1.
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Table 2.1: Summary of the masses of elementary fermions from [16]. Since quarks are confined all quark
masses except the top quark have been measured indirectly via their influence on hadronic
properties. The quoted numbers have been calculated based on the minimal subtraction MS
scheme [16, 17]. All upper limits correspond to the 95% confidence limit, except for the μ
neutrino where it corresponds to the 90% confidence limit.
Category 1st family 2nd family 3rd family
up (u)
2.3MeV=c2
charm (c)
1.275 GeV=c2
top (t)
173.21GeV=c2
Quarks
down (d)
4.8MeV=c2
strange (s)
95MeV=c2
bottom/beauty (b)
4.18GeV=c2
electron (e)
5.11 keV=c2
muon (μ)
105.6MeV=c2
Tau (τ)
1.777GeV=c2
Leptons
e neutrino
<2 eV=c2
μ neutrino
<0.19MeV=c2
τ neutrino
<18.2MeV=c2
Table 2.2: The charges carried by the elementary fermions, where T3 is the weak isospin component, Y the
hyper-charge and Q the electric charge. U, D, E and N correspond to the up- and down-type
quark as well as to the charged leptons and the neutrinos. The left-handed quarks and leptons
form in the electroweak description of the SM a doublet, QL and LL, respectively. The right-
handed neutrinos, NR carry no charge, if they exist, they will not participate in any interactions
described by the SM. Table is adapted from [18].
Category Colour T3 Y Q
QL =

UL
DL

Yes
+1/2 +1/3 +2/3
Quarks -1/2 +1/3 -1/3
UR 0 +4/3 +2/3
DR 0 -2/3 -1/3
LL =

NL
EL

No
+1/2 -1 0
Leptons -1/2 -1 -1
ER 0 -2 -1
NR 0 0 0
for the electromagnetic force, is electrically neutral and cannot interact with other photons. The
mediators of the weak force are the Z and the W bosons, where the latter carries an electric
charge. The Z and the W bosons can interact with each other, resulting in triple or quartic
boson couplings. The gluon (g) mediates the strong force and carries a colour charge. There exist
7
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eight different colour charged gluons2, each having a different combination of colour and anti-
colour. The fifth boson, the Higgs boson, has spin zero and is responsible for the masses of the
W and Z bosons, the quarks and the charged leptons. Table 2.3 summarises the properties of
the five bosons.
Table 2.3: Properties of the elementary bosons in the SM, where T3 is the weak isospin component, Y the
hyper-charge and Q the electric charge. The masses are from [16].
Field/Interaction Particle Colour T3 Y Q M
Electromagnetic Photon (γ) No 0 0 0 0
Weak Z No 0 0 0 91.19 GeV=c2
Weak W No 1 0 1 80.38GeV=c2
Strong Gluon (g) Yes 0 0 0 0
Higgs field Higgs (H) No 0 0 0 125.7 GeV=c2
2.2 Dynamics of the Standard Model
The SM is formulated using the framework of quantum field theory. It is renormalizable and
based on local symmetries that extend the gauge invariance of electrodynamics to a larger set
of conserved currents and charges. The structure of the SM is given by the symmetry of type
SU(3)  SU(2)  U(1). The SU(3) part of the symmetry is responsible for the behaviour of the
strong interaction and associated to the conservation of the colour charge (see Noether theorem
[19]). The SU(2)U(1) part describes the electroweak interactions, where the SU(2) invariance
is associated with the weak isospin and the U(1) is associated with the weak hyper-charge.
Quarks, leptons and bosons are represented as quantum fields. The dynamics of the SM is de-
scribed by a Lagrange density LSM, which can be split into separate parts:
LSM = LEW + LQCD; (2.1)
where LEW represents the Lagrange density of the electroweak interactions and LQCD represents
the Lagrange density of the Quantum Chromodynamics (QCD), the theory of the strong inter-
actions.
2The strong interaction is described by the symmetry group SU(3). This group has eight (N2   1)
generators, therefore there are eight gauge fields.
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2.2.1 Electroweak Interactions
The electroweak Lagrangian can be split into two parts by separating the Higgs boson couplings:
LEW = Lsymm + LHiggs (2.2)
The Lsymm involves only gauge bosons and fermions, where a sum over all flavours of quark and
leptons, generically indicated by φ, is understood:
Lsymm =   14
3X
A=1
FAμνFAμν  
1
4BμνB
μν + φLiγμDμφL + φRiγμDμφR: (2.3)
Here
Bμν = @μBν   @νBμ and FAμν = @μWAν   @νWAμ   gεABCWBμWCν (2.4)
where Bμ is the gauge field associated with U(1) andWAμ corresponds to the three gauge fields of
SU(2). The εABC is the antisymmetric structure constant of the SU(2) group3. The fermion fields
are described by their left-handed and right-handed components:
φL;R = [(1 γ5)=2]φ; φL;R = φ[(1 γ5)=2]: (2.5)
TheφL andφR behave differently under the gauge group. In the SMallφR are singlets and allφL are
doublets. Thus mass terms for fermions of the form φLφR + h:c: are forbidden in the symmetric
limit. Themasses for fermions together withW and Zmasses are introduced by the mechanism
of spontaneous symmetry breaking, which will be explained in the next paragraph. The covariant
derivatives Dμ are given by
DμφL;R =
"
@μ + iq
3X
A=1
tAL;RWAμ + ig0
1
2YL;RBμ
#
φL;R; (2.6)
where tAL;R and 12YL;R are the SU(2) and U(1) generators, g the weak isospin coupling and g0 the
weak hyper-charge coupling. The physical fields of the electroweak gauge bosons photon Aμ, Zμ,
W+μ andW μ are linear combinations of the masslessWAμ and Bμ gauge fields due to the sponta-
neous symmetry breaking:
Wμ =
1p
2
(W1μ  iW2μ) (2.7)
3An antisymmetric structure constant, εαβγ, is defined by [tαtβ] = iεαβγtγ, where ti are generators of the
symmetry group and [:::] is the anti-commutator.
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Aμ = cos θWBμ + sin θWW3μ (2.8)
Zμ = cos θWW3μ   sin θWBμ (2.9)
where Aμ and Z μ are orthogonal to each other and θW the weak mixing (or Weinberg) angle
defined as tan θW = g0=g. The chargedW bosons only couple to left-handed states while the Z
couples to right- and left-handed components of the fermion field.
LHiggs contains the part responsible for the mass terms of gauge bosons and fermions. The La-
grangian has to be:
LHiggs = (Dμψ)y(Dμψ)  V(ψyψ)  φLΓφRψ  φRΓyφLψy; (2.10)
to fulfil the gauge principle and the requirement of renormalizability, where ψ includes all Higgs
scalar fields as column vector. The quantities Γ include all coupling constants, called Yukawa
couplings. The potential V(ψyφ) is symmetric under SU(2)  U(1) and contains at most quar-
tic terms in ψ, as the theory needs to be renormalizable. The spontaneous symmetry breaking
of the electroweak theory is introduced, if the minimum of the potential is obtained for non-
vanishing ψ values (h0jψ(x)j0i = v 6= 0). This results in a mass of zero mass for the photon, and
mW = cos θWmZ = 1=2g2v2 for the Z andW bosons. In case of the quarks the last two terms in
eq. (2.10) change to4:
LYukawa = UiR ψYiju QjL + DiR ψYijd Q
j
L + h:c:; (2.11)
where Yiju;d are the Yukawa couplings of the up- and down-type quarks to the Higgs fields ψ. The
mass of the quarks are proportional to the Yukawa coupling and v. The SM Lagrange density
is degenerated across the families of quarks and leptons. However, this is not possible anymore
in the case of mass terms, due to the different masses. Therefore, the Yukawa couplings are no
scalars, but rather 3  3 matrices. Four independent matrices would be needed to diagonalise
the Yukawa coupling matrices. But, only three of them can be chosen freely. Hence, the Yukawa
matrices are not simultaneously diagonalisable. The consequence is that the mass and flavour
eigenstate of one type (up or down) of quarks are not identical. By convention, the down-type
quarks are chosen and a unitary 3 3 matrix is introduced to connect the flavour eigenstates D0
4The procedure is similar for leptons.
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with the mass eigenstate D, the matrix is called Cabibbo-Kobayashi-Maskawa matrix VCKM [20].0B@jd
0i
js0i
jb0i
1CA = VCKM
0B@jdijsi
jbi
1CA : (2.12)
Where the VCKM matrix is defined as:
VCKM =
0B@Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
1CA : (2.13)
The unitarity of thematrix and the fact that one global phase is not observable, leaves four free pa-
rameters. Three of them are quarkmixing angles and one is a complex phase, which is responsible
for the CP violation in the SM.This results in a different behaviour of particles and anti-particles
in weak interactions. In experiments a strong hierarchical order of the off diagonal matrix ele-
ments is observed: jVusj and jVcdj are about 0.22, jVcbj and jVtsj of the order 4 10 2 and jVubj and
jVtdj of 3  10 3 or 8  10 3 respectively. Therefore, transitions between different quark families
are heavily suppressed, this is called Cabbibo suppression. The suppression is the strongest for the
transition between the first and third family. All experimental values can be found in [16].
2.2.2 Quantum Chromodynamics Interactions
TheLagrange density of the strong interactions,LQCD, has to obey the gauge symmetry associated
with SU(3). The QCD Lagrange density has the form:
LQCD =   14
8X
A=1
FAμνFAμν +
nfX
j=1
qj(i =D mj)qj; (2.14)
where qj are the quark fields of nf different flavours with massmj and =D = Dμγμ, where γμ are the
Dirac matrices and Dμ the covariant derivative:
Dμ = @μ   igs
X
A
tAgAμ : (2.15)
Here, gs is the gauge coupling of QCD. The gAμ are the gluon fields with A = 1  8 and tA are the
SU(3) group generators in the triplet representation of quarks. The gauge antisymmetric tensors
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are defined as:
FAμν = @μgAν   @νgAμ   gs CABC gBμ gνC (2.16)
where CABC are the complete antisymmetric structure constants of SU(3).
The most prominent properties of QCD are asymptotic freedom and confinement. The effective
coupling of an interaction vertex in field theory is modified by the interaction. The intensity of
the transmitted force depends on the transferred momentum squared, Q2. In case of QCD the
relevant coupling parameter for physical processes is αs = g
2
s
4π . The coupling αs(Q2) decreases for
increasing Q2 and vanishes asymptotically. In other words, the coupling increases with increas-
ing distance, R, as Q2 ' 1R2 . This behaviour is called asymptotic freedom. It is in contrast to the
behaviour of the electrical force in QED, where the coupling gets smaller with increasing radius,
an effect also called screening. In QED, the screening can occur near a charged particle by virtual
charged pair production, which causes the vacuum to become polarised in the region surround-
ing the particle. The polarisation makes the vacuum a dielectric medium in which the apparent
charge is less than the true charge. This leads to a decreasing coupling parameter in QED with
larger radius. In QCD, the anti-screening is a result of the self coupling of the gluon (due to the
quadratic term of the gauge field in FAμν). Similar as in QED, virtual quark-antiquark pair pro-
duction induces a colour charge polarisation in the vacuum. But the virtual gluons, which carry
a colour and anti-colour charge augment the colour charge. Due to the large number of different
gluon types the screening from the virtual quark-antiquark gets suppressed. The anti-screening
has two important consequences. First, despite the large coupling constant at low energies, the
asymptotic freedom allows calculations of cross-sections involving strong interactions by the per-
turbation theory as long as the processes occur at high energies. Second, if two quarks are sepa-
rated, the coupling αs will increase until the field energy is sufficient to create a new qq pair. This
effect is called quark confinement, and states that no finite amount of energy can liberate a quark.
2.2.3 Perturbative QCD
In perturbativeQCD, scattering amplitudes arewritten as a perturbation series expansion in pow-
ers of the coupling constant αs. Terms with the lowest power of αs are called leading order (LO)
terms, the next higher order next-to-leading order (NLO) and so on. These terms can be repre-
sented by graphs, so called Feynman diagrams, which consist of external lines, representing initial
and final states, vertices representing the interactions, and internal lines and loops representing
intermediate particles. Figure 2.1 shows an example of a LO Feynman diagram for an electron
and positron annihilation, which produces a quark anti-quark pair with a photon as intermediate
12
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particle. The perturbation series expansion for the cross-section calculation does converge only
for coupling constants, which are less than one.
The coupling constant in QCD αs can be written at leading order as:
αs(Q2) =
4π
b0 ln(Q2=Λ2QCD)
(2.17)
where Λ2QCD is a constant called QCD scale ( 200MeV),Q2 the transferredmomentum squared
and b0 is a constant called the 1-loop beta-function coefficient. Here, b0 equals (33 2nf)=(12π)[16]
and is dependent on the number of quark flavours (nf). The perturbative approach is limited in
QCD to high and medium Q2, as for low momentum transfer the expansion does not converge
anymore. The perturbative QCD (pQCD) is therefore replaced at the ΛQCD limit by phenomeno-
logical models.

e−
e+
q
q¯
Figure 2.1: The figure shows the leading order Feynman diagram for electron and positron annihilation,
which produces a quark anti-quark pair with a photon as intermediate particle.
2.3 QCD in Proton-Proton Collisions
Thedescription of proton-proton scattering is further complicated by the internal structure of the
protons. The hadronic final state of proton-proton interactions can be described as the superposi-
tion of several contributions: products of the partonic hard scattering with the highest transverse
momentum pT, including initial and final state radiation; hadrons produced in additional parton
interactions, multi-parton interaction (MPI); and beam-beam remnants (BBR) resulting from
the hadronisation of the partonic constituents that did not participate in the other scatters [21].
Those contributions are classified as either hard or soft depending on theQ2 at which the process
occurs. The resulting products of MPI and BBR form together the underlying event (UE).
13
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Fig. 1.1.  Illustration of the way QCD Monte-Carlo models simulate a proton-antiproton collision in which a hard two-to-two 
parton scattering with transverse momentum, pT(hard), has occurred.  The hard-scattering component of the event consists of 
particles that result from the hadronization of the two outgoing partons (i.e. the initial two jets) plus the particles that arise from 
initial and final state radiation (i.e. multi-jets).  The underlying event consists of particles that arise from the beam-beam 
remnants and from multiple parton interactions. 
.  
Fig. 1.2.  Illustration of the way QCD Monte-Carlo models simulate Drell-Yan lepton-pair production.  The hard-scattering 
component of the event consists of the two outgoing leptons plus particles that result from initial-state radiation.  As in the hard 
two-to-two parton scattering of Fig. 1.1, the underlying event consists of particles that arise from the beam-beam remnants and 
from multiple parton interactions. 
Hard-scattering collider jet events have a distinct topology.  A typical hard-scattering event 
consists of a collection (or burst) of hadrons traveling roughly in the direction of the initial two 
beam particles and two collections of hadrons (jets) with large transverse momentum.  The two 
large transverse momentum jets are roughly back-to-back in azimuthal angle, φ.  One can use the 
topological structure of hadron-hadron collisions to study the underlying event.  We use the 
direction of the leading (highest pT)  jet in each event to define four regions of η-Δφ space 
(referred to as leading-jet events).  As illustrated in Fig. 1.3, for leading-jet events Δφ = φ – φjet#1, 
where φjet#1 and φ are the azimuthal angles of the leading jet and a charged particle, respectively, 
and η = -log(tan(θcm/2)) is the pseudorapidity, where θcm is the center-of-mass polar scattering 
angle of the outgoing charged particles.   
As is also shown in Fig. 1.3 in Drell-Yan lepton-pair production (referred to as Drell-Yan 
events) Δφ = φ – φpair, where φ pair and φ are the azimuthal angles of the lepton-pair and a charged 
particle, respectively.   On an event-by-event basis, the toward region containes all charged 
particles with |Δφ | < 60o and |η| < 1, while the away region containes all charged particles with 
|Δφ | > 120o and |η| < 1. The two transverse regions 60o < -Δφ < 120o, |η| < 1 and 60o < Δφ < 
120o, |η| < 1 are referred to as transverse 1 and transverse 2.  The overall transverse region 
corresponds to combining the charged particles in the transverse-1 and transverse-2 regions.  For 
Drell-Yan events the two lepton are not included. For leading-jet events, the toward and away 
regions receive large contributions from the outgoing high-pT jets, while the transverse region is 
perpendicular to the plane of the hard two-to-two scattering and is therefore very sensitive to the 
Figure 2.2: The components of a proton-proton collision: the products of the partonic hard scattering
process with the highest transverse momentum pT is indicated in red, hadrons produced by
additional interactions in green and beam-beam remnants in black. Figure adapted from [22].
2.3.1 Hard Scattering
Hadrons contain two types of quarks, valence quarks (qv) and sea-quarks (qs). The valence quarks
define the quantum numbers of the hadron and determine its behaviour, e.g. if it is a proton (uud)
or a neutron (udd). The sea-quarks are virtual quark-antiquark pairs originating from the gluon
splitting within the hadron. The annihilation of sea-quarks forms again a gluon, which results
in a constant flux of gluons and sea quarks inside hadrons. The distribution of gluon and quarks
inside a hadron is described by the parton density functions (PDFs), fajp(x;Q2). These PDFs
parametrise the probability to find a parton a, with the momentum fraction x at the momentum
scale Q2 inside the hadron with momentum p.
Thehard scattering process between twoprotons can be described using the factorisation theorem
formulated by Drell and Yan [23]. They postulated that the cross-section for a hard process σAB
can be formulated as a convolution of the partonic cross-section σab with the PDFs of the proton
fajA(x; μF). Here μF is an arbitrary scale, called the factorisation scale. Its value is usually set to
the same value as the renormalisation scale μR, which is set to the scale of the process, e.g. in
the case of Z production to the mass of the Z. The factoris tion scale divides the divergent and
convergent parts of the calculation, σab and fajA(x; μF), respectively. The PDFs can be scaled from
one scaleQ to another using the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations
[24–27], resulting in a Q2-evolution of the PDFs. The factorisation and renormalisation scales
are not physical. If all terms are included in the perturbative expansion, the cross-section would
be independent of the choice of the scale.
As the PDFs parametrise the non-perturbative part of the hadronic interaction, it is not possible
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Figure 21: The parton distribution functions xuv, xdv, xS = 2x(U¯+ D¯) and xg of HERAPDF2.0
NLO at µ2f = 10GeV2. The gluon and sea distributions are scaled down by a factor of 20. The
experimental, model and parameterisation uncertainties are shown. The dotted lines represent
HERAPDF2.0AG NLO with the alternative gluon parameterisation, see Section 6.8.
94
Figure 2.3: The parton distribution functions for the two valence quarks are shown, the sea quarks xS =
2x(U + D) and gluo s at μ2F = 10GeV2 with the HERAPDF2.0 parton distribution model
at next-to-leading order (NLO). The experimental, model and parameterisation uncertain-
ties are shown. The dotted lines represent HERAPDF2.0AG NLO with an alternative gluon
parametrisation. Detailed information of the different HERAPDF models are given in [28].
to calculate them. Instead, they have to be extracted from data through global fits to various data
sets, such as structure functionmeasurements from deep inelastic (DIS) at HERA, jet production
at TEVATRON, measurements with electroweak bosons at LHC or fixed target data. There are
different global analyses available (e.g. CTEQ [29], MSTW [30] and NNPDF [31]), which differ
on the parametrisation of the PDFs and the choice of input data. This results in small difference
between the results of the global analyses. Figure 2.3 shows an example of PDFs of the proton for
the valence and the sea quarks as extracted byHERAPDF[28]. The gluon and sea quark contribu-
tion is scaled down by a factor of 20. The valence quarks are dominant at high-x values, whereas
the gluon and the sea quark distributions are strongly rising for low-x.
2.3.2 Soft Processes in Hard Collisions
One of the dominant sources of the underlying event are multi-parton interactions (MPI). In a
collision of two hadronsmore than one pair of partons can interact, because hadrons are compos-
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ite particles. In addition, the measurements of the PDFs of the proton show that the parton den-
sity inside the proton rises for low-x. Therefore, the probability for secondary collisions increases
leading to additional soft-QCD interactions. Other sources of UE include multiple scattering
of primary particles, interactions of the remnants with other protons and interactions between
particles from the beam remnants.
As discussed in section 2.2.3, the perturbative approach is limited to high momentum transfer,
high-Q2. In the low-Q2 regime, phenomenological models are used to describe the processes.
These models can be split in two categories according to their occurrence in the event; parton
showering and hadronisation. Figure 2.4 shows a schematic overview of an example of a hard
scattering process in a proton-proton collision for decreasing Q2. The perturbative and non-
perturbative parts of the production are indicated by dashed lines.
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Figure 2.3: Schematic showing an example of a hard scattering process in a proton-proton collision
- here the leading order production of a Z boson that subsequently decays to a quark anti-quark pair.
All parts, both perturbative and non-perturbative, of the production and decay process are represented
including the decay of the resulting quark anti-quark pair into colour neutral final state hadrons (Hadro-
nisation). The areas where soft interactions are dominant, both within the colliding protons and during
the hadronisation process, are highlighted in grey.
decomposed as the product of a partonic level cross-section (e.g. sˆqq¯!l+l  for the Drell-Yan
process) and a parameterised description of the internal constituents of the colliding hadrons.
In other words, the cross-section for the production of a final state X during the collision of
two hadrons A and B is given by:
sAB!X =
Z
dxadxb fa/A(xa,Q2) fb/B(xb,Q2)sˆab!X (2.35)
where a and b are the two partons participating in the hard scattering process. Here fa/A and
fb/B are the so called parton distribution functions (PDFs) that parameterise the properties of
the partons within the colliding hadrons and are functions of x, the fraction of the hadron’s
longitudinal momentum carried by the various partons, and Q2 the energy transfered during
the hard scatter. The way these PDFs change as a function of Q2 is described by the DGLAP
equations[25]. This fact allows PDFs found at one momentum scale to be evolved to other
Q2 values, a process commonly known as DGLAP evolution. Currently PDFs for the proton
are produced by a number of different groups, most notably MSTW[26] and CTEQ[27], by
Figure 2.4: This schematic shows a hard scattering process in a proton-proton collision, the leading order
production of a Z boson, which decays to a quark anti-quark pair. Areas, where soft interac-
tions are dominant, are highlighted in grey. The figure is adapted from [32].
Initial and final state parton showers are used for dealing with higher order terms, which are
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not included in a given perturbative calculation. As partons carry electromagnetic and/or colour
charge, the higher order contributions will take the form of emissions of gluons or photons. This
is usually achieved by adding additional radiative processes, where a parton is allowed to branch
into a parton with lower energy plus for example an emitted gluon. This process is repeated until
the branching particles reach a predefined energy above the confinement.
In the hadronisation process all coloured objects are converted into colourless final state hadrons.
Usually either the string fragmentation model or the cluster model is used for this. The string
model is based on the starting assumption that the energy of the colour dipole field between a qq
pair, increases linearly with the separation between both charges. If the energy is large enough
a second q0 q0 or even a third q00 q00 pair can be produced. Those new quarks and anti-quarks are
then combined with the original qq pair to colour-less meson or baryon states. The splitting stops
as soon as only on-mass-shell hadrons remain.
The cluster model starts by splitting all of the coloured gluons from the parton shower into quark
anti-quark pairs or diquark anti-diquark pairs. Then, the resulting quarks are combined with
their nearest neighbours to form colourless clusters. The type of the hadrons is determined by
the constituents of the cluster.
These models are implemented in various event generators like Pythia [33], Herwig++ [34, 35]
and Sherpa [36]. Pythia uses the string model for the hadronisation, while Herwig++ and
Sherpa use the cluster model.
In addition to different models for the soft physics, the event generators use different tuning of
the models to described previous measurements. Historically, hadronisation models were tuned
on LEP results and MPI parameters were tuned on TEVATRON and LHC results. Today, those
tunings are performed simultaneously on LHC data, as the LHC probes QCD in regions were the
LEP and TEVATRON data offer little constraints [37]. Reference [38] gives further information
on the tuning of Monte Carlo event generators for the LHC.
The proper tuning of the event generator models for the LHC is important, as the SM processes
need to be measured and understood in the LHC regime before any new physics discovery can
be made. Furthermore, a key point in today’s physics discoveries is the simulation of both; back-
ground and signal events, especially with the rise of multivariate methods, where the discrimina-
tion between signal and background is tuned to predictions fromMonte Carlo event generators.
In chapter 6 recent measurements of LHCb on the forward energy flow and strange meson pro-
ductions are discussed. The strange meson production is a powerful probe of hadronisation
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models at pp colliders, as protons have no net strangeness and the production via double parton
scattering of two strange sea quarks is rather unlikely[39]. The observed discrepancies between
models and measurements of strange meson production and the forward energy flow motivates
a measurement of the strange meson production in a hard scattering event of a Z boson.
2.4 Z Boson Production
At leading order (LO), the Z boson is produced in a hadron collision through the Drell-Yan [23]
annihilation of an incoming quark-antiquark pair, see fig. 2.5. In addition to the on-shell Z bo-
son production, there are contributions from off-shell photons γ and γZ interference. In the
following, these processes are not distinguished. Higher order processes of Z boson production
involve gluons or initial state partons, which are reconstructed as hadronic jets in the detector.
Two examples of next-to-leading order (NLO) Feynman diagrams for the Z boson production
are shown in fig. 2.6.
q
q¯
Z
p
p
µ−
µ+
Figure 2.5: The figure shows the leading order Feynman diagram for Z production through the Drell-Yan
process in a proton proton collision.
Figure 2.7 shows the contribution of different flavours of quark-antiquark annihilation to the Z
boson production at the LHC as function of the rapidity. All flavours contribute to the produc-
tion of the Z boson in the central region, while at large absolute rapidity values up-antiup quark
annihilation is dominating.
Figure 2.8 shows the cross-sections for relevant processes in pp (pp) colliders as function of the
centre-of-mass energy (ps). The production cross-section of a Z boson is linearly rising withps,
while the total cross-section is almost flat inps.
The momentum transfer of the process, Q2, the centre-of-mass energy, ps and the fractional
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Figure 2.6: The figures show the NLO Feynman diagrams for Z production through the Drell-Yan process
in a proton proton collision, (left) the quark gluon scattering with a resulting quark jet in the
final state, (right) the Drell-Yan process with a gluon radiation producing a gluon jet.
momenta, x1 and x2 of the two partons in the hard scatter are connected by the relation:
Q2 = x1x2s: (2.18)
In addition, the rapidity y of the rest frame of the hard scatter in the laboratory frame is connected
to the fractional momenta x1 and x2 by
x1;2 =
Qpse
y (2.19)
with the boundary conditions x1;2  1. Therefore, large absolute values of the rapidity are equiv-
alent to high x1 and low x2 or vice versa. Figure 2.9 shows the x Q2 space that can be probed by
various experiments. The acceptance of fixed target and HERA experiments are represented in
green. TheHERA results cover a large range in x down to 10 6 atQ2 values below those probed by
ATLAS and CMS. LHCb probes two distinct regions indicated in orange: one at high x interleav-
ing with the regions of the fixed target, HERA and TEVATRON experiments, and the second one
is unique to LHCb probing at low x at Q2 values above those probed by the HERA experiments.
It should be noted that the HERAmeasurements at low x are preformed at very lowQ2 where the
perturbative approach is not expected to hold. Both regions are complementary to ATLAS and
CMS. For the Z production, Q2 = M2Z, x values down to about 1 10 4 can be probed in LHCb.
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W and Z production at LHC
Z and W production at LHC
 → probe diEerent Bavour combinations
 → potential to improve quark PDFs
→ u and d quarks dominate for W, all Bavours contribute to Z
(A.Glazov/V.Radescu)Figure 2.7: Thefigure shows the contribution of different quark flavours to theZ boson production at LHC
for a centre-of-mass energy of 14 TeV as a function of the rapidity. Figure adapted from [40].Hard interactions of quarks and gluons: a primer for LHC physics 95
Figure 2. Standard model cross sections at the Tevatron and LHC colliders.
The x dependence, on the other hand, has to be obtained from fitting deep-inelastic and
other hard-scattering data. This will be discussed in more detail in section 4. Note that for
consistency, the order of the expansion of the splitting functions should be the same as that of
the subprocess cross section, see (3). Thus, for example, a full NLO calculation will include
both the σˆ1 term in (3) and the P (1)ab terms in the determination of the pdfs via (4) and (5).
Figure 2 shows the predictions for some important Standard Model cross sections at pp¯
andpp colliders, calculated using the above formalism (at next-to-leading order in perturbation
theory, i.e. including also the σˆ1 term in (3)).
We have already mentioned that the Drell–Yan process is the paradigm hadron–collider
hard-scattering process, and so we will discuss this in some detail in what follows. Many of the
remarks apply also to other processes, in particular those shown in figure 2, although of course
the higher-order corrections and the initial-state parton combinations are process dependent.
2.2. The Drell–Yan process
The Drell–Yan process is the production of a lepton pair (e+e− or µ+µ− in practice) of
large invariant mass M in hadron–hadron collisions by the mechanism of quark–antiquark
Figure 2.8: Standard model cross sections at the Tevatron and LHC colliders, taken from [41].
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Figure 1: (Left) The region of the (x, Q2) space probed by previous exper-
iments as well as ATLAS, CMS and LHCb at a centre-of-mass energy of 8
TeV. (Right) The approximate rapidity coverage of the di↵erent components
of the ATLAS, CMS and LHCb detectors.
a large rapidity gap arising from colour flow considerations. The inclusion of
forward jets in the measurements allows for a greater phase space with which
to identify these rapidity gaps.
At a proton-proton collider such as the LHC, the forward region is also
a more sensitive probe of the forward-backward asymmetry in Z decays. Z
bosons produced in the forward region are more likely to follow the initial
quark direction and consequently su↵er less from the dilution of the parton
level asymmetry observed in the central region. This is discussed in more
detail later in the text.
The approximate rapidity coverage of the ATLAS [1], CMS [2] and LHCb [3]
experiments is shown in the right diagram of Figure 1. LHCb is an ex-
periment optimised for the study of CP violation in heavy flavour decays,
and consequently is fully instrumented in the forward region. This includes
tracking coverage in the pseudorapidity range between 2.0 and 5.0, as well
as electromagnetic and hadronic calorimetry up to approximately 4.5. The
ATLAS and CMS detectors are instrumented in the central region, and con-
sequently their tracking coverage is limited to |⌘| < 2.4. However, both
experiments have calorimetry coverage further forward which allows them to
identify jets and electrons in the forward region. In particular, the ATLAS
forward calorimeters provide both hadronic and electromagnetic calorimeter
coverage up to ⌘ = 4.9, while the CMS electromagnetic calorimeter coverage
2
Z production
Figure 2.9: The region of the (x;Q2) space probed by previous experiments as well as ATLAS, CMS and
LHCb at a centre-of-mass energy of 8 TeV. Figure adapted from [42].
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2.5 b Quark Production at Hadron Colliders
The main analysis topics of the LHCb experiment are based on composite particles of b quarks.
The characteristics of their production and their behaviour was the main motivation for the de-
sign of the detector. Three production mechanisms for b quarks are relevant in proton-proton
collisions, their Feynman diagrams are shown in fig. 2.10 and 2.11. They can be divided accord-
ing to their order of the strong interaction coupling strength.
At leading-order (LO), there are processes of quark anti-quark annihilation qq! bb and gluon
gluon fusion gg ! bb. These processes are at second order of the strong interaction coupling
strength O(α2s ) and are commonly called pair production. At next-to-leading order (NLO), pro-
cesses with O (α3s ) take place. These are new contributions include gluon-splitting and flavour-
excitation, and corrections to the pair production. ANLOprocess including a g! bb transition is
called gluon splitting. A processes, where a sea-quark from one of the beam particles is scattered
on a parton from the other beam, is called flavour-excitation.
Figure 2.8 shows the cross-sections for relevant processes in pp (pp) colliders as function of the
centre-of-mass energy (ps). The bb cross-section has approximately a linear dependence onps
in the region of the LHC with a similar slope as Z or W production, the tt cross-section has
a linear dependence with a larger slope than bb, while the total cross-section is almost flat inps. The relative contributions to the total production cross-section of bb and cc are shown in
fig. 2.12 as function ofps. For higher centre-of-mass energy the relative contribution of higher
order processes is increasing. In case of the LHC, the dominant productionmechanism is flavour
excitation.
In pp collision, bb quark pairs are often produced with a large boost in the direction of one of the
incoming protons. In addition, both of them end up either in forward or backward direction, due
to a strong correlation between b and b quark. Figure 2.13 shows the θ and η dependencies of the
b quark production at LHC, where η is defined as η =   ln[tan(θ=2)]. This dependence played
an important role for the design of the LHCb experiment, see section 3.2.
22
2.5. B QUARK PRODUCTION AT HADRON COLLIDERS
(a) (b) (c)
Figure 2.10: Feynman diagrams for leading order bb production in proton-proton collisions. Figure (a)
and (b) show gluon-gluon fusion processes and figure (c) shows the quark-antiquark annihi-
lation process.
(a)

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g
g
b
b¯
(b)
(c)

g
g
g
b
b¯
(d)
Figure 2.11: Feynman diagrams for next-to-leading order bb production in proton-proton collisions.
Figures (a) and (b) show flavour-excitation processes, and figures (c) and (d) show gluon-
splitting processes.
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Fig. 4a,b. The total a charm and b bottom cross sections for
pp collisions as a function of ECM =
√
s. The contributions
from pair creation, flavor excitation and gluon splitting are
shown separately
subdivision of course is unobservable and model-depen-
dent. It will still provide helpful insights.
The most basic and inclusive observable is the total
heavy-flavor cross section. In Fig. 4 we present it as a func-
tion of the pp center-of-mass energy, from the fixed-target
re´gime to LHC and beyond, both for charm and bottom.
The cross section is divided into the contributions from the
three perturbative production channels. As noted before,
we assume that no non-perturbative eﬀects contribute to
the total cross section. The level of the total cross sec-
tion is in sensible agreement with the present data (not
shown), indicating that there is no need for any further
significant production mechanism.
For small (fixed-target) energies the pair-creation cross
section is dominating the production, followed by a non-
negligible fraction of flavor excitation, whereas gluon split-
ting is very small. As the energy is increased, flavor excita-
tion overtakes pair production and gluon splitting is catch-
ing up. At very large energies gluon splitting becomes the
dominant production mechanism, so that the low-energy
pattern is completely reversed.
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Fig. 5. Dependence of the charm cross section on model as-
pects, for pp collisions as a function of ECM =
√
s. Shown is the
ratio of cross sections: pair creation for mc = 1.7GeV/mc =
1.3GeV, flavor excitation for GRV 94L/CTEQ 5L parton dis-
tributions, and gluon splitting for Q2max = M2max = Q2/
Q2max =M2max = 4Q2
The reason is not so diﬃcult to understand. If we think
of any partonic process, it will only contain one hardest
2 → 2 scattering whatever the energy, whereas the num-
ber of branchings in the associated initial- and final-state
showers will increase with energy. This increase comes in
part from the growing phase space, e.g. the larger rapidity
evolution range of the initial-state cascades, in part from
the increase in accessible and typical virtuality scales Q2
for the hard subprocess. The multiplication eﬀect is at its
full for gluon splitting, whereas flavor-excitation topolo-
gies are more restrictive. At small energies, however, the
less demanding kinematical requirements for flavor exci-
tation in a shower gives it an edge over gluon splitting.
The total cross section is strongly dependent on QCD
parameters such as the heavy-quark mass, parton distri-
butions, and factorization and renormalization scales. It
is not our aim here to present theoretical limits and errors
– this has been done elsewhere [13]. However, Fig. 5 gives
some examples of how much results may vary. Clearly, the
quark-mass choice is very important, especially for charm.
Maybe surprisingly, the charm parton distributions in the
proton do not diﬀer by that much, probably reflecting a
convergence among the common parton distributions and
in the scheme adapted for g → QQ branchings in the evo-
lution equations. Among the examples given, the largest
uncertainty comes from the choice of the heavy quark
mass. However, it should be remembered that the vari-
ations above have no formal meaning of a ‘1σ’ range of
uncertainty, but merely reflects some more or less random
variations.
To gain further insight into the properties of the per-
turbative production processes, one may study “non-obs-
ervables” that characterize the hard-scattering process as-
sociated with the production, such as the pˆ⊥ of the hard
interaction. We also show kinematical distributions, like
the rapidity and transverse momentum of the heavy
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Figure 2.12: The total charm (left) and bottom (right) cross sections for pp collisions as function of ps.
Figure taken from [43]
Figure 2.13: (left) The distribution of the azimuthal angles θ and (right) the pseudo-rapidity, η, for the b
and b quarks produced in pp collisions at centre-of-mass energy of 8 TeV. The red region and
the red lines show the acceptance of LHCb, the yellow lines show the acceptance of ATLAS
and CMS [44].
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People are saying I don’t need science, I have everything,
but everything is based on science.
Rolf-Dieter Heuer
3
Large Machines for Tiny Particles
Mankind has always been curious about his environment and this curiosity led to deeper under-
standing of the nature. In 400-370 B.C. Democritus and Leucippus, two ancient greek philoso-
phers, postulated that everything was made of atoms. They described them as indestructibles,
with empty space between them and their mass concentrated in the centre and always being in
motion. Furthermore, they proposed that many kinds of these atoms would exist only different
in shape and size [45]. These theories were considered highly philosophical, it was only in the
13th century on that the idea of experimental evidence as a proof of a theory was accepted.
In 1898, Joseph John Thomson experimentally proofed the existence of the electron [46] which
was postulated by George Johnstone Stoney in 1874. The discovery was made during studies of
the properties of cathode rays. This event can be seen as the beginning of elementary particle
physics. Later, in 1911, Ernest Rutherford together with John Cockcroft and ErnestWalton made
the discovery that an atom consists of a central attracting mass surrounded by rings of rotating
electrons[47]. They used an α-particle emitter as source for scattering the emitted particles on
gold atoms. Since then, experiments using particles to scatter or collide on other particles got
bigger and bigger. Today, the largest accelerator is the Large Hadron Collider (LHC) at CERN.
Four large experiments are located at the accelerator, where two of them, CMS and ATLAS, are
general purpose detectors hunting for the Higgs and new particles and the other two, ALICE
and LHCb are specialised detectors. The main purpose of the ALICE experiment is to study
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phenomenons like the quark gluon plasma, whereas the LHCb experiment is mainly focusing on
b-physics, specially on CP-violation and rare decays.
This chapter gives a short description of the LHC and its location CERN. Further, it will give an
overview over the LHCb detector at LHC with summaries of each sub-detector.
3.1 Large Hadron Collider
The large hadron collider, short LHC, is surely an impressive machine. The immense size, the
cryogenic systems and the complex combination of different pre-accelerators and detectors fas-
cinate scientists over the whole world.
The collider is located at CERN1 at the franco-swiss border in Geneva. CERN was founded in
1952 with the intention to establish a fundamental physics research organisation in Europe with
world-class ambitions. Initially, the research program was concentrated on understanding the
inside of an atom, but today our knowledge goes beyond, thus the main focus has changed to
study the constituents of matter and the forces acting between them.
The idea of a hadron collider in the tunnel of the Large Electron-Positron Collider (LEP) at CERN
has first been mentioned in 1977 by the former CERN director general Sir John Adams. He
suggested that the potential LEP tunnel should be wide enough for a superconducting proton
collider of above 3 TeV beam energy [48, 49]. In 1981, after the approval of the LEP by the CERN
Council and during ongoing discussions on the geological situation in the area, CERN director
general Herwig Schopper argued that the suggested circumference of 22 km is too small for a
future successful pp collider in the LEP tunnel [50].
Electron-positron colliders or lepton colliders in general have awell defined centre ofmass energyps at the collision point, which is exactly equal to the sum of the energy of both colliding beams.
The initial production state is tuneable and therefore, allows accuratemeasurements of thresholds
of various particle productions, followed by precision measurements of different particles due to
the known production threshold.
Hadron colliders are more complex. Due to the composite structure of hadrons, which contain
gluons, sea- and valence-quarks, strong and electroweak interactions take place and collisions do
not have well defined centre-of-mass energy. Furthermore, proton remnants produce additional
particles, which are not from hard collisions. Hence collision events are less clean than in lepton
1Initially CERN was the abbreviation for Conseil Européen pour la Recherche Nucléaire or European
Council for Nuclear Research. Today only the abbreviation is left.
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colliders. However, equally sized hadron colliders can reach higher energies than lepton colliders,
because they have much smaller energy loss due to synchrotron radiation, which is emitted when
a charged particle is accelerated radially.
In general, any accelerated charged particle emits electromagnetic radiation. In case of a collider,
bending magnets keep the particles on the trajectory by applying a magnetic field perpendicular
to their velocity. The acceleration of a charged particle is given by the Lorentz equation:
dp
dt = e

E+ v Bc

; (3.1)
where p, e and v are the particle momentum, charge and velocity and E and B are the electric and
magnetic fields. For a circular acceleration, the power radiated by a relativistic particle is given
by
P = 23
e2c
R2

E
mc2
4
: (3.2)
A detailed derivation of the radiated power is given in [51, 52]. The energy loss per turn is given
by multiplication with the revolution time 2πR=c,
ΔE = 4π3
e2
R

E
mc2
4
: (3.3)
This equation shows, that a large bending radius and a high particle mass are needed to reach
high particle energies with moderate energy loss per turn.
In 1990, Carlo Rubbia summarised the relation between hadron and lepton machines as follow-
ing: In the past high energy machines like hadron colliders were used for exploration and high pre-
cision e+ e  instruments were used for consolidating [54]. Figure 3.1 shows the different acceler-
ators and their equivalent beam energy as dependence of time. The equivalent energy assumes
the beam is hitting stationary proton targets. Both, proton and electron accelerators have an ex-
ponential dependence of their beam energy as function of time. Since the last forty years storage
ring colliders, like the LHC are the dominating technology for accelerators to get to the highest
possible beam energies. Today, the planning of the international linear collider (ILC) [55] has
started, which is an electron linear collider for precision measurements on LHC level.
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Fig. 1. The equivalent energy of high energy particles is plotted versus time when the accelerator
was built. (a) is for proton accelerators and (b) is for electron accelerators. The equivalent energy
assumes the beam is hitting stationary proton targets. Each solid dot represents an accelerator
which has been built. An open circle is an accelerator not yet in existence. Each solid curve
connects accelerators built or designed with a certain technology.
2. Accelerators in Operation and Their Upgrades
Figure 2 shows the major high energy accelerators around the world. Here let
me mention that an accelerator is built as a versatile instrument. After it is built, it
invariably continues to be improved and upgraded, yielding increasing performances
with time. For a collider, this is reflected in an increasing luminosity. In fact, one
is led to conclude that the “design” luminosity of a collider is only a set goal at the
time of the design, and it is sometimes not whether but when the design luminosity
would be achieved — especially when talking about new technologies.
Figures 3(a), (b) and (c) show the luminosity evolution of the Fermilab Teva-
tron, the SLC, and the Cornell CESR.6,7,8 These accelerators respectively represent
the three leading technologies of the present colliders: proton storage ring collider,
electron storage ring collider and electron linear collider.
Table 1. Accelerators being built.
LHC LEP-2 RHIC KEKB PEP-2 DAΦNE
particle type pp e+e− ions, pp e+e− e+e− e+e−
beam energy (GeV) 14000 96.5 250 (pp) 3.5+8 3.1+9 0.51
circumference (km) 27 27 3.8 3.0 2.2 0.098
design L (1033cm−2s−1) 10 0.08 0.01 10 3 0.5
expected completion 2004-2008 1997 1999 1998 1997 1996
Figure 3.1: The equivalent energy of high energy particles is plotted versus time when the accelerator was
built. (a) is for proton accelerators and (b) for electron accelerators. The equivalent energy
assumes the bea is hitting stationary proton targets. Each solid dot represents an accelerator
which has bee built, an open circle is an accelerator not yet existing. Each solid curve connects
accelerators built or designed with a common technology. The date of the figure is 1995, taken
from [53].
3.1.1 Layout
The 26.7 km long LEP tunnel, built between 1984 and 1989, sets the boundaries for the LHC
machine. The tunnel consist of eight straight sections and eight arcs, and the depth below sur-
face varies between 45 to 170m with an inclination of the collider plane of 1.4% towards the
Lac Léman. Each straight section is approximately 528 m and each arc is arou d 2.45 km long.
The configuration of particle-antiparticle with a common vacuum and magnet system for both
circulating beams, as at the Tevatron, was no option for a luminosity of L = 1034 cm 2s 1, as
antiprotons are harder to produce in large numbers than protons (see for example ref. [56]). To
install two separated storage rings in the tunnel was technically impossible, due to the limited ge-
ometrical size of only 3.74m in diameter. This led to the adoption of the twin-boremagnet design
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that was proposed by John Blewett at Brookhaven laboratory in 1971 [57]. It was known as the
two in one super-conducting magnet design, and consists out of a commonmechanical structure
and cryostat but with separate coils and beam channels [58]. Figure 3.2 shows the cross-section
of the cryodipole of the LHC.
2008 JINST 3 S08001
Figure 3.3: Cross-section of cryodipole (lengths in mm).
an important operation for the geometry and the alignment of the magnet, which is critical for the
performance of the magnets in view of the large beam energy and small bore of the beam pipe.
The core of the cryodipole is the “dipole cold mass”, which contains all the components cooled
by superfluid helium. Referring to figure 3.3, the dipole cold mass is the part inside the shrinking
cylinder/He II vessel. The dipole cold mass provides two apertures for the cold bore tubes (i.e. the
tubes where the proton beams will circulate) and is operated at 1.9 K in superfluid helium. It has an
overall length of about 16.5 m (ancillaries included), a diameter of 570 mm (at room temperature),
and a mass of about 27.5 t. The cold mass is curved in the horizontal plane with an apical angle of
5.1 mrad, corresponding to a radius of curvature of about 2’812 m at 293 K, so as to closely match
the trajectory of the particles. The main parameters of the dipole magnets are given in table 3.4.
The successful operation of LHC requires that the main dipole magnets have practically iden-
tical characteristics. The relative variations of the integrated field and the field shape imperfections
must not exceed ⇠10 4, and their reproducibility must be better than 10 4after magnet testing and
during magnet operation. The reproducibility of the integrated field strength requires close control
of coil diameter and length, of the stacking factor of the laminated magnetic yokes, and possibly
fine-tuning of the length ratio between the magnetic and non-magnetic parts of the yoke. The struc-
tural stability of the cold mass assembly is achieved by using very rigid collars, and by opposing
the electromagnetic forces acting at the interfaces between the collared coils and the magnetic yoke
with the forces set up by the shrinking cylinder. A pre-stress between coils and retaining structure
– 23 –
Figure 3.2: Cross-section of cryodipole of the LHC. Figure adapted from ref. [57].
F the maximum design beam energy of 7 TeV a nominal magnetic field strength of 8.3 T is
needed, as the maximum beam momentum (or energy) is determined by the fi ld of the dipoles
in the LHC arcs, which bend the beams. This magnetic field strength is only achievable with
superconducting magnets cooled down with superfluid heliu at 1.9K.
Figure 3.3 shows a schematic layout of the LHC. At intersection point (IP) one and five the two
high luminosity experiments, CMS and ATLAS are located opposite to each other. Both of them
are general-purpose detectors with a broad physics programme ranging from studying the Stan-
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for the layout of the interaction region where the two beams pass through special
so-called matching sections and finally share a common vacuum chamber and triplet
focusing system before they collide at the IP.
2.1.2 Layout of the Machine
As indicated in Fig. 2.3, the basic layout of the LHC machine—while following
the LEP tunnel geometry—has eight arcs connected by eight straight sections. Each
straight section is approximately 530m long and serves as insertion region (IR) either
for the particle detectors or for the machine hardware equipment of the storage ring
itself. The two high-luminosity regions are located at the two opposite interaction
points IP 1 (ATLAS) and 5 (CMS). The detectors of the experiments ALICE and
LHCb are installed at IPs 2 and 8, where in addition the beam-injection schemes for
beams 1 and 2 are located. The remaining straight sections are equipped with the
radio-frequency (RF) systems (IR 4), the collimation system (IRs 3 and 7), and the
beam extraction and dump system (IR 6).
For the reasons outlined above, the LHC is designed as proton-proton colliderwith
separate magnetic fields and vacuum chambers in the main arcs and with common
Figure 3.3: Geometry of the LHC with eight arcs and eight straight sections. The two beams cross at the
interaction points IP1, IP2, IP5 and IP8.[59]
dard Model (SM) to searching for new physics (such as extra dimensions) [60, 61]. Two addi-
tional experiments are located at IP two and eight, ALICE and LHCb. The former is a heavy-
ion detector, designed for studying the physics of strongly interacting matter at extreme energy
densities[62]. The second is specialised on studying the differences between matter and antimat-
ter by using particles containing beauty or charm quarks. More information on LHCb is given
in section 3.2 r [63]. Besides the four large experiments there exist three smaller experiments
at the LHC: TOTEM[64], which is dedicated to the measurement of proton-proton interactions
cross-section and in-depth studies of the prot n structure. TOTEM is located at the IP5 on either
sid of the CMS det ctor; LHCf[65], which aims to study the n utral part cle production cross-
section in the forward region of proton-proton and nucleus-nucleus interaction. It is located at
the ATLAS experiment; and MoEDAL[66] searches for magnetic monopoles and is located in
front of the LHCb experiment.
The beam-injections for the two beams are also located at IP2 and IP8. In the intersection re-
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gion (IR) three and seven, two collimation systems are installed, the first for cleaning high mo-
mentum offsets and the second for cleaning high betatron amplitudes respectively. At IR4 the
radio-frequency (RF) system is located for each beam separately, serving as main acceleration
system for the beams. The frequency of each RF system has to be tuned precisely to the revolu-
tion frequency of the particles in the beam. The beam dump system for each beam is located at
IP5. This system consist of a series of kicker and septum magnets to deflect the particles from
the nominal beam direction, and a dilution magnet for sweeping the particle beam in a ”e” shape
over a graphite target, in a way that the beam does not hit one single spot. The graphite target
is located 750m from the extraction point in a shielded cavern. A more detailed description is
given in [67].
3.1.2 System of Accelerators
The proton source for the LHC is a bottle of hydrogen gas at the starting point of the linear accel-
erator 2 (Linac 2). The hydrogen atoms pass through an electric field to strip off their electrons.
At the end of Linac 2, remaining protons have reached the energy of 50 MeV=c2. Afterwards
the protons are accelerated from 50 MeV=c2 to 1.4 GeV=c2 in the proton synchrotron booster
(Booster). It consist of four superimposed synchrotron rings. The next part in the acceleration
chain is the proton synchrotron (PS), the key component of CERN’s accelerator complex. The
PS, built in 1959, does not only accelerate the protons further up to 25 GeV=c2, it also creates 25
ns bunches of protons. Before the protons finally enter the LHC, they are injected into the super
proton synchrotron (SPS), built in 1976, which accelerates the protons further up to 450 GeV=c2.
Then the protons are transferred to the LHC, where they are further accelerated to the final design
energy of 7 TeV. Figure 3.4 shows the complex in a schematic way, including all transverse lines.
In addition to protons, ions are used in the LHC as well. The ion source is enriched lead, which is
evaporated in an oven. The lead gas loses some electrons by passing trough a plasma. Afterwards
the ions are accelerated in the Linear accelerator 3 (Linac 3). They are then injected into the low
energy ion ring (LEIR) which accelerates them from 4.2 MeV=c2 to 72 MeV=c2. Afterwards the
ions are injected into the PS and then take the same path to the LHC as protons. The maximum
energy of ions per beam in the LHC depends on their content of protons (Np) and neutrons (Nn).
It is reduced by a factor, NpNp+Nn , with respect to the maximal proton beam energy.
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Figure 3.4: Accelerator complex at CERN. Only the large LHC experiments are shown. Figure taken from
ref. [68].
3.1.3 Performance
Two parameters are interesting for the comparison of accelerators in terms of performance: the
beam energy and the luminosity. The second is a measure for the number of collisions in one
interaction between two bunches. The number of collision events per second is given by:
dN
dt = σ  L (3.4)
where σ is the cross-section of the event under investigation and L the (instantaneous) luminos-
ity. In addition, experiments are quoting the integrated luminosity,
RLdt, as a measure of their
acquired data size. It has the unit of an inverse area. The instantaneous luminosity depends only
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on the beam parameters. For a Gaussian beam distribution it can be written as:
L = N
2
b  nb  frev  γr
4π  εn  β  F (3.5)
whereNb is the number of particles per bunch, nb the number of bunches per beam, fref the revo-
lution frequency, γr the relativistic gamma factor, εn the normalised transverse beam emittance,
β the beta function at the collision point, and F the geometric luminosity reduction factor due
to the crossing angle at the interaction point.
The first beams started in fall 2008, but due to an accident, which damaged several magnets, the
LHC was shut down for almost two years for repair work and check of all the electrical connec-
tions in the accelerator. In 2010, the LHC was ready for delivering first physics data at half of the
design centre of mass energyps = 7 TeV with few bunches and lower luminosity than originally
designed. Both were steadily increased in 2010 and 2011, still atps = 7 TeV. The centre of mass
energy was kept at this level, as massive superconducting magnets need training to handle high
currents without loosing their superconductivity. These high currents are needed for reaching
the designed magnetic field energy. A training of a superconducting magnet involves steadily
increasing the current until the magnet quenches2, then the current is increased again. At first
this happens at low currents, but over time it is able to reach the designed current, as the compo-
nents of the magnet settle in. In 2012, the LHC accelerator group enhanced the centre of mass
energy to 8 TeV with steadily increasing luminosity. These enhancements lead to a higher Higgs
production cross-section, which was a crucial part of the Higgs discovery by the CMS and AT-
LAS collaborations in the same year[69, 70]. The design values of the LHC for the performance
quantities and the operation parameters in 2011 and 2012 are listed in table 3.1. The data acqui-
sition from 2009 until 2013 is called Run I. During the long shutdown one (LS1) from 2013 until
beginning of 2015 further consolidations of the superconducting splices in themagnets were per-
formed, weak magnets were exchanged and minor maintenance work were made to prepare the
machine for the full design luminosity with collisions at a centre of mass energy of 14 TeV. The
data acquisition period, Run II, has started in 2015 and will last until 2018, a detailed plan is kept
up to date in [71].
2A superconducting magnet has to be operated at very low temperature, as superconductivity is a low
temperature phenomenon. A tiny amount of energy in the magnet can warm it up, stopping the magnet
to be superconducting. This is called a quench. In this moment the current has to be safely extracted in a
short time.
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Table 3.1: Key LHC design values and their values in 2011 and 2012[72, 73].
Quantaty Design 2011 (peak) 2012 (peak)
Beam energy [ TeV ] 7 3.5 4
Bunch population collision (1011) 1.15 1.45 1.6
Number of bunches 2808 1380 1380
Bunch spacing [ns] 25 50 50
Stored energy [MJ] 362 112 143
Luminosity at CMS/ATLAS [ cm 2s 1 ] 1 1034 3:5 1033 7:7 1033
Luminosity at LHCb [ cm 2s 1 ] 0:2 1033 0:4 1033 0:4 1033
3.2 LHCb Experiment
LHCb is a dedicated experiment for measuring decays of particles containing heavy quarks with
the main goal to search for indirect evidence of new physics via CP violation. In addition, rare
decays of beauty and charm hadrons are investigated by searching differences between precisely
predicted processes of the StandardModel (SM) and themeasurements or by studying the distinct
flavour structure of the SM with non tree-level flavour-changing-neutral currents.
In either way, large data samples and precisely measured particle properties are needed. Due to
the large beauty and charm production cross-section at the LHC [74, 75], LHCb has been able
to collect about 1012 events with decays of particles containing heavy quarks during 2011 and
2012. The charm and beauty cross-sections are approximately 10 and 200 times smaller than
the total cross-section. Hence, the separation of backgrounds from decays of interest is crucial.
Displaced vertices and high transverse momentum signatures are exploited for background sup-
pression. Furthermore, particle identification (see chapter 5), excellent impact parameter (see
fig. 3.12), decay time, invariant mass and momentum resolution are needed for oscillation stud-
ies of hadrons, for the reduction of combinatorial background and the separation of kinematical
similar decays. In addition, a high bandwidth data acquisition system and a robust trigger are
necessary for managing the high event rate of the LHC.
LHCb has considerably enlarged its physics program over time. For example, measurements of
the production of electroweak gauge bosons in the forward region have been performed, which
probe a unique kinematic region. Further, measurements of newly discovered exotic particle
properties, searches for lepton number and lepton flavour violation, measurements in proton-
lead collision and measurements of the Higgs boson in the forward direction are either under
investigation or successfully performed. In the following an overview of the LHCb detector is
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given. This is followed by a more detailed description of the subsystems.
3.2.1 Detector Layout
The LHCb [63, 76, 77] is a single-arm forward spectrometer, covering angles from about 10 to
250 (300) mrad in the vertical (horizontal) direction. The detector geometry originates from
the fact that b and b are produced in pairs and preferably in the forward or backward direction,
see section 2.5. The geometry of LHCb allows to reconstruct a large fraction of b and b by only
covering a small solid angle. A right handed coordinate system is used with the z-axis in beam
direction and the y-axis along the vertical direction. The geometrical coverage of the detector
is often given in terms of the pseudo-rapidity, as defined in section 2.5. Figure 2.13 shows the
pseudo-rapidity coverage of LHCb in comparison to the general purpose detectors (GPD)ATLAS
and CMS.
The dimensions of the LHCb detector are approximately 20m in length, and 10m in height and
width. It is allocated at IP8 of the LHC, previously used by the DELPHI experiment during the
LEP time. The cavern was optimised for a 4π detector. Therefore, the collision point had to be
displaced to maximise the available space in the existing cavern for the installation of a forward
spectrometer. Figure 3.5 shows the schematic overview of the LHCb detector.
In pp collisions, the forward region is dominated by high particle multiplicities resulting in high
occupancies of the detector elements. The separation of primary and secondary vertices, and
the ability to reconstruct all tracks of importance are crucial for many analyses in LHCb. For
events with high occupancy these tasks are extremely difficult and lead to large uncertainties.
Hence, the LHCb detector is optimised for operating with an average design luminosity of 2 
1032 cm2s 1 at centre-of-mass energy of 14 TeV, which keeps the occupancy at a manageable
level. The luminosity is roughly 100 times smaller than for ATLAS and CMS.The low luminosity
is achieved by adjusting the transverse overlap of the two colliding beams. To keep the luminosity
stable over a run, the separation of the two beams is adjusted accordingly. This procedure is called
luminosity levelling. In fig. 3.7 the luminosity levelling is visible for the data acquisition in 2012.
The design for LHCb foresaw to run at an average number of visible proton-proton interactions
per bunch crossing of μvis = 0:4 and a maximum peak luminosity of 5 1032 cm2s 1 at centre of
mass energyps = 14 TeV to collect an integrated luminosity of 2fb 1 per year. Figure 3.6 shows
the peak luminosity and the average μvis as function of time. While the highest luminosity in 2010
was already 75% of the design luminosity, indicated as dashed line, the μvis was much larger than
the design value, due to the low number of bunches in the machine. This demonstrated that the
35
CHAPTER 3. LARGE MACHINES FOR TINY PARTICLES
Figure 3.5: Systematic overview of the LHCb detector [44].
data acquisition system, trigger and reconstruction, work efficiently even on harsh conditions. In
2011, LHCb was acquiring data at a luminosity of 3:5 1032 cm2s 1 with μvis = 1:5 at
ps =7TeV
and in 2012, at 4  1032 cm2s 1 with μvis = 1:7 at
ps =8TeV. The later is double the design
luminosity for LHCb. Figure 3.7 shows the evolution of the recorded luminosity for the years
2010 to 2012 [78].
The subsystems of the LHCb detector can be split into three categories: The tracking system is
designed tomeasure the three components of the particlemomenta and the particle identification
system to determine the particle type. The trigger system selects the events, which are of interest
for physics analysis. In the following each category is described in detail.
3.2.2 Tracking System
TheLHCb tracking system consists of the vertex locator (VELO), the dipole magnet and four pla-
nar tracking stations; the Tracker Turicensis (TT) upstream of the dipolemagnet and the tracking
stations T1-T3 downstream of the magnet. All three T stations are split into inner tracker (IT)
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Figure 2: Average number of visible interactions per bunch crossing (’pile-up’, top) and instanta-
neous luminosity (bottom) at the LHCb interaction point in the period 2010-2012. The dotted
lines show the design values.
about 1300, the maximum possible with 50 ns bunch spacing. Due to the larger number
of bunches the pile-up over the year could be reduced, while LHCb took the majority
of the data at a luminosity of 3.5 ⇥ 1032 cm 2s 1. This was 1.75 times more than the
design luminosity of 2⇥ 1032 cm 2s 1, as shown in Figure 2. In 2011 a luminosity levelling
procedure was introduced at the LHCb interaction point. By adjusting the transverse
overlap of the beams at LHCb, the instantaneous luminosity could be kept stable to within
about 5% during a fill, as illustrated in Figure 3. For this particularly long fill, a maximum
overlap with head-on beams was reached only after 15 hours. The luminosity levelling
procedure minimises the e↵ects of luminosity decay, allowing to maintain the same trigger
configuration during a fill and to reduce systematic uncertainties due to changes in the
detector occupancy.
In 2012 the LHC beam energy was increased to 4TeV. LHCb took data at a luminosity
of 4⇥ 1032 cm 2s 1, twice the LHCb design luminosity. The LHC delivered stable beams
for about 30% of the operational year. An e↵ort was made in 2012 to use more e ciently
the processing power available in the Event-Filter-Farm (EFF), which otherwise would
have been idle during 70% of the time. The mechanism put in operation defers a fraction
of the HLT processing to the inter-fill time, typically several hours, between the LHC
collision periods. In this approach about 20% of the L0 accepted events during data-taking
are temporarily saved on the local disks of the EFF nodes and are processed only after
8
Figure 3.6: Average number of visible interactions per bunch crossing (top) and instantaneous peak lu-
minosity (bott ) at the LHCb interaction p int in the period 2010-2012. The dotted lines
show the design values. Taken from reference [78].
Figure 3.7: The figure shows the delivered (dark coloured lines) and recorded (light coloured lines) inte-
grated luminosities at LHCb du ing the three years of LHC Run I. Taken from refer nce [78].
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and outer tracker (OT). While the VELO measures the position of primary and secondary ver-
tices with high precision, the tracking stationsmeasure the direction and themomenta of charged
particles. The latter are determined from the curvature of the flight path through the magnet.
3.2.2.1 Vertex Locater
The VELO [79, 80] is the sub-detector closest to the pp interaction point. It provides precise
measurements of primary and secondary vertices as well as first track segments. For the precise
determination of vertices, it is crucial, that the activematerial of the detector is as close as possible
to the interaction region.
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Figure 5.1: Cross section in the (x,z) plane of the VELO silicon sensors, at y= 0, with the detector
in the fully closed position. The front face of the first modules is also illustrated in both the closed
and open positions. The two pile-up veto stations are located upstream of the VELO sensors.
5.1.1 Requirements and constraints
The ability to reconstruct vertices is fundamental for the LHCb experiment. The track coordinates
provided by the VELO are used to reconstruct production and decay vertices of beauty- and charm-
hadrons, to provide an accurate measurement of their decay lifetimes and to measure the impact
parameter of particles used to tag their flavour. Detached vertices play a vital role in the High Level
Trigger (HLT, see section 7.2), and are used to enrich the b-hadron content of the data written to
tape, as well as in the LHCb off-line analysis. The global performance requirements of the detector
can be characterised with the following interrelated criteria:
• Signal to noise1 ratio (S/N): in order to ensure efficient trigger performance, the VELO
aimed for an initial signal to noise ratio of greater than 14 [29].
• Efficiency: the overall channel efficiency was required to be at least 99% for a signal to noise
cut S/N> 5 (giving about 200 noise hits per event in the whole VELO detector).
1Signal S is defined as the most probable value of a cluster due to a minimum-ionizing particle and noise N as the
RMS value of an individual channel.
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Figure 3.8: Cross-section in the (x,z) plane of the VELO silicon sensors, at y = 0, with the detector in the
fully closed position. The front face of the first modules is also illustrated in both the closed
and open positions. The two pile-up veto stations are located upstream of the VELO sensors
[80].
Figure 3.8 shows the cross section of the VELO in the (x,z) and in the (x,y) plane. The detector
consists of 21 stations of silicon micro-strip sensors in a r   φ geometry. The r-sensor provides
information on the radial distance, while the φ-sensor provides information on the azimuthal
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angle of a charged particle’s track. One station consists of two modules, one on each side of the
beam axis. One r-sensor and one φ-sensor together form amodule with a half circular active area.
The (r;φ) geometry was chosen in contrast to a rectilinear scheme, due to a lower reconstruction
time of tracks and vertices. Two additional stations upstream are designed to veto pile-up events
and estimate the number of collisions per bunch crossings. They consist of r sensors only.
The geometry of the VELO is given by the requirements to detect particles with a pseudo-rapidity
in the range of 1:6 < η < 4:9 and emerging from primary vertices in the range of jzj < 10:6 cm.
Due to the condition that a track should cross at least three VELO stations, the size of the sensors
with respect to the beam axis (8mm at closest and 42mm at most) and the position in z of the
stations is constraint (the threemost downstream stations have to be at approximately z = 65 cm).
The VELO has a full length of 1m. Tominimise alignment issues and covering the full azimuthal
acceptance, the two modules in one station are overlapping. The backward acceptance of the
VELO is 3:5 < η <  1:5, due to the upstream stations.
The minimal distance of the modules to the beam is smaller than the beam aperture required by
the LHC during injection. Hence, the VELO can retract both half sides during injection. The
design requires to keep the modules for each detector half in an aluminium box under vacuum.
The side facing the beam is formed by corrugated foils, termed Radio Frequency foils (RF-foils).
They protect the beam vacuum from outgassing of VELO sensors and shield the VELO against
RF pickup from the LHC beams.
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Figure 5.4: Sketch illustrating the rf geometry of the VELO sensors. For clarity, only a portion
of the strips are illustrated. In the f -sensor, the strips on two adjacent modules are indicated, to
highlight the stereo angle. The different arrangement of the bonding pads leads to the slightly
larger radius of the R-sensor; the sensitive area is identical.
is 38 µm, increasing linearly to 101.6 µm at the outer radius of 41.9mm. This ensures that mea-
surements along the track contribute to the impact parameter precision with roughly equal weight.
The f -sensor is designed to readout the orthogonal coordinate to the R-sensor. In the simplest
possible design these strips would run radially from the inner to the outer radius and point at the
nominal LHC beam position with the pitch increasing linearly with radius starting with a pitch of
35.5 µm. However, this would result in unacceptably high strip occupancies and too large a strip
pitch at the outer edge of the sensor. Hence, the f -sensor is subdivided into two regions, inner
and outer. The outer region starts at a radius of 17.25mm and its pitch is set to be roughly half
(39.3 µm) that of the inner region (78.3 µm), which ends at the same radius. The design of the
strips in the f -sensor is complicated by the introduction of a skew to improve pattern recognition.
At 8mm from the beam the inner strips have an angle of approximately 20  to the radial whereas
the outer strips make an angle of approximately 10  to the radial at 17mm. The skew of inner and
outer sections is reversed giving the strips a distinctive dog-leg design. The modules are placed so
that adjacent f -sensors have the opposite skew with respect to the each other. This ensures that
adjacent stations are able to distinguish ghost hits from true hits through the use of a traditional
stereo view. The principal characteristics of the VELO sensors are summarized in table 5.1.
The technology utilized in both the R- and f -sensors is otherwise identical. Both sets of
sensors are 300 µm thick. Readout of both R- and f -sensors is at the outer radius and requires
the use of a second layer of metal (a routing layer or double metal) isolated from the AC-coupled
diode strips by approximately 3 µm of chemically vapour deposited (CVD) SiO2. The second
metal layer is connected to the first metal layer by wet etched vias. The strips are biased using
– 21 –
Figure 3.9: Sketc illustrating the (r;φ) geometry of the VELO sensors. For cl ity, only a portion of the
strips are illu trated. In t e φ-s so , the strips on two adjacent m dules are indicated, to
highlight the stereo a gle. The different arrangement of the bonding pads leads to slightly
larger radius of the r sensor; the sensitive area is identical [80].
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Thesensors are built out of a siliconn-bulkwithn+ implants forming the stripswith strip isolation
achieved by the use of a p-spray. Figure 3.9 shows the conceptual layout of the sensor. For the
r-sensor the implants are concentric semi-circles, with a pitch of 38 μm closest to the beam and
linearly increasing to 101.6 μm for the outermost sensor. All strips of the r-sensor are subdivided
in four regions of 45°, to minimise the occupancy and strip capacitance. For the φ-sensors a
subdivision into two regions is used, inner and outer, with strips running radially from the centre
to the outer edge. The same reasons for the design hold as for the r-sensors. The inner region
starts with a pitch of 38 μm, which increases linearly up to 78 μm at a radius of 17.25mm. The
outer region starts at this radius with a pitch of 39 μm and linearly increases up to a pitch of
97 μm. Both regions have a skew of 20° at 8mm to the radial for the inner region and of 10°
at 17mm to the radial for the outer region. The inner and outer skew is reversed to each other.
Adjacent φ-sensors are reversed to each other to distinguish fake hits from true hits. The different
pitch width ensures that the contributions of the measurements given by the VELO stations have
roughly equal weight. The read out electronics of the sensors are placed outside of the VELO
acceptance and are used to fix the geometrical position. This design keeps the amount of dead
material in the acceptance to a minimum.
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Figure 3.10: The left plot shows the number of stations hit per track in the VELO and the right plot shows
the number of hits of a track in the VELOmodules as a function of the pseudorapidity of the
track. The dashed line indicates the limit above which 95% of the tracks lie. Both figures are
taken from [80].
Figure 3.10 shows that all tracks inside the LHCb acceptance pass through at least three modules.
Figure 3.11 shows the individual hit resolution of the sensors with a minimum raw resolution of
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7 μm. The impact parameter (IP) resolution of the VELO is (15  29pT ) μm. Figure 3.12 shows
the definition of the IP. These results were obtained in a test beam. The detector occupancy is a
key parameter in the performance of the track algorithms and pattern recognition. It was mea-
sured to be around 1% for data with μvis = 1:7. The contribution from noise to the occupancy is
negligible.[78]
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Figure 5.16: The left plot shows the number of stations hit per track in the VELO and the right
plot shows the number of hits of a track in the VELO modules as a function of the pseudorapidity
of the track. The dashed line indicates the limit above which 95% of the tracks lie.
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Figure 5.17: The raw hit resolution as a function of strip pitch as measured in the test beam for
particles of normal incidence. The dashed line indicates the resolution expected for digital readout.
The data points show the resolution as measured from the weighted centre of the charges on the
strips.
mance improves for the low angle tracks when imperfections in the weighted charge distribution
between two strips are taken into account [52].
In addition, crosstalk originating from inter-strip coupling, from coupling between electronic
channels, and from signal feed-forward and backward in the analog transmission have not been
taken into account. Once these have been fully parametrised further improvement in the resolution
obtained from the system is anticipated.
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Figure 3.11: Raw hit resolution as a function of strip pitch as measured in the test beam for particles of
normal incidence. The dashed line indicates the resolution expected for digital readout. The
data points show the resolution as measured from the weighted centre of the charges on the
strips. Both figures are t ken from [80].
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Figure 3.12: Impact parameter (IP) definition in case of a K0S decaying to two pions. The IP is indicated in
red.
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3.2.2.2 Tracker Turicensis
The Tracker Turicensis (TT) [77, 80, 81] is found upstream of the magnet between the magnet
and the RICH1. It is a planar tracking station consisting of silicon micro-strip sensors arranged
in four layers. All four are housed in one large light tight and thermally and electrically insulated
detector volume. The temperature is kept below 5°C to reduce ageing effects and the detector
volume is flushed with nitrogen continuously to avoid condensation on the cold surface. The
layers are set up in an (x-u-v-x) configuration, where the first and last layer are arranged with
vertical strips in the LHCb coordinate system and the second and third layer are rotated by a
stereo angle of -5° and +5°, respectively. The rotation of the u and v layers allows the y-coordinate
of the track to be measured, but with a lower resolution than the x-coordinate. In total, the TT
has an active area of 8.4m2 with 143360 individual strips.
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Figure 3.13: Layout of the first layer (left) and second layer (right) in TT, the second has a tilt of 5°.Different
readout sectors are indicated by different shadings. The blue shaded region indicates the
readout electronics [82].
Figure 3.13 shows the layout of the first and the second layer. Each one is build of half modules,
which are joined to cover the full LHCb acceptance. Adjacent modules within a detection layer
are staggered by about 1cm in z and overlap by a fewmillimetres in x to avoid acceptance gaps and
simplify the relative alignment of the individual modules. The four detection layers are grouped
into pairs of two (x,u) and (v,x). The two groups are separated by approximately 27 cm along the
LHC beam axis. The first group has 30 half-modules while the second group has 34 half-modules,
due to the larger acceptance at higher z.
Each half module consists of a row of seven silicon sensors with a stack of two or three readout
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hybrids at one end. To keep the occupancy at a manageable level, the half modules close to the
beam-pipe are split into three readout sectors. The sectors are connected with Kapton cables to
the hybrids at one end of the half module. For the other modules, the sensors are grouped into
two readout sectors. This results in a maximum strip length of 38 cm. Figure 3.14 illustrates the
layout of a half-module.
seven silicon sensors
fibreglass/carbon-fibre support rail
two or three stacked readout hybrids
Kevlar cap
one or two Kapton
interconnect cablesKevlar cap
Figure 3.14: View of a TT detector module with three readout sectors [82].
The silicon sensors have a thickness of 500 μm with single-sided p+-on-n sensor structure. They
are 9.64 cm wide and 9.44 cm long and carry 512 readout strips with a strip pitch of 183 μm.
Multiple scattering of particles in the dead material inside the acceptance of a tracking station is
the major issue for a good hit resolution. Therefore, the TT was designed such that all the hybrids
and electronics are outside of the acceptance of LHCb, keeping as much dead material out of the
active area as possible. This results in a hit resolution of roughly 50 μm and a hit efficiency of
almost 100%. Table 3.2 shows the hit efficiency and resolution in 2011 and 2012 for data and
simulation. The small discrepancy between simulation and data can be partially explained by the
remaining misalignment of the modules. The average occupancy with μvis = 1:7 in the TT varies
between 1.9% for the sectors closest to the beam pipe and 0.2% for the outermost modules. The
occupancy from noise is negligible [78].
Table 3.2: Summary of the hit efficiency and resolution measurements of the TT made using 2011 and
2012 data. Results are shown as well for simulated events. Table taken from [78].
Measurement 2011 Data 2012 Data 2011 MC 2012 MC
Hit efficiency 99.7% 99.8% 99.9% 99.9%
Hit resolution 52.6 m 53.4 m 47.8 m 48.0 m
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3.2.2.3 The Magnet
Awarmdipolemagnet is used in the LHCb experiment to bend the trajectory of charged particles
and hence allow to measure their momenta [80, 83]. The magnet consists of a window-frame
yoke made of laminated low carbon steel and saddle-shaped coils, mirrored symmetrical above
and below the beam pipe. The design of the magnet was constrained by the needs of the RICH to
have less than 2mT at their location behind shielding and a field as high as possible in the region
between the VELO and TT. In addition, the experimental hall inherited fromDELPHI gave some
further technical constraints.
The coil consists of fifteen layers of pure hollow aluminium conductors with a channel for water
cooling inside. These layers can slide freely upon their supports.
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Figure 3.15: The figure shows the main component of the magnetic field strength along the z axis for
magnet polarity down [84].
The magnet produces a vertical magnetic field with
R
~Bd~l = 4Tm. The magnet polarity is regu-
larly reversed during data acquisition to minimise systematic effects of the measurements. Since
the magnet field is perpendicular to the beam axis, additional beam optics are required to take
into account the bending of themagnet on the proton beam. Figure 3.15 shows themagnetic field
in the y direction as function of z. Themeasurement was performed with an array of Hall-probes
with a precision of 4  10 4. The absolute field value is reproducible for both polarities.
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3.2.2.4 Inner Tracker
The Inner Tracker (IT)[80, 81] is the centre part of the T stations. Due to the high flux in the
region around the beam pipe, the IT is built with silicon strip sensors. The IT consists of three
stations and each station of four detector boxes as illustrated in Figure 3.16 (left). As for TT the
boxes are light tight and electrically and thermally insulated. The temperature is kept below 5°C
and the box is continuously flushed with nitrogen to avoid condensation on the cold surfaces.
Each detector box consists of four layers in the same configuration as in TT. In the first and last
layer the silicon strips are oriented vertically, while the inner two layers have a stereo angle of -5°
and 5°, respectively. Each of these layers consists of seven modules. The modules inside the top
and bottom boxes have only one silicon micro-strip sensor while the side boxes have two silicon
micro-strip sensors. Figure 3.16 (right) shows the layout of an x detection layer inside one of the
IT station.
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Figure 5.23: View of the four IT detector boxes arranged around the LHC beampipe.
Figure 5.24: Layout of an x detection layer in the second IT station.
IT detector modules
An exploded view of a detector module is shown in figure 5.25. The module consists of either one
or two silicon sensors that are connected via a pitch adapter to a front-end readout hybrid. The
sensor(s) and the readout hybrid are all glued onto a flat module support plate. Bias voltage is
provided to the sensor backplane from the strip side through n+ wells that are implanted in the n-
type silicon bulk. A small aluminium insert (minibalcony) that is embedded into the support plate
at the location of the readout hybrid provides the mechanical and thermal interface of the module
to the detector box.
Silicon sensors. Two types of silicon sensors of different thickness, but otherwise identical in
design, are used in the IT.17 They are single-sided p+-on-n sensors, 7.6 cm wide and 11 cm long,
and carry 384 readout strips with a strip pitch of 198 µm. The sensors for one-sensor modules
are 320 µm thick, those for two-sensor modules are 410 µm thick. As explained in section 5.2.4
below, these thicknesses were chosen to ensure sufficiently high signal-to-noise ratios for each
module type while minimising the material budget of the detector.
17The sensors were designed and produced by Hamamatsu Photonics K.K., Hamamatsu City, Japan.
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Figure 5.23: View of the four IT detector boxes arranged around the LHC beampipe.
Figure 5.24: Layout of an x detection layer in the second IT station.
IT detector modules
An exploded view of a detector module is shown in figure 5.25. The module consists of either one
or two silicon sensors that are connected via a pitch adapter to a front-end readout hybrid. The
sensor(s) and the readout hybrid are all glued onto a flat module support plate. Bias voltage is
provided to the sensor backplane from the strip side through n+ wells that are implanted in the n-
type silicon bulk. A small aluminium insert (minibalcony) that is embedded into the support plate
at the location of the readout hybrid provides the mechanical and thermal interface of the module
to the detector box.
Silicon sensors. Two types of silicon sensors of different thickness, but otherwise identical in
design, are used in the IT.17 They are single-sided p+-on-n sensors, 7.6 cm wide and 11 cm long,
and carry 384 readout strips with a strip pitch of 198 µm. The sensors for one-sensor modules
are 320 µm thick, those for two-sensor modules are 410 µm thick. As explained in section 5.2.4
below, these thicknesses were chosen to ensure sufficiently high signal-to-noise ratios for each
module type while minimising the material budget of the detector.
17The sensors were designed and produced by Hamamatsu Photonics K.K., Hamamatsu City, Japan.
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Figure 3.16: (left) View of the four IT detector boxes arranged around the LHC beam-pipe. (right) Layout
of an x detection layer in the second IT station. Both figures are taken from [84].
There are two slightly different types of sensors used in IT. B th types are p+-on-n sensors, 7.6 cm
wide and 11 cm long, and have 384 readout strips with a strip pitch of 198 μm. However, the
sensors for one-sensor modules are 320 μm thick, and those for two-sensor modules are 410 μm
thick. The corresponding thickness was chosen to ensure sufficiently high signal-to-noise ratios
for each module type while minimising the material budget of the detector. In IT the readout
electronics is inside the acceptance in c ntrast to the VELO nd TT.
In total, the IT has an act ve ar a of 4m2 with 129024 readout strips, where the strip length is
between 11 and 20 cm. The hit r olu ion and efficiency are similar to the ones from TT, approx-
imately 50 μm and 100% resp ctively. Table 3.3 hows the hit efficiency and resolution of the IT
in 2011 and 2012. As for TT, t e small discrepancy between simulation and data can be partially
explained by the re aining misalignment of the modules. The average occupancy is found to
45
CHAPTER 3. LARGE MACHINES FOR TINY PARTICLES
vary between 1.9% and 0.2% with μvis = 1:7, where the boxes above and below the beam pipe
have the lowest occupancy. The contribution from noise is negligible [78].
Table 3.3: Summary of the hit efficiency and resolutionmeasurements of the ITmade using 2011 and 2012
data. Results are shown as well for simulated events. Table taken from [78].
Measurement 2011 Data 2012 Data 2011 MC 2012 MC
Hit efficiency 99.8% 99.9% 99.9% 99.9%
Hit resolution 50.3 m 54.9 m 53.8 m 53.9 m
3.2.2.5 Outer Tracker
The Outer Tracker (OT)[80, 85] is a drift-time detector located at the outer part of T1-T3. Each
T station consists of four layers, arranged the same way as the IT. One layer is built by an array of
individual gas-tight straw-tube modules. Each module consists of two staggered layers (mono-
layers) of 64 drift-tubes each with an inner diameter of 4.9mm. Figure 3.17 shows the layout
of the modules. The counting gas is a mixture of Argon (70%) and carbon dioxide (30%). The
system offers the possibility of using up to three gas components.
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Figure 5.36: Cross section of a straw-tubes module (left) and overview of a straw-tubes module
design (right).
tubes. Both sections are read out from the outer end. The splitting in two sections is done at a
different position for the two monolayers to avoid insensitive regions in the middle of the module.
F-modules have an active length of 4850mm and contain a total of 256 straws. In addition to the
F-type modules there exist short modules (type S) which are located above and below the beam
pipe. These modules have about half the length of F-type modules, contain 128 single drift tubes,
and are read out only from the outer module end. A layer half is built from 7 long and 4 short
modules. The complete OT detector consists of 168 long and 96 short modules and comprises
about 55000 single straw-tube channels.
Construction
The straw tubes are produced by winding together two strips of thin foils,29 as shown in figure 5.37:
the inner (cathode) foil is made of 40 µm carbon doped polyimide (Kapton-XC30); the outer foil
(Kapton-aluminium) is a laminate31 made of 25 µm polyimide, to enhance the straws gas tightness,
and 12.5 µm aluminium, crucial to ensure fast signal transmission and good shielding.
To build a monolayer the straw-tubes were glued to panels with a cored sandwich structure
consisting of a 10mm Rohacell core and two 120 µm carbon fibre skins. High precision aluminium
templates (figure 5.37) were used during the glueing to position the straw-tubes to better than
50 µm over the entire module length. After the straw-tubes were glued to the panel the wiring was
started. A gold-plated tungsten wire32 with a diameter of 25.4 µm is used for the anodes. The wire
was sucked through the straw-tube. At each end the wire is guided using injection-molded Noryl
endpieces. To centre the wire also along the straw-tube Noryl wire locators had been placed every
80 cm inside the straws. The wires were strung with a tension of 0.7 N and were soldered to 5mm
long pads of a printed circuit board.
Special holding-devices, shown in figure 5.38, were used to keep the support panels flat to
within 100 µm during the glueing of the straws and wiring. They were also used to assemble two
monolayer panels into a detector module (figure 5.38). The sides of the modules were closed by
400 µm thick carbon fibre sidewalls. Spacers at the two module ends ensure the proper separation
29Lamina Dieletrics Ltd., UK.
30DuPontTM.
31GTS Flexible Materials Ltd., USA.
32California Fine Wire, USA.
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Figure 3.17: Cross-section of a straw-tube module (left) and overview of a straw-tube module design
(right). Figure taken from [80].
There are two kind ofmodules, the shortmodules (type S) located above and below the beampipe,
and the longmodules (type F) located on each side of the beampipe. For the latter themonolayers
are split longitudinally in the middle into two parts with individual straw tubes. Each section has
a separate readout. To avoid an inefficient region in the middle, the splitting is done at different
positions of b th monolayers in ne module. The full F-module has an active length of 4850mm
and contains in total 256 straw-tubes. Themodules of type S are just half the length of type F and
have one readout hybrid at the outer module end and a total of 128 single drift tubes. One layer
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consists of 14 long and 8 short modules. This results in a total of 168 long and 96 short modules
for the complete OT detector with about 55000 single straw-tube channels.
The total active area is around 29m2. The OT has an efficiency of almost 100% for tracks close to
the central half of the straw (closer than 1.25mm to the wire). The single hit resolution is 205 μm,
close to the design value of 200 μm. The average occupancy is at maximum around 20% with a
negligible contribution from noise[78].
3.2.3 Particle Identification
Particle identification (PID) plays a crucial role for LHCb. Several detector systems have been
developed to separate different particle types. The Ring Imagine Cherenkov detectors (RICH)
are used for separating mainly pions, kaons and protons using Cherenkov light. The calorimeter
system measures the energy of the particles and identifies electrons, photons and hadrons. The
most downstream detector finally identifies muons. In the following a short overview of each
system is given.
3.2.3.1 Ring Imagine Cherenkov Detector
In 1934, Pavel A. Cherenkov discovered a Visible emission of clean liquids by action of γ radia-
tion[86]. In his nobel lecture in 1958 he first mentioned the possibility of using this radiation for
particle identification.
Cherenkov radiation is emitted if a particle pass through a medium faster than the speed of light
in that medium. Radiation photons are emitted at a characteristic angle θC with respect to the
particle trajectory. This angle depends on the velocity of the particle β = v=c and on the refraction
index of the medium n,
cos θC =
1
nβ : (3.6)
If the particle momentum is known, the measurement of the θC can be used to determine the
mass of the particle and hence its type.
LHCb has two RICH detectors [80, 87]. While RICH1 is located between the VELO and TT
covering the full LHCb acceptance, RICH2 is positioned between the last tracking station and
the first muon station.
Figure 3.18a shows a schematic layout of the RICH1 detector. Aerogel (n=1.03 [88]) and C4F10
(n=1.0014, at 0°C, 101.325 kPa and 400 nm [88]) are used as radiators to identify particles within
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Figure 6.1: Cherenkov angle versus particle momentum for the RICH radiators.
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Figure 6.2: (a) Side view schematic layout of the RICH1 detector. (b) Cut-away 3D model of the
RICH1 detector, shown attached by its gas-tight seal to the VELO tank. (c) Photo of the RICH1
gas enclosure containing the flat and spherical mirrors. Note that in (a) and (b) the interaction point
is on the left, while in (c) is on the right.
• minimizing the material budget within the particle acceptance of RICH1 calls for lightweight
spherical mirrors with all other components of the optical system located outside the accep-
tance. The total radiation length of RICH1, including the radiators, is ⇠8% X0.
• the low angle acceptance of RICH1 is limited by the 25mrad section of the LHCb beryllium
beampipe (see figure 3.1) which passes through the detector. The installation of the beampipe
and the provision of access for its bakeout have motivated several features of the RICH1
design.
• the HPDs of the RICH detectors, described in section 6.1.5, need to be shielded from the
fringe field of the LHCb dipole. Local shields of high-permeability alloy are not by them-
selves sufficient so large iron shield boxes are also used.
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Figure 38: Reconstructed Cherenkov angle for isolated tracks, as a function of track momentum
in the C4F10 radiator [81]. The Cherenkov bands for muons, pions, kaons and protons are clearly
visible.
ring will generally overlap with several neighbouring rings. Solitary rings from isolated
tracks, where no overlap is found, provide a useful test of the RICH performance, since
isolated rings can be cleanly and unambiguously associated with a single track. Figure 38
shows the Cherenkov angle as a function of particle momentum using information from
the C4F10 radiator for isolated tracks selected in data (⇠ 2% of all tracks). As expected,
the events populate distinct bands according to their mass.
4.2.2 Photoelectron yield
The average number of detected photons for each track traversing the Cherenkov radiator
media, called the photoelectron yield (Npe), is another important measure of the perfor-
mance of a RICH detector. The yields for the three radiators used in LHCb are measured
in data using two di↵erent samples of events [81]. The first sample is representative of
normal LHCb data taking conditions, and consists of the kaons and pions originating from
the decay D0 ! K ⇡+, where the D0 is selected from D⇤+ ! D0⇡+ decays. The second
sample consists of low detector occupancy p p! p p µ+µ  events, which provide a clean
track sample wi h very low background levels. In both samples, only high-momentum
tracks are selected, to ensure that the Cherenkov angle is close to saturation.
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Figure 3.18: (a) and (b) show a side view of the schematic layout of the RICH1, respectively the top view
of the RICH2 detector. (c) shows the expected Cherenkov angle versus particle momentum
for the RICH radiators. (d) shows the measured Cherenkov angle as a function of track mo-
mentum in the C4F10 radiator. Figure (a) and (b) are taken from [80]. Figure (c) and (d) are
taken from [78, 80].
a momentum range of 2 to 40GeV=c in the LHCb accep ance. The mitted Cherenkov light is
reflected by a spherical and a plane mirror to an array of Pixel Hybrid Photon Detectors (HPDs)
at the top and bottom of RICH1, outside the acceptance. In the HPDs the photoelectrons are
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accelerated onto a pixel sensor, which provides a position measurement. This allows to recon-
struct the circles produced by the Cherenkov light, where the circular radius is proportional to
the Cherenkov angle and hence to the velocity.
Figure 3.18b shows a schematic layout of the RICH2detector. There are threemain differences be-
tweenRICH1andRICH2. First, RICH2uses only one radiator, CF4 (n=1.0005, at 0°C, 101.325 kPa
and 400 nm [88]), which allows the identification of particles with a momentum range from
15GeV=c up to 100GeV=c. Second, it covers only a reduced angular acceptance of 15mrad to
120(100)mrad in the bending (non-bending) plane. And third, the mirrors are situated to the
left and right of the beam pipe. For both RICH detectors a magnetic shielding of the HPDs is in-
stalled, to minimise the distortions of the photoelectrons induced by the fringe field of the dipole
magnet of LHCb.
Figure 3.18c shows the expected Cherenkov angles θC for the different radiators used in RICH1
and RICH2. Figure 3.18d shows the measured Cherenkov angles as a function of the track mo-
mentum in C4F10.
3.2.3.2 Calorimeter System
The calorimeter system [80, 89] serves several purposes. Among others one purpose is to provide
the transverse energy information of hadron, electron and photon candidates for the hardware
trigger in LHCb (cf. section 3.2.4). Furthermore, it is needed for the identification of electrons,
photons and hadrons and for measuring their energies and positions.
The calorimeter system consists of four parts; the scintillating pad detector (SPD), the pre-shower
detector (PS), the electromagnetic calorimeter (ECAL) and the hadronic calorimeter (HCAL).
All of them have an active region, which is divided into two subregions in case of the HCAL and
three subregions in case of the others. Each subregion has a segmentation of different granularity.
Figure 3.19 shows the segmentations for one quarter of the relative detector face.
The pad/pre-shower (SPD/PS) detector consists of two scintillating pad layers separated by a
15mm thick lead absorber. Both pad layers are read out by wave length shifting fibres guid-
ing the light to one multi-anode photomultiplier tube (MAPMT) per pad. One pad has the size
of one cell in the corresponding subregion. The first pad layer, the SPD is used for identifying
charged particles, mainly for the differentiation of electrons from photons. The lead absorber
and the second pad layer form the PS detector, which provides a longitudinal segmentation to
the ECAL and is used to improve the discrimination between pions and electrons. All together,
SPD/PS have a combined radiation length of 2.5 X0.
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Figure 6.21: Lateral segmentation of the SPD/PS and ECAL (left) and the HCAL (right). One
quarter of the detector front face is shown. In the left figure the cell dimensions are given for the
ECAL.
6.2.1 General detector structure
A classical structure of an electromagnetic calorimeter (ECAL) followed by a hadron calorimeter
(HCAL) has been adopted. The most demanding identification is that of electrons. Within the
bandwidth allocated to the electron trigger (cf. section 7.1.2) the electron Level 0 trigger is required
to reject 99% of the inelastic pp interactions while providing an enrichment factor of at least 15
in b events. This is accomplished through the selection of electrons of large transverse energy
ET . The rejection of a high background of charged pions requires longitudinal segmentation
of the electromagnetic shower detection, i.e. a preshower detector (PS) followed by the main
section of the ECAL. The choice of the lead thickness results from a compromise between
trigger performance and ultimate energy resolution [122]. The electron trigger must also reject a
background of p0’s with high ET . Such rejection is provided by the introduction, in front of the
PS, of a scintillator pad detector (SPD) plane used to select charged particles. A thin lead converter
is placed between SPD and PS detectors. At Level 0, the background to the electron trigger will
then be dominated by photon conversions in the upstream spectrometer material, which cannot
be identified at this stage. Optimal energy resolution requires the full containment of the showers
from high energy photons. For this reason, the thickness of ECAL was chosen to be 25 radiation
lengths [123]. On the other hand, the trigger requirements on the HCAL resolution do not impose
a stringent hadronic shower containment condition. Its thickness is therefore set to 5.6 interaction
lengths [124] due to space limitations.
The PS/SPD, ECAL and HCAL adopt a variable lateral segmentation (shown in figure 6.21)
since the hit density varies by two orders of magnitude over the calorimeter surface. A segmenta-
tion into three different sections has been chosen for the ECAL and projectively for the SPD/PS.
Given the dimensions of the hadronic showers, the HCAL is segmented into two zones with larger
cell sizes.
All calorimeters follow the same basic principle: scintillation light is transmitted to a Photo-
Multiplier (PMT) by wavelength-shifting (WLS) fibres. The single fibres for the SPD/PS cells are
read out using multianode photomultiplier tubes (MAPMT), while the fibre bunches in the ECAL
and HCAL modules require individual phototubes. In order to have a constant ET scale the gain in
the ECAL and HCAL phototubes is set in proportion to their distance from the beampipe. Since
the light yield delivered by the HCAL module is a factor 30 less than that of the ECAL, the HCAL
tubes operate at higher gain.
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Figure 3.19: Lateral segmentation of the SPD/PS and ECAL (left) and the HCAL (right). One quarter of
the detector front face is shown. Figure taken from [80].
Directly after the SPD/PS follows the ECAL, which is built as shashlik calorimeter, i.e. a sampling
scintillator/lead structure. The lead layers are 2mm and the scintillating layers are 120 μm thick.
Each cell of a subregion consists of 66 scintillating/lead layers, which results in a radiation length
of 25 X0 (42cm). As in SPD/PS, the light of the scintillators in th ECAL is collected by p astic
wave-length s ifting fibres, wit the difference that the read out is done by one photomultiplier
per scintillator stack in one cell. The measured relative energy resolution for an energy range of
10 to 100GeV=c2 is:
σE
E =
10%p
E
+ 1% with E in GeV=c2; (3.7)
where the first term is due to statistical fluctuations and the second is due to the instrumental
resolution.
The HCAL is a sampling calorimeter as the ECAL, but made of 1 cm thick iron absorber and
scintillating tiles of 3mm thickness as active material oriented in parallel to the beam axis. Along
the beam axis the tiles have a length corresponding to the hadronic interaction length in iron
(197mm). Wave-length sh fting readout fibres are running parallel to the beam axis to the down-
stream rear edge of HCAL into one photomultiplier per subregion cell. The groupi g of the dif-
ferent parallel running layers into cells is done such that the absorber structure is identical over
the wholeHCAL.Themeasured relative energy resolution in the energy range of 10 to 100GeV=c2
is
σE
E =
69%p
E
+ 9% with E in GeV=c2; (3.8)
where the terms are the same as for the ECAL.
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3.2.3.3 Muon Detector
Triggering on muon and offline muon identification is crucial for the physics program of LHCb.
The muon system [80, 90] consists of five stations (M1-M5) of rectangular shape. The inner and
outer angular acceptance is 20 (16)mrad and 306 (258)mrad in the bending (non-bending) plane
respectively. The total active area of the muon system is 435m2.
The stationsM2-M5 are interlaced with 80 cm thick iron absorbers and located downstream, after
the calorimeter system. To penetrate the whole muon system, a muon with a minimummomen-
tum of 6GeV=c is needed, as the total interaction length is roughly 20X0, including the muon
system absorber and the calorimeter system. Station M1 is placed in front of the calorimeter sys-
tem, to improve the pT measurement in the trigger. Figure 3.20 shows the side view of the muon
system.
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Figure 6.46: Side view of the muon system.
Appropriate programming of the L0 processing unit (see section 7.1.2) allows the muon trig-
ger to operate in the absence of one station (M1, M4 or M5) or with missing chamber parts, al-
though with degraded performance (worse pT resolution).
The layout of the muon stations is shown in figure 6.47. Each Muon Station is divided into
four regions, R1 to R4 with increasing distance from the beam axis. The linear dimensions of the
regions R1, R2, R3, R4, and their segmentations scale in the ratio 1:2:4:8. With this geometry,
the particle flux and channel occupancy are expected to be roughly the same over the four regions
of a given station. The (x,y) spatial resolution worsens far from the beam axis, where it is in any
case limited by the increase of multiple scattering at large angles. The right part of figure 6.47
shows schematically the partitioning of the station M1 into logical pads and the (x,y) granularity.
Table 6.5 gives detailed information on the geometry of the muon stations.
Simulation
A complete simulation of the muon system was performed using GEANT4. Starting from the
energy deposits of charged particles in the sensitive volumes, the detector signals were created and
digitized taking into account detector effects such as efficiency, cross-talk, and dead time as well as
effects arising from pile-up and spill-over of events occurring in previous bunch crossings [167].
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Figure 3.20: Side view of the muon system. Figure taken from [80].
To keep the particle flux and the channel occupancy in the detector constant, the detector has
four regions with different segmentation (R1-R4). The layout of the mu n stations is shown in
fig. 3.21. The dimensions and their segmentations scale in the ratio 1:2:4:8 (R1, R2, R3, R4). The
right part of fig. 3.21 shows the partition into logical pads for station M1, which d fines the (x,y)
granularity. While the number of pad columns per chamber is double (half) for M2-M3 (M4-
M5) compared to the corresponding region of station M1, the number of pad rows per chamber
is the same for any region and any station.
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Multi-wire proportional chambers (MWPC) are used to detect the signal from the muons in all
regions except the inner region of M1. In this region, triple-GEM detectors are used, because the
expected particle rate exceeds safety limits for ageing of theMWPC. Both, theMWPCs and triple-
GEM detectors are using a gas mixture of Ar=CO2=CF4 but with different relative percentage.
In total, the muon system includes 1368 MWPC chambers. Each is built in case of M2-M5 (M1)
out of four (two) gas gaps with 5mm thickness, 2mmwire spacing and an anode-cathode spacing
of 2.5mm. Figure 3.22 shows a schematic overview of one MWPC chamber and a cross section.
The vertical wire is logically connected with an AND to the horizontal cathode pad. The two gas
gaps are logically combined with an OR, forming the logical pads shown in Figure 3.21. This
operation provides redundancy and increases the detector efficiency.
The inner part of stationM1 is built of 12 chambers consisting of two triple-GEMdetectors, which
are logically OR-ed. One chamber has an active area of 20 24 cm2.
3.2.4 Trigger
The LHCb trigger system [80, 91] has a two stage structure; the level 0 trigger (L0) implemented
in custom made hardware, followed by the high level trigger (HLT) implemented in software
running on a dedicated computing farm. Figure 3.23 shows a scheme of the LHCb trigger chain.
Thebunch crossing frequency at the interaction point of LHCb is 40MHz. Thevisible3 interaction
crossing frequency is 10MHz due to the lower luminosity and the bunch structure.
The L0 trigger reduces the rate down to 1MHz. It uses information of the pile-up detector in the
VELO, the calorimeter system and the muon system. The pile-up detector aims at distinguishing
between crossings with single andmultiple visible interactions. In 2011 and 2012 it was only used
for luminosity measurements[78]. The calorimeter and muon system informations are used to
trigger on high transverse energy (ET) electrons, photons, π0 and hadrons, or high pT-muons. In
total the L0 trigger has a latency of 4 μs, where half of it is due to cable delays, the time-of-flight
of particles and delays of the front-end electronics.
In order to reduce the event rate from 1MHz down to 2 kHz, which is the maximum rate LHCb
can write data to tape, the HLTmakes use of the full event data. TheHLT runs on the Event Filter
Farm (EFF) with around 29000 computing cores and is divided into two stages HLT1 and HLT2,
because the rate of 1MHz is still to high for a full event reconstruction. HLT1 reconstructs parti-
3An interaction is defined to be visible if it produces at least two charged particles with sufficient hits
in the VELO and T1-T3 to allow them to be reconstructible[80].
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Figure 6.47: Left: front view of a quadrant of a muon station. Each rectangle represents one
chamber. Each station contains 276 chambers. Right: division into logical pads of four chambers
belonging to the four regions of stationM1. In each region of stations M2-M3 (M4-M5) the number
of pad columns per chamber is double (half) the number in the corresponding region of station M1,
while the number of pad rows per chamber is the same (see table 6.5).
A realistic simulation of the detector occupancy requires the detailed description of the cav-
ern geometry and of the beam line elements and the use of very low energy thresholds in GEANT4.
The CPU time needed for such a simulation would be prohibitive for the stations M2–M5 inter-
leaved with iron filters. The strategy chosen to overcome this problem was therefore to generate
once for all a high statistics run of minimum bias events with low thresholds. The distributions of
hit multiplicities obtained were parametrized and then used to statistically add hits to the standard
LHCb simulated events. The latter were obtained by running GEANT4 at higher thresholds and
with a simplified geometry of the cavern and the beam line [168]. Simulated events have been ex-
tensively used to evaluate the rates in the various detector regions in order to establish the required
rate capabilities and ageing properties of the chambers and to evaluate the data flow through the
DAQ system [169]. At a luminosity of 2⇥1032 cm 2 s 1 the highest rates expected in the inner
regions of M1 and M2 are respectively 80 kHz/cm2 and 13 kHz/cm2 per detector plane. In the de-
tector design studies, a safety factor of 2 was applied to the M1 hit multiplicity and the low energy
background in stations M2-M5 has been conservatively multiplied by a factor of 5 to account for
uncertainties in the simulation.
Detector technology
The LHC bunch crossing rate of 40MHz and the intense flux of particles in the muon system [169]
impose stringent requirements on the efficiency, time resolution, rate capability and ageing char-
acteristics of the detectors, as well as on the speed and radiation resistance of the electronics.
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Figure 3.21: Left: Front view of a qu drant of a muon station. Each rectangl represents on chamber.
Each station contains 276 cha bers. Right: division into logical pads of four chambers be-
longing to the four regions of station M1. Figure taken from [80].
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Figure 6.51: Exploded schematic view of a chamber showing the various elements.
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Figure 6.52: Cross section of a wire chamber showing the four gas gaps and the connection to the
readout electronics. SPB: Spark Protection Board; CARDIAC: FE Electronics Board. In this case
the hardwired OR forming the two Double Gaps (see text) is achieved in the SPB.
inside the Faraday cage to minimize electrical pickup. The HV is brought in through a custom-
made multipin connector and multiconductor cable. LVDS shielded cables are used for signal
transmission and control.
The general design and construction is the same for all chambers and is discussed in detail
in [183].
Chamber construction
Given the large number of chambers, the production was distributed among six production sites. A
great effort went into ensuring that all those sites had equivalent facilities and tooling, albeit with
some flexibility. The same stringent quality criteria and test protocols were adopted throughout to
ensure a constant quality of the produced chambers.
– 133 –
2008 JINST 3 S08005
    WIRE 
FIXATION
     BAR
GAP BAR
SIDE BAR
PANEL
SPACER SPACER
Figure 6.51: Exploded schematic view of a chamber showing the various elements.
CONTROL CONNECTOR
CARDIAC
SPB
SMD CAPACITOR
SOLDERING
GLUE
ANODE WIRE
READOUT CONNECTOR
71
74
.6
FARADAY CAGE
PANEL
WIRE FIXATION BAR
Figu e 6.52: Cross section of a wire chamber showing the four gas gaps and the connection to the
readout electronics. SPB: Spark Protection Board; CARDIAC: FE Electronics Board. In this case
the hardwired OR forming the two Double Gaps (see text) is achieved in the SPB.
inside the Faraday cage to minimize electrical pickup. The HV is brought in through a custom-
made multipin connector and multiconductor cable. LVDS shielded cables are used for signal
transmission and control.
The general design and construction is the same for all chambers and is discussed in detail
in [183].
Chamber construction
Given the large number of chambers, the production was distributed among six production sites. A
great effort went into ensuring that all those sites had equivalent facilities and tooling, albeit with
some flexibility. The same stringent quality criteria and test protocols were adopted throughout to
ensure a constant quality of the produced chambers.
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Figure 3.22: (left) Exploded schematic view of a MWPC chamber of the muon system showing the var-
ious elements. (right) Cross section of a wire chamber showing the four gas gaps and the
connection to the readout electronics. Figure taken from [80].
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Figure 7.1: Scheme of the LHCb trigger.
ber of tracks, based on the number of hits in the SPD.With the help of these global quantities events
may be rejected, which would otherwise be triggered due to large combinatorics, and would occupy
a disproportionate fraction of the data-flow bandwidth or available processing power in the HLT.
A Level-0 Decision Unit (DU) collects all the information and derives the final Level-0 trigger
decision for each bunch crossing. It allows for overlapping of several trigger conditions and for
prescaling.
The L0 trigger system is fully synchronous with the 40MHz bunch crossing signal of the
LHC. The latencies are fixed and depend neither on the occupancy nor on the bunch crossing
history. All Level-0 electronics is implemented in fully custom-designed boards which make use
of parallelism and pipelining to do the necessary calculations with sufficient speed.
In order to be able to reduce the event rate from 1MHz down to 2 kHz, the HLT makes
use of the full event data. The generic HLT algorithms refine candidates found by the Level-0
trigger and divide them into independent alleys (see section 7.2). The alleys to be followed are
selected from the Level-0 decision. The alley selections are based on the principle of confirming a
previous trigger stage by requiring the candidate tracks to be reconstructed in the VELO and/or the
T-stations. Requiring candidate tracks with a combination of high pT and/or large impact parameter
reduces the rate to about 30 kHz. At this rate interesting final states are selected using inclusive
and exclusive criteria.
Generally speaking, selection cuts are relaxed compared to the offline analysis, in order to
be able to study the sensitivity of the selections and to profit from refinements due to improved
calibration constants. A large fraction of the output bandwidth is devoted to calibration and moni-
toring. In order to monitor trigger efficiencies and systematic uncertainties both trigger levels can
be emulated fully on stored data.
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Figure 3.23: Scheme of the LHCb trigger chain. Figure taken from [80].
cles in the VELO and T-stations corresponding to the L0 objects, or confirming the absence of a
charged particle in case of L0 photon and π0 candidates. After theHLT1 the rate is around 30 kHz,
which is low enough to run full or partial event reconstruction algorithms t select specific event
candidates. The reconstruction algorithms ar as close as possi le to the offline reconstruction
algorithms.
Before the data is saved to disk a full offline reconstruction is applied. Afterwards in a reprocess-
ing of the fully reconst ucted data a so called stripping is applied, which is in principle applying
common used pr -s lections lgorithms on the data. There are two categories of stripped events;
the particle containers for final state particles or some most used intermediate particles and the
stripping lines, which are sophisticated pre-selections for specific analysis types. The idea behind
this stripping is saving time for the individual analyses and providing consistent selections for
basic particles/decays.
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There is a computer disease that anybody who works
with computers knows about. It’s a very serious disease
and it interferes completely with the work. The trouble
with computers is that you ’play’ with them!
Richard P. Feynman
4
Track Reconstruction in LHCb
This chapter provides an introduction to track reconstruction in LHCb. First an overview of the
passage of particles throughmatter is given, followed by the description of the tracking algorithms
in LHCb. Finally the improvements applied on the most important tracking algorithm in LHCb
for the detector upgrade are shown together with the validation on measured data. The improve-
ments on the tracking algorithm were developed, tested and implemented by Espen Bowen and
myself, whereas the validation on measured data was fully done by myself.
4.1 Passage of Charged Particles Through Matter
Particles flying throughmatter, interact with the electrons and nuclei in the material through dif-
ferent processes. Three important types of interactions, which are important for themeasurement
of the traces of particles are explained in detail: the electromagnetic interaction, the hadronic in-
teraction and multiple scattering.
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4.1.1 Electromagnetic Interactions
Several types of electromagnetic interactions of charged particles are distinguished. An overview
is given in the following.1
4.1.1.1 Ionisation for Heavy Charged Particles
Ionisation takes places, if charged particles passing through matter either excite an atom to a
higher state or ionise it directly by interacting with the outer electrons. The mean energy loss by
moderately relativistic charged heavy particles is well-described by the Bethe-Bloch equation[16]:*
  dEdx
+
= Kz2 ZA
1
β2

1
2 ln
2mec2β2γ2Tmax
I2   β
2   δ(βγ)2

; (4.1)
whereK = 4πe4c2meNA with e the electron charge, c the speed of light,me the mass of the electron and
NA the Avogadro constant, z the charge number of the incident particle, Z the atomic number of
the absorber, A the atomic mass of the absorber, β = vc the velocity, I the mean excitation energy,
Tmax the maximal energy transfer to an electron in a single collision and δ(βγ) a correction due
to the polarisation of the absorber, the so-called density effect. Figure 4.1 shows the mean rate of
energy loss or stopping power as function of the particle momentum or βγ for muons in copper.
Equation (4.1) is valid in the range of 0:1 < βγ < 1000 andhas an accuracy of a fewpercent. At the
lower limit, corrections due to the atomic binding are needed. Above the upper limit, the energy
loss due to radiative processes starts to be dominant (see section 4.1.1.2 about Bremsstrahlung).
Equation (4.1) needs to be modified for electrons and positrons, since the masses of the scatter-
ing partners are of the same size and in case of electrons, the two particles are indistinguishable.
Figure 4.2 shows the fractional energy loss per radiation length (see section 4.1.1.2) in lead as
function of the electron/positron energy. At low energies (in lead below Ec = 7:3MeV, see sec-
tion 4.1.1.2), electrons and positrons mainly lose energy by ionisation. Because the electrons
are indistinguishable from the atomic electrons, the energy loss is smaller than for positrons.
In case of large energy transverse (in lead above 0.255 MeV per collision) additional processes
contribute to the energy loss below low energies: Møller scattering in case of electrons[92], and
Bhabha scattering[93] and annihilation in case of positrons[94].
1There are as well Cherenkov and transition radiation. These are not affecting the track reconstruction
in LHCb. The Coulomb scattering plays a role in terms of multiple scattering (see section 4.1.2).
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4.1.1.2 Bremsstrahlung
If a charged particle is accelerated, it emits electromagnetic radiation. Whereas the acceleration
can be due to a magnetic field, as in case of synchrotron radiation described in section 3.1 or due
to another charged particle as the atomic nucleus inmatter. This process is called Bremsstrahlung.
Bremsstrahlung can be quantified by themean radiation lengthX0, which is defined as the average
distance an electron has to fly to lose all but 1=e of its energy by Bremsstrahlung. Themean energy
loss due to Bremsstrahlung is defined as [95]:
dE
dX =  
E
X0
: (4.2)
Bremsstrahlung is dominant for electrons above the critical energy Ec = 610MeVZ+1:24 for solids and
liquids, e.g. in silicon the critical energy is Ec = 40MeV. Hence it is the dominating process at the
LHC energy for electrons. For other particles withmassM the energy loss due to Bremsstrahlung
is suppressed by the factor (meM )2, whereme is the electron mass. [16, 95]
4.1.2 Multiple Scattering
Acharged particle, which is flying troughmaterial, is deflected bymany small-angle scatters (mul-
tiple scattering). For charged particles the deflections are due to Coulomb scattering (also called
Rutherford scattering), whereas in case of hadrons the strong interaction contributes as well. For
small angles of deviation, a Gaussian approximation can be used to describe the distribution of
the projected angle with the width θ0[16] given by:
θ0 =
13:6MeV
βcp z
p
x=X0 [1+ 0:038 ln(x=X0)] ; (4.3)
where p; βc and z are the momentum, velocity and charge number of the incident particle, and
x=X0 the thickness of the scattering medium in radiation lengths. From eq. (4.3) it follows that
multiple scattering gets important for small momenta. Especially, it dominates the position res-
olution of a detector for small momenta. Therefore, the amount of material inside the flight path
of particles has to be reduced to a minimum for a good position resolution over a wide range of
momenta’s.
In reality the total material in a detector is a mixture of different types. The correct procedure is
to get first X0 and x for the mixture and then use eq. (4.3) to calculate θ0 (detailed information
are in [16]).
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4.1.3 Hadronic Interactions
Charged and neutral hadrons can interact strongly. They either break up the nuclei which release
protons and neutrons (so-called spallation) or scatter inelastically at the nuclei, producing new
hadrons. Similar to the radiation length, a nuclear interaction length can be defined as λint =
M
NAρσinel , where ρ is the density of the material,M the molar mass and σinel the inelastic scattering
cross-section. In lead for example, the nuclear interaction length is λint = 17:59 cm and in dry
air at 1 atm it is λint = 74:77m[16]. The nuclear interaction length describes the mean free path
between two hadronic interactions. The cross-section depends on the charge, the momentum
and type of the particle.4 32. Passage of particles through matter
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Fig. 32.1: Stopping power (= ⟨−dE/dx⟩) for positive muons in copper as a function of
βγ = p/Mc over nine orders of magnitude in momentum (12 orders of magnitude in kinetic
energy). Solid curves indicate the total stopping power. Data below the break at βγ ≈ 0.1
are taken from ICRU 49 [4], and data at higher energies are from Ref. 5. Vertical bands
indicate boundaries between diﬀerent approximations discussed in the text. The short
dotted lines labeled “µ− ” illustrate the “Barkas eﬀect,” the dependence of stopping power
on projectile charge at very low energies [6]. dE/dx in the radiative region is not simply
a function of β.
32.2.2. Maximum energy transfer in a single collision : For a particle with mass
M ,
Wmax =
2mec2 β2γ2
1 + 2γme/M + (me/M)2
. (32.4)
In older references [2,8] the “low-energy” approximation Wmax = 2mec2 β2γ2, valid for
2γme ≪M , is often implicit. For a pion in copper, the error thus introduced into dE/dx
is greater than 6% at 100 GeV. For 2γme ≫M , Wmax =Mc2 β2γ.
At energies of order 100 GeV, the maximum 4-momentum transfer to the electron can
exceed 1 GeV/c, where hadronic structure eﬀects significantly modify the cross sections.
This problem has been investigated by J.D. Jackson [9], who concluded that for hadrons
(but not for large nuclei) corrections to dE/dx are negligible below energies where
radiative eﬀects dominate. While the cross section for rare hard collisions is modified, the
average stopping power, dominated by many softer collisions, is almost unchanged.
August 21, 2014 13:18
Figure 4.1: Stopping power (=h  dEdx i) for positive muons in copper as a function of βγ = p=Mc over nine
orders of magnitude in momentum (12 orders of magnitude in kinetic energy). Figure taken
from [16].
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32. Passage of particles through matter 19
Figure 32.11: Fractional energy loss per radiation length in lead as a function of
electron or positron energy. Electron (positron) scattering is considered as ionization
when the energy loss per collision is below 0.255 MeV, and as Møller (Bhabha)
scattering when it is above. Adapted from Fig. 3.2 from Messel and Crawford,
Electron-Photon Shower Distribution Function Tables for Lead, Copper, and Air
Absorbers, Pergamon Press, 1970. Messel and Crawford use X0(Pb) = 5.82 g/cm
2,
but we have modified the figures to reflect the value given in the Table of Atomic
and Nuclear Properties of Materials (X0(Pb) = 6.37 g/cm
2).
32.4.3. Bremsstrahlung energy loss by e± : At very high energies and except at the
high-energy tip of the bremsstrahlung spectrum, the cross section can be approximated
in the “complete screening case” as [43]
dσ/dk = (1/k)4αr2e
{
(43 − 43y + y2)[Z2(Lrad − f(Z)) + Z L′rad]
+ 19 (1− y)(Z2 + Z)
}
,
(32.29)
where y = k/E is the fraction of the electron’s energy transferred to the radiated photon.
At small y (the “infrared limit”) the term on the second line ranges from 1.7% (low Z) to
2.5% (high Z) of the total. If it is ignored and the first line simplified with the definition
of X0 given in Eq. (32.26), we have
dσ
dk
=
A
X0NAk
(4
3 − 43y + y2
)
. (32.30)
This cross section (times k) is shown by the top curve in Fig. 32.12.
This formula is accurate except in near y = 1, where screening may become incomplete,
and near y = 0, where the infrared divergence is removed by the interference of
bremsstrahlung amplitudes from nearby scattering centers (the LPM eﬀect) [45,46] and
dielectric suppression [47,48]. These and other suppression eﬀects in bulk media are
discussed in Sec. 32.4.6.
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Figure 4.2: Fractional energy loss per radiation length in lead as a function of electron or positron energy.
Electron (positron) scattering is considered as ionisation when the energy loss per collision is
below 0.255 MeV, and as Møller (Bhabba) scattering when above. Below n electron/positron
energy of 10 MeV, the energy loss in lead is smaller for electrons than positrons as the electrons
are indistinguishable from the atomic electrons. Figure taken from [16].
4.2 Flight Path R construction
Theflight path of a charged particle incloses several informations. First it contains the position in
time of the particle and the direction of flight. Furthermore if the charged particle flies through
a magnetic field, the curvature of the flight path leads to the momentum of the particle and its
charge. Tracking is nothing else then reconstructing the flight path of a charged particle as accu-
rately as possible to extract these observables.
The modern particle detectors are usually sampling detectors [96], where the detector volume
is filled with several devices measuring pieces of information of the flight path of the particles.
The challenging task is to find all particle acks by combining ll info mations and accurately
de ermining their track parameters. A typical collision ev nt at LHCbhas larg number of tracks
in the rder of severa hundreds. Tracking can be separated into two parts: Patt rn recognition
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and fitting. Both are explained in the following or in more detail in [84, 97].
4.2.1 Track State
A track state is described by line segments tangential to the particle’s trajectory. In LHCb tracks
are pointing either in forward or backward direction. Therefore track states are parametrised as
function of the z coordinate. These states are described by five parameters and a five dimensional
covariance matrix for the uncertainty at a given z position:
266666664
x
y
tx
ty
q
p
377777775
with tx =
@x
@z ; ty =
@y
@z (4.4)
where q is the charge and p the momentum of the particle. The z position of the track state can be
anywhere along the flight path, but in general it is chosen to be at the measurement planes of the
tracking detectors. In the track model, two operations on the track state are of particular interest:
propagation and projection.
The relation between a measurement,mz, and a state is described by the projection:
mz = hz(~xz) (4.5)
where hz is the projection function. If for example the detector directly measures only one coor-
dinate, then hz is a linear function and can be represented with a matrix.
The propagation provides a relation between a track state at z2 and at z1:
~xz2 = fz1!z2(~xz1) (4.6)
where f stands for the propagation function. In this step effects from multiple scattering can be
taken into account by ~wz when the particle travels through material. The function f depends on
the chosen propagation and can be highly non-linear in magnetic fields [98]. In absence of a
magnet field, f simplifies for a straight line extrapolation to:
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fz1!z2(~xz1) = Fz1!z2~xz1 =
266666664
1 0 Δz 0 0
0 1 0 Δz 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
377777775
~xz1 (4.7)
where Δz = z2   z1. A detailed discussion of track states is given in references [84, 97].
4.2.2 Track Definitions
In LHCb tracks are classified in several types, according to the sub-detectors involved in the re-
construction of the tracks. Figure 4.3 shows schematically the main track types. There are several
other types for special purposes, which are not mentioned here. Below the main track types are
described shortly and ordered according to their importance for LHCb.
Long Tracks Long tracks cross the whole tracking system, from VELO up to the T-stations.
They have the most accurate momentum measurement of all track types, and are therefore the
most important ones in the LHCb experiment.
Downstream Tracks Downstream tracks only leave hits in the TT and the T stations. They
are produced mostly by charged long lived particles with considerable displaced origin from the
interaction point. The momentum resolution is worse than for long tracks, due to the missing
part of the path from the VELO.
Upstream Tracks Upstream tracks only leave hits in the VELO and TT. They originate from
low momentum particles, which are bent out of the acceptance by the magnetic field. Hence,
the momentum resolution is worse than for downstream and long tracks. Upstream tracks are
mainly used for the RICH1 reconstruction.
VELO Tracks They only traverse the VELO and are not detected elsewhere in the LHCb de-
tector. The momentum cannot be determined but as they have mostly large polar angles, they
an be used to accurately determine the primary vertex. Reconstruction of VELO tracks in the
backward direction is possible as well, by using the pile-up veto system. These tracks are used in
central exclusive production analyses at LHCb [99].
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Figure 10.1: A schematic illustration of the various track types: long, upstream, downstream,
VELO and T tracks. For reference the main B-field component (By) is plotted above as a function
of the z coordinate.
velocities above threshold. They are therefore used to understand backgrounds in the RICH
particle identification algorithm. They may also be used for b-hadron decay reconstruction
or flavour tagging, although their momentum resolution is rather poor.
• Downstream tracks, traversing only the TT and T stations. The most relevant cases are the
decay products of K0S and L that decay outside the VELO acceptance.
• VELO tracks,measured in the VELO only and are typically large angle or backward tracks,
useful for the primary vertex reconstruction.
• T tracks: are only measured in the T stations. They are typically produced in secondary
interactions, but are useful for the global pattern recognition in RICH2.
The track reconstruction starts with a search for track seeds, the initial track candidates [222],
in the VELO region and the T stations where the magnetic field is low. After tracks have been
found, their trajectories are refitted with a Kalman filter [223] which accounts for multiple scatter-
ing and corrects for dE/dx energy loss. The quality of the reconstructed tracks is monitored by the
c2 of the fit and the pull distribution of the track parameters.
The pattern recognition performance is evaluated in terms of efficiencies and ghost rates. The
efficiencies are normalized to the reconstructible track samples. To be considered reconstructible,
a track must have a minimum number of hits in the relevant subdetectors. To be considered as
successfully reconstructed, a track must have at least 70% of its associated hits originating from
a single MonteCarlo particle. The reconstruction efficiency is defined as the fraction of recon-
structible tracks that are successfully reconstructed, and the ghost rate is defined as the fraction of
– 178 –
Figure 4.3: A schematic illustration of the various track types. For reference the main B-field component
(By) is plotted above as function of the z coordinate. Figure is taken from [80].
T Tracks They are reconstructed in the T stations only. Either they originate from material
interactions or from decays of very long living particles. The T tracks are used in the RICH2 re-
construction and the internal alignment of the T-stations. Themomentum of a T track can be es-
timated only by using the p-kick method under the assumption, that the particle originated from
the interaction point. The p-kick method uses the instance, that the influence of the magnetic
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field can be described by an instant kick of the momentum vector in the centre of the magnet.
Details can be found in [84].
4.2.3 Pattern Recognition
Several hundred of flight paths through the detector are recorded for one collision. Every charged
particle leaves a signal through ionisation or bremsstrahlung and undergoes scattering processes
in the detectors or the beampipe. Pattern recognition aims for combining informations from the
tracking sub-detectors to disjoint track candidates. The different algorithms used in LHCb for
pattern recognition are described in the following.
4.2.3.1 Velo Seed
Themagnetic field inside the VELO is negligible, therefore tracks inside VELO can be considered
as straight lines. The pattern recognition first searches in the r  z projection using the r-sensors
and adding the φ-sensor measurements afterwards. More information about the algorithm can
be found in references [100, 101].
4.2.3.2 T Seed
Inside the T-stations a small fringe field of the magnet is present (see fig. 4.3). Hence the pattern
recognition looks for a parabolic track in the (x; z) plane. The track candidate is at first built by
a reasonable three-hit-combination for the hits of the x-layers in all three stations. Afterwards
additional hits are added to the candidate, if they originate from a defined search region around
the parabola. At last the hits from the stereo plane are added. Tracks passing through IT and OT
are treated specially. More information on the T-seed pattern recognition algorithm is given in
ref. [102, 103].
4.2.3.3 Forward Tracking
This algorithm searches for long tracks. The idea of the forward tracking algorithm is that by
knowing the direction at one point before and one point after the magnet, the trajectory in the
field can be determined by the equations of motion and the knownmagnetic field. In the forward
tracking algorithm, VELO seeds are used as input. Those have a defined position and slope.
This information is used to open a search window on every x-plane in the T-stations. Hits in
this region are propagated with a Hough transformation to a reference plane, called Hough plane
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(see fig. 4.4). Resulting clusters are fitted and outliers are removed using a χ2 criterium. Track
candidates fulfilling multiple track quality requirements are then used to search for hits in the
stereo planes, u and v, of IT. The x position can be derived from the u,vmeasurements using the
y information from the VELO seed. The resulting hits are again propagated to the Hough plane
and searched for clusters, which are fitted and outliers removed based on a χ2 criterium. The best
track candidate is selected according to multiple track quality requirements. Finally TT hits are
added using selection criteria and clustering/projection procedures. More information is given
in [104, 105].
The procedure starts with a «seed»7 in the VELO. These tracks are straight as there is no
magnetic field in the VELO. They determine the position and the slope. To fix the last
parameter (the momentum), a single point in the T-stations is needed8. The algorithm
therefore combines a VELO track with every hit in a x-plane in the T stations to recon-
struct a (possible) flight path. It then projects all measurements along this flight path in
the T-stations onto a plane at a fixed z-position. This transformation is called a «Hough
transform», see Fig. 3.4. The measurements corresponding to the particle of  the VELO
seed should cluster, while other measurements should follow a random distribution. In the
following, the hits in the cluster are fitted and outliers are removed using a χ2 criterium. In
this stage also hits from the stereo layers are searched for clusters, fitted and again selected
using χ2. Finally, the best track candidate is selected based on multiple track quality criteria.
It should be note  that TT hits have not been added up to now. This will be done in a
separate step and explained later i  Sec. 3.6. Also note that a long track doe  not necessarily
need to have TT hits.
Hough plane
Hough space
Figure 3.4.: Sketch of  a Hough transform, with extrapolated track (solid, blue) and search
windows (dashed, blue). The hits are projected along the extrapolated track
onto the Hough space. Hits belonging to the same track cluster around the
position of  the extrapolated track while other hits are randomly distributed.
9b;b8b -& /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A different method to reconstruct particles that traverse the full detector is called «Track
Matching» [91] [92]. In a first step it combines all standalone tracks from the T-stations
7A seed is the starting point for every track and is constructed by collecting hits using very general principals
like physically possible angles. Often seeds are constructed in parts of  the detector without a magnetic
field. An example can be found in Ref. [78].
8The bending of  the flight path only occurs in the x-direction to first order. Therefore a single measurement
providing the x-coordinate is enough.
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Figure 4.4: The Hough transform is shown as sketch. The extrapolated track is shown in solid blue and
the search window in dashed blue. Hits, which are inside the search window, are projected
along the extrapolated track onto the Hough space. The hits from the same track will cluster
around the extrapolated track position, whereas other hits are randomly distributed. Thefigure
is adapted from ref. [97].
4.2.3.4 Track Matching
An additional method for long track reconstruction uses track matching. This algorithm uses
all standalone T tracks and VELO seeds as input. Both are propagated to the bending plane of
the magnet. It uses the fact that the magnetic field is homogeneous enough that the correct track
combinations intersect i the fo al l ne at a fixed z position. Th difference in position and slope
are used to form a compatibility requirement on the VELO-T station track candidate. As in the
forward tracking algorithm the TT hits are added only at the end. More details on the algorithm
can be found in [106, 107].
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4.2.3.5 Downstream Tracking
The downstream tracking algorithm is similar to the forward tracking algorithm. It starts from
tracks in T-stations and adds then information from TT.This fact makes it harder to reconstruct
tracks, as the four layers in TT leave not much room for redundancy. No seeds and hits are used,
which are already reconstructed as long tracks. More details on the algorithm are in [108].
4.2.3.6 Upstream Tracking
The upstream tracking algorithm is similar to the downstream tracking. Instead of T-station
seeds, VELO seeds are used, if they have not been used previously. More details on the algorithm
are in [109].
4.2.3.7 Final Track Selection
The track reconstruction starts by building first VELO and T seeds. The reconstruction of long
tracks has priority. The forward tracking algorithm and the track matching are reconstructing
independently long tracks. Therefore a mechanism has to be in place to avoid saving the same
track twice (clones). For this purpose LHCb has an algorithm called Clone Killer [110]. If two
tracks are detected to be clones of each other, only the track with the most hits assigned is kept.
Afterwards the downstream and upstream tracking is performed. As downstream tracks and
upstream tracks are shortened long tracks, only hits and seeds are used which are not part of a
long track. The output are downstream and upstream tracks, respectively. VELO and T seeds
which are not part of either a long, upstream or downstream track, are categorised as type VELO
or T track.
4.2.4 Parameter Estimation
In LHCb a Kalman filter [111] is used for fitting the output of the pattern recognition, providing
the best estimate of the trajectory and corresponding parameters, like momentum and vertex po-
sition. The Kalman filter adds measurements one-by-one to the final fit, and updates each local
track state at the current z-position of the corresponding measurement. The method is mathe-
matically equivalent to a least-squares fit, but the iterative approach of the Kalman filter avoids
the computationally disadvantageous matrix inversion. In addition, the Kalman filter has the
advantage that the full trajectory is known after the fit and not just one point. This is helpful
for adding calorimeter clusters, RICH and muon detector information to the track candidate.
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Further the Kalman filter provides a natural way to include multiple scattering and other pro-
cess disturbances. These advantages let the filter to become a common procedure in high energy
physics. The Kalman fit procedure has three distinct steps.
• Prediction: Aprediction of the track state is given by propagating the former state accord-
ing to eq. (4.6). This step takes multiple scattering into account.
• Filtering: This step updates the prediction of the track state with themeasurement taken at
this position. The updated track state after the filtering is the best estimate of the trajectory
using the incorporated measurements.
• Smoothing: In the smoothing step, all track states are updated in reverse order using a
smoother equation [84, 111]. Afterwards the information of all measurements is taken
into account at every track position.
Prediction and filtering are repeated until all measurements from the pattern recognition are
taken into account. The Kalman filter is independent of the order in which the measurements are
added. In LHCb the results are added in the upstream direction.
4.3 VeloTT-Forward Pattern Recognition
Thecurrent trigger systemhas to reduce the collision rate down to the readout rate of 1MHz. This
reduction step, performed by the level-0 trigger (see section 3.2.4), causes the largest inefficiency
of the trigger system and limits the sensitivity to low-momentum signatures. One of the main
goals of the LHCb upgrade project is to remove this bottleneck with a trigger-less readout and
a full software trigger [112–114]. The upgrade is planned to take place at the end of Run II (see
section 3.1.3 for the definition of run periods). A full software trigger offers flexibility in design-
ing selections and allows efficient triggering on low-momentum signatures. Both are necessary
to maximise the possibility for discovering New Physics and let LHCb become a multi-purpose
detector in the forward direction. The software trigger should be as close as possible to the full
reconstruction, as an implication, the run time of the track reconstruction needs to be improved.
For this purpose a new reconstruction chain for long tracks [115] was developed including up-
stream reconstruction as an intermediate step. The upstream reconstruction is a further devel-
opment of the upstream tracking algorithm of the reconstruction chain in Run I.The new recon-
struction chain for long tracks of the upgrade [116] is adapted for Run II. The algorithm for Run
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II, hereinafter VeloTT-Forward chain, is explained in more details in [117]. In the following a
short summary is given.
4.3.1 VeloTT-Forward Algorithm
Similar as the forward algorithmdescribed in section 4.2.3.3, VELO seeds are used as input. These
seeds are extrapolated linearly to the z position in the centre of TT. Seeds outside of the TT ac-
ceptance are not considered. For extrapolated seeds inside the TT hole, with a radius of 40mm,
no VELO-TT combination is done.
A search window in x is defined based on a minimummomentum requirement. The value of the
requirement comes from either a minimum p or pT requirement, depending which one gives the
largest value for the track in question. Theminimum p is defined as zero, whereas pT = 0:1 GeV=c
is convert into a p value by using the polar angle of the VELO seed (θ =
q
t2x + t2y). The resulting
requirement is used to calculated the expected deviation in x at the TT, which becomes the search
window.
In every layer of TT the hits are sorted by their x position at y = 0. A binary search on each layer
is used to find the first hit inside the search window. The hits are then looped over until the next
hit lies outside the search window in x. The x position in the stereo layers is calculated using the y
position of the extrapolated VELO seed. Hits inside the search windows in x and in y, are stored.
Clusters of TT hits inside the search window are built with an iterative procedure. Figure 4.5
shows a schematic overview of the clustering. In a first step a doublet is formed by taking one
hit in the first and one in the second layer of the first station of TT. If the difference between the
x-slope of the doublet and the x-slope of the VELO seed is below a threshold (typically 0.02), it is
linearly extrapolated to the third layer where a tolerance window is opened. Triplets are formed,
if there are hits within the window. Furthermore for each triplet the doublet is extrapolated to
the fourth layer where a reduced search window is opened. Quadruplets are formed from the
compatible hits, together with the corresponding triplet. Compatible hits are formed together
with the corresponding triplet to quadruplets. If no quadruplets are found fromany of the triplets,
the doublets are extrapolated directly to the fourth layer to find triplets. This is repeated for all
doublet combinations. To account formissing hits in TT, the clustering sequence is run in reverse
order if no quadruplets were found. In this case the doublets are built by one hit in the third and
fourth layer, respectively. The hits from each TT cluster are combined with the corresponding
VELO seed to VeloTT track candidate. This results in several candidates with the same VELO
seed. Track candidates with triplets are rejected if a track candidate with a quadruplet with the
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same VELO seed existed.
are compatible hits within this window, triplets are formed. For each triplet, the doublet
is linearly extrapolated to the fourth layer. A reduced tolerance window is opened and
compatible hits are used to form quadruplets. If no quadruplets are formed from any of
the triplets, triplets are also searched for with the original doublet and hits in the fourth
layer. This process is repeated for every doublet combination.
In order to account for missing hits in the TT detector, if no quadruplets have been
formed the clustering sequence is run in reverse starting with a doublet in the third and
fourth layers.
The tolerance window in x around the extrapolated x position of the doublet was
tuned in simulation using simulated particles and their associated TT hits by looking at
the di↵erence between the linearly extrapolated x position of a doublet and the x position
of an associated hit in a given layer.
The hits in each cluster are added to the VELO track to form a VeloTT track candidate.
It is possible that there are many VeloTT track candidates formed from the same VELO
track. If at least one track candidate has four associated TT hits, the track candidates
with three hits are removed. This reduces the number of track candidates fitted using the
simple  2 fit, described in Section 2.3.
The previous implementation used a Hough transform based on the distance of the
hit from linear extrapolation of the VELO track to find cluster candidates. It required
that all hits were located on one side of the extrapolated VELO track. While this is
a good assumption for low p tracks, it is not for high p tracks. This caused the track
reconstruction e ciency to fall with increasing p.
TTa TTb TTa TTb TTa TTb
Hit
Doublet
Extrapolation
Search Window
x
z
Figure 4: A schematic view of the clustering of TT hit candidates. Doublets in the first two
layers are formed and then extrapolated linearly to the third and fourth layers to form triplets
and quadruplets.
2.3 Simple fit of VeloTT track candidates
The p-Kick method is used to estimate the momentum of the track. This method is based
on the idea that the e↵ect of the field can be described by an instant kick of the momentum
vector at the center of the ‘magnet’. In this case it is described by the formula:
7
Figure 4.5: A schematic view of the clustering of TT hit candidates. Doublets in the first two layers
are formed and then extrapolated linearly to the third and fourth layers to form triplets and
quadruplets. Figure is adapted from [117].
For each VeloTT candidate a straight line is fitted with a simple χ2 fit to the TT hits, as the de-
flection by the small magnetic fringe field inside TT can be neglected. The track candidate for
one VELO seed with the lowest χ2 is considered as the best track candidate and written out to the
VeloTT output for further processing. Each final candidate consists of an additional track state
at TT with a p estimated by the p-Kick method[84].
The VeloTT track candidate is then used as input for the Forward algorithm, which was intro-
duced earlier (section 4.2.3.3). VELO seeds are only used as input to the forward algorithm to
prevent inefficiency, if their extrapolation falls into the acceptance of the TT hole. The accep-
tance has the shape of an annulus with inner radius of 33mm and outer radius of 40mm. The
inner radius is a backward projection of the inner hole of the T-stations and the outer radius is
the radius of the TT hole. The information of the momentum and charge of the VeloTT track
results in a smaller search window in the T stations than with just the information of VELO and
thus leads to a significantly reduced execution time and ghost-rate of the forward algorithm. The
ghost-rate is defined as
Ghost rate =
Nghost tracks
Ntracks
; (4.8)
where ghost tracks are tracks with no matching real particle.
4.3.2 Performance
The performance of the new upstream algorithm (VeloTT) and the new long track algorithm
(VeloTT-Forward) was studied with a sample of 60k simulated B0! K0μ+μ  events at a cen-
tre of mass energy of 13 TeV, 25 ns bunch spacing and the visible interaction in pp collisions per
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bunch crossing, μvis = 1:9. In the following the performance is studied in terms of track recon-
struction efficiencies, ghost-rates and execution times of the algorithms. The track reconstruction
efficiency is defined as:
εrec =
Nreconstructible and reconstructed
Nreconstructible
: (4.9)
Where the following definitions of reconstructible and reconstructed are used (adapted from
[117]):
• A particle is reconstructible as VELO track if there are hits associated to it in at least three
r and three φ VELO sensors.
• A particle is reconstructible as an upstream track if it is reconstructible as a VELO track
and has at least one hit in each of the TT stations.
• A particle is reconstructible as a T track if it has at least one x and one stereo hit associated
to it in each of the three T stations.
• A particle is reconstructible as a long track if it fulfils the requirements to be reconstructible
in both the VELO sub-detector and the T stations.
• A particle is considered reconstructed as a long track if at least 70% of both the VELO and
T station hits on a track are associated to it and the track has no more than one wrongly
associated TT hit.
• A particle is considered reconstructed as a upstream track, if it is reconstructible as a long
track, has been correctly reconstructed in the VELO and has a matched TT hit in at least
three TT layers.
This categorisation is only possible using generator level information available in simulated sam-
ples. Furthermore, additional requirements are made to the numerator and the denominator
in eq. (4.9) (adapted from [117]) to ensure that the tracks are inside the LHCb acceptance and
belonging to the correct decay.
• The particle is required not to be an electron.
• The particle is required to be a daughter from a b-hadron.
• The pseudo-rapidity of the particle must lie between 2 and 5.
• The particle must have pT > 0:5GeV=c.
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In case of the ghost-rate, the last two requirements are applied to the numerator and denominator
in eq. (4.8) as well.
4.3.2.1 Upstream Algorithm
Table 4.1 shows the reconstruction efficiency, ghost-rate and execution time of the upstream al-
gorithms for Run I (upstream-one) and for Run II (upstream-two). The track reconstruction
efficiency is shown in fig. 4.6 as function of p, pT and η. The ghost-rate is shown in fig. 4.7 as
function of p, pT and η. The upstream-two algorithm shows large improvements in execution
time and efficiency, where the latter is most prominent at high p and high η. The new efficiency
of upstream-two has a small drop at low p and is constant for p >5GeV=c, while upstream-one
has as well the drop off at low p but an additional fall off to higher p, since tracks do not leave a
signal in TT due to the beam-pipe hole. The dip in efficiency at η = 3:4 or 67mrad is a result of
a support structure in the RICH1. The second dip in efficiency starting at η = 4 is induced by
the beam-pipe hole in TT. There is a slightly higher ghost-rate for the new implementation, but
it is not problematic as ghost tracks can be further reduced during offline analysis. The structure
above η = 4 in the ghost-rate is induced by the treatment of the beam-pipe hole of TT in the
algorithm.
Table 4.1: The performances of upstream-one and upstream-two in terms of track reconstruction effi-
ciency, ghost-rate and execution time [117]. The uncertainties on the efficiency numbers are
purely statistical.
Efficiency (%) Ghost rate (%) Timing (ms)
upstream-one 92:74 0:06 7:21 0:02 32.5
upstream-two 97:77 0:03 11:60 0:03 0.50
4.3.2.2 Forward Algorithm
Table 4.2 shows the reconstruction efficiency, ghost-rate and execution time of the Forward algo-
rithm taking VELO or VeloTT tracks as input (Velo-Forward and VeloTT-Forward). Figure 4.8
and fig. 4.9 show the reconstruction efficiency and the ghost-rate as function of p, pT and η. The
ghost-rate and execution time is drastically reduced by using VeloTT tracks as input of the For-
ward algorithm with the small cost of a reduced track reconstruction efficiency by about 4%.
However, this loss in efficiency can be retrieved in a later stage of the software trigger [118]. The
structure in the η distribution of the efficiency is mirroring the performance of the upstream-two
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algorithm, as discussed in section 4.3.2.1. The ghost-rate is rising at η = 4:4, which is an effect
of the treatment of the beam-pipe hole in the TT and IT. In addition, the ghost-rate gets similar
above η = 4:8 for Velo-Forward and VeloTT-Forward, which is an effect of the pass through of
VELO tracks inside the TT beam-pipe hole.
Table 4.2: The performances of the Forward algorithm using VELO or VeloTT tracks as input in terms of
track reconstruction efficiency, ghost-rate and execution time is shown [117]. The uncertainties
on the efficiency numbers are purely statistical.
Efficiency (%) Ghost rate (%) Upstream-two (ms) Forward (ms)
VELO-Forward 93:15 0:05 46:86 0:04 - 13.71
VeloTT-Forward 89:23 0:07 17:13 0:03 0.50 4.08
4.3.3 Implication
The new reconstruction chain for long tracks, VeloTT-Forward, fulfils the requirements in exe-
cution time and performance in efficiency and ghost-rate to be included in the first stage of the
software trigger. The execution time and ghost-rate of the Forward algorithm are significantly
reduced due to the smaller search windows opened on the pT estimation of the VeloTT track.
The usage of the VeloTT tracks in the first stage of the software trigger in Run II gives the pos-
sibility to loosen cuts that have been imposed in Run I to control the trigger rate. The impact
parameter (IP, see fig. 3.12 for the definition) cut requirements on VELO tracks can be removed
and the pT threshold of the Forward tracking can be loosen from 1.2GeV=c to 0.5GeV=c. As a
result, the signal efficiency for charm physics increased dramatically by a factor four and for the
first time lifetime unbiased triggers for hadronic final states could be implemented in the LHCb
trigger [117].
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Figure 4.6: The track reconstruction efficiency of the VeloTT algorithms for Run I and Run II as a function
of p, pT and η.
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Figure 4.7: The ghost-rate of the VeloTT algorithms for Run I and Run II as a function of p, pT and η.
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Figure 4.8: The track reconstruction efficiency of the Forward algorithm using VELO or VeloTT tracks as
a function of p,pT and η.
p [GeV/c]
0 20 40 60 80 100
G
ho
st-
ra
te
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
LHCb simulation
Velo-Forward (46.86+/-0.04)%
VeloTT-Forward (17.13+/-0.03)%
 [GeV/c]
T
p
0 1 2 3 4 5
G
ho
st-
ra
te
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
LHCb simulation
Velo-Forward (46.86+/-0.04)%
VeloTT-Forward (17.13+/-0.03)%
pseudo-rapidity
2 3 4 5
G
ho
st-
ra
te
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
LHCb simulation
Velo-Forward (46.86+/-0.04)%
VeloTT-Forward (17.13+/-0.03)%
Figure 4.9: The ghost-rate of the Forward algorithms using VELO or VeloTT tracks as a function of p, pT
and η.
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4.4 Validation on Data
The reconstruction efficiency shown in table 4.2 is based on simulated events. Before the algo-
rithm can be used in the official reconstruction chain, the performance of the algorithm has to be
verified on data. For this purpose a tag-and-probe technique similar as in Ref.[119] is used. This
section briefly describes the method, the data sample obtained in 2011 at centre of mass energy
of 7 TeV and the result of the verification.
4.4.1 Tag-and-Probe Method
There are several ways to measure the tracking efficiency on data. One method is to check for the
presence of a track using a sub-detector, which was not used in the normal track reconstruction
procedure. The efficiency can then be calculated by the ratio of those tracks with the tracking
sequence of interest applied versus all of the tracks.
A possible way in practice (tag-and-probe method) is, to use resonances with a large branching
fraction to two-prong decays. One track is required to be fully reconstructed and called tag-
track, the other track is partially reconstructed without using the detector parts of interest and
called probe-track. The second track needs to carry enough information to allow to reconstruct
the invariant mass of the combination of tag- and probe-track with sufficiently high resolution.
The invariant mass distribution is used to reject background events. Afterwards, the tracking
efficiency is derived from the ratio of probe tracks containing the relevant detector information
and all probe tracks.
In case of the VeloTT-Forward algorithm, it is not possible to measure the efficiency directly,
as not enough independent sub-detectors are left to have a sufficiently high resolution in the
invariant mass. Instead the efficiency loss between both chains of interest, Velo-Forward and
VeloTT-Forward, is derived using the formula:
efficiency loss =

1  NVeloTT-ForwardNVelo-Forward

(4.10)
where NVeloTT-Forward (NVelo-Forward) corresponds to the number of candidates found using the
VeloTT-Forward (Velo-Forward) chain.
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4.4.2 Data Samples
The two-prong decay J=ψ! μ+μ  is used for the validation on data. In a first step, the efficiency
loss as determined was verified using generator information on simulation using a sample of 600k
simulated J=ψ! Xμ+μ  events with a centre of mass energy of 7 TeV, μvis = 2:5 and 50 ns bunch
spacing. In a second step the efficiency loss was determined from data using a sample of 130k
events from 2011 at 7 TeV and compared to simulation.
The track of the tag muon candidate has to be a fully reconstructed track identified as muon and
must have a transverse momentum pT above 500 MeV=c. The track of the probe muon candidate
is only partially reconstructed as VELO-Forward or as VeloTT-Forward track. In both cases, the
reconstruction does not include the assignment of particle identification information from the
RICH, calorimeter and muon system, to avoid inefficiencies from other detector parts than those
of interest. Instead the track of the probe muon candidate has to fulfil similar requirements as for
the performance measurement in section 4.3.2. The probe track must have a pT above 500MeV=c
and a p above 3GeV=c and the pseudo-rapidity ηmust lie between 2 and 5. The selection condi-
tions for the track of the tag and probe muon candidate are summarised in table 4.3. Further, it
Table 4.3: Selection conditions on the muon track for tag and probe. Where η is the pseudo-rapidity of
the track.
Tag Probe
pT > 500MeV=c pT > 500MeV=c
PIDmu>0 p > 3GeV=c
- 2 < η < 5
DOCA χ2 < 20 DOCA χ2 < 20
Combination
vertex fit χ2 < 16
jMμμ   PDGJ=ψ j < 80MeV=c2
is required that the two tracks from the J=ψ come from a common vertex by requiring a χ2 mini-
mum distance (DOCA χ2) between the two daughter tracks below 20. The invariant mass of the
combination of tag and probe muon has to lie within 80MeV=c2 of the known mass of J=ψ [16],
and the χ2 of the vertex fit of the J=ψ candidate has to be smaller than 16.
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4.4.3 Results
An unbinned extended maximum likelihood fit is applied for extracting the number of signal
candidates. The fit model uses a sum of two Crystal Ball [120] functions with same mean and tail
parameters for the signal. The background is parametrised as a straight line. The tail parameters
for the Crystal Ball were fixed to the values extracted from the fit to the J=ψ signal distribution in
simulation, where both muons were fully reconstructed.
Figure 4.10 shows the fit of the simulation for both chains, Velo-Forward and VeloTT-Forward
and fig. 4.11 the fit of the measured data for both chains. The extracted numbers of signal can-
didates together with their resulting efficiency loss are summarised in table 4.4. Furthermore,
the two values for the efficiency loss are compared to the efficiency loss obtained on the J=ψ !
μ+μ  simulation dataset by using the same method as for the performance measurement in sec-
tion 4.3.2. The uncertainties from the tag-and-probe method are obtained from the fit and are
only statistical.
Table 4.4: Results obtained using generator information available in simulation and using the tag-and-
probe method in simulation and data. The uncertainties are only statistical.
Simulation Data
J=ψ! μ+μ  (%) tag-and-probe tag-and-probe
Velo-Forward 98:20 0:02 594509 1395 121533 809
VeloTT-Forward 95:00 0:03 573459 1352 116915 773
Efficiency Loss 3:26 0:03 (3:5 0:3)% (3:8 0:9)%
The efficiency loss for the tag-and-probe method is compatible on data and simulation, as ex-
pected. Furthermore, the efficiency loss with the tag-and-probe method is consistent with the
efficiency loss determined from the true efficiencies measured in simulation. Therefore, it can be
concluded, that the performance numbers in section 4.3.2 extracted in simulation are a reliable
estimate of the performance on data.
However, the efficiency numbers in table 4.4 can not be directly compared to the numbers in
section 4.3.2. One issue is the larger centre of mass energy in Run II which leads to higher mul-
tiplicity events than in Run I. The lower average visible interactions of 1.1 in Run II compared
to 1.7 in Run I compensates part of the former effect. As fig. 4.12 shows, a higher multiplicity in
an event leads to a lower tracking efficiency. In addition, the decay properties of the two decays
are different. Figure 4.13 shows the comparison of the multiplicity variables for J=ψ ! μ+μ 
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Figure 4.10: Invariant mass of the reconstructed J=ψ! μ+μ  with the tag-and-probe method on simula-
tion. On the left (right) the distribution for Velo-Forward (VeloTT-Forward) is shown. The
long dashed line in red shows the signal, the short dashed line in black shows the background
and the straight line shows the combination in blue.
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Figure 4.11: Invariant mass of the reconstructed J=ψ ! μ+μ  with the tag-and-probe method on mea-
sured data. On the left (right) the distribution for Velo-Forward (VeloTT-Forward) is shown.
The long dashed line in red shows the signal, the short dashed line in black shows the back-
ground and the straight line shows the combination in blue.
and B0 ! K0J=ψ with J=ψ ! μ+μ . The latter is a resonant background of B0 ! K0μ+μ 
with the same event properties but with larger statistics. Candidates of B0! K0J=ψ tend to have
larger multiplicity than J=ψ ! μ+μ  candidates and are therefore expected to have a slight re-
duced efficiency. Furthermore, B0 ! K0μ+μ  decays probe a different kinematic region than
J=ψ ! μ+μ  decays. Figure 4.14 shows the comparison of the true p and pT between particles
originating from J=ψ! μ+μ  and B0! K0μ+μ  decays. Particles in J=ψ! μ+μ  tend to have
a momentum higher than 12GeV=c and transverse momentum higher than 1GeV=c where the
efficiency is high (see fig. 4.8), whereas the opposite is the case for particles from B0! K0μ+μ .
It is therefore understood that the performance for J=ψ! μ+μ  is larger then for B0! K0μ+μ 
in the order of a few percent.
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Figure 6: Tracking e ciency for the 2011 data and weighted MC simulation for the combined
method (left) and long method (right) as a function of the momentum, p (first row), the pseu-
dorapidity, ⌘ (second row), the total number of tracks in the event, Ntrack (third row), and
the number of reconstructed primary vertices, NPV (fourth row). The error bars indicate the
statistical uncertainty.
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Figure 16: Muon Track Reconstruction e ciency for 2011 and 2012 data as a function of (a) pT,
(b) ⌘, (c)   and (d) the SPD multiplicity.
(0.953±0.002) for 2011(2012) data which compares to 0.973(0.961)†† in MC11a(MC2012).
††Uncertainties are not quoted for the Monte-Carlo e ciencies as they are lower than the least significant
digit shown.
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Figure 4.12: The track reconstruction efficiency for 2011 data and simulation as function of the trackmul-
tiplicity Ntrack is shown left [97]. The track reconstruction efficiency as function of the SPD
multiplicity for 2011 and 2012 data for high pT tracks is shown right [42].
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Figure 4.13: The track multiplicity (left) and the SPD multiplicity (right) of the decay B0 ! K0J=ψ and
J=ψ ! μ+μ  are shown. Both sample are simulated, but the first one with 2012 and the
second one with 2011 run conditions.
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If I could remember the names of all these particles, I’d
be a botanist.
Enrico Fermi
5
Particle Identification
The physics program of LHCb involves precision measurements of CP violation and rare decays.
These measurements include the study of baryons, beauty and charm mesons, reconstructed in
many final states like hadronic, (semi-)leptonic or radiative. Achieving the goal of LHCb is not
possible without an extensive particle identification (PID) system.
In the following, the methods to extract the PID information of the individual detectors is dis-
cussed first, followed by the description of the methods to combine the individual PID informa-
tion. Finally, a method to correct the poorly modelled PID response in simulation is presented.
The method was implemented and tested by myself with the help of Andrea Contu and Prof.
Nicola Serra in terms of coding and developing the idea, respectively.
5.1 Particle Identification in LHCb
Four detector elements in LHCb provide PID. These are two RICH detectors, the calorimeter
system and the muon detector. Charged hadrons are primarily identified using information from
the RICH detectors. Electrons and positrons are mainly identified by the calorimeter system
and muons by the muon detectors. Neutral particles like photons or π0, are identified using the
Calorimeter system. In the following, the performance of each PID sub-system is described in
detail.
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5.1.1 Particle Identification Based on the Calorimeter System
5.1.1.1 Electron Identification
Electrons and positrons are identified using information derived from the ECAL, the PS and the
HCAL. The combination of the different sources of information is based on signal and back-
ground likelihood distributions constructed for each sub-detector. Whereas the likelihood dis-
tributions are based on the energy deposit in the corresponding sub-detector and the matching
estimator between a cluster and any track defined for a charged particle. The matching estimator
is defined as a χ2 metric:
χ22D = (~rtr   ~rcl)T (Ctr   Scl) (~rtr   ~rcl) (5.1)
where ~rtr and ~rcl represent the local coordinates of tracks and clusters, respectively, at the aver-
age energy-weighted position of clusters in z, which is corrected assuming logarithmic energy
dependence. The Ctr is the covariance matrix of ~rtr and Scl is the cluster energy spread matrix.
A cluster of a neutral particle is considered to be isolated for larger χ2. For each sub-detector,
the log-likelihood difference for the electron and hadron hypothesis is computed Δ logL(e  h),
where
Δ logL(e  h) = logL(e)  logL(h) = log
L(e)
L(h)

: (5.2)
The combination of all three estimators is done by taking the sum of the individual estimators
[78]:
Δ logLCALO(e  h) = Δ logLECAL(e  h) + Δ logLHCAL(e  h) + Δ logLPS(e  h): (5.3)
The combined electron identification efficiency versus themisidentification rate is shown infig. 5.1.
5.1.1.2 Photon Identification
At LHCb, converted and non-converted photons are treated separately. Photons converted before
the magnet are reconstructed from electron-positron tracks. Both, the electron and positron, are
selected according to the electron PID variables, aminimum pT value and an E=p value within the
appropriate range. The algorithm only combines electron-positron pairs which are close in the
vertical direction (3-200mm). The pairs are selected according to their pT, their di-electronmass
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Figure 5.1: Electron identification efficiency versus misidentification rate evaluated using data recorded
in 2011 [78].
and their reconstructed vertex position. In addition, a Bremsstrahlung algorithm is used to recal-
culated the electron energy including the Bremsstrahlung photons measured by the calorimeters.
For non-converted photons, the identification is done by computing a photon hypothesis likeli-
hood based on signal and background probability density functions. These are based on several
variables, the PS energy deposit in front of the ECAL cluster cells, the matching estimator be-
tween the cluster and any track defined for a charged particle, and the ratio between the energy
of the central cell of the ECAL cluster and the total ECAL energy. For the identification of the
non-converted photons, the difference in log-likelihood between the photon and the background
hypotheses Δ logL(γ Background) is calculated. Figure 5.2 (left) shows the performance of the
photon estimator for converted and non-converted photons, as well as the combination of both
in terms of purity and efficiency obtained for candidates with pT > 200MeV=c. The best perfor-
mance is achieved for non-converted photons.
Neutral pions decaying into two photons with low transverse energy, ET are reconstructed as two
well separated photons. At higher ET (typically ET >2GeV), a π0 candidate can bemisidentified as
a photon, if both final state photons cannot be separated as a pair of clusters inside the calorimeter
granularity. To avoid misidentification of π0 and photons, the difference in the distribution of the
expected energy deposit of a photon with respect to a π0 is used. This difference is evaluated with
a neural network classifier trained with photons from a simulated B0 ! K0γ sample as signal
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Figure 32: Performance of the photon identification. Purity as a function of e ciency for (green)
the full photon candidate sample, (blue) converted candidates according to the SPD information
and (red) non-converted candidates (left). Photon identification e ciency as a function of ⇡0
rejection e ciency for the     ⇡0 separation tool for simulation, the red curve, and data, the
blue curve (right).
The electron (positron) is selected on the basis of its electron PID variables and electron
confidence level, requiring a minimum pT value and an E/pc value within a selected range.
The algorithm only combines electron-positron pairs for which the associated clusters have
energy-weighted positions that are closer than 3  of cluster extent (and 200mm) in the
vertical plane, at the average z barycentre of clusters. Pairs are selected on the basis of
their transverse momenta, their di-electron masses and their reconstructed vertex positions.
The electron energy is corrected by including any bremsstrahlung photons measured by
the calorimeters that are compatible with the electron-positron pair.
Figure 33 shows the ratio of photon detection e ciencies between converted and
non-converted photons coming from the decay of ⇡0 mesons for both simulation and
data. The simulation provides a good description of the photon reconstruction e ciency
implying that the detector material where the conversions occur is modelled well, and
that the reconstruction algorithms work equally well in data and simulation. The level
of performance is illustrated by analyses that benefit from the good resolution obtained
using converted photons, such as  c ! J/   [79] or  b ! ⌥  [80]. In the case of the  c,
for instance, the resolution on the mass di↵erence  M = M(µ+µ  ) M(µ+µ ) is about
5MeV/c2. With this resolution, the  c0,  c1 and  c2 states can be disentangled from one
another [79].
4.1.2 Electron identification
The identification of electrons in the calorimeter system uses information derived from
the ECAL, the PS and the HCAL. The procedure to combine these di↵erent sources of
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Figure 5.2: Left: Performance of the photon identification for candidates with pT > 200MeV=c. Purity as
function of efficiency for the full photon calibration sample (green), the converted candidates
(blue) and the non-converted candidates (red). Right: Photon identification efficiency as a
function of π0 rejection efficiency for the γ  π0 separation tool for simulation, the red curve,
and data, the blue curve[78].
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Figure 33: Ratio of photon detection e ciencies ✏(  ! e+e )/✏( CALO) from he decay of ⇡0
mesons in data (red) and simulations (blue).
information is based on signal and background likelihood distributions constructed for each
sub-detector. In each case, reference histograms correlating the energy measurement with
the particle momentum are produced. For example, Figure 34 shows the E/pc distribution
in the ECAL for electrons and hadrons, produced using the first 340 pb 1 recorded in 2011.
The electron distribution has been produced using reconstructed electrons from photon
conversions and the hadron distribution using pions and kaons from D0 meson decays.
From these distributions, the log-likelihood di↵erence between electrons and hadrons is
derived.
For the ECAL, the log-likelihood di↵erence for electron and hadron hypotheses
 logLECAL(e   h) is computed based on both E/pc and the  22D estimator defined in
Section 3.2. The electron hypothesis likelihoods for the PS,  logLPS(e h) and the HCAL
 logLHCAL(e  h) are built using the energy deposits in each sub-detector. A combined
estimator is then formed for the calorimeter system by taking the sum of the individual
estimators from the PS, the ECAL and the HCAL,
 logLCALO(e  h) =  logLECAL(e  h) + logLHCAL(e  h) + logLPS(e  h) . (5)
Figure 35 shows the combined electron identification e ciency defined above versus the
misidentification rate obtained by varying the selection criteria applied to the likelihood
di↵erence.
The electron identification performance is evaluated using the data recorded in 2011,
which are su cient for it to be measured using a tag-and-probe method. This is applied
to B± ! J/ K± candidates with J/ ! e+e , where one of the electrons is required to
be identified by its electron ID (etag) while the second electron is selected without using
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Figure 5. : Ratio of photo detection efficien i s, converted (γ ! e+e ) divided by non- onverted
(γCALO), from the d cay of π0 mesons in data (red) and simulation (blue) [78].
and π0 mesons from a mixture f B decays as background. The π0 are reconstructed and selected
as photons with the same preselection as it was used for the signal sample. The identification
reaches a photon identification efficiency of 95% while rejecting 45% of the merged π0 mesons
background that are reconstructed as photons. Figure 5.2 (right) shows the photon identification
efficiency as function of the π0 rejection efficiency for simulation and data.
The ratio of photon detection efficiency between converted and non-converted photons from the
decay f π0 mesons is shown f r simulati n and data in fig. 5.3. The photon detection efficiency is
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well reproduced in simulation, implying a good description of the the detector material and also
good performances of the reconstruction algorithms for photons, electrons and π0. Additional
information are given in ref. [78, 89, 121].
5.1.2 Particle Identification Based on the RICH
Theprimary role of the RICH is to identify charged hadrons, π,K, p, in addition it can be used also
for the identification of charged leptons (see section 5.2). For the determination of the particle
species, the Cherenkov angle is combined with the track momentum, measured by the tracking
system (as described in chapter 4), for each track.
The RICH detectors operate in a high occupancy environment, which leads to overlapping Che-
renkov cones. For the efficient reconstruction of such events, an overall event log-likelihood
algorithm has to be used for the combination of track information and Cherenkov angle. This
algorithm includes all tracks in the event and considers both RICH detectors simultaneously for
an optimal treatment of tracks where Cherenkov cones overlap.
As most particles produced in pp collisions are pions, the log-likelihood algorithm starts with the
pion hypothesis for all tracks. The overall likelihood is calculated for this set of hypotheses using
the distribution of photon hits, the associated tracks and their errors. Afterwards, the likelihood
is recomputed changing the mass hypothesis to e, μ, K and p for each track in turn, whereas the
other hypotheses are unchanged. The change with the largest increase in the likelihood is used
to set a new mass hypothesis for that track. This is repeated until all tracks have been set to their
optimal hypothesis. As this procedure is quite CPU intensive, modifications, explained in detail
in [88], were made to counter this.
The final results are Δ logL’s for each track, where the value corresponds to the change in the log-
likelihood when the hypothesis of the track is changed from the pion hypothesis to the electron,
muon, kaon or proton hypothesis.
Figure 5.4 shows the identification efficiency and the corresponding misidentification rate as
function of the track momentum for the K=π, p=π and p=K separation. They are shown for two
different cuts on the Δ logL, where the harsher cut is able to reduce the misidentification rate to
a minimum by keeping a reasonable high identification efficiency.
Figure 5.5 shows the pion misidentification fraction versus the kaon identification efficiency as
function of the track multiplicity and the number of reconstructed primary vertices, where the
cut on the Δ logL(K-π) is varied. A dependency on the track multiplicity is visible, where higher
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multiplicity leads to less efficient identification. The same is visible for the number of primary
vertices in the event.
5.1.3 Particle Identification Based on the Muon System
The muon identification using the muon system only can be divided in two steps: at first loose
binary selection and then a likelihood method. The loose binary selection (IsMuon) of muon
candidates is based on the signal in the muon chambers of a particle passing the calorimeters
and iron filters. Based on the extrapolated trajectory, hits in the muon stations are associated to
a track, if they are within a field of interest. This region is parametrised as a function of track
momentum (p) at each station and separately for each muon system region. The parametrisation
is determined from simulation. IsMuon is defined according to the number of stations with hits.
The number of stations, which are needed to have a muon signal, is a function of p, as shown in
table 5.1.
Table 5.1: Muon stations required to trigger the IsMuon decision as a function of momentum range [122].
Momentum range Muon stations
3GeV=c < p < 6GeV=c M2 and M3
6GeV=c < p < 10GeV=c M2 and M3 and (M4 or M5)
p > 10GeV=c M2 and M3 and M4 and M5
The second step is based on the logarithm of the ratio between the likelihoods for the muon
and non-muon hypotheses (muDLL). The likelihoods are based on the cumulative probability
distributions of the average squared distance significanceD2 of the hits in themuon chamber with
respect to the linear extrapolation of the tracks from the tracking system. The D2 distribution is
much narrower, close to zero, for true muons than the other particles that are falsely selected by
the IsMuon requirement.
Figure 5.6 shows the muon efficiency and misidentification probabilities to protons, pions and
kaons as a function of the particle momentum for IsMuon alone and with additional cuts on
muDLL. It is visible in the figures, that the selection cut on muDLL reduces the muon efficiency
at low momentum, but significantly reduces the misidentification probability for π, p and K. Ad-
ditional informations are given in [122].
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Fig. 21 Pion misidentification fraction versus kaon identification efficiency as measured in 7 TeV LHCb collisions: (a) as a function of track
multiplicity, and (b) as a function of the number of reconstructed primary vertices. The efficiencies are averaged over all particle momenta
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Figure 5.4: RICH identification efficiency and misidentification rate for K=π, p=π and p=K separation
measured on data as a function of track momentum. Two d ff rent Δ logL requirements are
imposed on the samples, resulting in the open and filled marker distributions [88].
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Figure 5.5: Pion misidentification fraction versus kaon identification efficiency as measured in 7 TeV
LHCb collisi s: (left) as a function of track multiplicity, and (right) as a function of the um-
ber of reconstructed primary vertices. The efficiencies are averaged over all particle momenta
[88].
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Figure 8. Muon efficiency (a) and misidentification probabilities for protons (b), pions (c) and kaons (d)
as a function of the particle momentum for the IsMuon requirement alone (black solid circles) and with the
additional cuts muDLL 1.74 (red triangles) and muDLL 2.25 (blue open circles).
The DLL benefits from RICH and calorimeter information, being more effective than the muon
DLL alone in separating pions and kaons from muons. After IsMuon, this is the most used particle
identification requirement used to select muons in LHCb and the actual cut value is usually chosen
according to the compromise between purity and efficiency needed for that specific study. The
average misidentification rates corresponding to a cut which provides an average decrease of 5%
(equivalent to the one obtained with muDLL 1.74, as previously shown) are around 0.65% and
0.38% for the kaons and pions, respectively.
5.4 Performance of selections based on hits sharing
As mentioned in section 3, after requiring IsMuon, an additional way of reducing the incorrect
identification probability of hadrons as muons, in particular at high occupancy, is the use of a cut
on NShared.
– 13 –
Figure 5.6: uon efficiency (a) and isidentification probabilities for protons (b), pions (c) and kaons (d)
as a function of the particle mom ntum for the IsMuo requirement alone (black solid circles)
and with the additional cuts muDLL 1:74 (red triangles) and muDLL 2:25 (blue circles)
[122].
5.2 Combination of Particle Identification in LHCb
Each PID system provides information, which is useful for the other PID systems for discriminat-
ing background contributions. For example, the RICH system provides some separation between
leptons and hadrons, which can be used for the PID in the calorimeter system. Hence, a com-
bined PID information provides a much more powerful set of PID variables. Two different ways
of combining these informations exist in LHCb, the likelihoodmethod and amultivariatemethod
[77].
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5.2.1 Likelihood Method
The combination of all PID information is in case of the likelihood method straightforward. The
various likelihoods from the detectors are simply combined by multiplication:
Lcomb(e) = LRICH(e)  LCALO(e)  LMUON(non μ) (5.4)
Lcomb(μ) = LRICH(μ)  LCALO(non e)  LMUON(μ) (5.5)
Lcomb(h) = LRICH(h)  LCALO(non e)  LMUON(non μ); (5.6)
where h stands for hadron. As in the PID algorithm of the RICH, all resulting Δ logLcomb’s are
related to the pion hypothesis. Figure 5.7 shows the electron identification efficiency versus the
misidentification rate, where the combined information of all PID elements in LHCb is used.
The comparison to fig. 5.1 shows a clear improvement, e.g. at 90% electron efficiency the pion
misidentification rate drops from 6% to 0:6%.[78].
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the cut value is varied. Right, electron identification e ciency and pion misidentification rate as
a function of track momentum, for two di↵erent cuts on  logLcomb(e  ⇡).
Signal efficiency
0 0.2 0.4 0.6 0.8 1
Ba
ck
gro
un
d r
eje
cti
on
0
0.2
0.4
0.6
0.8
1 LHCb
)π -µ log L(∆
µProbNN
Signal efficiency
0 0.2 0.4 0.6 0.8 1
Ba
ck
gro
un
d r
eje
cti
on
0
0.2
0.4
0.6
0.8
1 LHCb
)π log L(p -∆
ProbNNp
Figure 43: Background misidentification rates versus muon (left) and proton (right) identification
e ciency, as measured in the ⌃+ ! pµ+µ  decay study. The variables  logL(X ⇡) (black) and
ProbNN (red), the probability value for each particle hypothesis, are compared for 5  10GeV/c
muons and 5   50GeV/c protons, using data sidebands for backgrounds and Monte Carlo
simulation for the signal.
If the tracks identified as muons are also required to satisfy a selection using the combined
PID information ( logLcomb(K   ⇡) < 10 and  logLcomb(µ  ⇡) >  5), the B0(s) ! h+h 
misidentification probability is reduced by a factor of ⇠ 6, whilst only ⇠ 3% of the
Bs ! µ+µ  signal is lost.
The possible improvement of the multivariate approach with respect to the simple log
likelihood may also be illustrated by the ongoing search for the flavour-changing neutral
current decay ⌃+ ! pµ+µ . In Figure 43 the misidentification rates versus e ciency curves
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Figure 5.7: The pion misidentification rate versus the electron identification probability is shown when
the cut is varied on the combined likelihood difference. It is easured on 8TeV collision data
[78].
5.2.2 Multivariate Method
The likelihood approach has several drawbacks. First of all the approach assumes that all PID
information can be represented by a likelihood, and excludes with this assumption information
like: sub-detector acceptance flags, number of shared muon hits etc. Second, the sub-detectors
have different ranges for their Δ lnL (DLL). As a result the DLLs from the RICH have to be
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rescaled to match the muon and calorimeter DLL for the combination. In addition the various
combined DLLs have different ranges for their values. And as a last point, the DLLs from the
RICH can have a spike at DLL(X  π) = 0, if both, X and π, are below the Cherenkov threshold
of the RICH.
A more powerful way of combining the different PID informations is achieved by using a mul-
tivariate method with TMVA[123] as framework. In this approach tracking information like fit
quality, momentum estimates, track degrees of freedom, charge estimate from the VELO and
ghost probability of a track are combined together with the DLLs from the individual systems
and as well their acceptance flags and shared hits into a single probability value for each particle
type (ProbNNX, where X indicates the particle type). A complete list is given in section A.1. The
training of the multivariate classifier is done on inclusive events with a B decay. Figure 5.8 shows
the comparison of the performance for the likelihood and multivariate method. Themultivariate
method performs clearly better as there is a larger area beneath the curve.
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Figure 42: Electron identification performance using the  logLcomb(e  ⇡) variable, as measured
in 8TeV collision data, using a tag and pr be technique with electrons from the decay B± !
(J/ ! e+e )K±. Left, pion misidentication rate versus electron identification probability when
the cut value is varied. Right, electron identification e ciency and pion misidentification rate as
a function of track momentum, for two di↵erent cuts on  logLcomb(e  ⇡).
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Figure 43: Background misidentification rates versus muon (left) and proton (right) identification
e ciency, as measured in the ⌃+ ! pµ+µ  decay study. The variables  logL(X ⇡) (black) and
ProbNN (red), the probability value for each particle hypothesis, are compared for 5  10GeV/c
muons and 5   50GeV/c protons, using data sidebands for backgrounds and Monte Carlo
simulation for the signal.
If the tracks identified as muons are also required to satisfy a selection using the combined
PID information ( logLcomb(K   ⇡) < 10 and  logLcomb(µ  ⇡) >  5), the B0(s) ! h+h 
misidentification probability is reduced by a factor of ⇠ 6, whilst only ⇠ 3% of the
Bs ! µ+µ  signal is lost.
The possible improvement of the multivariate approach with respect to the simple log
likelihood may also be illustrated by the ongoing search for the flavour-changing neutral
current decay ⌃+ ! pµ+µ . In Figure 43 the misidentification rates versus e ciency curves
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Figure 5.8: Background rejection versus muon (left) and proton (right) identification efficiency is shown,
measured in the! pμ+μ . The variables Δ lnL(X π) indicated in black and the ProbNNX
indicated in red, are compared for 5  10GeV=cmuons and 5  50GeV=c protons, using data
sidebands for backgrounds and simulation for the signal. Figures are taken from [78].
5.3 Resampling Method
The particle identification variables provided by the tw methods are used in many selections
to enhance the purity. High energy physics analyses are usually developed on simulation, es-
pecially analyses using a multivariate method in the selection are strongly depending on it. The
LHCb PID estimator response is known to be poorly modelled in simulation. There are twomain
reasons, a lower detector occupancy in simulation than in data, which affects the PID efficiency
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(fig. 5.5), and changing operation conditions. For example, the temperature and pressure in the
gas-moderator of the RICH influences the refraction index and therefore the PID response.
As an example fig. 5.9 shows the comparison in simulation and real data of the DLLK response
for a kaon in the decay B0! J=ψK0 with J=ψ ! μ+μ  and K0! K+π . The exact selection
requirements are explained later (section 5.4). In the following a technique is explained, to correct
for the differences between simulation and measurement.
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Figure 5.9: The upper figure shows the response of the DLL for a kaon under the mass hypothesis of a
kaon. The response for measured data is shown in red, for simulation in black. The lower
figure shows the pull between simulation and measurement.
5.3.1 Technique
The PID response of the LHCb detector can be characterised by: the particle momentum, the
pseudo-rapidity of the particle and the track multiplicity of the event (p; η; ntracks). The individ-
ual DLL of the calorimeter, muon and RICH systems have a strong dependence on the particle
momentum. The different granularity of the calorimeter and muon system introduce a depen-
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dence on the pseudo-rapidity. And finally the track multiplicity of the event is a measure for the
occupancy. A higher occupancy leads to a higher ambiguity in the individual particle identifica-
tion. Figure 5.5 shows the dependence on the event multiplicity in case of the RICH system.
The basic idea of the resampling technique is to generate a new correct PID response for each
particle in a simulated data set, according to the distribution in measured data. This is achieved
by using the dependence of the PID response on the particle type and (p; η; ntracks).
The implementation is done in two steps using the already available PID calibration datasets and
functions of the PIDcalib package of LHCb [124], the available datasets are discussed in sec-
tion 5.3.2. In a first step the PID distributions are extracted from the calibration data for each
particle type in bins of (p; η; ntracks). In the second step the actual resampling of the PID vari-
ables is performed. In the following both steps and their input configurations are described in
detail.
5.3.1.1 Extraction of PID Distribution
For the resampling of the PID response, the distributions of the PID variables are needed in bins
of (p,η,ntracks) for each particle type. The extraction step is the most time consuming part, but
since several analyses have similar kinematic distributions in p, η and ntracks, it is not needed
to repeat this step several times. Therefore, the extraction of these distributions is split from the
actual resampling.
The script performing the extraction step requires as input the version of the stripping configu-
ration, the magnet polarity, the particle types required for the resampling and the PID variables
which are needed. The stripping configuration is needed, as the reconstruction of the particles
can slightly change between versions and certain PID responses, like the RICHor themultivariate
approach, are depending on the reconstruction. The magnet polarity is necessary, as the PID re-
sponse depends on the detector region and therefore has not to be equal between differentmagnet
polarities.
Listing 5.1: Example running command
python MakePIDdi s t r ibu t ionsRunRange . py ” 20 ” ”MagUp” ” [ Pi ,Mu, K , P ] ” ” [DLLp , DLLK ,DLLmu] ”
The default configuration uses the standard binning scheme of the PIDcalib package for p, η
and ntracks, see table 5.2. The binning scheme can be configured by optional input variables to
match the analysis. Furthermore, additional selection cuts and a selection of run ranges can be
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applied by optional input requirements. Listing 5.1 shows an example of a command. Additional
information on each input parameter is given in section A.2.
Table 5.2: Default binning scheme of the PIDcalib package, additional information can be found in the
binning file of the package [124].
Particle type Variable Binning scheme
K, π, p, e
p [ GeV=c ] 3 : 9.3 : 15.6 : 19 : 24.4 : 29.8 : 35.2 : 40.6 : 46 : 51.4 :
56.8 : 62.2 : 67.6 : 73 : 78.4 : 83.8 : 89.2 : 94.6 : 100
η 1.5 : 2.375 : 3.25 : 4.125 : 5
ntracks 0 : 50 : 200 : 300 : 500
μ
p [ GeV=c ] 3 : 6 : 8 : 10 : 12 : 14.5 : 17.5 : 21.5 : 27 : 32 : 40 : 60 :
70 : 100
η 1.5 : 2.375 : 3.25 : 4.125 : 5
ntracks 0 : 50 : 200 : 300 : 500
The final output is a ROOT file. By default, it contains one folder named DEFAULT. The name
changes if additional selection cuts are given as input, in this case the folders are named according
to the input selection. Each of these folders contains a subfolder for each selected particle type.
This particle type subfolder contains:
• Onemultidimensional histogram of the particle candidates of the calibration datasets. The
histogram has p, η, ntracks and all the extracted PID variables as dimensions.
• One histogram for each projection of the total multidimensional histogram onto one of its
dimensions.
• One multidimensional histogram for each bin in (p; η; ntracks).
An example of the folder structure of such a ROOT file is given in fig. A.1. Figure 5.10 shows
the histograms of the projections of the total multidimensional histogram from the command
in listing 5.1. The first three histograms on p, η and ntracks (fig. 5.10a-5.10c) are showing the
used binning scheme. The other three histograms (fig. 5.10d-5.10f) show the three extracted PID
variables, DLLp, DLLK and DLLmu for the pion. As expected, all of them are on the negative
side. As those distributions are extracted for the total available phase space, the structure seen in
this distributions can be different for selected decays.
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Figure 5.10: The one dimensional projections of the total multidimensional histogram, which are saved
in the ROOT file from the command in listening 5.1.
92
5.3. RESAMPLINGMETHOD
5.3.1.2 Resampling of the PID Variables
The resampling is performed iteratively over the events, using the actual file to resample and the
output of the former step as input. The iterative process consist of three steps:
• The particle type, p, η and ntracks are extracted for each particle in the event.
• The corresponding projection is loaded for each (type, p, η and ntracks) combination.
• At last the PID variables are resampled according to the loaded distributions in the last
step. Then it starts again from the beginning for the next event.
The script produces a new ROOT file, which contains a copy of the original input file and the
resampled variables with corr appended at their former name. The required input conditions are
more complex than for the extraction of the PID distribution, due to the interaction with an arbi-
trary simulated data set. Table 5.3 summarised the required input variables. There exist different
naming schemes for the PID variables, especially the scheme used in the PIDcalib package is not
the same as the default in the reconstruction software of LHCb. Therefore a python dictionary
exists in the script, which matches both naming scheme. By default correlations between the PID
variables are not taken into account, as the resampling uses one dimensional projections of the
distributions. Only correlations resulting from the kinematic variables are mapped. An addi-
tional input flag –correlation can be activated to ensure, that additional correlations between the
PID variables are taken into account using a multidimensional approach. Possible issues related
to this approach are discussed in section 5.4.1.4. Additional input options are explained in more
detail in section A.3.
Table 5.3: required input parameter of the resampling of the PID variables MakePIDCorrection.py. The
input variables partName and particles use the naming scheme for the particles of the simulated
file.
required input description
mcFile (”MC_file.root”) Defines the path to the simulated file to correct
mcFilePathToTree (”tuple/DecayTree”) Sets the internal path to the TTree of the MC_file
partName (”[K:lab1/K,Pi:lab2/Pi]”) Connects the particle type (K) to correct and the
folder (lab1/K) in the library file
particles (”[K,Pi]”) Defines the particle to correct
pidVars (”[PIDp,PIDK]”) Defines the PID variables to correct
pidLibrary (”output.root”) Defines the path to the library file with the extracted
PID distributions
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Listing 5.2 shows an example command for the resampling of the PID variables, where lab1 and
lab2 are the different name of the cut conditions used in the extraction.
Listing 5.2: Example code
python   i MakePIDCorrect ion . py ” MC_f i l e . r o o t ” ” t u p l e / DecayTree ” ” [K : l a b 1 /K , P i : l a b 2 / P i ] ”
” [K , P i ] ” ” [ PIDK , PIDp ] ” ou tpu t . r o o t
5.3.2 Calibration Datasets
The number of PID calibration datasets was growing over the years, today 26 stripping lines are
used to produce them. The involved decay modes have to be as pure as possible without the use
of PID information from the RICH, calorimeter and muon systems. Ideally the decay modes are
chosen such, that the total physics phase space in LHCb is covered. In LHCb calibration datasets
exist for the five most common charged, long-lived particle species: kaons, pions, protons, elec-
trons and muons.
Table 5.4: Overview of the decay modes, which are used to select calibration samples. Hard (soft) refers
to calibration tracks with high (low) p and pT [125].
Species Soft Hard
e - J=ψ! e+e  a
μ D+s ! (Φ! μ+μ )π+ b J=ψ! μ+μ  a
π K0S ! π+π  c D! D0π+, D0! K π+ c
K D+s ! (Φ! K+K )π+ b D! D0π+, D0! K π+ c
p ! pπ  c ! pπ  c
+c ! pK π+ d
aA tag-and-probe method was used to extract a PID free dataset.
bNo PID requirements are needed, after 2015 the selection is performed with tag-and-probe[125]
cNo PID requirements are needed.
dPID requirements are applied only on kaon and pion.
Table 5.4 gives an overview of the used decay modes. Certain decays are selected without PID
requirements at all, and others like J=ψ ! μ+μ  decays use a tag-and-probe method (see sec-
tion 4.4.1) with PID requirements on the tag particle but not on the probe particle. The sP lot[126]
technique is used to remove remaining combinatorial background contribution in each decay
mode.
The final calibration datasets are available for both magnet polarities, MagUp and MagDown,
and for several versions of stripping configurations. The magnet polarity is important, because
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(b) Pion sample
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(d) Electron sample
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(e) Proton sample (only ! pπ )
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(f) Proton sample (only +c ! pK π+)
Figure 5.11: The figures show the distribution of the calibration data in track η and p for the stripping
version 20 and magnet polarity up, only the electron sample is of stripping version 21 as the
samples in version 20 is rather small.
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the different detector regions must not give the same PID response for the same particle species,
p, η and multiplicity.
Figure 5.11 shows the distribution of the calibration data in track η and p for all five species in Run
I. The region at low momentum and large pseudo-rapidity in the kaon, pion, muon and electron
sample is originated in the acceptance of the LHCb detector. This affects the most the muon and
then the electron samples, as they are mostly identified in the muon stations and calorimeter
system, respectively. The white regions at high momentum for the electron and proton samples
are due to the kinematic and selection of the corresponding decay channel. The two proton decay
channels are separated out of an historical reason. The decay channel! pπ  was first included
as calibration dataset. But as it can be seen in fig. 5.11e, the sample does not cover the region with
low pseudo-rapidity and high momentum. Hence, another proton calibration sample had to be
chosen and the choice was +c ! pK π+, which does cover the before missed region.
5.4 Validation of the Resampling Technique
The resampling technique was developed and tested on B0! J=ψK0 (J=ψ ! μ+μ  and K0!
K+μ ) decay sample with an integrated luminosity of 0.37fb 1 at centre of mass energy of 7 TeV.
The selection follows the B0! K0μ+μ  (K0! K+μ ) analysis in [127]. An event candidate
has first to pass a hardware trigger, which selects muons with a transverse momentum, pT >
1:48GeV=c. In the software trigger at least one of the final state particles is required to have both
pT > 0:8GeV=c and impact parameter (IP) > 100 m with respect to all of the primary proton-
proton interaction vertices in the event. The definition of the IP is explained in fig. 3.12.
Afterwards the following selection requirements are applied to further reduce the combinatorial
background. Both muons need to have sufficient hits in the muon system to be consistent with a
muon, IsMuon and aDLLμπ >  3. All the final state particles have to lie in the LHCb acceptance,
2 < η < 5, have p between 2 and 100 GeV=c and an IP χ2 distance greater than 4. The invariant
mass of bothmuons combined has to be located in themass range of 3060 < mμμ < 3140MeV=c2.
Furthermore, the vertex fit χ2 of the J=ψ candidate has to be smaller than 15. Candidate needs to
have an K+ μ  invariant mass in the range 792 < mK+μ  < 992MeV=c2. And the invariant
mass of the reconstructed B0 candidate out of K+ μ  μ+ μ  has to be in the range 5150 < mB0 <
5600MeV=c2. In addition, the vertex of the B0 candidate has to be significantly displaced form
the proton-proton interaction vertex, requiring the flight distance (FD) χ2 to be bigger than 16.
Finally, the angle between the flight direction of the B0 candidate and its momentum vector has
to be small, requiring the cosine of the angle, DIRA > 0:99995. Requirements on the PID are
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made to reduce the part of the mis-identification of kaon and pion, the kaon has DLLKπ >  5,
the pion has DLLKπ < 25 and (Kaon DLLKπ - pion DLLKπ)> 10. The selection requirements are
summarised in table 5.5. The remaining combinatorial background in the data sample is esti-
Table 5.5: Selection requirements for the B0! J=ψK0 sample.
Particle Selection
B0 5150 < mB0 < 5400MeV=c2
B0 FD χ2 > 16
B0 DIRA > 0:99995
K0 792 < mK0 < 992MeV=c2
J=ψ 3060 < mμμ < 3140MeV=c2
J=ψ Vertex χ2 < 15
track IP χ2 > 4
track 2 < η < 5
track 2 < p < 100GeV=c
μ isMuon True
μ DLLμπ >  3
K+ DLLKπ >  5
π+ DLLKπ < 25
K+ and π+ (K+ DLLKπ - π+ DLLKπ)> 10
mated by applying the sP lot[126] technique, whereas, in the simulation sample the B0 candidate
has to be a true B0.
5.4.1 Discussion
Figures (5.12-5.17) show the comparison of the simulated and measured data samples with and
without resampling for the PID variables of kaon, pion and muon of the B0! J=ψK0 decay. For
the resampling the true identity of the particle is used and the track multiplicity was resampled
according to the distribution in data before it was used in the PID resampling1. The special corre-
lation flag for the multidimensional approach was enabled. In general, the difference of the PID
variables in data and simulation is significantly smaller after the resampling, especially for the
DLL variables. In the following the PID variables are discussed in detail.
1The re-weighting of the simulation to match the distribution in data was no option, as the track mul-
tiplicity was needed as value for each event.
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5.4.1.1 Kaons
The distributions of the PID variables of kaons are shown in fig. 5.12 and fig. 5.13. The left col-
umn shows the comparison of simulation and data without resampling, whereas the right column
shows the comparison with resampling. The kaon DLLK is positive as expected (see fig. 5.12b).
But it has a small discrepancy around zero between data and resampled simulation, which will be
discussed later in section 5.4.1.4. The DLLmu is mostly negative as expected (see fig. 5.12d). The
kaon DLLp distribution is peaking at positive values but the larger tail is as expected on the left
hand side. The kaon ProbNNk in fig. 5.13b is kaon-like peaking at one. There is as in the DLLK
a small discrepancy between data and resampled simulation at zero. The other two, ProbNNmu
and ProbNNp are as expected peaking at zero (see fig. 5.13d and fig. 5.13f).
5.4.1.2 Muons
Thedistributions of the PID variables ofmuons are shown in fig. 5.14 and fig. 5.15. The resampled
simulation sample compared to the data is shown on the right column, whereas the not resampled
simulation is shown on the left column. All the distributions look as expected, the DLLK and the
DLLp aremainly negative and theDLLmupositive. TheProbNNmu is peaking at one as expected,
whereas the ProbNNk and ProbNNp distribution are peaking at zero.
5.4.1.3 Pions
The distributions of the PID variables of pions are shown in fig. 5.16 and fig. 5.17. The DLLk dis-
tribution of the pion is negative as expected. There are some small differences between resampled
simulation and data at positive values (see fig. 5.16b). TheDLLmu distribution is mainly negative
as expected (see fig. 5.16d), the slight shift between resampled simulation and data has the same
origin as the difference in DLLK. The distribution of the DLLp for pions is as expected around
zero. The larger discrepancy between resampled simulation and data at positive values has the
same origin as the differences in the other two distributions and it is discussed in section 5.4.1.4.
All of the ProbNNs are peaking at zero as expected. The differences between simulation and data
seen in the DLL distributions are visible as well in the ProbNN distributions.
5.4.1.4 Discrepancies
There are two main issues, which result in remaining discrepancies. At first, the cut, (KDLLKπ  
πDLLKπ) > 10, in the selection is used to reduce the kaon-pion mis-identification. Still there
is some remaining kaon-pion swap visible. In the ProbNNk (fig. 5.13b) and DLLK (fig. 5.12b)
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variable of the kaon, it is visible that in the simulation there are more pions identified as kaons
than in data. In case of the pion it is visible thatmore kaon like particles are reconstructed as pions
in data than in simulation. This can be seen in the ProbNNk (fig. 5.17b) and DLLK (fig. 5.16b)
variable of the pion. In both distributions, the amount of candidates at higher values is larger for
data than simulation. Furthermore, the distribution of theDLLmu (fig. 5.16d) variable of the pion
is shifted to the right, as can be expected for kaons which have a slightly larger DLLmu. A similar
shift is visible in the DLLp (fig. 5.16f) and ProbNNp (fig. 5.17f) of the pion, the discrepancies
at higher values in both PID variables are introduced by the misidentified kaon like particles, as
they have a larger probability to higher PIDp and ProbNNp values than pions. These observations
lead to the conclusion, that the kaon-pion swap is not modelled in simulation accurately enough.
Secondly, in the ProbNNmu (fig. 5.15d) variable of themuon a small discrepancy is visible at zero.
This is introduced by statistical effects coming from the finite number of events in the calibration
data, as it is not visible if the resampling is performed without the correlation flag applied (see
fig. A.5d).
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Figure 5.12: Comparison of the DLL distribution for kaons of the B0 ! J=ψK0 decay. The left (right)
column shows the simulation without (with) resampling in comparison to data.
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Figure 5.13: Comparison of the ProbNN distribution for kaons of the B0! J=ψK0 decay. The left (right)
column shows the simulation without (with) resampling in comparison to data.
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Figure 5.14: Comparison of the DLL distribution for muons of the B0 ! J=ψK0 decay. The left (right)
column shows the simulation without (with) resampling in comparison to data.
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Figure 5.15: Comparison of the ProbNN distribution for muons of the B0! J=ψK0 decay. The left (right)
column shows the simulation without (with) resampling in comparison to data.
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Figure 5.16: Comparison of the DLL distribution for pions of the B0 ! J=ψK0 decay. The left (right)
column shows the simulation without (with) resampling in comparison to data.
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Figure 5.17: Comparison of the ProbNN distribution for pions of the B0! J=ψK0 decay. The left (right)
column shows the simulation without (with) resampling in comparison to data.
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Science, my lad, is made up of mistakes, but they are
mistakes which it is useful to make, because they lead
little by little to the truth.
Jules Verne
6
Soft Particle Produced in Hard Event
Inelastic proton-proton (pp) interactions are usually described by phenomenological models of
quantum chromodynamics (QCD), as processes cannot be completely determined via perturba-
tive QCD due to divergences (see chapter 2). In this chapter, an overview of soft QCD phenom-
enas measured at the LHCb experiment is given. This is followed by a detailed description of the
performed measurement of ZV0, where V0 are either K0S or /. The measurement was done by
myself.
6.1 Earlier Measurements
The final state of an inelastic pp collision at LHC can be described in QCD by contributions from
hard and soft scattering processes between the constituents of the hadrons. Soft scattering pro-
cesses include initial- and final-state radiation and the fragmentation of the initially coloured
partonic final state into colour-neutral hadrons. The soft components are also called the underly-
ing event (UE). The theoretical description of the soft component is based on phenomenological
models, where the parameters need to be extracted from data. Hard scattering processes are well
described in theory by perturbative QCD.
107
CHAPTER 6. SOFT PARTICLE PRODUCED IN HARD EVENT
6.1.1 Energy Flow
One of the main sources of the UE are multi-parton interactions (MPI). These occur mainly in
regions where the partons carry a very low partonmomentum fraction, where the parton density
is the largest. Hence the probability for more than one interaction to happen increases. The
contribution of MPI to a collision event at LHC becomes increasingly important with higher
LHC collision energies, because the interactions between very soft partons are energetic enough
to contribute to the final state particle production. MPI phenomena can be tested for example by
measuring the amount of energy produced in inelastic proton-proton interactions at large values
of pseudo-rapidity, η. This is called energy flow, and it is expected to be directly sensitive to
multi-parton interaction models [128].
Themeasurement of the energy flow in pp collisions was performed atps =7TeV by determining
the energy1 of charged particles within 1:9 < η < 4:9 recorded at the LHCb experiment. The
events are classified as minimum-bias, hard scattering, diffractive enriched and non-diffractive
enriched events in order to probe various aspects of multi-particle production in high-energy
hadron-hadron collisions. Events with at least one track originating from the luminous region
are called minimum-bias events. Events with two or more reconstructed primary vertices are
rejected to suppress pile-up contamination. Minimum-bias events are further classified as: hard
scattering events, where at least one track has pT > 3GeV=c and 1:9 < η < 4:9; diffractive
enriched events, where no track is reconstructed with  3:5 < η <  1:5; and non-diffractive
enriched events, where at least one track is reconstructed with  3:5 < η <  1:5. The last two
event classes are motivated by the fact that a sizeable rapidity gap is an experimental signature for
diffractive processes [130]. The charged energy flow EF(η) = 1=NintdE=dη for the four different
event classes is shown in fig. 6.1 superimposed with different Pythia versions and tunes: LHCb
tune [131] of Pythia 6.4 [132], Perugia 0 and Perugia NOCR [133] tunes of Pythia 6.4, and
Pythia 8.130 [33]. The LHCb tune uses the CTEQ6L parton density functions (PDFs) [134],
while both Perugia tunes and Pythia 8.130 use the CTEQ5L PDFs [135]. In fig. 6.2, the four
different event classes are shown superimposed with four cosmic-ray interaction models: EPOS
1.99 [136], QGSJET01, QGSJETII-03 [137] and SIBYLL 2.1 [138], which are used in extensive air
shower simulations and are not tuned to LHC data.
The uncertainties are dominated by systematic effects like model dependence for correcting de-
1The energy ismeasured using the reconstructedmomentum of long tracks. In average themomentum
of long tracks in minimum-bias data is about 7 GeV=c and the masses of long-lived charged particles (with
γβcτ > 8 m) are below 1GeV=c2, therefore one can safely assume that the momentum of these tracks is
equivalent to the energy of the corresponding charged particles [129].
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tector effects and uncertainties on track finding efficiency. Those effects are decreasing towards
larger η, where differences between models are largest. None of the event generators used in the
analysis is able to described the energy flow for all event classes. Especially in hard scattering
events, no model is able to describe the data [129].
6.1.2 Particle Production Ratios
Measurements of particle production ratios in pp-collisions yield information about the hadro-
nisation process. By using the excellent particle identification capabilities of the LHCb detector,
the measurement of the production ratios K+/K , π+/π , p/p, K++K π++π  ,
p+p
π++π  , / and /K
0
S
have been performed at centre-of-mass energies ofps =0.9 TeV andps =7TeV.
Figure 6.3 shows the results for the strangeness suppression and the baryon suppression in the
fragmentation process as measured by K++K π++π  and
p+p
π++π  respectively. Both measured ratios
are compared to Pythia 6 generator tunes: LHCb MC, Perugia 0 and Perugia NOCR as func-
tion of pT and η at 0.9 TeV and 7TeV (only the latter is shown in the figure). There is only a
weak dependence on η, whereas the ratios rise significantly with pT, as the mass differences are
less important at larger momenta. There are two interesting facts: first, only the LHCb tune
of Pythia reproduces the measurements of the baryon and strangeness suppression, the other
tunes underestimate the ratio. The difference increases with increasing pT. Second, the baryon
and strangeness suppression are similar in size. The other results on K+/K , π+/π  and p/p are
presented in ref. [139].
Figure 6.4 shows the results of the baryon to meson ratio /K0S and /, which is sensitive to the
transfer of baryon number from the beamparticles to the final state, because the valence quarks of
the are also present in the colliding protons, but there is no overlap between the proton and the
. Both measured ratios are compared to the same Pythia 6 generator tunes as the strangeness
and baryon suppressionmeasurements. None of the tunes are describing the data. Further details
on the measurement are in ref. [140].
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Figure 1: Charged energy flow as a function of ⌘ for all event classes as indicated in the figures.
The corrected measurements are given by points with error bars, while the predictions by the
Pythia tunes are shown as histograms. The error bars represent the systematic uncertainties,
which are highly correlated between the bins. The statistical uncertainties are negligible. The
ratios of MC predictions to data are shown in addition.
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Figure 6.1: Charged energy flow as a function of η for all event classes as indicated in the figures. The cor-
rected measu ements are given by points with error bars, while the predictions by the Pythia
tunes are shown as histograms. The error bars represent the systematic uncerta nt es, which
are highly correlated between the bins. The statistical uncertainties are negligible. The ratios
of the MC predictions to data are shown in addition [129].
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Figure 2: Charged energy flow as a function of ⌘ for all event classes as indicated in the figures.
The corrected measurements are given by points with error bars, while the predictions by the
cosmic-ray interaction models are shown as histograms. The error bars represent the systematic
uncertainties, which are highly correlated between the bins. The statistical uncertainties are
negligible. The ratios of MC predictions to data are shown in addition.
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Figure 6.2: Charged energy flow as a function of η for all event classes as indicated in the figures. The cor-
rected m asurements are given by points with error bars, while the predictions by the cosmic-
ray interaction models are shown as histograms. The error bars represent the systematic un-
certainties, which are highly correlated between the bins. The statistical uncertainties are neg-
ligible. The ratios of the MC predictions to data are shown in addition [129].
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Figure 6.3: Results are shown for the K++K π++π  on the left and
p+p
π++π  on the right. Both are taken atps = 7TeV and shown with the three Pythia event generator configuration overlaid [139].
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(a) (b)
(c) (d)
Figure 6.4: The ratios / and /K0S at
ps =7TeV are compared with the predictions of the LHCbMC,
Perugia 0 and PerugiaNOCR as a function of a & c rapidity and b & d transverse momen-
tum. Vertical lines show the combined statistical and systematic uncertainties and the short
horizontal bars (where visible) show the statistical component [140].
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6.2 Conclusion from Earlier Measurements
The energy-flow and particle production ratio measurements show that the models cannot de-
scribe all aspects of the measurement and hence the model parameters are not properly tuned.
Therefore, further measurements are helpful to allow proper tuning. If both conclusions from
the energy-flow and particle production ratio measurements are combined, a possible interesting
measurement would be the measurement of K0S ,  and  particles in a hard scattering event. Es-
pecially interesting would be the ratio between the number of ZV0 events and the total number
of hard scattering events as a function of the transverse momentum of the V0, as from the pro-
duction ratio measurement results (see fig. 6.4d) follows that the V0 production as function of pT
would have the largest difference in terms of the different model tunes. The ratio measurement
as function of the opening angle between the V0 and the hard scattering particle momenta holds
additional information about the hadronisation in the UE.
6.3 ZV0 Decay Topology
z
y
𝜇"
𝜇#
𝜋"
𝜋#𝐾&'Z
Figure 6.5: Thefigure shows a sketch of an interaction with a ZK0S event. The flight distance (FD) of theK0S
is indicated. The grey tracks are particles produced in additional pp interactions, black tracks
are particles produced in the same pp interaction.
In this analysis, the decay Z ! μ+μ  is used as hard scattering process. Hence, the decay of
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interest consists of a Z boson decaying into two muons and a V0 from the same interaction. The
V0 is either a K0S meson decaying into two pions or a  boson decaying into a proton and a pion,
where no difference is made between  and . Figure 6.5 shows a sketch of the decay topology.
The Z has a short lifetime and decays immediately at the primary interaction point. Therefore, it
defines the primary vertex (PV). The long living particles K0S and  are flying a certain distance,
called flight distance (FD), from the PV before they decay. In addition to the interaction at the PV,
other pp interactions may happen at the same time and produce final state particles originating
from other primary vertices. Those secondary pp interactions can also contain V0s. If their flight
path is close enough, they can fake a ZV0 event. Furthermore, in one primary interaction, not
only aZ is produced andnot only in combinationwith aV0. Many other intermediate particles are
produced as well, which can fake a V0 or Z through misidentification or by random combination
of one or two final state particles.
The additional background processes can be separated into several categories:
• pile-up processes, where the V0 is produced in another pp interaction and the flight path
is close to the Z interaction vertex.
• peaking backgrounds, a resonant decay where one or more final state particles are mis-
identified and therefore imitates a V0 or a Z decay.
• heavy flavour background, hadrons containing heavy quarks decaying semi-leptonically
and faking a prompt Z decay.
• combinatorial background, where two final state particles are randomly combined to the
mother particle in question.
Figure 6.6 shows a sketch of the angles used in this analysis. The angle φ is the azimuthal angle,
whereas the angle θ is the polar angle. Both are defined as the angle between the x or z axis in the
xy or yz plane, respectively. Instead of the polar angle, the pseudo-rapidity η =   ln(tan(θ=2))
is used in the analysis, as it is easier to compare with other experiments. The opening angle R
between the Z and the V0 is defined as R =
p
Δφ2 + Δη2, where Δφ = φZ   φK0S and Δη =
ηZ   ηK0S .
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Figure 6.6: Figure a) shows the definition of the azimuthal angle φ, b) the definition of the polar angle θ
and c) the definition of the opening angle R between Z and V0.
6.4 Event Selection Strategy
A Z +V0 event consists of two two-body decays. Measurements of such decays are generally
performed in several steps. At first a pre-selection is applied individually to Z and V0 final state
particles to reject events with different decay signatures. Here, Z! μ+μ  candidates are selected
according to ref. [141] and a loose selection is applied for V0. Only long tracks are considered
for the final state particle candidates of V0, as the good vertex resolution of long tracks is needed
for the pile-up separation. One of the muons from Z! μ+μ  is used to trigger the event. At the
end of the pre-selection a vertex fit for the combination of both composite particle candidates is
performed.
While theZ candidates are very pure, the pre-selected samples still contain background for theV0
candidates. The combinatorial background from random combinations of two tracks is reduced
to a manageable level by applying a gradient Boosted Decision Tree (gBDT). A sideband sub-
traction in the invariant mass of the V0 removes then the remaining combinatorial background
under the signal peak. The peaking backgrounds from real resonances are removed by rejection
cuts. Signal candidates and the last remaining background, pile-up, are separated by a cut on the
vertex fit quality the ZV0 combination The details of the selection will be discussed in the next
sections.
6.5 Data Samples
The data was collected in pp collisions at a centre of mass energy of 8 TeV in 2012 by the LHCb
detector. The sample corresponds to a total integrated luminosity of 2fb 1. Collisions were
recorded for both magnet polarities at equal fraction. For testing the event selection a Monte
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Carlo (MC) simulation sample with one million generated Z! μ+μ  events at 8 TeV centre of
mass energy with both magnet polarities was used. The simulated pp collisions are generated
using Pythia 6 [132] with a specific LHCb configuration [131]. Decays of hadronic particles
are described by EvtGen [142] in which final-state radiation is generated using photos [143].
The interaction of the generated particles with the detector, and its response, are implemented
using the Geant4 toolkit [144, 145] as described in Ref. [146]. The same detector reconstruction
software is applied as on the collision data set. For both simulated and measured data the same
triggers as well the same centralised selection (stripping) were applied. The trigger configuration
and the stripping selection are described in the following.
6.5.1 Trigger
An event candidate is triggered by requiring in a first step (LO), that at least one muon has a
pT higher than 1.5 GeV=c and that there are less than 600 hits in the scintillating pad detector
(SPD).This latter cut, called global event cut (GEC), is applied to reject high particle multiplicity
events, which would dominate the processing time in the further reconstruction. In a second
step (HLT1), one reconstructed muon must have a pT larger than 4.8GeV=c and a momentum p
larger than 8GeV=c. Furthermore, the χ2 of the track fit per degree of freedom has to be smaller
than four. In the last step of the trigger (HLT2), it is required that at least one muon has a pT large
than 10 GeV=c. All three steps combined are called high-pT single muon trigger line. Table 6.1
summarises the required cuts of the trigger line.
Table 6.1: Trigger requirements for the high-pT single muon trigger line. They are split according to the
trigger levels in LHCb.
Trigger level Condition
L0 one muon p > 1.5GeV=c
SPD hits < 600
HLT1 one muon p > 8GeV=c
pT > 4.8 GeV=c
track χ2/ndf < 4
HLT2 one muon pT > 10GeV=c
An additional trigger line, the dimuon trigger, is used for the efficiency study of the 600 SPD hit
threshold of the high-pT singlemuon trigger line. In the first step, an event with twomuons needs
to have less than 900 hits in the SPD and the product of the pT of the two muon is required to
satisfy a minimum pT2 > (1:3GeV=c)2. In the second step, the events must contain two muons
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with pT larger than 0.5GeV=c, p larger than 6 GeV=c and χ2 of the track fit per degree of freedom
smaller than four. In addition, the event is required to have a dimuon invariant mass Mμμ >
2:7GeV=c2. In the third step, the events need to have a χ2 of the vertex fit of the two muons
divided by the degree of freedom of less than 25 and a dimuon invariant massMμμ > 40GeV=c2.
Table 6.2 summarises the required cuts of the dimuon trigger line.
Table 6.2: Trigger requirements for the dimuon trigger line. They are split according to the trigger levels
in LHCb.
Trigger level Condition
L0 pT2 > (1:3GeV=c)2
SPD hits < 900
HLT1 p > 6GeV=c
pT > 0.5 GeV=c
track χ2/ndf < 4
Mμμ > 2:7GeV=c2
HLT2 vertex χ2/ndf < 25
Mμμ > 40GeV=c2
6.5.2 Stripping
The concept of stripping lines and particle containers is particular to LHCb. They are nothing else
than generalised or most commonly used selection requirements (more information are given
in 3.2.4). In this analysis the stripping line for the inclusive Z! μ+μ  analysis [141] is used
(WMuLine). This line requires one muon with pT > 15GeV=c2 from the StdAllLooseMuons
particle container. There exists no stripping line with the appropriate cuts for the V0’s, therefore
the final state particle candidates are taken directly from the containers, StdAllNoPIDsPions and
StdAllNoPIDsProtons.
The StdAllLooseMuons particle container requires a charged particle candidate with the particle
identification (PID) consistent with the muon hypothesis. This hypothesis is used to calculate
the particle properties. Both containers, StdAllNoPIDsPions and StdAllNoPIDsProtons have no
requirement on the particle identification (PID). Particles in these containers have to be charged
long tracks where the properties are calculated with the corresponding mass hypotheses.
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6.6 Z Selection
TheZ selection follows reference [141]. Event candidates consist of two oppositely charged tracks,
which are well reconstructed and identified as muons. The combined dimuon mass,Mμμ has to
be in the range of 60 < Mμμ < 120GeV=c2. Furthermore each muon track must have a trans-
verse momentum pT > 20GeV=c and lie in the pseudo-rapidity range 2 < η < 4:5, which is
motivated by the detector acceptance and the kinematic cut-off. The probability χ2 of the track fit
(Prob ( χ2trk , ndf )) must be larger than 0.1% and the relative uncertainty on the momentummea-
surement has to be less than 10%. In addition, at least one muon has to satisfy the requirements
of the high-pT single muon trigger line. Table 6.3 summarises the selection cuts.
Table 6.3: Summary of the selection cuts of Z! μ+μ  taken from [141].
Variable Value
Muons
pT [ GeV=c ] > 20
η [2.0,4.5]
Prob(χ2trk, ndf) >0.001
σp=p <0.1
Z candidate
Mμμ [ GeV=c2 ] [60,120]
Trigger for one muon
high-pT single muon trigger line
Figure 6.7 shows the invariant mass distribution of the selected Z candidates. From the studies
in reference [141] it is known that the purity, defined as the ratio of signal to total candidate
events, is almost 100%. Backgrounds from misidentified muons or from the decay of hadrons
containing heavy quarks contribute less than 0.3%. Therefore, background contributions to the Z
are neglected in the further analysis. The tail on the left of the Z peak consist of two contributions.
One part is the radiative tail of Z events, due to photon radiation of the muons. The second part
is coming from the Drell-Yan γ production and γZ interference. In the following, Z always
includes γ and γZ. In total 144293 Z! μ+μ  candidates are selected in data.
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Figure 6.7: The invariant massmμμ is shown. The left tail consist of a radiative tail from themass peak, due
to photon radiation of themuons and contribution from theDrell-Yan γ and γZ interference.
6.7 ZV0 Selection
6.7.1 Loose Selection of ZV0
Final state candidates of V0 have, in contrast to the corresponding particle candidates in the Z
selection, not passed through a stripping line. Accordingly a loose selection is applied to reduce
the number of falsely identified V0 candidates for the further analysis.
In general a V0 particle decays in two daughter particles, the final state particles which are mea-
sured by the detector. At first, these final state particles have to lie in the geometrical acceptance of
the experiment. This implies, in case of LHCb, the pseudo-rapidity has to satisfy 2:0 < η < 4:5.
Further, each final state particle needs to have a p > 2GeV=c and a track fit χ2 divided by the
number of degrees of freedom, χ2/ndf < 5. The invariant mass of the combination of both final
state particles has to satisfy the following conditions. In case of K0S the invariant mass of the two
pions has to lie in a 100 MeV=c2 range around the known mass of K0S [16]. For  the invariant
mass of the combination of proton and pion has to lie in a 35 MeV=c2 range to the known mass
of  [16]. In addition, it is required that the two particles come from a common vertex. The
vertex fit of both final state particles, representing the decay vertex of the mother particle V0, has
to fulfil the requirement, vertex fit χ2=ndf < 9. Table 6.4 shows the properties of K0S and  and
table 6.5 summarises the loose selection requirements. Figure 6.8 shows the invariant mass of
the di-pion system for K0S in data with 4`163`852 candidates and the invariant mass of the proton,
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pion system for  in data with 988`573 candidates after the loose selection. Both are dominated
by combinatorial background.
Table 6.4: Properties of K0S and  taken from the PDF[16], where the decay width is calculated from the
lifetime.
K0S 
mass (497:614 0:024)MeV=c2 (1115:683 0:006)MeV=c2
lifetime τ (0:8954 0:0004)  10 10s (2:632 0:020)  10 10s
decay width  7  10 6 eV  2:5  10 6 eV
LHCb resolution σ 3MeV=c2 1MeV=c2
Table 6.5: Summary of the selection cuts of ZV0.
Variable Value
Final state particles
p [ GeV=c ] > 2
η [2.0,4.5]
track fit χ2/ndf <5
V0 candidate
jMππ   PDGK0S j [MeV=c2 ] <100jMpπ   PDGj [MeV=c2 ] <35
vertex fit χ2/ndf <9
Further, a vertex fit is run to combine Z and V0. It is called DecayTreeFitter, a detailed descrip-
tion is given in [147]. Standard least-square vertex fits use an iterative approach, they start by
fitting the vertices most downstream in the decay and build up the tree by propagating infor-
mation upstream. The DecayTreeFitter algorithm instead parametrises the decay chain in terms
of vertex positions, decay lengths and momentum parameters. Afterwards, the algorithm per-
forms a simultaneously fit to these parameters, taking into account relevant constrains, such as
the measured parameters of the final state tracks and 4-momentum conservation at each vertex.
Furthermore, it is possible to constrain the mass of composite particles in the decay tree to their
known particle mass, or constraining the head of the decay tree to the known interaction point.
In case of neutral daughter particles the DecayTreeFitter leads to a more accurate fit than the
standard least-square vertex fit.
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Figure 6.8: In the left (right) figure the invariant massmππ (mpπ ) of the K0S () candidates is shown after
the loose selection.
6.7.2 Combinatorial Background
After the loose selection a large fraction of the remaining candidates are random combinations
of two pions to a K0S or a proton and a pion to a  called combinatorial background. Instead of
applying individual cuts forV0 and the ZV0 combination, the usage of the combined information
from all observables results in amore powerful separation of signal candidates and combinatorial
background. This type of analysis is called, Multi Variate Analysis (MVA). In general, MVAs are
categorised in classification, regression and clustering algorithms. The separation of two sam-
ples, is an optimal job for classification algorithms (classifier). An introduction for the other two
algorithms is given in ref. [148].
A simple type of a MVA classifier (a Fisher discriminant) was used in LHCb for the analysis of
the prompt production of K0S in ref. [149]. This classifier is a linear combination of variables and
is optimised to separate signal and background as far as possible from each other in the variables
phase space. More information about the Fisher discriminant is given in ref. [150].
For this analysis a Boosted Decision Tree (BDT) is used. In the following, the terms decision tree
and boosting are introduced.
6.7.2.1 Decision Tree
Decision trees are nowadays commonly used, most of the time the user does not even know he
is using one. This trees are a graphical representation of a classification problem. One tree starts
with a single decision on a certain condition and branches off into a number of solutions, like a real
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tree. The building of a decision tree is called training. For this step a sample of simulated events,
containing background and signal, is split into a training and a testing data set. It is necessary to
split the data sample, as a model optimised for a specific data can get a perfect separation on the
same data and could fail completely to separate other data. Therefore a separate testing data set
is needed for measuring the performance. The true category, signal or background, is known for
each event in both data sets.
The first step in the training consist of finding the variable, which results in the best separation of
the training data set in the signal and the background category. Then the first ”node” is built and
the two data sets, separated by the variable with the best separation power, are called ”branches”.
The branch with the best increase in the quality of separation is picked to split further into signal
and background enhanced branches. The criterion for the decision which branch is of higher
quality for the separation, is part of the algorithm used to build the decision tree. Despite some
small differences between different algorithms, the quality criterion dependsmostly on the purity
of the branch. Final branches with no further splitting are called ”leaves”. The splitting stops, if
either the quality of separation is not increasing or the maximum number of leafs is reached. In
the end, if a leaf has a signal purity higher than 50%, it is called signal otherwise background
leaf. Events are sorted as signal, if they are classified in a signal leaf and background, if they are
classified in a background leaf. The resulting tree is called a decision tree.
Figure 6.9 shows a schematic of a decision tree. Three variables are used for the separation of
signal and background: the event hitmultiplicity and the energy and reconstructed radial position
of a reconstructed object. Further information is given in ref. [151].
6.7.2.2 Boosting
Decision trees are extremely powerful but unstable as well. They are heavily depending on the
training sample. Boosting algorithms were invented to create out of weak learners2 a strong
learner [152]. For the following discussion decision trees are taken as an example for a weak
learners.
In general terms, a boosting algorithm starts with an unweighted event data set which is used
to build a tree, as described in the last paragraph. The resulting classification is examined for
misclassified events. Events are misclassified, if a signal event ends up in a background leaf or
the other way around. Those events get a higher weight than the correct ones. This weighting
procedure is called boosting, the calculation of the individual weights depends on the boosting
2learning algorithms which are performing just slightly better than random guessing [152].
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2
til a given number of final branches, called leaves, are
obtained, or until each leaf is pure signal or pure back-
ground, or has too few events to continue. This descrip-
tion is a little oversimplified. In fact at each stage one
picks as the next branch to split, the branch which will
give the best increase in the quality of the separation. A
schematic of a decision tree is shown in Fig.1, in which
3 variables are used for signal/background separation:
event hit multiplicity, energy, and reconstructed radial
position.
What criterion is used to define the quality of separa-
tion between signal and background in the split? Imagine
the events are weighted with each event having weight
Wi. Define the purity of the sample in a branch by
P =
∑
sWs∑
sWs +
∑
bWb
,
where
∑
s is the sum over signal events and
∑
b is the
sum over background events. Note that P (1 − P ) is 0
if the sample is pure signal or pure background. For a
given branch let
Gini = (
n∑
i=1
Wi)P (1 − P ),
where n is the number of events on that branch. The
criterion chosen is to minimize
Ginileft son +Giniright son.
To determine the increase in quality when a node is
split into two branches, one maximizes
Criterion = Ginifather −Ginileft son −Giniright son.
At the end, if a leaf has purity greater than 1/2 (or
whatever is set), then it is called a signal leaf and if the
purity is less than 1/2, it is a background leaf. Events
are classified signal if they land on a signal leaf and back-
ground if they land on a background leaf. The resulting
tree is a decision tree.
Decision trees have been available for some time[5].
They are known to be powerful but unstable, i.e., a small
change in the training sample can give a large change in
the tree and the results.
There are three major measures of node impurity used
in practice: misclassification error, the gini index and
the cross-entropy. If we define p as the proportion of
the signal in a node, then the three measures are: 1 -
max(p, 1-p) for the misclassification error, 2p(1-p) for
the gini index and -plog(p) - (1-p)log(1-p) for the cross-
entropy. The three measures are similar, but the gini
index and the cross-entropy are diﬀerentiable, and hence
more amenable to numerical optimization. In addition,
the gini index and the cross-entropy are more sensitive
to change in the node probabilities than the misclassifi-
cation error. The gini index and the cross-entropy are
similar.
S/B
52/48
B
4/37
S/B
48/11
S/B
9/10
S
39/1
S
7/1
B
2/9
PMT Hits?< 100 ≥ 100
Energy?< 0.2 GeV ≥ 0.2 GeV
Radius?< 500 cm ≥ 500 cm
FIG. 1: Schematic of a decision tree. S for signal, B for back-
ground. Terminal nodes(called leaves) are shown in boxes.
If signal events are dominant in one leave, then this leave is
signal leave; otherwise, background leave.
B. Boosting
Within the last few years a great improvement has
been made[6, 7, 8]. Start with unweighted events and
build a tree as above. If a training event is misclassified,
i.e, a signal event lands on a background leaf or a back-
ground event lands on a signal leaf, then the weight of
that event is increased (boosted).
A second tree is built using the new weights, no longer
equal. Again misclassified events have their weights
boosted and the procedure is repeated. Typically, one
may build 1000 or 2000 trees this way.
A score is now assigned to an event as follows. The
event is followed through each tree in turn. If it lands
on a signal leaf it is given a score of 1 and if it lands on
a background leaf it is given a score of -1. The renor-
malized sum of all the scores, possibly weighted, is the
final score of the event. High scores mean the event is
most likely signal and low scores that it is most likely
background. By choosing a particular value of the score
on which to cut, one can select a desired fraction of the
signal or a desired ratio of signal to background. For
those familiar with ANNs, the use of this score is the
same as the use of the ANN value for a given event. For
the MiniBooNE experiment, boosting has been found to
be superior to ANNs. Statisticians and computer scien-
tists have found that this method of classification is very
eﬃcient and robust. Furthermore, the amount of tuning
needed is rather modest compared with ANNs. It works
well with many PID variables. If one makes a monotonic
transformation of a variable, so that if x1 > x2 then
f(x1) > f(x2), the boosting method gives exactly the
same results. It depends only on the ordering according
to the variable, not on the value of the variable.
In articles on boosting within the statistics and com-
Figure 6.9: Diagram of a decision tr e. S sta ds for signal and B for background. Black boxes are terminal
nodes, called leaves. The category of the leave depends on what kind of event is dominant.
The classification variables are the event multiplicity (PMTHits) and the energy and the radial
position of a reconstructed object [151].
algorithm. Afterwards a second tree is built ith the newlyweighted event data set. Theprocedure
is repeated typically several hundred times, resulting in as many trees as repetitions.
As a fi al output a score is assigned to each event. Following each event through the trees in turn,
if it ends up in a signal leaf a score of 1 is assigned and if it ends up in a background leaf a score
of -1 is assigned. Generally, high scores are indicating that the event is most likely a signal event
and low sores indicate that it is most likely a background event. This score is used to separate
signal and background by choosing a cut value according to the desired signal significance of the
classifier. The most commonly used metric to estimate the significance is
Sig = Sp
S+ B
; (6.1)
where S and B are the number of signal and background events. Ref. [153] discusses additional
metrics for estimating the signal significance.
6.7.2.3 Multivariate Selection
There remany Boosted Decision Tr e (BDT) algorithms available. For this analysis the Gradient
Boosted Decision Tree (gBDT) [154, 155] is used from the scikit-learn package [148]. As an
advantage to other algorithms, it is not sensitive to the type of the input variables and allows
diff rent algorithm to calculate the weights.
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The gBDT uses in total seven variables for each ZV0 decay. Both, ZK0S and Z use the same
variables:
• The flight distance (FD) significance of the V0, which is the ratio of the FD divided by its
uncertainty;
• The χ2 of the vertex fit of the V0;
• The χ2 of the vertex fit of the Z;
• The cosine of the angle between the sum of all momentum vectors of the daughter parti-
cles of the V0 and the connection vector between the primary vertex and the decay vertex
(DIRA), see fig. 6.10;
• The impact parameter (IP) χ2 of the V0 and of the two daughter particles (see fig. 6.11).3
z
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𝛼 *𝜋"𝜋#  
Figure 6.10: The angle α between the sum of all momentum vectors of the daughter particles of the K0S in
green and the connection vector between the primary vertex and the decay vertex in blue is
shown.
The signal and combinatorial background sample are both taken from simulation. The signal
candidates must be generated as Z and V0 from the same production vertex. The combinatorial
background sample consist of simulated event candidates from the invariant mass sideband of
the V0. The sideband definition is the same as for the signal extraction described in section 6.8.
3The impact parameter χ2 gives a measure of the compatibility of the track with originating from the
primary vertex.
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Figure 6.11: The impact parameter (IP) of the π  is shown.
Figure 6.12 and 6.13 show the comparison of simulation and data in the gBDT variables after the
pre-selection including signal and background. Overall, the simulation describes the data well
enough to ensure that no bias is introduced by using only simulation for the training.
The comparison of the variables for signal and combinatorial background in simulation are shown
in fig. 6.14 for ZK0S and in fig. 6.15 for Z. The behaviour is in both cases the same. As ex-
pected, there is a large difference in the decay length significance between signal and combina-
torial background. In addition, the distribution in DIRA of the V0 is quite different for signal
and combinatorial background. The daughter particles in the signal are strongly boosted into the
same direction as the mother particle. Also the IP χ2 distributions of the daughter particles and
the mother particle show large differences. The daughter particles tend to have larger and the
mother particles smaller IP χ2 values in the signal sample than in the combinatorial background
sample. Both χ2 values of the vertex fits of the Z and V0 tend to have smaller values in signal than
in combinatorial background, but the differences are small.
Figure 6.16 shows the relative importance of the various variables in the trained gBDT.The IP χ2
of the proton is dominating the gBDT of the Z, the other variables contribute between 5 to 15%
to the classifier. No variable is clearly dominating in the gBDT of the ZK0S sample, but the χ2 of
the vertex fits play a rather small role in the classifier.
A major issue of multivariate analyses is overtraining. This occurs, if the training of the classifier
is done with too many variables for a too small data set or in case of a BDT, if the boosting is
too exhausting. In fig. 6.17, the gBDT response of the training is compared to the response of
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Figure 6.12: The BDT input variables are shown for the ZK0S sample after preselection. Data is shown in
black and simulation in red. The variables are a) the decay length significance of K0S , b) the
cosine of the angle between the sum of all momentum vectors of the daughter particles of the
K0S and the connection vector between his primary vertex and decay vertex (DIRA), c)-e) the
impact parameter (IP) χ2 of the K0S and of the two daughter particles and f)-g) the χ2 of the
vertex fit of Z and K0S respectively.
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Figure 6.13: The BDT input variables are shown for the Z sample after preselection. Data is shown in
black and simulation in red. The variables are a) the decay length significance of , b) the
cosine of the angle between the sum of all momentum vectors of the daughter particles of the
 and the connection vector between his primary vertex and decay vertex (DIRA), c)-e) the
impact parameter (IP) χ2 of the  and of the two daughter particles and f)-g) the χ2 of the
vertex fit of Z and  respectively.
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Figure 6.14: The BDT input variables in simulation are shown for the ZK0S sample after preselection. The
signal sample is shown in red and the combinatorial background sample in blue. The variables
are a) the decay length significance of K0S , b) the cosine of the angle between the sum of all
momentum vectors of the daughter particles of theK0S and the connection vector between his
primary vertex and decay vertex (DIRA), c)-e) the impact parameter (IP) χ2 of the K0S and of
the two daughter particles and f)-g) the χ2 of the vertex fit of Z and K0S respectively.
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Figure 6.15: The BDT input variables in simulation are shown for the Z sample after preselection. The
signal sample is shown in red and the combinatorial background sample in blue. The variables
are a) the decay length significance of , b) the cosine of the angle between the sum of all
momentum vectors of the daughter particles of the  and the connection vector between his
primary vertex and decay vertex (DIRA), c)-e) the impact parameter (IP) χ2 of the  and of
the two daughter particles and f)-g) the χ2 of the vertex fit of Z and  respectively.
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the testing data set. A difference between both would indicate an over-training of the classifier.
In both cases a good separation of signal from combinatorial background is observed and no
evidence for over-training is found.
For separating signal and background as good as possible, the best cut value on the gBDT response
needs to be determined. Therefore the selection performance of the classifier is computed on
simulation using the metric SpS+B . The optimal selection cut on the gBDT response is found to
be gBDT > 4:8 for ZK0S and gBDT > 5:5 for Z. Figure 6.18 shows the metric as function of
the gBDT response for ZK0S and Z. The best cut values are indicated in red.
After the gBDT selection cut 10`231 signal candidates for ZK0S and 1796 signal candidates for Z
are left in data. The calculated purity in simulation is 0.65 for ZK0S and 0.56 for Z. Both samples
are still containing peaking backgrounds, pile-up and a small fraction of combinatorial back-
ground. The invariant mass distributions for ZK0S and Z are shown in fig. 6.19.
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Figure 6.16: The variable importance is shown for ZK0S on the left and for Z on the right side. The im-
portance is sorted from top to bottom starting with the least important one.
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Figure 6.17: Gradient Boosted Decision Tree (gBDT) response for ZK0S is shown left, and for Z right.
In the plots red is used for signal and blue for background. The filled area is the response
resulting from the training data set, whereas the points are from the testing data set.
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Figure 6.18: The signal significance is shown as a dependence of the gBDT classifier output cut for larger
values. The maximum significance with the correspondent gBDT value is indicated in red.
Figure left shows the distribution for ZK0S and figure right shows it for Z.
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Figure 6.19: Figure left shows the invariant mass mππ from ZK0S after the gBDT selection. Figure right
shows the invariant massmpπ from Z after the gBDT selection as well.
6.7.3 Peaking Backgrounds
Themajority of peaking backgrounds are exclusive decayswhere one ormore particles aremisiden-
tified. The strategy to remove peaking backgrounds is for all the same: Final state particles are
reconstructed with a different mass hypotheses, corresponding to the mass hypothesis of the
peaking background in question. If the newly reconstructed event peaks in the corresponding
invariant mass region of the peaking background, it is rejected.
In case of the decay Z + K0S , where K0S ! π+π , the decays Z +(! p+π ) and Z +(! p π+)
is the most popular source of peaking background, if the proton is mis-reconstructed as a pion.
The resulting invariant mass of the double pion system is reconstructed in the region of the K0S
mass. To reject this background, the mass hypothesis of one of the pions is changed to a proton
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and the particle properties are recalculated with the new particle hypothesis. It is rejected, if the
recalculated invariant mass lies in the range 1100 < Mpπ < 1130MeV=c2.
In case of the decayZ+, where! pπ , the decayZ+(K0S ! π+π ) is themost popular source
of peaking backgrounds, if π+ is mis-reconstructed as proton. Similar than before the resulting
invariant mass of the proton pion system is reconstructed in the region of the  mass. Now,
the mass hypothesis of the proton is changed to a pion and the particle properties recalculated
with the new particle hypothesis. The candidate is rejected if the invariant mass is in the range
475 < Mππ < 515MeV=c2.
Other peaking background taken into account are K0(892)! Kπ, Φ! K+K , D0! K π+,
ρ! π+π  and ω! π+π . All of them are negligible in case of both decays, ZK0S and Z.
Table 6.6 summarises the background level and signal loss estimate on simulation after the gBDT
selection for various decay modes using the branching-fractions from the PDG [16].
Table 6.6: Summary of the background level and signal loss estimate for the ZK0S and Z on simulation
using the branching-fractions from the PDG [16]. All decay modes except ! pπ  for ZK0S
and K0S ! π+π  for Z are found to be negligible.
ZK0S Z
Decay mode Level [%] Signal loss [%] Level [%] Signal loss [%]
K0S ! π+π  32.40.8 16:5 1:2
! pπ  a 7.10.2 3:4 0:2
K0(892)! Kπ 0:000+0:010 0:000 0:00+0:05 0:00
Φ! K+K  0:006+0:013 0:005 0:00+0:05 0:00
D0! K π+ 0:067+0:025 0:019 0:03+0:07 0:02
ρ! π+π  0:017+0:016 0:009 0:00+0:05 0:00
ω! π+π  0:056+0:023 0:017 0:00+0:05 0:00
aand charge conjugate
6.7.4 Podolanski-Armenteros
In 1953 J. Podolanski and R. Armenteros proposed a new way of analysing two-body decays in
flight [156]. They introduced a set of variables built of measured quantities, which allows to
separate decay types in a more convenient way. In detail, different decay types form distinct
eclipse in the new variable set. The most famous set of variables are the transverse momentum
with respect to the direction of flight of the decaying mother particle ~pT and the combination of
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longitudinal momenta of the daughter particles again with respect to the flight direction of the
mother particle,
α =
~pL;1   ~pL;2
~pL;1 + ~pL;2
: (6.2)
Figure 6.20 shows the Podolanski-Armenteros plot for V0 candidates acquired in the measure-
ment of the inclusive V0 production cross-section measurement at HERA-B [157]. The ellipse in
the plot is symmetrical around α = 0, if both daughter particles have equal or similar masses. If
the daughter particles have non equal mass, the ellipse is asymmetrical. The K0S decays are dis-
tributed symmetrical and the  decays asymmetrical as expected. The ellipses from K0S ,  and
 overlap. This indicates that in certain kinematic regions the V0 is ambivalent in terms of the
Podolanski-Armenteros plot.
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Figure 1: Plan view of the HERA-B detector.
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Figure 2: The Armenteros-Podolanski plot for the V 0 candidates: the transverse momentum p˜t of the
oppositely charged decay products vs. their asymmetry in longitudinal momenta p±L . All momenta are
relative to the V 0 line-of-flight. Background from γ→ e+e− conversions populates the region below p˜t =
0.015 GeV/c.
Figure 6.20: Podolanski- rmenteros plot for V0 candidates from HERAb [157]. The y-axis shows the
transverse momentum ~pT of the oppositely charged decay products, the x-axis the α param-
eter from Podolanski and Armenteros. The different decay modes are indicated in the figure.
Background from γ! e+e  conversions are slightly visible below ~pT = 0.0015 GeV=c.
This new set of variables can be used to cross-check visually the peaking background rejection
and the gBDT selection. Figure 6.21 shows the Podolanski-Armenteros plot directly after the
loose selection for collision data. Since, in the analysis  and  are not separated, there is only
one of the asymmetric eclipses. If the proton or the pion is particle one in eq. (6.2), either the left
or the right eclipse is shown. In this analysis the pion is used as particle one in eq. (6.2). In red
the signal simulation is overlaid over the collision data, outside of the red band the background
is visible. The background candidates are not covering the whole (pT,α) phase space, due to the
kinematic of the decay and the loose selection cuts.
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Figure 6.22 shows the data after the gBDT selection is applied, but no rejection of peaking back-
grounds. Two small eclipses are visible with amaximum in ~pT of 100MeV=c for both at α =  0:75
and at α = 0:75 in fig. 6.22 left. These are the peaking background components to theK0S signal
candidates. For in fig. 6.22 right, one part of the eclipse of the K0S peaking background is visible
at the top of the  eclipse.
The Podolanski-Armenteros plots of theV0s after the gBDT selection including the peaking back-
ground rejection are shown in fig. 6.23. The rejection cuts are visible in both cases, K0S and . A
comparison of fig. 6.23 and fig. 6.20 shows that the eclipses for K0S respectively for  are exactly
at the same position in the (~pT,α) phase space.
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Figure 6.21: Figure left shows ~pT of one pion vs the Podolanski-Armenteros parameter α for ZK0S can-
didates after the loose selection. The distribution is symmetrical around zero. Figure right
shows the ~pT of one of the pions vs α for Z with loose selection only. The distribution is
asymmetrical and only with negative α, the explanation is given in the text. In both figures
the eclipse for signal simulation is overlaid in red.
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Figure 6.22: Figure left shows the ~pT of one Pion the Podolanski-Armenteros parameter α for ZK0S can-
didate events after the loose selection and gBDT cuts. Two eclipses are visible at α = 0:75
induced by the peaking background from  and . Figure right shows the ~pT of the pion vs
α for Z candidate events after the loose selection and gBDT cuts. One part of the eclipse of
the K0S peaking background visible.
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Figure 6.23: Figure left shows the ~pT of one Pion vs the Podolanski-Armenteros parameter α for ZK0S can-
didate events with all selection cuts applied. At both sides the regions are visible where the
peaking background veto is applied. Figure right shows the ~pT of the pion vs α for Z can-
didate events with all selection cuts applied. A cut out region is as well visible, coming from
the peaking background veto.
6.8 Yield Extraction
Four different event categories were discussed in section 6.3: signal candidates, combinatorial
background, which is reduced to aminimumby themultivariate analysis described in section 6.7.2,
peaking background which is fully rejected by applying appropriate cuts (see section 6.7.3) and
pile-up events. The following sections explaine in detail, how the signal candidates are separated
from the remaining background contributions.
6.8.1 Method
The combinatorial background and the pile-up contribution are separated from the signal candi-
dates in two steps. First, a sideband subtraction is used to remove the combinatorial background
from the signal candidates. The sidebands are defined as the area beside the signal region. The
signal mass window for ZK0S is defined as 460 < mππ < 540MeV=c2. For Z the signal mass
window is defined as 1100 < mpπ < 1130MeV=c2. Figure 6.24 and 6.25 show the invariant mass
distributions measured in simulation and data overlaid with the signal mass window indicated
by the red dashed region. The combinatorial background contribution in the signal region is es-
timated from the sidebands by assuming a flat dependence on the invariant mass. The sidebands
for ZK0S are defined as 400 460MeV=c2 and 540 594MeV=c2, and for Z as 1081  1100MeV=c2
and 1130   1150MeV=c2. A maximum likelihood fit is used to estimate the amount of combina-
torial background in the signal mass window.
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Figure 6.24: Sideband fit with a constant function on the invariant mass ofmππ from ZK0S left and ofmpπ
from Z right. Fit function overlaid in blue on the simulation.
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Figure 6.25: Sideband fit with a constant function on the invariant mass ofmππ from ZK0S left and ofmpπ
from Z right. Fit function overlaid in blue on data.
The pile-up contribution is separated from the signal candidates with a cut on the χ2 of the vertex
fit of Z and the V0. Figure 6.26 shows the simulated candidates after the sideband subtraction as
function of log(χ2=ndf), where ndf is the number of degrees of freedom of the vertex fit. A clear
peak at zero is visible, which are the signal candidates. The less prominent peak at higher values
represents the pile-up contribution. Figure 6.27 shows the combinatorial background distribu-
tion in log(χ2=ndf) inside and outside of the signal mass window in simulation. They are very
similar, therefore it is assumed that the combinatorial background distribution in log(χ2=ndf) is
equal inside and outside the signal mass window. Figure 6.28 shows the same candidates as in
Figure 6.26 as function of log(χ2=ndf) but only for events with one reconstructed primary ver-
tex (PV). Those events contain a negligible amount of pile-up contribution by construction. As
a matter of fact, only the peak at zero is visible. Therefore, a cut of log(χ2=ndf) < 1 is used to
separate pile-up from signal candidates.
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Figure 6.26: Sideband subtracted Log(χ2=ndf) distribution in simulation with a fit separating signal and
pile-up candidates. Signal is indicated with the red solid line, pile-up background is indicated
in black dashed. The blue solid line shows the sum of signal and pile-up, while in green the
Log(χ2=ndf) < 1 cut is indicated by a vertical line. Figure left shows the distribution for ZK0S
candidates and figure right the distribution for Z.
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Figure 6.27: Comparison of the combinatorial background distribution in Log(χ2=ndf) inside and outside
of the signal window is shown for ZK0S candidates left and for Z right.
A binned maximum likelihood fit is used to estimate the purity ρ and signal loss (1  εχ2) of the
applied separation cut. The signal fit model is a double Gaussian with same mean and a single
Gaussian for the pile-up distribution. In both figures 6.26 and 6.28, the signal model is indicated
with a solid red line, the pile-up with a dashed black line and the total with a blue solid line.
As the intention of the measurements is to keep the signal candidate extraction as far as possible
independent of the simulation, the signalmodelwas not chosen to bemore complex. For example,
in case of a Crystal Ball[120] function, the tail parameters would have been to be estimated from
simulation, because the right side of the distribution has not enough information to fit a complex
tail under the Gaussian distribution of the pile-up. In addition, the tails of the distribution for
the one PV events are not necessary the same as for events with multiple interactions due to
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multiplicity effects. The systematic uncertainty induced by the choice of the fit model and the
signal mass window definition is discussed in section 6.12.
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Figure 6.28: Sideband subtracted Log(χ2=ndf) distribution in simulation for 1PV events only together
with the fit result. Signal is indicatedwith the red solid line, pile-up is not existing as explained
in the text. In green the Log(χ2=ndf) < 1 cut is indicated by a vertical line. Figure left shows
the distribution for ZK0S candidates and figure right the distribution for Z.
6.8.2 Candidate Extraction
The measurement is performed in bins of pT of the V0 and R of Z and V0. For the pT of ZK0S a
binning scheme is used, which is similar to earlier measurements [149] with an addition of one
larger bin at high pT to cover as much statistic as possible. The measurement of R of ZK0S is done
in bin sizes of one unit, besides the last three bins from five to eight which are combined to one,
due to limited statistics.
The binning schemes is chosen to be as similar as possible for the ZK0S and Z. The first three bins
in pT up to 600MeV=c are almost empty in Z, sincewith low pT tend to have high η and decay
products are more likely to be out of the acceptance. This, combined with the longer lifetime than
K0S , results in almost empty bins up to 600MeV=c. Due to lack of statistics the first two bins and
the last two bins in R are combined in Z. The resulting binning schemes for ZK0S and Z are
summarised in table 6.7.
The extraction of the signal loss and purity is done separately for each bin. Since the statistics is
significantly reduced all signal parameters of the fit model are Gaussian constrained to the values
from the fit on the full data set, except for the yields. Figure 6.29 and 6.30 show the comparison
of the signal distribution in simulation for 1 PV events for different bins in pT and R. The signal
distributions are very similar, therefore the width of the Gaussian constrain is taken as five sigma.
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Table 6.7: Binning scheme for ZK0S and Z.
ZK0S Z
pT [MeV=c ] R pT [MeV=c ] R
[0; 200) [0; 1) [0; 2)
[200; 400) [1; 2)
[400; 600) [2; 3) [2; 3)
[600; 800) [3; 4) [600; 800) [3; 4)
[800; 1000) [4; 5) [800; 1000) [4; 8)
[1000; 1200) [5; 8) [1000; 1200)
[1200; 1400) [1200; 1400)
[1400; 1600) [1400; 1600)
[1600; 5000) [1600; 5000)
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Figure 6.29: The comparison of ZK0S 1 PV events for three pT and two R bins are shown left and right,
respectively
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Figure 6.30: Thecomparison ofZ 1 PV events for two pT andR bins are shown left and right, respectively
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Figure 6.31 and 6.32 shows the collider data together with the fit for events with one PV and
without restriction on the number of PVs, respectively. In fig. 6.31 right a small undershoot at
the tails is visible for the data. This is a statistical effect of the sideband subtraction for 1 PV events,
as they have a small sideband sample. Table 6.8 and 6.9 show the fitted parameters for simulation
and data. A significant shift in the mean of the pile-up distribution between data and simulation
is visible. This can be understood from differences in the number of PVs between simulation
and data. As the extraction method for data does not depend on input from the simulation, this
discrepancy is not of concern for the analysis.
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Figure 6.31: The sideband subtracted Log(χ2=ndf) distribution for 1PV events of 2fb 1 of data taken at
8 TeV together with the fit result. Signal is indicated with the red solid line and pile-up is
not existing as explained in the text, while in green the Log(χ2=ndf) < 1 cut is indicated by a
vertical line. Figure left shows the distribution for ZK0S and figure right for Z.
/ndf)2χLog(
2− 0 2 4 6
Ev
en
ts
0
100
200
300
400
500
600  at 8 TeV-1LHCb 2 fb
/ndf)2χLog(
2− 0 2 4 6
Ev
en
ts
0
50
100
150
200  at 8 TeV-1LHCb 2 fb
Figure 6.32: The sideband subtracted Log(χ2=ndf) distribution for 2fb 1 of data taken at 8 TeV with a fit
separating signal and pile-up candidates. Signal is indicated with the red solid line, pile-up
background is indicated in black dashed. The blue solid line shows the sum of signal and
pile-up, while in green the Log(χ2=ndf) < 1 cut is indicated by a vertical line. Figure left
shows the distribution for ZK0S and figure right the distribution for Z.
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Table 6.8: Fit parameters measured in 2fb 1 of data at 8 TeV for ZK0S and in simulation.
Parameter Value Data Value Simulation
Signal mean (8:3 0:6) 10 2 (7:1 0:5) 10 2
Signal sigma (5:8 0:3) 10 1 (5:3 0:2) 10 1
Signal sigma 2 (3:14 0:16) 10 1 (2:78 0:14) 10 1
Signal fraction Gaussians 0:44 0:07 0:48 0:06
Pile-up mean 2:47 0:03 1:93 0:04
Pile-up sigma 1:06 0:02 1:13 0:02
nSignal candidates 6673 94 9075 159
Background candidates 3101 72 5819 148
Table 6.9: Fit parameters measured in 2fb 1 of data at 8 TeV for Z and in simulation.
Parameter Value Data Value Simulation
Signal mean (1:8 1:4) 10 2 (3:2 1:3) 10 2
Signal sigma (5:5 0:5) 10 1 (5:3 0:7) 10 1
Signal sigma 2 (2:8 0:3) 10 1 (2:8 0:3) 10 1
Signal fraction Gaussians 0:44 0:11 0:35 0:14
Pile-up mean 2:73 0:05 2:36 0:05
Pile-up sigma 0:92 0:04 0:84 0:04
nSignal candidates 1009 33 892 31
Background candidates 495 24 489 24
Figure 6.33 and 6.34 show the fit for each bin in pT, respectively in R of ZK0S . The distance be-
tween pile-up distribution and signal distribution depends strongly on pT of K0S and slightly on
R. Figure 6.37 shows the mean of the pile-up distribution as function of pT of K0S and R. Higher
pT for the mother particle implies that the pT of the daughter particles is higher. As the track and
vertex resolution in LHCb depend on pT, a higher pT results in a better vertex and higher track
and IP resolution (see section 3.2). Because the DecayTreeFitter χ2 depends on all three of them,
the separation between signal and pile-up candidates gets better with higher pT. Similarly, larger
opening angles result in a more accurate vertex fit, which give a slightly better separation from
pile-up and signal. Figure 6.35 and fig. 6.36 show the fit for each bin in pT, respectively in R of
Z. Figure 6.38 shows themean of the pile-up distribution as function of pT of and R. A similar
dependence of the mean of the pile-up distribution on pT of  is visible. The slight dependence
onR is not clearly visible due to the different binning scheme. In fig. 6.33f and 6.33h and in all
bins of pT and R of Z a small undershoot is visible. This can be explained by statistical effects
from the sideband subtraction similar to the total 1PV sample of Z.
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Table 6.10 and table 6.11 show the fitted number of signal candidates, the purity and signal loss
for each bin of ZK0S and Z with their statistical uncertainty from the fit. Figure 6.39 and 6.40
show the ratio of ZV0 candidates per Z candidate in bins of R and pT of the V0 for data and
simulation. The ratio is corrected for purity (ρ) and signal loss (εS) due to the pile-up separation
cut in Log(χ2=ndf):
8 bin i N
i(ZV0)  ρi
N(Z)  εiS
: (6.3)
Table 6.10: Extracted number of signal candidates, purity ρ and signal loss (1 εχ2) for a cut log(χ2=ndf) <
1 in bins of pT of V0 for ZK0S and Z of 2fb 1 data at 8 TeV.
ZK0S Z
pT [MeV=c ] #Candidates ρ [%] (1  εχ2) [%] #Candidates ρ [%] (1  εχ2) [%]
[0,200) 482 67 77.88 6.12 2.65 0.89
[200,400) 1004 40 91.55 1.72 2.37 0.49
[400,600) 1144 38 96.31 0.85 2.95 0.48
[600,800) 1015 33 98.07 0.50 2.11 0.42 130 13 97.22 1.89 2.72 1.15
[800,1000) 802 29 99.44 0.20 3.16 0.49 159 13 98.12 1.01 1.92 0.85
[1000,1200) 608 25 99.35 0.27 2.54 0.51 139 12 97.57 1.35 1.26 0.74
[1200,1400) 486 22 99.45 0.27 2.57 0.58 129 11 99.91 0.09 1.16 0.51
[1400,1600) 319 18 99.82 0.14 2.63 0.68 98 10 99.60 0.38 1.09 0.75
[1600,5000) 756 28 99.79 0.10 2.25 0.43 246 16 99.17 0.51 1.75 0.67
Table 6.11: Extracted number of signal candidates, purity ρ and (1  εχ2) for a cut log(χ2=ndf) < 1 in bins
of R for ZK0S and Z of 2fb 1 data at 8 TeV.
ZK0S Z
R #Candidates ρ [%] (1  εχ2) [%] #Candidates ρ [%] (1  εχ2) [%]
[0; 1) 460 27 91.57 2.34 1.95 0.64 242 16 96:70 1:30 1:80 0:72
[1; 2) 1312 45 94.77 1.30 3.42 0.54
[2; 3) 1749 48 95.85 0.80 2.28 0.34 294 17 98:78 0:62 1:79 0:60
[3; 4) 1631 43 97.76 0.51 3.16 0.39 246 16 99:35 0:38 2:04 0:69
[4; 5) 1030 36 95.55 1.08 2.28 0.44 225 16 96:19 1:85 2:03 0:88
[5; 8) 492 24 98.19 0.79 2.99 0.73
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Figure 6.34: Figure 6.34a to fig. 6.34f show the Log(χ2=ndf) distribution in bins of R for ZK0S of 2fb 1 data
at 8 TeV together with a fit separating signal and pile-up candidates. The colour definition is
explained in fig. 6.32
145
CHAPTER 6. SOFT PARTICLE PRODUCED IN HARD EVENT
/ndf)2χLog(
2− 0 2 4 6
Ev
en
ts
0
5
10
15
20
25
30
35
40
45
 at 8 TeV-1LHCb 2 fb
(a) 600  pT < 800MeV=c
/ndf)2χLog(
2− 0 2 4 6
Ev
en
ts
0
10
20
30
40
50
 at 8 TeV-1LHCb 2 fb
(b) 800  pT < 1000MeV=c
/ndf)2χLog(
2− 0 2 4 6
Ev
en
ts
0
5
10
15
20
25
30
35
40
45
 at 8 TeV-1LHCb 2 fb
(c) 1000  pT < 1200MeV=c
/ndf)2χLog(
2− 0 2 4 6
Ev
en
ts
0
5
10
15
20
25
30
35
40
 at 8 TeV-1LHCb 2 fb
(d) 1200  pT < 1400MeV=c
/ndf)2χLog(
2− 0 2 4 6
Ev
en
ts
0
5
10
15
20
25
30
35
 at 8 TeV-1LHCb 2 fb
(e) 1400  pT < 1600MeV=c
/ndf)2χLog(
2− 0 2 4 6
Ev
en
ts
0
10
20
30
40
50
60
70
 at 8 TeV-1LHCb 2 fb
(f) 1600  pT < 5000MeV=c
Figure 6.35: Figure 6.35a to fig. 6.35f show the Log(χ2=ndf) distribution in bins of pT of for Z of 2fb 1
data at 8 TeV together with a fit separating signal and pile-up candidates. The colour defini-
tion is explained in fig. 6.32
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Figure 6.36: Figure 6.36a to fig. 6.36d show the Log(χ2=ndf) distribution in bins of R for Z of 2fb 1 data
at 8 TeV together with a fit separating signal and pile-up candidates. The colour definition is
explained in fig. 6.32
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Figure 6.37: Mean of the pile-up distribution for ZK0S . The left figure shows the K0S pT and the right figure
the R dependency for collision data of 2fb 1 at 8 TeV.
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Figure 6.38: Mean of the pile-up distribution for Z. The left figure shows the  pT and the right figure
the R dependency for collision data of 2fb 1 at 8 TeV.
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Figure 6.39: Ratio of ZK0S candidates per Z candidate in bins of R (left) and pT (right) of the K0S for data
and simulation. The number of ZK0S candidates are corrected for purity and signal loss due to
the pile-up separation cut in Log(χ2=ndf). The numerical values are summarised in table B.9.
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Figure 6.40: Ratio of Z candidates per Z candidate in bins of R (left) and pT (right) of the  for data and
simulation. The number of Z candidates are corrected for purity and signal loss due to the
pile-up separation cut in Log(χ2=ndf). The numerical values are summarised in table B.10.
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6.9 Efficiency Calculations
The results obtained for ZK0S and Z suffer from inefficiencies associated with track reconstruc-
tion, particle identification, trigger requirements, global event cuts (GEC), as well as inefficiencies
from the combination of the two particles. For this analysis the efficiencies can be separated into
three categories: the Z reconstruction, the trigger and the ZV0 selection efficiency. The vertex
reconstruction efficiency of the Z is found to be negligible (see [141, 158]).
6.9.1 Z Reconstruction Efficiency
The Z reconstruction efficiency yields two individual contributions: muon track reconstruction
and muon identification. They are all evaluated using tag-and-probe methods on the Z! μ+μ 
resonance [97, 141, 158]. Both tag and probe tracks have to satisfy the fiducial requirements.
The tag must be identified as a muon which triggered the event. The definition of the probe is
required to be unbiased regarding to the efficiency that is examined. The efficiency is studied as a
function of several variables, which are related to the muon kinematics and detector occupancy.
In this analysis the efficiency is evaluated as a function of themuon pseudo-rapidity η. In each bin
of η, the efficiency is defined as the fraction of tag-and-probe candidate events where the probe
satisfies the track reconstruction or muon identification. The probe track is defined as
• muon identification; the probe track is not allowed to have any PID requirement applied.
• muon track reconstruction; the probe track is reconstructed by combining hits from the
muon stations and the TT.
Figure 6.41 shows the efficiency values as function η for high-pT muons (pT >20GeV=c) in simu-
lation and data atps =8TeV. In both cases the efficiency is about a percent higher in simulation
than in data but similar in shape. The uncertainties shown in the figures include the statistical and
the systematic combinations added in quadrature. The muon identification efficiency has a sys-
tematic uncertainty due to background contamination in the evaluation sample. Themuon track
reconstruction efficiency has a systematic uncertainty due to a bias in the method and additional
corrections. These have been studied in simulation [97].
The total Z reconstruction efficiency is the factorizable product of all individual efficiencies. It is
determined on a event by event basis by
εZ(μ+; μ ) = εμ
+
trk  ε
μ 
trk  ε
μ+
id  ε
μ 
id (6.4)
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where εtrk and εid stand for muon track reconstruction and muon identification efficiency.
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Figure 6.41: Figure left shows the muon identification (ID) efficiency and right the muon tracking effi-
ciency as function of η for simulation and data atps =8TeV using a tag-and-probe method
on Z! μ+μ  events [97, 141, 158].
6.9.2 Trigger Efficiency
The trigger efficiency yields two individual contributions: the single muon trigger efficiency and
the global event cut (GEC) efficiency. The single muon trigger efficiency is evaluated using a
tag-and-probe method on the Z! μ+μ  resonance, as for the Z reconstruction efficiency. The
tag muon has to be identified as a muon which triggered the event, while the probe muon has
only to fulfil the fiducial requirements. Figure 6.42 shows the single muon trigger efficiency as
function of η for high-pT muons in simulation and data at
ps =8TeV. The efficiency is defined as
the fraction of tag-and-probe candidate events where the probe satisfies the trigger requirements.
The efficiency in simulation is lower than in data by a few percent. The shape is similar in data
and simulation, except for the last two bins. The single muon trigger efficiency has only statistical
uncertainties [97, 141, 158]. The total muon trigger efficiency for the event is determined on an
event by event basis by
εtotaltrg (μ+; μ ) =

εμ
+
trg + ε
μ 
trg   εμ
+
trg  εμ
 
trg

(6.5)
where εtrg stand for the single muon trigger efficiency.
Global event cuts are applied in the hardware trigger to reject high particle multiplicity events.
Otherwise, these events would dominate the processing time. The main effect for this analysis
origins in the cut applied on the number of SPD hits in the single muon trigger line.
The GEC efficiency was estimated with Z! μ+μ  events from collision data firing the dimuon
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Figure 6.42: The muon trigger efficiency is shown as function of η for simulation and data at ps =8TeV
using a tag-and-probe method on Z! μ+μ  events [97, 141, 158].
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Figure 6.43: Comparison of the high-pT single muon trigger and the dimuon trigger for events containing
a Z.
trigger path described in section 6.5.1, which has a looser cut on the number of SPD hits. This
choice relies on the fact that the SPD hit distribution is the same for events firing both trigger
paths, the high-pT single muon trigger and the dimuon trigger, as seen in fig. 6.43. They are the
same except for the cut applied on the high-pT single muon trigger which is lower than on the
dimuon trigger, where the cut is set at 900.
A binned maximum likelihood fit of a gamma distribution to the distribution of the number of
SPD hits of the dimuon trigger path is used to extract the integral for a certain range of SPD hits.
The efficiency is defined as the ratio of the integral from 0-600 SPD hits to the integral from 0-
2000 SPD hits. The contributions above 2000 SPD hits is negligible. Figure 6.44 left shows, that
the efficiency calculation for events with only 1 PV results in (99.960.10)%, which is for the
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further analysis assumed to be 100%. Figure 6.44 right shows the fit to the data for events with
more than 1 PV, which results in an efficiency of (90:36  0:10)%. The uncertainty originates
from the integration of the fit function and is purely statistical.
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Figure 6.44: The figure shows the fit to the SPD hit multiplicity distribution for candidates firing the
dimuon tigger. Figure left shows the fit for events with one PV only, whereas figure right
shows the fit for events with more than one PV.
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Figure 6.45: The GEC efficiency as function of K0S pT and R for data sample of ZK0S with more than one
PV.
TheGEC efficiency as function of pT of V0 and R is measured on the corresponding data set. The
dependences are shown in fig. 6.45 and fig. 6.46 for ZK0S and for Z respectively for at least one
K0S or  candidate. For these fits the shape parameters were Gaussian constrained to the values
of the total fit. The GEC efficiency varies weakly within one or two percentage over R and pT.
The efficiency gets smaller for larger pT of the V0 because the event activity rises with pT. The
dependence in R follows from the correlation between pT and R. The GEC efficiency is used in
the binned analysis as function of the corresponding binning variable in case of the ZV0, whereas
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Figure 6.46: The GEC efficiency as function of  pT and R for data sample of Z with more than one PV.
the total GEC efficiency is used for the normalisation channel Z! μ+μ . But in both cases, the
GEC is set to 100% for events with only one reconstructed PV.
6.9.3 Efficiency ZV0
The ZV0 event is triggered on the muons and no PID information of the V0 and its daughter
particles is used, which leaves to extract the selection and reconstruction efficiency of the ZV0
candidate. The combined efficiency of selection and reconstruction is estimated on simulation as
function of η and pT of the V0. The efficiency is defined as
εZV0(η; pT) =
N(ZV0)selected and reconstructed
N(pp! ZV0)generated : (6.6)
The generated and selected and reconstructed sample have to satisfy the following conditions:
• The muons of the Z have to be reconstructed in the LHCb acceptance 2:0 < η < 4:5 and
have a pT larger than 20 GeV=c.
• Both muons of the Z have to be reconstructed and identified, while only one has to be
triggered.
• The generated daughter particles of the V0 have to be generated within in the LHCb ac-
ceptance and have a p larger than 2 GeV=c.
• Both, V0 and Z candidates must be generated as V0 and Z, respectively.
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• The generated primary vertices ofZ andV0 need to be close enough to be indistinguishable
for the VELO. The separation in x and y has to be smaller than 115 μm and in z smaller
than 630 μm. The values are calculated from ref. [159] 4.
In addition, the selected and reconstructed sample has to be reconstructed, pre-selected and satisfy
the gBDT selection described in section 6.7.
The configuration in section 6.5 is used for the generation of the simulation sample. The binning
scheme for the efficiency study is chosen to be the same scheme in pT as for the extraction of the
candidates shown in table 6.7. For η there is one bin from 2  2:5 and the bins with η > 2:5 have
all a bin size of 0.3.
Figure 6.47 and 6.48 show the efficiency either as function of η or pT of the V0. For both K0S
and  the efficiencies drop at high pT, as candidates with higher pT are more likely to fly out of
the VELO acceptance. The efficiency distribution as a function of η is rising with η and has two
additional features: a plateau for 2:9 < η < 3:5 and a falling part at large η. This is investigated
in the following.
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Figure 6.47: The selection and reconstruction efficiency of ZK0S as function of pT of the K0S in figure left
and as function of η of the K0S in figure right.
The size of the VELO detector and its reconstruction algorithm have an impact on the efficiency
distribution in η. To visualise the first contribution, a rough estimate of the VELO acceptance was
made and the resulting efficiency was studied. Figure 6.49 and 6.50 show the ratio of generated
events, where the decay vertex of the V0 is still inside the VELO, for events with both Z and V0
generated from the same vertex and all final state particles inside the LHCb detector volume.
4The values correspond to five times the PV resolution, where the resolution is calculated for 25 tracks
per PV and a maximum of 6 PVs per event
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Figure 6.48: The selection and reconstruction efficiency of Z as function of pT of the  in figure left and
as function of η of the  in figure right.
The condition in z for the decay vertex is given by the requirement of the VELO reconstruction
algorithm for at least three stations in the VELO with a hit [101]. Hence, the distance between
primary vertex and decay vertex, Δz is required to be less than 400mm. The radial distance
Δr =
p
Δx2 + Δy2 of the decay vertex is constrained by the active area of the sensors in theVELO
and is required to be less than 30mm. The distribution in η for the radial restriction behaves as
expected, with larger η more tracks are inside the radial distance and the ratio of events with
the decay vertex with the VELO acceptance increases. The z restriction does introduce a falling
distribution after η = 2:5, as the V0 starts to decay outside the VELO. This has a larger impact
on the  than the K0S due to the larger life time. The combination of the radial and longitudinal
acceptance of the VELO shows a rising distribution up to η = 3:2, afterwards the distribution is
falling again at higher η. This explains the falling part at large η in fig. 6.47 and 6.48.
The effect of the reconstruction algorithm is studied in the following. Figure 6.51 shows the
efficiency projection in η for candidates satisfying the requirements to decay inside the VELO.
Instead of a plateau, a dip is visible at 2:9 < η < 3:5. As mentioned before the VELO recon-
struction needs at least hits in three VELO stations. Figure 6.52 shows the cross-section of the
VELO, with the plateau/dip edges indicated in red. At the lower border of the dip, η = 2:9 the
first station of the last four stations in the VELO start to see hits from the candidate tracks. The
last station is able to see hits for candidate tracks with η larger than η = 3:5. In between, the
reconstruction algorithm needs hits in stations upstream of the large gap in the VELO. Because
of the finite life time of V0s, they can decay in this gap. This leads to the inefficiencies in the dip
region, as not enough stations are able to see hits.
Due to lack of statistics the ZV0 efficiency could not be fully extracted in two dimensions. The
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Figure 6.49: The ratio of generated events, where the decay vertex of the K0S is still inside the VELO. Here
both Z and V0 are required to come from the same vertex and all final state particles have to
lie in the LHCb detector volume. Figure a) shows the ratio for a requirement of Δr < 30mm.
Figure b) shows the ratio for a requirement of Δz < 400mm, and figure c) shows the ratio
for both requirements.
final binning is different for ZK0S and Z. A two dimensional approach in pT and η is used in case
of ZK0S . In pT the same binning scheme as in fig. 6.47 left is used, and for the first four bins in pT
the same η binning scheme as in fig. 6.47 right, for the other pT bins the bin size in ηwas increased
to 0.4. The efficiency for Z is extracted only as function of pT, due to the lower statistics. The
binning scheme in pT is the same as shown in fig. 6.48 left. The systematic uncertainty introduced
by the chosen binning scheme is discussed in section 6.12. The efficiency plots of the individual
pT, η bins are shown in the appendix in section B.1.
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Figure 6.50: The ratio of generated events, where the decay vertex of the  is still inside the VELO. Here
both Z and V0 are required to come from the same vertex and all final state particles have to
lie in the LHCb detector volume. Figure a) shows the ratio for a requirement of Δr < 30mm.
Figure b) shows the ratio for a requirement of Δz < 400mm, and figure c) shows the ratio
for both requirements.
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Figure 6.51: Figure left (right) shows the η projection of the selection and reconstruction efficiency of ZK0S
(Z) with generated events inside the VELO acceptance, both Z and V0 generated from the
same vertex and all final state particles inside the LHCb detector volume.
2008 JINST 3 S08005
Figure 5.1: Cross section in the (x,z) plane of the VELO silicon sensors, at y= 0, with the detector
in the fully closed position. The front face of the first modules is also illustrated in both the closed
and open positions. The two pile-up veto stations are located upstream of the VELO sensors.
5.1.1 Requirements and constraints
The ability to reconstruct vertices is fundamental for the LHCb experiment. The track coordinates
provided by the VELO are used to reconstruct production and decay vertices of beauty- and charm-
hadrons, to provide an accurate measurement of their decay lifetimes and to measure the impact
parameter of particles used to tag their flavour. Detached vertices play a vital role in the High Level
Trigger (HLT, see section 7.2), and are used to enrich the b-hadron content of the data written to
tape, as well as in the LHCb off-line analysis. The global performance requirements of the detector
can be characterised with the following interrelated criteria:
• Signal to noise1 ratio (S/N): in order to ensure efficient trigger performance, the VELO
aimed for an initial signal to noise ratio of greater than 14 [29].
• Efficiency: the overall channel efficiency was required to be at least 99% for a signal to noise
cut S/N> 5 (giving about 200 noise hits per event in the whole VELO detector).
1Signal S is defined as the most probable value of a cluster due to a minimum-ionizing particle and noise N as the
RMS value of an individual channel.
– 16 –
100	mrad :	𝛈=2.9 60	mrad :	𝛈=3.5
15 mrad :	𝛈=4.9
Figure 6.52: Cross-section in the (x,z) plane of the VELO silicon sensors, at y = 0, with the detector in
the fully closed position. The figure is adapted from ref. [80].
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6.10 Additional Corrections
The signal window definition in section 6.8.1 introduces an additional source of inefficiency. Th
efficiency is determined from simulation as:
εSW = 99:52+0:08 0:09 for ZK0S (6.7)
and
εSW = 99:53+0:23 0:37 for Z: (6.8)
It is applied globally.
For the comparison of generator level predictions to the measurements, two additional effects
have to be considered, the combination of the vertices of Z and V0, and bin migration. The com-
bination of the vertices of Z and V0 is ensured on generator level by the separation window of
both decay vertices in x, y and z (defined in section 6.9.3 and herein after called combination
cut). This requirement does not exist on reconstruction level, where the combination of the ver-
tices is ensured by the cut on log(χ2=ndf) < 1. Hence, an additional correction factor needs to be
taken into account, if the measurements are compared to the MC predictions on generator level.
Figure 6.53 shows the distribution of the distance between both decay vertices of Z and K0S in z of
the simulated reconstructed signal candidates with log(χ2=ndf) < 1 and pile-up candidates with
log(χ2=ndf)  1. On one hand, on reconstruction level (14.370.13)% of the signal candidates
of ZK0S are outside of the cut value on generator level. On the other hand (1.530.04)% of the
pile-up candidates are inside of the cut value on generator level. This results in a net correction
factor corrvertex of (86.940.14)%. For Z, (11.640.22)% of the signal candidates are outside of
the cut value on generator level, while (1.530.04)% of the pile-up candidates are inside of the
cut value on generator level. This results in a net correction factor corrvertex of (90.490.21)%.
If the final result is compared to generator level predictions in pT and R, it can be affected by bin
migration which needs to be corrected. Figure 6.54 and 6.55 shows the comparison of generated
and reconstructed pT or R for candidates in simulation.
The bin migration can be different in data and simulation, as the pT and R distributions are not
equal (see fig. 6.39 and 6.40). Therefore, a correction factor is applied on simulation in order to
match the pT and R distributions from data. The factor is in the order of one percent in R and up
to 50% for high pT for both decays, ZK0S and Z. The figures are in the appendix in fig. B.5 and
B.6. The bin migration is locally smaller than 5%, hence no systematic uncertainty is assigned.
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Figure 6.53: The distribution of the vertices difference in z for ZK0S (Z) candidates is shown in the left
(right).
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Figure 6.54: Comparison of the distributions of R and pT on generator and reconstruction level for ZK0S ,
the lower part shows the ratio which is used as correction facto for the reconstructed quan-
tities. The simulation distribution in pT and R is corrected to match the distributions data.
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Figure 6.55: Comparison of the distributions ofR and pT on generator and reconstruction level forZ, the
lower part shows the ratio which is used as correction facto for the reconstructed quantities.
The simulation distribution in pT and R is corrected to match the distributions data.
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6.11 Check Correction Procedure
The end result is the ratio of ZV0 candidates per Z candidate in bin i:
8Rirec = bin i
ρi 
CandidatesP
l
ZV0
1
εZ(ημ+ ; ημ )  εtotaltrg (ημ+ ; ημ )  εZV0(ηV0 ; pV0T )
εiGEC(ZV0)  εiχ2  εSW 
EventsP
k
Z
1
εkGEC(Z)  εZ(ημ+ ; ημ )  εtotaltrg (ημ+ ; ημ )
(6.9)
where εGEC stands for theGECefficiency, εZ(ημ+ ; ημ ) theZ reconstruction efficiency, εtotaltrg (ημ+ ; ημ )
the total trigger efficiency, εZV0(ηV0 ; pV0T ) the ZV0 efficiency, ρ the purity, εχ2 the efficiency of
the Log(χ2=ndf) > 1 cut and εSW the signal mass window cut correction. The denominator is
summed over the events, while the nominator is summed over the number of candidates per
bin. For a comparison to generator values, the bin migration has to be taken into account. Fur-
thermore, the influence of the definition of Z and V0 originating from the same vertex has to be
considered. Therefore, the ratio for generator level is defined as:
Rigen = Rirec  corrvertex  b; (6.10)
where corrvertex stands for the correction factor of the vertex combination cut on generator level
and b for the bin migration correction.
To check the applied inefficiency corrections, the ratio is compared in simulation on generator
and reconstruction level. On generator level, the candidates have to fulfil the geometrical accep-
tance of LHCb, the momentum of the muons have to be larger than 20GeV=c, the momentum of
the pions and protons larger than 2GeV=c and the separation between the primary vertices of the
Z and the V0 has to be smaller than 115 μm in x and y, and smaller than 630 μm in z. On recon-
struction level, the same extraction and correction procedure as on data is applied. Figure 6.56
and 6.57 show the ratio in bins of R and pT of the V0 for generator level and reconstruction level
in simulation. In addition to the statistical uncertainties, the systematic uncertainties are shown
for the comparison. The systematic uncertainties are discussed in the next section 6.12. Genera-
tor and reconstruction level agree with each other within their uncertainties for both decays, ZK0S
and Z. In the latter, a small overestimation of the reconstruction level is present, but still within
the uncertainties. Hence, the correction procedure is considered as confirmed.
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Figure 6.56: The number of ZK0S candidates per Z candidate as a function of pT and R of K0S for generator
level and reconstruction level in simulation. The numerical values are in table B.11.
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Figure 6.57: The number of Z candidates per Z candidate as a function of pT and R of  for generator
level and reconstruction level in simulation. The numerical values are in table B.12.
6.12 Systematic Uncertainties
The systematic uncertainties can be grouped into three categories: the first involves the fit proce-
dure to estimate the purity and signal loss due to the cut on Log(χ2=ndf) > 1, the second is related
to the efficiency correction of the Z selection and the third refers to the efficiency correction of
the ZV0 selection. To estimate the systematic uncertainty on εSW, the difference in the mass reso-
lution in data and simulation divided by the signal mass window size was taken. For both decays,
ZK0S and Z, the systematic uncertainty was found to be negligible. In order to estimate the sys-
tematic uncertainty from the correction factors, the vertex distance window on generator level
was increased and decreased by 20% . All correction factors are compatible within the statistical
uncertainty. Therefore, no additional systematic uncertainty is assigned for the correction.
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The first category involves the following sources of systematic uncertainties:
• The effect of the chosen signal mass window size on the signal and combinatorial back-
ground candidate estimation is assessed by repeating the fit with a 10% larger signal mass
window. A maximal effect is 0.9% for ZK0S and 0.4% for Z.
• The effect of the sideband size on the combinatorial background subtraction is estimated
by reducing the sidebands by 10%. A maximal effect of 0.2% for ZK0S and 0.3% for Z is
observed.
• The impact of the parameter constrains from the total fit on the purity and signal loss
estimation is evaluated by loosen the constrains to ten sigma and by tighten the constrains
to one sigma. The fit model was not changed, as any more complex model would involve
constrains from simulation due to limited statistics and the overlapping tails of the signal
and pile-up distribution. A maximal effect of 5% for ZK0S and 0.5% for Z is observed.
A maximal value in ZK0S is measured in the lowest pT bin, where the signal and pile-up
distributions are the closest.
The systematic uncertainties of the second category, concerning the Z reconstruction efficiency
(muon tracking and identification) and the trigger efficiency (muon triggering and GEC) are
determined by re-evaluating the amount of signal candidates with all values of the individual ef-
ficiencies increased or decreased by one standard deviation individually. Amaximal effect comes
from the muon tracking efficiency, where an effect of 0.7% is observed.
The third category involves the following sources of systematic uncertainties:
• The effect of the statistical uncertainty of the ZV0 selection efficiency values on the final
result is estimated by re-evaluating the amount of signal candidates by increasing or de-
creasing the efficiency values by one standard deviation. A maximal effect of 21% for ZK0S
and 16% for Z is observed.
• The effect of the systematic uncertainty of the ZV0 selection efficiency is estimated for the
both, ZK0S and Z, individually. For ZK0S , half of the difference between the values of two
adjacent bins in η exceeding the statistical uncertainty is taken as systematic uncertainty
of the two bins, respectively. A maximal effect of 10% is observed. In case of Z, half of
the variation of the efficiency values in η in one pT bin is taken as systematic uncertainty of
that pT bin. The related plots are shown in the appendix in section B.1. A maximal effect
of 35% is measured.
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Furthermore, some crosschecks on the binning scheme in η of the ZK0S selection were performed
to verify the systematic uncertainties of the third category:
• Theboundaries of the bins in η for theZK0S selection efficiency extraction are shifted by 20%
in the positive and negative direction, respectively. A maximal effect of 9% is observed.
• The binning in η is enlarged by splitting the bins in half. A maximal effect of 10% is ob-
served.
The crosschecks added in quadrature are of the same order as the systematic contributions from
the statistical and systematical effect from the efficiency determination of the ZK0S selection.
Hence the estimated systematic uncertainties from the third category are confirmed. No lumi-
nosity uncertainty is assigned, as the luminosity is canceling out in the ratio measurement.
Table 6.12: The systematic uncertainties ranges over the pT or R bins for ZK0S are shown for the different
systematic sources. In addition, the crosschecks are shown below.
pT [%] R [%]
Signal mass window (0:0005  0:9) (0:08  0:22)
Sideband size (0:0005  0:2) (0:01  0:08)
Fit constrain 10 sigma (0:04  5) (0:002  0:33)
Fit constrain 1 sigma (0:03  4) (0:002  0:34)
GEC (0:1  0:6) (0:1  0:3)
Muon ID (0:0007  0:01) (0:004  0:0025)
Muon tracking 0:7 0:7
Muon trigger (8  10 5   0:0021) (7  10 4   0:007)
Z efficiency statistical (6  21) (9  11)
Z efficiency systematic (0:9  10) (3  4:5)
Total (6  23) (10  18)
Crosschecks
Binning positive shift (0:6  9) (0:1  2)
Binning negative shift (0:1  8) (0:8  4)
Larger Binning (0:5  10) (1:4  5)
Crosschecks Total (0:8  16) (1:6  7)
The systematic uncertainties and crosschecks for ZK0S and Z are summarised in table 6.12 and
6.13. The complete tables are in the appendix section B.4. The total systematic uncertainties
are evaluated by adding the individual sources in quadrature. In case of ZK0S , the systematic
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uncertainty is of the order of 6-23% in pT and 10-18% in R, whereas the systematic uncertainty
is of the order of 20-39% for pT and 26-28% for R in case of Z. The dominating systematic
uncertainties are the statistical and systematical uncertainties from the efficiency determination
of the ZV0 selection.
Table 6.13: The systematic uncertainties ranges over the pT or R bins for Z are shown for the different
systematic sources.
pT [%] R [%]
Signal mass window (0:01  0:4) (0:07  0:3)
Sideband size (0:01  0:2) (0:005  0:3)
Fit constrain 10 sigma (0:005  0:4) (0:03  0:2)
Fit constrain 1 sigma (0:01  0:5) (0:04  0:2)
GEC (0:1  0:5) (0:11  0:3)
Muon ID (0:004  0:02) (8  10 5   0:03)
Muon tracking 0:7 0:7
Muon trigger (1  10 4   0:004) (1  10 4   6  10 3)
Z efficiency statistical (7  16) (9  11)
Z efficiency systematic (19  35) (25  26)
Total (20  39) (26  28)
6.13 Results
Figure 6.58 and 6.59 show the result for data and generator level, the latter is shown for Pythia
6 and Pythia 8[33]. Figure 6.60 and 6.61 show the result for data and reconstruction level. The
systematic uncertainties of the reconstruction level and data are fully correlated, as the system-
atic uncertainty is dominated by the efficiency εZV0 . Therefore, only the mean values have to be
compared in case of data and reconstruction level. The Pythia 8 generator gives a more accurate
description of diffractive pp interactions than Pythia 6, especially at high pT, as it includes the
contribution from hard diffractive processes, which is absent in Pythia 6 [160]. In addition, the
default parameters of Pythia 8 lead to a higher event multiplicity. In terms of the energy flow
in an event (see section 6.1.1), all Pythia 6 tunes underestimate the amount of energy flow at
large pseudo-rapidities. Pythia 8 gives an accurate description of the energy flow, except for
hard scattering events, where it overestimates the energy flow at large pseudo-rapidities.
The pT distribution for ZK0S is harder than predicted by Pythia 6. The prediction by Pythia 8 is
in agreement with data at high pT. This is a reflection of the hard diffractive processes which are
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included in Pythia 8. At pT < 500MeV=c both predictions tend to overestimate the data. In R,
the prediction by Pythia 8 overestimates themeasurement in the highest bin, and is in agreement
with data in the other bins, while the Pythia 6 prediction agrees in shape and is slightly below
the data. The behaviour in R is strongly correlated to the pT distribution, candidates with large
and small R values tend to have a higher contribution from low pT candidates.
A similar behaviour in terms of Pythia 6 is visible for Z. In R, both generators agree in shape
with the measurement, but underestimate the number of Z per Z candidate. In pT, both predic-
tions are underestimating the result, but the Pythia 8 prediction agrees in shape with the data.
The overall underestimation of the amount of Z candidates is expected from the particle pro-
duction ratio measurement, which is discussed in section 6.1.2. Here it was already found that
the number of  candidates with respect to the number of K0S candidates in the event is larger in
data than in simulation.
For a detailed discussion additional MC models would be helpful, for example Herwig++ and
Sherpa generators, which use different hadronisation models. Unfortunately, those are not yet
available for LHCb. Furthermore, the systematical uncertainty of the measurement is too large
for firm conclusions. It could be reduced by significantly increasing the statistics of the simu-
lated sample by roughly a factor 100. This limitation of the results was discovered only a few
months before the end of this thesis, which was too late to produce larger simulation data sets.
Nevertheless, the measurements show an indication of a discrepancy between simulation and
measurement, which could be used in future tunes of the MC.
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Figure 6.58: The number of ZK0S candidates per Z candidate as a function of pT and R of K0S for data and
generator level in simulation. The numerical values are summarised in section B.4.
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Figure 6.59: The number of Z candidates per Z candidate as a function of pT and R of  for data and
generator level in simulation. The numerical values are summarised in section B.4.
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Figure 6.60: The number of ZK0S candidates per Z candidate as a function of pT and R of K0S for data and
reconstruction level in simulation. The numerical values are summarised in section B.4.
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Figure 6.61: The number of Z candidates per Z candidate as a function of pT and R of  for data and
reconstruction level in simulation. The numerical values are summarised in section B.4.
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The only source of knowledge is experience.
Albert Einstein
7
Conclusion
The first data acquisition period from spring 2010 until spring 2013 was a great success for the
LHCb experiment. A total of 3.19fb 1 of proton-proton collision data at centre of mass energies
from 0.9 up to 8 TeV were collected. The detector showed an excellent performance and was able
to take data at an instantaneous luminosity twice as high as the design value. This thesis discussed
a new algorithm for the track reconstruction and its performance on data. This new algorithm
has become a crucial part of the new trigger chain of the LHCb experiment in the second data
taking period, which has started in spring 2015. The new track reconstruction has improved the
execution time from 14ms to 4ms and has reduced the amount of tracks with no matching real
particle from 46.8% to 17.13%, while leaving the efficiency almost untouched (from 93.15% down
to 89.23%). The loss in efficiency can be retrieved in a later step of the trigger chain.
Particle identification has always been an essential ingredient for the majority of the LHCb anal-
yses. The response of the detectors used in particle identification depends on environmental
factors such as pressure or temperature, which are challenging to simulate. This leads to a poorly
simulated particle identification response of the detector. In this thesis, the particle identification
algorithms in LHCb were discussed and a software tool based on resampling of variables was in-
troduced. This tool allowed an adaptation of the simulation to correctly describe the output of
the particle identification algorithms. The agreement of the particle identification in the simula-
tion with the measured data was then largely improved. Today, the tool has become part of the
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particle identification calibration software of LHCb.
The LHCb collaboration has published a large variety of measurements in different fields of high
energy physics. Over the years, the experiment has extended its original physics focus on Flavour
Physics to a variety of different measurements, for example production measurements of hard
QCD processes like Z bosons or jets, exclusive processes ormeasurements describing event prop-
erties. The latter is very sensitive to so-called soft effects, including fragmentation or hadronisa-
tion. As the LHC is a hadron collider, the understanding of the soft part of QCD plays a crucial
role also for measurements at ATLAS and CMS, such as searches for new particles or precision
measurements of the Higgs boson. For a full picture the soft contribution should be measured
in as many different processes as possible. In this thesis, a first measurement of the number of
K0S or / in a Z! μ+μ  decay in the fiducial volume defined by the cuts pT(μ) > 20GeV=c,
p(π; p) > 2GeV, 2:0 < η < 4:5 and 60 < mpπ  < 120GeV=c2 was performed as function
of the opening angle between the Z boson and the strange composite particle or the pT of the lat-
ter. These measurements probe the hadronisation model in the forward region. The results were
compared to models on generator and reconstruction level. While the predictions by Pythia 6
underestimate themeasurements in Z and the pT distribution was not hard enough for ZK0S and
Z, the predictions by Pythia 8 seemed to better describe the data, e.g. for high pT in ZK0S and
the overall shape in η. The measurements however, suffered from large uncertainties mainly due
to limited statistics in the simulation samples, which were needed for the efficiency correction.
This issue is to be solved in order to benefit best form these measurements. The results could
then be used in future tunings of generators. In addition to this, further comparisons to genera-
tors such as Herwig++ or Sherpa with different fragmentation models would be very helpful to
better understand the differences between generator-based predictions and measurements.
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A
Particle Identification
In the following a detailed list of the input variables used for the training of the multivariate
particle identification variables, ProbNN, is given. Furthermore, a list of all input parameters for
the PID distribution extraction script MakePIDdistribtuionsRunRange.py and the resampling
script MakePIDCorrection.py is given and the comparison of the simulated and measured data
samples with and without resampling for the PID variables of kaon, pion and muon of the B0!
J=ψK0 decay is given without the correlation flag.
A.1 Multivariate Approach
Table A.1: IsMuonLoose definition [161].
Momentum range Muon stations
3GeV=c < p < 6GeV=c at least one hit in at least two stations among M2, M3 and M4
p > 6GeV=c at leas one hit in at least three stations among M2, M3, M4 and M5
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Table A.2: Overview of the input variables of ProbNNs for long tracks, a detailed list per particle can be
found in the configuration files of the tunes of charged proto particles in the LHCb reconstruc-
tion software.
Category Variable
Tracking track p
track pT
track fit number of degrees of freedom (ndf)
track fit χ2/ndf
track fit match χ2
track ghost probability
track Kullback-Liebler distance [162] (CloneDist)
track fit VELO ndf
track fit VELO χ2
track fit T ndf
track fit T χ2
RICH used aerogel
used RICH1 gas
used RICH2 gas
above muon threshold
above kaon threshold
RICH_DLLe
RICH_DLLmu
RICH_DLLK
RICH_DLLp
MUON background likelihood
muon likelihood
isMuon
in acceptance
isMuonLoose (see table A.1)
NShared a
CALO ECAL DLLe
ECAL DLLmu
HCAL DLLe
HCAL DLLmu
PS DLLe
bremsstrahlung in acceptance
bremsstrahlung DLLe
VELO charge of VELO track
anumber of identified muon tracks sharing a hit with a given muon candidate
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A.2 PID Distribution Extraction Extended
Table A.3 shows the input parameters for the extraction of the PID distributions. In the listing
A.1 an example code-line is given. Figure A.1 shows the folder structure of the output ROOT file
of the MakePIDdistribtuionsRunRange.py extraction script.
Listing A.1: Example running command
python MakePIDdi s t r ibu t ionsRunRange . py   minRun=114205   
maxRun=116915 ” 20 ” ”MagUp” ” [ Pi ,Mu, K , P ] ” ” [DLLp , DLLK] ”
  c u t s =” [ l a b 1 : ALL , l a b 2 : IsMuon==1] ”
Figure A.1: cutout from a sample output file of MakePIDdistribtuionsRunRange.py
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Table A.3: required and optional input parameter of MakePIDdistribtuionsRunRange.py
required
stripVersion (”20”) sets the stripping version
magPol (”MagUp”) sets the magnet polarity
partName (”[K,Pi]”) sets the particle type
pidVars (”[DLLp,DLLK]”) sets the PID variables to store
optional
-h, –help shows this help message and exit
-x NUM, –minRun NUM sets the minimum run number to process (if appli-
cable)
-y NUM, –maxRun NUM sets the maximum run number to process (if appli-
cable)
-c CUTS, –cuts CUTS sets the list of cuts to apply to the calibration sam-
ple(s) prior to determine the PID efficiencies. It is
up to the user to ensure that their reference sample
has the same cuts applied.
-o DIR, –outputDir DIR saves the performance histograms to directory DIR
(default: current directory)
-q, –quiet suppresses the printing of verbose information
-M, –allow-missing allow missing calibration subsamples. This option
should only be used if requested to do so by the
PIDCalib authors
binning options
-X NAME, –xVarName NAME sets the NAME of the 1st (x) bin variable (default:
P)
-Y NAME, –yVarName NAME sets the NAME of the 2nd (y) bin variable (default:
ETA). If 1D binning is required, then this option
should be set to an empty string
-Z NAME, –zVarName NAME sets the NAME of the 3rd (z) bin variable (default:
nTracks). If 2D binning is required, then this op-
tion should be set to an empty string
-s NAME, –schemeName NAME sets theNAMEof the binning scheme, as defined in
the module ’PIDPerfScripts.binning’. If this option
is not set, the default binning scheme is used.
-b NAME, –binSchemeFile NAME sets the NAME of the python file containing user-
defined binning schema. Without this option, the
script will only look for binning schema in the
’PIDPerfScripts.binning’ module
176
A.3. RESAMPLING OF THE PID VARIABLES EXTENDED
A.3 Resampling of the PID Variables Extended
Table A.4 gives an overview of all possible input parameters for the resampling script. In listing
A.2 is given an example code-line, where lab1 and lab2 are the folder in the output of the PID
distribution extraction which correspond to different cut conditions.
Table A.4: required and optional input parameter of MakePIDCorrection.py
required
mcFile (”example.root”) sets the MC file to correct
mcFilePathToTree (”tuple/DecayTree”) sets the internal path to the TTree of the MC file
partName (”[K:lab1/K,Pi:lab2/Pi]”) sets the particle type and lab folder from the table
file of MakePIDdistributionRunRange.py
particles (”[K,Pi]”) sets the particle to correct for (Naming scheme of
the MC file)
pidVars (”[PIDp,PIDK]”) sets the PID variables to correct
pidLibrary (”pidLibraryfile.root”) sets the path to the library file with the PID distri-
butions
binning options
-X NAME, –xVarName NAME sets the NAME of the 1st (x) bin variable (default:
P)
-Y NAME, –yVarName NAME sets the NAME of the 2nd (y) bin variable (default:
ETA). If 1D binning is required, then this option
should be set to an empty string
-Z NAME, –zVarName NAME sets the NAME of the 3rd (z) bin variable (default:
nTracks). If 2D binning is required, then this op-
tion should be set to an empty string
optional
-fD DATAFILE sets the data file to get reasonable multiplicity dis-
tribution (ntracks)
-fDP IPATHTTREE sets the internal path to the TTree of the data file.
-id uses the TRUE_ID information of the corrected
particles
-uCorr takes the correlation between the PID variables into
account for resampling
-nE number of Events to run over
-d debug
Listing A.2: Example code
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python   i MakePIDCorrect ion . py ” MC_f i l e . r o o t ” ” t u p l e /
DecayTree ” ” [K : l a b 1 /K , P i : l a b 2 / P i ] ” ” [K , P i ] ” ” [ PIDK ,
PIDmu , PIDp ] ” ou tpu t_MakePIDd i s t r i bu t ionRunRange . r oo t
A.4 Comparison without Correlation Flag
On the following pages, the comparison of the simulated and measured data samples with and
without resampling for the PID variables of kaon, pion and muon of the B0 ! J=ψK0 decay is
given without the correlation flag.
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Figure A.2: Comparison of the DLL distribution for kaons of the B0! J=ψK0 decay. The left (right) col-
umn shows the simulation without (with) resampling in comparison to data. The correlation
flag was not enabled.
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Figure A.3: Comparison of the ProbNN distribution for kaons of the B0! J=ψK0 decay. The left (right)
column shows the simulation without (with) resampling in comparison to data. The correla-
tion flag was not enabled.
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Figure A.4: Comparison of the DLL distribution for muons of the B0! J=ψK0 decay. The left (right) col-
umn shows the simulation without (with) resampling in comparison to data. The correlation
flag was not enabled.
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Figure A.5: Comparison of the ProbNN distribution for muons of the B0! J=ψK0 decay. The left (right)
column shows the simulation without (with) resampling in comparison to data. The correla-
tion flag was not enabled.
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Figure A.6: Comparison of the DLL distribution for pions of the B0! J=ψK0 decay. The left (right) col-
umn shows the simulation without (with) resampling in comparison to data. The correlation
flag was not enabled.
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Figure A.7: Comparison of the ProbNN distribution for pions of the B0! J=ψK0 decay. The left (right)
column shows the simulation without (with) resampling in comparison to data. The correla-
tion flag was not enabled.
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B
Soft Particle Produced in Hard Event
B.1 AdditionalEfficiencyPlots for Systematic Stud-
ies
 [MeV/c]
T
p
2000 4000
Ef
fic
ie
nc
y
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(a)
η
2 3 4
Ef
fic
ie
nc
y
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(b)
Figure B.1: The selection and reconstruction efficiency of Z + as function of pT of the  in figure a) and
as function of η of the  in figure b).
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Figure B.2: The selection and reconstruction efficiency of Z +K0S as function of pT of the K0S in figure a)
and as function of η of the K0S with the binning scheme of the first four pT bins in figure b) and
with the binning scheme of the remaining pT bins in figure c).
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Figure B.3: The figures show the η distribution within a certain pT bin of Z +K0S
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Figure B.4: The figures show the η distribution within a certain pT bin of Z +
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B.2. SYSTEMATIC TABLES
B.2 Systematic Tables
In the following, the relative systematic uncertainties are shown for Z + K0S and Z +  on 2fb 1
of data collected at LHCb with aps =8TeV. Furthermore the cross-checks for Z + K0S are shown
as well.
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TableB.1:Th
elowerrelativesystem
aticuncertaintieson
thefinalresultofZ
+
K
0S in
binsofK
0S pT fordataand
cross-checks.
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7.03e-03
7.03e-03
7.03e-03
7.03e-03
7.02e-03
7.04e-03
7.04e-03
7.04e-03
7.03e-03
M
uon
trigger
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1.45e-06
4.10e-06
6.10e-06
1.56e-05
8.29e-07
1.72e-06
4.58e-06
4.75e-06
Z
+
K
0S effi
ciencystatistical
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6.63e-02
8.52e-02
1.32e-01
8.73e-02
1.33e-01
2.07e-01
2.14e-01
1.11e-01
Z
+
K
0S effi
ciencysystem
atic
9.29e-03
1.53e-02
3.04e-02
1.96e-02
4.67e-02
5.36e-02
5.46e-02
5.41e-02
1.00e-02
Total
1.46e-01
6.88e-02
9.09e-02
1.33e-01
9.93e-02
1.44e-01
2.14e-01
2.21e-01
1.12e-01
Crosschecks
Binningpositiveshift
8.66e-02
2.08e-02
2.05e-02
5.98e-03
1.06e-02
2.80e-02
5.10e-02
1.61e-02
1.12e-02
Binningnegativeshift
1.37e-02
2.22e-02
8.67e-03
1.50e-02
4.18e-02
1.32e-02
1.03e-01
3.93e-02
4.61e-03
LargerBinning
8.06e-02
1.33e-02
7.42e-03
1.39e-03
1.46e-03
6.15e-02
4.13e-02
7.70e-02
5.15e-02
Total
1.19e-01
3.32e-02
2.35e-02
1.62e-02
4.31e-02
6.88e-02
1.22e-01
8.79e-02
5.28e-02
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TableB.3:Th
elowersystem
aticuncertaintieson
thefinalresultofZ
+
K
0S in
binsofK
0S R
fordataand
cross-checks.
Bin
0
1
2
3
4
5
Signalm
asswindow
1.17e-03
8.90e-04
2.15e-03
7.74e-04
1.37e-03
1.58e-03
Sideband
size
8.34e-04
5.70e-04
2.05e-04
1.21e-04
5.25e-04
3.24e-04
Fitconstrain
10sigm
a
2.73e-03
1.98e-03
1.89e-05
6.81e-04
1.75e-03
3.30e-03
Fitconstrain
3sigm
a
3.44e-03
3.20e-03
2.36e-05
1.12e-03
2.44e-03
2.93e-03
GEC
4.32e-03
2.87e-03
2.53e-03
2.54e-03
3.10e-03
4.09e-03
M
uon
ID
1.57e-04
7.37e-05
1.77e-05
4.12e-05
1.53e-04
2.89e-04
M
uon
tracking
7.09e-03
7.07e-03
7.03e-03
7.03e-03
7.00e-03
6.98e-03
M
uon
trigger
5.50e-05
2.97e-05
1.35e-06
9.70e-06
3.14e-05
5.80e-05
Z
+
K
0S effi
ciencystatistical
1.14e-01
1.10e-01
1.20e-01
1.16e-01
1.24e-01
1.85e-01
Z
+
K
0S effi
ciencysystem
atic
2.72e-02
3.00e-02
3.07e-02
2.89e-02
3.00e-02
3.19e-02
Total
1.18e-01
1.15e-01
1.24e-01
1.20e-01
1.28e-01
1.88e-01
Binningpositiveshift
4.67e-02
3.25e-02
2.66e-02
1.35e-02
1.99e-02
1.64e-02
Binningnegativeshift
8.58e-03
8.09e-03
2.10e-02
2.63e-02
4.20e-02
4.02e-02
LargerBinning
1.22e-03
9.93e-03
1.30e-02
1.34e-02
1.91e-02
1.67e-02
Total
4.75e-02
3.50e-02
3.63e-02
3.24e-02
5.02e-02
4.65e-02
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TableB.5:Th
elowersystem
aticuncertaintieson
thefinalresultofZ
+

in
binsof

pT fordata.
Bin
0
1
2
3
4
5
Signalm
asswindow
3.88e-03
2.53e-03
1.90e-03
6.68e-04
1.29e-04
1.11e-04
Sideband
size
2.98e-04
6.63e-04
1.60e-03
2.28e-04
2.73e-04
1.07e-04
Fitconstrain
10sigm
a
3.90e-03
1.76e-03
5.20e-05
1.26e-03
3.53e-04
3.28e-04
Fitconstrain
3sigm
a
5.05e-03
1.86e-03
3.22e-04
2.17e-03
1.15e-04
9.21e-04
GEC
3.03e-03
3.26e-03
3.65e-03
4.44e-03
5.31e-03
3.95e-03
M
uon
ID
7.22e-05
5.13e-05
1.55e-04
4.05e-05
6.61e-05
7.46e-05
M
uon
tracking
7.04e-03
7.03e-03
7.02e-03
7.05e-03
7.04e-03
7.06e-03
M
uon
trigger
7.97e-06
7.35e-06
1.51e-05
9.67e-06
8.63e-06
2.05e-05
Z
+
K
0S effi
ciencystatistical
8.02e-02
8.60e-02
1.04e-01
1.30e-01
1.60e-01
9.90e-02
Z
+
K
0S effi
ciencysystem
atic
1.89e-01
2.56e-01
2.45e-01
2.80e-01
3.50e-01
2.63e-01
Total
2.06e-01
2.70e-01
2.66e-01
3.08e-01
3.85e-01
2.81e-01
TableB.6:Th
euppersystem
aticuncertaintieson
thefinalresultofZ
+

in
binsof

pT fordata.
Bin
0
1
2
3
4
5
Signalm
asswindow
3.88e-03
2.53e-03
1.90e-03
6.68e-04
1.29e-04
1.11e-04
Sideband
size
2.98e-04
6.63e-04
1.60e-03
2.28e-04
2.73e-04
1.07e-04
Fitconstrain
10sigm
a
3.90e-03
1.76e-03
5.20e-05
1.26e-03
3.53e-04
3.28e-04
Fitconstrain
3sigm
a
5.05e-03
1.86e-03
3.22e-04
2.17e-03
1.15e-04
9.21e-04
GEC
1.36e-03
1.60e-03
2.02e-03
2.77e-03
3.66e-03
2.29e-03
M
uon
ID
1.75e-04
5.54e-05
4.72e-05
1.43e-04
1.69e-04
1.74e-04
M
uon
tracking
7.06e-03
7.04e-03
7.04e-03
7.06e-03
7.06e-03
7.07e-03
M
uon
trigger
2.37e-05
8.81e-06
1.27e-06
2.53e-05
2.43e-05
3.57e-05
Z
+
K
0S effi
ciencystatistical
7.36e-02
7.84e-02
9.34e-02
1.13e-01
1.36e-01
8.95e-02
Z
+
K
0S effi
ciencysystem
atic
1.89e-01
2.56e-01
2.45e-01
2.80e-01
3.50e-01
2.63e-01
Total
2.03e-01
2.68e-01
2.62e-01
3.02e-01
3.76e-01
2.78e-01
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B.3 Bin Migration
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Figure B.5: The figures show the comparison of the distributions of R and pT on data and reconstruction
level for Z + K0S , whereas in the lower part the correction factor for reconstruction level is
shown.
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Figure B.6: The figures show the comparison of the distributions of R and pT on data and reconstruction
level forZ+, whereas in the lower part the correction factor for reconstruction level is shown.
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B.4 Result as Tables
Table B.9: The number of Z + K0S candidates per Z candidate as dependence of R and pT of K0S for recon-
structed simulation and data, before efficiency correction. The figure is shown in fig. 6.39.
Data MC reconstructed
pT [MeV=c ] centre value statistical up statistical low centre value statistical up statistical low
[0; 200) 1.97e-05 1.75e-06 1.75e-06 3.59e-05 3.02e-06 3.02e-06
[200; 400) 3.69e-05 1.34e-06 1.34e-06 5.04e-05 1.97e-06 1.97e-06
[400; 600) 4.14e-05 1.29e-06 1.29e-06 4.93e-05 1.26e-06 1.26e-06
[600; 800) 3.62e-05 1.17e-06 1.17e-06 3.94e-05 1.08e-06 1.08e-06
[800; 1000) 2.88e-05 1.04e-06 1.04e-06 2.66e-05 8.68e-07 8.68e-07
[1000; 1200) 2.20e-05 9.06e-07 9.06e-07 1.62e-05 6.82e-07 6.82e-07
[1200; 1400) 1.72e-05 8.00e-07 8.00e-07 9.79e-06 5.26e-07 5.26e-07
[1400; 1600) 1.16e-05 6.56e-07 6.56e-07 6.58e-06 4.31e-07 4.31e-07
[1600; 5000) 1.65e-06 6.06e-08 6.06e-08 1.00e-06 4.07e-08 4.07e-08
Data MC reconstructed
R centre value statistical up statistical low centre value statistical up statistical low
[0; 1) 3.50e-03 1.83e-04 1.83e-04 3.96e-03 1.93e-04 1.93e-04
[1; 2) 9.64e-03 3.01e-04 3.01e-04 9.21e-03 2.92e-04 2.92e-04
[2; 3) 1.28e-02 3.26e-04 3.26e-04 1.24e-02 3.31e-04 3.31e-04
[3; 4) 1.20e-02 3.09e-04 3.09e-04 1.24e-02 3.04e-04 3.04e-04
[4; 5) 7.42e-03 2.47e-04 2.47e-04 7.44e-03 2.25e-04 2.25e-04
[5; 8) 1.18e-03 5.49e-05 5.49e-05 1.17e-03 5.41e-05 5.41e-05
Table B.10: The number of Z +  candidates per Z candidate as dependence of R and pT of  for recon-
structed simulation and data, before efficiency correction. The figure is shown in fig. 6.40.
Data reconstructed
pT [MeV=c ] centre value statistical up statistical low centre value statistical up statistical low
[600; 800) 6.54e-06 4.99e-07 4.99e-07 6.22e-06 4.18e-07 4.18e-07
[800; 1000) 6.66e-06 4.89e-07 4.89e-07 5.20e-06 3.87e-07 3.87e-07
[1000; 1200) 5.41e-06 4.39e-07 4.39e-07 3.63e-06 3.11e-07 3.11e-07
[1200; 1400) 5.22e-06 4.29e-07 4.29e-07 2.47e-06 2.59e-07 2.59e-07
[1400; 1600) 3.56e-06 3.54e-07 3.54e-07 1.47e-06 2.05e-07 2.05e-07
[1600; 5000) 5.99e-07 3.55e-08 3.55e-08 2.53e-07 2.03e-08 2.03e-08
Data MC reconstructed
R centre value statistical up statistical low centre value statistical up statistical low
[0; 2) 1.10e-03 6.35e-05 6.35e-05 7.65e-04 5.06e-05 5.06e-05
[2; 3) 2.51e-03 1.34e-04 1.34e-04 1.62e-03 9.66e-05 9.66e-05
[3; 4) 2.21e-03 1.26e-04 1.26e-04 1.69e-03 9.59e-05 9.59e-05
[4; 8) 4.70e-04 3.00e-05 3.00e-05 3.39e-04 2.16e-05 2.16e-05
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Table B.11: Thenumber ofZ+K0S candidates perZ candidate as dependence ofR and pT ofK0S for generator
level and reconstruction level in simulation for Pythia 6.
MC reconstruction level MC generator level
pT [MeV=c ] centre value statistical up statistical low systematic up systematic low centre value statistical up statistical low
[0; 200) 1.40e-04 1.18e-05 1.18e-05 2.19e-05 2.38e-05 1.04e-04 1.49e-06 1.49e-06
[200; 400) 2.07e-04 8.17e-06 8.17e-06 1.31e-05 1.47e-05 2.25e-04 2.16e-06 2.16e-06
[400; 600) 2.69e-04 7.17e-06 7.17e-06 2.23e-05 2.38e-05 2.63e-04 2.33e-06 2.33e-06
[600; 800) 2.55e-04 7.36e-06 7.36e-06 2.37e-05 3.32e-05 2.48e-04 2.26e-06 2.26e-06
[800; 1000) 1.84e-04 6.20e-06 6.20e-06 1.67e-05 1.88e-05 1.87e-04 1.98e-06 1.98e-06
[1000; 1200) 1.35e-04 5.98e-06 5.98e-06 1.60e-05 1.84e-05 1.33e-04 1.68e-06 1.68e-06
[1200; 1400) 9.15e-05 5.42e-06 5.42e-06 1.41e-05 1.71e-05 9.27e-05 1.41e-06 1.41e-06
[1400; 1600) 6.70e-05 4.82e-06 4.82e-06 1.28e-05 1.61e-05 6.67e-05 1.20e-06 1.20e-06
[1600; 5000) 1.41e-05 5.81e-07 5.81e-07 1.42e-06 1.61e-06 1.35e-05 1.28e-07 1.28e-07
MC reconstruction level MC generator level
R centre value statistical up statistical low systematic up systematic low centre value statistical up statistical low
[0; 1) 1.97e-02 1.00e-03 1.00e-03 1.80e-03 2.04e-03 1.94e-02 2.88e-04 2.88e-04
[1; 2) 5.02e-02 1.67e-03 1.67e-03 4.60e-03 5.24e-03 5.31e-02 4.68e-04 4.68e-04
[2; 3) 7.59e-02 2.17e-03 2.17e-03 7.31e-03 9.54e-03 7.92e-02 5.63e-04 5.63e-04
[3; 4) 8.40e-02 2.26e-03 2.26e-03 8.26e-03 9.54e-03 8.91e-02 5.94e-04 5.94e-04
[4; 5) 5.01e-02 1.67e-03 1.67e-03 4.94e-03 5.72e-03 5.00e-02 4.55e-04 4.55e-04
[5; 8) 7.81e-03 3.96e-04 3.96e-04 7.92e-04 8.98e-04 8.24e-03 1.08e-04 1.08e-04
Table B.12: Thenumber of Z + candidates per Z candidate as dependence of R and pT of for generator
level and reconstruction level in simulation for Pythia 6
MC reconstruction level MC generator level
pT [MeV=c ] centre value statistical up statistical low systematic up systematic low centre value statistical up statistical low
[600; 800) 6.65e-05 4.48e-06 4.48e-06 1.35e-05 1.37e-05 5.27e-05 1.07e-06 1.07e-06
[800; 1000) 6.05e-05 4.51e-06 4.51e-06 1.62e-05 1.64e-05 5.20e-05 1.06e-06 1.06e-06
[1000; 1200) 5.25e-05 4.51e-06 4.51e-06 1.38e-05 1.40e-05 4.37e-05 9.78e-07 9.78e-07
[1200; 1400) 4.04e-05 4.25e-06 4.25e-06 1.22e-05 1.24e-05 3.31e-05 8.53e-07 8.53e-07
[1400; 1600) 2.64e-05 3.68e-06 3.68e-06 9.91e-06 1.02e-05 2.64e-05 7.64e-07 7.64e-07
[1600; 5000) 7.97e-06 6.40e-07 6.40e-07 2.22e-06 2.24e-06 6.40e-06 8.97e-08 8.97e-08
MC reconstruction level MC generator level
R centre value statistical up statistical low systematic up systematic low centre value statistical up statistical low
[0; 2) 1.06e-02 7.48e-04 7.48e-04 2.65e-03 2.69e-03 8.79e-03 1.38e-04 1.38e-04
[2; 3) 2.42e-02 1.57e-03 1.57e-03 6.23e-03 6.32e-03 1.95e-02 2.89e-04 2.89e-04
[3; 4) 2.78e-02 1.73e-03 1.73e-03 7.35e-03 7.44e-03 2.37e-02 3.18e-04 3.18e-04
[4; 8) 5.31e-03 3.68e-04 3.68e-04 1.38e-03 1.40e-03 4.09e-03 6.64e-05 6.64e-05
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Table B.13: Thenumber ofZ+K0S candidates perZ candidate as dependence ofR and pT ofK0S for generator
level and reconstruction level in simulation for Pythia 8.
MC reconstruction level MC generator level
pT [MeV=c ] centre value statistical up statistical low systematic up systematic low centre value statistical up statistical low
[0; 200) 1.46e-04 1.25e-05 1.25e-05 3.52e-05 3.73e-05 9.33e-05 4.38e-07 4.38e-07
[200; 400) 2.22e-04 9.02e-06 9.02e-06 2.29e-05 2.45e-05 2.08e-04 6.45e-07 6.45e-07
[400; 600) 2.90e-04 8.19e-06 8.19e-06 3.19e-05 3.36e-05 2.47e-04 7.01e-07 7.01e-07
[600; 800) 2.89e-04 8.77e-06 8.77e-06 3.53e-05 4.60e-05 2.44e-04 6.96e-07 6.96e-07
[800; 1000) 2.41e-04 8.53e-06 8.53e-06 3.00e-05 3.27e-05 2.11e-04 6.50e-07 6.50e-07
[1000; 1200) 1.93e-04 8.96e-06 8.96e-06 3.16e-05 3.51e-05 1.69e-04 5.84e-07 5.84e-07
[1200; 1400) 1.50e-04 9.18e-06 9.18e-06 3.20e-05 3.70e-05 1.32e-04 5.17e-07 5.17e-07
[1400; 1600) 1.16e-04 8.60e-06 8.60e-06 3.05e-05 3.63e-05 1.01e-04 4.55e-07 4.55e-07
[1600; 5000) 2.64e-05 1.12e-06 1.12e-06 3.77e-06 4.11e-06 2.20e-05 5.00e-08 5.00e-08
MC reconstruction level MC generator level
R centre value statistical up statistical low systematic up systematic low centre value statistical up statistical low
[0; 1) 2.61e-02 1.39e-03 1.39e-03 3.74e-03 4.05e-03 2.11e-02 9.29e-05 9.29e-05
[1; 2) 6.18e-02 2.13e-03 2.13e-03 7.73e-03 8.52e-03 5.52e-02 1.48e-04 1.48e-04
[2; 3) 8.28e-02 2.45e-03 2.45e-03 1.04e-02 1.28e-02 7.51e-02 1.70e-04 1.70e-04
[3; 4) 9.03e-02 2.50e-03 2.50e-03 1.13e-02 1.27e-02 8.42e-02 1.79e-04 1.79e-04
[4; 5) 5.50e-02 1.91e-03 1.91e-03 7.28e-03 8.14e-03 4.95e-02 1.40e-04 1.40e-04
[5; 8) 2.75e-02 1.44e-03 1.44e-03 4.20e-03 4.57e-03 2.56e-02 5.73e-05 5.73e-05
Table B.14: Thenumber of Z + candidates per Z candidate as dependence of R and pT of for generator
level and reconstruction level in simulation for Pythia 8.
MC reconstruction level MC generator level
pT [MeV=c ] centre value statistical up statistical low systematic up systematic low centre value statistical up statistical low
[600; 800) 4.98e-05 3.53e-06 3.53e-06 1.35e-05 1.36e-05 3.52e-05 2.71e-07 2.71e-07
[800; 1000) 4.95e-05 3.84e-06 3.84e-06 1.70e-05 1.71e-05 3.75e-05 2.79e-07 2.79e-07
[1000; 1200) 4.94e-05 4.40e-06 4.40e-06 1.72e-05 1.74e-05 3.83e-05 2.82e-07 2.82e-07
[1200; 1400) 4.64e-05 5.04e-06 5.04e-06 1.89e-05 1.92e-05 3.50e-05 2.70e-07 2.70e-07
[1400; 1600) 3.43e-05 4.90e-06 4.90e-06 1.77e-05 1.81e-05 3.14e-05 2.56e-07 2.56e-07
[1600; 5000) 1.26e-05 1.03e-06 1.03e-06 4.52e-06 4.56e-06 9.18e-06 3.30e-08 3.30e-08
MC reconstruction level MC generator level
R centre value statistical up statistical low systematic up systematic low centre value statistical up statistical low
[0; 2) 1.05e-02 7.57e-04 7.57e-04 3.36e-03 3.39e-03 7.76e-03 4.00e-05 4.00e-05
[2; 3) 2.24e-02 1.50e-03 1.50e-03 7.22e-03 7.30e-03 1.59e-02 8.08e-05 8.08e-05
[3; 4) 2.41e-02 1.54e-03 1.54e-03 7.89e-03 7.97e-03 1.85e-02 8.72e-05 8.72e-05
[4; 8) 8.94e-03 6.38e-04 6.38e-04 2.94e-03 2.98e-03 6.60e-03 2.59e-05 2.59e-05
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Table B.15: The number of Z + K0S candidates per Z candidate as dependence of R and pT of K0S for data.
Data
pT [MeV=c ] centre value statistical up statistical low systematic up systematic low
[0; 200) 7.73e-05 6.91e-06 6.91e-06 9.72e-06 1.12e-05
[200; 400) 1.52e-04 5.61e-06 5.61e-06 9.45e-06 1.04e-05
[400; 600) 2.26e-04 7.43e-06 7.43e-06 1.88e-05 2.06e-05
[600; 800) 2.34e-04 7.92e-06 7.92e-06 2.15e-05 3.11e-05
[800; 1000) 1.99e-04 7.41e-06 7.41e-06 1.76e-05 1.98e-05
[1000; 1200) 1.88e-04 8.34e-06 8.34e-06 2.40e-05 2.71e-05
[1200; 1400) 1.72e-04 9.04e-06 9.04e-06 3.17e-05 3.69e-05
[1400; 1600) 1.17e-04 7.27e-06 7.27e-06 2.08e-05 2.58e-05
[1600; 5000) 2.30e-05 8.61e-07 8.61e-07 2.29e-06 2.57e-06
Data
R centre value statistical up statistical low systematic up systematic low
[0; 1) 2.01e-02 1.14e-03 1.14e-03 2.03e-03 2.36e-03
[1; 2) 6.08e-02 2.08e-03 2.08e-03 6.09e-03 6.96e-03
[2; 3) 8.94e-02 2.55e-03 2.55e-03 9.64e-03 1.11e-02
[3; 4) 9.39e-02 2.74e-03 2.74e-03 9.78e-03 1.13e-02
[4; 5) 5.80e-02 2.14e-03 2.14e-03 6.54e-03 7.42e-03
[5; 8) 9.51e-03 5.11e-04 5.11e-04 1.12e-03 1.79e-03
Table B.16: The number of Z +  candidates per Z candidate as dependence of R and pT of  for data.
Data
pT [MeV=c ] centre value statistical up statistical low systematic up systematic low
[600; 800) 7.08e-05 5.41e-06 5.41e-06 1.44e-05 1.46e-05
[800; 1000) 7.92e-05 5.83e-06 5.83e-06 2.12e-05 2.14e-05
[1000; 1200) 7.86e-05 6.40e-06 6.40e-06 2.06e-05 2.09e-05
[1200; 1400) 8.54e-05 7.03e-06 7.03e-06 2.58e-05 2.63e-05
[1400; 1600) 6.45e-05 6.42e-06 6.42e-06 2.42e-05 2.48e-05
[1600; 5000) 1.89e-05 1.13e-06 1.13e-06 5.26e-06 5.32e-06
Data
R centre value statistical up statistical low systematic up systematic low
[0; 2) 1.72e-02 1.08e-03 1.08e-03 4.59e-03 4.66e-03
[2; 3) 4.15e-02 2.42e-03 2.42e-03 1.14e-02 1.16e-02
[3; 4) 4.33e-02 2.70e-03 2.70e-03 1.19e-02 1.21e-02
[4; 8) 8.81e-03 6.15e-04 6.15e-04 2.40e-03 2.43e-03
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