Abstract: In this paper, the inverse kinematics (IK) for robot manipulators with Pieper-Criterion based geometry is investigated from a novel perspective. Different from the traditional inverse transformation method, properties on orthogonal matrix, dot product operation and block matrix are synthetically involved in the proposed schemes to help simplify the IK solving, where the IK matrix equations are transformed into pure algebraic equations without any complex calculations of the inverses for transformation matrices. In the meantime, the linear combinations of related equations in the IK solving ensure the solutions free of extraneous roots, which enhances the computational efficiency further. Moreover, the singularity problem is fully addressed for a specific robot manipulator of such kind. Finally, experimental tests are provided to verify the proposed IK schemes.
INTRODUCTION
Nowadays, robots are exerting a considerable impact on many aspects of our modern lives due to their extensive applications in areas such as manufacturing industry, personal healthcare, transportation and exploration [1] [2] [3] . As a common type, multi-degree of freedom (DoF) serial robot manipulators with revolute joints, have been widely used. Since the control system of the robot manipulator acts on the joints, the accuracy and efficiency of the transformation between joint space and Cartesian space (working space or operating space), i.e., inverse kinematics (IK), is vital to the on-line operating performance.
With a review of the most representative solutions to the IK problem, inverse transformation method [4] , geometry method [5] , Pieper method [6] as the analytical approaches, and iteration method [7, 8] as the numerical approach, are frequently adopted. Generally, analytical approaches, which yield complete, accurate and fast solutions, are preferable to numerical ones that are usually used to gain the approximate solutions by convergent iteration [9] . Different from the above commonly used methods, a mixed numerical-analytical approach is proposed in [10] to approximate the IK solutions, product-of-exponentials (PoE) formulas [11] [12] [13] , vector dot product operations [14] [15] [16] [17] [18] and double quaternions [19, 20] are involved to simplify the IK solving processes.
Recently, in order to solve the IK problem of serial robot manipulator with multiple degrees of freedom (DoFs), two optimal approaches aiming at minimizing the extra DoFs and potential energy of the redundant robot are presented in [21] . A global approach at the position level is proposed in [22] , where the topological properties of the kinematics map are utilized to come up with an extremely fast on-line IK algorithm with redundancy. Furthermore, a complete parameterization of holonomic redundancy resolution techniques is proposed in [23] and a varied weights method for manipulators with multiple constraints is presented in [24] . Analyses of IK stability for redundant robots [25, 26] and singularity for serial manipulators [27, 28] are also carried out. Particularly, a biomimetic IK approach invoking Bayesian network and position tracker sensors for robot manipulator with redundant DoFs is proposed in [29] . Importantly, to simplify the IK solving for general structured robot manipulators, a multidimensional geometrical method is proposed in [30] to describe the kinematics of a general 6-DoF serial manipulator. In addition, from a systematic point of review, Menini and Tornambe [31] interpreted the inverse kinematics as a Lie symmetry of the direct kinematics, while [32] provides a unified framework to classify serial decoupled manipulators according to their anthropomorphic architectures and proposes a geometrical approach to solve the IK problem.
Especially, when the geometry structure of the robot satisfies the Pieper Criterion [1] , i.e., three consecutive joint axes of the robot are parallel or intersect at a common point, we can find a certain amount of closedform IK solutions by analytical method [1, [32] [33] [34] . As a typical example, the robot manipulator PUMA560 has eight closed-form IK solutions for a given pose matrix of the end-effector.
In this paper, aiming at improving the computational efficiency of the IK solving for robot manipulators with Pieper-Criterion based geometry, we present two novel IK schemes by reasonably applying some operational properties on vectors and matrices. First, dot product and matrix blocking are applied to transform the original IK equations in the complex form of matrix into several pure algebraic equations, where the orthogonality of rotation submatrix is also utilized to simplify the matrix inversions. As a second contribution, an improved form of the general trigonometric function equation is proposed by linear combinations of the related equations, which absolves the IK solving with four-quadrant arctangent function from generating extraneous roots.
The remainder of this paper is organized as follows. In Section 2, the kinematics of the robot manipulator is given. In Section 3, some useful properties on orthogonal matrix, dot product operation and block matrix are presented. Section 4 deals with the detailed design of two proposed schemes. Section 5 discusses the singularity problem. Finally, the proposed schemes are experimentally verified in Section 6, and some conclusions are given in Section 7.
2.KINEMATIC EQUATIONS

QJ-I-A 6-DoF robot manipulator
QJ-I, a serial robot manipulator with six revolute joints, is shown in Fig. 1(a) , with its D-H link coordinate shown in Fig. 1(b) . Its geometry structure satisfies the Pieper Criterion, and the last three consecutive joint axes intesect at a common point. Each joint of the robot is driven by a permanent magnet synchronous motor through a RV/harmonic reducer. The D-H parameters of QJ-I, the theoretical and the working ranges of each joint angle are shown in Table 1 , where the initial value is the joint position in original state, the theoretical range is the theoretical solving interval of joint angle which covers the four quadrants, and the working range is the actual operating interval in the task space [35] . (
R in the kinematic equations (1) and (2) are all orthogonal matrices, and by property (v), the transformation matrix 1 − i i T can be partitioned into four units (rotation matrix R i , position vector p i , 0 and 1).
Therefore, the rotation matrices
∈ R and the position vectors p,
p satisfy all the properties listed above. More importantly, benefiting from these properties, the complex computing of the inverses for 4×4 transformation matrices are avoided, which do great favor to simplify the computations.
INVERSE KINEMATICS
In this part, two novel IK schemes are designed for the robot manipulator QJ-I, one by applying the properties (i) to (v) and the other by properties (i) and (v), where the matrix equations described by (1) and (2) are reconstructed into relative ordinary trigonometric equations, which are pure algebraic, to simplify the solving process. In the meantime, through appropriate linear combinations of some related equations when solving certain unknown joint angles, both schemes avoid generating extraneous roots.
Scheme 1 4.1.1 Equation reconstruction
Order (1) and (2) we reconstruct 10 equations containing six joint angle variables by dot product operations.
Equation simplification
Take (3) and (10) as examples, the simplification details are as follows.
By property (v), from (1) and (2) we get
Then transform (13) as ( ) (
where we order
1 .
Obviously, R * is an orthogonal matrix, by property (iv), equation (3) ) ( ) (
By substituting the D-H parameters as listed in Table 1 
. To be free from the tedious manual symbolic computations, we use the symbol processing software Maple
) .
Then, equation (10) can be written as 
The simplifications of the other equations are with the similar method mentioned above. Finally, equations (4) to (9), (11) and (12) can be respectively transformed into 
So far, we have gained 10 pure trigonometric function equations ( (17), (19)- (27)) containing the six unknowns of joint angle.
Solving steps
To work out the exact value of each joint angle θ i (i =1, 2, …, 6), we involve the four-quadrant arctangent function arctan2(y, x) to obtain the complete solutions distributed in four quadrants, instead of applying arcsine, arccosine or arctangent, which yield incomplete solutions cover only two adjacent quadrants.
For a general equation in one unknown a sin b cos c,
where a, b, c are constants and θ i is the unknown. When 
However, noting an improved form of the equation (28) sin a, cos b,
the solution is unique:
arctan 2(a, b) arctan 2( , ).
Remark 1: There is a distinct difference between the formulas (29) and (31) . The expression (29) that was extensively used in previous studies [1] , is direct but likely to create extraneous roots, once that happens, computations of selecting out the real roots and matching them with those of the other joints will be inevitable, which could severely deteriorate the achievable calculating efficiency. By contrast, there is a unique solution to (31) , which makes the solving spared from tedious process of verifying and matching the roots. Therefore, when solving a certain unknown joint angle, we first use proper linear combinations of the related equations to get the form of (31) and then implement the concrete solving, along with the scheme 2 proposed subsequently.
The specific IK solving of scheme 1 are as follows:
Step 1: By (20) and (21), we get two solutions of θ 1 .
Step 2: By (17), (20) and (22), we get four solutions of θ 3 , two for each θ 1 .
Step 3: By linearly combining (20) and (22), we obtain such equations. Step 4: When solving θ 4 by combining (23), (24) and (25), we obtain arctan 2( , ), s s c s − − respectively, for each set of θ 1 , θ 2 and θ 3 , corresponding to 5 0 s > and 5 0; s < If QJ-I is in wrist singularity, i.e., 5 0, s = then the value of θ 4 can be chosen arbitrarily. Further discussion on the singularities of QJ-I will be made in Section 5.
Step 5: By linearly combining (23), (24) and (25), we obtain arctan 2( , ). s c θ =
Step 6: With the same method used in Step 5, from (19) , (26) and (27), we get arctan 2( , ). s c θ = Till now, we have got the complete eight sets of closed-form solutions without extraneous roots for QJ-I by scheme 1, whose flow chart is shown in Fig. 2. 
Scheme 2 4.2.1 Equation reconstruction
As presented in [34] , we break up the 6-DoF kinematic chain of QJ-I described in (1) into two 3-DoF chains described as the following equation 
= T T T T T T T (32)
Remark 2: This "broken up-chain" thinking is proposed with some considerations. On the one hand, the first three joints (called forearm) of QJ-I are intended to determine the three-dimensional location of the endeffector, and the last three (called wrist) to ascertain its orientation. On the other hand, breaking up the 6-DoF chain described by (1) into two 3-DoF chains shown in (32) helps balance the equation on both sides with the same quantity of the unknowns, the form of which facilitates obtaining effective block matrices in subsequent solving process.
According to properties (i) and (v), equation (32) can be transformed into 1 T T T  T T T  T T  T  3 2 1  3 2 1  3 2 1 1  3 2 2 3 3 . 1
Equation simplification
By substituting (2), equation (33) leads to eight (less than that of scheme 1) pure trigonometric function equations containing the six unknowns. 
4.2.3 Solving steps Similar to scheme 1, four-quadrant inverse tangent function arctan2(y, x) and linear combinations of related equations are frequently involved. The specific solving steps are presented as follows:
Step 1: By (34), we get two solutions of θ 1 .
Step 2: Square both sides of (35) and (36), respectively, then add them together. We get
For each θ 1 we can get two solutions of θ 2 , i.e., four solutions of θ 2 in total.
Step 3: By (35), one solution of θ 3 corresponding to each θ 2 , i.e., four solutions of θ 3 can be obtained.
Step 4: When solve θ 4 by (37) and (38), the similar wrist singular judgement as that in scheme 1 is made, and then work out the full solutions of θ 4 .
Step 5: By (38) and (39), we can get one solution of θ 5 corresponding to each set of θ 1 , θ 2 , θ 3 and θ 4 .
Step 6: By (40) and (41), one θ 6 can be obtained corresponding to each set of θ 1 , θ 2 , θ 3 , θ 4 and θ 5 .
So far, we have obtained the absolute eight sets of solutions for θ 1 , θ 2 , θ 3 , θ 4 , θ 5 and θ 6 without extraneous roots by scheme 2, whose flow chart is shown in Fig. 3 . More details about the solving process can be found in [34] .
SINGULARITY ANALYSIS
Singularity manifests physically into a reduction of DoFs available to the robot manipulator. It is described mathematically as the reduction of rank in the Jacobian matrix, which determines the relationships relating the joint rate to the linear and angular velocities in task space [27] . Therefore, identification of a certain singularity loci can be done by obtaining the analytical expression that causes the determinant of the Jacobian matrix (with reference to the base coordinate x 0 y 0 z 0 ) to be zero for the robot manipulator QJ-I.
To facilitate the analysis, J(q) can be partitioned into 3×3 block matrices as 11 12 21 22 ( ) . ⎡ ⎤Remark 3: It is worth mentioning that, there have been some other works addressing the singularity problem for robot manipulators with Pieper-Criterion based geometry systematically, more details about resolving the singularities can be referred to [36] [37] [38] .
EXPERIMENTAL RESULTS
Experiments were carried out on QJ-I to demonstrate the efficiency of the proposed schemes. The robot was commanded to track two desired trajectories.
For each trajectory tracking, firstly, discrete points are sampled from the target trajectory, which is located in the 0 0 x y plane with 0 z = 303 mm, and the direction of the end-effector is kept vertical down, i.e., the orientation matrix is 3 3 ,
thus the homogeneous pose matrices of the sample points can be described as 
After that, taking all the pose matrices as the calculating samples, with the proposed methods and the com-monly used traditional inverse transformation method referred in [4] (call Paul's), we solved out all the IK solutions respectively, in the VC++ compiling environment on a desktop computer platform (Windows XP 32-bit SP3 OS, Intel Core i5-2400 @ 3.10GHz CPU, 4GB DDR3 1600MHz RAM) in accuracy of 10 -8 (°). The efficiency comparisons are shown in Table 2 .
It took an average time of 5.124µs by scheme 1 and 5.926µs by scheme 2 respectively, to figure out the total eight solutions for one sample pose matrix, just as 42.8% and 49.5% of the average time cost by Paul's in [4] .
Remark 4: The IK solving by [4] needs to calculate the inverses of the transformation matrices repetitiously, which is involved in neither scheme 1 nor scheme 2 due to the properties presented in Section 3.
Remark 5: The IK solving by [4] produces extraneous roots, which are avoided in scheme 1 and scheme 2, benefiting from the proper linear combinations of the related equations when solving a certain unknown joint angle. This ensures the schemes free of both verifying the extraneous roots and matching the remaining real roots with the other five joint angles to form a complete set of solution.
Remark 6: Scheme 1 applies dot product operations between the 3×3 rotation matrices and 3×1 vectors, while in scheme 2, though the fewest trigonometric function equations are reconstructed, frequent multiplications of 3×3 matrices are made inevitably, which exerts a negative influence on the computational efficiency.
Remark 7: Though the IK problem for robots has been extensively studied in previous literatures, almost all the researchers focused on how to obtain the right IK solutions without laying enough emphasis on the algorithm efficiency, which is of crucial importance in the on-line motion control, especially the widely-used teaching-playback control with huge amounts of IK calculations. Compared with the traditional inverse transformation method in [4] , the proposed schemes improve the computational efficiency greatly, and are more qualified for such situations.
Then, after gaining all the closed-form IK solutions for each sample point by scheme 1 and scheme 2 respectively, according to the working range restrictions in Table 1 and the principle that the joint with the maximum inertia exports the minimum displacement, the optimal solutions are selected. Later on, a further interpolation in joint space is implemented to make the trajectory smooth enough. Finally, tracking control on QJ-I is executed to verify the proposed schemes. The experimental results are shown as in Fig. 4 . Both the proposed schemes execute the tracking assignments fluently and accurately.
CONCLUSIONS
Two novel and efficient IK algorithms are proposed in this paper for a Pieper-Criterion geometric robot manipulator. Different from the traditional inverse transformation method, that suffers from not only the frequently calculating the transformation matrix inverses, but also the time-consuming verifying and matching computations caused by the extraneous roots, in the presented schemes, properties on orthogonality of rotation matrices, dot product operation among matrices and vectors, and multiplication rules of block matrices are utilized, to refrain from both complex equation simplifications and calculations of inverse matrices. Importantly, related algebraic equations are linearly combined to get an improved form of the trigonometric function equation that contains only one unknown angle variable, which generates no extraneous roots at all. As a result, the efficiency of the proposed IK schemes is strengthened without verifying the extraneous roots or matching the real roots. Furthermore, the singularity problem for QJ-I is settled to make the proposed IK schemes singularity free. Finally, the schemes are applied practically on a 6-DoF robot manipulator, experimental results show both the efficiency and effectiveness of them. 
