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Abstract
Objective structures are atomic/molecular configurations which generalize the notion of
crystals and are such that all the constituent atoms/molecules of the structure see the same
environment up to orthogonal transformations and translations. Objective structures are
ubiquitously present in all of materials science, biology and nanotechnology and exam-
ples of these structures include nanotubes, buckyballs, tail sheaths and capsids of viruses,
graphene sheets and molecular bilayers. Due to their association with large degrees of
symmetry, objective structures are likely to be a fertile source of materials with remarkable
material properties – particularly, collective material properties such as ferromagnetism
and ferroelectricity. A systematic study of objective structures therefore, is likely to lead to
the discovery of novel materials. At the same time, formulation of computational methods
specifically designed for studying objective structures, is likely to lead to the development
of novel nanomechanics simulations methodologies.
Following this line of thought, this thesis deals with the development of Objective Den-
sity Functional Theory – a suite of rigorously formulated Density Functional methods and
numerical algorithms for carrying out abinitio simulation studies of objective structures.
Drawing analogies from the classical plane-wave density functional method of solid state
physics, our focus has been on the development of novel spectral schemes for studying ob-
jective structures using Kohn-Sham Density Functional Theory. In this work, we demon-
strate how the equations of Kohn-Sham Density Functional Theory for objective structures
admit interpretation in terms of symmetry adapted cell problems. We propose complete
orthonormal basis sets for discretizing these cell problems. Next, we discuss the signifi-
cant challenges associated with the efficient solution of the discretized cell problems and
our progress in addressing these challenges through a variety of numerical and algorithmic
strategies. Many of these strategies and methods have been implemented within the frame-
work of a powerful first principles simulation package called ClusterES (Cluster Electronic
Structure) that we designed and developed as part of this work.
We end with some examples highlighting the efficiency and accuracy of our numerical
methods as well as a brief discussion of ongoing applications of our spectral schemes to
the study of some problems in nano-mechanics.
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Chapter 1
Introduction
Prediction of new materials with properties of engineering and scientific interest is the
central goal of theoretical materials science.1 Methods used by the theoretical materials
scientist often include sophisticated mathematical tools for modeling and analysis of the
physical phenomena associated with materials, as well as the numerical simulation of these
phenomena. Most of these phenomena involve multiple temporal and spatial scales and so,
the physical theories employed range from continuum to quantum mechanics [Tadmor and
Miller, 2011].
Physical symmetry usually plays a very important role in the theories used for the modeling
and simulation of materials. Presence of symmetry is usually associated with interesting
material properties, or sometimes, symmetry provides an explanation for the lack of such
properties. On the continuum scale for instance, one can employ symmetry related ideas to
conclude that an isotropic elastic material can have only two independent elastic constants
[Gurtin, 1981]. At the molecular level, symmetry related ideas can be used to draw con-
clusions about the vibrational spectra and optical properties of molecules [Hammermesh,
1989]. In fact, the most widely studied molecular structures in materials science and solid
state physics are crystals, whose wide variety of interesting material properties are usu-
ally directly related to their underlying space group symmetries [Lax, 2001; Hammermesh,
1989].
The usual manner by which one searches for materials with interesting properties, is what
can be called a constitution based search. In this approach, different atomic and molecular
1As explained later in this chapter, for maintatining coherence and continuity, portions of the contents of
this chapter are adopted verbatim from our earlier work [Banerjee, 2011].
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constitutions are envisioned and one tries to systematically verify if the material result-
ing from such a constitution has any interesting material properties. Given the important
role that molecular arrangement and structure play in the determination of material prop-
erties, one can adopt a slightly different viewpoint in which the search for new materials
is based on probing different atomic and molecular structures satisfying some imposed re-
quirements. In particular, since structural symmetry seems to play a rather important role in
the occurrence of interesting material properties, a structure based search for new materials
could be organized and made systematic by means of classification based on different sym-
metry groups. The objective structures frame-work seems to provide a unified approach for
systematically carrying out this program.
As defined in James [2006], an objective atomic structure is a collection of atoms, repre-
sented by mass points or ions, for which every atom sees precisely the same atomic envi-
ronment up to orthogonal transformation and translation. An objective molecular structure
is a collection of molecules in which corresponding atoms in each molecule see the same
environment up to orthogonal transformation and translation. It is clear from these defini-
tions that objective structures are intrinsically associated with symmetry and therefore, one
might hope to make a systematic, structure based search for new materials with interesting
properties by looking at all possible objective structures.
Some of the most widely studied atomic/molecular structures in materials science and nan-
otechnology fall into the category of objective structures [James, 2006]. Indeed, all perfect
crystals are objective structures, as are nanotubes of arbitrary chirality. The list of objec-
tive structures also includes (but is not limited to) buckyballs, tail sheaths and capsids of
viruses, graphene sheets and molecular bilayers. Figure 1.1 shows a collection of some
non-crystalline objective structures.
The objective structures framework has already been linked to a variety of materials ap-
plications. Dumitrica and James [2007] have developed objective molecular dynamics,
a natural extension of the classical technique of periodic molecular dynamics [Allen and
Tildesley, 1987; Parrinello and Rahman, 1980], to objective structures. Dumitrica and
James [2007] have used their method to study instability modes of nanotubes using em-
pirical potentials. There have been extensions of this work to tightbinding calculations as
well [Zhang et al., 2009, 2008]. The objective structures framework has also been used, in
conjunction with multiscale ideas, for the study of viscometric flows and the design of vis-
cometers [Dayal and James, 2010, 2011]. With the objective structures framework already
being used for molecular level and mechanics simulations, it is quite natural to extend the
2
Figure 1.1: A zoology of objective structures: Each atom of the same color “sees” the same
environment upto isometries. (Boundary effects for structures of infinite extent are to be
ignored)
framework to the electronic structure level and this work is meant to be a step towards
that goal. In addition to allowing for novel mechanics , as conjectured in [James, 2006],
electronic properties of objective structures are very likely to be interesting in themselves:
indeed, the notion of “seeing the same environment” is likely to lead to objective structures
which display collective material properties such as ferromagnetism and ferroelectricity.
This is depicted schematically in Figure 1.2.
To use the objective structures framework for searching new materials, a key step is to
identify all possible objective structures. This question turns out to be intimately related to
the derivation of all possible discrete groups of isometries in three dimensions [Dayal et al.,
2013]. The derivation of these groups is a classical topic [Opechowski, 1986] and some
of the groups are summarized in the International Tables of Crystallography [Hahn, 2003].
Of special interest for objective structures are the subperiodic groups, that is, the ones
that do not contain three linearly independent translations. Volume E of the International
Tables contains an incomplete listing of the subperiodic groups. Another problem with
the listings of these groups is that only the abstract groups are listed, whereas for using
the objective structures framework, the explicit isometries, and particularly the allowed
3

Examples of such codes would include the packages CRYSTAL [Noel et al., 2010], tur-
bomole [Ahlrichs et al., 1989], fhi96md [Bockstedte et al., 1997], Gulp [Gale, 1997] and
PARSEC [Kronik et al., 2006].
Compared to the existing literature, our methodology is different in two respects. First, our
point of view is that the literature on symmetry adapted techniques seems to be missing
the unifying theme that the objective structures framework provides. It is also not clear to
us, how the symmetry principles that have been employed in some of the aforementioned
literature, can be rigorously justified from first principles. For instance, while dealing with
point group symmetries, theorems from group representation, in the context of finite dimen-
sional vector spaces, are often cited (see for instance Noel et al. [2010]). The connection
between this finite dimensional representation theory, and the solutions of the equations of
density functional theory (which represent a nonlinear infinite dimensional problem) are
not made clear however. In particular, these works do not demonstrate that much like the
case of crystals, there is a natural “cell problem” associated with the electronic structure
computation problem of atomic/molecular structures that are associated with non-periodic
symmetries.
It is our hope, that this work will take an important step towards addressing some of the
above issues, in a mathematically rigorous way. For the purpose of analyzing how the equa-
tions of density functional theory interact with underlying symmetry, we have formulated
an appropriate representation theory on a general class of Hilbert spaces. This has helped
us in establishing clear connections between electronic structure calculation of objective
structures and the harmonic analysis of finite groups of isometries. In addition, we have
also rigorously formulated a version of the classical Bloch theorem of solids state phsy-
ics, for structures generated by helical groups. In spirit, this work extends the canonical
analysis of periodic systems that is carried out using the Fourier transform, to systems with
helical and point group symmetries. Our work in this direction first appeared in Banerjee
[2011] and it predates the some what similar efforts in Fang et al. [2013] for carrying out
symmetry adaptation for eigenvalue problems.
Secondly, as far as numerical implementation is concerened, most of the existing method-
ologies and computer codes fall either into the category of generic molecular codes which
use the Linear Combination of Atomic Orbitals (LCAO) approach or generic periodic codes
which use plane-waves. The implementation of symmetry in these codes is ad hoc: neither
the basis sets used in the codes nor the numerical schemes used to solve the discretized
equations are designed keeping objective structures or the objective structures framework
5
in mind.
To address this issue, we have specifically formulated basis sets and numerical schemes that
integrate well with the objective structures framework. Starting from the observation that
one of the most successful methods for solving the Kohn-Sham equations for periodic sys-
tems – the plane wave method – is a spectral method based on eigenfunction expansion, we
have formulated in this work, spectral methods designed towards solving the Kohn-Sham
equations for objective structures generated by finite groups of isometries or by infinite he-
lical groups. This allows for efficient calculation of the electronic structure of these systems
with high accuracy and systematic convergence properties without the need for any artifical
periodicity. The basis functions in our methods form complete orthonormal sets and there-
fore, lead to simple discretized expressions. As a specific illustration of the use of our basis
sets, we have developed from scratch a powerful code designed for the study of clusters.
This code can study objective structures generated by arbitrary point group symmetries.
Computation of the occupied eigenstates of the discretized Kohn-Sham Hamiltonian in this
code is carried out using a combination of preconditioned block eigensolvers and Cheby-
shev polynomial filter accelarated subspace iterations. A variety of benchmark calculations
employing local and non-local pseudopotentials conclusively demonstrate the ability of our
code to handle arbitrary cluster systems efficiently. Adaptation of cyclic symmetry groups
in this code allows us to study large nano-systems abinitio. A similar enterprise using the
basis sets developed for helical groups currently constitutes on going work.
This work is meant to subsume our earlier efforts in formulating Density Functional Meth-
ods for Objective Structures as presented in Banerjee [2011]. As such, for the sake of com-
pleteness and for presenting a coherent overview of the entire work, portions of this thesis
reproduce the contents of that earlier work either in essence or verbatim. Specifically, the
introductory material in this chapter and the next one, as well as the representation theory
tools used for formulation of cell problems for finite groups (Chapters 2, 3 and Appendix
C) are directly adopted from Banerjee [2011]. The contents of Chapters 4 and 5 follow
these earlier developments and they constitute more recent work. They are currently being
prepared for submission to peer reviewed journals [Banerjee et al., 2014b,a].
The rest of this work is outlined as follows. Chapter 2 provides some of the basic back-
ground material on objective structures and density functional theory. Tools from abstract
harmonic analysis / group representation theory that are used later in the work are also pre-
sented in this chapter. In Chapter 3, we formulate cell problems arising out of the electronic
structure computation of objective structures generated by finite and helical groups. Chap-
6
ter 4 describes in detail the development of our spectral scheme for clusters. The various
computational and algorithmic challenges (including issues about parallelization) associ-
ated with the development of this scheme are described in this chapter. Symmetry adapted
spectral schemes are described in Chapter 5. Chapter 6 summarises the thesis and discusses
ongoing efforts, especially in terms of various applications of the methods developed in this
work.
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Chapter 2
Background
We use this chapter to provide some background on the theory of objective structures,
on some basic ideas from electronic structure calculation theories and also for building
important tools from abstract harmonic analysis / group representation theory. This also
provides us with a chance to introduce some notation that is employed later in this work.
The material in this chapter is directly adopted from our earlier work in Banerjee [2011].
2.1 Isometry Groups and Objective Structures
Following James [2006] and Dayal et al. [2013] we adopt a mathematical definition of
objective structures in terms of discrete groups of isometries. This requires that we first
introduce a few related ideas. Let Lin(3) denote the set of linear transformations on R3
and let O(3) denote the orthogonal group in three dimensions, that is, O(3) = {R ∈
Lin(3) : RTR = I}. We recall that an isometry is an affine map Υ : R3 → R3 of the
form Υ = (R|c) with R ∈ O(3), c ∈ R3 such that the point x ∈ R3 is mapped to the
point Rx+ c. As the name implies, isometries preserve distances (and hence angles), that
is ∀x,y ∈ R3, |Υ(x) − Υ(y)| = |x − y|. The product of two isometries Υ1 = (R1|c1)
and Υ2 = (R2|c2) is defined as a composition of their maps, that is, (Υ1 ◦ Υ2)(x) =
Υ1(Υ2(x)). This implies that Υ1 ◦ Υ2 admits the representation (R1R2|R1c2 + c1). The
identity isometry maps every x ∈ R3 to itself and is represented by (I|0). It follows that
the inverse of the isometry Υ = (R|c) is the isometry (RT | −RTc) and this is denoted as
Υ−1. A group of isometries is a set of isometries which includes the identity isometry and
which forms a group with the product and inverse operations described above.
If G is a group of isometries, then the orbit of a point x ∈ R3 is the set {Υ(x) : Υ ∈ G}
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and we denote this as Orb(G,x). The set Stab(G,x) is the set of isometries whose action
on x leave it invariant, that is Stab(G,x) = {Υ ∈ G : Υ(x) = x}. We can easily verify
that Stab(G,x) is in fact always a subgroup of G for any x ∈ R3. A group of isometries is
termed discrete if for every ǫ > 0 and every x,y ∈ R3, the open ball of radius ǫ centered
about y contains only finitely many points from the orbit of x, that is:
Orb(G,x) ∩ Bǫ(y) = a finite set, ∀ǫ > 0 and ∀x,y ∈ R3. (2.1)
We are now in a position to define objective structures:
Definition 2.1.1. LetM ⊂ R3 be a finite collection of distinct points and let G be a discrete
group of isometries such that Stab(G,x) = {(I|0)} or G for all x ∈M . Then
S =
⋃
x∈M
Orb(G,x) (2.2)
is called an objective structure with G as its underlying discrete group of isometries pro-
vided that there is at least one x ∈ M such that Stab(G,x) = {(I|0)}. In particular, if
Stab(G,x) = {(I|0)} for all x ∈ M , then we say that the objective structure is fixed point
free. IfM consists of only one point then the we say that S is an Objective Atomic Struc-
ture and if M consists of more than one point, we say that S is an Objective Molecular
Structure. 
The need for having at least one point which has a nontrivial orbit (that is, a point for
which Stab(G,x) = {(I|0)}) arises so as to prevent one from associating unrelated groups
and structures. We note however, that neither of the above definitions require an objective
structure to be of finite extent and so, the group G can be infinite. An objective structure
which is of infinite extent, that is for which sup
x,y∈S
|x− y| = ∞ cannot be generated by a
finite group of isometries unlessM contains points which are an infinite distance apart.
The requirement, that the group of isometries used in generating the objective structure be
discrete, is quite essential. Indeed, it follows from this condition that an objective structure
generated by such a group would satisfy the physical requirement of having all its points
(at which, in a physical setting, mass points or ions would be located) a non zero distance
apart:
Proposition 2.1.2. Let S be a fixed point free objective molecular structure generated by
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the discrete group of isometries G acting on the distinct set of pointsM . Let
δ = inf
x 6=y
{|x− y|,x,y ∈ S}. (2.3)
Then it holds that δ > 0.
Proof: Since we are considering the infimum among a set of non-negative real numbers, it
can only be that δ ≥ 0. If the group G is finite, then we are considering the infimum among
a finite set of positive numbers (this set being the pairwise distances between all points in
S) and so δ has to be positive. So the only possibility of having δ = 0 is when G is an
infinite group. We now assume for the sake of contradiction that δ = 0. Since S is fixed
point free, each x ∈ S lies on the orbit of a unique p ∈M and so, we may rewrite (2.3) as:
δ = inf
p,q∈M
{
inf
x 6=y
{|x− y|; x ∈ Orb(G,p),y ∈ Orb(G,q)}}. (2.4)
Since δ = 0 and the outer minimization in (2.4) is over a finite set, it must be that at least
one of the inner minimizations yield zero. Thus, there must exist p,q ∈M such that
inf
x 6=y
{|x− y|; x ∈ Orb(G,p),y ∈ Orb(G,q)} = 0 (2.5)
This implies that there exist {xk,yk}, k ∈ N such that xk ∈ Orb(G,p),yk ∈ Orb(G,q)
and |xk − yk| → 0 as k → ∞. Let xk = Υk(p),yk = Υ˜k(q). The isometries Υk, Υ˜k are
uniquely determined because S is fixed point free. For each k ∈ N,
|xk − yk| = |Υk(p)− Υ˜k(q)| = |Υ−1k (Υk(p))−Υ−1k (Υ˜k(q))|
= |p−Υ−1k ◦ Υ˜k(q)|. (2.6)
Since |xk − yk| → 0 it follows that {Υ−1k ◦ Υ˜k(q)}k∈N → p. But this contradicts with
the discreteness of G since {Υ−1k ◦ Υ˜k(q)}k∈N ⊂ Orb(G,q) and a ball of any radius
centered around p would contain infinitely many points from the convergent sequence
{Υ−1k ◦ Υ˜k(q)}k∈N. Hence we can only have δ > 0 in (2.3). 
A consequence of defining objective structures through discrete groups of isometries (as in
Definition 2.1.1 above) is that a study of these structures, in a large part, becomes a study
of the isometry groups that generate these structures.1 We adopt this point of view and
1In particular, Objective Atomic Structures and (fixed point free) Objective Molecular Structures need not
be studied separately.
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attempt to categorize the electronic structure calculation problem of objective structures
through the different groups of isometries involved. This raises a natural question about
what all possible discrete groups of isometries in three spatial dimensions are and if it is
possible precisely identify these groups in terms of formulae and parameters. The answer
to these questions is worked out in Dayal, Elliott, and James [2013] where the following
important result is derived and it is reproduced here without proof:
Theorem 2.1.3 (Dayal, Elliott and James). Every discrete group of isometries is either a
space group, a net group, a helical group or a discrete group of rotations.
Certain terms that appear in the above theorem need to be explained so that we are in
a position to appreciate the limitations that this theorem places on the morphology of
objective structures. A discrete group of isometries G is called a space group if it con-
tains three translations (I|t1), (I|t2), (I|t3) with t1, t2, t3 linearly independent and if ev-
ery translation in G is in the group generated by these three translations. Thus, every
translation in G is expressible in the form (I|µ1t1 + µ2t2 + µ3t3), µ1, µ2, µ3 ∈ Z. Simi-
larly, a discrete group of isometries G is called a net group if it contains two translations
(I|t1), (I|t2) with t1, t2 linearly independent and every translation in G is expressible in
the form (I|µ1t1 + µ2t2), µ1, µ2 ∈ Z. A discrete group of isometries G is called a rod
group if it contains a translation (I|t) and every translation in G is expressible in the form
(I|µt), µ ∈ Z. Finally, a helical group is a discrete group of isometries if it does not contain
a translation and does not consist entirely of rotations. Dayal et al. [2013] also show that
a discrete group of rotations can only be a finite group and these consist of the symmetry
groups of the Platonic solids as well as the cyclic and dihedral groups that fix an axis.
We may now try to interpret what bearing the above discussion has on the problem of elec-
tronic structure computation of objective structures. For objective structures that are gener-
ated by a space group, a net group or a rod group, one can exploit translational invariance
since the isometry groups associated with these structures contain a group of translations as
a normal subgroup. Hence, by proper choice of a periodic unit cell, one may hope to reduce
the electronic structure problem posed on the entire objective structure to one posed only
on the unit cell and augment this reduced problem with periodic boundary conditions. One
should note however that this is not necessarily the most optimum method for perform-
ing electronic structure computations on these structures since only a subgroup of the full
symmetry group is being exploited.2 Nevertheless, this has been the canonical approach
2An example would be a body centered cubic lattice. A standard periodic unit cell would have 2 atoms
per unit cell while a consideration of the complete symmetry group associated with the lattice would lead one
to perform all computations on a (symmetry adapted) single atom cell.
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of the computational materials science and solid state physics community to perform elec-
tronic structure computations on most materials systems[Martin, 2004; Kaxiras, 2003]. On
the other hand, for the objective structures associated with helical groups or with discrete
groups of rotations, there is no underlying periodicity and so we need to discover methods
that are well suited for these symmetry groups. The way these groups are conventionally
handled in the computational materials science/computational chemistry community is by
use of the so called super-cell method [Martin, 2004]. The idea is to make the structure
under study artificially periodic and then to study this periodic problem using methods de-
signed for studying crystals. Thus, the supercell method does not really study the problem
associated with the original structure, but only periodic approximations of the problem.
One of the goals of this work, is to be able to formulate electronic structure calculation
algorithms suited for non-periodic objective structures without resorting to any sort of arti-
ficial periodicity.
2.2 Electronic Structure Computation Theories
We discuss the electronic structure computation problem as it applies to a system with a
finite number of electrons at absolute zero temperature. We will try to outline only the gen-
eral principles involved in this discussion - the numerous theoretical and implementation
details involved will be brought up in later portions of this work as and when required. The
primary focus of our discussion will be on Density Functional Theory. A more detailed
discussion of electronic structure computation theories may be found in Parr and Yang
[1994]; Szabo and Ostlund [1996] and Martin [2004]. Some of the rigorous mathematical
foundations of these theories have been laid out in Kato [1957]; Lieb and Simon [1977a,b];
Lions [1987] and Lieb [1983] among others. Good overviews of the mathematical issues
involved can be found in Le Bris [2005, 2003]; Defranceschi and Le Bris [2000] and ref-
erences therein. Our presentation of the contents of this section, as well as our choice of
notation are very much in the light of these more mathematical works. For the purpose
of simplicity, we will omit the spin variable in this presentation with complete awareness
however, of the great practical significance of spin in practical electronic structure calcula-
tions (also see Section 4.2.1). The atomic unit system withme = 1, e = 1, ~ = 1,
1
4πǫ0
= 1,
is used rest of the work, unless otherwise mentioned.
2.2.1 Born-Oppenheimer Quantum Mechanics
In many quantum chemistry/computational materials science applications, it is legitimate
to treat the nuclei of the system of interest as positively charged point masses which behave
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classically. So we assign precise positions (x1,x2, . . . ,xM) and charges (z1, z2, . . . , zM)
to the nuclei and treat the electrons as quantum mechanical particles. Under these assump-
tions,3 determination of the ground state structure of a molecular system consisting of M
nuclei and N electrons takes the following form:
inf
(x1,...,xM )∈R3M
{
W
(
x1, . . . ,xM
)
= U
(
x1, . . . ,xM
)
+
∑
1≤k≤l≤M
zkzl
|xk − xl|
}
, (2.7)
where, U
(
x1, . . . ,xM
)
= inf
ψe∈He
{
〈ψe, H(x1,...,xM )e ψe〉L2 , ‖ψe‖L2 = 1
}
, (2.8)
with H
(x1,...,xM )
e denoting the (non-relativistic) electronic Hamiltonian and He denoting a
suitable function space in which the minimization in (2.8) must be carried out. The min-
imization in (2.8) corresponds to determining the ground state electronic structure with
the nuclei clamped at the positions (x1, . . . ,xM). Our work will almost entirely focus on
this electronic structure computation problem with the added constraint that (x1, . . . ,xM)
should be expressible in such a way that Definition 2.1.1 can be applied. The outer min-
imization in (2.7) is important while doing structural optimization computations and we
should note that even this minimization problem is considerably simplified for the case of
objective structures since one needs to optimize over a lower dimensional manifold ofR3M .
The ground state electronic structure computation problem (2.8) consists of finding the
lowest eigenvalue of the electronic Hamiltonian H
(x1,...,xM )
e parametrized by the positions
of the nuclei. This Hamiltonian consists of a term accounting for the kinetic energy of the
electrons, a term accounting for the electron-nuclei attraction and a term accounting for the
electron-electron repulsion and can be written as:
H(x1,...,xM )e = −
N∑
i=1
1
2
∆yi −
N∑
i=1
M∑
k=1
zk
|yi − xk| +
∑
1≤i≤j≤N
1
|yi − yj| . (2.9)
The natural choice for the function space He turns out to be4 the following subspace of
L
2(R3N):
He =
N∧
i=1
H
1(R3), (2.10)
where, the wedge is used to denote the antisymmetrized tensor product and H1(R3) denotes
the Sobolev space of square integrable functions on R3 whose first order weak derivatives
3Referred to as Born Oppenheimer approximation in literature.
4This follows from ensuring finiteness of the kinetic energy and fulfillment of the Pauli exclusion princi-
ple.
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are also square integrable. The Euler-Lagrange equation of the minimization problem (2.8)
is the eigenvalue problem:
H(x1,...,xM )e ψe = Eeψe, (2.11)
with Ee = U
(
x1, . . . ,xM
)
the lowest possible eigenvalue of the self-adjoint operator
H
(x1,...,xM )
e . Equation 2.11 is often referred to as the many-body Schro¨dinger equation
in the literature.
2.2.2 Density Functional Methods
Unfortunately however, for any practical problem, a direct numerical attack on the mini-
mization problem (2.8) or the eigenvalue problem (2.11) is prohibitively expensive due to
the large dimensionality involved. To overcome this difficulty, the generic philosophy is
to trade the linearity of (2.11) for a reduction in dimensionality. Density functional meth-
ods are based on a reformulation of (2.8) in such a way that the unknown function is the
electronic density:
ρ(y) = N
∫
R3(N−1)
|ψe(y,y2, . . . ,yN)|2 dy2 . . . dyN , (2.12)
which is a scalar field on R3 unlike the wavefunction ψe which is a scalar field on R
3N . The
justification behind this reformulation strategy comes from a seminal paper by Hohenberg
and Kohn [Hohenberg and Kohn, 1964] who showed that electron-density as a basic vari-
able is sufficient to describe the properties of a material system in its ground state. To see
how (2.8) may be reformulated in terms of the density (2.12), we may follow Lieb [1983]
and Le Bris [2005] to define:
E(ρ) = inf
ψe∈He
{
〈ψe,
(
−
N∑
i=1
1
2
∆yi +
∑
1≤i≤j≤N
1
|yi − yj|
)
ψe〉L2 :
‖ψe‖L2 = 1, ψe has density ρ
}
(2.13)
and IN =
{
ρ ≥ 0 : √ρ ∈ H1(R3),
∫
R3
ρ = N
}
, (2.14)
so that, problem (2.8) reduces to:
U
(
x1, . . . ,xM) = inf
ρ∈IN
{
E(ρ)−
∫
R3
( M∑
k=1
zk
|y − xk|ρ(y) dy
)}
(2.15)
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The functional E : IN → R+ is called a density functional and it is often described as
being “universal” in literature (for example, Hohenberg and Kohn [1964]) since it does
not depend on any particular material/molecular system. However, an explicit formula for
this universal density functional E(ρ) is not known and so, in practice one must construct
approximations of this density functional by carefully studying reference systems that are
in some sense “close” to the system being studied.
2.2.3 Kohn-Sham Density Functional Theory
A density functional model very widely used today is the one introduced by Kohn and
Sham [Kohn and Sham, 1965] who considered a system of N non-interacting electrons as
a reference. Under appropriate assumptions, the kinetic energy of such a system can be
written as [Le Bris, 2005]:
TKS(ρ) = inf
φi∈H1(R3)
{
1
2
N∑
i=1
∫
R3
|∇φi|2 : 〈φi, φj〉L2 = δij,
N∑
i=1
|φi|2 = ρ
}
. (2.16)
The Kohn-Sham model first chooses this as an approximation for the kinetic energy for
the system of interacting electrons that is being studied. It then adds electrostatic terms to
account for the electron-electron repulsion and the electron nuclei attraction. It finally adds
an exchange-correlation functional to the model, the purpose of this term being to account
for the non-independence of the electrons. The Kohn-Sham model therefore reads as:
IKSN = inf
φi∈H1(R3)
{
1
2
N∑
i=1
∫
R3
|∇φi|2 +
∫
R3
ρVnu +
1
2
∫
R3
∫
R3
ρ(x)ρ(y)
|x− y| dx dy
+ Exc(ρ) : 〈φi, φj〉L2 = δij
}
(2.17)
The exact form of Exc(ρ) is of course, not known since a knowledge of it’s exact form
would amount to having the knowledge of the elusive density functional E(ρ) that appears
in (2.13) and (2.15). One of the common approximations for this term is the so called
Local Density Approximation, in which Exc(ρ(y)) is expressed as
∫
R3
F (ρ(y)) dy. The
simplest form of the Local Density Approximation is obtained for the case of a uniform
non-interacting electron gas, in which case we have [Le Bris, 2005]:
Exc(ρ) = −CD
∫
R3
ρ4/3(y) dy, with CD =
3
4
(
3
π
)1/3
. (2.18)
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The Euler-Lagrange equations of (2.17) are the celebrated Kohn-Sham equations, which
for a system withM nuclei are as follows:
K(ρ)φi = λiφi; 〈φi, φj〉L2 = δij . (2.19)
K(ρ) = −1
2
∆−
M∑
i=1
zk
|y − xk| +
(∫
R3
ρ(x)
|y − x| dx
)
+ Vxc(ρ) . (2.20)
with,
ρ(x) =
N∑
i=1
|φi(x)|2, and Vxc(ρ) = ∂Exc(ρ)
∂ρ
. (2.21)
The λi that appear in the (4.1) are the Lagrange multipliers of the orthonormality con-
straints. Owing to the fact that the Kohn-Sham energy functional (2.17) is invariant with
respect to unitary transformations of the φi, the matrix of Lagrange multipliers may be di-
agonalized without loss of generality. This transformation also leaves the expression for
the density in (2.21) unchanged. They λi are taken to be the lowest N eigenvalues of the
of the Kohn-Sham operatorK(ρ).
The usual method of solution of the Kohn-Sham equations is by a self-consistent approach
[Kohn and Sham, 1965; Martin, 2004]. One starts from a guess of the density ρ(x) and eval-
uates the electrostatic and exchange correlation terms. One then solves the linearized eigen-
value problemwith these potentials and computes the lowestN states φi, i = 1, . . . , N . The
expression for the density in (2.21) is used to compute the new electronic density from the
φi. The potentials are then computed with this new density and the cycle repeats. It is not
obvious however, that this iteration will converge and whether it will converge to the sought
minimizer. In practice therefore, “mixing schemes” are employed [Martin, 2004], so that
the newly computed density from the present iteration step is combined with densities from
earlier iterations and this “mixed” density is used to evaluate the potentials in the current
iteration step. See Section 4.3.4.1 for more details on this.
We should mention in passing, that Kohn-Sham calculations for extended systems, such
as crystals, involve theoretical and implementation issues that are not originally present in
Kohn-Sham Density Functional Theory as presented here. For instance, at the theoretical
level, formal extension of the Kohn-Sham theory to such calculations, involves the intro-
duction of a single electron band theory and ideas related to the density of states. At the
implementation level, the computation of the electrostatic potentials and energies are done
through so called Ewald sums. See Reed and Simon [1978]; Defranceschi and Le Bris
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[2000]; Le Bris [2003]; Martin [2004] and Pickett [1989] for more details. In the context
of the present work, this means that studies of the electronic structure of infinite objective
structures (such as those generated by helical groups), should keep such issues in mind
during the formulation and implementation phase.
2.3 Results and tools from Abstract Harmonic Analysis
As mentioned earlier, one of the objectives of this thesis is to investigate how density func-
tional methods can be adapted to study the electronic structure of objective structures. In the
Kohn-Sham setting, this translates to investigating how the symmetry group of an objective
structure interacts with the Kohn-Sham model (2.19)-(2.21). However, the non-convexity
of the functional appearing in (2.17) and the non-linearity of the system (2.19)-(2.21) make
it somewhat difficult to answer these questions and in fact, loss of symmetry in self consis-
tent solutions to the Kohn-Sham equations is quite well known [Prodan, 2005].
This is a somewhat generic concern with regard to the analysis of how symmetry interacts
with non-linear problems. In such situations, a problem with a certain degree of symmetry
may not exhibit solutions with the same degree of symmetry. Hence, the analysis of such
problems is mainly focused on efficiently computing solutions which do have the right
degree of symmetry should they exist [Healey, 1989], as well as on studying symmetry
breaking bifurcating solutions [Healey, 1988; Healey and Kielho¨fer, 1991].
On the other hand, the interaction of symmetry with linear problems is well understood
and well characterized. The main mathematical tools for the study of such problems are
provided by linear representation theory and abstract harmonic analysis. There seems to be
a wealth of literature devoted to the analysis of such problems and their applications. A list
of references would include Hammermesh [1989] and McWeeny [2002] for applications to
problems in physics and chemistry, Bossavit [1986, 1993] and Georg and Tausch [1994]
for applications to linear boundary value problems and their solutions by Finite Element
and Boundary Element techniques, Healey and Treacy [1991] and Fahmi and Potier-Ferry
[1998] for applications to eigenvalue problems arising out of structural analysis, and All-
gower et al. [1998]; Ahlander and Munthe-Kaas [2005, 2006]; Allgower and Georg [1999]
for applications to numerical algorithms.
We will now focus on developing mathematical tools that will enable us to study the in-
teraction of symmetry groups of objective structures with a broad class of linear problems.
Our justification for studying linear problems comes from the fact that the self-consistent
iteration scheme for computing solutions of the Kohn-Sham equations basically involves
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solution to linear problems at each stage of the iteration. This is elaborated upon in later
chapters.
In order to introduce the large number of ideas involved in representation theory in a coher-
ent way, a fair bit of abstraction is needed at this point. The basic theme of the developments
that follow is the formulation of a representation theory for a discrete group of isometries
G on a Hilbert space of square integrable functions. The utility of this sort of abstraction is
that it allow us to treat finite as well as infinite groups of isometries in a unified way later.
Also, the development of these tools in terms of a rather generic Hilbert space has the dis-
tinct advantage of allowing us to study both linear partial differential equations as well as
numerical discretizations of these equations, with minor modifications. A linear problem
may be viewed in terms of a linear operator posed on a suitable space of solutions. There-
fore, the question of how the symmetry group G interacts with a particular linear problem
may be formulated in terms of how representations of G on the space of solutions interact
with the linear operator associated with the problem.
The material that we present in the following sections has been largely influenced by Fol-
land [1994]; Barut and Raczka [1986] and Miller [1972]. However, we believe that our
presentation is quite original in some respects. In many cases, we have had to adapt the
more sophisticated general theory presented in the above references to our somewhat sim-
plified needs. The main source of our simplification arises from the fact that the groups (of
isometries) associated with objective structures, are always discrete and hence countable.5
2.3.1 Group Actions
The notion of group actions was introduced in Section 2.1 in the context of groups of
isometries acting on R3. We begin by generalizing this idea. Let G be a group with ◦
denoting the group operation and let S be an arbitrary set.
Definition 2.3.1. The Left Group Action6 of G on S is a mapping • : G× S → S denoted
as g • x for g ∈ G, x ∈ S which satisfies:
1. (g ◦ h) • x = g • (h • x), ∀g, h ∈ G, x ∈ S.
2. If e denotes the identity element of G, then e • x = x, ∀x ∈ S. 
5The result that discrete groups of isometries are always countable follows quite directly from Dayal et al.
[2013, Lemma 5.1, Theorem 5.1].
6We may similarly define the right group action of G on S. However, every right group action may be
re-interpreted as a left group action and so we only concern ourselves with left group actions here.
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As before, we denote Orb(G, x) = {g •x : g ∈ G} and Stab(G, x) = {g ∈ G : g •x = x}.
We extend the notation of actions and orbits to arbitrary subsetsA ⊂ S by denoting g•A =
{g • x : x ∈ A} and Orb(G,A) = {g • A : g ∈ G}. In particular, we say that A ⊂ S
is a fundamental set for the action of G on S if Orb(G,A) = S. 7 Fundamental sets are
of great importance to us since, broadly speaking, we are interested in reducing a problem
posed over a set S with a symmetry group G, to a problem posed on a fundamental set for
the action of G on S.
It is useful to note that our definition of group action automatically ensures that the map for
the group action • : G × S → S is such that for each fixed first argument, it is a bijection
in the second argument. 8 9 The consequence of this is the following simple useful result:
Proposition 2.3.2. There exists a fundamental set for the action of G on S.
Proof: The bijection property guarantees that we may define an equivalence relation ∼
on S × S which is as follows: ∀x, y ∈ S, x ∼ y ⇔ ∃g ∈ G such that y = g • x. By
the fundamental property of equivalence relations [Naylor and Sell, 1971], the equivalence
relation ∼ will partition S into the disjoint union of equivalence classes and in this case,
the equivalence class of x will simply be Orb(G, x). If we now define a set V such that
it contains a member from each equivalence class, it is easy to check that Orb(G, V ) = S
ensuring that V is a fundamental set. 
We now consider how group actions on S can be used to define group actions on suitable
function spaces on S. We will achieve this through a point-wise redefinition of the functions
and so the technical issue of whether specifying a function point-wise actually specifies it
uniquely, arises. To circumvent this, we assume that S is equipped with a topology such
that for each fixed g ∈ G, the group action is a continuous map from S to S. If we confine
our attention to the set of all maps f : S → C which are continuous in this topology, we
can prove the following result:
7In the context of Definition 2.1.1, it is easy to see that if S is an objective structure generated by a discrete
group of isometries G acting on the setM , thenM is in fact a fundamental set for the Objective Structure S .
8The proof of this is as follows: The map is an injection because with g ∈ G fixed, if g • x1 = g • x2
for any x1, x2 ∈ S, then g−1 • (g • x1) = g−1 • (g • x2). Thus, by the laws of group action, we must have
x1 = x2. Now, we assume for the sake of contradiction that the map is not a surjection. Thus there exists
g ∈ G such that g • S ( S. Let x ∈ S\g • S. Now g−1 • x ∈ S and therefore, g • (g−1 • x) ∈ g • S. By the
laws of group action this implies a contradiction since we have x ∈ g • S as well as x ∈ S\g • S.
9The converse is not true in general since we may find x ∈ S such that Stab(G, x) is a non-trivial subgroup
of G and so, for each fixed second argument, the group action is not a surjection in its first argument.
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Proposition 2.3.3. Let • : G×S → S denote the action ofG on S and let C(S) denote the
set of functions f : S → C which are continuous (in the aforementioned topology). Then
the map • : G × C(S)→ C(S) : f(x) 7→ f(g−1 • x) defines an action of G on C(S).
Proof: First, we note that the pointwise definition of the group action makes sense since we
are dealing with continuous functions. Next, we note that for any fixed g ∈ G, f(g−1 •x) ∈
C(S) since it is the composition of two continuous maps. Now, for any g, h ∈ G, x ∈ S
and f ∈ C(S) we have:
(g ◦ h) • f(x) = f((g ◦ h)−1 • x) = f((h−1 ◦ g−1) • x) = f(h−1 • (g−1 • x))
= h • f(g−1 • x) = g • (h • f(x)), (2.22)
which verifies the first law. Also, e • f(x) = f(e−1 • x) = f(x) which verifies the second
law. This completes the proof. 
The advantage of introducing group actions on continuous functions is that group actions
can be defined on a large class of other function spaces by means of density theorems.
A particular example would be the group action of a discrete group of isometries G on a
suitable subset Ω ⊂ R3 as discussed in Chapter 2. We may easily verify that the usual
topology on R3 satisfies the hypotheses of Proposition 2.3.3. Hence, a group action on
C(Ω) may be defined. Next, by employing density theorems of continuous functions, this
action can be extended to suitable function spaces on Ω that are relevant to the study of
boundary value problems associated with electronic structure calculation. We carry out
such a program in later sections of this work.
2.3.2 Representation Theory
2.3.2.1 Group Representations over Hilbert Spaces
Let H, H˜ denote nonzero Hilbert spaces. Let L(H, H˜) denote the space of bounded linear
operators from H to H˜ that is:
L(H, H˜) = {T : H→ H˜ : T is linear and ∃C > 0 such that ‖Tf‖
H˜
< C‖f‖H, ∀f ∈ H
}
(2.23)
Further, let U(H, H˜) denote the space of unitary operators from H to H˜, that is,
U(H, H˜) = {T ∈ L(H, H˜) : T is surjective and 〈f1, f2〉H = 〈Tf1, T f2〉H˜, ∀f1, f2 ∈ H}.
(2.24)
20
We then introduce:
Definition 2.3.4. A map ζ : G → L(H,H) is a linear representation of the discrete group
of isometries G on the carrier space H, provided that ζ is a homomorphism and it preserves
the identity, i.e., ∀g, h ∈ G, ζ(gh) = ζ(g) ◦ ζ(h) and ζ(e) = IH (where e and IH denote the
identity element in G and the identity operator on H respectively). The dimension of the
Hilbert space H is called the dimension of the representation. If, for a linear representation,
the map ζ is a bijection onto it’s range, then ζ is in fact an isomorphism and we call it a
faithful linear representation of G. If a linear representation is such that for each g ∈ G,
ζ(g) ∈ U(H,H), we call the map a unitary representation of G. Finally, if all the elements
of G are mapped to IH, then we call the representation trivial. 
Thus, the image of G under the linear representation is a set of operators which form a
group under the operation of composition of operators (denoted here as ·), and the identity
element of this group is the identity operator on H. The condition that ζ(e) = IH guarantees
that each linear operator in the image of the representation is an isomorphism on H. This
observation follows from the fact that:
∀g ∈ G, ζ(g) · ζ(g−1) = ζ(g−1) · ζ(g) = ζ(g ◦ g−1) = ζ(g−1 ◦ g) = ζ(e) = IH ,
(2.25)
and so we must have ζ(g)−1 = ζ(g−1) ∈ L(H,H). Hence the inverse operator of each
ζ(g) is well defined and bounded and so each ζ(g) is an isomorphism on H. In particular,
for a unitary representation, we have ζ(g−1) = ζ(g)−1 = ζ(g)∗, where ∗ is used to denote
the adjoint.10 Henceforth, we will be interested in unitary representations for the most part
because of the nicer properties of unitary operators. This may seem like a somewhat restric-
tive choice but as our next result demonstrates, unitary representations can be constructed
quite routinely for most of our applications. In particular, this gives us a method of con-
structing unitary representations on some of the common function spaces associated with
partial differential equations of interest to this work as well as finite dimensional spaces
associated with discretized versions of those equations. While the theorem itself is quite
intuitive and is a direct extension of Proposition 2.3.3, some minor technical details need to
be sorted out. First we note that we call a Radon measure ν on a locally compact Hausdorff
topological space S group invariant (from the left) if for any measurable subset A ⊆ S,
ν(A) = ν(g ◦ A) for every group element g. Here, g ◦ A is a notation for
⋃
p∈A
g ◦ p. Next,
10For any T ∈ L(H,H), the adjoint of T is the unique operator T ∗, that satisfies 〈Tf1, f2〉H =
〈f1, T ∗f2〉H, ∀f1 ∈ H, f2 ∈ H. An operator T ∈ U(H,H) if and only if T is invertible and T−1 = T ∗.
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we have:
Lemma 2.3.5. Let S be a locally compact Hausdorff topological space and let G be a
discrete group of isometries such that the action of G on S is continuous for each fixed
g ∈ G. Let ν be a group invariant Radon measure on S and let L2ν(S) denote the Hilbert
space of complex valued square integrable functions. Then the following defines an action
of G on any function f ∈ L2ν(S):
g • f = lim
n→∞
fn(g
−1 • x), (2.26)
where {fn}n∈N ⊂ Cc(S) is a sequence (of continuous functions with compact support in
S) that converges to f in the ‖·‖L2ν(S) topology.
Proof: First, we ensure that the definition of the group action makes sense. If f ∈ L2ν(S),
then by density of Cc(S) in L
2
ν(S) [Folland, 1999], there exists {fn}n∈N ⊂ Cc(S) such that
‖f − fn‖L2ν(S) → 0 as n → ∞. For each fn, the function fn(g−1 • x) ∈ Cc(S) since the
map x 7→ fn(g−1 •x) is continuous for each fixed g and the continuous image of a compact
set (the support of fn in this case) is compact. Also, fn(g
−1 • x) ∈ L2ν(S) because, by a
change of variables/Radon-Nikodym theorem and the group invariance of the measure ν,
we have that:∫
S
|fn(g−1 • x)|2 dν =
∫
g•S
|fn(g−1 • (g • y))|2 dν =
∫
S
|fn(y)|2 dν =
∫
spt.(fn)
|fn(y)|2 dν
≤ ( sup
y∈spt.(fn)
|fn(y)|2
)× ν(spt.(fn)) <∞ (2.27)
By a computation very similar to the one above, we also conclude that {fn(g−1 • x)}n∈N
is a Cauchy sequence in L
2
ν(S) and so, by completeness, the limit in (2.26) and hence the
proposed group action is well defined.11
We now need to confirm that this limit satisfies the two laws of group action. For the first
law, we need to verify that (g◦h)•f = g•(h•f). So, let {fn(x)}n∈N ⊂ Cc(S) be convergent
to f ∈ L2ν(S). Then, by definition of the action and the calculations in Proposition 2.3.3,
we have:
(g ◦ h) • f = lim
n→∞
fn((g ◦ h)−1 • x) = lim
n→∞
fn((h
−1 ◦ g−1) • x) . (2.28)
11The action is also unambiguous in the sense that one can choose any approximating sequence for the
purpose - two different sequences will necessarily produce results that differ from each other only on a set of
ν-measure zero.
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On the other hand, to evaluate g • (h • f), let {φn(x)}n∈N ⊂ Cc(S) converge to (h • f) ∈
L
2
ν(S). So, g•(h•f) = lim
n→∞
φn(g
−1•x). Since {fn(x)}n∈N → f in L2ν(S), by definition of
the group action, we must have that {fn(h−1 •x)}n∈N → h•f in L2ν(S). Thus, by choosing
the sequence {φn(x)}n∈N to be equal to {fn(h−1 • x)}n∈N, we get that:
g • (h • f) = lim
n→∞
fn(h
−1 • (g−1 • x)) = lim
n→∞
fn((h
−1 ◦ g−1) • x) . (2.29)
Comparing (2.28) and (2.29), the first law of group action is verified. Finally, we also have:
e • f(x) = lim
n→∞
fn(e
−1 • x) = lim
n→∞
fn(x) = f(x). (2.30)
This completes the proof. 
An immediate corollary of the above is the following result on unitary representations:
Theorem 2.3.6. With the setting of Lemma 2.3.5, let • : G × L2ν(S) → L2ν(S) denote the
action of G on functions in L2ν(S) as defined by (2.26). For each g ∈ G we consider an
operator Tg : L2ν(S) → L2ν(S) such that for any f ∈ L2ν(S), Tg[f ] = g • f . Let the
set LG denote the collection {Tg : g ∈ G}. Then the map ζ : G → LG forms a unitary
representation of the group G on the carrier space L2ν(S).
Proof: We first note that ∀g ∈ G, the action of Tg on any function f ∈ L2ν(S) is well
defined via Lemma 2.3.5. Each Tg is easily verified to be a linear operator on L2ν(S) and
Tg ∈ L(L2ν(S), L2ν(S)) because, by the continuity of the norm and the change of variables
calculation in (2.27), we have:
‖Tg[f ]‖L2ν(S) = ‖g • f‖L2ν(S) = ‖ limn→∞ fn(g
−1 • x)‖L2ν(S) = limn→∞‖fn(g
−1 • x)‖L2ν(S)
= lim
n→∞
‖fn(x)‖L2ν(S) = ‖ limn→∞ fn(x)‖L2ν(S) = ‖f‖L2ν(S) .
(2.31)
Further, the fact that • : G × L2ν(S)→ L2ν(S) is an action on functions in L2ν(S), leads to:
(Tg · Th)[f ] = Tg[Th[f ]] = Tg[h • f ] = g • (h • f) = (g ◦ h) • f = Tg◦h[f ] . (2.32)
Also, Te is the identity operator on L2ν(S). Hence, the map ζ : G → LG is a homomorphism
and so the operators Tg form a representation of G on L2ν(S).
23
To see that each operator Tg is unitary, we consider φ, ψ ∈ L2ν(S) and the inner product
〈φ, ψ〉L2ν(S) =
∫
S
φ(x)ψ(x)dν. Let {φm}m∈N and {ψn}n∈N be sequences in Cc(S) that
converge to φ and ψ respectively. Then, by definition of the action on L2ν(S) functions,
continuity of the inner product and a change of variables, we have:
〈Tgφ, Tgψ〉L2ν(S) = 〈g • φ, g • ψ〉L2ν(S) = 〈 limm→∞φm(g
−1 • x), lim
n→∞
ψn(g
−1 • x)〉L2ν(S)
= lim
m,n→∞
〈φn(g−1 • x), ψm(g−1 • x)〉L2ν(S) = limm,n→∞
∫
S
φm(g
−1 • x)ψn(g−1 • x) dν
= lim
m,n→∞
∫
g•S
φm(g
−1 • (g • y))ψn(g−1 • (g • y)) dν = lim
m,n→∞
∫
S
φm(y)ψn(y) dν
= lim
m,n→∞
〈φm, ψn〉L2ν(S) = 〈 limm→∞φm, limn→∞ψn〉L2ν(S) = 〈φ, ψ〉L2ν(S) .
(2.33)
Thus each Tg is an isometry. Furthermore, (Tg)−1 = Tg−1 is well defined on and so, the
range Tg is easily seen to be L2ν(S). Hence, each Tg is a unitary operator 12 and ζ : G → LG
forms a unitary representation of G. 
We now move onto ideas related to the irreducibility of representations.
2.3.3 Irreducible Representations and Completely Reducible Representations
Given two unitary representations ζ1 and ζ2 of G on the Hilbert spaces H1 and H2 respec-
tively, we may introduce the set of intertwining operators for ζ1 and ζ2:
C(ζ1, ζ2) = {T ∈ L(H1,H2) : T · ζ1(g) = ζ2(g) · T, ∀g ∈ G} (2.34)
In particular, we refer to C(ζ) = C(ζ, ζ) as the commutant of the unitary representation
ζ : G → L(H,H). Clearly, this is the set of bounded operators on H that commute with
ζ(g) for every g ∈ G.
We say that the representations ζ1 and ζ2 are unitarily equivalent if C(ζ1, ζ2) contains a
unitary operator U : H1 → H2 since in this case we have an isomorphism between the
representations given as ζ2(g) = U · ζ1(g) · U−1, ∀g ∈ G. This motivates us to introduce
an equivalence relation ∼ between unitary representations of G by specifying that ζ1 ∼ ζ2
iff ζ1 is unitarily equivalent to ζ2. This equivalence relation clearly partitions the set of all
unitary representations of G into equivalence classes of unitarily equivalent representations.
12A surjective linear isometry is a unitary map [Folland, 1999].
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The question that arises at this point then, is that, given a particular equivalence class of
unitary representations, is there a specific representative in the given equivalence class that
has a relatively simpler structure than the others? It turns out that the answer to this question
is intimately tied to the notion of invariant subspaces of representations. So we introduce:
Definition 2.3.7. Let ζ : G → U(H,H) be a unitary representation of the group G on
the carrier space H and let M be a closed subspace of H. We say that M is an invariant
subspace for the representation ζ or thatM is group invariant if:
ζ(g)[f ] ∈M, ∀f ∈M, ∀g ∈ G. (2.35)
IfM 6= {0} orHwe say that the invariant subspace is non trivial and that the representation
ζ is reducible. If ζ does not admit any non-trivial invariant subspaces, we say that the
representation is irreducible. 
The above ideas lead us to the following important result:
Theorem 2.3.8. Let ζ : G → U(H,H) be a unitary representation of the group G over the
carrier space H and letM be a closed subspace of H. Let PM be the projection operator
on H whose range isM. Then:
1. The orthogonal complementM⊥ ofM is group invariant if and only ifM is group
invariant.
2. Any f ∈ H admits the unique representation f = f1 + f2, with f1 ∈M, f2 ∈M⊥.
3. M is group invariant if and only if PM ∈ C(ζ) i.e., PM ·ζ(g) = ζ(g) ·PM, ∀g ∈ G.
4. The restriction of ζ to M, that is, ζM(g) = ζ(g)|M, defines a representation of G
onM. Similarly, the restriction of ζ toM⊥ defines a representation of G onM⊥.
(These are the so called sub-representations of ζ over the invariant subspaces M
andM⊥ respectively.)
Proof: 1. We begin by recalling that M⊥ = {f ∈ H : 〈f, φ〉H = 0, ∀φ ∈ M}.
This definition automatically implies that M⊥ is closed, since for any convergent
sequence {fn}∞n=1 ⊂ M⊥ with f = lim
n→∞
fn and φ ∈ M, we have by the continuity
of the inner product:
〈f, φ〉H = 〈 lim
n→∞
fn, φ〉H = lim
n→∞
〈fn, φ〉H = 0 (2.36)
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So f ∈M⊥.
Now, ifM is group invariant, then ∀f ∈M, ∀φ ∈M⊥ and ∀g ∈ G we have:
〈ζ(g)φ, f〉H = 〈φ, ζ(g)∗f〉H = 〈φ, ζ(g−1)f〉H = 0, (2.37)
because ζ(g−1)f ∈ M and ζ is a unitary representation. Hence,M⊥ is also group
invariant. The opposite implication follows readily by exchanging the roles of M
andM⊥ and noting that {M⊥}⊥ = M¯ =M sinceM is closed.
2. This result is a consequence of the Hilbert projection theorem from linear functional
analysis and it may be found in various standard references such as Folland [1999]
and Naylor and Sell [1971]. However, because of the important role that this result
plays, we derive a proof of it in Appendix C, Section C.1.
3. We first notice that for any φ ∈ H, we have φ ∈M if and only if PMφ = φ. Now, if
PM ∈ C(ζ) and if f ∈M then PMf = f and so,
∀g ∈ G, ζ(g)f = ζ(g)[PMf ] = PM[ζ(g)f ]. (2.38)
Thus ζ(g)f ∈M, ∀g ∈ G, ∀f ∈M. Hence,M is a group invariant subspace.
Conversely, we suppose thatM is a group invariant subspace and we let f ∈ H. We
use the result in part(2) to write f = f1 + f2 where, f1 ∈ M, f2 ∈ M⊥. Now, for
any g ∈ G, we have ζ(g)[PMf ] = ζ(g)f1. On the other hand,
PM[ζ(g)f ] = PM[ζ(g)f1] + PM[ζ(g)f2]. (2.39)
But since M⊥ is also group invariant, ζ(g)f2 ∈ M⊥ and so, PM(ζ(g)f2) = 0.
Finally, since M is group invariant, ζ(g)f1 ∈ M and so, PM[ζ(g)f1] = ζ(g)f1.
Hence, for any f ∈ H, g ∈ G, we have that:
(PM)[ζ(g)f ] = ζ(g)[PMf ] = ζ(g)f1. (2.40)
Hence PM ∈ C(ζ).
4. The definition of the map ζM is such that for each g ∈ G, we have a bounded linear
operator TMg : M → M. The range of each Tg is M by group invariance. It is
now easy to check that ζM is an identity preserving homomorphism and so, it is a
representation of G overM. The proof for the case ofM⊥ is exactly similar.
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By part (2) of Theorem 2.3.8 above, since any f ∈ H admits the representation f = f1+f2
with f1 ∈M, f2 ∈M⊥, we may introduce the direct sum notation to write H =M⊕M⊥.
Part (4) of the theorem then motivates the notion of direct sums of representations and we
may formally write ζ = ζM⊕ζM⊥ to mean that the unitary representation ζ : G → U(H,H)
has invariant subspacesM andM⊥ and that ζM and ζM⊥ are the restrictions of ζ to these
invariant subspaces. We call ζM and ζM
⊥
the sub-representations of ζ . We may now repeat
this procedure by looking at the invariant subspaces of ζM onM as well as the invariant
subspaces of ζM
⊥
onM⊥ and so on. Thus, this recursive procedure can be used to yield
a decomposition of the given Hilbert space in terms of group invariant subspaces. The
usefulness of this arises from the fact that a problem posed on the original Hilbert space
may often be solved more conveniently on the “smaller” invariant subspaces.
To make these ideas concrete, we first need to introduce the general notion of direct sums
of Hilbert spaces. Since this involves an extra bit of work and so, we do it separately in
Appendix C, Section C.2. With the ideas presented in the appendix in place, we are now
ready to define the direct sum of representations:
Definition 2.3.9. For each α ∈ A, let ζα be a unitary representations of the group G on the
Hilbert space Hα. Then the direct sum of representations is the representation ζ of G on
H =
⊕
α∈A Hα defined by
ζ(g)(
∑
α∈A
vα) =
∑
α∈A
ζα(g)vα (2.41)
with vα ∈ Hα. We express this symbolically as ζ =
⊕
α∈A ζα. 
We may easily verify that for each g ∈ G, the operator ζ(g) defined in the above man-
ner is indeed a unitary operator on H. Further, the Hα are invariant subspaces under the
representation ζ and that each ζα is a sub-representation of ζ , i.e., ζα(g) = ζ(g)|Hα .
The above definition of direct sums of representations is from the perspective of building
newer representations on “larger” spaces from given ones on “smaller spaces”. As men-
tioned a little earlier, from the point of view of applications, we would in fact like to turn
this procedure around by expressing a given representation on a “larger” space as the direct
sum of sub-representations on “smaller” spaces. In fact, we may define:
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Definition 2.3.10. Let ζ : G → U(H,H) be a unitary representation of the group G on the
carrier space H and let us suppose that we have:
H =
⊕
α∈A
Mα, ζ =
⊕
α∈A
ζα, (2.42)
as defined in Appendix C and Definition 2.3.9. We say that the unitary representation ζ of
G on H is completely reducible if each sub-representation ζα onMα is irreducible. 
From this perspective, it is apparent that irreducible unitary representations of a given G
are the “building blocks” of all other (completely reducible) unitary representations of G
since, the process of breaking down representations using invariant subspaces has to ter-
minate when irreducible representations appear. Hence, irreducible representations assume
a central role in the representation theory of G.13 Irreducible representations of many of
the common discrete groups of isometries (particularly, the crystallographic space groups
and point groups) are well known and are easily obtainable as tabulated data [Miller, 1967;
Aroyo et al., 2006; Serre, 1977]. For the purpose of this work, we will have the occasion
to refer to these tables when dealing with finite groups of isometries. We demonstrate in
the next few sections that it is possible to prove a few qualitative features of irreducible
representations of some particular groups without referring to these tables.
2.3.4 Reducibility and Irreducibility Criteria
Given a particular representation of G on U(H,H) the results of Theorem 2.3.8 can be used
to identify if the given representation is reducible or not. However, the criteria suggested
in that theorem are not necessarily easy to verify and so we would like to formulate criteria
which are easier to check. The following result for example, provides a characterization
of completely reducible representations when the carrier space H is a finite dimensional
and so this result is important from the perspective of numerical algorithms that employ
symmetry:
Proposition 2.3.11. A finite dimensional unitary representation of any group is completely
reducible. In particular, there exists an orthonormal basis of H in which the (finite) matrix
representation corresponding to any (and every) group element appears block diagonal.
13Technical remark: It is not clear apriori however, that a given group will have any irreducible repre-
sentations except the trivial identity representation. However, the Gelfand-Raikov Theorem [Folland, 1994]
assures us that every locally compact group admits sufficiently many irreducible unitary representations on
Hilbert spaces so that points can be separated. More specifically, for any locally compact group G and
x, y ∈ G, x 6= y, there exists an irreducible representation ζ of G such that ζ(x) 6= ζ(y). Thus, in case of
discrete groups of isometries for example, we are assured of the existence of non-trivial representations.
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Proof: If H1 is a proper invariant subspace of H, then by part (1) of Theorem 2.3.8, H
⊥
1
is also invariant and we have H = H1 ⊕ H⊥1 . If H1 or H⊥1 contains a proper invariant
subspace, then we use the same result again, to obtain a decomposition and we continue
this procedure until we obtain a decomposition of H into irreducible invariant subspaces.
The finite dimensionality of H assures us that this procedure will terminate to yield the
required decomposition.
Now, for the sake of definiteness, let dim.(H) = n < ∞. For some m < n, let {Mj}mj=1,
denote the collection of invariant subspaces of H obtained by the above procedure, i.e.,
H =
⊕m
j=1Mj . For each j = 1, . . . ,m, let Ej = {ejk}njk=1 be an orthonormal basis of
Mj . Clearly, the set E =
⋃
j Ej is an orthonormal basis of H and
m∑
j=1
nj = n. We denote
E = {e˜i}ni=1 and we let this be an ordering of E in which the first n1 basis vectors belong to
E1, the next n2 basis vectors belong to E2 and so on. Thus, the first n1 vectors in E are basis
vectors ofM1, the next n2 vectors are basis vectors ofM2, etc. For any g ∈ G, we now
consider the matrix representation of ζ(g) = Tg in this basis. For any i, k ∈ {1, 2, . . . , n},
if e˜i ∈ Mj and e˜k ∈ Mj′ , with j 6= j′, then Tge˜i ∈ Mj while e˜k ∈ M⊥j and so,
Di,k(g) = 〈Tge˜i, e˜k〉H = 0. On the other hand, if both e˜i, e˜k ∈ Mj , then Tge˜i ∈ Mk as
well, and so Di,k(g) 6= 0 in general. Hence, in this basis, the matrix form of Tg assumes
the following block diagonal form:
Dn×n(g) =

D1n1×n1(g) 0 . . . 0
0 D2n2×n2(g) . . . 0
...
...
...
...
0 0 . . . Dmnm×nm(g)
 , (2.43)
with each Dj(g) an irreducible block of size nj × nj , for j ∈ {1, . . . ,m}. The rest of the
entries ofD(g) are zero. In general however, some of the subspacesMj may just be related
to each other by orthogonal transformations. Thus, an irreducible representation can appear
more than once in the given representation through unitarily equivalent representations. 
Remark 2.3.12. If, in particular H = Cn, and we are working with a given basis E ′ of H
such that the matrix representation of ζ(g) in this basis is D(g), then the block diagonal
structure of D(g) is revealed by the change of basis to E = {e˜i}i=ni=1 . This can be done by
the unitary transformation Q†D(g)Q with Q = [e˜1 e˜2 . . . e˜n], with each e˜i expressed in
the basis E ′. 
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One of the most fundamental and widely used irreducibility criteria is Schur’s Lemma
[Folland, 1994; Barut and Raczka, 1986]. We will have the occasion to use this result quite
extensively in some of the following material and so, we briefly outline a proof of this result
here:
Theorem 2.3.13 (Schur’s Lemma). A representation ζ : G → U(H,H) is irreducible if and
only if the only operator commuting with all ζ(g), g ∈ G is a scalar multiple of the identity
operator (that is, C(ζ) is one-dimensional).
Proof: We suppose first that the given representation ζ is reducible. Then clearly, ζ has
a non-trivial group invariant subspace M. By part 3 of Theorem 2.3.8, the projection
operator PM ∈ C(ζ) and so, C(ζ) is not one-dimensional.
On the other hand, we suppose that ζ is irreducible and let A ∈ C(ζ) such that A 6= cIH.
First, let A be a symmetric (Hermitian) operator. Then, by the spectral theorem for such
operators [Raskin, 2006; Folland, 1994], there exists a spectral measure E such that A =∫
λ dEλ. At this point, it simply remains to observe that A ∈ C(ζ) would have to imply
that ζ(g) commutes with all projections Eλ. This would violate irreducibility because the
ranges of the projections Eλ would be left invariant by ζ . If A is not Hermitian, then
A1 =
A+A∗
2
and A1 =
A−A∗
2i
are Hermitian and both lie in C(ζ) since A ∈ C(ζ). Applying
the spectral theorem arguments presented above to both A1 and A2, we get:
A1 = λ1IH, A2 = λ2IH, A = (A1 + iA2) = (λ1 + iλ2)IH . (2.44)
This completes the proof. Further details of this calculation, using spectral measures and
the spectral theorem for symmetric operators may be found in Raskin [2006]. 
There is an immediate corollary of Schur’s Lemma that turns out to be particularly useful
in many situations. Its statement and proof are as follows:
Corollary 2.3.14. If ζ1 : G → U(H,H) and ζ2 : G → U(H,H) are two irreducible repre-
sentations of G then C(ζ1, ζ2) = {0} if ζ1 and ζ2 are inequivalent.
Proof: If T ∈ C(ζ1, ζ2), then the adjoint T ∗ ∈ C(ζ1, ζ2) as for any g ∈ G we have:
T ∗ · ζ2(g) = [ζ2(g−1) · T ]∗ = [T · ζ1(g−1)]∗ = ζ1(g) · T ∗ . (2.45)
Hence we have that T ∗ ·T ∈ C(ζ1) while T ·T ∗ ∈ C(ζ2). By Schur’s Lemma, we then have
that T · T ∗ = T ∗ · T = c IH. Thus, either T = 0 or c− 12T is unitary. In particular, therefore,
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C(ζ1, ζ2) = {0} if ζ1 and ζ2 are inequivalent since in that case the possibility of c− 12T being
unitary is ruled out. 
We will end this discussion by analyzing the consequences of Schur’s Lemma for the par-
ticular case of finite (compact) groups of isometries which may or may not be Abelian.
2.3.5 Irreducible Representations of Finite Groups
Whether or not a finite group of isometries (which is necessarily discrete) is Abelian, it
obeys the following result:
Proposition 2.3.15. Let G be a finite group of isometries and let ζ : G → U(H,H) be an
irreducible unitary representation of G on the carrier spaceH. Then, ζ is finite dimensional.
Proof: We fix a unit vector u ∈ H and we define an operator T on H as follows:
For any v ∈ H, T v =
∫
G
〈v, ζ(g)u〉H ζ(g) u dµ =
∑
g∈G
〈v, ζ(g)u〉H ζ(g) u . (2.46)
We then notice the properties that T ∈ L(H,H), T is a finite rank operator and T ∈ C(ζ).
Let us now prove each of these statements.
The linearity property of T is easily verified since the inner product is linear in it’s first
argument. Next, for any v ∈ H, using the Cauchy Schwarz inequality,
‖Tv‖H = ‖
∑
g∈G
〈v, ζ(g)u〉H ζ(g) u‖H
≤
∑
g∈G
|〈v, ζ(g)u〉H| ‖ζ(g) u‖H ≤
∑
g∈G
‖v‖H‖ζ(g)u‖2H (2.47)
Since ζ(g) is unitary, we have that ‖ζ(g)u‖H = ‖u‖H = 1 and so:
‖Tv‖H ≤ |G| ‖v‖H , (2.48)
where |G| is the group order. Thus, T ∈ L(H,H). Next, the operator T is of finite rank (that
is, it’s range is finite dimensional) since by construction, the v appears only as a complex
coefficient and so:
Ran (T ) ⊂ span{ζ(g)u : g ∈ G} . (2.49)
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To check that T ∈ C(ζ), we have for any g ∈ G:
ζ(h)[Tv] =
∑
g∈G
〈v, ζ(g)u〉H ζ(h)[ζ(g) u] =
∑
g∈G
〈v, ζ(g)u〉H ζ(h ◦ g) u
=
∑
(h−1◦g)∈G
〈v, ζ(h−1 ◦ g)u〉H ζ(h ◦ (h−1 ◦ g)) u
=
∑
g∈G
〈v, ζ(h−1)[ζ(g)u]〉H ζ(g) u
=
∑
g∈G
〈v, ζ(h)∗[ζ(g)u]〉H ζ(g) u
=
∑
g∈G
〈ζ(h)v, ζ(g)u〉H ζ(g) u = T [ζ(h)v] . (2.50)
By Schur’s Lemma (Theorem 2.3.13), since ζ is irreducible, it must be that T = cIH. But
since T is of finite rank so must be IH and hence, we must have that H is finite dimensional.
Thus, ζ is a finite dimensional unitary representation. 
The most important consequence of this result is that every unitary representation ζ of a
finite group of isometries is completely reducible as the following result shows:
Theorem 2.3.16. Let G be a finite group of isometries and let ζ : G → U(H,H) be a
unitary representation of G on the carrier space H. Then, ζ is expressible as the direct sum
of irreducible representations.
Proof: Given an arbitrary unitary representation ζ of G, we define the operator T ∈
L(H,H) as in Proposition 2.3.15. Then T is self-adjoint because for any v, w ∈ H we
have:
〈Tv, w〉H =
〈∑
g∈G
〈v, ζ(g)u〉H ζ(g)u , w
〉
H
=
∑
g∈G
〈v, ζ(g)u〉H 〈ζ(g)u, w〉H
=
∑
g∈G
〈ζ(g)∗v, u〉H 〈u, ζ(g)∗w〉H =
∑
g∈G
〈ζ(g−1)v, u〉H 〈u, ζ(g−1)w〉H
=
〈∑
g∈G
〈u, ζ(g)w〉Hζ(g)v , u
〉
H
= 〈v, Tw〉H , (2.51)
as well as the fact that both T and T ∗ are defined on all of H. Hence, T is a finite rank self
adjoint operator on H. So the spectral theorem for compact self-adjoint operators [Naylor
and Sell, 1971] says that T has a nonzero eigenvalue λwith a finite dimensional eigenspace
M. But T ∈ C(ζ) by the calculations in Proposition 2.3.15 and so,M is a group invariant
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subspace by part 3 of Theorem 2.3.8. Thus, ζ has a finite dimensional sub-representation on
M. By Proposition 2.3.11, every finite dimensional representation is completely reducible.
Hence, ζ has an irreducible sub-representation.
Now we consider families of mutually orthogonal irreducible invariant subspaces of ζ .
We can partially order these families by set inclusion and use Zorn’s Lemma [Folland,
1999; Naylor and Sell, 1971] to conclude that there is a maximal family {Mα}α∈A. Let
HA = ⊕α∈AMα and let N be the orthogonal complement of HA. By part 1 of Theorem
2.3.8, it must be that N is group invariant since HA is group invariant. By the maximality
of {Mα}α∈A, it must be that N is irreducible, otherwise it should have been part of the
family {Mα}α∈A. Hence it must be that N = {0}. Thus, we are led to the conclusion
H = HA = ⊕α∈AMα with each Mα a finite dimensional irreducible invariant subspace.
Thus, introducing ζα = ζ|Mα we see that ζ is expressible as ζ = ⊕α∈Aζα, with each ζα an
irreducible representation of G, thus proving the theorem. 
We find it quite remarkable that there is in fact a systematic method to carry out the direct
sum decomposition that the above theorem proves the existence of. That is, there is actually
an explicit formula that one can use for constructing the invariant subspaces associated with
the irreducible representations of a finite group. In the context of investigating the effects
of symmetry on a boundary value problem, this is perhaps the single most useful result. To
prove this result, we first need the following:
Lemma 2.3.17 (Orthogonality Relations). Let ζ : G → U(H,H) and ζ ′ : G → U(H,H) be
any two irreducible unitary representations of G on the carrier space H. Let Dij(g) and
D′ij(g) denote respectively, the the matrix elements of ζ(g) and ζ
′(g). Let dζ be the matrix
dimension of the representation Dij . Then, the matrix elements satisfy the relations:
1
|G|
∑
g∈G
Dij(g)D′mn(g) =
{
0 if ζ and ζ ′are not equivalent.
1
dζ
δimδjn if ζ and ζ
′are unitarily equivalent.
(2.52)
Proof: We introduce the operators:
Eij =
1
|G|
∑
g∈G
ζ(g)Eijζ ′(g−1) , (2.53)
with (Eij)mn = δi,mδj,n; i,m = 1, 2, . . . , dζ and j, n = 1, 2, . . . , dζ′ . 14 For every h ∈ G,
14Due to Proposition 2.3.15, we know that both ζ and ζ ′ must be equivalent to finite dimensional matrices
of dimension dζ and dζ′ respectively. The operator Eij is a linear transformation on the space of dζ′ × dζ′
matrices, with range in the space of dζ × dζ matrices.
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the operators (2.53) satisfy the relation:
ζ(h)Eij =
1
|G|
∑
g∈G
ζ(h ◦ g)Eijζ ′(g−1)
=
1
|G|
∑
g∈G
ζ(g′) Eij ζ ′(g′−1 ◦ h) = Eijζ ′(h) . (2.54)
Hence, if ζ is not equivalent to ζ ′, then Schur’s lemma (in the form of Corollary 2.3.14)
implies Eij = 0, or in terms of matrix components:
1
|G|
∑
g∈G
Dli(g)D
′
jk(g
−1) =
1
|G|
∑
g∈G
Dli(g)D′jk(g) = 0 . (2.55)
On the other hand, if ζ and ζ ′ are equivalent, then by Schur’s Lemma (Theorem 2.3.13),
we have Eij = λijI . Thus, for (l, i) 6= (k, j), the orthogonality relations (2.54) are still
satisfied. If, however, (l, i) = (k, j), then using (2.53) and Eii = λiiI (no summation), we
obtain:
(Eii)ll =
1
|G|
∑
g∈G
Dli(g)Dil(g
−1) =
1
|G|
∑
g∈G
|Dli(g)|2 = λii . (2.56)
To evaluate the constant λii, we set i = j in (2.53) and take the trace on both sides to obtain:
Tr.(Eii) = dζ λii =
1
|G|
∑
g∈G
Tr.(ζ(g) Eii ζ ′(g−1)) = Tr.(Eii) = 1 . (2.57)
In the above, we have used the fact that the trace remains invariant under cyclic permuta-
tions. Thus, by (2.57), we finally conclude that λii =
1
dζ
, thus completing the proof. 
A common statement of the above orthogonality relations [Bossavit, 1986] involves iden-
tifying equivalent representations by a Kronecker delta and then rewriting (2.52) as:
dν
|G|
∑
g∈G
Dµij(g)D
ν
lk(g
−1) = δikδjlδµν . (2.58)
Let us point out that the total number of inequivalent irreducible representations of a fi-
nite group equals the number of conjugacy classes [Serre, 1977] in the group, and so it
is necessarily finite. Hence, we may think of numbering all the inequivalent irreducible
representations associated with G by ν = 1, . . . , ℓ and denoting them as ζν , ν = 1, . . . , ℓ.
We now have the following result:
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Theorem 2.3.18 (Projection Operators). Let ζ : G → U(H,H) be an arbitrary unitary
representation of the finite group of isometries G on the carrier space H. Let ζν : G →
U(H,H) be an irreducible representation of G on the same carrier space and let dν be the
dimension of the representation ζν . Let the matrix elements of ζν(h) be denoted as Dνij(h)
and let us set:
P νij =
dν
|G|
∑
h∈G
Dνij(h)ζ(h) . (2.59)
Then the P νii are projection operators on H, their ranges V
ν
ii = P
ν
ii(H) are mutually orthog-
onal closed subspaces of H and we have the direct sum decomposition:
H =
⊕
ν,i
V νii , (2.60)
the direct sum being taken over ν = 1 . . . , ℓ and i = 1, . . . , dν .
Proof: We define P νij as in (2.59) and observe, that since ζ(g) and D
ν(g) are unitary oper-
ators, the operators P νii obey P
ν
ii = (P
ν
ii)
∗. Thus the operators P νii are self-adjoint. By direct
computation, we have for every g ∈ G:
ζ(g)P νij = ζ(g)
dν
|G|
∑
h∈G
Dνji(h
−1)ζ(h)
=
dν
|G|
∑
h∈G
Dνji(h
−1)ζ(g ◦ h) = dν|G|
∑
h∈G
Dνji(h
−1 ◦ g)ζ(h)
=
dν∑
k=1
dν
|G|
∑
h∈G
Dνjk(h
−1)Dνki(g)ζ(h) =
dν∑
k=1
Dνki(g)
dν
|G|
∑
h∈G
Dνjk(h
−1)ζ(h)
=
dν∑
k=1
Dνki(g)P
ν
kj . (2.61)
Now, by use of the orthogonality relations (2.58) and (2.61), we conclude that:
P µklP
ν
ij =
dµ
|G|
∑
g∈G
Dµlk(g
−1)
dµ∑
m=1
Dνmi(g)P
ν
mj = δli δµν P
ν
kj . (2.62)
The above expression immediately yields a few results. First, we conclude that P µii P
ν
jj =
δij δµν P
ν
ij . Therefore, if V
ν
ii denotes the image of H under P
ν
ii , then the V
ν
ii are mutually
orthogonal. The formulas also show that P νiiP
ν
ii = P
ν
ii and since P
ν
ii are self-adjoint, we
conclude that the P νii are in fact orthogonal projectors onto the ranges V
ν
ii .
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To see that we actually obtain the decomposition (2.60), we can argue by contradiction. We
introduce the projection operators associated with the irreducible representations, that is:
Qν =
dν∑
i=1
P νii =
dν
|G|
∑
g∈G
Tr.(ζν(g)) ζ(g) . (2.63)
clearly, for ν = 1, . . . , ℓ, the range of the operators Qν is obtained as:
V ν = Qν(H) =
⊕
i
V νii . (2.64)
We may easily check using (2.62) that the operators Qν obey:
QνQµ = δµνQ
µ , (2.65)
and so, V ν form mutually orthogonal subspaces of H. Let us form:
W =
⊕
ν
V ν =
⊕
i,ν
V νii . (2.66)
For the sake of contradiction, if W 6= H, then the orthogonal complement W⊥ of W in
H would be an invariant subspace (by Theorem 2.3.8) and so the restriction of ζ to W⊥
would be a sub-representation. Then, we would be able to find Y ⊆ W⊥, such that Y
is an irreducible subspace. But this would contradict the fact that the list of irreducible
representations ζν , ν = 1, . . . , ℓ, which are the restrictions of ζ to all possible irreducible
subspaces, is exhaustive.15 
Remark 2.3.19. As a consequence of the above results, we may obtain an interpretation
of the operators P νij as isomorphisms. Specifically, the operator P
ν
ji maps the space V
ν
ii
onto the space V νjj injectively. The proof of this result follows directly from the identities
P νiiP
ν
ij = P
ν
ij , P
ν
ijP
ν
jj = P
ν
ij and P
ν
ijP
ν
ji = P
ν
ii , all of which follow from (2.62). We note that
these formulas also imply that the image of H under P νij is in V
ν
ii and that P
ν
ij maps to zero
outside V νjj . Thus, given w ∈ H, we observe that P νij will “pick out” the component of w in
V νjj and it will map this component to its counterpart in V
ν
ii .
With these important ideas about group representations in place, our focus for the next
chapter will be to use these tools for developing the cell problem associated with Density
Functional Theory calculations of objective structures.
15In essence, this is a restatement of Theorem 2.3.16.
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Chapter 3
Formulation of cell problems
In this chapter, we analyze the electronic structure computation problem of objective struc-
tures generated by finite groups of isometries and by helical groups. We use the tools
developed in the previous chapter to characterize the effect of symmetry on a simplified
version of the Kohn-Sham equations (2.19–2.21). We show that, like in the case of peri-
odic Density Functional Theory for crystals, it is possible to formulate cell problems for
Objective Structures. We first discuss the case of objective structures generated by finite
groups and then later discuss the case of helical groups. The material in this chapter con-
cerning results on objective structures generated by finite groups is directly adopted from
our earlier work in Banerjee [2011].
3.1 Cell problem for Objective Structures generated by finite groups
of isometries
3.1.1 Problem Set Up and Simplification
Let S be a fixed point free objective structure generated by the finite group of isometries G
acting on the finite setM0. A finite group of isometries consists of (proper or improper)
rotations which have at least one common fixed point Dayal et al. [2013], and we may
assume that this fixed point is the origin, without any loss of generality.
We suppose that M0 consists of the points {x1,x2, . . . ,xm0} ⊂ R3. We suppose further
that {Z1, Z2, . . . , Zm0} are the respective nuclear charges associated with these points and
we let |G| denote the group order. We are interested in computing the electronic structure
of S and we intend to use the Kohn-Sham model of Density Function Theory (outlined in
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Chapter 2, Section 2.2.3) for doing so. For the purpose of this calculation, we assume that
the objective structure consists of m0|G| nuclei and N electrons. The electronic structure
associated with the objective structure is therefore obtained by the solving the minimization
problem 2.17 or by solving the equations 2.19-2.21.
3.1.1.1 Simplification of domain
One of the key difficulties that one has to overcome while analyzing this probleme math-
ematically is that it is a locally compact problem posed on a noncompact domain in the
following sense [Defranceschi and Le Bris, 1997]: if one restricts the problem to one posed
on an open subset ofR3 that has compact closure, then proving existence of solutions is rel-
atively straightforward. The problem posed on the whole space on the other hand, is much
more difficult to deal with. As far as numerical computations are concerned however, we
will always be interested in computing solutions on a connected, bounded open set with a
regular boundary. Hence, the first simplification that we will assume is that the objective
structure S is embedded in a large sphere of radius R centered at the origin and we will
apply the boundary condition ρ(x) = 0 on the surface of the sphere to account for the fact
that the electronic density of a finite system is known to have exponential decay far away
from the system. This will automatically imply via eq. 2.21 that the φi(x) that appear in
the Kohn-Sham model will also obey φi(x) = 0 whenever |x| = R.
The particular choice of R is to be dictated by the decay properties of the exact electronic
density (defined via equation 2.12) associated with the structure. Specifically, it is known
from Hoffmann-Ostenhof et al. [1980] and Ahlrichs et al. [1981] for example, that at large
distances from any nucleus the square root of the electronic density of anN -electron system
with total nuclear charge Z and first ionization potential ǫ obeys:√
ρ(x) ≤ C (1 + |x|)(Z−N+1)/
√
2ǫ−1 exp (−
√
2ǫ |x|) . (3.1)
Thus, as far as the analysis of the problem is concerned, we will not make any particular
specification of R other than it has to be finite but “sufficiently large” in the sense that the
ρ(x) = 0 boundary condition is commensurate with (3.1). As far as the analysis of the
problem is concerned, the choice of a spherical domain is particularly useful to us because
such a domain possesses a C∞ boundary and the isometric group action of any finite set of
rotations is well defined for points belonging to a sphere.
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3.1.1.2 Linearization via Self Consistent Field Iterations
Now, let BR denote the open ball of radius R centered at the origin. Based on the above
discussion, the problem at hand now reads as:
I˜KSN = inf
φi∈H10(BR)
{
1
2
N∑
i=1
∫
BR
|∇φi|2 +
∫
BR
ρVnu +
1
2
∫
BR
∫
BR
ρ(x)ρ(y)
|x− y| dx dy
+ Exc(ρ) : 〈φi, φj〉L2(BR) = δij
}
. (3.2)
Since each φi lies in the space H
1
0(BR) (this is simply the closure of C∞c (BR) in the H1
norm), we need to interpret the boundary conditions φi(x) = 0, ∀x ∈ ∂BR in the trace
sense. Let us remark at this stage that a standard line of argument employing the direct
method in the calculus of variations can be used to prove the existence of solutions to prob-
lem (3.2) for Exc given by common parametrizations of the Local Density Approximation.
Details of such an argument may be found in Suryanarayana et al. [2010].
Like many of the standard real space algorithms of Kohn-Sham Density Functional Theory
(see for example Chelikowsky et al. [1994] or Martin [2004]), we now choose to work with
the Euler-Lagrange equations of the minimization problem (3.2), that is the Kohn-Sham
equations posed on the ball with Dirichlet boundary conditions:(
−1
2
∆ + Vnu(x) +
(∫
B(R)
ρ(x)
|y − x| dx
)
+ Vxc(ρ(x))
)
φi(x) = λiφi(x) , (3.3)
〈φi, φj〉L2(B(R)) = δij, ρ(x) =
N∑
i=1
|φi(x)|2 , (3.4)
and for x ∈ ∂B(R), φi(x) = 0 . (3.5)
As we remarked earlier, the usual method of solution of this set of non-linear equations is
to introduce a self-consistent iteration scheme. Let us make this a little more precise since
this is effectively the process by which we achieve a linearization of (3.3). For the sake of
simplicity, let us consider the case of linear mixing. First, we may lump all but the first
term that appears on the left hand of (3.3) into a single term V˜ (x, ρ(x)) to write:(
−1
2
∆ + V˜ (x, ρ(x))
)
φi(x) = λiφi(x) . (3.6)
To solve this iteratively, we suppose that we have a guess for the ground state electronic
density of the system ρk(x) at some stage of the iteration. We may now define the following
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update scheme for 0 < α˜ < 1:
V k(x) = V˜ (x, ρk(x)) , (3.7)(
−1
2
∆ + V k(x)
)
φk+1i (x) = λ
k+1
i φ
k+1
i (x), (for i = 1, . . . , N) , (3.8)
ρk+1(x) = α˜
( N∑
i=1
|φk+1i (x)|2
)
+ (1− α˜) ρk(x) . (3.9)
We could now hope that for a good enough initial guess ρ1(x), the above iteration would
converge to an actual solution of (3.3-3.4) and satisfy the boundary condition (3.5). Thus,
(3.7-3.9) form a linear approximation of the original problem in this sense. In an actual
simulation, a typical choice for ρ1(x) would be to obtain it from the atomic orbitals of the
constituent atoms [Le Bris, 2003].
The above discussion motivates the study of the following linearized eigenvalue problem
(posed on the open ball of radius R) for a suitable class of “effective” potentials V (x):(
−1
2
∆ + V (x)
)
φi(x) =λiφi(x), φi(x) = 0 on ∂BR (i = 1, . . . , N). (3.10)
We aim to study how the above eigenvalue problem interacts with the symmetry group
of a finite objective structure later in this chapter. First however, we need to characterize
the relevant class of effective potentials and the generic properties of the above eigenvalue
problem (3.10). We carry out this study next.
3.1.2 Characterization of the Effective Potential
Let us assume for the moment that the electronic density ρ is a known function and that ρ
is continuous and compactly supported on the closure of BR, that is, we let ρ ∈ C0c(BR) .
The effective potential is given as:
V (x) = V˜ (ρ,x) = Vxc(ρ(x)) +
∫
BR
ρ(y)
|x− y| dy + Vnu(x) . (3.11)
Let us examine the above expression term by term. One of the most common parametriza-
tions of the Local Density Approximation form for Vxc is due to Perdew and Zunger [1981]
40
and Ceperley and Alder [1980] and it is of the following form:
Vxc(ρ) = Vx(ρ) + Vc(ρ) .
Vx(ρ) =
(
ǫx(ρ) + ρ
d ǫx(ρ)
dρ
)
, Vc(ρ) =
(
ǫc(ρ) + ρ
d ǫc(ρ)
dρ
)
.
ǫx(ρ) = −3
4
( 3
π
)1/3
ρ1/3 .
ǫc(ρ) =
{
γ
1+β1
√
rs+β2rs
for rs ≥ 1 .
A log rs +B + Crs log rs +Drs for rs < 1 .
where, rs =
( 3
4πρ
)1/3
. (3.12)
The coefficients A,B,C,D, γ, β1, β2 are chosen such that, among other things, ǫc(ρ) has a
continuous first derivative at rs = 1. It is quite clear that Vx(ρ) is a continuous function.
If we make the additional hypothesis that ǫc(0) = 0, we see that Vc(ρ) also becomes a
continuous function thus making Vxc continuous in our region of interest. Unfortunately
however, we can’t say that Vxc is any more regular than this, since the first derivative of Vx
blows up near zero.
The second term, that is, the Coulombic interaction between the electrons is better behaved.
We may invoke results from potential theory [Gilbarg and Trudinger, 2001] to tell us that
if ρ is Ho¨lder continuous, then for VH(x) =
∫
BR
ρ(y)
|x−y| dy, we must have VH ∈ C2(BR) and
and that it must satisfy the boundary value problem:
−∆VH = 4πρ for x ∈ BR ,
VH(x) =
∫
BR
ρ(y)
|x− y| dy for x ∈ ∂BR . (3.13)
Apart from demonstrating the above regularity property, this result is also quite useful to
use at the numerical level, especially when large numerical simulations are involved: the
integral expression for VH is often much more expensive computationally, than solving the
Poisson problem (3.13) by a conjugate gradient solver [Chelikowsky et al., 1994]. How-
ever, as we will see in Chapter 4, that there is a convenient way for us to deal with the
integral expression for VH .
The last term arises due to the nuclear interaction and it is also of a Coulombic nature. The
standard Coulombic term is not continuous at the location of the nuclei. It is therefore, very
common in the DFT simulations to replace this term by a smooth approximation [Le Bris,
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2003; Martin, 2004].1 One of the simplest ways to achieve this is to assume that a nuclear
charge is not concentrated at a specific point but that it is smeared out as a smooth function
supported on a small ball Bδ centered on the location of the nucleus. The expression for
Vnu becomes:
Vnu(x) =
∑
Υ∈G
m0∑
i=1
∫
Bδ(Υ(xi))
−Zi b(|y −Υ(xi)|)|x− y| dy , (3.14)
where, b(|y − xi|) is a smooth radially symmetric charge distribution such that:∫
Bδ(xi)
b(|y − xi|) dy = 1 . (3.15)
Since b ∈ C∞c (Bδ), it must be that Vnu(x) is smooth [Gilbarg and Trudinger, 2001].
We will now prove a rather simple result which in some sense, forms the basis for the rest
of the work presented in this section:
Lemma 3.1.1. Let us suppose that the electronic density of the objective structure S is
continuous, and that it inherits the symmetry of the structure, that is:
∀x ∈ BR, ∀Υ ∈ G, ρ(Υ(x)) = ρ(x) . (3.16)
Then, the effective potential V (x) is also continuous on BR and it inherits the symmetry of
the objective structure.
Proof: The continuity of V is required to ensure that we may investigate the behavior
of V (x) pointwise. From the preceding discussion, since Vxc is continuous in ρ, and ρ
has been assumed continuous, Vxc(x) must be a continuous function of x. The nuclear
contribution through (3.14) is also continuous. That, VH is continuous if ρ is continuous,
can be easily justified by potential theory results [Gilbarg and Trudinger, 2001]. Hence, the
sum of Vxc, Vnu and VH is a continuous function of x.
Now, for arbitrary x ∈ BR, ∀Υ ∈ G, we can investigate the effect of the change x 7→
Υ(x) by looking at how Vxc(x), VH(x) and Vnu(x) behave. From the parametrizations
presented in (3.12), it is clear that Vxc respects the symmetry of the objective structure since
1This is the commonly referred to as the pseudopotential approximation. Another motivation for using a
pseudopotential is that they can be formulated in a way such that only valence electrons have to be solved
for in the resulting Kohn-Sham equations. The core electrons are usually chemically inert and do not play an
important role in most chemical and physical processes. We will adopt this approximation in this work. See
more details on this in Chapter 4
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it is an explicit function of ρ and ρ(x) respects the symmetry of the objective structure.
Considering now, the representation formula for VH , we have, by the change of variables
y = Υ(z):
VH(Υ(x)) =
∫
BR
ρ(y)
|Υ(x)− y| dy =
∫
Υ−1(BR)
ρ(Υ(z))
|Υ(x)−Υ(z)| dz
=
∫
BR
ρ(z)
|x− z| dz = VH(x) . (3.17)
This verifies that this contribution to the potential also inherits the symmetry of the objec-
tive structure. Finally, considering the nuclear contribution through (3.14), we have by the
same change of variables y = Υ(z):
Vnu(Υ(x)) =
∑
Υ1∈G
m0∑
i=1
∫
Bδ(Υ1(xi))
−Zi b(|y −Υ1(xi)|)|Υ(x)− y| dy
=
∑
Υ1∈G
m0∑
i=1
∫
Υ−1(Bδ(Υ1(xi)))
−Zi b(|Υ(z)−Υ(Υ
−1 ◦Υ1(xi))|)
|Υ(x)−Υ(z)| dz
=
∑
Υ1∈G
m0∑
i=1
∫
(Bδ(Υ−1◦Υ1(xi)))
−Zi b(|z−Υ
−1 ◦Υ1(xi)|)
|x− z| dz
=
∑
(Υ−1◦Υ1)∈G
m0∑
i=1
∫
(Bδ(Υ−1◦Υ1(xi)))
−Zi b(|z−Υ
−1 ◦Υ1(xi)|)
|x− z| dz
= Vnu(x) . (3.18)
Thus, the effective potential V (x) inherits the symmetry of the objective structure. 
In our simplified framework therefore, we are led to the study of the a Schro¨dinger operator
with an effective potential which is continuous and group invariant. We next summarize
some results related to this eigenvalue problem.
3.1.3 Study of the simplified eigenvalue problem
The Kohn Sham equations (and its simplifications considered in this work) require that we
evaluate the lowest n eigenvalues and corresponding eigenfunctions of the Kohn Sham op-
erator. Even for the simplified eigenvalue problem however, it is not clear apriori that there
exist eigenvalues and corresponding eigenfunctions since, from the material in Appendix
C.3 there exist numerous possibilities in an infinite dimensional setting. In particular, it is
quite possible to have linear operators that do not possess eigenfunctions at all. In the lan-
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gauage of Appendix C.3, we find it necessary to investigate existence of a point spectrum
in our simplified problem. The canonical approach to this, is to use the weak theory of
elliptic equations [Gilbarg and Trudinger, 2001; Evans, 1998; Renardy and Rogers, 2004]
as discussed below.
3.1.3.1 Existence of Eigenvalues & Eigenfunctions
In light of the discussion in the previous section, our starting point is the consideration of
the operator H = −1
2
∆ + V , on the function space L2(BR), with V (x) a continuous and
group invariant potential. It turns out that H is an unbounded operator which is is densely
defined on the domain H2(BR) ∩ H10(BR) 2. The operator is clearly symmetric, since for
any u, v ∈ H2(BR) ∩ H10(BR), we can show, using integration by parts:
〈Hu, v〉L2(BR) = 〈u,Hv〉L2(BR) . (3.19)
Study of the weak form of the eigenvalue problem (3.10) allows us to establish the exis-
tence of eigenvalues and associated eigenvectors. To interpret the eigenvalue problem as-
sociated with H in a weak sense, we have to introduce the sesquilinear formB : H10(BR)×
H
1
0(BR)→ C associated with H. For any u, v ∈ H10(BR), we let:
B[u, v] =
∫
BR
1
2
∇u.∇v + V uv dx , (3.20)
and we say that {λ ∈ C, v ∈ H10(B(R))} is an eigenvalue-eigenvector pair for the operator
H in the weak sense if:
B[u, v] = λ〈u, v〉L2(BR) ∀v ∈ H10(BR) . (3.21)
Using the Poincare´ inequality, the Lax-Milgram lemma and the Rellich-Kondrachov theo-
rem [Evans, 1998; Renardy and Rogers, 2004; Kato, 1995] we can show that the resolvent
operator Rκ = (H − κI)−1 of H (for κ belonging to the resolvent set of H), is a compact
self-adjoint operator on L
2(BR). The spectral theorem for compact-self adjoint operators
[Naylor and Sell, 1971; Kato, 1995] can therefore, be used on Rκ to prove the existence of
an increasing sequence of real eigenvalues and associated eigenfunctions3, which form an
orthonormal basis of L
2(BR). This finally allows us to conclude that H indeed has a point
spectrum, and that there exist weak solutions to the problem (3.21). We may summarize
2Refer to Evans [1998] or Renardy and Rogers [2004] for the standard definitions of the Sobolev spaces
H
2(BR) and H10(BR)
3Refer to Appendix C, section C.3 for some relevant definitions.
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the above discussion as follows:
Theorem 3.1.2. For V (x) ∈ C(BR), the operator H = −12∆ + V has a compact self-
adjoint resolvent Rκ : L
2(BR) → H2(BR) ∩ H10(BR). The operator H therefore, has an
increasing sequence of real eigenvalues of finite multiplicity λ1 ≤ λ2 ≤ . . . ≤ λi ≤ . . .
such that λi → ∞ as i → ∞. Further, there is an orthonormal basis {φi}i∈N of L2(BR)
consisting of the eigenfunctions {φi}i∈N ∈ H10(BR) such that Hφi = λiφi holds in the weak
sense.
We now move on to the issue of regularity of the eigenfunctions since they play some role
in the self-consistent iterations.
3.1.3.2 Comments on the Regularity of Eigenfunctions
The next natural question that we need to concern ourselves with is, how regular the eigen-
functions of the operator H are. In the light of self-consistent iterations, this is very impor-
tant, since regularity of the eigenfunctions ofH dictate the regularity of the resulting density
and hence, the regularity of the effective potential that appears in the next step of the self
consistent iterations. Fortunately, theorems from the theory of elliptic partial differential
equations can again be invoked to acquire this information. Since V ∈ C(BR) ⊂ L∞(BR)
and we are working on a domain with a smooth boundary, we may conclude that any
eigenfunction φ ∈ H2(BR) [Theorem 4 in Chapter 6 of Evans, 1998]. We may then invoke
general Sobolev inequalities [Theorem 6 in Chapter 5 of Evans, 1998] to conclude that φ
Ho¨lder continuous on BR with the Ho¨lder exponent = 0.5. As far as the self-consistent
scheme is concerned, this is already quite good since this means that the density obtained
from these eigenfunctions will be regular enough to yield a continuous effective potential
for the next step of the iterations. We may however, sharpen the above regularity results
considerably by using theorems from potential theory [specifically, Theorem 3.1 in Chapter
3 of Han and Lin, 2000] to conclude that even the gradient of φ is actually Ho¨lder contin-
uous. Among other things therefore, these theorems tell us that it makes sense to interpret
values of the eigenfunctions and their gradients pointwise. This is useful from the perspec-
tive of implementation of boundary conditions in numerical methods as well as the analysis
of convergence properties of these numerical methods.
3.1.4 Symmetry and the Simplified Eigenvalue Problem
We are now ready to analyze the interaction of the isometry group G, of the given objec-
tive structure S , with the simplified eigenvalue problem associated with electronic structure
45
calculation of S . Most of the abstract theory worked out in Chapter 2 works for any unitary
representations of a discrete group of isometries on any Hilbert space. As far as the simpli-
fied eigenvalue problem associated with electronic structure calculation is concerned, the
function space that is of most interest to us is L
2(BR). Here again, results from Chapter
2 (specifically, Lemma 2.3.5 and Theorem 2.3.6) already tell us how to obtain group rep-
resentations. We need to focus mainly on the consequences of Schur’s Lemma (Theorem
2.3.13) as it applies to our problem.
3.1.4.1 Block Diagonalization of the Resolvent
In the context of Lemma 2.3.5 let us consider S = BR and equip BR with the Lebesgue
measure4. Then Theorem 2.3.6 allows us to construct a unitary representation ζ of G on the
carrier space L
2(BR). We denote the set of unitary operators associated with this unitary
representation as LG = {Tg = ζ(g) : g ∈ G}. As in Chapter 2, let us denote the unitary
irreducible representations of G as ζν , ν = 1, . . . , ℓ and let us denote the matrix components
of ζν as Dνij , i, j = 1, . . . , dν .
We will first show that for a potential that is associated with the objective structure, the
operator H on its domain Dom.(H) = H2(BR) ∩ H10(BR) commutes with each of the oper-
ators in LG . To see this, let us consider any f ∈ C2c(BR), g ∈ G and observe that since the
mapping x 7→ RTg x − cg = g−1 • x leaves the Laplacian invariant. 5 The potential V is
also group invariant by Lemma 3.1.1, and so we have:
Tg · H[f(x)] = Tg[(−1
2
∆f)(x) + (V f)(x)] = (−1
2
∆f)(g−1 • x) + (V f)(g−1 • x)
= (−1
2
∆f)(g−1 • x) + V (x)f(g−1 • x) . (3.22)
On the other hand, we also have:
H ·Tg[f(x)] = (−1
2
∆+V )[f(g−1 •x)] = (−1
2
∆f)(g−1 •x)+V (x)f(g−1 •x) . (3.23)
Hence, Tg · H[f(x)] = H · Tg[f(x)]. By the density of C2c(BR) in Dom.(H) = H2(BR) ∩
H
1
0(BR), we may now extend the above calculation to the domain of H to conclude that H
commutes with each of the operators in LG . 6
4The Lebesgue measure is a Radon measure and it is group invariant.
5This is easily verified by a change of variables calculation.
6Technically, to make the leap from C2c(BR) to Dom.(H) = H2(BR)∩H10(BR), it suffices to observe that
the sesquilinear form B[u, v] associated with H, obeys B[u, v] = B[Tg(u), Tg(v)] for every u, v ∈ H10(BR)
and every Tg ∈ LG .This calculation is shown in (3.26).
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At this point, we would like to invoke Schur’s Lemma and its results from Chapter 2 to
come to conclusions about the structure of H. The technical issue however, is that H is
an unbounded operator on L
2(BR). On the other hand Schur’s Lemma concerns bounded
operators. 7 Wemay avoid this annoying technicality by dealing with the resolvent operator
ofH8. This suits our purpose particularly well since the resolventRκ : L
2(BR)→ H2(BR)∩
H
1
0(BR) of the operator H is self-adjoint and compact for any κ belonging to the resolvent
set (by Theorem 3.1.2). To proceed further, we first note the following result:
Proposition 3.1.3. LetA : Dom.(A) ⊂ X → X be a closed linear operator9 on the Banach
space X , such that the resolvent set of A is non-empty. Let B be a bounded linear operator
on X . Then, A commutes with B if and only if the resolvent R(κ,A) of A, commutes with
B for some, and hence every κ in the resolvent set of A.
Proof: Presented in Appendix C. 
We now apply this abstract result to the operator H, to obtain:
Lemma 3.1.4. For every κ in the resolvent set of H, the resolvent operator Rκ of H com-
mutes with every operator in LG .
Proof: This result follows easily from the above proposition. It is not difficult to verify
that the operator H, on X = L2(BR) is indeed, a closed operator, and that the resolvent
set of H is non-empty [Kato, 1995; Renardy and Rogers, 2004]. The calculations above
already show that H commutes with every operator in LG . Since each operator in LG is a
bounded operator on X , the sought result follows. 
With the above results in place, we are now in a position to use Schur’s Lemma and it’s
consequences. SinceRκ is a bounded operator andRκ ∈ C(ζ), the basic idea is that we may
perform a “block-diagonalization” of the operator Rκ in a precise sense described below.
Let us fix κ in the resolvent set of H 10 and consider the resolvent operator Rκ. Let v be
an eigenvector of Rκ and let σ ∈ R be the associated eigenvalue11. Since this implies
7In any case, it is quite awkward to interpret what commutation of an unbounded operator with a bounded
operator such as Tg means and so it is customary in Functional Analysis to replace an unbounded operator
by its resolvent while looking at commuting operators [Teschl, 2009]. This is what we do here as well.
8Refer to Appendix C for a definition of the resolvent operator and the resolvent set.
9As is customary in the literature, for an unbounded operator A on X , the domain of A is denoted as
Dom.(A)
10In particular, a detailed proof of Theorem 3.1.2 reveals that the resolvent set of H is not empty. Any
sufficiently large κ actually belongs to the resolvent set. The symmetry related arguments presented here
work for any κ in the resolvent set.
11Since Rκ is self-adjoint, every eigenvalue of Rκ must be real.
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that v is also an eigenvector of H with the associated eigenvalue 1/σ, many of the things
which we discuss now hold for the operator H as well. Now, since Rκv = σv, operating
with any Tg = ζ(g), g ∈ G, we get that TgRκv = Tg σv. Lemma 3.1.4 implies that
Rκ(Tgv) = σ(Tgv), that is, Tgv is also an eigenvector of Rκ, with the same eigenvalue.
Thus, the eigen-space associated with a given eigenvalue σ, that is, the set Yσ = {v :
Rκv = σv} carries a representation of the group G. The natural question that arises, is
if the representation carried by Yσ reducible. The general belief, seems to be that such a
representation will be irreducible in general [McWeeny, 2002; Bossavit, 1986]. Since the
question of reducibility is basically the same as finding invariant subspaces, and in this case,
the subspaces have already been distinguished according to eigenvalue, two non-symmetry
related eigenvectors sharing the same eigenvalue are very unlikely to occur. Any such, non-
symmetry related degeneracy is termed accidental in the literature [McWeeny, 2002], with
the understanding that such degeneracies would vanish under small perturbations of the
system12. Thus, assuming that accidental degeneracies do not exist, we may conclude that
every degenerate group of eigenfunctions Yσ of Rκ provides an irreducible representation
of the group G. Since the eigenvectors of Rκ provide a complete orthonormal basis of
L
2(BR), we may now summarize the above discussions as follows:
Theorem 3.1.5. Suppose, that the (unbounded) operator H = −1
2
+ V (x) on L2(BR) is
such that the potential V ∈ C(BR) is invariant under the finite group of isometries G.
Then, for every dν-dimensional irreducible representation of the group G, we can find dν-
fold degenerate sets of eigenfunctions of H. Any further degeneracies should be viewed as
accidental.
Since a non-Abelian group necessarily has irreducible representations which have dimen-
sion more than one, we may conclude that in such cases, we would necessarily encounter
symmetry related degenerate eigenfunctions.
As mentioned earlier, for a finite group G, the dimension of irreducible representations of
G is finite (Proposition 2.3.15) and the number of non-equivalent representations of G is
finite as well. On the other hand, L
2(BR) is infinite dimensional. We therefore conclude
that the number of degenerate sets of eigenfunctions must be infinite. Let us look at this
a little more carefully from the point of view of the symmetry related projection operators
introduced in Chapter 2.
Let S denote the spectrum of Rκ and as before, let H = L
2(BR). Let Yσ denote the
12If it is found that such “accidental” degeneracies are stable under perturbations, then the usual interpre-
tation is that the system under question has generic un-accounted for symmetries [Bossavit, 1986].
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eigenspace associated with σ ∈ S. The spectral theorem for compact operators [Naylor
and Sell, 1971; Helmberg, 2008] tells us that we may write:
H =
⊕
σ∈S
Yσ . (3.24)
On the other hand, from Chapter 2, we have the following projectors, for ν = 1, . . . , ℓ:
H =
l⊕
ν=1
V ν ,
V ν = Qν(H) , Qν =
dν
|G|
∑
g∈G
Tr.(ζν(g)) ζ(g) . (3.25)
The natural question is, how the subspaces V ν are related to the subspaces Yσ. As alluded to
in the above discussion, the relationship is that, in the absence of accidental degeneracies,
for every σ ∈ S, we have Yσ ⊂ V ν for some ν = 1, . . . , ℓ. Provided there are no accidental
degeneracies, this amounts to the claim that if ∃v ∈ V ν ∩ Yσ with v 6= 0, then Yσ ⊂ V ν .
Thus, in the absence of accidental degeneracy, we have a partition of the spectrum S into
the form S = ∪dνν=1Sν , such that Yσ ⊂ V ν whenever σ ∈ Sν . The subspaces V νii ⊂ V ν , i =
1, . . . , dν , ν = 1, . . . , ℓ correspond to choosing one eigenvector at a time (out of the dν ones
available) from each Yσ ⊂ V ν (with σ ∈ Sν) and forming the closed linear span of these
eigenvectors.13
Intuitively, it also makes sense to look at the matrix coefficients of Rκ in an orthonormal
basis obtained from the basis functions of V ν . First, we observe that Rκ commutes with
each of the projectorsQν since it commutes with each operator in LG . This implies that Rκ
has each V ν as an invariant subspace. This is because, if v ∈ V ν , that is, if Qνv = v, we
have Rκv = Rκ(Q
νv) = Qν(Rκv) ∈ V ν . Since Rκ has each V ν as an invariant subspace,
the matrix coefficient 〈Rκeα, eγ〉L2(BR) is non-zero or zero depending on whether eα and
eγ are from the same invariant subspace or not. Since any compact operator is the norm
limit of a sequence of finite rank operators [Naylor and Sell, 1971], we may think of Rκ
as an “infinite matrix” with block diagonal entries corresponding to these non-zero matrix
coefficients in the symmetry adapted basis.
We conclude therefore that the use of the theory developed in Chapter 2 allows the original
13We note however, that while the subspaces V ν can be specified irrespective of the choice of basis vectors,
the spaces V νii can only be obtained as the linear span of a set of basis vectors that are chosen specially. If
accidental degeneracies are absent, the irreducible subspace associated with a particular eigenvalue can be
specified without a particular choice of basis vectors as well.
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eigenvalue problem to be broken into independent symmetry adapted subproblems. Specif-
ically, there are ℓ subproblems, each associated with one of the irreducible representations
of G. The subproblems are obtained by restriction of the original problem to the subspaces
V ν , ν = 1, . . . , ℓ. In the next section, we will try to obtain a concrete formulation of these
restricted subproblems. Later, we will show that see that these restricted subproblems can
be interpreted as boundary value problems posed on the fundamental domain. 14
3.1.5 Formulation of Symmetry Adapted Subproblems
Let us begin by observing that for every Tg ∈ LG, g = (Rg|0) ∈ G and for every u, v ∈
H
1
0(BR), the sesquilinear formB[u, v] associated with our problem, obeys the condition:
B[Tgu, Tgv]
=
∫
BR
1
2
∇u(g−1 • x).∇v(g−1 • x) + V (x)u(g−1 • x)v(g−1 • x) dx
=
∫
BR
1
2
(
RTg∇u(x)
)
.
(
RTg∇v(x)
)
dx+
∫
BR
V (g−1 • x)u(g−1 • x)v(g−1 • x) dx
=
∫
BR
1
2
(∇u(x)).(RgRTg∇v(x)) dx+ ∫
BR
V (g−1 • x)u(g−1 • x)v(g−1 • x) dx
=
∫
BR
1
2
∇u(x).∇v(x) dx+
∫
BR
V (x)u(x)v(x) dx
= B[u, v] . (3.26)
In the above calculation, we have used the group invariance of the potential V , the group
invariance of the Lebesgue measure and the invariance of BR under the group action. The
property (3.26) is often referred to as equivariance in the literature [Bossavit, 1993] and we
see that it implies:
B[Tgu, v] = B[Tgu, TgT
∗
g v] = B[u, T
∗
g v] = B[u, Tg−1v] . (3.27)
14We recall, that every group action has a fundamental set (Proposition 2.3.2). However, usual formulations
of boundary value problems require that the set on which the problem is being posed has some topological
regularities. Therefore, we need to introduce the idea of a fundamental domain, since having a fundamental
set is not adequate for discussing boundary value problems. This is done in Section 3.1.6.
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This, in turn, by the sesquilinearity of B, implies that for each of the operators P νij , intro-
duced in (2.59), we have:
B[P νiju, v] =
dν
|G|
∑
g∈G
Dνij(g)B[Tgu, v] =
∑
g∈G
Dνji(g
−1)B[u, Tg−1v]
= B[u,
∑
g∈G
Dνji(g
−1)Tg−1v] = B[u, P
ν
jiv] . (3.28)
In particular, this implies that B[P νiiu, v] = B[u, P
ν
iiv]. Summing over i = 1, . . . , dν , this
also gives us, B[Qνu, v] = B[u,Qνv]. The fact that each operator Tg is unitary, implies
that 〈Tgu, Tgv〉L2(BR) = 〈u, v〉L2(BR) for every u, v ∈ H10(BR). Since, the inner product
is a sesquilinear form on H10(BR) × H10(BR), this automatically implies, 〈P νiju, v〉L2(BR) =
〈u, P νjiv〉L2(BR). Together, these results now imply the following about the weak form of the
symmetry adapted subproblems15:
Proposition 3.1.6. A function u ∈ H10(BR) satisfies the eigenvalue problem (3.21) if and
only if, for some ν = 1 . . . , ℓ, it satisfies:
B[u, w] = λ〈u, w〉L2(BR) , ∀w ∈ W ν = Qν(H10(BR)) . (3.29)
Thus, solving the problem (3.21) is equivalent to solving the ℓ subproblems listed in (3.29).
Proof: Given u ∈ H10(BR) which satisfies B[u, v] = λ〈u, v〉L2(BR), ∀v ∈ H10(BR), we
must have that u ∈ W ν = Qν(H10(BR)) for some ν = 1 . . . , ℓ.16 Thus, we have, Qνu = u,
for this value of ν. So, we may write, ∀v ∈ H10(BR):
B[u, v] = B[Qνu, v] = B[u,Qνv] = λ〈u,Qνv〉L2(BR) . (3.30)
In particular, if v ∈ W ν , this immediately gives us (3.29).
On the other hand, suppose that we have found u ∈ H10(BR), which satisfies (3.29). It
15A technical point here is that the representation theory tools (projection operators, etc) developed were
for functions in L
2(BR) and the result in Proposition 3.1.6 concerns functions in H10(BR). This is alright,
because the group action associated with the operators in LG work for both the Hilbert spaces. Indeed,
we may verify that P νii(H
1
0(BR)) = P νii(L2(BR)) ∩ H10(BR). As mentioned earlier, the operator theoretic
interpretation of the eigenvalue problem is associated with the space L
2(BR), while it’s equivalent weak
interpretation is associated with the space H10(BR).
16Following the discussion in Section 3.1.4.1, this assertion is certainly true provided accidental degenera-
cies are absent. In case an accidental degeneracy is present, we may choose our basis such that the eigenspace
associated with a given eigenvalue σ, Yσ can be written as Yσ = S1 ∪ S2, with S1 ⊂ W ν1 and S2 ⊂ W ν2 .
The rest of the theorem now works as outlined.
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suffices to consider the case in which u ∈ W ν = Qν(H10(BR)).17 Given any v ∈ H10(BR),
we write, using Theorem 2.3.18 and equation (2.66), v = v‖ + v⊥ with v‖ ∈ W ν , v⊥ ∈
(W ν)⊥. We have therefore, using 〈u, v⊥〉L2(BR) = 0 and Qνv⊥ = 0:
B[u, v] =B[u, v‖] +B[u, v⊥] = λ〈u, v‖〉L2(BR) +B[Qνu, v⊥]
=λ〈u, v‖〉L2(BR) + λ〈u, v⊥〉L2(BR) +B[u,Qνv⊥]
=λ〈u, v〉L2(BR) . (3.33)
Thus, (3.21) is established.18 
Thus, we have obtained an interpretation of the symmetry adapted subproblems that can be
obtained by restriction of the operatorRκ to the subspaces V
ν = Qν(L2(BR)), ν = 1, . . . , ℓ,
associated with the irreducible representations of G.
3.1.6 Interpretation of Symmetry Adapted Subproblems
The naive interpretation of the use of symmetry in a boundary value problem would be
that the problem can somehow be recast into smaller problems on the fundamental domain.
It becomes necessary therefore, to interpret the problems associated with the symmetry
adapted subspaces, mentioned in the earlier section, in terms of problems associated with
the fundamental domain. As in Bossavit [1986, 1993], we use the notion of ν-symmetric
families of vectors (functions in this case) to achieve this goal. We introduce:
Definition 3.1.7. A ν-symmetric set of vectors in H is a dν-tuple {vi}dνi=1 ⊂ H such that
vi = P
ν
ij vj, ∀i, j = 1, . . . , dν . As a consequence of Remark 2.3.19, this definition requires
that vi ∈ V νii . 
To systematically build a ν-symmetric set of vectors, we may start with any v ∈ H and we
may set vνi,(j) = P
ν
ij v, ∀i, j = 1, . . . , dν . Then, the set {vνi,(j)}dνi=1 is ν-symmetric for every
17Absence of accidental degeneracy in fact, requires that u ∈ W ν , for some ν. In any case, the condition
(3.29) implies that the part of u that lies in W ν also obeys the same condition. To see this, we write for
u ∈ H10(BR), v ∈W ν :
B[u, v] = B[u,Qνv] = B[Qνu, v] . (3.31)
On the other hand, we also have:
〈u,Qνv〉L2(BR) = 〈Qνu, v〉L2(BR) . (3.32)
Thus, we must haveB[Qνu, v] = λ〈Qνu, v〉L2(BR) for every v ∈W ν .
18We may observe that the well posedness of problem (3.29) follows easily since the subspaces W ν are
closed and therefore they are Hilbert spaces in their own right.
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fixed j = 1, . . . , dν . Thus, every ν = 1, . . . , ℓ contributes to dν ν-symmetric sets and each
set is of size dν . The elements of the ν-symmetric sets so formed v
ν
i,(j), are referred to as
the generalized Fourier components of v ∈ H [Bossavit, 1986, 1993]. Conversely, given dν
ν-symmetric sets, {vνi,(j)}dνi=1 , j = 1, . . . , dν , we may reconstruct v =
l∑
ν=1
dν∑
i=1
vνi,(i). Next,
we may use the relation (2.62) to verify that this vector v ∈ H will generate the same
generalized Fourier components that it was created from.
A ν-symmetric set of vectors transforms in a very special way under the group action. In
fact, we may show [Bossavit, 1986]:
Proposition 3.1.8. A dν-tuple of vectors {vj}dνi=1 ⊂ H is a ν-symmetric set if and only if for
every j = 1, . . . , dν , we have:
ζ(g)vj =
dν∑
k=1
Dνkj(g)vk , ∀g ∈ G. (3.34)
Proof: Given a ν-symmetric set of vectors, we may use (2.61) to conclude that (3.34)
holds. On the other hand, given a dν-tuple of vectors that obey (3.34), we may multiply by
dνD
ν
ji(g
−1), sum over the group and use the orthogonality relations (2.58) to conclude that
Definition 3.1.7 holds. 
The above characterization of a ν-symmetric set basically tells us that the linear span of
such a set is a group invariant subspace (in the sense of Definition 2.3.7) and that this
subspace is in fact irreducible. Using this, and the discussion following Theorem 3.1.5, we
are immediately led to the important result that, in the absence of accidental degeneracies,
the eigenspace Yσ associated with any eigenvalue of the resolventRκ is a ν-symmetric set.
19
We may conclude therefore that, degenerate eigenvectors of H obey the relation (3.34). We
will now see, how this special structure of the eigenvectors of H, can be used to simplify
the boundary value problem associated with the computation of the eigenvectors.
To proceed, we will first show that a ν-symmetric set of functions posed on the ball BR can
be interpreted in terms of their restriction to the fundamental domain. We need to formalize
the notion of a fundamental domain and therefore, we introduce the following20:
19If accidental degeneracies are present, the eigenspace Yσ consists of the union over ν-symmetric sets.
20We use the standard notation cl.(Ω) to denote the closure, and ∂Ω to denote the boundary of a set Ω.
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Definition 3.1.9. Suppose that G is a finite group of isometries. A fundamental domain
(or symmetry cell) of G relative to the open ball BR is a set D ⊂ BR such that it is open,
connected, possesses a regular boundary21 and has the properties:
BR ⊂ cl.
( ⋃
Υ∈G
Υ(D)
)
, Υ1(D) ∩Υ2(D) = ∅ , ∀Υ1,Υ2 ∈ G,Υ1 6= Υ2. (3.35)
Given a fundamental domain D, we will call the set ∂O(D) = ∂D\∂BR, the objective
boundary of D and the set ∂D(D) = ∂D ∩ ∂BR, the original boundary of D.
Roughly speaking, the fundamental domain is a well behaved set containing one point per
orbit, with respect to the group action of G on points in BR. Based on the properties in
(3.35), we may see that
⋃
Υ∈G
Υ
(
∂D(D)
)
= ∂BR. It follows that, whenever x ∈ ∂O(D),
there exists g ∈ G, g 6= e such that g • x ∈ ∂O(D) and that for almost every x ∈ ∂O(D),
this g ∈ G must be unique [Bossavit, 1986]. To say this in a somewhat different way, we
may define, for g ∈ G, g 6= e:
∂gO(D) =
{
x ∈ cl.(D) : g • x ∈ cl.(D)
}
, (3.36)
and we may then notice that each point x ∈ ∂O(D) lies in ∂gO(D), for some g ∈ G, g 6= e.
Further, each point in x ∈ ∂O(D) lies in only one such ∂gO(D), except for a subset of ∂D,
of relative measure zero [Bossavit, 1993].
Now that we have established the notion of the fundamental domain, we may proceed
further. We letW denote the restriction to D, of functions in H1(BR) and we further let:
W0 =
{
f ∈ W : f = 0 on ∂D(D)
}
. (3.37)
We introduce the space W0, so as to be able to establish an isomorphism between the
subspacesW νii = P
ν
ii(H
1
0(BR)), ν = 1, . . . , ℓ; i = 1, . . . , dν and the space:
Wdν0 =W0 × · · · ×W0 (dν times) . (3.38)
We can define a natural trace operator on the dν-tuples of functions inWdν0 . Specifically,
let v˜ ∈ Wdν0 , with v˜ = {v˜i}dνi=1. For x ∈ ∂O(D), let g ∈ G, g 6= e, be such that x ∈ ∂gO(D).
21We say that a domain, that is, a bounded, connected, open subset of R3, has a regular boundary Γ, if Γ is
the union of a finite number of differentiable closed surfaces.
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We set:
(
Γνv˜
)
(x) =
{
v˜i(x)−
dν∑
k=1
Dνki(g)v˜k(g • x)
}dν
i=1
, (3.39)
and we may now observe the following result:
Proposition 3.1.10 (Characterization of ν-symmetric sets using fundamental domain). A
dν-tuple of functions v˜ = {v˜i}dνi=1 is the restriction of a ν-symmetric set to cl.(D) if and only
if
(
Γνv˜
)
= 0. Hence, the spaceW νii is isomorphic to the space
{
v˜ ∈ Wdν0 :
(
Γνv˜
)
= 0
}
.
Proof: Since compactly supported continuous functions form a dense subspace ofH10(BR),
it suffices to establish the above result for such functions. So, given v˜, a dν-tuple of func-
tions on D, we may form vν = {vνi }dνi=1, the continuous extension of this tuple of functions
to all of BR as follows: we define, for every x ∈ D, g ∈ G:
vν(g • x) = {vνi (g • x)}dνi=1 =
{ dν∑
k=1
Dνki(g
−1)v˜k(x)
}dν
i=1
(3.40)
The condition
(
Γνv˜
)
= 0, ensures that vν is continuous across the boundaries ∂O(D) and
the conditions laid out in Proposition 3.1.8 now indicate that vν forms a ν-symmetric set.
On the other hand, if v = {vi}dνi=1 is a given ν-symmetric set, then, its components obey the
conditions of Proposition 3.1.8. Therefore, (3.40) holds, and consequently, the restriction
to cl.(D) of these functions obey (Γνv˜) = 0.
In the light of the above discussion, the isomorphism between the spacesW νii is and
{
v˜ ∈
Wdν0 :
(
Γνv˜
)
= 0
}
is easy to see. Starting form vi ∈ W νii , we may generate the cor-
responding ν-symmetric set (for instance, using the operators P νji) and then, consider the
restrictions of these dν functions to cl.(D). This way, we will end up with a vector of func-
tions v˜ ∈ Wdν0 which obeys the relation
(
Γνv˜
)
= 0. On the other hand, given a vector of
functions v˜ ∈ Wdν0 which obey
(
Γνv˜
)
= 0, we may extend this set of functions to all of
BR via (3.40) and consider the ith component of the vector of functions so formed to get an
element ofW νii . 
With the above result in place, we can interpret the symmetry adapted problems in Propo-
sition 3.1.6 as problems posed on the fundamental domain. We have, for u, v ∈ H10(BR),
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the left hand side of (3.29):
B[u, v] =
∫
BR
1
2
∇u(x).∇v(x) dx+
∫
BR
V (x)u(x)v(x) dx
=
∑
g∈G
∫
g(D)
1
2
∇u(x).∇v(x) dx+
∑
g∈G
∫
g(D)
V (x)u(x)v(x) dx
=
∑
g∈G
∫
D
1
2
∇u(g • y).∇v(g • y) dy +
∑
g∈G
∫
D
V (g • y)u(g • y)v(g • y) dy
=
∑
g∈G
∫
D
1
2
∇(ζ(g)u(y)).∇(ζ(g)v(y)) dy +∑
g∈G
∫
D
V (y)
(
ζ(g)u(y)
)(
ζ(g)v(y)
)
dy
(3.41)
In the light of the discussion in Section 3.1.5, we know that the eigenvalue problem posed
on H10(BR) only needs to be posed on the symmetry adapted subspaces W ν . Indeed, let
u, v ∈ W νii ⊂ H10(BR) for some ν = 1, . . . , ℓ and i = 1, . . . , dν , and let {uj}dνj=1, {vk}dνk=1 be
the corresponding ν-symmetric families. Since ui ≡ u and vi ≡ v, using (3.34), we may
rewrite (3.41) as:
B[u, v] =
∑
g∈G
∫
D
1
2
∇
( dν∑
j=1
Dνji(g)uj
)
.∇
( dν∑
k=1
Dνki(g)vk
)
dy
+
∑
g∈G
∫
D
V (·)
( dν∑
j=1
Dνji(g)uj
)( dν∑
k=1
Dνki(g)uk
)
dy . (3.42)
To be able to simplify (3.42) further, we need to introduce the sesquilinear form over the
fundamental domain. Accordingly, for any u, v ∈ H10(BR), let u˜, v˜ denote the restriction of
these functions to D. Then, let us define:
B˜[u˜, v˜] =
∫
D
1
2
∇u˜(x).∇v˜(x) dx+
∫
D
V (x)u˜(x)v˜(x) dx (3.43)
With this notation in hand, and denoting the restrictions of the ν-symmetric families asso-
ciated with u and v to the fundamental domain as {u˜j}dνj=1 and {v˜k}dνk=1 respectively, we
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rewrite (3.42) as:
B[u, v] =
∑
g∈G
dν∑
j,k=1
Dνji(g)D
ν
ki(g)B˜[u˜j, v˜k]
=
|G|
dν
dν∑
k=1
B˜[u˜k, v˜k] , (3.44)
using the orthogonality relations (2.58). A similar calculation for the right hand side of
(3.29) yields:
〈u, v〉L2(BR) =
|G|
dν
dν∑
k=1
〈u˜k, v˜k〉L2(D) (3.45)
Thus, for every irreducible representation of the the group, we arrive at dν coupled sub-
problems over the fundamental domain:
dν∑
k=1
B˜[u˜k, v˜k] = λ
dν∑
k=1
〈u˜k, v˜k〉L2(D) . (3.46)
If the eigenfunctions are sufficiently regular, we may perform integration by parts to ob-
tain the strong form of the equations in (3.46). This calculation leads us to the following
symmetry adapted version of the problem laid out in (3.10), over the fundamental domain:
For every irreducible representation ν = 1, . . . , ℓ and i = 1, . . . , dν :
− 1
2
∆u˜i(x) + V (x)u˜i(x) = λu˜i(x) for x ∈ D.
u˜i(x) = 0 , for x ∈ ∂D
(D),
and
(
Γνu˜
)
= 0 on ∂O
(D),with u˜ = {u˜i}dνi=1. (3.47)
As before, each irreducible representation yields dν coupled subproblems. Once the above
problems have been solved on the the fundamental domain, we may extend the solutions to
all of BR by means of (3.34).
3.1.7 Self Consistent Field Iterations and Symmetry Based Reduction
So far, we have seen that, if at some stage of the self-consistent field iterations, the elec-
tronic density ρ is continuous and it is invariant under a finite group of isometries G, then
the problem of computing the Kohn Sham eigenstates admits symmetry based simplifica-
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tions through (3.47) or (3.29). The natural question to ask, then, is if the newly computed
set of eigenfunctions yields an electronic density that is continuous and invariant under the
same group of isometries G. It is important for us to know the answer to this question
because it gives us an indication whether the self consistent iterations can be carried out in
a consistent manner while computing the electronic properties of an objective structure. In
the absence of this consistency, it is quite possible that an objective structure with an un-
derlying symmetry group G has a ground state electronic density that is not commensurate
with G, but with some subgroup of G. Such examples of symmetry breaking in physical
systems tends to occur whenever there are degenerate energy minima.
In the case of electronic structure computation using the Kohn-Sham equations, it is easy
to appreciate why symmetry breaking is likely to be observed in some cases.22 We re-
call, that the self consistent method of solution, requires us to form the electronic density
using the lowest few eigenstates of the Kohn-Sham operator. If the highest occupied Kohn-
Sham state happens to be degenerate, then each of the eigenfunctions associated with the
degenerate level are likely to lead to different electronic densities. While studying objec-
tive structures, this might be particularly problematic, because objective structures with an
underlying non-Abelian group of symmetries will always have symmetry related degenera-
cies.
There are special circumstances, under which, it can be guaranteed that the electronic den-
sity resulting from symmetry adapted schemes, are commensurate with the symmetry of
the objective structure. Specifically, we have:
Theorem 3.1.11. Let G denote the finite group of isometries underlying a given fixed point
free objective structure S . Suppose that, we are computing the ground state electronic
properties of S , by means of a self consistent field iteration scheme for the Kohn-Sham
equations (as in 3.7-3.9) and that the starting guess for the electronic density, ρ1, is con-
tinuous and commensurate with the group G. If, at each stage of the iteration, the entire
eigenspace associated with the highest occupied Kohn-Sham level, λkN , is used for comput-
ing the electronic density, ρk, then, the ground state electronic density resulting from the
above iteration scheme will be continuous and commensurate with the group G.
Proof: The continuity of the electronic density at each stage of the iteration, follows from
Lemma 3.1.1 and the comments in Section 3.1.3.2. To see, that under the hypothesis of the
theorem, the resulting electronic density is commensurate with the symmetry group G, let
22See Prodan [2005] for a specific example.
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us proceed by induction. Therefore, let ρk−1 be commensurate with the symmetry group
G. Based on the results developed in Section 3.1.4, this now implies that the eigenspace
YλkN associated with λ
k
N is a ν-symmetric set, if accidental degeneracies are absent; or that
YλkN is a combination of more than one ν-symmetric set, if accidental degeneracies are
present. We first assume, that the highest occupied level has no accidental degeneracy.
The ν-symmetric eigenspace YλkN , contributes a term of the form
dν∑
l=1
|φkl |2 to the electronic
density ρk, with each φkl ∈ YλkN . Now, for any g ∈ G, the eigenspace YλkN must transform
as in (3.34), and we may write this as:
Φ(g−1 • x) = [Dν(g)]TΦ(x) . (3.48)
Here, Φ(·) is the dν dimensional vector field over the ball BR, formed by lining up the
eigenfunctions {φkl }dνl=1 that lie in YλkN and D
ν(g) denotes the matrix of unitary irreducible
representations that appears in (3.34). In this notation, the contribution to the electronic
density can be expressed as:
ρY
λk
N
(x) = ‖Φ(x)‖2Cdν = 〈Φ(x),Φ(x)〉Cdν . (3.49)
Hence, we have, for any g ∈ G:
ρY
λk
N
(g−1 • x) = 〈Φ(g−1 • x),Φ(g−1 • x)〉Cdν
= 〈[Dν(g)]TΦ(x), [Dν(g)]TΦ(x)〉Cdν
= 〈Φ(x), [Dν(g)][Dν(g)]TΦ(x)〉Cdν
= 〈Φ(x),Φ(x)〉Cdν = ρY
λk
N
(x) . (3.50)
Thus, the contribution to the electronic density, at the highest occupied level is commen-
surate with the group G, provided accidental degeneracy is absent at this level. On the
other hand, if there is accidental degeneracy, we may apply the above argument to each
of the ν-symmetric sets that constitute YλkN , to reach the same conclusions as (3.50). For
the Kohn-Sham states that lie below the highest occupied level, we are anyway forced to
consider the entire eigenspace associated with any eigenvalue, and therefore, the above ar-
gument works for the contributions from these levels too. In summary therefore, provided
the conditions of the theorem are met, we may always write
N∑
i=1
|φki |2(g •x) =
N∑
i=1
|φki |2(x)
for any g ∈ G. It follows by (3.9), that we have ρk(g • x) = ρk(x), ∀g ∈ G, thus proving
the theorem. 
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The above result gives us an indication of the circumstances under which one might have to
study symmetry breaking bifurcations in the ground state electronic properties of objective
structures. If the conditions of the above theorem are not met, and the highest occupied
Kohn-Sham level is degenerate at some stage of the Kohn-Sham iterations, it would, per-
haps, be desirable to fork off multiple calculations, each one corresponding to the usage
of one of the degenerate eigenstates. We find it useful to mention, that in the setting of
the so called extended Kohn Sham scheme [Le Bris, 2003], these situations can never oc-
cur. In particular, finite temperature Kohn-Sham theory [Mermin, 1965; Martin, 2004]
will always result in electronic densities commensurate with the symmetry of the objec-
tive structure[Prodan, 2005]. The reason for this is that these modified theories consider
averaged out contributions from all degenerate eigenstates.
3.2 Cell problem for Objective Structures generated by helical groups
We now study the electronic structure calculation problem for infinite helical groups in this
section. Following Defranceschi and Le Bris [2000]; Le Bris [2003] and using the case
of infinite periodic systems as a guide, we realize that the first step in this process should
be to set up a band theory for the electrons. Mathematically speaking therefore, our first
task is to obtain the spectral decomposition of a Scro¨dinger operator with a potential that is
invariant under a discrete helical group of isometries.
As mentioned in Chapter 2, the key player in the solution to the above problem for the case
of crystals, is known as Bloch’s Theorem in the physics literature [Ashcroft and Mermin,
1976]. The potential in that case is invariant under periodicity of the underlying crystal
lattice. We encountered a wide range of work on the derivation of this theorem, starting
from ones which are physics oriented and which tend to use group theoretic tools (such
as: Ashcroft and Mermin [1976], Lax [2001] and Kittel [2004]), to ones which are more
focused on the functional analysis aspects (such as: Reed and Simon [1978], Berezin and
Shubin [1991], Odeh and Keller [1964] and Wilcox [1978]). We are of the opinion that
the use of the so called Born-von Karman boundary conditions on the wavefunction in the
aforementioned physics literature (which makes it possible to use the representation theory
of finite cyclic groups) is not really the correct approach since one really has an infinite
group at hand. In any case, the authors, in these works, do not rigorously demonstrate
that the solution to the actual infinite problem can be obtained as the limit of their finite
solutions. Our derviation of the Bloch theorem for helical groups therefore, will follow the
rigorous functional analysis / operator theory approach.
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3.2.1 Electronic Band Structure Theory for Helical Groups
For the purpose of derivation of a Bloch Theorem for helical groups, we will assume the
simplest possible case of a helical group of isometries. So, we will work with an Abelian
group of isometries genrated by powers of a single element, that is, G = {Υ˜j : j ∈ Z}.
3.2.1.1 Problem Set Up: Helical Coordinates
Let (e1, e2, e3) be an orthonormal basis of R
3. We denote the infinite cylinder in R3 of
radius R and axis e3 as:
C = R× {x ∈ R3 : x.e3 = 0 and |x| < R} (3.51)
Let S denote a helical Objective Structure which sits inside C and whose axis is oriented
parallel to e3 and let G = {Υ˜j : j ∈ Z} be the discrete group of isometries that describes
S . Here, Υ = (R2πα|τe3) is an isometry, α ∈ (0, 1] and Re3 = e3, since e3 is the axis of
R. We note that the discreteness of G leads to the fact that G contains a subgroup of pure
translations if and only if α ∈ Q [Dayal et al., 2013].
We are interested in the study of the following eigenvalue problem posed on C:
(−1
2
∆ + V )ψ = λψ
ψ(x) = 0, for x ∈ ∂C . (3.52)
Here, V : C → R represents the “effective potential” perceived by an electron. As in
the case of finite groups, we will assume that this eigenvalue problem and the potential
V (x) arise as the current iterate of the inner loop of a self-consistent Kohn Sham iteration.
However, unlike the calculations in Section 3.1.2, we will not attempt to characterize the
potential or prove it’s group invariance at this stage. Instead, for now, we will assume that
V is a continuous function on the cylinder and that for every x ∈ C, we have V (Υ(x)) =
V (x), ∀Υ ∈ G.
As shown in Figure 3.1 schematically, the purpose of Bloch’s Theorem for a helical group
such as G, is to enable us to reduce the problem (3.52) posed on the infinite cylinder to a
problem posed on a finite fundamental domain. The first step in this direction therefore, is
to introduce a fundamental domain for the group G. It is easy to see in this case that the
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Figure 3.1: The Bloch theorem for helical groups reduces the problem problem on the
infinite cylinder to one on the fundamental domain
following set (cylinder of height τ ) serves as a fundamental domain:
D = (0, τ)× {x ∈ R3 : x.e3 = 0 and |x| < R} , (3.53)
since we have:
C ⊂ cl.
(⋃
j∈Z
Υ˜j(D)
)
and Υ˜j(D) ∩ Υ˜k(D) = ∅ for j 6= k . (3.54)
Next, we note that there is a coordinate system that is naturally adapted to the group action
by G. For x ∈ C with coordinates (x1, x2, x3) in the (e1, e2, e3) basis, we may introduce
(r, θ1, θ2) as follows:
r =
√
x21 + x
2
2, θ1 =
x3
τ
, θ2 =
1
2π
arctan (
x2
x1
)− αx3
τ
. (3.55)
We may verify that these relations are onto and globally invertible on C\{λe3 : λ ∈ R}
and that the inverse relations
(r, θ1, θ2) 7→ (x1, x2, x3) =
(
r cos(2π(αθ1 + θ2)), r sin(2π(αθ1 + θ2)), θ1τ
)
(3.56)
map the open cuboid (0, R) × (0, 1) × (0, 1) to the fundamental domain D. We refer to
the (r, θ1, θ2) coordinate system as Helical Coordinates. The group action in these coor-
dinates can be easily computed as follows. For x = (x1, x2, x3) ∈ C with corresponding
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transformed coordinates (r, θ1, θ2), the group action is x
′ = Υ˜(x) = R2παx + τe3, which
in terms of the helical coordinates is:
x′ = (x′1, x
′
2, x
′
3)
=
(
x1 cos(2πα)− x2 sin(2πα), x2 cos(2πα) + x1 sin(2πα), x3 + τ
)
.
=⇒ r′ =
√
(x1 cos(2πα)− x2 sin(2πα))2 + (x2 cos(2πα) + x1 sin(2πα))2 = r ,
θ′1 =
x3 + τ
τ
= θ1 + 1 ,
θ′2 =
1
2π
arctan [
x2 cos(2πα) + x1 sin(2πα)
x1 cos(2πα)− x2 sin(2πα) ]− α
x3 + τ
τ
=
1
2π
arctan [tan (2πα + arctan (
x2
x1
))]− αx3
τ
− α
=
1
2π
arctan (
x2
x1
)− αx3
τ
= θ2 . (3.57)
So, (r′, θ′1, θ
′
2) = (r, θ1 + 1, θ2). Thus, the helical coordinates transform boundary condi-
tions of the form φ(x) = φ(Υ˜(x)), to periodic boundary conditions in θ1 (with period 1).
Also, these coordinates are naturally periodic in θ2 in the sense that for any r ∈ (0, R) and
θ1 ∈ (0, 1), the coordinates (r, θ1, θ2 = 0) and (r, θ1, θ2 = 1) refer to the same point in the
cylinder.
3.2.1.2 Bloch’s Theorem for Helical Groups and its consequences
We nowmove to the actual derivation of the Bloch Theorem. Our treatment is largely based
on the approach in Wilcox [1978] and Odeh and Keller [1964]. First, we need to formalize
the problem (3.52).
Proposition 3.2.1. The operator H = −1
2
∆ + V acting on the domain H2(C) is a self-
adjoint operator in L
2(C)
Proof: We know that H0 = −12∆ acting on the domain H2(C) is a self adjoint operator in
L
2(C). We can prove, starting from Sobolev inequalies, that for any u ∈ H2(C) and r ≥ 1,
the estimate:
‖V u‖2
L
2(C) ≤ C‖V ‖L2(D) r−1/2 (‖∆u‖2L2(C) + r2‖u‖2L2(C)) , (3.58)
holds. This allows us to view the operator H = H0 + V as a compact perturbation of the
operator H0 [Kato, 1995] and so the self-adjointness follows. 
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The Bloch waves for H are solutions (3.52) that fit the ansatz ψ(x) = e2πi
kx3
τ φ(x) with
x ∈ C, and φ obeying φ(∂C) = 0, φ(Υ˜(x)) = φ(x). To show the existence of such
solutions, we prove the following fundamental result:
Theorem 3.2.2. Under the aforementioned hypothesis on the potential V (x) the following
results hold:
1. (Existence theorem for Bloch Waves) For any k ∈ R there exist a countable number
of solutions of (3.52) of the form ψn(x, k) = e
2πi
kx3
τ φn(x, k), where φn(x, k) is a
smooth function of x which is group invariant, i.e., ∀Υ ∈ G, ∀x ∈ C, φn(Υ(x), k) =
φn(x, k) and which meets the Dirichlet boundary condition φ(∂C) = 0. Further, it
suffices to restrict k ∈ [−1, 1].
2. (Completeness) The set of Bloch waves {ψn(x, k) : n ∈ N, k ∈ [−1, 1]} is dense in
L
2
m(C).
Proof. We substitute the Bloch wave ansatz (for a fixed k) into the governing PDE (3.52)
to get an operator Hk and we restrict this problem to the fundamental domain by imposing
the boundary conditions φ(x) = 0 for x ∈ ∂C ∩ ∂D and φ(x) = φ(Υ(x)),∇φ(x) =
RT2πα∇φ(Υ(x)) for x ∈ ∂D\∂C. The operator Hk is densely defined on H2(D) and these
boundary conditions are meaningful in the trace sense on H2(D). The resulting restricted
problem (with these boundary conditions) defines a self-adjoint operator with a compact
resolvent and therefore the spectral theorem implies an increasing sequence of eigenvalues
of finite multiplicity and associated eigenfunctions which are dense in L
2(D). We can
then extend this solution by group invariance to all of C and thus establish the existence
of Bloch waves. The density of the Bloch waves follows from [Odeh and Keller, 1964,
Theorem 1] and by the earlier observation that helical coordinates map the current problem
into a periodic one. 
From the perspective of a computational algorithm, the above theorem actually tells us that
instead of (3.52) one can investigate the following set of problems indexed by β ∈ [−2π
τ
, 2π
τ
]
H˜βφ = −1
2
(∆φ− β2φ+ i2β ∂φ
∂x3
) + V (x)φ = λφ,x ∈ D
φ(x) = 0,x ∈ ∂D ∩ ∂C; φ(R2παx+ τe3) = φ(x),x ∈ ∂D\∂C (3.59)
Since this is a problem posed on a finite domain, we can now try to solve it numerically by
any of the common discretization methods. This is discussed in a later chapter.
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Chapter 4
Spectral scheme for Kohn - Sham
Density Functional Theory of clusters
4.1 Introduction
Over the past few decades, quantum mechanical calculations based on Kohn-Sham Den-
sity Functional Theory (KS-DFT) have provided important insights into a variety of ma-
terial systems [Martin, 2004; Le Bris, 2003]. One of the most widely used and successful
methods for numerical solution of the equations of Kohn Sham theory is the pseudopoten-
tial plane-wave method [Kresse and Furthmuller, 1996a,b; Marx and Hutter, 2009; Payne
et al., 1992], currently available in a number of software packages [Kresse and Furthmuller,
1996a; Gonze et al., 2002; Segall et al., 2002; Giannozzi et al., 2009]. The focus of this
chapter is to build a powerful suite of algorithms and methods which are analogous to the
plane-wave method, but can be used to study objective structures generated by finite groups
of isometries (i.e., cluster systems).
The advantages of plane-waves include the fact that they are orthornormal and therefore
result in simple discretized expressions. Also, they form a complete basis, thus allowing
for systematic convergence with increasing basis set size, governed by a single parameter,
the energy cutoff. The global nature of the plane wave basis also results in minimum user
intereference in terms of basis set choice. Being a Fourier basis, plane-waves allow for
spectral convergence leading to highly accurate numerical solutions [Cance`s et al., 2012].
Further, independence of the basis functions on atomic positions results in the absence of
(the otherwise difficult to compute) Pulay forces [Segall et al., 2002]. On the downside,
while the plane-wave method is ideally suited for the study of periodic systems such as
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crystals, its application to non-periodic systems such as molecules and clusters is more
limited due to the need for introducing artificial periodicity in the form of the supercell
method [Martin, 2004; Marx and Hutter, 2009]. In addition, while studying such systems,
the plane-wave methods only take advantage of symmetry groups which are commensurate
with translational symmetry (such as some of the crystallographic point groups).
Alternatives to the plane-wave approach include the use of atom centered basis functions
such as Gaussians and atomic orbitals [Hehre et al., 1969; Slater and Koster, 1954; Soler
et al., 2002], as well as real space discretization approaches such as finite differences and
finite elements [Chelikowsky et al., 1994; Castro et al., 2006; Pask and Sterne, 2005; Surya-
narayana et al., 2010; Motamarri et al., 2013]. Atom centered basis functions generally re-
quire fewer basis functions per atom compared to plane-waves but these basis sets are usu-
ally incomplete and they suffer from basis set superposition errors Le Bris [2003]. Thus,
they have issues with systematic convergence. Finite element methods, in contrast, have
systematic convergence properties but often require a large amount of user involvment since
the quality of the solution as well as the efficiency of the method is heavily dependent on
the quality of the mesh as well as the type of element used for the calculation [Motamarri
et al., 2013].
From the above discussion, it is quite clear that it would be highly desirable to have meth-
ods which are very similar to the plane-wave method but are designed for systems which
are non-periodic (such as clusters and helical structures). Accordingly, in this work, we
develop a scheme that is in many respects an exact analog of the plane-wave method but
one which is designed with isolated systems such as clusters and molecules in mind. Ab-
initio studies of clusters, including various fullerenes and nanostructures, has received
and continue to receive a lot of attention in different contexts [Botti et al., 2009; Jing
et al., 1995; Kronik et al., 2006; Zhou et al., 2006a; Scuseria, 1996; Gurin, 2005; Gon-
zalez Szwacki et al., 2007; Hakkinen, 2008; Castleman and Khanna, 2009; Castleman,
2011]. The methodology developed in this work therefore is likely to be useful for carrying
out first principles studies of clusters in a consistent, systematic and efficient manner.
In order to formulate the appropriate basis functions for our method, we first make the ob-
servation that plane-waves are eigenfunctions of the periodic Laplacian. Using eigenfunc-
tions of the Laplacian as basis functions leads to the natural advantage of having a basis
in which the kinetic energy operator is diagonalized. Accordingly, our method also uses
eigenfunctions of the Laplacian as the basis set. However, since the focus of the present
work is on cluster systems, the physical domain is chosen to be a sphere (inside of which
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the system under study is to be placed) and we enforce Dirichlet boundary conditions on
the surface of the sphere. Our basis functions are eigenfunctions of the Dirichlet laplacian
in a spherical domain and they are expressible as the product of spherical harmonics with
spherical Bessel functions. Let us remark that the use of a spherical (or near spherical)
domain for the study of cluster systems has been used earlier in finite difference and fi-
nite element methods Kronik et al. [2006]; Suryanarayana et al. [2010]. To the best of our
knowledge however, this is the first work to make systematic use of Laplacian eigenfunc-
tion expansions in such non-periodic domains for computing solutions to the Kohn-Sham
equations.
Spherical basis functions have been used in earlier works to compute electronic properties
of small metallic clusters [In˜iguez et al., 1988; Mattei and Toigo, 1998] as well as that
of C60 [Yabana and Bertsch, 1993; Alasia et al., 1994]. These basis functions have the
distinct advantage that for many cluster systems, the Kohn-Sham eigenstates (molecular
orbitals) and their symmetry properties are relatively easy to interpret using the quantum
numbers associated with the basis functions themselves [Broglia et al., 2004]. As explained
in [Alasia et al., 1994] the choice of spherical basis functions is motivated by the fact that
the systems under study were nearly spherical. We show in this work however, that such
a constraint on the system under study is unnecessary and that a wide variety of cluster
systems including ones which are far from being spherical can be studied efficiently with
our method. In contrast to our use of spherical Bessel functions, the radial part of the
spherical basis functions used in the aforementioned works has typically been obtained by
solving a one dimensional radial eigenvalue problem.
In order to avoid computational complexity, many of the aforementioned works use a
simplified treatment of the electron-nucleus interaction in the form of simple-jellium or
pseudo-jellium models [Mattei and Toigo, 1998]. The use of these simplied models how-
ever, can often lead to inaccuracies, even while studying simple metal clusters [Brack,
1993]. In our view, one of the main reasons behind the computational difficulties encoun-
tered by these authors is due to the formulation of their methods in which convolution sums
are carried out in reciprocal space by means of coupling coefficients (e.g. Mattei and Toigo
[1998] and Broglia et al. [2004]). This makes certain operations such as computation of
the electronic density from the wavefunctions unmanageable beyond relatively small sys-
tem sizes, unless approximations are used. In addition, these works also rely on setting up
of the full Hamiltonian matrix and then performing diagonalization of this matrix using di-
rect methods, at each self-consistent field iteration cycle. This is quite unlike the approach
employed by modern plane-wave codes where a dual representation of various quantities is
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employed for efficiency purposes and the Fast Fourier Transform (FFT) is used to switch
between real and reciprocal space [Marx and Hutter, 2009]. In addition, instead of direct di-
agonalization methods, most plane-wave codes employ matrix free iterative diagonalization
methods to compute the occupied eigenspace of the Hamiltonian [Kresse and Furthmuller,
1996a; Payne et al., 1992]. We adopt similar strategies in this work and show that this
leads to a method where accurate ground state electronic structure calculations for clus-
ter systems containing many hundreds of electrons can be done routinely using our code.
In particular, employing widely used, accurate abinitio norm conserving pseudopotentials
for modeling the electron-nucleus interaction, without resorting to any form of spherical
averaging of the potentials [Mattei and Toigo, 1998], poses no difficulty in our method.
As mentioned earlier, one of the key aspects of the plane-wave method is the use of three di-
mensional FFTs to switch between quantities expressed in real and reciprocal space. Anal-
ogously, we require efficient transforms to switch between quantities expressed on an ap-
propriate grid used to discretize our spherical domain and the expansion coefficients of that
quantity when expanded using our basis set (i.e., reciprocal space). We accomplish this
through a combination of separation of variables into radial and angular parts and handling
the radial part using Gauss-Jacobi quadrature [Teodorescu et al., 2013] while handling the
angular part using high performance Spherical Harmonics Transforms (SHTs)[Schaeffer,
2013].
Another key requirement for carrying out accurate Kohn-Sham calculations is the ability to
accurately evaluate the electrostatics terms. We accomplish this task here by developing an
expansion of the Green’s function of the associated Poisson problem in terms of our basis
functions. This is followed by computing the convolution of the Green’s function with the
electronic charge. This is somewhat similar in spirit to some of the Green’s function based
methods developed in the context of plane-wave codes [Marx and Hutter, 2009; Hockney,
1970; Eastwood and Brownrigg, 1979; Martyna and Tuckerman, 1999]. The calculation of
the Green’s function (in terms of its expansion) can be done ahead of time and does not
have to be repeated.
Computation of the occupied eigenspace of the discretized Kohn-Sham eigenvalue prob-
lem is the most computationally demanding step in a typical self consistent field calcu-
lation. Accordingly, a number of strategies have been devised over the years for an ef-
ficient solution of this problem through iterative diagonalization methods [Payne et al.,
1992; Kresse and Furthmuller, 1996a; Vo¨mel et al., 2008; Marx and Hutter, 2009]. We
have adopted the Locally Optimal Block Preconditioned Conjugate Gradient (LOBPCG)
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algorithm [Knyazev, 2001] for this purpose in our code. This robust method has been
implemented with success in other state of the art Kohn-Sham codes [Bottin et al., 2008;
Lorenzen, 2006] and with the aid of a simple diagonal preconditioner (described later)
we have found it to work well for a variety of systems. For relatively large system sizes
however, especially while running under distributed memory environments, LOBPCG-like
methods suffer from the need to repeatedly orthogonalize the computed eigenstates. For
dealing with such situations, we have adopted a highly efficient Chebyshev polynomial
filtered subspace iteration algorithm [Zhou et al., 2006b,a] which avoids explicit diagonl-
ization and minimizes orthonormalizations.
Spectral methods like the plane-wave method and the method presented here are suscepti-
ble to suffer from scalability issues while running under distributed memory environments,
since the global nature of the basis functions involved tends to induce communication be-
tween the processing elements. To ameliorate this difficulty, we have adopted a two-level
parallelization scheme over electronic states as well as physical space, much in the spirit
of some large scale plane-wave codes [Gygi et al., 2006]. This strategy has resulted in
speed-critical portions of our code scaling well up to 1024 processing units.
The culmination of the various strategies outlined above is in the numerous example prob-
lems that are solved efficiently and accurately using our method. We employ norm conserv-
ing abinitio pseudopotentials for most of our calculations. Starting from light atoms, small
molecules and clusters (metallic and non metallic), we move to some examples involving
fullerenes and large face centered cubic (FCC) aluminum clusters. The largest example
system considered here contains 1688 aluminum atoms (over 5000 electrons).
The rest of the chapter is organized as follows. Section 4.2 describes the formulation of our
method while Section 4.3 describes various implementation aspects. Section 4.4 presents
the example problems solved using our method and compares our results with the literature
to assess the efficacy of our method.
4.2 Formulation
We describe the Kohn Sham equations and our discretization scheme for numerical solution
of these equations in this section. The basis transforms as well as methods of dealing with
various terms of the equation are discussed.
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4.2.1 Problem set-up and discretization
Let us consider a system consisting of Ne electrons moving in the fields produced by M
nuclei. The nuclei are assumed to have charges (z1, . . . , zM) and are assumed to be clamped
to the positions (x1, . . . ,xM) ∈ R3. For the sake of simplicity, we will consider a system
in which spin polarization effects are absent and consider Ne to be even. The extension of
the present work to study spin-polarized systems is straight forward and therefore, we will
not present the details.
As explained in Chapter 2, The Kohn-Sham equations [Kohn and Sham, 1965], are a set of
coupled non-linear partial differential equations. The central quantities of interest in these
equations are an Ne/2 tuple of complex valued scalar fields {φi}Ne/2i=1 (the orbitals) and the
electronic density that can be obtained from the orbitals. The equations are as follows:
K(ρ)φi = λi φi ; 〈φi, φj〉L2(R3) = δij . (4.1)
with, K(ρ) = −1
2
∆ + Vnu +
∫
R3
ρ(y)
|x− y| dy + Vxc(ρ) . (4.2)
where, Vxc(ρ) =
∂Exc(ρ)
∂ρ
. (4.3)
and ρ(x) = 2
Ne/2∑
i=1
|φi(x)|2 . (4.4)
The λi that appear in eq. 4.1 are the Lagrange multipliers of the orthonormality constraints
on the orbitals and they are taken to be the lowest Ne/2 eigenvalues of the Kohn-Sham
operator K(ρ). The factor of two in eq. 4.4 is due to the assumption of dealing with a
spin-unpolarized system, as a consequence of which, each orbital is doubly occupied. The
orthonormalization condition on the orbitals implies that the electronic density ρ satisfies
the normalization condition: ∫
R3
ρ = Ne . (4.5)
As before, the first term in eq. 4.2 (involving the Laplacian) models the kinetic energy of the
electrons. The second term models the interaction of the nuclei with the electrons and it is
usually presented in the form of the pseudopotential approximation [Le Bris, 2003; Martin,
2004] to smoothen out Coulombic singularities.1 The third term in eq. 4.2 represents
1Coulombic singularities present in the nucleus electron interaction cause problems with efficient numer-
ical solution of the equations. Spectral methods like the plane-wave method and the present one are particu-
larly affected due to appearance of Gibbs phenomenon [Folland, 1999] in the neighborhood of singularities.
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the Hartree potential which models the electrostatic repulsion of the electrons amongst
themselves. Finally, Vxc(ρ) denotes the exchange-correlation potential, that is, functional
derivative of the exchange-correlation energy. We adopt here the commonly used Local
Density Approximation (LDA) [Parr and Yang, 1994; Kohn and Sham, 1965] of this term.
We remark that an extension of our method to other exchange correlation functionals, such
as those involving density gradient corrections [Perdew et al., 1996] poses no particular
difficulty. As also mentioned in Chapter 2, the Kohn-Sham equations as written above, are
usually solved through Self-Consistent Field (SCF) iterations and this is the methodology
we adopt for this work.
As in the previous chapter, let BR denote the sphere of radius R centered at the origin.
For the purpose of this work, we will restrict the physical domain to BR instead of all of
R3, while solving the Kohn-Sham equations (eq. 4.1 – 4.3). The cluster system will be
embedded within this spherical region and we will apply Dirichlet boundary conditions to
the electronic density on the surface of the sphere in accordance with the well-known spa-
tially exponential decay of the electronic density [Hoffmann-Ostenhof et al., 1980; Ahlrichs
et al., 1981]. The relation between the electronic density and the wavefunctions (eq. 4.3)
automatically implies that the Dirichlet boundary conditions apply to the wavefunctions as
well. Application of Dirichlet boundary conditions to the Kohn-Sham wavefunctions has
been considered earlier in the context of real-space methods [Suryanarayana et al., 2010;
Chelikowsky et al., 1994; Jing et al., 1994].
4.2.2 Basis set
The particular choice of a spherical domain allows for the Laplacian eigenfunctions in
this domain to be represented analytically in spherical coordinates 2. Specifically, in order
to obtain our basis functions, we consider the L
2(BR) orthonormal eigenfunctions of the
Laplacian operator in the spherical domain and we impose Dirichlet boundary conditions
on the surface of the domain. In this setup, a simple separation of variables calculation
shows that the eigenfunctions of the Laplacian which are regular at the origin are express-
ible in terms of spherical Bessel functions of the first kind and spherical harmonics. See
The bulk of the present work is devoted to pseudopotential calculations.
2In our notation for spherical coordinates, we denote r ∈ [0, R] as the radial coordinate, ϑ ∈ [0, pi] as
the polar angle and ϕ ∈ [0, 2pi] as the azimuthal angle. The Cartesian coordinates (x, y, z) are obtained as
x = r sinϑ cosϕ, y = r sinϑ sinϕ, z = r cosϑ.
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Appendix A for details of this calculation. Letting (l,m, n) ∈ Γ∞ with:
Γ∞ =
{
(l,m, n) : l ∈ {0, 1, . . .},m ∈ {−l, . . . , l}, n ∈ {0, 1, . . .}
}
, (4.6)
the Laplacian eigenfunctions take the form:
Fl,m,n(r, ϑ, ϕ) = Rl,n(r) Yml (ϑ, ϕ) , (4.7)
with, the radial part being the spherical Bessel functions of the first kind:
Rl,n(r) = 1
RJl+ 3
2
(
bn
l+ 1
2
)√2
r
Jl+ 1
2
(bn
l+ 1
2
R
r
)
, (4.8)
and, the angular part being the spherical harmonics:
Yml (ϑ, ϕ) = cl,m Pml (cosϑ) eimϕ ,with cl,m =
√
(2l + 1)
4π
(l −m)!
(l +m)!
. (4.9)
In eq. 4.8, Jl+ 1
2
(·) denotes the (ordinary) Bessel function of the first kind of order (l + 1
2
),
while bn
l+ 1
2
is denotes its (n+1)th root. Thus,Rl,n(r) attains a value of zero (n+1)-times in
the interval [0, R]. In eq. 4.9, Pml (·) denotes the associated Legendre polynomial of degree
l and orderm. The eigenvalue associated with the eigenfunction Fl,m,n is given by:
Λl,m,n =
(bn
l+ 1
2
R
)2
. (4.10)
Since the Laplacian is a self-adjoint operator with a compact resolvent, the infinite col-
lection of eigenfunctions EΓ∞ =
{
Fl,m,n : (l,m, n) ∈ Γ∞
}
form an orthonormal basis of
L
2(BR) [Evans, 1998; Kato, 1995]. Further, elliptic-regularity results [Evans, 1998] imply
that each basis function Fl,m,n is smooth. We now choose a finite subset of EΓ∞ as our basis
set.
We fix L,N ∈ N (henceforth referred to as the angular and radial cutoff, respectively),
and form Γ ⊂ Γ∞ by restricting3 l ∈ {0, . . . ,L − 1} and n ∈ {0, . . . ,N − 1}. Given any
function f ∈ L2(BR), for the purpose of numerical discretization, we approximate it using
3For each l,m is allowed to vary in {−l, . . . , l} as before.
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the functions in EΓ =
{
Fl,m,n : (l,m, n) ∈ Γ
}
as:
f =
∑
(l,m,n)∈Γ
fˆl,m,n Fl,m,n . (4.11)
We may observe that the span of the functions in EΓ˜ form a linear subspace of L2(BR) of
dimension d = L2N . The expansion coefficients can be obtained by orthonormality of the
basis functions as:
fˆl,m,n = 〈f, Fl,m,n〉L2(BR) =
∫
BR
f Fl,m,n dy , (4.12)
and the collection of expansion coefficients
{
fˆl,m,n : (l,m, n) ∈ Γ
}
will often be inter-
preted interchangeably with vectors in Cd . If the function f is real valued, as it is for
example, in case of the electronic density, the expansion coefficients obey the additional
condition4 fˆl,−m,n = fˆl,m,n.
4.2.3 Basis transforms
In order to perform the quadratures required for evaluation of the expansion coefficients via
eq. 4.12 we introduce a discretization of the domainB ⊂ BR. Akin to the terminology used
in the plane-wave literature, we will often refer to the representation of a given function in
terms of its expansion coefficients as the reciprocal space representation while the repre-
sentation of the same function on the grid points in B will be referred to as the real space
representation. The operations that allow us to switch between these two representations
will be referred to as basis transforms.
The specific choice of the grid points is made as follows. Let Nr, Nϑ and Nϕ denote the
number of discretization points in the radial, polar and azimuthal directions respectively.
In practice, these quantities are dependent on the radial and angular cutoffs and are chosen
keeping the constraints of the sampling theorem in mind [Schaeffer, 2013]. We form a
discretization of the unit sphere by choosing Nϑ Gauss quadrature points in cos(ϑ) over
the interval [−1, 1] and Nϕ equally spaced points in ϕ over the interval [0, 2π]. In the
radial direction, we choose Nr Gauss-Jacobi quadrature nodes [Teodorescu et al., 2013]
associated the quadrature weight of r2 over the interval [0, R]. The set B is now taken to be
a Cartesian product of the radial quadrature points and the unit sphere discretization points.
This allows a separation of variables in the angular and radial directions while carrying out
4If the Condon-Shortley phase [Weisstein, a] is included, this becomes fˆl,−m,n = (−1)mfˆl,m,n. We do
not make use of the Condon-Shortley phase in this work.
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the basis transforms, thereby reducing computational complexity.5
Given a function f : BR → C (in terms of its real space representation f˜ : B → C), we
obtain the reciprocal space representation by first computing spherical harmonic transforms
holding the radial variable fixed:
A(r; l,m) =
∫ 2π
0
∫ π
0
f(r;ϑ, ϕ) Yml (ϑ, ϕ) sin(ϑ) dϑ dϕ ,
= cl,m
∫ 1
−1
Pml (t)
[ ∫ 2π
0
f(r; cos−1(t), ϕ) e−imϕ dϕ
]
dt (4.13)
and then performing radial quadratures:
fˆl,m,n =
∫ R
0
A(r; l,m)Rl,n(r) r2 dr ≈
Nr∑
kr=1
wkrA(rkr ; l,m)Rl,n(rkr) , (4.14)
using the quadrature nodes {rkr}Nrkr=1 and corresponding weights {wkr}Nrkr=1. The spherical
harmonic transform as expressed in eq. 4.13 itself consists of two steps: first holding ϑ
fixed, the Fast Fourier Transform (FFT)[Cooley and Tukey, 1965] is used to evaluate the
inner integral involving ϕ and then a quadrature in t = cos(ϑ) is carried out on the result
to evaluate the outer integral.
Similarly, given the reciprocal space representation fˆ : Γ → C, the inverse transform can
be carried out by first computing:
G(l,m; rkr) =
N−1∑
n=0
fˆl,m,nRl,n(rkr) , (4.15)
while holding l and m fixed and then, for each radial grid node rkr , performing inverse
spherical harmonics transforms (using inverse FFTs and dot products as in [Schaeffer,
2013]).
The basis transforms as described above, have a time complexity of O(L3N + L2N 2) in
terms of the angular and radial cutoffs.6 As far as practical implementation is concerned,
the use of Gauss quadrature points as well as various numerical and implementation level
optimizations [see Schaeffer, 2013, for e.g.] can be used to ensure that the prefactor for this
5A naive implementation of the transforms, that is, one that does not employ this separation of variables
structure, would have a time complexity of O(L4N 2) in terms of the angular and radial cutoffs.
6Using more sophisticated techniques for carrying out the associated Legendre polynomial transforms
[Mohlenkamp, 1999; Driscoll and Healy, 1994], this can be reduced to O(L2(logL)2N + L2N 2).
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asymptotic estimate is rather low. This allowed us to carry out basis transforms routinely
and efficiently even with basis sets containing millions of basis functions in our code.
4.2.4 Set up of matrix eigen-value problem
Within the self-consistent field iterations, the governing equations (eq. 4.1 – 4.3) posed in
the spherical domain take the form of the following linearized eigen-value problem with an
effective potential Veff :(
−1
2
∆ + Veff
)
φi = λi φi for i = 1, . . . , Ne/2 , (4.16)
φi = 0 on ∂BR , (4.17)
and the effective potential at a point x ∈ BR is given as:
Veff (x) = Vxc(ρ(x)) +
∫
BR
ρ(y)
|x− y| dy + Vnu(x) . (4.18)
For the purpose of this particular discussion, we choose to ignore any non-local contri-
butions to the ionic pseudopotentials. The specific treatment of these non-local terms is
discussed in a later section.
To discretize eq. 4.16 we set:
φi =
∑
(l,m,n)∈Γ
φˆil,m,n Fl,m,n , (4.19)
noting that this ensures that the Dirichlet boundary conditions on the wavefunctions are
satisfied automatically. This gives us:
1
2
∑
Γ
φˆil,m,n Λl,m,n Fl,m,n+ Veff
∑
Γ
φˆil,m,n Fl,m,n = λi
∑
Γ
φˆil,m,n Fl,m,n . (4.20)
Now, if the expansion coefficients of Veff are known as {Vˆ effl˜,m˜,n˜ : (l˜, m˜, n˜) ∈ Γ}, we may
substitute the expansion of Veff into eq. 4.20 to get:
1
2
∑
Γ
φˆil,m,n Λl,m,n Fl,m,n +
∑
Γ
∑
Γ
φˆil,m,n Vˆ
eff
l˜,m˜,n˜
Fl˜,m˜,n˜ Fl,m,n
= λi
∑
Γ
φˆil,m,nFl,m,n . (4.21)
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We now take the inner product of this equation with Fl′,m′,n′ and use orthonormality of
the basis functions to obtain the following system of linear equations for φˆil′,m′,n′ , with
(l′,m′, n′) ∈ Γ :
1
2
Λl′,m′,n′ φˆ
i
l′,m′,n′+
∑
Γ
∑
Γ
W (l′,m′,n′)
(l,m,n) , (l˜,m˜,n˜)
Vˆ eff
l˜,m˜,n˜
φˆil,m,n = λi φˆ
i
l′,m′,n′ , (4.22)
whereW (l′,m′,n′)
(l,m,n) , (l˜,m˜,n˜)
denote the coupling coefficients of the basis set, i.e.,
W (l′,m′,n′)
(l,m,n) , (l˜,m˜,n˜)
=
〈
Fl˜,m˜,n˜ Fl,m,n , Fl′,m′,n′
〉
L
2(BR)
. (4.23)
It is possible to express these coupling coefficents in terms of Wigner 3-j symbols [Mes-
siah, 1962] and the integral of the product of three spherical basis functions taken together
[Banerjee, 2011]. Such an expression allows us to see that the coupling coefficients are
non-zero only when |l − l˜| ≤ l′ ≤ l + l˜,m+m′ + m˜ = 0 and l + l′ + l˜ is odd.
To recognize the finite dimensional linear eigen-value problem expressed in eq. 4.22, we
may introduce an indexing map I : Γ → {1, 2, . . . , d} and let J denote its inverse7. We
may then rewrite eq. 4.22 using the map J to obtain a matrix problem of the form:
HX = XD , (4.24)
whereH ∈ Cd×d ,X ∈ Cd×(Ne/2) and D ∈ R(Ne/2)×(Ne/2). Denoting δα,β as the Kronecker
delta, we see that matricesH,X and D have entries of the following form:
Hα,β =
1
2
δα,β ΛJ (α) +
∑
(l˜,m˜,n˜)∈Γ
Vˆ eff
l˜,m˜,n˜
WJ (α)J (β) , (l˜,m˜,n˜) , (4.25)
Xα,β = φˆ
β
J (α) and Dα,β = δα,β λJ (β) , (4.26)
with α, β varying within the relevant matrix dimensions.
As we mentioned earlier, setting up of the matrix eigen-value problem followed by di-
rect diagonalization are both expensive operations, although this approach seems to have
been adopted by earlier works involving spherical basis functions [see e.g. Broglia et al.,
2004]. From eq. 4.25, for instance, we can see that the matrix H is dense and therefore,
the asymptotic computational complexity of the matrix setup is of cubic order in the total
number of basis functions. Direct diagonalization of the Hamiltonian, even by the most
7A simple indexing map might be, for instance, (l,m, n) 7→ (l2 + l +m) ∗ N + (n+ 1).
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efficient algorithms available today [see e.g. Dhillon et al., 2006], will have the same cubic
computational complexity in the number of basis functions due to the necessity of reducing
the matrix to tridiagonal form. In addition, the memory storage requirement of the full
Hamiltonian matrix scales as the square of the number of basis functions and therefore this
becomes an additional constraint while trying to deal with even moderate sized systems.
4.2.5 Set up of matrix-vector products
To avoid the above mentioned computational difficulties, we choose to employ matrix-free
iterative methods for computing the occupied eigen space of the Hamiltonian matrix [see
Saad, 2011, for a detailed discussion of this class of methods]. As the name suggests, these
methods do not need access to the individual matrix entries but only require matrix vector
products to be specified. To see how the product of a given vector with the Hamiltonian ma-
trix may be calculated efficiently, without explicit involvement of the coupling coefficients,
we proceed as follows.
Let Y ∈ Cd be a given vector and let Z ∈ Cd be the result of the matrix vector product,
that is, Z = HY. In terms of components we have :
Zα =
d∑
β=1
Hα,β Yβ =
d∑
β=1
(
1
2
δα,β ΛJ (α) +
∑
(l˜,m˜,n˜)∈Γ
Vˆ eff
l˜,m˜,n˜
WJ (α)J (β) , (l˜,m˜,n˜)
)
Yβ
=
1
2
ΛJ (α)Yα +
d∑
β=1
( ∑
(l˜,m˜,n˜)∈Γ
Vˆ eff
l˜,m˜,n˜
WJ (α)J (β) , (l˜,m˜,n˜)
)
Yβ . (4.27)
The second term, by making use of eq. 4.23 and the linearity of the inner product, can be
written as:
=
d∑
β=1
∑
(l˜,m˜,n˜)∈Γ
Vˆ eff
l˜,m˜,n˜
Yβ
〈
Fl˜,m˜,n˜ FJ (β) , FJ (α)
〉
L
2(BR)
=
〈( ∑
(l˜,m˜,n˜)∈Γ
Vˆ eff
l˜,m˜,n˜
Fl˜,m˜,n˜
)( d∑
β=1
YβFJ (β)
)
, FJ (α)
〉
L
2(BR)
.
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We recognize the first term in parentheses as the expansion of the effective potential in our
basis set, and therefore, the final expression for Zα becomes:
Zα =
1
2
ΛJ (α)Yα +
〈
V eff
( d∑
β=1
YβFJ (β)
)
, FJ (α)
〉
L
2(BR)
. (4.28)
The above equation suggests that the computation of the Hamiltonian times vector product
should be carried out in two stages. First, the action of the kinetic energy operator is carried
out in reciprocal space because of the diagonal structure of that operator in that space. In the
second stage, the action of the operator expressing the action of the effective potential has
to be computed. This operator however, is diagonal in real space. Thus, given the vectorY,
we imagine its components {Yα}dα=1 to represent expansion coefficients and we perform
an inverse basis transform to obtain a function Y defined on the gridpoints in B. We then
perform a pointwise multiplication of Y with the effective potential (also defined over B)
and we finally compute a forward basis transform of the product (V eff · Y ) to obtain the
result of the second stage. We have to keep in mind however, the restrictions arising from
the sampling theorem while carrying out the matrix vector product in this fashion, so that
aliasing errors can be avoided.
The principal computational cost of the process described above arises from a pair of basis
transforms and therefore the associated time and space complexities are O(L3N + L2N 2)
andO(L2N ) respectively. In contrast, a direct matrix vector product, once the Hamiltonian
matrix has been set up, would involve O(L4N 2) complexity both in memory and speed.
4.2.6 Computation of the electronic density
Using the expansion of the wavefunctions (eq. 4.19) as well as the expression in eq. 4.4,
we see that the electron density admits expansion coefficients of the form:
τl′,m′,n′ = 2
Ne/2∑
j=1
∑
Γ
∑
Γ
W (l′,m′,n′)
(l,m,n) , (l˜,m˜,n˜)
φˆi
l˜,m˜,n˜
φˆil,−m,n . (4.29)
Two comments are in order at this stage. First, since the coupling coefficients are non-zero
only when |l − l˜| ≤ l′ ≤ l + l˜ and we have 0 ≤ l, l˜ ≤ (L − 1), we see that τl′,m′,n′ may
have non-zero values for all l′ satisfying 0 ≤ l′ ≤ 2(L − 1). Thus, due to the quadratic
nonlinearity in eq. 4.4, the electronic density needs to be represented using a basis set that is
larger than the one used to represent the wavefunctions. A similar situation also arises in the
context of the plane-wave method, where sometimes, compared to the wavefunctions, the
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electronic density expansion employs a larger energy cutoff [Bylaska et al., 2011; Marx and
Hutter, 2009]. Often however, plane wave codes allow the so called dualing approximation
to be engaged, as a result of which, the electronic density is expanded using the same
basis set as the wavefunctions [Bylaska et al., 2011]. We have kept these points in mind
during the design and implementation of our code, in which a larger basis set (as well as
a denser real space grid) for the electronic density may or may not be employed based on
user choice.
The second comment is that the computation of the expansion coefficients of the electronic
density through eq. 4.29 should actually be avoided because the associated time com-
plexity, in terms of the basis set size and the number of electrons involved, is O(Ned
3).
Instead, starting from the expansion coefficients of the wavefunctions, we may compute
the real space representations of the wavefunctions using inverse basis transforms. We may
then use eq. 4.4 to compute the electronic density at the grid points in B and finally apply
a forward basis transform to obtain the required expansion coefficients of the density. This
method results in the reduced time complexity of O(Ne(L3N + L2N 2)) and is therefore,
much more efficient.
4.2.7 Computation of the Hartree potential
The Hartree potential at a point x ∈ BR is given as:
VH(x) =
∫
BR
ρ(y)
|x− y| dy . (4.30)
One of the most popular approaches to solving this equation is by employing Poisson
solvers [Suryanarayana et al., 2010; Genovese et al., 2008; Chelikowsky et al., 1994]8.
Our approach to the computation of VH is to directly deal with eq. 4.30 by exploiting the
so called Laplace expansion [Jackson, 1975] of the Green’s kernel:
1
|x− y| =
∞∑
l=0
4π
2l + 1
m=l∑
m=−l
rl<
rl+1>
Yml (ϑx, ϕx)Yml (ϑy, ϕy) . (4.31)
8In the finite element setting for example, the Poission equation for Ves = VH + Vnu is solved, often in
conjunction with Dirichlet boundary conditions on Ves [Suryanarayana et al., 2010; Motamarri et al., 2013].
Solving the Poisson problem for VH with Dirichlet boundary conditions is more problematic because of the
much slower decay of VH compared to Ves. Since Vnu is known apriori, it can then be subtracted from the
solution Ves to obtain VH . This turns out to be a particularly fruitful approach (in the finite-element setting)
because a rapid coarsening of the mesh allows one to reach rather large domain sizes. This allows Ves to
decay sufficiently, thus making the Dirichlet boundary conditions appropriate and applicable. It is quite clear
that such a methodology is not applicable to our setting.
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In the equation above, r< = min (rx, ry), r> = max (rx, ry) and (rx, ϑx, ϕx)
and (ry, ϑy, ϕy) denote x and y in spherical coordinates respectively. Now, for a typical
point y ∈ BR, the electronic density ρ is available through a basis expansion as:
ρ(ry, ϑy, ϕy) =
∑
Γˆ
τlˆ,mˆ,nˆRlˆ,nˆ(ry)Ymˆlˆ (ϑy, ϕy) , (4.32)
with Γˆ denoting the same basis set as Γ, or a larger one, depending on whether the dualing
approximation has been used or not. Now, if dy˘ denotes the volume element in the sphere
BR, that is, dy˘ = r2y sinϑy drydϑydϕy, then substituting eqs. 4.31 and 4.32 in eq. 4.30
and using orthonormality of the spherical harmonics, we get:
VH(rx, ϑx, ϕx) =
∞∑
l=0
4π
2l + 1
m=l∑
m=−l
∑
Γˆ
τlˆ,mˆ,nˆYml (ϑx, ϕx)
×
∫
BR
rl<
rl+1>
Yml (ϑy, ϕy)Rlˆ,nˆ(ry)Ymˆlˆ (ϑy, ϕy) dy˘ ,
=
∞∑
l=0
4π
2l + 1
m=l∑
m=−l
∑
Γˆ
τlˆ,mˆ,nˆ Yml (ϑx, ϕx) δl,lˆ δm,mˆ
×
∫ ry=R
ry=0
rlˆ<
rlˆ+1>
Rlˆ,nˆ(ry) r2y dry ,
which we may rewrite as,
:=
∑
Γˆ
4π
2lˆ + 1
τlˆ,mˆ,nˆ Ymˆlˆ (ϑx, ϕx)Zlˆ,nˆ(rx) . (4.33)
This suggests that computing the Hartree potential from the electronic density expansion
coefficients is very much like performing an inverse basis transform except that the func-
tions Zlˆ,nˆ(r) need to be used, instead of the usual radial basis functions Rl,n(r), while
carrying out the radial part of the calculation. If the Zlˆ,nˆ(r) are pre-computed and stored,
the method described here turns out to be extremely efficient: in our implementation, the
entire calculation of obtaining the real space representation of VH , starting from the real
space representation of ρ, consumes less than 0.03% of the total time of a typical SCF
cycle.
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The functions Zlˆ,nˆ(rx) may be written as follows:
Zlˆ,nˆ(rx) =
1
RJlˆ+ 3
2
(bnˆ
lˆ+ 1
2
)
∫ ry=R
ry=0
rlˆ<
rlˆ+1>
√
2
ry
Jlˆ+ 1
2
(bnˆ
lˆ+ 1
2
R
ry
)
r2y dry
=
√
2
RJlˆ+ 3
2
(bnˆ
lˆ+ 1
2
)
[
1
rlˆ+1x
∫ rx
0
rlˆ+2y
1√
ry
Jlˆ+ 1
2
(bnˆ
lˆ+ 1
2
R
ry
)
dry
+ rlˆx
∫ R
rx
1
rlˆ−1y
√
ry
Jlˆ+ 1
2
(bnˆ
lˆ+ 1
2
R
ry
)
dry
]
:=
√
2R Z˜lˆ,nˆ(s) ,with s = rx/R and s ∈ [0, 1] and
Z˜lˆ,nˆ(s) =
1
Jlˆ+ 3
2
(bnˆ
lˆ+ 1
2
)
[
slˆ+1
∫ s
0
r
lˆ+ 3
2
1 Jlˆ+ 1
2
(
bnˆ
lˆ+ 1
2
r1
)
dr1
+ slˆ
∫ 1
s
1
r
lˆ− 1
2
1
Jlˆ+ 1
2
(
bnˆ
lˆ+ 1
2
r1
)
dr1
]
, (4.34)
and r1 simply denotes an integration variable. The integrals in eq. 4.34 can be carried out
numerically using Gauss quadrature. In our implementation, we have computed Z˜lˆ,nˆ(s)
accurately for a large number of values of lˆ and nˆ over a fine grid of values over [0, 1]
and stored the results. The values of Z˜lˆ,nˆ(s) at other values of s ∈ [0, 1] are computed
using cubic spline interpolation as and when required. During an actual simulation, this
procedure is used to quickly set up the functions Zlˆ,nˆ(rx) at the different radial grid points
before the first SCF step.
In our experience, it is rather important to do the Hartree calculation accurately in order to
obtain well converged and accurate answers. As is evident from a Lagrangian formulation
of the Kohn-Sham problem [Suryanarayana et al., 2010], inaccurate computation of the
electrostatics terms might even lead to the variational property of a basis set being lost (that
is, the total energy need not decrease monotonically to the converged value with increasing
basis set size). This is something we seem to have observed when, for example, too few
radial gridpoints were used or when the integrals in eq. 4.34 were not computed accurately.
4.2.8 Computation of the local pseudopotential terms
The total local pseudopotential at a point x is a combination of terms of the form:
Vnu(x) =
M∑
j=1
V jnu(|x− xj|) , (4.35)
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where each of the functions V jnu is radially symmetric and reasonably smooth.
9 Let us look
at how the expansion coefficients for an individual term V jnu(|x− xj|) might be computed.
The primary issue is that this term is centered at xj while the basis functions are centered
at the origin. To overcome this problem, we now make use of a Lo¨wdin transformation
[Lo¨wdin, 1956] as suggested in [Broglia et al., 2004].
Let us consider a rotated coordinate system (x′, y′, z′) centered on the origin such that
the axis z′ points along the vector xj . In this new coordinate system, the atom at xj has
Cartesian coordinates (0, 0, rj = |xj|). We denote its position vector as y0. LetQ ∈ SO(3)
be a rotation that takes the original coordinate system into the new one. The definition ofQ
is ambiguous at this point since the orientation of the x′ and y′ axes have not been specified
as yet. To fix this, let ϕj and ϑj denote the azimuthal and polar angles associated with xj
and let us assume that the x′ and y′ axes result from rotating the natural axis with Euler
angles α = ϕj, β = ϑj, γ = 0.
The expansion coefficient Vˆ jnu,(l,m,n) can be obtained as:
Vˆ jnu,(l,m,n) =
∫
BR
V jnu(|x− xj|)Fl,m,n(x) dx , (4.36)
which, on making the change of variables x = QT y becomes:
=
∫
BR
V jnu(|y − y0|)Fl,m,n(QT y) dy . (4.37)
Since the angular part of the basis functions is composed of spherical harmonics, their
transformation under rotations can be formulated in terms of the Wigner D-Matrices [Ed-
monds, 1996]. The radial part of the basis functions remains unchanged. Therefore, we
may write:
Fl,m,n(Q
T y) =
l∑
m′=−l
D
l
m,m′(Q
T )Fl,m,n(y) , (4.38)
which, for the particular Euler angles associated withQT becomes:
=
l∑
m′=−l
√
4π
2l + 1
Ym′l (ϑj, ϕj)Fl,m′,n(y) (4.39)
9These functions are actually in C∞(R) for the pseudopotentials considered in this work. They have a
somewhat lower regualrity for the popular Troullier-Martins pseudopotentials [Troullier and Martins, 1991].
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Substituting eq. 4.39 into eq. 4.37 and using spherical coordinates (ry, ϑy, ϕy) we get
Vˆ jnu,(l,m,n) as:
=
√
4π
2l + 1
l∑
m′=−l
[
Ym′l (ϑj, ϕj)
∫ R
ry=0
∫ π
ϑy=0
∫ 2π
ϕy=0
V jnu
(√
r2y + r
2
0 − 2rbfyr0 cos(ϑy)
)
× Rl,n(ry) r2y Pm
′
l (cosϑy) e
−im′ϕy sin(ϑy) dry dϑy dϕy
]
. (4.40)
Since there is only ϕy dependent term in the integrand, only the m
′ = 0 term survives in
the summation and so, we get:
Vˆ jnu,(l,m,n) =
√
4π
2l + 1
Yml (ϑj, ϕj)
∫ R
ry=0
vˆjnu(l; ry)Rl,n(ry) r2y dry , (4.41)
with:
vˆjnu(l; ry) =
∫ 1
−1
V jnu
(√
r2y + r
2
0 − 2ryr0s
)P0l (s) ds . (4.42)
Equations 4.41 and 4.42 suggest the following method for dealing with the local pseu-
dopotential term. For each atom, we first compute vˆjnu(l; ry) via eq. 4.42 by using Gauss
quadrature over the interval [−1, 1]. The results from each atom may be used to form a
weighted sum to obtain:
vˆnu(l,m; ry) =
M∑
j=1
√
4π
2l + 1
Yml (ϑj, ϕj) vˆjnu(l; ry) . (4.43)
Thereafter, if we require the real space representation of Vnu, we simply carry out inverse
spherical harmonics transforms of vˆnu(l,m; ry) at each value of ry. On the other hand,
if we require the reciprocal space reprsentation, it suffices to perform radial quadratures
holding l andm fixed.
4.2.9 Computation of the non-local pseudopotential terms
Non-local pseudopotentials are used in electronic structure methods in order to account for
the effect of the inert core electrons on the chemically active valence electrons, without
directly introducing these core states into the calculation [Martin, 2004; Le Bris, 2003]. In
the Kohn-Sham setting, for example, this results in computational savings since it reduces
the total number of orbitals involved in the calculation, with the added benefit that the
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highly oscillatory core states (which require many basis functions to resolve) are absent.
From a computational point of view, inclusion of non local pseudopotential means that a
projection operator needs to be added to the Hamiltonian while performing matrix vector
products or while computing the total energies / forces. In general, this projection operator
can be written as the sum of atom centered rank one operators, and therefore, we now look
into how these rank one operators can be handled using our basis set.
The action of a rank one operator O = p1 ⊗ p2 on a function f ∈ L2(BR) is simply
given as O f = 〈p2, f〉L2(BR) p1. The functions p1, p2 are atom centered and are usually
short ranged. A straightforward method of computing the action of such an operator on a
function whose expansion coefficients are known, would be to expand the functions p1 and
p2 in our basis set and to then perform the inner product of p2 and f in reciprocal space.
The resulting scalar can be used to multiply the expansion coefficents of p2 to obtain the
answer. If the total number of projectors (from all the atoms) to be used in the simulation
is P , then action of the projectors on a single electronic state can be carried out in O(Pd)
time by matrix multiplications, provided of course that the expansion coefficients of p1 and
p2 are known apriori. Instead of this reciprocal space formulation, it is possible to do this
calculation more efficiently in real space by making use of the short ranges of the functions
p1 and p2, while ensuring some extra care so as to avoid aliasing errors [King-Smith et al.,
1991]. We intend to look into this aspect in future work and we adopt the reciprocal space
approach in the present one.
We remark in passing that the functions p1 or p2 are typically of the form
10 [see, for e.g.,
Hartwigsen et al., 1998]:
p(x) = Yml (x̂− x0) g(|x− x0|) (4.44)
and this allows us to use the Lo¨wdin transformation technique described earlier in section
4.2.8 to arrive at the expansion coefficents. The additional direction dependent factor in
eq. 4.44 can be easily handled by using well known results on the translations of spherical
harmonics [see for e.g., Tikochinsky, 1967], specifically:
Yml (x̂− x0) =
∑
l1,l2
gll1,l2
(|x|/|x0|) ∑
m1,m2
G(l1, l2, l; m1,m2,m)Ym1l1 (x̂)Ym2l2 (x̂0) , (4.45)
with G denoting the vector-coupling coefficients [Messiah, 1962; Edmonds, 1996] and g
being expressible in terms of the hypergeometric function.
10The hat in eq. 4.44 is used to denote the unit vector in order to emphasize direction dependence.
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4.2.10 Brief remarks on convergence
For any numerical method, it is highly desirable to have mathematically rigorous demon-
strations of the convergence of the method, and in particular, to have theoretical estimates
of the rates of convergence. In the context of the present numerical scheme, we remark
that convergence to the correct ground states follows directly from recent work by Chen
et al. [2013]. Regarding rates of convergence, we may conjecture, based on [Cance`s et al.,
2012; Cance`s, 2013] that the Kohn-Sham ground state will converge, for the energy form
(i.e., the H10(BR) Sobolev norm), at the rate of convergence of the best approximation of the
Kohn-Sham ground state in the discretization space (still using the H10(BR) norm). Further,
the ground state energy, as well as the Kohn-Sham eigenvalues, are likely to converge with
a rate that is twice as high. The rate of convergence of the best approximation then depends
on the decay rate of the coefficients of the expansion of the Kohn-Sham ground state or-
bitals in our spectral basis, and this in turn, is likely to be directly related to the smoothness
of the pseudopotential employed. A full scale investigation of these theoretical issues is the
scope of future work.
4.3 Implementation
We outline various implementation related issues and solution strategies in this section. In
particular, we discuss methods of obtaining the occupied eigenspace of the Hamiltonian as
well as aspects of parallelization.
4.3.1 Diagonalization using LOBPCG
As remarked earlier, efficient eigensolvers for iterative diagonalization of the Hamiltonian
matrix are necessary for dealing with large systems. Perhaps, the most commonly used
diagonalization method in abinitio calculations is the band-by-band conjugate gradient al-
gorithm for direct minimization of the total energy [Teter et al., 1989; Payne et al., 1992],
later modified to fit the iterative diagonalization framework [Bylander et al., 1990]. In
this work, we have adopted the Locally Optimal Block Preconditioned Conjugate Gradient
(LOBPCG) method [Knyazev, 2001]. The LOBPCG algorithm is much better supported
theoretically [Knyazev and Neymeyr, 2003] and has been shown to outperform the tradi-
tional preconditioned conjugate gradient method [Bottin et al., 2008]. It has found applica-
tions in other electronic structure methods both with and without modifications [Yang et al.,
2006; Lin et al., 2013; Lorenzen, 2006; Bottin et al., 2008]. In addition to the above men-
tioned reasons, our choice of this method is also determined by its simplicity, robustness
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and relative ease of implementation.
For computing the smallest eigenpair {λ0, z0} of the Hamiltonian, the LOBPCG method
takes the form of a 3-term recurrence:
zk+10 = w
k + τ kzk0 + γ
kz
(k−1)
0 ,
wk = Tp (Hz
k
0 − λk0 zk0) , λ0(zk0) = 〈zk0,Hzk0〉/〈zk0, zk0〉 , (4.46)
with Tp denoting a preconditioner. The parameters τ
k and γk are chosen based on the
idea of local optimality, that is, they are such that they minimize the Rayleigh quotient
λ0(z
(k+1)
0 ) by using the Rayleigh Ritz procedure in the 3 dimensional trial subspace spanned
bywk, zk0 and z
(k−1)
0 . For computing the lowest m eigenstates, the above method is applied
in a block fashion and the Raleigh-Ritz procedure is carried out on a trial subspace of
dimension 3m. Thus, a relatively small 3m× 3m generalized eigenvalue problem needs to
be solved on every LOBPCG iteration step, through a direct diagonalization method. From
the description above, it is apparent that an implementation of the LOBPCG method needs
access to the Hamiltonian only through matrix vector products.
When dealing with relatively small sized example systems (approx. up to a couple of hun-
dred electrons), we have used the LOBPCG method exclusively to carry out diagonaliza-
tion in all SCF steps. For some of the larger example systems described later, we used the
LOBPCG method only in the first SCF step so as to generate a good guess for the Cheby-
shev polynomial filtered subspace iteration algorithm that was used in the subsequent SCF
steps. This algorithm and its implementation is described in a later section.
4.3.1.1 Important implementation details
Our implementation of the LOBPCG method follows the algorithmic steps outlined in
Knyazev et al. [2007]. We find it worthwhile to mention the following three implemen-
tation details. First, in the block setting, when multiple eigenvectors are being converged in
parallel, some eigenvectors may converge faster than others. In order to gain computational
efficiency, eigenvectors that have already converged within a required tolerance should be
“locked” while iteration on the non-converged ones should continue. Following Knyazev
et al. [2007], our implementation allows for this behavior via soft locking: this is based
on the idea of removing the residuals of the locked vectors from the computation but con-
tinuing to use the vectors themselves in the Rayleigh-Ritz procedure, which can change
them.
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Second, in calculations on large systems, the total number of electronic states may be too
numerous to fit all required eigenstates into one LOBPCG block due to the large compu-
tational demand (both memory and processing power) of the Raleigh-Ritz method. This
situation can be handled by partitioning up the total number of required eigenstates into
smaller LOBPCG blocks and using deflation (or hard locking): we loop over each block
and use previously computed eigenstates (from the previously iterated blocks) as orthonor-
mal constraints to the block that is being currently iterated.
Finally, the third detail is related to the use of Cholesky factorization for orthonormaliza-
tion (of the residual vectors and cojugate directions) in the implementation. This technique
is more computationally efficient but also known to be less reliable than the traditional ap-
proach involving QR factorization [Knyazev et al., 2007]. In particular, since the matrices
plugged into the Cholesky decomposition are poorly scaled, it is crucial to either use a
Cholesky decomposition that is numerically invariant with respect to matrix scaling, or to
scale the columns of the matrix before performing the factorization [Knyazev, 2013].11 In
addition, our experience has been that numerical noise or round off errors can sometimes
cause the Cholesky factorization or the Raleigh-Ritz procedure to fail. In these situations,
we have always found it useful to restart the LOBPCG iterations (discarding the computed
conjugate direction and residual vectors) by using the most recently computed block of
eigenvectors as the initial guess of a fresh set of iterations. This simple strategy seems to
result in a much more robust implementation and does not introduce any computational
bottlenecks.
4.3.1.2 Parallel implementation strategy
Our strategy for parallelization of the LOBPCG method is to carry out relevant linear al-
gebra operations using a distributed memory dense linear algebra library. For this purpose,
we have adopted the state of the art numerical library Elemental [Poulson et al., 2013].
This library has been designed to be a more scalable and easier to interface successor of
the ScaLAPACK [Blackford et al., 1997; Choi et al., 1992] and PLAPACK [Van de Geijn,
1997; Alpatov et al., 1997] libraries that have already found widespread use in other elec-
tronic sturcture codes. Elemental uses an element-wise block-cyclic distribution of matri-
ces over a two-dimensional grid of processors. The Message Passing Interface (MPI) is
used for interprocess communication while linear algebra operations that are local to each
11We are grateful to Andrew Knyazev for his consistent support and suggestions during our implementation
of LOBPCG, and in particular for pointing out the issue related to Cholesky factorization.
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process are carried out by making calls to (serial) BLAS and LAPACK libraries.12
The dimensions of the process grid that underlies the operations in Elemental can have an
impact on the resulting parallel efficiency of the LOBPCG routine. We have used square
process grids in most cases. In some cases however, we found that the use of rectangular
process grids, in which the height of the grid was twice that of the width of the grid seemed
to result in better performance. Also, for every LOBPCG step, depending on the problem
size (specifically, the value ofm), we carried out the Cholesky factorization and the solution
to the generalized eigenvalue problem (from the Raleigh-Ritz step), either locally on every
process or using a subset of processes from the process grid. This tends to reduce wasteful
inter-process communication.
As a preliminary check of the correctness of our implementation, we applied our LOBPCG
routine to randomly generated dense Hermitian matrices and attempted to compute a few
eigenstates. No preconditioner was used, as a result of which convergence was slow.13
Nevertheless, as can be seen from Figure 4.1, the errors, computed by comparing LOBPCG
results aginst the results obtained by using the direct parallel solver PMRRR [Bientinesi
et al., 2005] (available in Elemental), do decrease over the number of iterations, confirming
convergence to the correct results.
4.3.1.3 Scaling behavior
We studied the scaling behavior of our LOBPCG implementation under the somewhat strin-
gent setting of using dense matrices. For studying the strong scaling behavior, we generated
a random hermitian matrix and computed the first few hundred eigenstates. We used be-
tween 16 and 256 cpu cores14 and we then measured the average time per LOBPCG step.
The results are plotted in Figure 4.2a. At 256 cpu-cores, the parallel efficiency drops to a
little less than 40%.
As discussed in Knyazev et al. [2007], it is more appropriate to look at the weak scaling
behavior, which we studied next. We generated random hermitian matrices of various
sizes and computed the first few hundred eigenstates. We used between 16 and 512 cpu
cores and the matrix sizes were increased in proportion to the number of cores used. The
average time per LOBPCG step was again measured and the results are plotted in Figure
12To ensure maximum use of hardware resources, our code was linked to machine optimized BLAS and
LAPACK libraries.
13The slow convergence behavior of LOBPCG in the absence of a preconditioner has also been reported in
[Zhou, 2010]
14The computational platform details are described in a later section.
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(a) Convergence of eigenvalues.
(b) Convergence of eigenvectors.
Figure 4.1: Basic checks on the LOBPCG routine : Convergence to PMRRR results.
4.2b. At first sight, the scaling of our implementation seems to be much worse than what
would be expected based on the results in Knyazev et al. [2007]. However, we need to
keep in mind that the most computationally expensive step in the dense matrix setting is
due to matrix vector multiplication. Thus, the problem size actually grows by a factor
of 4 on doubling the matrix dimensions. Therefore, also plotted in Figure 4.2b is the
efficiency after adjusting for the quadratic computational complexity of the matrix vector
multiplication step. Clearly, this indicates that our routine scales very well: the adjusted
parallel efficiency remains above 90% up to 256 cpu cores and drops to a little less than
80% at 512 cpu cores.
These scaling studies make it very apparent that an optimized and scalable matrix vector
89
(a) Strong scaling behavior.
(b) Weak scaling behavior.
Figure 4.2: Parallel scaling behavior of the LOBPCG implementation measured by time
taken per LOBPCG step vs. the relative number of MPI processes employed.
product routine is the key ingredient for carrying out large scale computations with the
present approach. In particular, it also suggests the use of diagonalization methods where
the majority of the time is spent on computing matrix vector products so that the time
spent on other dense linear algebra operations (such as orthogonormalization) is minimized.
As we discuss in a later section, the Chebyshev polynomial filtering approach has these
desirable properties and is therefore the dominantly used solver in most of our example
computations.
4.3.1.4 Use of the Teter-Payne-Allan preconditioner
The need for a good preconditioner for use with the LOBPCG method been emphasized
in [Knyazev et al., 2007; Knyazev and Neymeyr, 2003]. A good majority of the generic
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preconditioners that have been developed over the years however, are aimed towards sparse
systems. This is problematic for us because our method is matrix free, and moreover, the
underlying matrix involved is dense. Fortunately, as observed in [Teter et al., 1989; Payne
et al., 1992] the structure of the Kohn-Sham eigenvalue problem, particularly, the presence
of the Laplacian operator, itself suggests a viable preconditioner.
The basic point is that, for pseudopotential calculations, the ill-conditioning (i.e., a large
spread in the eigenvalue spectrum) of the discretized Kohn-Sham operator is associated
with the wide range of energies of the basis functions. Basis functions, which have high
kinetic energies tend to dominate the higher energy eigen-states of the operator, since the
high kinetic energy is close to the eigenvalue of the state. In conjugate-gradient like meth-
ods therefore, the diagonal dominance of the Hamiltonian (due to the Laplacian operator in
the Kinetic energy) produces steepest-descent vectors that are biased towards high energy
states. Therefore, in order to improve the conditioning of the Kohn-Sham Hamiltonian, we
must remove the effect of the kinetic-energy operator, thus rendering states whose eigen-
values are dominated by their kinetic energy nearly degenerate.
A naive solution to the above problem might be to use the inverse of the kinetic-energy
operator as a diagonal preconditioner. However, this will cause a problem for the lower
energy eigenstates because the potential and kinetic energies are similar for those states and
thus, the potential can cause basis functions of different energies to mix into the eigenstates.
Thus, the preconditioner should interpolate between being the inverse Laplacian for basis
functions with a high energy and a constant for basis functions with low energy.
Following [Teter et al., 1989; Payne et al., 1992] therefore, we write the interpolated diag-
onal preconditioner as:
Tpα,β =
27 + 18g + 12g2 + 8g3
27 + 18g + 12g2 + 8g3 + 16g4
δα,β (4.47)
where g is the ratio of the Laplacian eigenvalue ΛJ (α) to the kintetic energy of the residual
vector on which the preconditioner is being applied. As g approaches zero, the precondi-
tioner elements approach one with zero derivatives upto third order. Thus, Tp leaves the low
energy states unchanged. On the other hand, above g = 1, Tp asymptotically approaches
the inverse Laplacian as required.
As can be seen from Figure 4.3, this simple and inexpensive preconditioner seems to make
a marked difference in the rate of convergence of the residuals in LOBPCG. The particular
system under test was an 18 atom Barium cluster, 4000 basis functions were used and only
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the linear part of the Kohn-Sham equations was solved. This preconditioner was therefore
adopted in all further calculations wherever the LOBPCG solver was employed.
Figure 4.3: Effect of the diagonal preconditioner on LOBPCG iterations. The average
residual for a few eigenvectors has been plotted against the iteration number.
4.3.2 Chebyshev polynomial filter accelarated subspace iterations
4.3.2.1 Subspace Iterations
Subspace iteration algorithms constitute a generalization of the classical power iterations
approach to computation of eigenpairs [Saad, 2011; Gu, 2000]. These methods allow the
computation of multi-dimensional invariant subspaces rather than one eigenvector at a time.
Since the electronic density or the total Kohn-Sham energy do not depend explicitly on the
eigenvcetors of the Hamiltonian, but only on the occupied subspace, subspace iterations
have often been used for electronic structure calculations [Stephan et al., 1998; Bekas et al.,
2005; Baroni and Giannozzi, 1992].
In order to make the simple subspace iterations efficient and practically applicable, several
modifications are typically needed. As pointed out earlier, it is important to reduce or-
thonormalizations as much as possible because this operation does not scale linearly with
problem size. In addition, in distributed computing environments, this operation typically
involves large communication overheads. Thus, we may perform several subspace itera-
tions before performing an orthogonalization. Secondly, if we operate on a subspace whose
dimension is larger than the number of required eigen-pairs, the Rayleigh-Ritz method can
be used to get better approximations to the eigen-pairs.15 Finally, effects of ill conditioning
15This is often referred to as the subspace rotation technique in the materials science literature.
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may be reduced by using accelaration techniques. This is the precise reason for employing
Chebyshev polynomial filters.
4.3.2.2 Chebyshev polynomial filtered SCF iterations
The Chebyshev polynomial filtered SCF iteration technique for computing the occupied
eigenspace of the Kohn-Sham operator was introduced by Zhou et al. [2006b,a] and can
be thought of as a form of nonlinear subspace iterations. This approach takes advantage
of the fact that eigenvectors of the Hamiltonian do not need to be computed accurately at
every SCF step since the Hamiltonians involved are approximate as well. This allows one to
exploit the nonlinear nature of the problem in the sense that the resulting technique removes
emphasis on the accurate solution of the intermediate linearized Kohn-Sham eigenvalue
problems.
In our implementation of this method, we first obtain a guess for the initial electronic den-
sity and for the Kohn-Sham orbitals. Typically, we do this by linearly superposing the
electronic densities and wavefunctions of the individual atoms that constitute the system
of interest; these atomic solutions having been computed apriori and stored. Next, having
computed the potentials, we use the LOBPCG method to obtain a good eigen-basis of the
Hamiltonian for the first SCF step. This is used to serve as a good guess for the occu-
pied subspace of the Hamiltonian at self-consistency.16 The Chebyshev polynomial filtered
subspace iterations begin after this first SCF step – the main idea behind the iterations
is to adaptively improve the initial guess subspace by polynomial filtering. The polyno-
mials change on every SCF step since the Hamiltonian itself changes (due to updates to
the electronic density and potentials). The filtering prcoess is such that the sequence of
subspaces from the individual SCF steps form progressively closer approximations of the
wanted eigensubspace of the final Hamiltonian when self-consistency is reached.
The main use of the Chebyshev polynomials in this method is to exploit the exponential
growth property of these polynomials outside the region [−1, 1]. On every SCF step, the
unwanted part of the spectrum is mapped to [−1, 1] for damping, so that the wanted part
can be magnified in comparison. Similar to the observations of [Zhou et al., 2006a], we
found that polynomial degrees of relatively low order (within 15) are enough for most
calculations . Recursive formulas for the Chebyshev polynomials enable rapid computation
of the filtered susbapces as long as one has access to efficient Hamiltonian times vector
products.
16Typically, a few extra states (about 10 – 20) are included from the LOBPCG calculation so that the
Raleigh-Ritz step and finite-temperature Fermi-Dirac smearing (for metallic systems) can be employed.
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Mapping of the spectrum as described above requires knowledge of the upper and lower
bounds of the unwanted part of the spectrum. As in [Zhou et al., 2006b,a], we do this by
using Ritz values from the previous step to estimate the lower bound and a few iterations of
the Lanczos algorithm to estimate the upper bound. In every SCF step, after the approxima-
tion to the occupied eigenspace has been obtained, we orthonormalize the basis functions of
the subspace and then carry out a Raleigh-Ritz step to compute the explicit eigenvalues and
eigenvectors that are required for computing the total energies and occupation numbers.
4.3.2.3 Important implementation details
In the original presentation of the Chebyshev filtering method, the authors used the DGKS
algorithm [Daniel et al., 1976] for orthonormalization of the basis vectors. In the sprit of
the LOBPCG method as well as the RMM-DIIS method [Kresse and Furthmuller, 1996a],
we have used the faster (but less stable) Cholesky factorization method instead. This helped
speed up the orthonormalization calculation (by a factor of 2–3) and we have not witnessed
any problematic side effects.
The bulk of the Chebyshev filtering algorithm consists of evaluating the polynomial filter
using matrix vector products. The only linear algebra operations involved are in the form of
scaling and shifting (AXPY operation in BLAS terminology), orthonormalization and the
Raleigh-Ritz step. Therefore, as in the LOBPCG method we used the Elemental package
and its underlying process grid structure for carrying out all dense linear algebra operations
in parallel. Once again, depending on the problem size, we carried out the Cholesky fac-
torization and the eigenvalue problem from the Raleigh-Ritz step, either locally on every
process or using a subset of processes from the process grid.
4.3.2.4 Comparison with LOBPCG: Computation time and accuracy
To test the basic correctness of our implementation, we looked at a couple of test prob-
lems: an 172 atom face centered cubic (F.C.C.) aluminum cluster and the C60 buckyball.
Anderson mixing was used to expedite convergence of the SCF iterations for both material
systems and in addition, Fermi-Dirac occupations were used to stabilize the SCF iterations
for the metallic Aluminum system.17 For each material system, an equal number of basis
functions was used for both LOBPCG based SCF iterations and Chebyshev filtering based
SCF iterations.
17Details of the mixing and occupation schemes as well as the pseudopotentials used, follow in later sec-
tions.
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In both material systems, the Chebyshev filtering based method reached the same con-
verged answers for the total ground state energy of the system as the LOBPCG based SCF
iterations. This ensures the basic accuracy of the implementation. Both methods used very
nearly the same number of SCF steps. However, each Chebyshev filtered SCF step is found
to be upto 20 times faster than each LOBPCG based SCF step. This results in an enormous
amount of savings for the total computation time. The results are summarized in Table 4.1.
It seems likely that for larger material systems, the savings are even more.
Material System 172 atoms Al F.C.C. cluster C60
No. of Basis functions 512000 343000
No. of states used 280 136
No. of LOBPCG SCF steps 21 10
No. of Chebyshev SCF steps 22 10
(LOBPCG SCF time) / (Chebyshev SCF time) 20.2 12.3
Table 4.1: Performance of Chebyshev Filtered SCF iterations compared against LOBPCG
based SCF iterations.
4.3.3 Parallelization of Matrix vector products and electronic density computation
4.3.3.1 Two-level parallelization scheme
The Hamiltonian matrix times vector computation routine is one of the main computation-
ally intensive steps in the LOBPCG method and it is the principle one in the Chebyshev
filtering method. In order to implement a scalable and efficient version of this routine, we
first need to keep in mind that for the LOBPCG and the Chebyshev filtering routines, the
product of the Hamiltonian with a block of vectors (and not an individual vector) is ac-
tually required. Since this operation can be done by applying the Hamiltonian to each of
the individual vectors that make up the block of vectors, it is natural to parallelize the ma-
trix vector product over the different Kohn-Sham states (or bands, as they are often called
in the plane-wave literature). The second thing to keep in mind is that the inverse basis
transform requires access to all the expansion coefficients that constitute an entire band
(eq. 4.15) while the forward basis transform requires access to function values at all the
grid points (eq. 4.13, 4.14). However, the bulk of the operations involved within the ba-
sis transforms can be performed independently over the various radial grid points. This is
true of the operation involving the pointwise multiplication of the effective potential with
the forward transformed state (refer to Section 4.2.5) as well as the forward and inverse
spherical harmonics transforms which need to be carried out during the forward and in-
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verse basis transforms, respectively. The third thing to keep in mind is that, due to the use
of the process grid for carrying out linear algebra operations, the block of vectors that need
to be multiplied with the Hamiltonian, already appear distributed over the two dimensional
process grid. In particular, they are distributed band wise over the process grid columns
and each state is further distributed over the process grid rows.
These factors taken together seem to suggest that a two dimensional parallelization scheme
[Bylaska et al., 2011; Gygi et al., 2006], for the matrix vector products is ideally suited
in this scenario: the states already happen to be distributed over the process grid columns
thus offering one level of parallelization. For the second level, we distribute real space
quantities over different values of the radial gridpoints. Then, the only communication
involved during the matrix vector product calculations will be over process grid rows: once
during the broadcast of the different portions of a particular state while the inverse basis
transform occurs and a second time during computation of the radial quadratures while the
forward basis transform occurs. The important point however is that the communication
load has been reduced from the total number of processors involved, to roughly the square
root of the total number of processors, if a square process grid is in use. Also, due to the
distribuion of various real space quantities over the radial grid points, the memory overhead
is reduced as well.
The computation of the electronic density from the Kohn-Sham states can be parallelized
in an exactly similar manner. In this case, while computing the electronic density in real
space from the bands in reciprocal space, the communication involved will be once during
the broadcast of the different portions of a particular state, while the inverse basis transform
occurs and a second time in order to sum the results from the different individual bands
according to eq. 4.4. Once again, this means that the communication load scales roughly
as the square root of the number of processors.
4.3.3.2 Scaling of the two-level parallelization scheme
We now perform a scaling study of this two level parallelization scheme. We look at the
particular case of the matrix-vector product by looking at a computation involving 1-million
basis functions and 128 Kohn-Sham states. As we may expect, the process grid geometry
plays an important role in this study and so we studied the scalability from 8 to 1024
processors using different process grid geometries. The results are plotted in Figure 4.4.
From the figure, we see that once the process grid height is fixed, the matrix vector prod-
ucts scale very nearly linearly with the number of processing elements. This is due to the
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4.3.4 Miscellaneous implementation details
4.3.4.1 Mixing scheme
As mentioned earlier, SCF iterations typically employ mixing schemes in order to acce-
larate convergence towards the fixed point of the Kohn-Sham map [Martin, 2004]. The
importance of mixing schemes in SCF iterations has been recognized both empirically and
theoretically [Dederichs and Zeller, 1983], leading to the development of various meth-
ods over the years [Anderson, 1965; Broyden, 1965; Pulay, 1980; Johnson, 1988; Kudin
et al., 2002; Fang and Saad, 2009]. We employed the multiple stage Anderson mixing
scheme [Anderson, 1965] in this work, using the particular formulation available in Ko-
hanoff [2006].18
In Anderson mixing, the quantity being mixed (such as the electronic density or the effec-
tive total potential) that is to be used at a given SCF step, is expressed as a linear combi-
nation of the same quantity from the previous SCF steps. The coefficients are determined
by a norm minimization condition [see for e.g. Motamarri et al., 2013, for a more detailed
presentation]. The implementation of an Nmix - stage Anderson mixing scheme requires
the storage of 2Nmix variables from the most recent SCF steps. We implemented this us-
ing double ended queues and decided to use real space representations of the quantities
to be mixed. To reduce memory requirements, these quantites were stored by distribution
over all processing elements. Inner products were computed using quadrature over the real
space grid points and global reduction operations.
Our implementation allows for mixing of the total effective potentials or of the electronic
density. We have found that potential mixing tends to result in faster convergence of the
total energies in most systems. The associated linear mixing parameter used was between
0.1 and 0.3 for all metallic system examples, while for non-metallic systems, a higher
mixing parameter of 0.5 was used. A complete mixing history was used for these metallic
systems while 3-5 mixing stages were used for most non-metallic ones.
4.3.4.2 Thermalization and Fermi-Dirac occupations
Regardless of the solution procedure, materials systems which have small or no band gaps
tend to experience convergence issues in the SCF iterations. This occurs due to degener-
ate energy levels near the Fermi surface in these systems, and it usually manifests itself
as charge sloshing. This means that the spatial distribution of the electronic density oscil-
18This is sometimes referred to as the Direct Inversion of the Iterative Subspace (DIIS) method.
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lates rapidly in between SCF iterations although the ground state energy might converge
[Kresse and Furthmuller, 1996a]. The usual solution to this issue is to thermalize the sys-
tem, that is, to introduce a temperature dependent orbital occupation factor. Very often,
these occupations are generated in accordance with the Fermi-Dirac distribution:19
fi =
1
1 + exp
(
λi−ǫF
KB Θ
) , (4.48)
the electronic density is computed through the expression:
ρ(x) = 2
Ne/2∑
i=1
fi |φi(x)|2 , (4.49)
and the Fermi level ǫF is determined through the constraint:
∫
R3
ρ = Ne =⇒
Ne/2∑
i=1
fi = Ne/2 . (4.50)
We implemented thermalization in our code for dealing with the various metallic system
examples. The Fermi level was determined by solving equation 4.50 using Brent’s method
[Brent, 1973]. The electronic temperatureΘwas set to 100 or 200 Kelvin for all simulations
where thermalization was used.
4.3.4.3 The ClusterES package
We have incorporated all the methods and algorithms discussed so far into an efficient and
reliable package called ClusterES (Cluster Electronic Structure). The package is written in
the C++ programing language and makes heavy use of various Object Oriented Programing
features. User inputs to the pacakage are made with the aid of scripts written using the
Perl programing language. Parallelization was carried out by use of the Message Passing
Interface (MPI).
Since our package makes heavy use of Spherical Harmonics Transforms, access to opti-
mized and efficient routines for carrying out these transforms is quite essential for good
performance of our code. We adopted the state of the art SHTns library [Schaeffer, 2013]
for this purpose. In spite of using a traditional cubic order algorithm for computation (as
19Effectively, this amounts to replacing the minimization of the Kohn-Sham functional by minimization
of the electronic free energy given accroding to the Mermin functional [Mermin, 1965]. The Kohn-Sham
functional can be recovered in the limit of zero electronic temperature.
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opposed to algorithms which are asymptotically faster, e.g. Mohlenkamp [1999]) this li-
brary has been shown to far outperform other Spherical Harmonics Transform routines
because of its use of various hardware level optimizations [Schaeffer, 2013].
The spherical Bessel functions and the Associated Legendre polynomials required for var-
ious computations in our code were generated using routines from the GNU Scentific Li-
brary [Galassi et al., 2009]. Evaluation of the Gauss quadrature weights and nodes were
carried out using the algorithm presented in [Golub and Welsch, 1969]. Computation of
the roots of the Bessel functions was carried out by Halley’s method [Weisstein, b].
4.4 Example systems
We finally move to some examples. We compute the ground states of various metallic and
non-metallic materials systems using our code.
The computational platform details are as follows. All computations were carried out on
the Itasca cluster of the Minnesota Supercomputing Institute. Itasca is an HP Linux cluster
with 1,091 HP ProLiant BL280c G6 blade servers, each with two-socket, quad-core 2.8
GHz Intel Xeon X5560 “Nehalem EP” processors sharing 24 GB of system memory, with
a 40 gigabit QDR InfiniBand (IB) interconnect. In total, Itasca consists of 8,728 computing
cores and 24 TB of main memory.20 The GNU g++ compiler (ver. 4.8.1) was used and the
Linear Algebra and FFT operations were carried out using the hardware optimized Intel
Math Kernel Library.
4.4.1 All-electron claculations of light atoms
We begin by computing the ground state electronic structures of the first few elements of
the periodic table. This serves as a simple test of our implementation. No pseudopotential
was used that is, these are all electron calculations. We used the parametrization of the
Local Density Approximation as presented in Perdew and Zunger [1981]; Ceperley and
Alder [1980]. The results of our computations are shown in Table 4.3 and compared with
values from the literature.
The results illustrate the difficulty that our code faces when dealing with all-electron calcu-
lations. In spite of the spherical symmetry of the ground state, the Coulombic singularity
at the origin makes it necessary to use a large number of radial basis functions to converge
towards expected results. As the atomic numbers increase, so does strength of the singular-
20Quoted directly from the Minnesota Supercomputing Institute web page.
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Element Spectral code Kotochigova et al. [1997] Suryanarayana et al. [2011]
Hydrogen -0.445 -0.445 -0.445
Helium -2.833 -2.834 -2.830
Lithium -7.310* -7.335 -7.338
Beryllium -14.165* -14.447 -14.434
(*Unconverged, due to large radial basis set requirements.)
Table 4.3: Ground state energies of a few light atoms (Hartree units used).
ity and hence the increased difficulty of the computation. Therefore, we did not pursue the
Lithium and Beryllium atom calculations after we ascertained that our results were within
1-2% of the values from the literature.
Figure 4.5 shows the plots of the ground wavefunction and radial probability distribution
of the hydrogen atom as computed using our code. Since the hydrogen atom is a single
electron atom and DFT is a many body theory, a generic discrepancy between analytical
solution of the Schrodinger equation for hydrogen and Kohn-ShamDFT results is expected.
Indeed, the theoretical groundstate energy of -0.5 Hartrees is different from the Kohn-
Sham results. Nevertheless, there is general agreement between the plots and even the
point of maximum probability density nearly coincides. What is more important to note
however, is the behavior of the wavefunctions (theoretical and computed) near the origin.
The theoretical solution shows a cusp at the origin due to the Coulombic singularity, as
expected [Le Bris, 2003], but the numerical solution does not approximate this cusp so
well. This helps to explain why so many radial basis functions are required.
Figure 4.5: Ground state wave function and radial probability distribution of the Hydrogen
atom: analytical solution vs. DFT results using the spectral code.
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4.4.2 Local pseudopotential calculations
Having validated the basic correctness of our methodology and implementation, we now
move to pseudopotential calculations. We first work with the smooth local ‘Evanescent
Core’ pseudopotential [Fiolhais et al., 1995]. This pseudopotential has been designed to
deal with various simple metallic systems and because of the lack of non-local projectors,
it is relatively computationally inexpensive. Due to the smoothness of the pseudopoten-
tial, we witnessed rapid convergence of our code with increasing basis set size in all the
examples that follow.
We first compute the ground state energies of various pseudo-atoms using the pseudopo-
tential and compare with the values from the literature. The results displayed in Table 4.4
show excellent agreement.
Element Spectral code [Nogueira et al., 1996] Suryanarayana et al. [2010]
Lithium -5.97 -5.97 -5.97
Sodium -5.21 -5.21 -5.21
Magnesium -23.06 -23.06 -23.05
Table 4.4: Ground state energies of a few light atoms (Electron volt units used).
Next, we computed the ground state properties of lithium and sodium dimers and octahedral
clusters. We computed the binding energy (in electron volts per atom units) and the bond
length (in atomic units) of these systems. For the octahedral clusters, as in [Suryanarayana
et al., 2011], we did not perform any geometry optimization but only sought minima in
terms of the nearest neighbor bond length. The results are shown in Table 4.5.
Cluster Parameters Spectral [Suryanarayana et al., 2011] [Nogueira et al., 1996]
Li2
B. E. -0.50 -0.49 -0.52
B. L. 4.86 4.86 4.92
Na2
B.E. -0.42 -0.37 -0.46
B.L. 5.73 5.72 5.77
Li6
B.E. -0.52 -0.50 -0.72
B.L. 5.68 5.69 5.79
Na6
B.E. -0.43 -0.42 -0.53
B.L. 6.81 6.80 6.87
Table 4.5: Binding energy (B.E.) in electron volts per atom and bond length (B.L) in atomic
units for sodium and lithium dimers and octahedral clusters.
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4.4.3 Non-local pseudopotential calculations
In order to deal with a wider variety of materials systems, we now turn to calculations
involving norm-conserving non-local pseudopotentials. This class of pseudopotentials is
attractive because the pseuopotentials are accurate and transferable and at the same time,
they are availabile for all elements in the periodic table (including ones which require
relativistic treatment of the core electrons). Here, we look at the results obtained using
the separable dual space Gaussian pseudopotentials introduced in Goedecker et al. [1996];
Hartwigsen et al. [1998]. This pseudopotential is available in analytical form with a small
set of parameters for every element (thus allowing for easy implementation) and it satis-
fies an optimality criterion for the real-space integration of the nonlocal part. While this
pseudopotential is known to be harder (i.e., it requires many more basis functions per atom
for converged results) as compared to other norm conserving pseudopotentials, it is also
known to be more accurate and transferable than other pseudopotentials [Goedecker et al.,
1996]. In the examples that follow, we chose the rational polynomial form of the local
density approximation introduced in [Goedecker et al., 1996] for all calculations.
We computed the bond lengths of a few small molecules using our spectral code and com-
pared our results with values from literature. This is displayed in Table 4.7. Our results all
agree to within 1% of values obtained by the authors in Goedecker et al. [1996].
Molecule Bond length: Spectral Bond length: [Goedecker et al., 1996]
CH4 2.078 a.u. 2.072 a.u.
NH3 1.924 a.u. 1.931 a.u.
H2O 1.819 a.u. 1.835 a.u.
C2H6 (C-C) 2.895 a.u. 2.910 a.u.
Table 4.7: Bond lengths of a few small molecules using the Goedecker-Teter-Hutter pseu-
dopotentials.
Next, we computed the ground state of the C60 fullerene molecule. This is a system con-
taining 240 electrons. Our results are compared to the results obtained by [Fang et al.,
2012] in Table 4.8. Once again, the agreement is excellent, thereby confirming the efficacy
of our method.
4.4.4 Benchmark calculations on large systems
Finally, in order to demonstrate the capabilities of our method in dealing with large systems
efficiently, we now carry out computations of the ground states of large aluminum clusters.
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Cluster Properties Spectral [Fang et al., 2012]
C60 Binding Energy (e.v./atom) -155.0225 -155.0206
HOMO-LUMO gap (e.v.) 1.7050 1.7048
Table 4.8: Properties of the C60 fullerene molecule.
We looked at 3×3×3, 5×5×5 and 7×7×7 face centered cubic clusters for this study. The
lattice spacing was fixed at 7.45 a.u. for all the clusters. We used the ‘Evanescent Core’
pseudopotential for these calculations. A thermalization temperature of 100 Kelvin was
used. For the 3×3×3 and 5×5×5 clusters, in order to assess the efficacy of our method,
we aimed to converge our ground state energies to within 1-2 milli electron volts of the
plane wave and higher order finite element method (FEM) results presented in Motamarri
et al. [2013]. For the 7×7×7 cluster, due to computational resource constraints, we used
a somewhat smaller basis set than what would be required to achieve this same level of
convergence. So we present here results in which the total energy was within 0.01 electron
volts per atom of the higher order finite element method (FEM) results. The results are
shown in Table 4.9
System No. atoms No. electrons Spectral Planewave* FEM*
3×3×3 172 516 -56.01809 -56.01814 -56.01776
5×5×5 666 1998 -56.05057 -56.05068 -56.04906
7×7×7 1688 5064 -56.05712 – -56.06826
(*From Motamarri et al. [2013].)
Table 4.9: Ground state energy per atom of large aluminum clusters. Electron-volt units
used.
To show that our methodology and its implementation is highly competitive with exist-
ing methods, we display in Table 4.10 timing results of the 3×3×3 and 5×5×5 systems
and compare it with the results presented in Motamarri et al. [2013]. The computational
platforms in both systems was quite similar. However, due to the fast convergence of our
spectral basis set and the various algorithmic methodologies adopted, our code was able to
well outperform the plane-wave and finite element codes.
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System Spectral FEM* Planewave*
3×3×3 18 371 646
5×5×5 1948 6619 7307
(*From Motamarri et al. [2013].)
Table 4.10: Computational run times of ClusterES compared against existing plane-wave
and FEM codes. All run times are presented in cpu hours.
(a) Mid-plane contour plot of the electron
density.
(b) Ground state energy curve.
Figure 4.7: Electron density and ground state energy curve of the 2×2×2 BCC sodium
cluster.
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Chapter 5
Symmetry adapted spectral schemes
In the previous chapter, we formulated and implemented a spectral scheme for cluster sys-
tems. In this chapter, we look at how symmetry adaptation may be carried out within the
framework of that methodology. We also present a spectral scheme for helical groups.
5.1 Symmetry adapted subspace iterations
As described in Chapter 3, the interpretation of symmetry adaptatation for the case of
eigenvalue problems can be understood in terms of block diagonalization or, equivalently,
in terms of problems posed on the fundamental domain (symmetry cell). The basis set
described in Chapter 5 interacts well with arbitrary point group symmetries because of the
intimate connection of spherical harmonics with the group of rotations: indeed, spherical
harmonics form the basis functions of the irreducible subspaces of the group of rotations
in three dimensions. Even with the choice of such a basis set however, the set up and so-
lution of problems on the fundamental domain can be non-trivial whenever non-Abelian
groups are involved. To illustrate this point, we may consider the case of the simplest
non-Abelian group D3 which is associated with the symmetries of an equilateral triangle
[Bossavit, 1986]. As detailed in Figure 5.1, since this group has three irreducible represen-
tations, the original problem can be broken into three subproblems, each assoiciated with
one irreducible representation. One of the irreducible representations happens to be two
dimensional, thus leading to a pair of coupled boundary value problems over the symmetry
cell. It is not clear at the outset however, how the use of the spherical harmonics basis
might allow for an efficient solution of the coupled sub-problems.
The alternative to the symmetry cell reduction is to exploit block diagonalization of the
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tation of the action of the Hamiltonian on each of the d columns of this matrix is far more
demanding than for example, the application of several steps of the Chebyshev polyno-
mial filter to the collection of the Kohn-Sham orbitals.1 Thirdly, the symmetry adaptation
methodology is not designed with the SCF iteration cycles in mind. Thus the computational
difficulties described in the first two points are going to be encountered on each SCF step.
The discussion above, points out that a naive adoption of the usual methods of symmetry
adaptation to the iterative methods of solution of the Kohn-Sham eigenvalue problem, is
likely to result in performance degradation. Indeed, a large majority of the computation
time is likely to be spent on extraction of the symmetry adapted blocks from the Hamil-
tonian, instead of computation of the required eigenstates. In contrast, the techniques de-
scribed in Chapter 4 could be employed in computing the required eigenstates directly in
a much more efficient manner. The underlying theoretical issue is that the naive symmetry
adaptation approach deals with symmetry adapted basis sets of the space Cd , whereas iter-
ative diagonalization schemes for the Kohn-Sham equations (like the Chebyshev filtering
approach described in Chapter 4) work with the occupied subspace only.
In order to avoid these computational issues, our recipe is to carry out symmetry adapta-
tion in the occupied subspace of the Hamiltonian. Provided that the conditions of Theorem
3.1.11 are met, the occupied subspace is an invariant subspace of the Hamiltonian. As
pointed out in earlier chapters, the symmetry adapted subspaces are invariant subspaces of
the Hamiltonian as well. Thus, a natural way to perform a symmetry adapted computa-
tion of the occupied subspace would be to perform subspace iterations after projecting the
occupied eigenspace to each of the invariant subspaces. More specifically, we may pro-
ceed as follows. For the first SCF step, we may compute an initial guess for the occupied
subspace of the Hamiltonian by linearly superposing atomic orbitals and then refining this
guess by a few steps of the LOBPCG algorithm. This leaves us with a set of basis vectors
for the invariant subspace of the Hamiltonian. Thereafter, we may apply projection opera-
tors associated with the group invariant subspaces (Chapters 2, 3) to this collection of basis
vectors and orthonormalize the results to obtain a symmetry adapted decomposition of the
occupied subspace of the Hamiltonian. A quick look into the steps involved in the Cheby-
shev filtering algorithm [Zhou et al., 2006a,b] now tells us that this algorithm can be used
to independently extract relevant eigenpairs from each of the individual symmetry adapted
subspaces.2 To continue with the SCF cycle, we may now collect and sort the relevant
1 This is because, in most typical computations, the ratio of the number of basis functions d , to the number
of Kohn-Sham orbitals is 100-1000 (or more in high fidelity calculations).
2The fact that we are dealing with invariant subspaces of the Hamiltonian ensures that the starting and
ending vectors of the Chebyshev filtering algorithm span the same invariant susbapces.
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eigenpairs and compute the electronic density from this sorted collection. For subsequent
SCF steps, we may use the Chebyshev filtered symmetry adapted subspaces from previous
steps to act as the initial guess for the current Chebyshev filtering step. This ensures that
we continue to get relevant eigenpairs from the individual symmetry adapted subspaces
independently on each SCF step.
This methodology can be carried out for any symmetry group in general. It is particularly
simple to apply for the case of point group symmetries using the spherical basis set de-
scribed in Chapter 4 because the action of the projection operators on a generic function ex-
panded using the spherical basis may be computed analytically (using Wigner D-matrices).
The asymptotic computational savings occur in the orthonormalization and Rayleigh-Ritz
projection steps of the Chebyshev filtering algorithms. It is easy to see that if N symmetry
adapted subspaces are involved, then these two steps can be performed faster by a factor of
N overall since the computationjal cost of these steps scales quadratically in the number of
states involved. Further optimizations and savings are possible for the case of cyclic groups
and this is described in the next section.
5.2 Optimal scheme for cyclic groups
The issue with the methodology presented in the previous section is that the savings are not
perfectly linear in the number of irreducible representations of the group involved. This
is because only the orthonormalization and Rayleigh-Ritz projection step lead to savings;
the Chebyshev filtering step (the bulk of which is matrix-vector products) is carried out
over the complete set of real space points and all the basis functions are involved in this
process. We show in this section how this can be avoided for the case of cyclic groups and
we obtain a scheme that has linear savings in the order of the cyclic group involved. The
basic idea is that for the case of cyclic groups, the abelian structure of the group allows us to
reformulate the problem completely in terms of its projection on to the subspace associated
with the identity representation.
Let G denote the cyclic group of orderN generated by the single element g, that is,
G = {g, g2, . . . , gN = id}. (5.1)
The inverse element to gγ ∈ G, is the element gN−γ . A physical realization of this abstract
group can be obtained by considering a discrete group of rotations about a common axis.
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Let (e1, e2, e3) denote the standard basis of R
3. Then, the matrices:
{Rγ : γ = 1, . . . ,N}, with Rγ =
cos
2πγ
N
− sin 2πγ
N
0
sin 2πγ
N
cos 2πγ
N
0
0 0 1
 , (5.2)
form a faithful representation of G on R3. Since, G is a finite Abelian group, the rep-
resentation theory of G over any separable Hilbert spaces H, is particularly simple. In-
deed, following the developments in Chapter 2, it is easy to see that G has N distinct
irreducible representations χν : G → C, each of dimension one. These are expressible as,
for ν = 0, 1, . . . ,N− 1:
χν(R
γ) = ei
2piγν
N . (5.3)
The irreducible representations {χν}N−1ν=0 , can be used to perform a direct sum decompo-
sition of the form H =
N−1⊕
ν=0
V ν . A function F ν belonging to the irreducible subspace V ν
transforms3 under the group as:
gγ ◦ Fˆ ν(r, ϑ, ϕ) = Fˆ ν(r, ϑ, ϕ− 2πγ
N
) = ei
2piγν
N Fˆ ν(r, ϑ, ϕ) . (5.4)
This immediately suggests that Fˆ ν(r, ϑ, ϕ) is expressible as:
Fˆ ν(r, ϑ, ϕ) ≡ e−iνϕ uˆν(r, ϑ, ϕ) , (5.5)
with uˆν(r, ϑ, ϕ) group invariant, that is, uˆν(r, ϑ, ϕ + 2πγ
N
) = uˆν(r, ϑ, ϕ), for each γ =
1, 2, . . . ,N.
5.2.1 Eigenvalue problem and its discretization
In the setting of Chapters 3 and 4, we consider the Hamiltonian operator H = −1
2
∆ + V
on the Hilbert space L
2(BR) and we suppose that the potential V (x) is invariant under G.
Then, the eigenfunctions of H transform as the irreducible subspaces of G in H (Chapter 3)
and therefore, they admit the ansatz introduced in eq. 5.5.
3Here and later, a function f(x), when expressed in polar coordinates is written as fˆ(r, ϑ, ϕ). The point
x = (x, y, z) has spherical polar coordinates (r, ϑ, ϕ) and x = r sinϑ cosϕ, y = r sinϑ sinϕ, z = r cosϑ.
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To see what this implies for the eigenvalue problem associated with H, we observe that:
∂Fˆ ν
∂ϕ
= −iν e−iνϕ uˆν + e−iνϕ ∂uˆ
ν
∂ϕ
,
∂2Fˆ ν
∂ϕ2
= −ν2 e−iνϕ uˆν − 2iν e−iνϕ ∂uˆ
ν
∂ϕ
+ e−iνϕ
∂2uˆν
∂ϕ2
, (5.6)
and therefore:
∆Fˆ ν = e−iνϕ
(
∆uˆν − ν2 uˆν − 2iν ∂uˆ
ν
∂ϕ
)
. (5.7)
The eigenvalue problem HF ν = λF ν becomes:
−1
2
(
∆uˆν − ν2 uˆν − 2iν ∂uˆ
ν
∂ϕ
)
+ Vˆ uˆν = λuˆν , (5.8)
with uˆν group invariant. Thus, there are ν = 0, . . . , (N − 1) problems to solve, but each
problem only involves functions belonging to the group invariant subspace.
We now discretize this problem using the spherical basis set introduced in Chapter 4. How-
ever, we only require basis functions which are group invariant. To identify these invariant
basis functions, we may construct the projection operator to the subspace associated with
the identity representation. This calculation reveals that a basis function Fl,m,n is invariant
under G if and only if m is an integer multiple of N. To choose a basis set V ⊂ H for the
solution of (5.8) therefore, we set L,N ∈ N,
ΓN =
{
(l,m, n) : l ∈ {0, 1, . . . ,L − 1},m ∈ {−l, . . . , l} ∩NZ, n ∈ {1, . . . ,N}
}
,
(5.9)
and V = {Fl,m,n}(l,m,n)∈Γ . (5.10)
To obtain the discretized form of the governing equation (5.8) when expanded in these basis
functions, let us write:
uˆν =
∑
Γ
aνl,m,nFˆl,m,n . (5.11)
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This implies that:
∂uˆν(r, ϑ, ϕ)
∂ϕ
=
∑
Γ
aνl,m,n
∂Fˆl,m,n(r, ϑ, ϕ)
∂ϕ
= i
∑
Γ
maνl,m,n Fˆl,m,n(r, ϑ, ϕ) . (5.12)
Using the above expressions, as well as:
−∆Fˆl,m,n = λ˜l,m,nFˆl,m,n , (5.13)
and writing:
Vˆ (r, ϑ, ϕ) =
∑
Γ
vl˜,m˜,n˜ Fˆl˜,m˜,n˜(r, ϑ, ϕ) , (5.14)
we arrive at:
−1
2
(
−
∑
Γ
aνl,m,nλ˜l,m,nFˆl,m,n − ν2
∑
Γ
aνl,m,nFˆl,m,n − 2iν
∑
Γ
aνl,m,n(im)Fˆl,m,n
)
+
∑
Γ
∑
Γ
vl˜,m˜,n˜a
ν
l,m,nFˆl˜,m˜,n˜Fˆl,m,n = λ
∑
Γ
aνl,m,nFˆl,m,n . (5.15)
We take the inner product of this equation with Fˆl′,m′,n′ and use the orthonormality of the
basis functions to obtain obtain the following system of linear equations for al′,m′,n′ :(
1
2
λ˜l′,m′,n′ +
ν2
2
− ν m′
)
al′,m′,n′ +
∑
Γ
∑
Γ
W (l′,m′,n′)
(l,m,n) , (l˜,m˜,n˜)
vl˜,m˜,n˜ al,m,n = λ al′,m′,n′ ,
(5.16)
where as in Chapter 4, W (l′,m′,n′)
(l,m,n) , (l˜,m˜,n˜)
= 〈Fˆl˜,m˜,n˜ Fˆl,m,n , Fˆl′,m′,n′〉L2(BR) .
(5.17)
Based on the methods of the previous chapter, this immediately lends itself to solution by
iterative solution schemes. Specifically, for each ν, a problem similar to the one solved in
Chapter 4 is needed to be solved. However, since the total number of occupied eigenstates
are likely to be distributed more or less equally over all values of ν, we need to compute
roughly Ne/(2 ∗N) eigenstates for every value of ν (instead of Ne/2 eigenstates). Matrix
vector products can be carried out by the techniques mentioned in Section 4.2.5 with the
following two added considerations. First, the action of the kinetic energy on a given vector
requires the inclusion of the additional term (ν
2
2
− ν m′). Indeed, this term also needs to be
included while computing for instance the entries of the preconditioner described in 4.3.1.4.
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Secondly, since only group invariant functions are involved, (that is, roughly speaking, the
angular basis set size is L2/N instead of L2) the spherical harmonics transforms required
for the matrix vector products can be computed faster by a factor ofN. Also, the pointwise
multiplication of the total effective potential with the Kohn–Sham orbitals can be carried
out with the same speedup since the underlying real space grid in the azimuthal direction
only needs to contain points in the interval [0, 2π/N]. The fact that Ne/(2 ∗N) eigenstates
need to be computed for each value of ν and the matrix vector products are cheaper by
a factor of N, together contribute to the fact that an overall savings factor of N can be
achieved. Thus, for a diagonalization algorithm like Chebyshev filtering, an overall speed
up factor of N can be achieved by making use of the cyclic symmetry.
5.2.2 Implementation and results
We have implemented the scheme described above within the framework of the ClusterES
package. As a preliminary test of the basic correctness of our method, we set up a molecu-
lar ring with 16 fold cyclic symmetry. We used the model local pseudopotential described
in [Garcia-Cervera et al., 2009] and we used two different values of the parameters for
that pseudopotential to represent two distinct species of atoms. We verified that our code
with cyclic symmetry imposed converged to the ground state energies obtained by the code
which had no cyclic symmetry imposed (i.e., the original ClusterES code). What is more
interesting however, is that consistent with the discussion in the previous section, our com-
putational time reduced almost linearly with increase of the group order. A schematic of
this ring systems along with computational scaling behavior is shown in Figure 5.2
We next applied our cyclic groups code for the study of hydrogen passivated silicon nano
dot cluster systems.4 For silicon, we used the bulk-fitted local pseudopotentials as described
in Huang and Carter [2008]. The configuration for the silicon atoms for one of these clus-
ters is shown in Figure 5.3. We computed the ground state configurations of a number of
large nano dot systems. The ground state energies so computed are shown in Table 5.1.
Without the use of our spectral method and the cyclic symmetries, accurate computation of
the ground states of these very large systems would not have been feasible.
5.3 A spectral solution scheme for helical groups
We recall that the Bloch theorem for helical groups 3.2.2 allows us to reduce the prob-
lem posed on the infinite helical structure, to one posed on the fundamental domain (eq.
4Atomic position coordinates obtained from Suryanarayana [2013] and Zhou [2013].
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(a) Schematic of the cyclic molecular system
used for verification of the cyclic symmetry
code.
(b) Speedup obtained on increasing cyclic group order
Figure 5.2: Cyclic symmetry group code: Example system and scaling with group order.
(3.59)). The first step in trying to solve (3.59) by any discretization method is to choose
a finite subset B ⊂ [−2π
τ
, 2π
τ
] and to restricts β to lie in B. We may think of this as an
analog of Brillouin Zone Sampling. A straightforward choice for be would be to use Gauss
weights and nodes. For each fixed β ∈ B, we may then solve (3.59) by some appropriate
discretization method. It is quite clear however, that helical objective boundary conditions
are unlike any of the usual boundary conditions usually encountered in the numerical solu-
tion of PDEs and therefore, regular finite difference or finite element methods are likely to
face issues in trying to satisfy this boundary condition.
The straight forward way to overcome the issue of the boundary conditions is to use helical
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We have deliberately omitted the r = 0 line of points in the above set of equations because
these points are actually problematic in the helical coordinate system and we need some
extra care in handling them: The solution to (3.59) is regular at r = 0, but (5.18) clearly
has a singularity at r = 0. This singularity of course, is an artifact of this coordinate system
and is related to the non-invertibility of (3.55) along the axis. Thus, our formulation of a
numerical method should have a way of handling the pole singularity built into it. The new
boundary conditions to be enforced are zero Dirichlet in r and periodic in θ1 and θ2 and
these can be implemented more readily. We now move onto specific solution approaches.
5.3.1 Finding a good basis set
We recall that in a standard plane-wave approach, the functions {ei2πk.x : k ∈ Z3} serve
as the basis functions. The underlying reason is that these functions are eigenfunctions of
the Laplace operator with periodic boundary conditions. In a similar vein, we have the
following result:
Theorem 5.3.1. The eigenfunctions of the Laplace operator form an orthonormal basis for
functions in L
2(D) with objective boundary conditions.
Proof. Appropriately posed, the Laplace operator with the boundary conditions in 3.2.2 is
self adjoint and has a compact resolvent and therefore it’s eigenfunctions form an orthonor-
mal basis. 
Thus, we only need to figure out the eigenfunctions of the Laplace operator with heli-
cal objective boundary conditions to obtain a good basis set. Let {λk; fk}k∈N denote the
eigenpairs of the Laplace operator with these boundary conditions on D. Thus for each
k ∈ N we have that −∆fk = λkfk in D and the boundary conditions fk(x) = 0,x ∈
∂D ∩ ∂C; fk(R2παx + τe3) = fk(x),x ∈ ∂D\∂C. In line with the discussion in the
previous section, using (3.55) we introduce the helical coordinates fk(x) = fˆk(r, θ1, θ2)
in D\{λe3 : λ ∈ (0, τ)}. To guess the form of fˆk, we first introduce the separation of
variables fˆk(r, θ1, θ2) = γk(r)ηk(θ1)ζk(θ2). The boundary conditions now become:
γk(R) = 0, ηk(0) = ηk(1), ζk(0) = ζk(1). (5.22)
The periodic boundary conditions in ηk and ζk and the fact that fk ∈ L2(D) suggest that we
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expand these functions as Fourier series and we write:
ηk(θ1) =
∑
m∈Z
akme
i2πmθ1 , ζk(θ2) =
∑
n∈Z
bkne
i2πnθ2 . (5.23)
We still need to determine the function γk(r). We therefore consider the ansatz:
fˆ(r, θ1, θ2) = γ(r)e
i2π(mθ1+nθ2);m,n ∈ Z, (5.24)
and we try to determine the conditions under which this function becomes an eigenfunction
of the Laplace operator with objective boundary conditions. The condition γ(R) = 0 is
enough to ensure the objective boundary conditions hold. We still need to ensure that γ
is finite at the origin however. Next, we compute the Laplace operator in the (r, θ1, θ2)
coordinate system. From Appendix B we have:
∆fˆ = fˆrr +
1
r
fˆr +
1
τ 2
fˆθ1θ1 −
2α
τ 2
fˆθ1θ2 +
1
4π2
(
1
r2
+
4π2α2
τ 2
)fˆθ2θ2 .
So the eigenvalue problem for the Laplace operator reduces to the following parametrized
ODE in γ(r) for r ∈ (0, R):
γrr +
1
r
γr −
(4π2
τ 2
(m− αn)2 + n
2
r2
)
γ = −λγ ; m,n ∈ Z (5.25)
Since this is a second order ODE, we need two boundary conditions and these are:
γ(R) = 0 and γ(0) is finite. (5.26)
The ODE is not exactly in a standard form as yet. To get to a more recognizable, standard
form, we multiply throughout by r2 (r 6= 0) and denote νm,n = |2πτ (m− αn)| to get:
r2γrr + rγr + ((λ− ν2m,n)r2 − n2)γ = 0 ; m,n ∈ Z ; r ∈ (0, R). (5.27)
For λ− ν2m,n > 0, we let c =
√
λ− ν2m,n. We now, let y = cr, γ(r) = γ˜(y) so that we get
γr = cγ˜y, γrr = c
2γ˜yy and so (5.27) and (5.26) become:
y2γ˜yy + yγ˜y + (y
2 − n2)γ˜ = 0 ; y ∈ (0, cR). (5.28)
γ˜(cR) = 0 and γ˜(0) is finite. (5.29)
Equation (5.28) is simply Bessel’s differential equation. Since the order of the Bessel
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equation is an integer, the general solution is given by:
γ˜(y) = c1Jn(y) + c2Yn(y), (5.30)
where, Jn is the Bessel Function of the first kind (often simply called Bessel Function in
literature) of order n and Yn is the Bessel Function of the second kind (also called Neumann
function in literature) of order n. The condition of finiteness of γ˜(y) at the origin implies
c2 = 0 since the Neumann functions Yn have a singularity at 0 while the Bessel functions
Jn are regular at 0. The constant c1 can be fixed later using a normalization condition.
The first boundary condition at y = cR can be used to evaluate the eigenvalue λ that was
absorbed into the constant c. To do so, let bnk denote the k
th zero of the Bessel function of
order n, that is, Jn(b
n
k) = 0 and 0 < b
n
k < b
n
k+1 for each k ∈ N. These values have been
well studied in literature and are quite easily obtainable. The boundary conditions (5.29)
imply cR = R
√
λ− ν2m,n = bnk and so, we get:
λ =
(bnk
R
)2
+ ν2m,n . (5.31)
The above calculations suggest that one should really parametrize the eigenvalue eigen-
function pairs of the Laplacian by the numbers k ∈ N;m,n ∈ Z as:{
(λm,n,k, fˆm,n,k) : λm,n,k =
(bnk
R
)2
+ ν2m,n,
fˆm,n,k(r, θ1, θ2) = cm,n,k Jn(
bnk
R
r)ei2π(mθ1+nθ2)
}
(5.32)
with each cm,n,k a normalization constant and the parameter νm,n = |2πτ (m − αn)|. Thus,
we have obtained a set of eigenpairs of the Laplace operator on D with objective boundary
conditions. For k ∈ N andm,n ∈ Z, we now let
E =
{
fm,n,k(x) : fˆm,n,k(r, θ1, θ2) = cm,n,k Jn(
bnk
R
r)ei2π(mθ1+nθ2)
}
(5.33)
and we let E be our proposed basis set.
We may directly check for the orthonormality of the basis functions in E . Indeed, from the
calculations in Appendix B we first note that the Jacobian of the coordinate transformation
(x1, x2, x3) 7→ (r, θ1, θ2) as given by (3.55) is
J (r, θ1, θ2) = |∂(x1, x2, x3)
∂(r, θ1, θ2)
| = 2πrτ . (5.34)
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Hence, we have the integral identity:∫
(x1,x2,x3)∈D
f(x1, x2, x3)dx1dx2dx3
=
∫ r=R
r=0
∫ θ1=1
θ1=0
∫ θ2=1
θ2=0
fˆ(r, θ1, θ2)2πrτdθ2dθ1dr . (5.35)
where, fˆ(r, θ1, θ2) = f(x1(r, θ1, θ2), x2(r, θ1, θ2), x3(r, θ1, θ2)). Next, we compute the in-
ner product: Let (m,n, k), (m′, n′, k, ) ∈ Z× Z× N. We have that:
〈fm,n,k, fm′,n′,k′〉L2(D)
=
∫
x∈D
fm,n,k(x)fm′,n′,k′(x) dx
=
∫
(x1,x2,x3)∈D
fm,n,k(x1, x2, x3)fm′,n′,k′(x1, x2, x3) dx1dx2dx3
= 2πτ
∫ r=R
r=0
∫ θ1=1
θ1=0
∫ θ2=1
θ2=0
fˆm′,n′,k′(r, θ1, θ2) fˆm′,n′,k′(r, θ1, θ2) rdθ2dθ1dr
= c
∫ R
0
rJn(
bnk
R
r)Jn′(
bn
′
k′
R
r) dr
∫ 1
0
ei2πmθ1e−i2πm
′θ1dθ1
∫ 1
0
ei2πnθ2e−i2πn
′θ2dθ2,
(5.36)
where, c = 2πτcm,n,kcm′,n′,k′ . Now, we recall the usual orthogonality relations for Fourier
basis functions:∫ 1
0
ei2πmθ1e−i2πm
′θ1dθ1 = δm,m′ ,
∫ 1
0
ei2πnθ2e−i2πn
′θ2dθ2 = δn,n′ , (5.37)
to conclude that the inner product vanishes if either m 6= m′ or n 6= n′ (the radial integral
is just a finite number in these cases). In case, m = m′, n = n′, the integral in the radial
direction needs to be evaluated:∫ R
0
rJn(
bnk
R
r)Jn(
bnk′
R
r) dr = R2
∫ R
0
r
R
Jn(b
n
k
r
R
)Jn(b
n
k′
r
R
) d(r/R)
= R2
∫ 1
0
r¯Jn(b
n
k r¯)Jn(b
n
k′ r¯) dr¯ =
R2J2n+1(b
n
k)
2
δk,k′ . (5.38)
where we have used the orthogonality property of Bessel functions that follows from stan-
dard Sturm-Liouville theory. Hence, once again the inner product reduces to 0 unless
k = k′. The above calculation also gives us a way of normalizing the basis set, since we
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get from (5.42), (5.37) and (5.38) that:
‖fm,n,k‖2L2(D) = 2πτ |cm,n,k|2
R2J2n+1(b
n
k)
2
, (5.39)
and so, we may take cm,n,k =
RJn+1(bnk )√
πτ
for the purpose of normalization.
5.3.2 Expansion in basis set and discretization
Let φ ∈ L2(D)|Obj , that is, square integrable functions on the domain D with objective
boundary conditions. For the purpose of a numerical approximation, we fixM,N ,K ∈ N
and we let Γ = {−M, . . . ,M}× {−N , . . . ,N} × {1, . . . ,K}. We may then expand:
φ(x) =
∑
(m,n,k)∈Γ
am,n,k fm,n,k(x) (5.40)
To determine the coefficients, we will use the orthonormaility of the basis functions. To do
this, we consider the inner product of φ with fm′,n′,k′ in (5.40) and we obtain by orthonor-
mality:
am′,n′,k′ = 〈φ, fm′,n′,k′〉L2(D). (5.41)
Since the inner product of φ and fm′,n′,k′ can be evaluated in helical coordinates by the
expression:
〈φ, fm′,n′,k′〉L2(D) = 2πτ
∫ r=R
r=0
∫ θ1=1
θ1=0
∫ θ2=1
θ2=0
φ(r, θ1, θ2) fˆm′,n′,k′(r, θ1, θ2) rdθ2dθ1dr ,
(5.42)
we get, by substituting the expression for fˆm′,n′,k′(r, θ1, θ2):
am′,n′,k′ =2RJn′+1(b
n′
k )
√
πτ
×
∫ r=R
r=0
∫ θ1=1
θ1=0
∫ θ2=1
θ2=0
φ(r, θ1, θ2)Jn′(
bn
′
k
R
r)e−i2π(m
′θ1+n′θ2)r dθ2dθ1dr, (5.43)
Now, to obtain a discretization of (5.18), we substitute (5.40) expressed in helical coordi-
nates into (5.18). Since the boundary conditions are automatically satisfied by the form
of the basis set, we only need to worry about the governing equation. Using the fact that
we designed the basis functions to be eigenfunctions of the Laplace operator in helical
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coordinates, we get:
− 1
2
(∑
Γ
am,n,k (−λm,n,k fˆm,n,k(r, θ1, θ2))− β2
∑
Γ
am,n,k fˆm,n,k(r, θ1, θ2)
− 4πβ
τ
∑
Γ
am,n,k (m− αn) fˆm,n,k(r, θ1, θ2)
)
+ Vˆ (r, θ1, θ2)
∑
Γ
am,n,k fˆm,n,k(r, θ1, θ2)
= λ
∑
Γ
am,n,k fˆm,n,k(r, θ1, θ2) . (5.44)
Now we consider the inner product of the above equation with fˆm′,n′,k′(r, θ1, θ2), and with
(m′, n′, k′) ∈ Γ and we use orthonormality to get:
1
2
(
am′,n′,k′λm′,n′,k′+β
2am′,n′,k′+
4πβ
τ
am′,n′,k′(m
′−αn′))+V˜m′,n′,k′ = λ am′,n′,k′ , (5.45)
where, V˜m′,n′,k′ = 〈V
∑
Γ am,n,kfm,n,k, fm′,n′,k′〉L2(D), which using (5.42) yields the follow-
ing expression:
V˜m′,n′,k′
= 2πτ
∫ R
0
∫ 1
0
∫ 1
0
Vˆ (r, θ1, θ2)
∑
Γ
am,n,k fˆm,n,k(r, θ1, θ2)fˆm′,n′,k′(r, θ1, θ2) rdθ2dθ1dr
(5.46)
The above expression for V˜m′,n′,k′ needs to be simplified. First we observe that since V is
group invariant and V ∈ L2(D), we may expand it as:
V (x) =
∑
Γ
bm∗,n∗,k∗ fm∗,n∗,k∗(x),
that is, V (r, θ1, θ2) =
∑
Γ
bm∗,n∗,k∗ fˆm∗,n∗,k∗(r, θ1, θ2), (5.47)
with bm∗,n∗,k∗ to be determined by performing the quadratures in (5.43) with ϕˆ(r, θ1, θ2) set
equal to Vˆ (r, θ1, θ2). Substitution of (5.47) into (5.46) gives us:
V˜m′,n′,k′ = 2πτ
( ∑
(m,n,k)∈Γ
am,n,k
∑
(m∗,n∗,k∗)∈Γ
bm∗,n∗,k∗ I
m∗,n∗,k∗
m,n,k
)
(5.48)
122
where, Im∗,n∗,k∗m,n,k
=
∫ r=R
r=0
∫ θ1=1
θ1=0
∫ θ2=1
θ2=0
fˆm,n,k(r, θ1, θ2)fˆm∗,n∗,k∗(r, θ1, θ2)fˆm′,n′,k′(r, θ1, θ2) rdθ2dθ1dr
= κ
∫ R
0
rJn(b
n
k
r
R
)Jn∗(bn∗k∗
r
R
)Jn′(b
n′
k′
r
R
) dr
×
∫ 1
0
ei2π(m+m∗−m
′)θ1 dθ1
∫ 1
0
ei2π(n+n∗−n
′)θ2 dθ2 (5.49)
and,
κ = cm,n,k cm∗,n∗,k∗ cm′,n′,k′ =
( R√
πτ
)3
Jn+1(b
n
k)Jn∗+1(b
n∗
k∗)Jn′+1(b
n′
k′ ) (5.50)
The last two integrals in θ1 and θ2 and a scaling change of variables in the first integral in r
imply that:
Im∗,n∗,k∗m,n,k = κR
2
∫ 1
0
r¯Jn(b
n
k r¯)Jn∗(b
n∗
k∗ r¯)Jn′(b
n′
k′ r¯) dr¯ , (5.51)
if m +m∗ = m′ and n + n∗ = n′ and Im∗,n∗,k∗m,n,k = 0 otherwise. This allows us to re-write
(5.48) as:
V˜m′,n′,k′ =
∑
(m,n,k)∈Γ
(
2πτ
k∗=K∑
k∗=1
b(m′−m),(n′−n),k∗ I
(m′−m),(n′−n),k∗
m,n,k
)
am,n,k (5.52)
Thus, (5.45) now simply becomes a finite dimensional linear eigenvalue problem:
1
2
(
λm′,n′,k′ + β
2 +
4πβ
τ
(m′ − αn′))am′,n′,k′
+
∑
(m,n,k)∈Γ
(
2πτ
k∗=K∑
k∗=1
b(m′−m),(n′−n),k∗ I
(m′−m),(n′−n),k∗
m,n,k
)
am,n,k = λ am′,n′,k′ , (5.53)
keeping in mind that the summation appearing in (5.53) above should be such that the in-
dices ((m′ −m), (n′ − n), k∗) ∈ Γ since b(m′−m),(n′−n),k∗ is only defined for these indices.
Note that since the dimension of this system is (2M+1)(2N+1)K, and in a Density Func-
tional Theory calculation therefore, this number should far exceed the number of electrons
per unit cell.
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5.3.3 Implementation details
We are currently in the process of implementing the spectral discretization scheme sug-
gested above into a reliable and efficient computer code. Many of the computational strate-
gies introduced in Chapter 4 can be directly adopted for this purpose.
The set B is discretized using Gauss quadrature nodes. The radial basis functions are dis-
cretized using Gauss-Jacobi quadrature weights and nodes while the integrals in θ1 and θ2
are carried out using Fast Fourier Transforms. As in Chapter 4 and Section 5.2.1, the form
of the discretized eigenvalue problem in (eq. 5.53 ) immediately suggests that matrix vector
products for use in diagonalization schemes can be carried out by splitting the computation
partly in real space and partly in reciprocal space. The two-level parallelism described in
Chapter 4 can be extended to form a highly scalable 3 level parallelism – the additional
level of parallelism comes from the independent calculations at each point β ∈ B. On
the first SCF step, the LOBPCG routine is used, for each β ∈ B to compute the lowest
few eigenstates commensurate with the number of electrons in the fundamental domain.
In subsequent SCF steps, the Chebyshev filtering algorithm is employed independently for
each β ∈ B. The computation of the electronic density (carried out by first transforming
the orbitals to real space) involves computing a sum over the electronic states (or bands) as
well as over the points β ∈ B. The computation of the Hartree potential requires special
care due to the infinite extent of the system [Defranceschi and Le Bris, 1997]. We have
been looking into the use of a modification of the Ewald summation technique (usually
used for periodic structures) for helical groups for this purpose. Among numerous possi-
bilities, (such as transforming a one-dimensional periodic Ewald summation to a helical
one by use of the helical coordinates), the approach recently developed in Nikiforov et al.
[2013] seems particularly promising.
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Chapter 6
Conclusions and Future Directions
6.1 Summary
In this work, we have taken important steps toward formulating and implementing density
functional theory methods for studying objective structures. We have achieved a good theo-
retical understanding of the role that symmetry plays in the electronic structure computation
problem for objective structures. We have also formulated powerful numerical schemes for
the solution of the electronic structure problem associated with certain objective structures.
In Chapter 3 we formulated rigorously, the cell problem that arises in the electronic struc-
ture computation of objective structures generated by finite and helical groups. Our basic
tool for this was the harmonic analysis of the isometry groups that generate these objective
structures (We deveopled these tools earlier in Chapter 2). One of the important outcomes
of this enterprise was the recognition of symmetry related degeneracies in the eigenstates of
the Kohn-Sham Hamiltonian in terms of the dimension of the irreducible reprsentations of
the symmetry group involved. Yet another outcome was Theorem 3.1.11, which provides
sufficient conditions under which symmetry adapted cell problem reductions can be carried
out at each self consistent field iteration step. While the basic content of the theorem might
have been known in the literature within the context of atoms, to our knowledge, this is
the first and only general demonstration of this result for molecular systems with symme-
try. Finally, a third outcome was the demonstration of the equivalence of the symmetry
cell problems and a block diagonalization of the Hamiltonian in terms of group invariant
subspaces. This result has important bearings on some of the symmetry adapted numerical
schemes that we formulate later in the thesis.
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In Chapter 4, we recognized the importance of developing a general spectral scheme that
can be used to study various cluster systems and at the same time, exploit their underlying
symmetries. We arrived at a suitable spectral basis set and formulated numerical solution
schemes for solution of the discretized equations. We investigated and implemented var-
ious algorithmic strategies and methods that allow for efficient solution of the discretized
solutions. We also investigated the parallelization issues of our numerical method. The
resulting product of the methods developed in Chapter 4 is an efficient and reliable com-
puter package that allows the study of electronic properties of clusters with high accuracy
and systematic convergence properties without the use of the plane-wave basis set or ar-
tificial super cells. As a demonstration of the capabilities of our method, we computed
ground state properties of a wide variety of cluster systems and compared our results with
the literature. Benchmark calculations showed that our method is highly competitive in
performance: it well outperformed other codes based on finite elements and plane-waves.
In Chapter 5, we formulated symmetry adapted spectral schemes. We discussed how tradi-
tional symmetry adaptation methods require modification in the context of the methods we
developed in Chapter 4. We then formulated alternate methods for carrying out symmetry
adaptation based on subspace iterations. A particular example application of these meth-
ods is the symmetry adaptation technique that we developed for the case of cyclic groups.
We formulated and implemented this method in the framework of the software package
developed in Chapter 4 and we were able to obtain savings that are linear in the order of
the cyclic group employed. We then used this method to carry out ground state energies of
large silicon nano dot clusters. Without the use of our spectral scheme and the symmetry
adaptation techniques, highly accurate and systematic computations on such large cluster
systems is unlikely to have been possible. We also formulated a spectral scheme for the
case of helical structures. The implementation of this scheme is the focus of ongoing and
future work.
6.2 Applications
We end with a short discussion of some of the applications of the various methods devel-
oped in this thesis.
One important application is the abinitio discovery of novel materials and structures by
use of the objective structures framework. Using the first principles methods for objec-
tive structures generated by finite groups (described in Chapter 5) for instance, we could
perform a systematic search for new materials among various cluster systems by involving
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Appendix A
Laplacian Eigenfunctions in Spherical
Coordinates
For the sake of completness, we now derive the basis functions that were used for deal-
ing with all finite structures.1 As described earlier, these basis functions are essentially
eigenfunctions of the Laplacian in a ball with Dirichlet boundary conditions. The eigen-
value problem for the Laplacian in the sphere BR, with Dirichlet boundary conditions is as
follows:
−∆F = ΛF , (A.1)
F = 0 on x ∈ ∂BR . (A.2)
We first introduce spherical coordinates for r ∈ (0, R], ϑ ∈ [0, π] and ϕ ∈ [0, 2π]:
x = r sinϑ cosϕ
y = r sinϑ sinϕ
z = r cosϑ (A.3)
Here, r denotes the radial coordinate, ϑ denotes the polar angle and ϕ denotes the az-
imuthal angle. The Cartesian coordinates (x, y, z) are obtained as x = r sinϑ cosϕ, y =
r sinϑ sinϕ, z = r cosϑ.
We set Λ = k2 for convenience2 and note that, the above problem posed in terms of
1This material is directly adopted from [Banerjee, 2011]
2Note that the Rayleigh quotient form allows us to write the lowest eigenvalue of the Dirichlet Laplace
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Fˆ (r, ϑ, ϕ), that is, F (x) expressed in spherical coordinates reads as:
1
r2
∂
∂r
(
r2
∂Fˆ
∂r
)
+
1
r2 sinϑ
∂
∂ϑ
(
sinϑ
∂Fˆ
∂ϑ
)
+
1
r2sin2ϑ
∂2Fˆ
∂ϕ2
+ k2Fˆ = 0 , (A.5)
Fˆ (r = R, ϑ, ϕ) = 0 . (A.6)
We use the canonical approach of separation of variables to write:
Fˆ (r, ϑ, ϕ) = R(r)Θ(ϑ) Φ(ϕ) .
Substituting this ansatz into (A.5) and multiplying by r2/(Rϑϕ) gives us:
1
R
d
dr
(
r2
dR
dr
)
+ k2r2 +
1
Θ sinϑ
d
dϑ
(
sinϑ
dΘ
dϑ
)
+
1
Φsin2ϑ
d2Φ
dϕ2
= 0 . (A.7)
We multiply (A.7) by sin2ϑ and observe that the last term
1
Φ
(
d2Φ
dϕ2
)
only involves ϕ while
the first two terms only depend on r and ϑ. This implies, that the last term must be a
constant and so we write:
1
Φ
(
d2Φ
dϕ2
)
= −m2 , (A.8)
The solution to (A.8) is Φ(ϕ) = eimϕ and to ensure the solution is continuous across the
XZ plane, we must have Φ(ϕ) = Φ(ϕ+ 2πs) for s ∈ Z. Thus, we get:
Φ(ϕ) = eimϕ , m ∈ Z. (A.9)
We substitute this solution into (A.7) and we get:
1
R
d
dr
(
r2
dR
dr
)
+ k2r2 +
1
Θ sinϑ
d
dϑ
(
sinϑ
dΘ
dϑ
)
− m
2
sin2ϑ
= 0 . (A.10)
Now, we observe that the last two terms in the above equation are a function of ϑ only
while the first two depend on r only. Thus, the last two terms must equal a constant, which
as:
λ˜1 = inf
f∈H1
0
(BR)
∫
BR
|∇f |2∫
BR
|f |2 (A.4)
Hence, the lowest eigenvalue is non-negative. Since the only solution to −∆f = 0 with Dirichlet boundary
conditions is f = 0, it must be that λ˜1 > 0. Hence, all eigenvalues of the Dirichlet Laplacian are positive.
145
we write as l(l + 1) (to ensure no divergence for cosϑ = 1 or cosϑ = −1) and we get:
1
Θ sinϑ
d
dϑ
(
sinϑ
dΘ
dϑ
)
− m
2
sin2ϑ
= −l(l + 1) . (A.11)
We let η = cosϑ in the above and obtain the ordinary differential equation:
d
dη
[
(1− η2)dΘ˜
dη
]
+
(
l(l + 1)− m
2
1− η2
)
Θ˜(η) = 0 , (A.12)
where Θ˜(η) = Θ(cos−1η). Equation (A.12) above is the Associated Legendre equation and
so, its solutions are the Associated Legendre Polynomials:
Θ˜(η) = Pml (η) , l = 0, 1, 2, . . . and m = −l,−(l − 1), . . . , (l − 2), (l − 1), l . (A.13)
The functions Θ and Φ are often combined and normalized on the unit sphere to yield the
spherical harmonics for l = 0, 1, 2, . . . and m = −l,−(l − 1), . . . , (l − 1), l :
Yml (ϑ, ϕ) =
√
(2l + 1)
4π
(l −m)!
(l +m)!
Pml (cosϑ) eimϕ . (A.14)
Finally it remains to look at the radial equation, which from (A.10) and (A.11) is:
d
dr
(
r2
dR
dr
)
+ [k2r2 − l(l + 1)]R = 0 . (A.15)
To see this equation in a more recognizable form, we let r˜ = kr and we set R(r) = R˜(r˜).
This gives us:
r˜2
d2R˜
dr˜2
+ 2r˜
dR˜
dr˜
+ [r˜2 − l(l + 1)]R˜ = 0 , (A.16)
which is simply, spherical Bessel’s differential equation. It’s solutions are the so called
spherical Bessel and Neumann functions. These functions admit expressions in terms of
(the usual) Bessel and Neumann functions (that is, solutions to the usual Bessel equation)
and for the purpose of implementation, it is important for us to obtain these expressions.
We let R˜(r˜) = κ(r˜)/√r˜ and substitute this into the above equation to arrive at (after a bit
of algebra):
r˜2
d2κ
dr˜2
+ r˜
dκ
dr˜
+ [r˜2 − (l + 1
2
)2]κ = 0 . (A.17)
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This is Bessel’s equation of order (l + 1
2
). The general solution is:
κ(r˜) = c1Jl+ 1
2
(r˜) + c2Nl+ 1
2
(r˜) , (A.18)
where Jν(·) and Nν(·), denote Bessel functions of the first and second kind respectively.
Thus, the solutions to the equation (A.16) are given as:
R˜(r˜) = c1
Jl+ 1
2
(r˜)
√
r˜
+ c2
Nl+ 1
2
(r˜)
√
r˜
, (A.19)
and the solutions to the radial equation (A.15) are given by:
R(r) = c1
Jl+ 1
2
(kr)
√
kr
+ c2
Nl+ 1
2
(kr)
√
kr
. (A.20)
The boundary conditions for the problem (A.15) are:
R(R) = 0 and R(0) is finite. (A.21)
The second condition in the above eliminates the second term from (A.20) while keeping
the first term since Bessel functions of the first kind are regular at the origin while the
Bessel functions of the second kind are not. The first condition, on the other hand gives us:
R(R) = c1
Jl+ 1
2
(kR)
√
kR
= 0 . (A.22)
Thus, we must have Jl+ 1
2
(kR) = 0, that is, kR = bn
l+ 1
2
, where bn
l+ 1
2
is the nth zero of
the Bessel function of order (l + 1
2
). We may fix the constant c1 in (A.20) by using a
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normalization condition. In this case, we require:
c21
∫ R
0
r2
[
Jl+ 1
2
(bn
l+ 1
2
R
r
)/√bn
l+ 1
2
R
r
]2
dr = 1 ,
(A.23)
which implies , c21
R3
bn
l+ 1
2
∫ R
0
(
r/R
) [
Jl+ 1
2
(
bn
l+ 1
2
r
R
)]2
d(r/R) = 1 ,
which for r1 = r/R becomes: c
2
1
R3
bn
l+ 1
2
∫ 1
0
r1
[
Jl+ 1
2
(
bn
l+ 1
2
r1
)]2
dr1 = 1 ,
and using properties of Bessel functions this becomes: c21
R3
bn
l+ 1
2
1
2
J2
(l+ 3
2
)
(
bn
l+ 1
2
)
= 1 .
(A.24)
So, we get finally:
R(r) = 1
RJl+ 3
2
(
bn
l+ 1
2
)√2
r
Jl+ 1
2
(bn
l+ 1
2
R
r
)
, (A.25)
and Λl,m,n = k
2 =
(bn
l+ 1
2
R
)2
. (A.26)
Thus, a normalized eigenfunction of the Dirichlet Laplacian on the ball BR has the form:
Fˆl,m,n(r, ϑ, ϕ) = cl,m,n
1√
r
Jl+ 1
2
(bn
l+ 1
2
R
r
)
Pml (cosϑ) eimϕ , (A.27)
with cl,m,n =
1
RJl+ 3
2
(
bn
l+ 1
2
) √(2l + 1)
2π
(l −m)!
(l +m)!
. (A.28)
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Appendix B
Laplace Operator in Helical Coordinates
We compute the Laplace operator in Helical coordinates in this Appendix. This is a
straightforward but somewhat long calculation and so, we reproduce it here for the sake
future reference. With i, j = 1, . . . , 3 and for:
φ(x1, x2, x3) = ϕˆ(r(x1, x2, x3), θ1(x1, x2, x3), θ2(x1, x2, x3)) , (B.1)
we have by the chain rule:
∂φ
∂xi
=
∂ϕˆ
∂r
∂r
∂xi
+
∂ϕˆ
∂θ1
∂θ1
∂xi
+
∂ϕˆ
∂θ2
∂θ2
∂xi
, (B.2)
and further,
∂2φ
∂xi∂xj
=
∂ϕˆ
∂r
∂2r
∂xi∂xj
+
∂ϕˆ
∂θ1
∂2θ1
∂xi∂xj
+
∂ϕˆ
∂θ2
∂2θ2
∂xi∂xj
+
∂(∂ϕˆ
∂r
)
∂xj
∂r
∂xi
+
∂( ∂ϕˆ
∂θ1
)
∂xj
∂θ1
∂xi
+
∂( ∂ϕˆ
∂θ2
)
∂xj
∂θ2
∂xi
. (B.3)
Clearly, the chain rule applied again to the last 3 terms gives us:
∂(∂ϕˆ
∂r
)
∂xj
∂r
∂xi
=
∂r
∂xi
(
∂2ϕˆ
∂r2
∂r
∂xj
+
∂2ϕˆ
∂r∂θ1
∂θ1
∂xj
+
∂2ϕˆ
∂r∂θ2
∂θ2
∂xj
) .
∂( ∂ϕˆ
∂θ1
)
∂xj
∂θ1
∂xi
=
∂θ1
∂xi
(
∂2ϕˆ
∂θ1∂r
∂r
∂xj
+
∂2ϕˆ
∂θ21
∂θ1
∂xj
+
∂2ϕˆ
∂θ1∂θ2
∂θ2
∂xj
) .
∂( ∂ϕˆ
∂θ2
)
∂xj
∂θ2
∂xi
=
∂θ2
∂xi
(
∂2ϕˆ
∂θ2∂r
∂r
∂xj
+
∂2ϕˆ
∂θ2∂θ1
∂θ1
∂xj
+
∂2ϕˆ
∂θ22
∂θ2
∂xj
) . (B.4)
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Note that for i = j, the above three expressions can be combined to yield:
∂2ϕˆ
∂x2i
=
∂2ϕˆ
∂r2
(
∂r
∂xi
)2 +
∂2ϕˆ
∂θ21
(
∂θ1
∂xi
)2 +
∂2ϕˆ
∂θ22
(
∂θ2
∂xi
)2
+ 2(
∂2ϕˆ
∂r∂θ1
∂r
∂xi
∂θ1
∂xi
+
∂2ϕˆ
∂θ1∂θ2
∂θ1
∂xi
∂θ2
∂xi
+
∂2ϕˆ
∂θ2∂r
∂θ2
∂xi
∂r
∂xi
) . (B.5)
Let us compute term by term now. The helical coordinates and the first derivatives are
computed as:
r(x1, x2, x3) =
√
x21 + x
2
2
θ1(x1, x2, x3) =
x3
τ
θ2(x1, x2, x3) =
1
2π
arctan (
x2
x1
)− αx3
τ
∂r
∂x1
=
x1√
x21 + x
2
2
=
x1
r
,
∂r
∂x2
=
x2√
x21 + x
2
2
=
x2
r
,
∂r
∂x3
= 0
∂θ1
∂x1
= 0 ,
∂θ1
∂x2
= 0 ,
∂θ1
∂x3
=
1
τ
∂θ2
∂x1
= − 1
2π
x2
x21 + x
2
2
= − 1
2π
x2
r2
,
∂θ2
∂x2
=
1
2π
x1
x21 + x
2
2
=
1
2π
x1
r2
,
∂θ2
∂x3
= −α
τ
. (B.6)
We now compute the second derivatives of r, θ1, θ2 but we restrict ourselves only to the
ones which would appear in the Laplacian:
∂2r
∂x21
=
1
r
− x
2
1
r3
,
∂2θ1
∂x21
= 0,
∂2θ2
∂x21
=
1
2π
2x1x2
r4
,
∂2r
∂x22
=
1
r
− x
2
2
r3
,
∂2θ1
∂x22
= 0,
∂2θ2
∂x22
= − 1
2π
2x1x2
r4
,
∂2r
∂x23
= 0,
∂2θ1
∂x23
= 0,
∂2θ2
∂x23
= 0 . (B.7)
We are now ready to evaluate (B.3) through (B.5), (B.6) and (B.7):
∂2φ
∂x21
=
∂ϕˆ
∂r
∂2r
∂x21
+
∂ϕˆ
∂θ1
∂2θ1
∂x21
+
∂ϕˆ
∂θ2
∂2θ2
∂x21
+
∂2ϕˆ
∂r2
(
∂r
∂x1
)2 +
∂2ϕˆ
∂θ21
(
∂θ1
∂x1
)2 +
∂2ϕˆ
∂θ22
(
∂θ2
∂x1
)2
+ 2(
∂2ϕˆ
∂r∂θ1
∂r
∂x1
∂θ1
∂x1
+
∂2ϕˆ
∂θ1∂θ2
∂θ1
∂x1
∂θ2
∂x1
+
∂2ϕˆ
∂θ2∂r
∂θ2
∂x1
∂r
∂x1
)
= ϕˆr(
1
r
− x
2
1
r3
) + ϕˆθ2(
x1x2
πr4
) + ϕˆrr
x21
r2
+ ϕˆθ1θ2(
x22
4π2r4
)− ϕˆθ2r(
x1x2
πr3
) . (B.8)
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Similarly,
∂2φ
∂x22
=
∂ϕˆ
∂r
∂2r
∂x22
+
∂ϕˆ
∂θ1
∂2θ1
∂x22
+
∂ϕˆ
∂θ2
∂2θ2
∂x22
+
∂2ϕˆ
∂r2
(
∂r
∂x2
)2 +
∂2ϕˆ
∂θ21
(
∂θ1
∂x2
)2 +
∂2ϕˆ
∂θ22
(
∂θ2
∂x2
)2
+ 2(
∂2ϕˆ
∂r∂θ1
∂r
∂x2
∂θ1
∂x2
+
∂2ϕˆ
∂θ1∂θ2
∂θ1
∂x2
∂θ2
∂x2
+
∂2ϕˆ
∂θ2∂r
∂θ2
∂x2
∂r
∂x2
)
= ϕˆr(
1
r
− x
2
2
r3
)− ϕˆθ2(
x1x2
πr4
) + ϕˆrr
x22
r2
+ ϕˆθ2θ2
x21
4π2r4
+ ϕˆθ2r
x1x2
πr3
. (B.9)
and,
∂2φ
∂x23
=
∂ϕˆ
∂r
∂2r
∂x23
+
∂ϕˆ
∂θ1
∂2θ1
∂x23
+
∂ϕˆ
∂θ2
∂2θ2
∂x23
+
∂2ϕˆ
∂r2
(
∂r
∂x3
)2 +
∂2ϕˆ
∂θ21
(
∂θ1
∂x3
)2 +
∂2ϕˆ
∂θ22
(
∂θ2
∂x3
)2
+ 2(
∂2ϕˆ
∂r∂θ1
∂r
∂x3
∂θ1
∂x3
+
∂2ϕˆ
∂θ1∂θ2
∂θ1
∂x3
∂θ2
∂x3
+
∂2ϕˆ
∂θ2∂r
∂θ2
∂x3
∂r
∂x3
)
= ϕˆθ1θ1
1
τ 2
+ ϕˆθ2θ2
α2
τ 2
− 2ϕˆθ1θ2
α
τ 2
. (B.10)
So we have finally:
∆φ =
∂2φ
∂x21
+
∂2φ
∂x22
+
∂2φ
∂x23
= ϕˆrr +
1
r
ϕˆr +
1
τ 2
ϕˆθ1θ1 −
2α
τ 2
ϕˆθ1θ2 +
1
4π2
(
1
r2
+
4π2α2
τ 2
)ϕˆθ2θ2 . (B.11)
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Appendix C
Hilbert Space Miscellany
We present miscellaneous useful concepts and results related to Hilbert spaces in this Ap-
pendix.
C.1 Hilbert Projection Theorem
Here we state and prove the Hilbert projection theorem:
Theorem C.1.1. Let H be a Hilbert space with a closed subspaceM. LetM⊥ denote the
orthogonal subspace ofM. Then any f ∈ H admits the unique representation f = f1+f2,
with f1 ∈M, f2 ∈M⊥.
Proof: Let f ∈ H be given. To find f1 ∈M, f2 ∈M⊥ such that f = f1 + f2, we define:
f1 = argminy∈M‖f − y‖H, f2 = f − f1. (C.1)
To see the existence and uniqueness of such f1 ∈ M, we consider a minimizing sequence
{yn}∞n=1 ⊂ M and let α = inf
y∈M
‖f − y‖H. Then by definition of a minimizing sequence,
‖f − yn‖H → α as n→∞ and each yn ∈ M. We actually intend to show that {yn}∞n=1 is
a Cauchy sequence since that would imply by the closedness ofM in the complete space
H that there exists x0 ∈ M such that {yn} → x0. The continuity of the norm would
then imply that ‖f − x0‖H = lim
n→∞
‖f − yn‖H = α, thus establishing existence. Now,
to see that {yn}∞n=1 is Cauchy, we first observe that ∀m,n ∈ N, ym+yn2 ∈ M and so,
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‖f − ym+yn
2
‖H ≥ α. We then have, by the parallelogram identity:
‖ym − yn‖2H = ‖(ym − f)− (yn − f)‖2H
= 2(‖(ym − f)‖2H + ‖(yn − f)‖2H)− ‖(ym − f) + (yn − f)‖2H
= 2(‖(ym − f)‖2H + ‖(yn − f)‖2H)− 4‖(f −
ym + yn
2
)‖2
H
≤ 2(‖(ym − f)‖2H + ‖(yn − f)‖2H)− 4α2 (C.2)
Clearly, asm,n→∞ in (C.2) above, we get:
lim
m,n→∞
‖ym − yn‖2H = 2(α2 + α2)− 4α2 = 0. (C.3)
We can also see easily that uniqueness holds since if x0, x
∗
0 are both solutions to the mini-
mization problem, then ‖f − x0‖H = ‖f − x∗0‖H = α. Then, by a calculation similar to the
one above:
‖x0 − x∗0‖2H = ‖(x0 − f)− (x∗0 − f)‖2H
≤ 2(‖(x0 − f)‖2H + ‖(x∗0 − f)‖2H)− 4α2 = 0. (C.4)
Thus, we have, x0 = x
∗
0. It now remains to show that f2 = f−f1 lies inM⊥. To see this, we
observe that f1 being the solution of the minimization problem f1 = argminy∈M‖f − y‖H
implies the first variation condition:
d
dη
‖f − (f1 + ηy)‖H
∣∣∣
η=0
= 0, ∀y ∈M
=⇒ Re(〈f − f1, y〉H) = 0, ∀y ∈M
=⇒ 〈f − f1, y〉H = 0, ∀y ∈M (C.5)
Hence f2 ∈ M⊥. The last step follows since we can multiply y with suitable scalars
and make the inner product real valued and since M is a subspace, it is closed under
multiplication by arbitrary scalars. We would also like to point out that the orthogonality
condition (C.5) actually characterizes the minimizer: For given f ∈ H, if f1 ∈ M satisfies
(C.5), then f1 is the unique minimizer to the minimization problem inf
y∈M
‖f − y‖H. This is
because, for an arbitrary y ∈M, we have that f1 − y ∈M. Now,
‖f − y‖2
H
= ‖(f − f1)− (y − f1)‖2H
= ‖f − f1‖2H + ‖y − f1‖2H + 〈f − f1, y − f1〉H + 〈y − f1, f − f1〉H. (C.6)
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Since the last two terms are zero by (C.5) we have
∀y ∈M, ‖f − y‖H ≥ ‖f − f1‖H, (C.7)
with the equality holding if and only if y = f1.
Finally, if f = f1 + f2 = f˜1 + f˜2 with f1, f˜1 ∈ M and f2, f˜2 ∈ M⊥, then f1 − f˜1 =
f˜2 − f2 ∈ M ∩M⊥ = {0}. Hence, f1 = f˜1 and f2 = f˜2, making the decomposition
unique. 
C.2 Direct Sums of Hilbert Spaces
Our primary sources for this material are Folland [1999] and Folland [1994]. We begin
by recalling that given an arbitrary collection of sets {Sα}, α ∈ A, the Cartesian product
of the sets S =
∏
α∈A Sα is the collection of all functions f : A →
⋃
α∈A Sα such that
f(α) ∈ Sα, ∀α ∈ A. We may now deifne:
Definition C.2.1. Let {Hα}α∈A be a family of Hilbert spaces. The direct sum
⊕
α∈A Hα is
the set of all v = (vα)α∈A in the Cartesian product Πα∈AHα such that
∑
α∈A‖vα‖2Hα <∞.
Since any uncountable sum of positive quantities is necessarily infinite, it must be that
vα = 0 for all but countably many α. 
We express this relationship as H =
⊕
α∈A Hα and we note that H itself is a Hilbert space
with inner product:
〈u, v〉H =
∑
α∈A
〈uα, vα〉Hα (C.8)
The summands Hα are embedded in H as mutually orthogonal closed subspaces. Con-
versely, if H is a Hilbert space and {Mα}α∈A is a family of mutually orthogonal closed
subspaces of H whose linear span is dense in H, we may identify H =
⊕
α∈AMα. Hence-
forth, when we speak of direct sums of subspaces of a Hilbert space, we will always assume
that the subspaces are mutually orthogonal.
C.3 Classification of the Spectra of Operators
We find it instructive to elaborate on the various possibilities that one can encounter while
discussing the spectral properties of an arbitrary operator on a Banach Space. We hope
that this presentation will also elucidate some of the technical terms used in the thesis. The
material in this Appendix has been taken from Renardy and Rogers [2004].
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Let X be a non-empty Banach space over the field of complex numbers. Let A be an
arbitrary operator on X with domain Dom.(A) ⊂ X and let I denote the identity operator
on X . For any λ ∈ C, we may define the operator Aλ = A − λI on X also with domain
Dom.(A). If Aλ has an inverse that is, if it is one to one, then we call the inverse the
resolvent of A and we denote it asRλ(A). We now consider the following three conditions:
1. Rλ(A) exists.
2. Rλ(A) is a bounded operator.
3. The domain of Rλ(A) is dense in X .
Accordingly, decompose the complex plane as per the following rules:
1. The resolvent set of A is the set:
R(A) = {λ ∈ C : (1),(2) and (3) hold true} . (C.9)
We say λ is a regular value of A if λ ∈ R(A). The operator valued map R(λ,A) :
R(A)→ L(X ) is often called the resolvent map.
2. The spectrum of A is the set:
σ(A) = C\R(A) . (C.10)
The spectrum of A can be decomposed into three disjoint sets. The point spectrum
of A is the set:
σp(A) = {λ ∈ σ(A) : (1) does not hold} . (C.11)
This is by far the most important set as far as the work in this thesis is concerned.
Clearly, if λ ∈ σp(A), then the null space of Rλ(A) is non-trivial. We call the
elements of the nullspace of Rλ(A) the eigenfunctions of A for the eigenvalue λ ∈
σp(A) and the dimension of the null space is called the multiplicity of the eigenvalue
λ. Finally, continuous spectrum of A is the set:
σc(A) = {λ ∈ σ(A) : (1) and (3) hold, but (2) does not hold} , (C.12)
while the residual spectrum of A is the set:
σr(A) = {λ ∈ σ(A) : (1) holds, but (3) does not hold} . (C.13)
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C.4 Proof of Proposition 3.1.3
We recall thatA commutes withB means thatB
(
Dom.(A)
) ⊂ Dom.(A) and that for every
y ∈ Dom.(A), we have BAy = ABy. Clearly, this happens if and only if (A − κI) and
B commute for any κ ∈ C. Now, for y ∈ Dom.(A), and any κ in the resolvent set of A,
we consider the expression (A − κI)By = B(A − κI)y. Since κ is in the resolvent set,
(A− κI)−1 is a bounded linear operator. So we may operate on the above expression with
(A−κI)−1 to conclude thatA commutes withB if and only ifBy = (A−κI)−1B(A−κI)y
for every y ∈ Dom.(A). Now, since A is a closed operator, the closed graph theorem
[Folland, 1999] can be used to extend (A − κI)−1 : Ran.(A − κI) → Dom.(A) to (A −
κI)−1 : X → Dom.(A). Hence, we may express every y ∈ Dom.(A) as y = (A− κI)−1z
for some z ∈ X . Hence by expressing y in this form, we conclude that A commutes with
B if and only if B(A−κI)−1z = (A−κI)−1Bz for every z ∈ X . Thus, we conclude, that
A and B commute if and only if the resolvent R(κ,A) of A, commutes with B for some
κ in the resolvent set of A. Since nothing special about κ, other than that it belongs to the
resolvent set of A, we may infer that A commutes with B if and only ifR(κ,A) commutes
with B for every κ in the resolvent set of A. This completes the proof. 
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