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of a Power Spectrum 
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University of California, San Diego 
Communicated by M. Rosenblatt 
Three methods of estimating the parameters of a power spectrum are analyzed. 
The three methods are shown to give consistent and, under certain conditions, 
asymptotically equivalent results. However, one method, based on an ap- 
proximate likelihood analysis, is seen to be superior to the other two in some 
respects. 
1. INTRODUCTION 
Parameters involved in models for stationary time series often appear in 
fairly simple form in the equations for the power spectra of the series and thus 
may be estimated from estimated power spectra. For example, in Bevan et al. [l] 
recordings of randomly fluctuating current flow across cell membranes were 
analyzed with the aim of estimating such characteristics of ionic membrane 
channels as conductance and mean open time. These parameters were estimated 
by fitting a particular parametric form to calculated power spectra. In Feher and 
Weissman [5] the kinetic parameters of a chemical reaction were obtained from 
the spectral density of the fluctuations in the concentrations of the reactants 
about equilibrium. The parameters of finite moving average autoregressive 
schemes may be estimated from power spectra, although there are problems of 
identifiability (Rosenblatt [7]). 
The data are often contaminated by noise which may be confined to certain 
frequency bands. For example, in [l] there was substantial noise at 60 Hz and 
higher harmonics, and at frequencies higher than 200 Hz. In other cases, seasonal 
changes, slow baseline changes, and low-pass filtering prior to digitization to 
avoid aliasing may make only part of the total frequency range useful. Estimation 
Received October 6, 1978; revised March 15, 1979. 
AMS 1970 subject classification: Primary 62M15. 
Key words and phrases: Time series analysis, spectral analysis, maximum likelihood 
analysis, parameter estimation. 
*Research was supported in part by National Science Foundation Grant MCS-77- 
016602. 
378 
OO47-259X/79/030378-15$02.OO/O 
Copyright $3 1979 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
ESTIMATION OF THE PARAMETERS OF A POWER SPECTRUM 379 
in the time domain may be complex in such circumstances since the noise spreads 
over covariances of many lags making it necessary to filter the data in some 
fashion to decrease the effects of the unwanted noise. 
In this paper, three methods of estimating parameters from an estimated 
power spectrum are analyzed. The first is an old idea, originally suggested by 
Whittle [ll], further investigated by Walker [9], and since used in many situa- 
tions. The periodogram ordinatesI are used to estimate the spectrumf(h; 8 = 
(4 >*-*, 0,). Roughly speaking, under a mixing assumption the I(&) are asymp- 
totically distributed as independent exponential variates with meansf(h, ; e), and 
thus the “asymptotic” log likelihood function is 
L(e) = c [logf(h; 0) -f*], 
z i9 
where the sum is over i such that the frequencies hi lie in the region A in which 
the estimation is to be carried out. Maximizing the likelihood function leads to 
the equations 
W) = c f(k 8) - vi) a ah f vi; 4 xf(h; 0) = 0, k = 1, 2 ,...) p. 
In some applications the 1(X,) may not be periodogram ordinates, but may be 
formed by averaging periodogram ordinates. For example, for computational 
reasons, very long series are frequently split into successive records or segments, 
the records are individually transformed and the final spectral estimate!(&) is 
the average of the periodograms of the records, In such a case one might alter- 
natively consider estimating 0 by minimizing 
s(e) = c [ktf v,; 4 - Ww 
since the log transformation stabilizes the variance (Brillinger [3]) and should 
make the distribution of pless skewed. Minimizing S(S) involves the solution of 
the equations &S/at& = 0, where 
E = 2 C PdOi) - l”?Zf (4; 61 [-&-f Vi; 4lfh 41 ah 
N ,.pd -f(k 0) a 
f 0,; 0) [;is;;f thi; w m  Q] 
if (p-f j/f w 0. Another alternative estimate is suggested by noting that 
w9 = c [log [ 
f (hii 0) + u%i) - f (Ai; 9 2 
f (k 0) II 
=C[ .I%,) - f (h: 0) 2 
f (hi 0) 1 
= R(B). 
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Such manipulations led to the conjecture (Bevan et al. [I]) that estimates derived 
from maximizing the likelihood function, from least squares on a logarithmic 
scale, and from minimizing a sum of squared relative errors are asymptotically 
equivalent. 
In Section 2 below the consistency of these estimates is established under a 
mixing condition on the time series. In Section 3 large-sample properties of 
these estimates are derived by approximating the estimates by linear functions 
of the periodogram, and it is demonstrated that the estimates are asymptotically 
equivalent under certain conditions, but some disadvantages of the estimates 
based on s(0) and R(8) are noted. Finally, a quadratic approximation is developed 
for the maximum likelihood method. 
2. CONSISTENCY 
We first discuss consistency of the “mle.” The periodogram I&) is formed 
from observations X(O),..., X(T - 1) of a stationary time series. The function 
to be maximized is 
-WV = fz [logf(h,; 0) - #], 
k k; 
(2.1) 
where the sum is over frequencies hk = 2rk/T E (1, and we assume that L’I is a 
finite union of intervals. Denoting by ,0, the 8 maximizing (2.1) and by 8, 
the true value of 0, the proof that under appropriate conditions #, --+p 0,) 
follows the lines of similar proofs [4, 81, so only an outline will be indicated here. 
LEMMA 2.1. Under the following conditions #, -3 0, . 
(1) 8 lies in a compact set 8 C RP. T&s assumption guarantees that #, 
exists, ensures unij3rm convergence of certain sequences, and allows the constru&n 
of a finite system of neighborhoods covering 8. 
(2) The stationary process X(t) has moments of all orders and satis$es a 
mixing condition, 
where the ck(‘) we the ‘%muhznt fu#&ions, 
Ck(% ,..., ukel) = cum[X(t), X(t + ul) ,..., X(t + UH)]. 
From this condition it can be seen that EL,(B) and Var(l,(tI)) exist, and that 
cov[lT(xk), &(hj)] = W-l) uniformly in Xj and Ak if i # k [3], and thus that 
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Var(&(e)) + 0. With regularity conditions on f it will then follow that LT 4’ L, 
where 
L(6) = s, [log f (A; 0) - $$$+I dA. (2.3) 
(3) We assume that L(8) has a unique maximum at 0,) and that 
(4) L(B) is a continuous function of 0. 
The proof that re, -9 0, consists of covering 0 by a finite system of suffi- 
ciently small neighborhoods, U,, , U, ,..., UN , about points B,, , 8r ,..., 0, and 
arguing that by choosing T large enough L,(B) is close enough to L(B) so that 
with high probability L=(O) is maximized for a 0 E Us . 
We now consider the estimate reR obtained from minimizing the sum of 
squared relative errors, 
Under assumption (2) of Lemma 2.1, 
f (‘hi e, - f @k; e,> * 
f @k; e, 1 
+ %$ f”(&; e) 
Var(ldhk)) + o(Twl) 
(2.4) 
(2.5) 
and thus RT +p R(B), where 
R(e) = S, I. 
f (k 0) - f (A; 4J 2 
f (hi e) ] dh + s,($@f,‘dA. (2.6) 
Because of the second term in (2.6) the 0 minimizing R(B) is not in general B0 . 
The minimizing 0 might well be close to 0, , but with f (A; e) > f (A; e,,), say. 
An example sheds some light on the behavior of r0, and rBR . Suppose that f is 
a homogeneous function of 0r ,..., e8 , i.e., 
f(k be, , be, ,..., be, , e8+l , . . . . 0,) = bf (A; 0, , e, ,..., e,). (2.7) 
(Many parametrized power spectra are homogeneous functions of at least one 
parameter, e.g., the innovation variance.) Then, 
gl eL &f (A; 0) = f (k e2 (2.8) 
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The reR minimizing Rr(8) satisfies (a/a&) Q(0) = 0. Calculating this gives 
; km,; 0) - wd &m,; wvk; 0) 
= ; 12th~; 0) - ~43 &f(k w-vk; 0 (2.9) 
Multiplying both sides of (2.9) by 0, and summing over 1 = 1, 2,..., S, 
C ft’k; e, - ‘TOLK) = Rr(e) , 0 
f (A,; 0) 
(2.10) 
Thus the sum of the relative errors is positive, i.e., a 0 is chosen that makes 
f(h; 6) too large. A similar computation for reL shows that the sum of the relative 
errors is zero. 
R=(e) can be modified to obtain a consistent estimate if the periodogram is 
replaced by a smoothed periodogram. As in [3] let W(h) be a symmetric 
weight function with support on [- 1, l] satisfying 
s W(X)dh = 1, (2.11) 
s W2(h) dh = W, < co. (2.12) 
Let B, be a bandwidth parameter depending on T. As T + co, B, + 0 and 
TB, -+ 00. Let 
W,(h) = B;lW(AB,l). (2.13) 
The smoothed estimate is 
(2.14) 
Some properties offr that will be used are [3] 
~?frth) = $ c Wr(h - hk)f(Ak) + W-l) 
k 
(2.15) 
= s Wdf (A - &-CL) dp + O(B?T-‘) (2.16) 
= f(h) + O(B,2) + O(B,lT-l). (2.17) 
Equations (2.15) and (2.16) are uniform in X and (2.17) holds iff is twice differ- 
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entiable and is uniform in X iff” is bounded (on A). If A and ~1 are separated 
by more than a bandwidth, Cov[fr(h), f=(p)] = 0( P-r), and 
Varfr(h) = (2+‘&) W,f’(h) + O(Br) + O(B;2T-a) + O(T-‘) (2.18) 
uniformly in A, if h # 0 (mod 237). In the case where X = 0 the variance is 
doubled. 
Using the smoothed periodogram in place of the periodogram, the criterion 
Rr(e) is modified to 
(2.19) 
where the A, are equally spaced at NT points in A and 1 A 1 = measure of A. 
We then may prove that 
RT(e) p, R(e) = j” [ f@; 4 - f(k 80) 2 A f(h. *) , ] a. 
THEOREM 2.1. Suppose that X(t) satisjies the mixing condition (2.2). Suppose 
that f (A; e) is bounded away from zero for X E A and 6 E 8, that R(B) exists, and 
that {[f (A; 8) - f (A; &J/f (A; O)}a has finite total variation 0% A. Then if B, -+ 0, 
NT -+ CO and NTfT-‘B,’ + 0 for some E > 0, RT(0) -+’ R(0). 
Proof. This can be proved by calculating the variance of RT(0) - R(8). An 
alternative method of proof is the following: Let 
fkce> =f @k ; Ed) and fTk =fT(b), 
RT(e) - R(e) = $+ ~[fk(;\--jfTk ]'- [fk(e:;l;k(e") I'} 
T  k 
+g+c[ fk(eb-;k(eO) I” _ s, [ f(‘; @--;k eO) ]z& 
The second term is O(N$). Using a2 - 62 = (a - b)(a + b), the first term can 
be written 
&!&[ f k(eO) - fTk fk(e) ][ 2fk(e) ---;p) -fTk ]- 
Now from [2], supk ) f “(8,) - f Tk ( = o~(N~~B;~“T--~I~) for any E > 0, so the 
sum in question tends to zero in probability. Under the assumptions of 
Lemma 2.1, consistency of TOR now follows as did consistency of TO, . 
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The case of reL , obtained by minimizing 
s,(e) = g C bgf(h,; 4 - log IT(hk)i2, 
k 
is also somewhat complicated. For one thing, the moments of log I,(h) are not 
guaranteed to exist, and even if they do exist, it is not clear what they are. Al- 
though the distribution of I,(h) converges to an exponential distribution, the 
moments of log IT(X) need not converge to the moments of the logarithm of an 
exponential variate, which may be found from polygamma series. It is difficult 
to see what reasonable conditions might be placed on the joint distributions of 
{X(t)} to ensure that this is so, (A referee has pointed out that conditions for some 
of the moments to converge can be constructed from [lo].) Also, if the appro- 
priate moments did exist and if it could be shown that 
sT(e) L s(e) = J [logf(h; e) - P(A)]2 dh, A 
where p(h) = limr,, E log I,(h)(<logf(h; 0,-J, in general), the t9 minimizing 
S(e) would not in general be B,, and would not in general be unique. For example, 
suppose that E log I,(h) did converge to the mean of the logarithm of an expo- 
* nential variate. Then p(h) =f(h; 0,) - y, where y is Euler’s constant. These 
considerations suggest that a smoothed estimate of f(x) should be used in 
place of I,(h), and Theorem 2.2 is concerned with this procedure. 
THEOREM 2.2. Assume that X(t) satisjies the mixing condition (2.2). Assume 
that log f (h; 0) is square integrable ow A, that f (A; 0,) is bounded away from 0 ott 
A, and that [log f (X; fl) - log f (h; &)I2 has finite total variation on A. Using 
the notation of Theorem 2.1, let 
sT(e) = ++ 1 [log f “(6) - log fTk]‘. 
s,(e) -% s(e) = s [log f (A; 6) - log f (I\; e,)]” dk 
A 
Proof. We first note that supk 1 logf”(e,,) - log fTk / = o,,(NT~~“~T-‘/~). 
This follows since 
f k(eo) - fTk 
f v,) 
< log (9) < fk(e$T; fTk , 
SUP LHS = o~(NT’BT”‘T-~‘~) as in Theorem 2.1, 
sup RHs < suP ifk(eO) -fTk 1 \ inffTk ’ 
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and itif,* 3 inff(8,) - sup If”(&) - fTk I, so that l/inf fTk = O,(l). Now, 
= -$hhfv) - logfvd + [logfv,) - bfrki>2 - s(e) 
= mk2 + 2zAfik j- zBk2 - s(e), 
ZAk2 - S(0) 
= O(N,‘), 
1 -%c& / 
say, 
= I *c [logfw - ~~gfvw~gfvo~ - hfT*i ) 
= o,(NT’B~1’2T-1’2). 
Similarly, C Bk2 -9’ 0. 
Under the additional assumptions of Lemma 2.1, rBs --tp 0, . 
3. LARGE SAMPLE PROPERTIES 
Theorems 2.1 and 2.2 show that if the periodogram is smoothed, consistent 
estimates of 6, may be obtained from minimizing S,(e) or R=(e). In this section 
large sample properties of these estimates and of r0, are derived by approximating 
them by linear functions of the periodogram, and it is shown that under certain 
conditions the three estimates are asymptotically equivalent, i.e., that 
T1/2(r0L - r&) 4 0, etc. However, it is also shown that re, and r0, have a 
bias of order T-lB;l, whereas &, has a bias of order T-l. A quadratic approxima- 
tion of ,tI, is also developed. 
We first outline the approximation of the estimates by linear functions of the 
periodogram. The estimates 8 minimize a function a(0) and are solutions of sets 
of p equations of the form (a/&.)@(e) = g(e) = 0, k = 1, 2,..., p. Writing 
q = (v’, v2 ,*-*, @), a Taylor series expansion gives 
where A is the differential of the mapping p and 8’ is on the line segment joining 
0, and 8. Since 6 -+P B and we assume that 0, is an interior point of 8, this 
expansion holds with probability tending to one. A, which is random, will be 
approximated by a constant matrix (Y assumed to be nonsingular. Thus, 
e, - 6 N a-iq(e,,). (3.2) 
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For the likelihood method, Q, corresponds to LT and ‘pk corresponds to 
where we have written f” = f(& ; e), fki = (a/aek)f (hi ; 6). For the other two 
methods, vk corresponds to rrk and srk, where 
rTk = BT 
Srk = BTC(lOg fi - 10gfTi)g 
f” 
=BTC (fi-fTi) i 
fi= 
fk (3.5) 
We will take the fTi to be a bandwidth apart. Information is lost if the separation 
is more than a bandwidth and separating by less than a bandwidth complicates 
the calculations and does not appreciably affect the result. The matrix 01 turns 
out to be the same for all the methods, 
cdgj = S, (& logfh e)($- logf(k 0)) d. 
To the order of (3.2) the variance of 4 is determined by the variance of ‘p. The 
first terms of (3.4) and (3.5) give asymptotically the same variance as does (3.3) 
since there is not much difference in averaging over order T points with variance 
of order 1 or over order B$ points with variance of order B,'T-l. The second 
terms in (3.4) and (3.5) contribute a bias, 
EB,C (fi -.fT')' ki - 
fiS f -BT~&$ 
T  
These terms also contribute extra variance of order BF~T-~. The presence of 
these effects seems to give some reason for preferring the maximum likelihood 
method. This situation is similar to some classical problems. It should be 
noted that in the case of estimating the parameters other than the innovation 
variance of a moving average autoregressive process over the range [0, ~1, the 
integral in (3.7) is zero. 
The next three theorems formalize the arguments sketched above. 
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THEOREM 3.1. Assume the conditions of Lemnua 2.1. Also assume that 
(i) LT(0) is twice continuously differentiable in a ne&hborhood of f?,, .
(ii) f (A; 0,) and (~/~8,)f(A; 0,) (K = 1, 2,,..., p) are bounded away jkom 
a??-0 for A E A. 
(iii) The functions ((ape,) log f (A; e,))((ape,) log f (A; 0,)) have fznite total 
variation for h EA. 
(iv) cx giva by (3.6) is nonsingular. 
Let sT = =e, - e, . Then T1Ja(8, - T=) -+p 0, where 7, = -+,-lz~e,), 
Z,(&J being a vector having components given by (3.3). Q. has mean 
EqT = 0( T-l) 
and covariunce matrix 
Z,, = (24T)(or-l+ c++) + O(T-a), 
where 
ykl = J-- s, (& logf (A; %I)(+ l%f (k 4)) 
t(h, CL, W) being the trispectrum (fourth-order nrmulant spectrum) of the se&s 
X(t). Also, T1ia qT is asymptotically multivariate normal with mean zero and 
covariance matrix TZ,, . 
Proof. Note that 8 = oP(l) and IT = O,( T-l/“). With probability tending 
to 1, IT = -AT(B’)S, h w ere 8’ is on the line segment joining 0, and ,0,. 
AT has elements 
~Akj(f) = &LTV) 
= &&J + op(l) + O(T-I). 
A-l exists with probability tending to 1 and A-l = LX-~ + op(l) + O(T-l) 
Thus ST = -&ZT(e,) + o~(F/~). The moments of VT and the asymptotic 
normality follow as in Theorem 5.10.1 in [3]. 
It is perhaps somewhat unexpected that the trispectrum enters into the 
covariance structure. The reason is that COV(IT(AJ, IT(X2)) = S{h, - A2} f 2(h,) + 
O(Tl) and not o(T-I). Thus we cannot really pretend the &(/1.)‘s are indepen- 
dent exponential variates. If the series is Gaussian, the trispectrum is, of course, 
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zero. In the common case of estimating the parameters other than the innovation 
variance of a moving average autoregressive process, it can be seen that the term 
involving the trispectrum integrates to 0 over A = [0, ~1. 
THEOREM 3.2. Assume the conditions of Theorem 3.1 and let 
where the frequencies belong to A and are separated by more then a bandeuidth. Let 
Ye be a vector with elements ~~~(8) = (a/H,) I&(8). Assume that B, -P 0 and 
TB, + co as T --f 00 and the conditions of Theorem 2.1 (which implies ,19, --+p 0,). 
Let 6, = & - 0, , and let & = --or-lt.T(B,,). Then T1/2(6T - &) -+p 0, and 
Et, = T-‘B,?x-~ [s, & log f  (A; 0) dh] + O(B:) + O(T-lBT1), 
and denoting the covariance matrix of # by .Z$ , 
lim T& = 
T-K0 
2VWa(oL-4 + dylrl), 
where a and y are as in Theorem 3.1 and W, is given by (2.12). I f  BT2T -+ 00 
and BT’T + 0 a~ T +O a~ T + CO then T’l’& is asymptotically multivariate 
normal with mean 0 and covariance matrix as given abwe. 
The expression for E[Tk is rather strange since the bias displayed is of order 
T-lB$ as is a reminder term. The reminder term is due to the approximation 
of a sum by an integral (2.16) and (2.17). 
Proof. The proof that T1/2(6T - 57) dp 0 follows in manner analogous to 
the proof of the corresponding statement in Theorem 3.1. Now, 
TT”(&) = BTC 
(fi ;‘“’ fki _ BT c (fi rfi’ fkg 
= Uk - v* , say. 
The expression for El;. follows immediately. Now, 
cov[yTk(eh TTwi  = Cob( U, , uj) - Cov( u, , v,) 
- COVk , U,) + cowa! , VA. 
The contributions of the last three terms are relatively negligible, and the first 
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term gives the stated result. Asymptotic normality follows from checking that 
the joint cumulants of T1& of order greater than two tend to zero. 
THEOREM 3.3. Assume the conditions of Theorem 3.1 and let 
Sr(B) = 9 c (logy - log f#, 
sl-k(e) = & s,(e) 
k 
= BTC(logfi - logfr$)f$, 
Assume the conditkms of Theorem 2.2, which implies that #s +p 8, . Then if 
Bt+‘T -+ 00 for some E > 0 and B,4T + 0 as T -+ oc), Fla(6, - &) +p 0. Also, 
[I & log f (A; 6) dx] + O(Bg) + O(T-1B;r’) 
and limr,, TC, = 27rW2(& + a-lya-l). Also T1& is asymptotically nomtally 
distributed with the indicated moments. 
Proof. As in the proof of Theorem 3.1, Y”/r(S, - a-l+) +p 0 and as in 
Theorem 2.2, sr = S, + o,,(B;~*T-~). It then follows that T1lz(& - &) +p 0. 
The expressions for the moments of CT follow as in Theorem 3.2. 
COROLLARY. Under the assumptions of Theorems 3.2 and 3.3, T1/2(T0R - 
Tes) 4 0. 
THEOREM 3.4. Under the conditions of Theorems 3.1, 3.2, and 3.3, and if a 
rectangular weight function w is used to smooth the periodogram, the estimates 
=BR , ,t& , and ,tI, are asymptotically equivalent to order T1la, i.e., T1&8, - 
,e,) -9 0, ~lrs(~e, - =es) -9 0, zyTes - TeL) -9 0. 
Proof. We have to compare 
where the periodogram frequencies are of the form 29rsjT E A and the fT1 are 
6831912-4 
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separated by a bandwith. Writing A, for this difference and cr = fkllf 1’ and 
substituting 
where &) is that X, which includes h, in its bandwidth. Since c(h,) - c(A,(,)) -+ 0 
as B, -+ 0, Ed, -+ 0 and TVarA, + 0. 
We now carry out a quadratic expansion in the hope of better approximating 
the behavior of r0, . We assume that L, is three times continuously differentiable 
in a neighborhoodof 6, so that the following expansion holds with probability 
tending to 1: 
where 0’ is on the line segment joining 0, and r0, , A, is the differential of the 
mapping 1,) and B, is the “second derivative” of lr , a vectorvalued bilinear 
“apping with components 
a3 
dbw = aei ae, ae, WeI- (3.8) 
Letting or be as in Theorem 3.1,6, = or + o,( T-1/2), so that 
48) 6, = -b-(4) - BTwhT , d + w--l). (3.9) 
@so, r], = O,( T-lj2), IT = O,( T+), and B, = /? + 09( T-lj2) + 0( T-l), 
where 
(3.10) 
Writing A, = LX + QT + O(T-l), A;l exists with probability tending to 1 and 
A$ = a-1 - a-lQrc? + oJT-~/~) + O(T-l). It follows that 
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We are thus led to approximate the statistical behavior of ST by that of 
PT = rl, - ~-~QTQ- c4(q, , Q-). (3.12) 
To calculate the moments of or it is useful to express pr component-wise, 
where we have used tensor notation-if an index appears in both lower and upper 
positions in an expression, summation over that index is implied. In principle 
the moments of prk may be calculated, however, several problems arise. First, 
E(yr) # 0 but E(Q-) = O(T-l) due to the inherent bias of the periodogram. 
One might neglect this and consider the bias arising from the second and third 
terms of (3.13), this being due to the covariance structure of the periodogram. 
Terms of order T-l involving the spectrum and the trispectrum will result. 
These terms will be sums, and approximating them by integrals incurs an error 
O(T-l). Thus errors of the same order as the bias will be made. Since qr = 
cc’ZT ) one can see qualitatively from (3.13) that the bias will be large when cx is 
near singular. In this case the variance will also be large, of course. 
One might employ a bias-reduction technique to eliminate some of the bias of 
order T-1 in the following way. First compute the ordinary estimate reL. , Then 
compute and average two estimates, both made from every other periodogram 
ordinate, resulting in z/s& . The final estimate is then 
This is, of course, a very simple form of the jacknife technique [6]. 
4. CONCLUSIONS 
We have shown that under certain conditions the asymptotic properties of 
the three estimates are quite similar. However rBR and r0, were shown to have 
an asymptotic bias of order T--l@ whereas the asymptotic bias of rBL was of 
order T-l. It was pointed out that in the case of estimating the parameters other 
than the innovation variance of a moving average autoregressive process the 
coefficient of the T-l&' term is zero. As another example, consider estimating 8 
when the power spectrum of a Gaussian process is 
and 0 is fairly large, large enough, say, so that the spectrum decreases two 
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orders of magnitude in the interval [0, ~1. If  0 is estimated by log least squares 
and a rectangular smoothing window is used, a short computation shows that 
the asymptotic bias is approximately --B/ITB, and that the asymptotic variance 
is approximately e2/2T. Denoting by MT the number of points averaged in 
smoothing, the bias can be rewritten as -0/87rMr ; the relative bias as lOO/ 
87rM,%. The relative bias is thus quite small. The ratio of the bias to the 
standard deviation is T1/2/25/2vMT and for moderate values of MT (light smooth- 
ing) this may be substantial. For example, for T = 10,000 (10 segments of 
length 1000) and MT = 50 ( averaging over segments and then further averaging 
over blocks of 5 points) the relative bias is 0.08 o/o and the bias is 11 o/o of the 
standard deviation. 
The relative robustness of the three estimates is a very relevant problem which 
has not been addressed here. Since the parametric models are, in fact, only 
approximations to the true spectra, one would like to know if the estimates, and 
the fitted spectra based on the estimates, are stable under perturbations of the 
true spectra. One might, for example, consider the effects of a small amount of 
additive noise. We hope that such problems will receive further attention in the 
future. 
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