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We consider two-dimensional autonomous systems of differential equations
x˙ = −y + λx+ P (x, y), y˙ = x+ λy + Q (x, y),
where λ is a real constant and P and Q are smooth functions of order greater than or
equal to two. These systems, so-called centre-focus type systems, have either a centre
or a focus at the origin. We characterize the systems with a weak isochronous focus at
the origin by means of their radial and azimuthal coeﬃcients. We prove, in this case,
the existence of a normalized vector ﬁeld and an isochronous section which arrives at
the origin with deﬁned direction. We also provide algorithms that compute the radial
and azimuthal coeﬃcients, terms of normalized vector ﬁeld and of isochronous section of
a system. As applications, we analyze the weak isochronous foci for quadratic systems and
for systems with cubic non-linearities, and we give a three-parameter family of Rayleigh
equations with four local critical periods.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and main results
Let us consider the vector ﬁeld
X = (−y + λx+ P )∂x + (x+ λy + Q )∂y, (1.1)
where λ ∈ R and P and Q are smooth functions of order greater than or equal to two. The origin O is an isolated singular
point of (1.1). It is said to be a centre of (1.1) if it has a punctured neighbourhood ﬁlled with periodic orbits, and it is a focus
if there is a neighbourhood in which all the orbits are spirals forward or backward in time.
In the analytic case, if λ = 0, O is a strong focus of (1.1). Otherwise, O can be either a centre or a weak focus.
The problem of determining whether or not O is an isochronous centre (all the closed orbits neighbouring O have the
same period) has been studied by several authors. However, it is far from being completely solved, even for speciﬁc families
of vector ﬁelds (see [4] and the references therein). Algaba et al. [3] proved that if there is an analytic vector ﬁeld W with
linear part x∂x + y∂y commuting with the analytic vector ﬁeld X for λ = 0 ([X ,W] ≡ 0), then the origin of (1.1) is an
isochronous centre. Sabatini [18] proved the same result assuming that (1.1) has a centre at origin.
We now take the following into consideration in order to understand the concept of isochronous focus. The smooth
vector ﬁeld (1.1) in polar coordinates has the form X = f (r, θ)∂x + g(r, θ)∂y with g(r, θ) = 1 + 1r (cos θQ (r cos θ, r sin θ) −
sin θ P (r cos θ, r sin θ)), that is, g(r, θ) = 1 +∑i1 ri gi(θ) + G(r, θ), where G is a smooth function in a neighbourhood of
r = 0 and ﬂat in r = 0. Giné and Grau [11] deﬁne O as an isochronous point of X if it can be transformed by means of
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any i  1 and for every θ ∈ [0,2π). In such a case, the return time of the orbits of X is constant on every ray of the origin;
concretely, it is 2π . Thus, in cartesian coordinates, the vector ﬁeld will have the form −y∂x + x∂y + H(x∂x + y∂y) where H
is a smooth scalar function. This leads us to the following deﬁnition, which is less restrictive than that given in [11], since
we do not require the analyticity of the change of variables.
Deﬁnition 1.1. The origin of (1.1) is said to be an isochronous point if there exists a smooth near-identity change of variables
which transforms X into −y∂x + x∂y + H(x∂x + y∂y) where H is a smooth scalar function with H(O ) = 0, i.e. X is smoothly
conjugated to −y∂x + x∂y + H(x∂x + y∂y).
On the one hand, if O is an isochronous centre of an analytic system, the diffeomorphism can be chosen analytic since
the normal form of (1.1) veriﬁes the conditions “A” and “ω” (see [7]) and also H(x, y) = 0. The vector ﬁeld (1.1) is analytically
linearizable.
On the other hand, if O is a focus of an analytic system, in general, we cannot guarantee the existence of a conver-
gent transformation (see [7,24]), i.e. it can exist an analytic vector ﬁelds whose O is an isochronous focus, according to
Deﬁnition 1.1, but do not verify the deﬁnition provided in [11].
The Poincaré–Dulac normal form for a critical point of a plane vector ﬁeld is useful to study the problems of centre,
isochronous centre and isochronous focus.
Let Hi be the linear vector space of the homogeneous polynomial vector ﬁeld of degree i in x and y. The homological
operator which determines the normal form of (1.1) is
Li :Hi → Hi, Li(Fi) =
[
Fi, (−y + λx)∂x + (x+ λy)∂y
]
,
with [F ,G] := DF · G − DG · F being the Lie product of the vector ﬁelds F and G , see [3].
If λ = 0, Li(Hi) = Hi . Thus, the system (1.1) is smoothly linearizable (see [22]); therefore, O is an isochronous focus.
If λ = 0, it is easy to prove that Ci = Ker Li is a subspace in Hi complementary to Ri , the range of the linear operator Li .
Additionally, C2i = {0} and (x2 + y2)i(x∂x + y∂y), (x2 + y2)i(−y∂x + x∂y) is a basis for C2i+1, which we will denote by
(1,0)C2i+1 , (0,1)C2i+1 , respectively. Thus, by the classical normal form theorem (see [10]), (1.1) can be transformed by means
of a smooth near-identity change of variables into
(0,1)C1 +
∑
i1
(α2i+1, β2i+1)C2i+1 + F (x, y), (1.2)
where F is a smooth function in a neighbourhood of O and ﬂat at O . The constants α2i+1 and β2i+1 are called the ith
radial and azimuthal coeﬃcient of (1.1).
It is known that if X is analytic and their radial coeﬃcients are zero, then O is a centre (in fact, there is a convergent
normalizing transformation, see [7]). If α2r+1 is the ﬁrst one non-zero, that is α3 = · · · = α2r−1 = 0, α2r+1 = 0, O is a weak
focus of order r (but, in this case, the existence of a convergent normalizing transformation is not guaranteed).
Next, we show our results. The ﬁrst related to the problem of the isochronicity of a weak focus of ﬁnite order.
Theorem 1.2. The following statements are equivalent:
(i) origin of (1.1) is a weak isochronous focus of order r  0,
(ii) λ = 0, α3 = · · · = α2r−1 = 0, α2r+1 = 0, β3 = β5 = · · · = β2r+1 = 0, where α2i+1 , β2i+1 are the radial and azimuthal coeﬃcients
of order i of a Poincaré–Dulac normal form of (1.1), respectively.
Theorem 1.2 is proved in Section 3. We emphasize that origin is an isochronous weak focus of ﬁnite order if a ﬁnite
number of azimuthal coeﬃcients of (1.1) are zero. Nevertheless, if O is a centre with all its azimuthal coeﬃcients equal to
zero, does not imply that the origin is an isochronous centre, for example
x˙ = −y − ye−1/(x2+y2), y˙ = x+ xe−1/(x2+y2).
Analogously, the origin of
x˙ = −y + (x− y)e−1/(x2+y2), y˙ = x+ (x+ y)e−1/(x2+y2)
is a weak focus of inﬁnity order with all its azimuthal coeﬃcients equal to zero and it is a non-isochronous focus.
Now, we provide an algorithm that we have used to calculate the radial and azimuthal coeﬃcients. Thereby, we deﬁne
Ti1,i2,...,ik ∈ Hi1+i2+···+ik−k+1 by
Ti1 = Xi1 , i1  2,
Ti1,i2,...,ik =
[Xi1 , L−1(Ti2,...,ik )], k 2, i1, . . . , ik  2.
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projection into C2r+1 of
2r−1∑
k=0
(
2r−1∑
j1=1
2r−1∑
j1+ j2=1
j21
· · ·
2r−1∑
j1+···+ jk=1
jk1
(2r − j1 − · · · − jk)T j1+1, j2+1,..., jk+1,2r+1− j1−···− jk
)
, (1.3)
where k is the number of ji greater than or equal to one.
Theorem 1.3 is proved in Section 3. Let us note that Theorem 1.3 provides closed conditions so that the origin of (1.1) be
isochronous centre.
So, for instance, the expression of (1.3) for r = 1 is 2T3 + T2,2, and for r = 2 is
4T5 + 3T2,4 + 2T3,3 + T4,2 + 2T2,2,3 + T2,3,2 + T3,2,2 + T2,2,2,2.
In the particular case of X = X1 + Xm , these conditions are very simple, since
T j1+1, j2+1,..., jk+1,n− j1− j2−···− jk+1 ≡ 0,
except for j1 + 1 = j2 + 1 = · · · = jk + 1 = n − j1 − · · · − jk + 1 = m, that is, n = (k + 1)(m − 1). The following corollary
provides conditions of isochronicity for these vector ﬁelds.
Corollary 1.4. The origin of (1.1)with X = −y∂x + x∂y + Xm is an isochronous centre if and only if the projection into C( j+1)(m−1)+1
of D j is zero for every j, where D j ∈ H( j+1)(m−1)+1 is deﬁned by
D1 = Xm,
D j =
[Xm, L−1(D j−1)], j  2.
Finally, if moreover the vector ﬁeld is uniformly isochronous (i.e. it has constant angular velocity), Xm = Hm−1(x∂x + y∂y)
with Hm−1 homogeneous polynomial of degree m − 1 in the variables x and y, it has that L−1(D1) = Km−1(x∂x + y∂y),
with Km−1 homogeneous polynomial of degree m − 1. In this case
D2 =
[
Hm−1(x∂x + y∂y), Km−1(x∂x + y∂y)
]≡ 0,
and so D j ≡ 0, for all j  2. Therefore, it has the following result.
Corollary 1.5. Let (1.1) be with X = −y∂x + x∂y + Hm−1(x∂x + y∂y). It holds:
(i) if m is even, the origin is an isochronous centre,
(ii) if m is odd, the origin is an isochronous centre if and only if Hm−1(x∂x + y∂y) ∈ Rm.
A similar result is given in Conti [8].
Next, we introduce the concept of an isochronous section of a monodromic point, which helps us to analyze several
geometric aspects of vector ﬁeld (1.1) whose origin is an isochronous point. For every (x, y) ∈ R2, the ﬂow of vector ﬁeld (1.1)
is denoted by ΦX (t; x, y).
Deﬁnition 1.6. An isochronous section of (1.1) at O is a smooth curve η, transversal to X , deﬁned in [0,1), verifying
η(0) = O , η′(0) ∈ R2 \ {(0,0)} and such that:
(i) given s ∈ (0,1), there exists s¯ ∈ (0,1) with ΦX (2π ;η(s)) = η(s¯),
(ii) for every t ∈ (0,2π), s ∈ (0,1), it has that ΦX (t;η(s)) /∈ {η(s), s ∈ (0,1)}.
This deﬁnition is more demanding than the one given by Sabatini [20] and used in Giné and Grau [11], since we also
impose that the curve arrives at origin with deﬁned direction and the return time is 2π .
The following result relates the concepts of isochronous point, normalized vector ﬁeld and isochronous sections at origin.
Theorem 1.7. The origin is an isochronous point of (1.1) if and only if there exists a smooth vector ﬁeld Y = x∂x + y∂y + O(2) such
that [X ,Y] = μY , where μ is a smooth scalar function with μ(O ) = 0, i.e. Y is a normalized vector ﬁeld by X .
Moreover, every orbit of Y contained in a neighbourhood of O is an isochronous section of (1.1) at the origin.
Theorem 1.7 is proved in Section 3 (the ﬁrst part of this theorem is proved in [5]; for completeness, we have also
included its demonstration). We emphasize that the vector ﬁeld Y is not unique. We give the following relation between
two normalized vector ﬁelds by X .
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(i) If Y1 = x∂x + y∂y + O(2) and Y2 = x∂x + y∂y + O(2), are normalized vector ﬁelds by X , then Y1 = αY2 , where α is a smooth
scalar function with α(O ) = 1.
(ii) If Y1 = αY2 where α is a smooth scalar function with α(O ) = 1 and Y1 is a normalized vector ﬁeld by X , then Y2 is also
a normalized vector ﬁeld by X .
Corollary 1.8 is proved in Section 3. The following result shows that if O is a focus, the study of its isochronicity is
reduced to prove the existence of a normalized vector ﬁeld up to certain order. So, in such a case, the problem is easier
than if O were a centre.
Theorem 1.9. Let O be a weak focus of order r of (1.1). O is an isochronous focus if and only if there exists a polynomial vector ﬁeld Yp
of degree 2r + 1 of the form Yp = x∂x + y∂y + O(2) such that [X ,Yp] = μpYp + O(2r + 2), where μp is a polynomial of degree 2r
with μp(O ) = 0, i.e. Yp is a normalized vector ﬁeld by X up to order 2r + 1.
Theorem 1.9 is proved in Section 3. Now, we offer a similar result to the one obtained in [11].
Theorem 1.10. The origin is an isochronous point of (1.1) if and only if (1.1) has an inﬁnite number of isochronous sections.
Moreover, if the origin is a focus, it has that:
(a) the isochronous sections are disjoint two-to-two and they ﬁll a neighbourhood of the origin,
(b) given a non-zero vector, there is a unique isochronous section which arrives at the origin with that direction.
Theorem 1.10 is proved in Section 3.
The remainder of the paper is organized as follows. In the second section, we show several applications. We determine
the weak isochronous foci for quadratic systems and systems with cubic non-linearities. We calculate the azimuthal con-
stants of a three-parameter family of Rayleigh equations. That allows us to prove that there are systems of the family whose
return time has four local critical points. We show a class of reduced Kukles systems with an isochronous point (ﬁnding
a normalized vector ﬁeld) and obtain the ﬁrst terms of the isochronous section of derivative one at origin. Finally we prove
the theorems in the last section.
2. Applications
2.1. Quadratic isochronous points
The quadratic systems can be transformed by means of a rotation of axis into the form provided by Bautin [6],
x˙ = −y + λx− λ3x2 + (2λ2 + λ5)xy + λ6 y2,
y˙ = x+ λy + λ2x2 + (2λ3 + λ4)xy − λ2 y2. (2.4)
He found the weak foci and their orders, and their centres.
Later, Loud [15] obtained their isochronous centres. The following result completes the work of Loud, characterizing the
isochronous foci of (2.4) and their orders.
Theorem 2.1. The origin of system (2.4) is an isochronous focus if and only if one of the following ﬁve series of conditions holds:
(i) λ = 0 (strong focus).
(ii) λ = 0, λ5 = 0, λ3 = λ6, (λ5 + 4λ2)2 = −λ24 − 18λ23 − 10λ26 − 9λ3λ4 + 12λ3λ6 + λ4λ6  0 (weak focus of order 1).
(iii) λ = 0, λ5 = 0, λ3 = λ6, λ6 = 0, λ4 = 6(λ6 − λ3), λ2 = 0, λ6(3λ3 − 5λ6) = 2λ22 (weak focus of order 2).
(iv) λ = 0, λ5 = 0, λ3 = λ6, λ6 = 0, λ4 = 0, λ2 = 0, 14λ4 = 55λ6 − 71λ3 + sgn(λ6)
√
1065λ26 − 1650λ3λ6 + 841λ23 , with
λ3 > 4λ6 if λ6 > 0 or λ3 < 4λ6 if λ6 < 0 (weak focus of order 2).
(v) λ = 0, λ5 = 0, λ3 = λ6, λ6 = 0, λ4 = 0, λ2 = 0, 14λ4 = 55λ6 − 71λ3 − sgn(λ6)
√
1065λ26 − 1650λ3λ6 + 841λ23 , with
(15 − √105 )λ6 < 4λ3 < (15 +
√
105 )λ6 if λ6 > 0, or (15 +
√
105 )λ6 < 4λ3 < (15 −
√
105 )λ6 if λ6 < 0 (weak focus of
order 2).
Moreover, there is not an isochronous focus of order greater than or equal to three.
Theorem 2.1 is proved in Section 3. As a consequence, it has that an isochronous focus of system (2.4) with order greater
than two is an isochronous centre.
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The cubic systems centre-focus type without quadratic terms can be written by means of a rotation of axes in the
following form given by Sibirskii [21],
x˙ = −y + λx+ (μ3 − μ1 − μ2)x3 + (3μ5 − μ4)x2 y + (3μ2 − 3μ1 − 2μ3 + μ6)xy2 + (μ7 − μ5)y3,
y˙ = x+ λy + (μ5 + μ7)x3 + (3μ1 + 3μ2 + 2μ3)x2 y + (μ4 − 3μ5)xy2 + (μ1 − μ2 − μ3)y3. (2.5)
He gave the weak foci and their orders, and their centres.
Later, Pleshkan [17] found the systems (2.5) with an isochronous centre at the origin. We now give the systems whose
origin is a weak isochronous focus and their orders.
Theorem 2.2. The origin of system (2.5) is an isochronous focus if and only if one of the following ﬁve series of conditions holds:
(i) λ = 0 (strong focus).
(ii) λ = μ4 = 0, μ6 = 0 (weak focus of order 1).
(iii) λ = μ4 = μ6 = 0, (4μ1 + μ3)(6μ1 − μ3) = −6(μ22 + μ25 + μ27), μ3 = 0, μ7 = 0 (weak focus of order 2).
(iv) λ = μ4 = μ6 = 0, μ7 = 0, μ5 = 0, (4μ1 + μ3)(6μ1 − μ3) = −6μ22, μ3 = 0, μ1 = 0, μ2 = 0 (weak focus of order 3).
(v) λ = μ4 = μ6 = 0, μ7 = 0, μ3 = −24μ1, μ22 + μ25 = 100μ21, μ3 = 0, μ1 = 0, μ2 = 0 (weak focus of order 3).
Moreover, there is not an isochronous focus of order greater than or equal to four.
Theorem 2.2 is proved in Section 3. As a consequence, an isochronous focus of system (2.5) with order greater than three
is an isochronous centre.
2.3. A three-parameters family of Rayleigh equations with four local critical periods
Aside from its interest in physical applications, the study of the period function is essential for approaching some prob-
lems of differential equations. So, for instance, the monotonicity of the period function is strictly related to the existence
and uniqueness of solutions of some boundary values, bifurcation or perturbation problems.
Our following application shows how the calculation of the azimuthal coeﬃcients of a normal form of the system allows
us to solve the problem of determining the number of local critical points of the period function (local critical periods) which
can appear by perturbation of a system in the neighbourhood of a centre.
Let us consider the family of second order differential equations, so-called Rayleigh equations, x¨ + h(x˙) + x = 0, where
h(x) = a2x2 +a4x4 +a6x6. Each differential equation of the family will be denoted by R(a2,a4,a6). It is easy to prove that O
is a centre of R(a2,a4,a6), for all a2,a4,a6 real numbers. We have the following result.
Theorem 2.3. The following properties hold:
(i) There are, at the most, four critical periods of the family R(a2,a4,a6) in a neighbourhood of the origin, for (a2,a4,a6) = (0,0,0).
(ii) Moreover, given a neighbourhood of the origin, there are values a2,a4,a6 ∈ R such that R(a2,a4,a6) has exactly four critical
periods in a neighbourhood of the origin.
Theorem 2.3 is proved in Section 3. The azimuthal constants have been obtained by using Theorem 1.3.
2.4. An example of an isochronous focus of a cubic Kukles system
We consider the following family of cubic Kukles systems depending on the parameters a1 and b2,
x˙ = −y,
y˙ = x+ a1
(
x2 + y2)+ a21(x2 + 5y2)x+ b2(x2 + y2)y, (2.6)
with a1b2 = 0. The ﬁrst radial coeﬃcient for this family is α3 = b2. Hence, when b2 > 0 the origin is an unstable weak focus
and when b2 < 0 the origin is a stable weak focus. We have the following result.
Theorem 2.4. The family (2.6) has a weak isochronous focus at the origin. The isochronous section of derivative 1 is
η(x) = x−
(
3
8
a21 +
1
4
b2
)
x3 + O(4).
Theorem 2.4 is proved in Section 3.
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This ﬁrst result shows two properties of the Lie bracket of two vector ﬁelds, which are easily obtained.
Lemma 3.1. Let HRi = {Pi−1(x∂x + y∂y) ∈ Hi, deg(Pi−1) = i − 1, i  1}. The following properties hold:
(a) if [−y∂x + x∂y,Ui+2] ∈ HRi+1 then Ui+2 ∈ HRi+2 ,
(b) if Ui ∈ HRi , V j ∈ HRj then [Ui, V j] ∈ HRi+ j−1 .
We now provide some properties of the Poincaré–Dulac normal form of (1.1). We will use Lemmas 3.2 and 3.3 in order
to prove Theorem 1.2.
In what follows, we denote by φ∗ and φ∗ the push-forward and pull-back deﬁned by the smooth diffeomorphism φ,
respectively (see [16]).
Lemma 3.2. Let Xˆ = (0,1)C1 + (α2r+1,0)C2r+1 + F with α2r+1 = 0 and F a smooth function of order greater than 2r + 1. Then, Xˆ is
smoothly conjugated to a smooth vector ﬁeld of the form (0,1)C1 +
∑
ir(α2i+1,0)C2i+1 , with α2i+1 ∈ R.
Proof. From (3.7), the Lie transform whose generator is U = U2k+1 = (0, B)C2k+1 , with k  1, transforms Xˆ into φU∗ Xˆ ,
which is also in normal form, since [Xˆ2i+1,U2k+1] ∈ C2k+2i+1.
As U2k+1 ∈ C2k+1 = Ker L2k+1, we have that the degree of [Xˆ ,U ] is greater than or equal to 2k + 2r + 1. Therefore the
transformed vector ﬁeld remains unaltered up to order 2k + 2r − 1, and the term of order (2k + 2r + 1) is Xˆ2k+2r+1 +
[Xˆ2r+1,U2k+1], that is (α2k+2r+1, β2k+2r+1 − 2kBα2r+1)C2k+2r+1 . Thus, taking B = β2k+2r+12kα2r+1 , the (k + r)th azimuthal constant
of φU∗ Xˆ is annihilated.
Making successive changes of variables over Xˆ and by Borel’s Theorem (see [14]), we can assert that there exists
a smooth diffeomorphism φ such that
φ∗Xˆ = (0,1)C1 +
∑
ir
(α2i+1,0)C2i+1 + Fˆ ,
where Fˆ is a smooth function in a neighbourhood of the origin and ﬂat in O .
By Tokarev [24], there exists a smooth diffeomorphism ψ such that
ψ∗φ∗Xˆ = (0,1)C1 +
∑
ir
(α2i+1,0)C2i+1 + f¯
(
x2 + y2)(1,0)C1 + g¯(x2 + y2)(0,1)C1
where f¯ , g¯ are smooth functions in a neighbourhood of 0 and ﬂat in 0.
Using polar coordinates, ψ∗φ∗Xˆ has the expression
ψ∗φ∗Xˆ =
(
rS
(
r2
)+ r f¯ (r2))∂r + (1+ g¯(r2))∂θ
where S(r2) = ∑ir α2i+1r2i . By Takens [23], there is a smooth change of variables ϕ of the form (r, θ) → ϕ(r, θ) =
(r + ϕ¯(r2), θ) such that
ϕ∗ψ∗φ∗Xˆ = rS
(
r2
)
∂r +
(
1+ h(r2))∂θ
where h is a smooth function in a neighbourhood of 0 and ﬂat in 0.
Finally, we complete the proof, by performing the smooth change (r, θ) → (r, θ + G(r2)) where G is the smooth function
and ﬂat in 0 given by G(z) = − ∫ z0 h(z¯)S(z¯2) dz¯. 
The following lemma provides a normal form of the vector ﬁelds with constant angular speed.
Lemma 3.3. Let X = (0,1)C1 +H(1,0)C1 with H a smooth scalar function in a neighbourhood of the origin. X is smoothly conjugated
either to (0,1)C1 or to a smooth vector ﬁeld of the form (0,1)C1 +
∑
ir(α2i+1,0)C2i+1 with α2i+1 ∈ R and α2r+1 = 0.
Proof. From Lemma 3.1, the generator U which transforms X into Xˆ = φU∗X can be chosen such that Ui ∈ HRi and Xˆi ∈ HRi
too.
So, if all Xˆi are zero, X is smoothly conjugated to (0,1)C1 . Otherwise, X is smoothly conjugated to (0,1)C1 +∑
ir(α2i+1,0)C with α2r+1 = 0. 2i+1
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φ∗X takes the form −y∂x + x∂y + H(x∂x + y∂y) where H is a scalar smooth function. From Lemma 3.3, we have λ = 0,
α3 = · · · = α2r−1 = 0, α2r+1 = 0 and β2i+1 = 0, for all i. In particular, the ﬁrst r azimuthal coeﬃcients are zero.
(ii) ⇒ (i) From Lemma 3.2, we have that there exists a normal form of X whose azimuthal coeﬃcients are zero. That is,
O is an isochronous focus of X . 
To prove Theorem 1.3 we will use the transformation theory based on Lie transforms, which provides an eﬃcient proce-
dure to obtain the expression of the transformed vector ﬁeld by means of a near-identity change of variables. Basically, this
theory consists of performing a change of variables φU (x, y) = u(x, y,1) where u is the unique solution of the initial-value
problem
∂
∂
u(x, y, ε) = U(u(x, y, ε)), u(x, y,0) = (x, y),
with U a smooth vector ﬁeld and U (O ) = O . The vector ﬁeld X is transformed into
Y = X + [X ,U ] + 1
2!
[[X ,U ],U]+ 1
3!
[[[X ,U ],U],U]+ · · · , (3.7)
see Algaba et al. [2]. The key in this approach is that, if X = X1 + X2 + · · · , Y = Y1 + Y2 + · · · and U = U2 + · · · , are their
decompositions into homogeneous polynomial in the variables x, y, respectively, for each k 1, we can determine Yk from
X1, . . . ,Xk; U2, . . . ,Uk−1, by deﬁning the sequence {Vk,l} by
Vk,0 = k!Xk+1, k 0,
Vk,l = Vk,l−1 +
k−l∑
j=0
(
k − l
j
)
[Vk− j−1,l−1,U j+2], 1 l k.
The above recurrent succession of vector ﬁelds satisﬁes k!Yk+1 = Vk,k , for all k 0. The computation of the above succession
can be accomplished by means of the Lie triangle:
V0,0
V1,0 V1,1
V2,0 V2,1 V2,2
.
.
.
.
.
.
.
.
.
. . .
Vk,0 Vk,1 Vk,2 · · · Vk,k
where each row can be computed from the previous rows. It is easy to see that the elements of the (k + 1)th row
can be written as Vk,l = Wk,l − Lk+1(Uk+1), where Wk,l only depends on U2, . . . ,Uk . In particular, k!Yk+1 = Vk,k =
Wk,k − Lk+1(Uk+1). So, we can choose Uk+1 to obtain a normal form up to order k + 1, see Algaba et al. [1].
Proof of Theorem 1.3. We are interested in computing α2r+1 and β2r+1 of vector ﬁeld (1.1), by assuming that λ = 0;
α2i+1 = β2i+1 = 0, i = 1, . . . , r − 1. Thereby, we make the following considerations:
The Lie transform which brings X to (0,1)C1 +
∑
ir(α2i+1, β2i+1)C2i+1 veriﬁes:
• the ﬁrst column of Lie triangle, up to order 2r, is
V0,0 = 0!X1, . . . , V2r−1,0 = (2r − 1)!X2r,
• from Vi,i = 0, 1 i  2r − 1, it has that the i-column, 2 i  2r − 1, up to order 2r are zero. Therefore, V i,1 = Vi,2 =
· · · = Vi,i = 0, 1 i  2r − 1.
In particular, the second column, up to order 2r + 1, is given by
V1,1 = X2 + [X1,U2],
V2,1 = 2!X3 + [X2,U2] + [X1,U3],
V3,1 = 3!X4 + 2[2!X3,U2] + 2[X2,U3] + [X1,U4].
So, Vn,1, 1 n 2r, is
Vn,1 = (n − 1)!
(
nXn+1 +
n∑ 1
(i − 1)! [Xn+1−i,Ui+1]
)
.i=1
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V c2r,1 ∈ C2r+1, we have that
(α2r+1, β2r+1)C2r+1 = V c2r,1.
Basically, to obtain the expression (1.3), it is enough to take into account, on the one hand, that for each j, with
2 j  2r, by means of a recursive procedure we obtain U j verifying
L j(U j) = ( j − 2)!
(
( j − 1)X j +
j−2∑
i=1
1
(i − 1)! [X j−i,Ui+1]
)
on the other hand, that
(α2r+1, β2r+1)C2r+1 = ProyC2r+1
(
(2r)X2r+1 +
2r−1∑
i=1
1
(i − 1)! [X2r+1−i,Ui+1]
)
. 
Proof of Theorem1.7. We prove the ﬁrst part. We assume that O is an isochronous point of (1.1). Then there exists a smooth
change of variables φ with Dφ(O ) = I such that φ∗X = −y∂x + x∂y + H(x∂x + y∂y) where H is a smooth scalar function.
The vector ﬁeld x∂x + y∂y veriﬁes [φ∗X , x∂x + y∂y] = μ(x∂x + y∂y) with μ(x, y) = (xHx + yH y)H(x, y), where Hx , Hy
stand the partial derivatives of H . Therefore, the smooth vector ﬁeld φ∗(x∂x + y∂y) veriﬁes[X , φ∗(x∂x + y∂y)]= νφ∗(x∂x + y∂y)
with φ∗(x∂x + y∂y) = x∂x + y∂y + O(2) and ν(O ) = 0.
Conversely, from the Sternberg’s Theorem [22], the vector ﬁeld Y is linearizable, then there exists a change of variables
(x, y) → ψ(x, y) = (x, y) + O(2) such that ψ∗Y = x∂x + y∂y . Thus, [ψ∗X , x∂x + y∂y] = σ(x∂x + y∂y). Therefore, ψ∗X trans-
forms every ray of the origin Rξ = {(r, ξ), θ = ξ} in other ray of the origin R ξ¯ , that is ψ∗X has constant angular speed.
Now we undertake the second part. The change of variables φ which brings X into φ∗X = −y∂x + x∂y + H(x∂x + y∂y),
brings Y into φ∗Y = x∂x + y∂y + O(2). From Sternberg [22], φ∗Y is linearizable. Also it is easy to prove that the change of
variables ϕ which transforms φ∗Y into ϕ∗φ∗Y = (1+ α)(x∂x + y∂y), where α is a smooth scalar function with α(0,0) = 0,
can be chosen radial. Thus, ϕ∗φ∗X = −y∂x + x∂y + K (x∂x + y∂y). The trajectories of ϕ∗φ∗Y (straight-lines passing by O ) are
isochronous sections of ϕ∗φ∗X . So, the orbits of Y are isochronous sections of vector ﬁeld (1.1). 
Proof of Corollary 1.8. (i) From Theorem 1.7, the orbits of Y1 and Y2 are isochronous sections of X which ﬁll a neighbour-
hood of the origin. Therefore Y1 and Y2 have the same orbital structure at O , thus Y1 = αY2, where α is a smooth scalar
function with α(0,0) = 1.
(ii) From Theorem 1.7, the statement easily follows since under such conditions the orbits of Y2 also are isochronous
sections of X . 
Proof of Theorem 1.9. The suﬃcient condition is deduced from Theorem 1.7.
To prove the necessary condition, we impose the existence of Yp a smooth normalized vector ﬁeld by X up to order
2r + 1, i.e. J 2r+1[X ,Yp] = μpYp , where J k f denotes the k-jet of f at origin.
As the origin of vector ﬁeld (1.1) is a weak focus of order r, there exists a smooth near-identity change φ such that φ∗X
takes the form φ∗X = Xˆ = (0,1)C1 +
∑
i1(α2i+1, β2i+1)C2i+1 with α3 = α5 = · · · = α2r−1 = 0, α2r+1 = 0, and φ∗Yp = Wˆ =
(1,0)C1 +· · ·. Moreover, it has that J 2r+1[Xˆ ,Wˆ] = μˆWˆ , with μˆ(O ) = 0. Writing Xˆ = Xˆ1+ Xˆ2+· · · and Wˆ = Wˆ1+Wˆ2+· · ·
with Xˆi and Wˆi homogeneous polynomial vector ﬁelds of order i  1 and μˆ = μˆ1 + μˆ2 + · · ·, with μˆi homogeneous
polynomial of order i  1, we have
1. [Xˆ1,Wˆ1] ≡ 0,
2. [Xˆ1,Wˆ2] = μˆ1Wˆ1. From Lemma 3.1, this leads to Wˆ2 ∈ HR2 .
In a similar way, for order 2i we have Wˆ2i ∈ HR2i , for i  r.
3. [Xˆ1,Wˆ3] + [Xˆ3,Wˆ1] = μˆ1Wˆ2 + μˆ2Wˆ1. Then
L3(Wˆ3) = 2β3
(
x2 + y2)(0,1)C1 − μˆ1Wˆ2 − μˆ2Wˆ1.
Projecting the above equality onto the range of L3 and onto C3, we deduce that β3 = 0, and hence Wˆ3 ∈ HR3 .
4. Analogously, taking into account the (2i + 1)th order terms of [Xˆ ,Wˆ], we have that β2i+1 = 0, Wˆ2i+1 ∈ HR2i+1, for
i  r − 1.
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[Xˆ1,Wˆ2r+1] + [Xˆ2r+1,Wˆ1] =
2r∑
j=1
μˆ jWˆ2r+1− j,
that is, L2r+1(Wˆ2r+1) = 2r(α2r+1, β2r+1)C2r+1 +
∑2r
j=1 μˆ jWˆ2r+1− j . Then β2r+1 = 0.
Thus, from Theorem 1.2, the origin is a weak isochronous focus. 
Proof of Theorem1.10. By deﬁnition, there is a diffeomorphism φ such that φ∗X has constant angular velocity. The ray Rξ =
{(r, ξ), θ = ξ} is an isochronous section of φ∗X . Therefore, the curve counter-images of the ray, φ−1(Rξ ) is an isochronous
section of (1.1), for every ξ ∈ [0,2π ].
These curves are transversal to the vector ﬁeld and their derivatives are equal to the derivatives of the rays. Moreover, in
the case of a focus, these curves are disjoint, since, by Theorem 1.7, they are different trajectories of a smooth vector ﬁeld.
Now, we prove the suﬃcient condition. Let η be an isochronous section, verifying η′(0) = (1,0).
The curve ηξ : [0,1) → R2 deﬁned by ηξ (s) = ΦX (ξ ;η(s)) is a transversal isochronous section of (1.1) at O , for every
ξ ∈ [0,2π).
We deﬁne the function Ψ (ξ, s) = ΦX (ξ ;η(s)), ξ ∈ [0,2π), s ∈ (0,1). We have
∂
∂ξ
Ψ (ξ, s) = ∂
∂ξ
ΦX
(
ξ ;η(s))= X (ΦX (ξ ;η(s))= X (ηξ (s)),
∂
∂s
Ψ (ξ, s) = ∂
∂s
ΦX
(
ξ ;η(s))= η′ξ (s) · η′(s).
Thus, |DΨ (t, s)| = X (ηξ (s)) ∧ η′ξ (s) = 0, by transversality. Therefore Ψ is a diffeomorphism. Also, Ψ∗X veriﬁes
ΦΨ∗X (ξ ; Rt) = Rξ+t .
So, Ψ∗X is a uniformly isochronous focus, therefore X has an isochronous focus at O . 
Proof of Theorem 2.1. If λ = 0, then (2.4) is a strong focus which is smoothly linearizable, see Sternberg [22]; therefore,
O is an isochronous focus (case (i)).
The ﬁrst radial coeﬃcient is α3 = −λ5(λ3 − λ6). So, the systems (2.4) whose origin is an isochronous focus of order 1,
must hold λ = 0, λ3 = λ6, λ5 = 0. Under these conditions, it has β3 = 124 (r − (λ5 + 4λ2)2), with
r := r(λ3, λ4, λ6) = −λ24 − 18λ23 − 10λ26 − 9λ3λ4 + 12λ3λ6 + λ4λ6.
Therefore β3 = 0 if and only if r = (λ5 + 4λ2)2 (case (ii)).
We now obtain systems (2.4) whose origin is a weak isochronous focus of order 2. By imposing α3 = 0, it has that
α5 = λ2λ4(λ3 − λ6)(λ4 + 5λ3 − 5λ6).
That is, from Theorem 1.2, such systems must verify
λ = λ5 = 0, λ2 = 0, 0 = λ4 = 5(λ6 − λ3) = 0,
and β3 = β5 = 0. In this case r = 16λ22 > 0 and
β5 = 1
768
(λ3 − λ6)(λ4 + 6λ3 − 6λ6)Σ(λ3, λ4, λ6)
where Σ(λ3, λ4, λ6) = 70λ26 − 220λ6λ3 − 55λ6λ4 + 150λ23 + 71λ3λ4 + 7λ24.
If λ6 were zero, we would have
r = −(3λ3 + λ4)(6λ3 + λ4), β5 = − 1
768
λ3(50λ3 + 7λ4)r.
As λ3 = 0 and r > 0, β5 = 0 only if λ4 = −50/7λ3; in this case, r is negative. Therefore, without loss of generality, we can
assume that λ6 = 0.
The azimuthal coeﬃcient of order 2, β5, is zero if and only if either λ4 = 6(λ6 − λ3) or Σ(λ3, λ4, λ6) = 0.
In the ﬁrst case, that is λ4 = 6(λ6 − λ3), it has r = 8λ6(3λ3 − 5λ6), therefore if also λ6(3λ3 − 5λ6) = 2λ22, the origin is
a weak isochronous focus of order 2 (case (iii)).
In the second case, Σ(λ3, λ4, λ6) = 0, O is a weak isochronous focus of order 2 if and only if λ3, λ4 and λ6 also verify
r(λ3, λ4, λ6) > 0. Making λ¯3 = λ3λ6 , λ¯4 =
λ4
λ6
we have
Σ(λ3, λ4, λ6) = λ26Σ¯(λ¯3, λ¯4), r(λ3, λ4, λ6) = λ26r¯(λ¯3, λ¯4),
therefore O will be isochronous focus on the region where λ¯3 and λ¯4 verify Σ¯(λ¯3, λ¯4) = 0 and r¯(λ¯3, λ¯4) > 0.
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√
105 ),
− 14 (85+ 7
√
105 )) and P2( 14 (15−
√
105 ),− 14 (85− 7
√
105 )). The point P0 is on the branch of Σ¯
14λ¯4 = 55− 71λ¯3 + sgn(λ6)
√
1065− 1650λ¯3 + 841λ¯23
and P1, P2 are on the branch
14λ¯4 = 55− 71λ¯3 − sgn(λ6)
√
1065− 1650λ¯3 + 841λ¯23.
Studying the relative position of both conics, it leads to the cases (iv) and (v).
Finally, we compute the systems (2.4) whose origin is a weak isochronous focus of order 3. It has that
v7 = −λ2λ4(λ3 − λ6)2
(
λ3λ6 − 2λ26 − λ22
)
.
So, it arrives at
λ = λ5 = 0, λ4 = 5(λ6 − λ3) = 0, λ22 = λ6(λ3 − 2λ6).
Under these conditions, also it must hold β3 = β5 = β7 = 0. In this case, β3 is zero if and only if 8λ22 = λ23 + 6λ6λ3 − 15λ26.
Substituting λ22 in β5 it has β5 = − 5128 (λ3 − λ6)4, which is non-zero. Therefore, O cannot be a weak isochronous focus of
order 3. 
Proof of Theorem 2.2. If λ = 0 the system (2.5) is a strong focus which is smoothly linearizable (see [22]); therefore, O is
an isochronous focus (case (i)).
Now, we assume that λ = 0. The ﬁrst radial constants, up to a positive factor, are
α3 = μ6,
α5 = −μ3μ7, if α3 = 0,
α7 = μ3μ2μ1, if α3 = α5 = 0,
α9 = μ23μ2μ4, if α3 = α5 = α7 = 0,
α11 = −μ23μ2
[
4
(
μ22 + μ25
)− μ23], if α3 = α5 = α7 = α9 = 0,
α2k+1 = 0, k 6, if α2i+1 = 0, i = 1,2,3,4,5.
The ﬁrst azimuthal constant is, up to a positive factor, β3 = μ4. Therefore, from Theorem 1.2, O is a weak isochronous focus
of order 1 if and only if μ4 = 0, μ6 = 0 (case (ii)).
The system (2.5) has a weak focus of order 2 at the origin if α3 = 0 and α5 = 0, i.e. μ6 = 0, μ7 = 0, μ3 = 0, and it will
be isochronous if also β3 = β5 = 0, that is μ4 = 0 and in this case,
β5 = −1
8
[
6
(
μ22 + μ25 + μ27
)+ (4μ1 + μ3)(6μ1 − μ3)]
is zero (case (iii)).
From the expression for α5 and α7 we have that O is focus of order 3 if and only if μ6 = μ7 = 0, μ1 = 0, μ2 = 0 and
μ3 = 0. In this case, O is an isochronous focus if β3 = 0 (i.e. μ4 = 0) and
β5 = −1
8
[
6
(
μ22 + μ25
)+ (4μ1 + μ3)(6μ1 − μ3)],
β7 = − 5
16
μ1μ5(μ3 + 24μ1)
are zero.
If μ5 = 0, then (4μ1 + μ3)(6μ1 − μ3) = −6μ22 holds (case (iv)), and if μ3 = −24μ1 we have that μ22 + μ25 = 100μ21
(case (v)).
The origin is a weak focus of order 4 if it veriﬁes α3 = α5 = α7 = 0 and α9 = 0, that is μ6 = μ7 = μ1 = 0, μ4 = 0,
μ2 = 0 and μ3 = 0. So, O cannot be isochronous since β3 = 0 only if μ4 = 0.
Finally, we compute the systems whose origin is a weak isochronous focus of order ﬁve. They must verify
μ6 = μ7 = μ1 = μ4 = 0, μ2 = 0, μ3 = 0, μ23 = 4
(
μ22 + μ25
)
,
and μ4 = 0 (β3 = 0); μ23 = 6(μ22 + μ25) (β5 = 0). This contradicts that μ3 = 0. Therefore, there is not a weak isochronous
focus of order 5. 
Proof of Theorem 2.3. A plane differential system associated to the Rayleigh equations R(a2,a4,a6) is the Liénard system
x˙ = −y, y˙ = x+ a2 y2 + a4 y4 + a6 y6. (3.8)
An analysis on the monotonicity of the period function of a Liénard system can be seen in [19].
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If we denote by r(θ,ρ) the periodic solution, expressed in polar coordinates, such that r(0,ρ) = ρ , where ρ is small
enough, the period T (ρ) of this periodic orbit is an analytic function of the form T (ρ) = 2π +∑∞n=1 Tnρ2n , see [3,9]. The
constants Tn are called period constants of system (3.8).
Algaba et al. [3], provide a relation between the period constants and the azimuthal coeﬃcients of a normal form of the
system. Concretely,
Tn = 2π
∑
n1+···+nl=2n
ni even, l1
(−1)lβn1+1 · · ·βnl+1.
Thus, Tn = −2πβ2n+1 if the above period constants, Ti , i = 1, . . . ,n − 1, are zero.
The ﬁrst azimuthal coeﬃcients of (3.8) are
β3 = −1
6
a22,
β5 = − 13
144
a42 −
1
3
a2a4,
β7 = − 6937
77760
a62 −
2711
4320
a4a
3
2 −
5
16
a6a2 − 7
40
a24,
β9 = − 71053
746496
a82 −
154129
155520
a4a
5
2 −
239
270
a6a
3
2 −
1399
960
a24a
2
2 −
27
80
a4a6,
β11 = − 106311847
895795200
a102 −
60925411
38707200
a4a
7
2 −
212609
161280
a52a6 −
25518229
5806080
a24a
4
2 −
3825733
967680
a6a4a
2
2 −
297
1792
a26 −
111769
86400
a34a2.
If (a2,a4,a6) = (0,0,0), is an isochronous centre. Otherwise, by applying the Malgrange Theorem, to the equation T ′(ρ) = 0,
for 0 < ρ  1, we arrive at that 4 local critical periods, at the most, can bifurcate from the origin in the family R(a2,a4,a6).
We prove the second part. The system R(0,0,1) veriﬁes T1 = T2 = T3 = T4 = 0 and T5 = 0. If we take the following
perturbation of R(0,0,1),
a2 = 2n, a4 = −n, a6 = 1, n suﬃciently big,
it has that
β3 = −1
6
4n,
β5 = 48
144
3n + o(8n),
β7 = −
(
7
40
+ 5
16
)
2n + o(7n),
β9 = 27
80
n + o(6n),
β11 = − 297
1792
+ o(5n).
Taking n suﬃciently big, it has that 0 < |T1|  |T2|  |T3|  |T4|  |T5|, and the period constants alternate sign, then they
form a Sturm sequence. Therefore, we can assert that 4 critical points of the period function bifurcate from the origin. 
Proof of Theorem 2.4. The origin of (2.6) is a weak focus of order 1. The ﬁeld Yp = (x+ R)∂x + (y + S)∂y where
R = −a1
(
x2 + y2)− 1
4
a21x
(
5x2 + y2)− 1
2
b2 y
(
y2 + x2),
S = −1
4
a21 y
(
5x2 − 7y2)− 1
2
b2x
(
x2 + y2),
is a normalized vector ﬁeld up to order 3, i.e. [X ,Yp] = μYp + O(4) with μ = b2(x2 + y2). From Theorem 1.9, the origin
of (2.6) is a weak isochronous focus of order 1.
The expression of the isochronous section is obtained from (A.13), see Appendix A. 
Appendix A. Isochronous sections at the origin from a normalized vector ﬁeld
We assume that O is an isochronous focus of (1.1) and we know the expression of a normalized vector ﬁeld up to ﬁnite
order, (x+ R)∂x + (y + S)∂y with S of order greater than or equal to two.
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of the isochronous section η whose derivative at the origin is known. We will denote (t, η(t)), t ∈ [0,1), a parametrization
of this isochronous section, i.e. y = η(x).
Lemma A.1. Let η be isochronous section at the origin with η′(0) = A1 . If R(x, η(x)) =∑ j2 r jx j and S(x, η(x)) =∑ j2 s jx j , it has
that η(x) = A1x+ A2x2 + A3x3 + · · · where
A2 = s2,
A j = 1
j − 1
(
s j −
j−2∑
k=1
(k + 1)Ak+1r j−k
)
, j  3. (A.9)
Proof. The curve y = η(x) = A1x+ A2x2+ A3x3+· · · is the trajectory of (x+ R)∂x+ (y+ S)∂y with η′(0) = A1. So, y˙ = η′(x)x˙,
that is
η(x) + S(x, η(x))= η′(x)(x+ R(x, η(x))).
Therefore, it has that∑
j1
A jx
j +
∑
j2
s jx
j =
∑
j1
j A jx
j +
(∑
j0
( j + 1)A j+1x j
)(∑
j2
r jx
j
)
=
∑
j1
j A jx
j +
∑
j2
( j−2∑
k=1
(k + 1)Ak+1r j−k
)
x j .
We now offer a formula to obtain the coeﬃcients rm and sm from the expressions of R and S and A1, A2, . . . , Am−1.
Lemma A.2. Let η isochronous section at the origin be with η′(0) = A1 = 0. If R(x, y) = c20x2 + c11xy + c02 y2 + · · · , S(x, y) =
d20x2 + d11xy + d02 y2 + · · · and η(x) = A1x+ A2x2 + A3x3 + · · · , it has that R(x, η(x)) =∑ j2 r jx j and S(x, η(x)) =∑ j2 s jx j
with
rm = cm0 +
m−1∑
k=1
ck1Am−k +
m∑
j=2
m− j∑
k=0
ckjC
( j)
m−k− j+1, m 2, (A.10)
sm = dm0 +
m−1∑
k=1
dk1Am−k +
m∑
j=2
m− j∑
k=0
dkjC
( j)
m−k− j+1, m 2, (A.11)
where the constants C ( j)m are given by
C ( j)1 = A j1,
C ( j)m = 1
(m − 1)A1
m−1∑
k=1
(kj −m + k + 1)Ak+1C ( j)m−k, m 2. (A.12)
To prove Lemma A.2, we use the following result, which can be seen in [12].
Lemma A.3. If (
∑
m=1 Amxm) j = x j(
∑
m=1 C
( j)
m x
m−1), A1 = 0, j  2, it has that C ( j)m satisfy (A.12).
Proof of Lemma A.2. Rewriting R(x, η(x)) of the form
R(x, η(x)) = c20x2 + c11xη(x) + c02η(x)2 + c30x3 + c21x2η(x) + · · ·
= c20x2 + c30x3 + c40x4 + · · ·
+ c11xη(x) + c21x2η(x) + c31x3η(x) + · · ·
+ c02η(x)2 + c12xη(x)2 + c22x2η(x)2 + · · ·
= c20x2 + c30x3 + c40x4 + · · ·
+ (c11x+ c21x2 + c31x3 + · · ·)η(x)
+ (c02 + c12x+ c22x2 + · · ·)η(x)2 + · · ·
+ (c0n + c1nx+ c2nx2 + · · ·)η(x)n + · · · ,
and applying the above lemma, we arrive at (A.10). Analogously it has (A.11). 
576 A. Algaba, M. Reyes / J. Math. Anal. Appl. 355 (2009) 564–576To compute the isochronous section with derivative A1 at the origin, we use the following recursive procedure:
Step 1. Given A1, from (A.12), we calculate C
(2)
1 and from (A.10) and (A.11), we compute r2, s2; and from (A.9) we obtain A2.
Step 2. In general, given A1, A2, . . . , Ak , C
(n)
m with m  k − 1, 2  n  k, and (r2, s2), . . . , (rk, sk), from (A.12) we com-
pute C (k+1)m , m = 1, . . . ,k and C (n)k , n = 2, . . . ,k. From (A.10) and (A.11), we calculate rk+1, sk+1; and from (A.9) we
obtain Ak+1.
The coeﬃcients A2 and A3 are:
A2 = d20 + d11A1 + d02A21,
A3 = 1
2
c30 + 1
2
d11d20 − d20c20 +
(
1
2
d21 + 1
2
d211 + d02d20 − d20c11 − d11c20
)
A1
+
(
3
2
d11d02 + 1
2
d12 − d20c02 − d11c11 − d02c20
)
A21
+
(
d202 +
1
2
d03 − d11c02 − d02c11
)
A31 − d02c02A41. (A.13)
Recently, Guillamón and Huguet [13] have computed the isochronous sections near a limit cycle. 
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