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ABSTRACT 
A novel approach for feedback stabilization of a second-order model is proposed. 
Specifically, two nonmodal algorithms are described, and it is shown mathematically 
that under some mild assumptions on the damping matrix, the feedback matrix 
obtained by each algorithm indeed stabilizes a closed-loop system. The first algorithm 
requires the solution of a symmetric positive definite linear system and the inversion 
of a small matrix. A remarkable feature of this algorithm is that it does not require 
knowledge of the stiffness and damping for implementation, which makes it very 
feasible for practical application. The second algorithm requires the solution of a small 
linear least-squares problem and an estimate of the stability index, which can be 
obtained just by computing the extremal eigenvalues of the data matrices, which are 
symmetric for almost all practical applications. These minimal computational require- 
ments make the proposed algorithms suitable for practical implementations, even for 
large and sparse systems, using the state-of-the-art techniques of matrix computations. 
This is in sharp contrast with the traditional modal approach ordinarily used by 
practicing engineers, which requires the solution of a quadratic eigenvalue problem 
or, equivalently, the solution of a 2n X 2n generalized eigenvalue problem, and 
therefore may not be practical for very large and sparse problems. Besides the 
proposed algorithms, the paper also contains some mathematical results on the 
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bounds of the eigenvalues of a second-order pencil, which may be useful for 
investigating stability of second-order systems, and are of independent interest. 
1. INTRODUCTION 
The second-order model 
M%(t) + D%(t) + z&(t) = 0 (1.1) 
arises in a wide variety of practical applications such as in vibration and 
structural analysis. In these applications, the matrices M, D, and K are, 
respectively, the n X n mass, damping, and stiffness matrices; x(t) is the 
displacement vector; d(t) is the velocity vector; and 5(t) is the acceleration 
vector. In most applications, M, D, and K are symmetric, and furthermore, 
M is positive definite and K is positive semidefinite or definite. 
When a control force is applied to a structure modeled by the above 
equations, the system becomes 
M%(t) + D%(t) + Z&(t) = h(t), (1.2) 
where u(t) is the input (control) vector and the n x p matrix B is the input 
matrix. 
One of the major concerns for a control engineer is to maintain stability of 
the control system. If the system is not stable, then the engineer would like to 
choose the control variables u(t) in such a way that the resulting system is 
stable. If the system is stable, then it may be desirable to maintain some 
desired degree of stability. 
Suppose that the control variables are chosen as 
u(t) = -l?,x(t) - Fzi(t); (1.3) 
then the system (1.2) becomes 
M:(t) + (D + BF,)i(t) + (K + BF,)x( t) = 0. (1.4) 
The system (1.4) is called the closed-loop system, while (1.2) is called the 
open-loop system. The effect of the closed-loop control is therefore to modify 
the stiffness and damping parameters so that the unstable system becomes 
stable. 
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The problem of stabilizing a control system this way is called state-feedback 
stub&ution. There exist several variations of the problem. 
A usual approach to solve the problem is to use one of the several existing 
first-order eigenvalue assignment methods ([l, 3, 6, 8, 17, 181, etc.) applied to 
the standard first-order realization: 
i(t) =Az(t) + Z&(t), (1.5) 
where 
Z 
1 
-M-‘D ’ 
i= O 
[ 1 M-‘B ’ 
and 
z(t) = 
x(t) 
[ I i(t) . 
(1.6) 
(1.7) 
(1.8) 
A computational drawback with this approach is the requirement for the 
explicit computation of the system matrix A. When M is large and sparse 
(which is typically th e case in large-space-structure problems-see Balas [2]), 
the construction of M-’ will be computationally prohibitive. 
Note that there are other equivalent first-order realizations such as 
[ _; “b”]“= -; -:]x+ 
or 
again, 
a first-order a 2n X 2n 
n is In order the 
difficulties associated with the of first-order realizations, a 
engineering practice has to transform system (1.1) a reduced 
using the of simultaneous diagonalization (the so-called 
approach; see Joshi et [16], Bhaya DeSoer [4], 
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etc.), which does not require inversion of M. By using modal decomposition, 
one can transform the second-order system to a set of ti independent modal 
equations, each of which can be solved for feedback stabilization separately. 
This type of distributed feedback control is known as independent modal 
space control (IMSC). 
Alternatively, one can form a modal first-order realization for which the 
feedback stabilization problem can be solved almost trivially, exploiting the 
nice structure of the modal system matrix (for details, see Meirovitch et al. 
[16]). However, an implementation of this idea requires the solution of the 
quadratic eigenvalue problem 
(A'M + AD + K)x = 0. (1.9) 
Unfortunately, no numerically effective techniques exist for computing all the 
eigenvalues and eigenvectors of (1.9) in case M, D, and K are large and 
sparse. The state-of-the-art numerical techniques, such as the look-ahead 
Lanczos method applied to a symmetric indefinite first-order formulation by 
Parlett and Chen [2I], are capable of computing only a few of the extreme or 
intermediate eigenvalues, under the assumption that M, K, and D are all 
positive definite. In some cases, such as when D = 0, it is possible to reduce 
the quadratic eigenvalue problem to a first-order generalized symmetric 
definite eigenvalue problem. In this case also, however, the methods for 
computing the whole spectrum for large and sparse matrices are not well 
developed. This is an ongoing area of research (see Parlett and Chen [21] and 
Parlett [ZO]). 
Confronted with this difficulty, typically, in engineering practice, a few 
small eigenvalues (frequencies) are computed and these computed eigenval- 
ues are then stabilized by feedback, assuming that the higher-order eigenval- 
ues do not get destabilized in the process (see Joshi [12], Meirovitch et al. 
[16], Bhaya and Desoer [4]). Another approach that requires neither simulta- 
neous diagonalization nor any matrix inversion has been recently proposed by 
Juang and Maghami [13]. This approach, however, requires the singular-value 
decomposition or QR factorization of large matrices for each eigenvalue to be 
assigned, which are also computationally prohibitive for large and sparse 
matrices. 
In this paper, we propose two nonmodal algorithms for feedback stabiliza- 
tion. The first algorithm requires no knowledge of eigenvalues and eigenvec- 
tors. The computational requirements of this algorithm are (1) the solution of 
a symmetric positive definite linear system and (2) the inversion of a small 
matrix. A remarkable feature of this algorithm is that it does not require 
knowledge of the stiffness matrix K and the damping matrix D at all for its 
implementation, making the algorithm feasible for practical use. Note that in 
practice only the mass matrix and possibly a part of the stiffness matrix are 
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known. The damping matrix D is not known a priori; it is estimated. The 
algorithm is thus robust. Moreover, the algorithm is designed to exploit the 
special properties of the mass matrix, such as symmetry, positive definiteness, 
and sparsity. We consider this algorithm as a major contribution in the area. 
The other algorithm requires an estimate of a number u, called the 
stability index, such that A + al is positively stable. To this end, we present 
two computable upper bounds on Ih(, where A is an eigenvalue of A. The 
main point of these results is that these bounds can be computed by finding 
only the extreme eigenvalues of data matrices which are symmetric, and for 
which there exist established procedures, even for large and sparse matrices, 
such as the symmetric Lanczos eigenvalue method or the power method 
(Parlett [20], Golub and Van Loan [ll]). The other requirement of this 
algorithm is the solution-or the least-squares solution-of a linear system. 
While the first algorithm shifts the eigenvalues to the left half plane, it is 
not known a priori where in the left half plane the eigenvalues are placed; on 
the other hand, the second algorithm shifts the eigenvalues by an arbitrarily 
chosen number, and then, in particular, when it is used as a feedback 
stabilization algorithm, as soon as the stability index is estimated, it is known 
a priori where in the left half pl ane the eigenvalues will be. Since there are 
now well-established procedures-such as the preconditioned conjugate gra- 
dient [ll, 231, sym me t ric Lanczos with reorthogonalization [5, 191, and others 
for solution of large and sparse symmetric positive definite systems, and the 
symmetric Lanczos, block Lanczos, and power method (Parlett [20], Golub 
and Van Loan [ll]) for estimating the extremal eigenvalues-the proposed 
methods are, in particular, well suited for very large and sparse second-order 
systems. 
The proof of the first algorithm is based on an expression (Lemma 2.1) for 
the real parts of the eigenvalues of a second-order pencil, from which easily 
follow the two well-known results on stability (or instability) of a second-order 
system. Lemma 2.1 and the eigenvalue bounds (Theorems 3.1 and 3.2) are 
really results on the stability analysis of a second-order system, and are thus 
of independent interest. 
In the case when the system is already asymptotically stable (as when the 
matrices M, K, and D are all symmetric positive definite), the proposed 
algorithms can be used to modify stiffness and damping so that the system 
still remains stable, possibly making it more stable. 
2. THE PROPOSED NONMODAL ALGORITHMS FOR 
FEEDBACK STABILIZATION 
In structures with insufficient damping, unwanted vibrations can hamper 
the performance of the system-e.g., an antenna in outer space should point 
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with precision toward its target on earth (Joshi [ 121). This and other engineer- 
ing problems where vibrations need to be damped out can be solved through 
the use of feedback stabilization. 
In this section, we describe our proposed algorithms for feedback stabi- 
lization. While the first algorithm merely stabilizes the system, the second 
algorithm shifts the spectrum by an arbitrarily chosen number. For the latter, 
we formulate and solve the problem as the state-feedback stabilization 
problem for the standard first-order realization. However, the method does 
not require the explicit formation of the first-order system matrix A. The 
method does not involve any of the difficulties that are normally encountered 
in the solution of second-order problems via first-order realizations. In 
particular, the method does not require any eigenvalue-eigenvector computa- 
tions of any second-order system; it only requires an estimate of the stability 
index. The feedback matrix F is constructed by solving a set of independent 
linear systems. These systems, however, may not always be solvable. In that 
case, we show how to obtain the feedback matrix F using solutions to 
equivalent least-squares problems. This leads to another algorithm for the 
problem. Finally, we remark that since the linear systems arising in the 
proposed algorithms are independent, the algorithms have potential for 
implementations in parallel. 
ALGORITHM 2.1. 
Input: M=MT>O; B~[W”~p(p~n)isoffullrank. 
Output: F = [F,, F,] E RpxZn such that the spectrum of h2M + 
A( D - BF,) + (K - BF,) is asymptotically stable. 
Step 1. Compute 
X = -(BTM-‘B)-‘BT. 
Step 2. Form 
F, = a,X, 
F, = a,X, 
where (pi and o2 are arbitrary nonnegative scalars; (pi f 0. 
REMARKS ON STEP 1. Note that the matrix (BTM-‘B)-’ is a small 
p X p matrix, which can be computed as follows: 
1. Solve for Y: 
MnxnKxp = Bnxp. 
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2. Compute ZPxp = BFX,,YflXp. 
3. Find Z;iP. 
We now prove that the feedback matrix F computed by the above 
algorithm indeed stabilizes the closed-loop pencil. First, we prove a lemma. 
NOTES. 
(1) The feedback matrix F that stabilizes the closed-loop system is 
computed by the algorithm without any prior information on the stiffness and 
damping. 
(2) The special properties of the mass matrix M, such as symmetry, 
definiteness, and sparsity, can be exploited in the solution of the system in 
step 1. 
LEMMA 2.1. Let h = a + i/3 be an eigenvalue of the quadratic 
eigenvalue problem 
[A'M + AD + K]x = 0. 
Let M = MT > 0, K = KT > 0, D = DT. Then 
I N2Q 
(y= - 
Ih12M, + K, ’ 
where S, denotes x*Sx. 
Proof. From 
(A'M + AD + K)r = 0, (2.1) 
After multiplying both sides by x and equating real and imaginary parts to 
zero, we obtain: 
(YIA~%~, + lhl"D, + a~, = 0. (2.2) 
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solving for (Y in (2.21, we obtain 
lA12D, 
QZ - 
lh12M, +K, . 
n (2.3) 
From the expressions (2.3) immediately follow two well-known results on 
the stability and instability of a second-order pencil (see Lancaster [14], 
Meirovitch et al. [16]). 
COROLLARY 2.1. Let M= MT>O, K=KT>O, and D=DT>O. 
Then the second-order pencil A2M + AD + K is asymptotically stable. 
Proof. Since M, K, and D are positive definite, M,, D,, and K, are all 
positive. Thus, (Y is negative. w 
COROLLARY 2.2. Let D = 0. Then the eigenvalues of the pencil A2M + K 
are all imaginary. 
Proof. D = 0 implies LX = 0. H 
THEOREM 2.1. Let M = MT > 0, D = DT > 0, and K = KT > 0. Let 
B have full rank. Then the closed-loop pencil 
P,(A) = A2M + A( D - BF,) + K - BF,, (24 
obtained by application of Algorithm 2.1, is asymptotically stable whenever 
the system is controllable. 
Proof. From steps 1 and 2 of the algorithm we have 
P,(h) = A2M + A(D + qB,) + (K+ cz2Bo), (2.5) 
where B, := B(BTM- lB)-lBT. 
By the controllability of the system we have 
rank[ K, B] = n; (2.6) 
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thus the matrix K + B, is positive definite. Applying, now, the result of 
Lemma 2.1 to the pencil P,(h), we have for an eigenpair (h, x) of P,(h, u) 
with A = (Y + pi that 
(2.7) 
where the notation TX stands for x*Tx. Since the denominator is positive, 
then it remains to show that 
(D + B& > 0. (2.8) 
But this is clearly the case, since the controllability of the system implies 
x*B # 0, which means (B,), > 0. m 
EXAMPLE 1 (An undamped open-loop system). 
M= I 10 1 1 1 1 10 1 = 
1 110 
1 1 
1’ 
K diag(l,2,3,4), 
D = 0, 
The eigenvalues of the open-loop second-order pencil are 0.313li, 
-0.3131i,O.6482i, -0.6482i,O.4471i, - 0.4471i, 0.55461, - 0.5546i. Then 
X = (-0.4034, -0.8069, - 1.2103, - 1.6138), 
F, = 0.1X = (-0.0403, -0.0807, -0.1210, -0.1614), 
F2 = 0.9X = (-0.3631, -0.7262, -1.0893, -1.4524). 
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The eigenvalues of the closed-loop pencil are 
-0.4270 + 0.42761, -0.0064 + 0.61071, 
-0.4270 - 0.42763, -0.0064 + 0.6107i, 
-0.0076 + 0.3311i, -0.0090 + 0.4877i, 
-0.0076 - 0.3311i, -0.0090 + 0.48771. 
EXAMPLE 2 (A slightly damped open-loop system). 
M = diag(O.Ol,l, 1, l), 
D = lop4 diag(l,O,O,O), 
The open-loop eigenvahres are 
Then 
-0.0050 + 14.15991, -0.0000 + 1.32503, 
-0.0050 - 14.15991, -0.0000 - 1.325Oi, 
-0.0000 + 1.8198i, -0.0000 + 0.6549i, 
-0.0000 - 1.81989, -0.0000 - 0.6549i. 
K= 
2 -1 0 0 
-1 2 -1 0 
0 -1 2 -1 
0 0 -1 2 
1 
B= 2 [I 3 4 
X = (-0.0078, -0.0155, -0.0233, -0.0310), 
F, = 10X = (-0.0775, -0.1550, -0.2326, -0.3101), 
F, = F,. 
The closed-loop eigenvalues are 
-3.7750 + 13.23155, -0.0166 + 1.79401, 
-3.7750 - 13.23151, -0.0166 - 1.794Oi, 
- 1.9142 + 1.30631, -0.0192 + 1.26551, 
- 1.9142 - 1.3063i, -0.0192 - 1.2655i. 
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EXAMPLE 3 (A damped open-loop system). M, K, and B are as in 
Example 1. We have 
D = diag(0.1,0.2,0.3,0.4). 
The eigenvalues of the open-loop second-order system are 
-0.0049 + 0*3131i, -0.0100 + 0.44695, 
-0.0049 - 0.3131i, -0.0100 - 0.44692’, 
- 0.0210 + 0.64793, -0.0154 + 0.55445, 
-0.0210 - 0.64791, -0.0154 - 0.55441. 
Then 
X = (-0.4034, -0.8069, -1.2103, -1.6138), 
FI = 2X = (-0.8069, -1.6138, -2.4207, -3.2276), 
F, = X = ( -0.4034, -0.8069, - 1.2103, - 1.6138). 
The eigenvalues of the closed-loop pencil are 
-0.5141 + 1.42721, -0.0190 + 0.6094i, 
-0.5141 - 1.4272i, -0.0190 - 0.60943, 
-0.0058 + 0.33541, -0.1230 + 0.4884i, 
-0.0058 - 0.33541, -0.1230 - 0.48841. 
REMARKS. The open-loop system for Example 3 was stable. However, 
the eigenvalues of the closed-loop pencil were pushed further to the left by 
feedback. 
Feedback Stabilization by a Real Shi$ of the Spectrum 
Statement of the Problem. Consider the standard first-order realization 
(1.5)-(1.7). The matrices A and B^ are given by 
1 
- M-‘D 1 (2.9) 
and 
(2.10) 
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l%P 
The state-feedback stabilization problem is-then to find F = [ F,, F,] E 
X2n such that the closed-loop matrix A + BF is stable. 
We first state the algorithm. Then we represent a derivation. 
ALGORITHM 2.2. 
Input: M E RnX”, D E RnX”, B E lRnxp (p < n); u nonnegative 
scalar; M nonsingular. 
Output: F = [F,, F,] E Rpxz” such that the spectrum of A + 6F is 
I-(hi + cr), -(A, + (T),..., -(h2,, + a)}, where h, through A2,, are the 
eigenvalues of the system matrix A. 
Step 1. Choose u. 
Step 2. Solve for X: 
BX = D - aM. 
Step 3. Compute 
and 
F, = aX 
F, = 2X. 
The Derivation of Algorithm 2.2. Denote 
S=A+aZ 
Define 
L:= [ _Lz _9]. 
(2.11) 
(2.12) 
The matrix L defined above has the interesting property that L2 = I; that is, 
L-l = L. (2.13) 
A straightforward computation shows that the matrix LA + SL has its 
first n rows all equal to zero. In fact, if we define 
A, := -M-‘K (2.14) 
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A, := -M-‘D, (2.15) 
then 
LA + SL = 
0 
-a( A, + aZ) 
Equations (2.13) and (2.16) imply that 
L-‘( -S)L = A + 
0 
-a( A, + uZ) 
The eigenvahres of 
L-q -S)L 
- 
0 
I 
2(A,+aZ) ’ 
(2.16) 
0 
-2( A, + aZ) ’ c2’17) 1 
(2.18) 
are -(A, + a),..., -(h,, + a). In particular, if cr is so chosen that 
A + OZ is positively stable, then L-‘(-S)L is negatively stable. 
We want 
A, := A + B^[F,, F,] (2.19) 
to have the spectrum (-(A, + a), . . . , -(A, + u)}. Equation (2.17) imme- 
diately suggests that this could be accomplished if we choose F, and F, such 
that 
and 
M-‘BF, = -o( A, + crl) (2.20) 
M-‘BF, = -2( A, + aZ), 
that is, if Fl and Fz satisfy 
BF, = -aM( -M-‘D + aZ) = a(D - (TM) 
and 
(2.21) 
(2.22) 
BF, = -2M( -M-‘D + aZ) = 2( D - aM). (2.23) 
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From (2.22) and (2.23) we have 
BX = D - CM, (2.24) 
F, = uX, (2.25) 
F, = 2X. (2.26) 
The above discussions, in fact, lead to a proof of the following theorem. 
THEOREM 2.2. Whenever the system (2.24) is consistent, the feedback 
mat+ F constructed from (2.25) and (2.26) is such that the spectrum of 
A + BF is {-(A, + (+), --(A2 + cr), . . . , -(AZ, + u)}.^Zn particular, if (T 
is chosen so that A + al is positively stable, then A + BF is asymptotically 
stable. 
REMARKS. 
(1) The system (2.24) may not have always an exact solution. In that case 
it is appropriate to consider the least-squares solution to the system. We will 
now show that the least-squares solution to the system 
BX = D - aM, 
under certain assumptions on D and M, always stabilizes the closed-loop 
pencil P,(A). 
(2) In the idealized situation that the number of actuators equals the 
number of controlled modes (that is, p = n), the system BX = D - crM 
always has a solution if B has full rank. 
ALGORITHM 2.3 (Feedback stabilization by a least-squares solution). 
Step 1. Choose U. 
Step 2. Find the least-squares solution to the system 
BX = D - CM. 
Step 3. Compute 
and 
F, = aX 
F, = 2X. 
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THEOREM 2.3. Let M = CYZ, CY > 0; let D = EM and E be such that 
0 < E < u. Let K = K T > 0, and let B have full rank. Then the closed-loop 
pencil h2M + h( D - BF,) + (K - BF,) obtained by the application of 
Algorithm 2.3 is asymptotically stable, whenever the open-loop system is 
controllable. 
Proof. Since the solution X of step 2, obtained from normal equations, 
is 
X= (BTB)-lBT(D - (TM) = CY(E- a)(BTB)-lBT, 
Theorem 2.3 follows as a special case of Theorem 2.1. n 
EXAMPLE 1 (An undamped system with uniform masses and stiffness). 
40 -40 0 
M=diag(lO,lO,lO), K= -40 80 -40, 1 D=O, n=3. 
0 -40 80 
The open-loop eigenvalues are: 0 + 3.60393, 0 - 3.6039i, 0 + 2.49401, 
0 - 2.494Oi, 0 + 0.89Oli, 0 - 0.8901i. 
We choose u = 1, so that A + uZ is positively stable. 
Case 1. The single-input case ( p = 1): 
The least-squares solution is 
X = ( -0.7143, - 1.4286, -2.1429), 
F1 = X = (-0.7143, -1.4286, -2.1429), 
F, = 2X = (-1.4286, -2.8572, -4.2858). 
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The closed-loop eigenvalues are 
-0.0205 + 3.5908i, 
-0.0205 - 3.5908i, 
-0.3448 + 2.32171, 
-0.3448 - 2.32175, 
-0.6348 + l.l127i, 
-0.6348 - 1.1127i. 
Case 2. Multiinput ( p = 2): 
1 2 
B= [ 2 3 3. 1 4 
The least-squares solution is 
x= 18.3333 3.3333 
- 
11.6667 ’ - 3 -3.3  6 1
F, = X, 
6.6666 - 23.3334 
- 6.6666 1 13.3334 . 
The closed-loop eigenvahres are 
-0.0259 + 3.58051, 
-0.0259 - 3.58053, 
-0.9760 + 2.5169i, 
-0.9760 - 2.5169i, 
-0.9981 + 0.89155, 
-0.9981 - 0.89151. 
EXAMPLE 2 (A damped system). B is the same as in Example 1, case 1, 
and 
M=Z3x3, K=[-i 1; -a]. D=1O-3Z3,3, a=l. 
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The open-loop eigenvahres are 
-0.0005 + 1.84782’, 
-0.0005 - 1.84783, 
-0.0005 + 1.41421, 
-0.0005 - 1.41426, 
-0.0005 + 0.7654i, 
-0.0005 - 0.7654;. 
Then 
F1 = (-0.0714, -0.1427, -0.2141), 
F, = (-0.1428, -0.2854, -0.4282). 
The closed-loop eigenvalues are 
-0.0100 + 1.83501, 
-0.0100 - 1.835Oi, 
-0.0388 + 1.33978, 
-0.0388 - 1.33973, 
-0.9517 + 0.8641i, 
-0.9517 - 0.86411. 
Note that the open-loop system was asymptotically stable, but the eigenvalues 
were too close to the imaginary axis; the eigenvalues of the closed-loop 
system were pushed further to the left by feedback. 
3. ESTIMATION OF THE STABILITY INDEX 
In what follows, II - II and II - 112 will denote the Euclidean vector norm and 
the two-norm for matrices, respectively. 
For feedback stabilization, step 1 of Algorithm 2.2 requires finding a 
number u such that A + (+I is positively stable. Of course, there are many 
such values of u. 
Define 
(+* := min{ u : A + (+Zz,, is positively stable}, 
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The efficient computation of (+ * is a formidable task. Fortunately, for the 
proposed algorithm, we merely need an upper bound for v *. Thus o will be 
an admissible sh$ for step 1 if 
o> -min{ReA:det(A2M+AD+K)=O). (3.1) 
Clearly, (3.1) would be satisfied if 
a> max{(hl:det(h2M + AD + K) = 0). (3.2) 
In this section, we derive two computable bounds for Re A in terms of the 
extreme eigenvalues of certain symmetric matrices. For a derivation of these 
bounds, we assume that 
M=MT>O, K = KT > 0, D = DT >/ 0. (3.3) 
Let A,,,( A) and A,,,,( A) represent, respectively, the largest and the smallest 
eigenvalue of a symmetric matrix A, and p(A) the spectral radius of A. 
We first state two results that are well known in the linear-algebra 
literature. 
LEMMA 3.1 (See Parlett [ZO]). Let A E [WnXn, A = AT, and x E C” 
with lbrll2 = 1. Then 
‘mint A) G x*Ax < A,,( A). (3.4) 
LEMMA 3.2 (See Stewart and Sun [24]). Let A E [WnXn, A norm&, and 
x E C” with lkllz = 1. Then 
br*Axl < p(A). (3.5) 
We now prove 
THEOREM 3.1. lf A is an eigenvalue of P( A) = A2 M + DA t K, then 
IAt G dD) 2 kn,,( M ) 
Proof. Let (A, x) be an eigenpair for P(A). Then 
P( A)x = 0. 
(34 
(3.7) 
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Premultiplying (3.7) by x*, we have 
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(x*Mx)h2 = -(x*Dx)A - x*zcx. (3.8) 
Taking norms of both sides of (3.8) and applying the triangle inequality, we 
get 
(x*Mx)lAIZ Q (lx*DxI)lA) + x*zCx, (3.9) 
which can be rewritten as 
(x*Mx)lh12 - (~*DxI)lhl - x*zcx Q 0. 
Solving the inequality in (3.10) for 1 Al, we obtain 
(3.10) 
IAl G 
br*Dxl x*Kx 
2(x*Mx) + x*Mx ’ 
(3.11) 
The proof of Theorem 3.1 now follows immediately from Lemmas 3.1 and 
3.2 and the inequality (3.11). m 
THEOREM 3.2. Zf A is an eigenvalue of P(A), then 
IAl < +(llM-‘0112) + ~(~IlM-1D~l~)2 + JIM-‘Kb . (3.12) 
Pmof. Let (A,x) be an eigenpair for P(A), with 1~112 = 1. Then 
P( A)x = 0. (3.13) 
Premultiplying (3.13) by M- ‘, we have 
A2x = -AM-‘Dx - M-‘Kx. (3.14) 
Now, taking norms on both sides of (3.14) and applying the triangle inequal- 
ity, we get 
IA121b42 Q IAl II WIDxllz + IIM-lK&. (3.15) 
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Since II& = 1, we get from (3.15) 
IAl2 < IN IIM-‘m + Il~-‘~ll!z. (3.16) 
Application of the triangle inequality to (3.16) gives 
IhI - (lIM-‘DIl2)lAl - IIM-‘Kll2 < 0. (3.17) 
Solving now the inequality in (3.17) for 1 Al, we obtain (3.12). n 
NOTES. 
(1) The quantities p(D), A,,,(K), and A,,,,(M) that appear in Theorem 
3.1 can be obtained by using power iteration, inverse power iteration, or the 
symmetric Lanczos method. These procedures are known to be computation- 
ally efficient in finding eigenvalues of large sparse symmetric matrices (see 
CulIum and Willoughby [5]). 
(2) It can be easily shown that the quantities involved in the right-hand 
side of (3.12) (Theorem 3.2) satisfy the following identities: 
Il~-‘Dlla = max(lAl: D - AM is singular} (3.18) 
and 
(IM-‘KJ12 = max{(Al: K - AM is singular}. (3.19) 
The quantities (3.18) and (3.19) can be computed by solving standard 
symmetric-definite eigenvalue problems. Since we only need extreme eigen- 
values, we can use a variant of the Lanczos method based on the inner 
product defined by 
(x,y> := x*My (x,y E C”). (3.20) 
(See Parlett and Chen [21].) 
(3) The bound from Theorem 3.2 is computationally more expensive than 
the one from Theorem 3.1. As a tradeoff, the first bound is tighter than the 
second one. This follows immediately from 
IIM-‘Dlh d IlM-111211Dl12 = 
PC D) 
hnin( M) 
(3.21) 
and an analogous inequality for 11 M-'Kl(2. 
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(4) By taking D = 0, M = I, and K = I in Theorems 3.1 and 3.2, it can 
be seen that equality can actually be attained. 
Based on the previous discussions, we state two computational procedures 
for the bounds of A using Theorems 3.1 and 3.2. 
ALGORITHM 3.1 (Computing the eigenvalue bound in Theorem 3.1). 
step 1. 
step 2. 
step 3. 
step 4. 
Compute p(D) using the standard symmetric Lanczos or the power 
method. 
Compute hmi,,( M > using either the Lanczos method or the inverse 
power method. 
Compute A,,,( K) using the Lanczos or the power method. 
Find the upper bound for (hi by computing the expression on the 
right-hand side of (3.6). 
NOTE. Steps 1 through 3 can be performed independently. 
ALGORITHM 3.2 (Computing the eigenvalue bound in Theorem 3.2). 
Step 1. Compute IIM-‘D/l2 and II M-‘K II2 using a variant of the Lanczos 
method based on the inner product defined by M (see Parlett and 
Chen [2I]). 
Step 2. Find the upper bound for Ihl by computing the expression on the 
right-hand side of (3.12). 
4. RESULTS OF NUMERICAL EXPERIMENTS 
In this section, we present computer results of Algorithms 2.1 and 2.3 on 
two test problems. The damping matrix D of the original system for each 
problem is assumed to be zero, so that according to Corollary 2.1, the 
open-loop system is unstable (with real parts of all the eigenvalues being 
zero). 
In test problem 1, we consider a framework of multiple (100) stories with 
uniform masses and uniform storage stiffness, as shown in Figure 1.l For this 
‘Such a framework (with fewer degrees of freedom) has been considered in the book 
Introduction to Earthquake Engineering by S. Okamoto, Univ. of Tokyo Press, 1984, p. 192. 
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TABLE 1 
TESTPROBLEM ~,ALGORITHM 2.1 
a1 Leftmost eigenvalue 
10.0000 - 8.5938 
15.0000 - 13.0296 
20.0000 - 23.8783 
25.0000 - 37.0083 
30.0000 - 48.0697 
35.0000 - 58.6213 
40.0000 - 68.9549 
Five rightmost eigenvalues 
-0.9930, -0.9287, -0.6266, -0.9578, -0.8927 
- 1.4677, - 1.3928, -0.9393, - 1.4366, - 1.3386 
- 1.9153, - 1.8566, - 1.2515, - 1.8861, - 1.7840 
- 2.3939, - 2.2877, - 1.5628, - 2.3202, - 2.2287 
-2.8649, -2.6726, - 1.8733, -2.7833, -2.6674 
-3.2923, -3.1154, -2.1828, -3.2459, -3.0205 
-3.7079, -3.5571, -2.4913, -3.6999, -3.3422 
We take n = 100, m = 100, k = 10’. 
We consider only the multiinput case ( p = 10). The input matrix B, of 
order X 10, was generated with random entries. Since Algorithm 2.1 
generates a family of with different 
leftmost, and those of the five rightmost, 
closed-loop 
Algorithm 2.3, with v varying in the range of 10 to 40. 
These results are displayed 
problem, we considered an eight-mode 
structure from the article “Active control for vibration 
damping” provided to the above 
authors by the Structures Division 
matrices for the problem are given by 
1o.oooo 
15.0000 
20.0000 
25.0000 
30.0000 
35.0000 
40.0000 
TABLE 2 
TESTPROBLEM ~,ALGORITHM 2.3 
eigenvalue Five rightmost eigenvalues 
- 8.5523 -0.6266 
- 12.9048 - 1.3929, -0.9392 
- 17.3426 -1.2512 
- 21.8812 -1.5623 
- 26.5237 -1.8724 
-2.1813 
- 36.0736 -2.4890 
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TABLE 3 
TESTPROBLEM ~,ALGORITHM 2.1 
a1 Leftmost eigenvalue Five rightmost eigenvalues 
10.0000 - 18.7481 - 1.0537, -0.7855, -0.4494, -0.0488, -0.0231 
15.0000 - 28.9292 -0.8564, -0.7409, -0.4783, -0.0602, -0.0303 
20.0000 - 39.0275 -0.7635, -0.6286, -0.4495, -0.0641, -0.0344 
25.0009 - 49.0945 -0.7092, -0.5306, -0.4058, -0.0637, -0.0361 
30.0000 -59.1444 -0.6735, -0.4547, -0.3629, -0.0611, -0.0362 
35.0000 - 69.1836 -0.6482, -0.3962, -0.3251, -0.0575, -0.0353 
40.0000 - 79.2153 -0.6294, -0.3503, -0.2929, -0.0538, -0.0339 
M = diag(1.294,1.294,1.294,1.294,1.294,1.294,1.294,1.294), 
1.1885 0.1966 0.0000 0.0000 -0.6424 0.0000 -0.5461 -0.1966 
0.1966 0.6263 0.0000 -0.5556 0.0000 0.0000 -0.1966 -0.0708 
0.0000 0.0000 1.1885 -0.1966 -0.5461 0.1966 -0.6424 0.0000 
K= lo3 O.OOpO -0.5556 -0.1966 0.6263 0.1966 -0.0708 0.0000 0.0000 
-0.6424 0.0000 -0.5461 0.1966 4.0191 0.0669 0.0000 0.0000 ’ 
0.0000 0.0000 0.1966 -0.0708 0.0669 0.7212 0.0000 -0.5556 
-0.5461 -0.1966 -0.6424 0.0000 0.0000 0.0000 4.0191 -0.6669 
-0.1966 -0.0708 0.0000 0.0000 0.0000 -0.5556 -0.0669 0.7212 
B= 
0 0 0 
0 0 
0 0 
010 0 
0 0 
0 010 
0 01 
4 
~,ALGORITHM 
u Leftmost eigenvalue 
10.0000 9.9574 
15.0000 14.9454 
20.0000 19.9396 
25.0000 24.9383 
30.0000 29.9400 
35.OOoO 34.9435 
4O.OOOo 39.9477 
Five rightmost eigenvalues 
-9.3518, -0.6391, -0.5175, -0.0518, -0.0243 
-14.4448, -0.6014, -0.5423, -0.0674, -0.0338 
-19.5076, -0.5829, -0.4277, -0.0754, -0.0406 
-24.5611, -0.5158, -0.3365, -0.0775, -0.0448 
-29.6273, -0.4345, -0.2675, -0.0757, -0.0465 
-34.6906, -0.3581, -0.2151,, -0.0716, -0.0464 
-39.7454, -0.2929, -0.1748, -0.0664, -0.0448 
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The real parts of the leftmost, and those of the five distinct rightmost, 
closed-loop eigenvahres are listed in Tables 3 and 4, obtained by Algorithms 
2.1 and 2.3, respectively. Note that there were 1‘6 of them. 
5. CONCLUSIONS 
In this paper we have presented two nonmodal algorithms for feedback 
stabilization of a second-order system. It has been shown mathematically that 
under certain mild assumptions on the damping matrix, the feedback matrix 
obtained by each algorithm indeed stabilizes the given second-order system. 
The minimal computational requirements of the algorithms make them 
feasible for practical implementations, in particular, for large and sparse 
problems, using state-of-the-art techniques for such computations. 
This paper is merely an attempt to show that important control 
problems for the second-order system-such as the problem of feedback 
stabilization-can be solved without using the traditional modal approaches 
used for these problems, which approaches can be computationally pro- 
hibitive if the system is large and sparse. In another paper [lo], to appear in 
the near future, we will present nonmodal algorithms for velocity-feedback 
stabilization, and feedback stabilization with a desired degree of stability in 
the case where the original system is stable. 
We hope that the results of these papers will help to provide incentive for 
researchers in this area to develop nonmodal approaches for other control 
problems associated with a second-order model, so that these algorithms can 
indeed be used to solve large and sparse practical problems such as those 
arising in large space structures (LSS). There are also some important 
problems which remain to be solved associated with the algorithms presented 
in this paper. In particular, it will be interesting to see how Algorithm 2.1, 
which generates a family of feedback matrices, can be extended or modified 
to obtain a feedback matrix with minimum norm (robust feedback stabiliza- 
tion). The application of both algorithms to the solution of a partial pole- 
placement problem, in the case where the original system is not completely 
controllable, is also worth investigating. Finally, the interesting and desirable 
behavior of Algorithm 2.1, with respect to shifting of the eigenvalues of the 
closed-loop matrix more and more to the left as (ri and (Ye increase, presents 
a subject for further study. 
We would sincerely like to thank the two anonymous referees for their 
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