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ABSTRACT
Expectation value of lightlike polygon Wilson loop is computed in the three-dimensional ABJM theory
up to second-order in ‘t Hooft coupling in the limit of infinitely many colors and the result is critically
compared with that in the four-dimensional N = 4 super Yang-Mills theory. We first obtain analytic
result for hexagon Wilson loop by combining Mellin-Barnes transformation, high precision numerical
computation and the PSLQ algorithm. We then derive a version of operator product expansion (OPE)
that reduces lightlike n-gon to a linear combination of (n−2)-gons in the soft-collinear limit of the polygon
geometry. The Wilson coefficient of the OPE is the universal antenna function defined by a collapsed
lightlike tetragon Wilson loop. Using this, we first construct a all order recursion relation among the
lightlike Wilson loops and then solve it for arbitrary polygon with the hexagon Wilson loop as the initial
condition. The functional form of the polygon Wilson loop takes the structure remarkably similar to the
four-dimensional N = 4 super Yang-Mills theory. We also observe that Gram subdeterminant conditions
for polygon moduli variables restricts that the Wilson loop contour should be restricted even-sided. As a
consistency check, we take thermodynamic limit of regular polygon and reproduce the known results for
spacelike circular Wilson loop expectation value.
”When you have eliminated the impossible, whatever remains, however improbable, must be the truth”
A. Conan Doyle, The Sign of Four
1 Introduction and Results
1.1 Introduction and Background
In gauge theories, the Wilson loopWR[C] constitutes an important class of defect operator localized on
a contour C. Carrying representation R under gauge group G, it has played important roles in probing
ground-state phases of gauge theories. It has also been used for studying excitation dynamics: Wilson
loops on a light-like cusp or a polygon Cn with n-cusps located at x1, · · · , xn probed deeply inelastic
scattering of hadrons or high-energy parton-parton scattering with associated evolution equation for regge
trajectory. [1]
In this paper, we undertake perturbtive study of light-like Wilson loop in the ABJM theory [2] for the
contour C a lightlike polygon with n-cusps (n ≥ 4) located at x1, · · · , xn. The ABJM theory is (2 + 1)-
dimensional, parity-invariant Chern-Simons matter theory having N = 6 superconformal symmetry and
SU(N)× SU(N) gauge symmetry with Chern-Simons levels +k,−k, respectively. We shall take planar
limit N → ∞ while holding ‘t Hooft coupling λ = (N/k) fixed and study the Wilson loop up to second
order in λ.
Our motivation comes from the equivalence of the lightlike polygon Wilson loops with parton scattering
amplitudes on one hand and correlation functions on another in (3+1)-dimensional, planalr N = 4 Super
Yang-Mills (SYM) theory, so we shall briefly review the results. A stepping stone was provided by the
remarkable ansatz of Bern, Dixon and Smirnov (BDS) for the all-loop resummation formula for the four-
point scattering amplitudes [5], built upon recursion relations at one-, two- and three-loops and upon
universality of the splitting function for extending the ansatz to higher-point scattering amplitudes. The
BDS ansatz prompted to investigate the scattering amplitudes in strongly coupled N = 4 SYM theory.
Utilizing the AdS/CFT correspondence, Alday and Maldacena mapped the problem to a problem in string
theory on weakly curved, (4 + 1)-dimensional anti-de Sitter (AdS) spacetime background. By exploiting
conformal invariance, they calculated the four-point scattering amplitude on a D-brane displaced to the
Coulomb branch by fermionic T-dualizing it to a holographic Wilson loop on a tetragon enclosed by light-
like edges. The infrared (IR) finite part of the Wilson loop matched with the ultraviolet (UV) finite part
of the all-loop BDS conjecture for four-point scattering amplitudes. Replacing cusp anomalous dimension
to weakly coupled counterpart, the IR divergent part also agreed with the all-loop BDS conjecture. At
weak ‘t Hooft coupling regime, the scattering amplitude - Wilson loop duality relates the n-particle MHV
scattering amplitudes AMHVn = A
tree
n Kn and the lightlike n-gon Wilson loops 〈Wn〉 by [3]
logKn(p1, · · · , pn) = log〈Wn〉(x1, · · · , xn). (1.1)
The equivalence was confirmed by explicit computation for n = 4, 5 and up to two loops.
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The situation changed for higher-point scattering amplitudes. A discrepancy was found between the
BDS conjecture of six-point scattering amplitude and the hexagon Wilson loop [6]. This result suggested
either breakdown of the fermionic T-duality between scattering amplitude and Wilson loop or breakdown
of the BDS conjecture. The first possibility was excluded by direct computation of parity even part of
six gauge boson amplitude [47]. There also appeared non-trivial differences to the BDS conjecture. This
quantity, the discrepancy from the BDS conjecture, constitutes the remainder function. Detailed inves-
tigation of the lightlike hexagon Wilson loop at two-loop order [10] concluded that the BDS conjecture
indeed breaks down. Numerically, they found that this remainder function depends only on conformal
cross-ratios. Moreover, absence of the remainder function at tetragon and pentagon Wilson loops was
understood as a consequence of the dual conformal symmetry and conformal Ward identity [3, 11]. This
conformal Ward identity fixed functional structure of the Wilson loop expectation value and limited the
number of free variables in the remainder function.
The analytic structure of this remainder function of hexagon Wilson loop was obtained in [12]. There,
central tool was to utilize the special limit of the quasi-multi Regge kinematics(QMRK). It was found that
the remainder function could be written with the uniform transcendentality in terms of the Goncharov
polylogarithms. The structure was very involved but was reduced to a combination of classical polyloga-
rithms of uniform transcendentality of degree four [13]. These techniques were also utilized in subsequent
works investigating analytic structure of the remainder function up to three loop order [14, 15]. It was
further extended to analytic structure of the non-maximal helicity violating (nMHV) amplitudes at two
loop order with help of the symbols [16].
Moreover, there is a growing evidence that, in the collinear limit of adjacent edges of the polygon
Wilson loop, the remainder function can be systematically expanded in powers of collinearity and that
each term can be computed to all order in the ‘t Hooft coupling by utilizing the integrability of the four-
dimensional planar N = 4 SYM theory [17], [18], [19], [20]. For the hexagon Wilson loop, the expansion
takes schematically the form
Rem6 =
∞∑
ℓ=1
λℓRem
(ℓ)
6 (1.2)
where, in terms of suitable parametrization (τ, σ, φ) of kinematical variables,
Rem
(ℓ)
6 =
∞∑
m=1
e−mτ
[m/2]∑
p=0
cos(m− 2p)φ
ℓ−1∑
n=0
τnF (ℓ)m,p,n(σ). (1.3)
The collinear limit corresponds τ → ∞ and m is the number of particles excited on a color-electric
flux tube stretching between two edges that become collinear. Most interestingly, the dynamics of these
excitations on the flux tube is described by an integrable spin chain.
We now turn to the ABJM theory and compare known results about scattering amplitudes and lightlike
Wilson loops with those of the N = 4 SYM theory. Given that both theories are superconformal, one
might anticipate from the AdS/CFT correspondence that the Wilson loops / scattering amplitudes duality
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would hold equally and result in identical functional structure, at least at strong coupling regime. This is
not the case. In the ABJM theory, the n-parton scattering amplitudes is definable only for even integers
n = 4, 6, 8, · · · (since the dynamical matter fields are in bifundamental representations), while the n-gon
Wilson loops exist for all integers n = 4, 5, 6, · · · . So, a possibility is that the duality Eq.(1.1) holds only
for even integers n, while leaving Wilson loops of odd-sided polygons a class of its own. Secondly, the
open superstring in AdS4×CP3 does not possess the fermionic T-duality. Absence of fermionic T-duality
symmetry implies no relation between scattering amplitudes and light-like Wilson loops. This then rules
out the duality relation Eq.(1.1) in the ABJM theory.
The four-point scattering amplitude was computed in two different approaches : the unitarity-cut
method [21] and direct superspace diagram calculation [22]. Parallel to the N = 4 SYM theory, the
four-point scattering amplitudes turned out related to the tetragon Wilson loop expectation value. It
was observed that the scattering amplitudes in ABJM and N = 4 SYM theories are similar: two-loop
four-point amplitude in the ABJM theory is equivalent to that of N = 4 SYM theory to all orders in
ǫ [23]. The sixe-point scattering amplitudes were computed at one-loop [24–26] and at two-loop [27],
respectively. The one-loop six-point scattering amplitudes turned out non-vanishing, being proportional
to shifted tree-level six-point amplitude.
The Wilson loops come in two types, one for SU(N)k and another for SU(N)−k. Firstly, from the
strong coupling side, one expects that the AdS4 structure dictates that the minimal surface associated
with the ABJM Wilson loop ought to behave the same as that for the N = 4 SYM Wilson loop.
there are two Wilson loop operators the expectation value at weak ‘t Hooft coupling regime starts
perturbative corrections start at two loops. The Wilson loop operator of each gauge group preserves 1/6
of supersymmetry and its expectation value is a function of λ, starting at the second order. On the other
hand, average of the two Wilson loop operators preserves 1/2 of the supersymmetry and its expectation
value is a function of λ2, starting at the second order.
Secondly, the perturbative corrections depend crucially on the radiatively-induced, parity-even gauge
boson self-energy. Feynman rules for this gauge boson self-energy propagation in ABJM theory resembles
propagators of gauge boson in N = 4 SYM [28, 29]. This suggests that matter contributed part of two-
loop Wilson loop in ABJM theory could be considered as one-loop Wilson loop in N = 4 SYM. Moreover,
it was found that pure Chern-Simons part could be absorbed to matter part by replacing regularization
energy scale. Indeed, anomalous conformal Ward identity again works for the ABJM theory. Indeed, it
was conjectured that Wilson loop in the ABJM theory almost have same structure with Wilson loop in
N = 4 SYM. Up to 4-point, this was numerically confirmed [30]. This suggests that bosonic Wilson loop
expectation value is not equivalent object to scattering amplitude since odd loop Wilson loop expectation
values are 0 in ABJM theory. 2-loop 6 point result seems more complex, appeared by linear combination
of tree level amplitude and shifted tree level amplitude.
Despite of all these, explicit computation poses interesting puzzle. The light-like tetragon Wilson loop
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at two loops displays striking similarity to the Wilson loop of SYM theory at one loop. Moreover, the
Wilson loop result was dual to the four-particle scattering amplitudes, thus satisfying the duality relation
Eq.(1.1). This might be a coincidence because, in ABJM theory, scattering amplitudes and tetragon
Wilson loops are MHV-like observables for n = 4 but not for higher n.
Another our motivation concerns comparative study between the lightlike polygon Wilson loop in
(2 + 1)-dimensional ABJM theory and that in (3 + 1)-dimensional N = 4 Super Yang-Mills theory.
In [30], they computed Wilson loop expectation value for two loop tetragon case. The result was quiet
remarkable, its structure is almost equivalent to one-loop Wilson loop in N = 4 Super Yang-Mills
theory. There is no reason that existence of such similarity for arbitrary n(n > 4)-gon case. Our goal is
constructing n-gon Wilson loop expectation value and comparing with N = 4 Super Yang-Mills theory’s
one.
Yet another motivation is to investigate whether and how the color electric flux-tube picture advanced
in [17], [18], [19], [20] can be extended to the ABJM theory. While such an extension is much anticipated
from the geometric similarity in the strong coupling regime, it is far from being clear in the weak coupling
regime. The flux tube configuration in the ABJM theory is not transparent and also particle excitations
on the flux tube worldsheet appear quite different. Nevertheless, results in this work indicates that a
variety of geometric structures are quite similar for both theories but for rather different reasons. We
expect that the soft-collinear operator product expansion we develop in this paper and the universal
antenna function we derived would provide a starting point bridging conceptual and caculational gaps
between the two theories.
1.2 Main Results
Firstly, we obtained analytic result of the light-like hexagon Wilson loop at second-order in ‘t Hooft
coupling constant λ = (N/k). Regularizing the UV divergence by supersymmetric dimensional reduction
scheme with d = 3− 2ǫ, the result reads
〈
W[C6]
〉(2)
ABJM
= λ2
[
−1
2
6∑
i=1
(x2i,i+2µ˜
2)2ǫ
(2ǫ)2
+BDS
(2)
6 (x) +
(
9
2
Log2(2) +
π2
3
)]
. (1.4)
Here, xi (i = 1, · · · , 6) are hexagon vertex positions, and µ˜2 := 8πeγEµ2. The second term is the UV-finite
”BDS” function 1 :
BDS
(2)
6 (x) =
1
2
6∑
i=1
[
1
4
Log2
(
x2i,i+3
x2i+1,i+4
)
− Log
(
x2i,i+2
x2i,i+3
)
Log
(
x2i+1,i+3
x2i,i+3
)
− 1
2
Li2
(
1− x
2
i,i+2x
2
i+3,i+5
x2i,i+3x
2
i+2,i+5
)]
+
π2
2
. (1.5)
This function depends on the vertex positions the same way as the UV-finite, leading order BDS function
of the N = 4 SYM theory. All the finite parts in Eqs.(1.4, 1.5) exhibit the property of the uniform
transcendentality.
1Hereafter, we shall adopt the terminology of corresponding quantities in the N = 4 SYM theory
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Secondly, we obtained the ABJM antenna function relevant for lightlike polygon Wilson loops. Recall
that, in the N = 4 SYM theory, the splitting function in the scattering amplitudes is defined by the
IR factorization associated with multiple collinear limit of massless particles. Here, in ABJM theory, we
dwell on special kinematic configuration and focus on the limit of the Wilson loop contour. For reasons
that will become clear later, we focus on a sort of operator product expansion involving two collinear
edges of fraction h1, h3 and one soft edge of fraction h2 in between. This limit defines the triple antenna
function: lightlike n-gon Wilson loop is decomposable into a product of (n−2)-gon light-like Wilson loop
and this antenna function. At second order in ‘t Hooft coupling λ, the triple antenna function consists
of two parts: the pure Chern-Simons part and matter-dependent part. Our result is[
Ant(2)[Cn]
Ant(0)[Cn]
]
CS
=
Log(2)
2ǫ
+
1
2
log(2)Log(h1) +
1
2
Log(2) Log(h3) +
1
2
Log(2) Log(x224) +
1
2
Log(2) Log(x235)
− 7π
2
24
+ Log2(2) (1.6)
for the pure Chern-Simons part and[
Ant(2)[Cn]
Ant(0)[Cn]
]
matter
=
1
4ǫ2
+
1
4ǫ
( Log(h1) + Log(h3) + Log(x
2
24) + Log(x
2
35))
+
1
2
Log(h1) Log(x
2
24) +
1
2
Log(h3) Log(x
2
35) +
1
2
Log(x235) Log(x
2
24)
− 1
2
Log(h1) Log(h3)− π
2
6
(1.7)
for the matter-dependent part. The result demonstrates that splitting function also displays the property
of maximal transcendentality. Moreover, the result is independent of n, suggesting that the triple antenna
function holds universally for all n. The total triple antenna function is strikingly similar to triple splitting
function in the limit middle parton becomes soft. We found, however, they are still subtly different.
Thirdly, combining the two results above, we obtained the simplest functional form of lightlike polygon
ABJM Wilson loop to the second-order in ‘t Hooft coupling. The requisite shape of lightlike polygon
must obey the positivity condition and satisfy vanishing Gram determinant condition. It turns out such
kinematics requirements limit the lightlike polygon only to the one with even number of cusps, marking
a stark difference from the N = 4 SYM theory. Demanding IR factorization of the Wilson loop with
the universal antenna function, we obtained a version of operator product expansion, leading to a linear
recursion relation among the light-like Wilson loops:〈
W[Cn]
〉
−→ Ant[Cn] ·
〈
W[Cn−2]
〉
. (1.8)
Solving this recursion with the hexagon Wilson loop (1.4) as an input, we finally find that
〈
W[Cn]
〉(2)
ABJM
= λ2
[
−1
2
n∑
i=1
(x2i,i+2µ˜
2)2ǫ
(2ǫ)2
+BDS(2)n (x) + Rem
(2)
n (u)
]
, (1.9)
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where Remn(u) is the remainder function that depends on the Mandelstam invariants only through
conformal cross-ratios u’s. At two loops, the remainder function is independent of u’s and reads
Rem(2)n (u) =
[
n
(
π2
12
+
3
4
log2(2)
)
− π
2
6
]
. (1.10)
Here, we extracted this analytic result by utilizing the PSLQ algorithm to the high precision numerical
integrations. As a nontrivial check, we derived the spacelike circular Wilson loop expectation value from
the n→∞ continuum limit and found perfect agreement with the previous results.
This paper is organized as follows. In section 2, we set our notations for ABJM Wilson loops and
summarize known results for lightlike tetragon Wilson loop. In section 3, we study lightlike hexagon
Wilson loop at two loop order. Planar Feynman diagrams contributing to this order include ladder
diagrams, triple-vertex diagrams and matter-dependent diagrams. Details of integrand are relegated
to the Appendix. In section 4, we explain computational details. We evaluate the matter-dependent
part analytically. The ladder and the triple-vertex diagrams are more involved. We compute them
numerically. To achieve high precision, we study so-called two-parameter configurations and utilize
Mellin-Barnes transformation. In section 5, we construct the antenna function for the ABJM theory.
Requiring the OPE-like factorization conditions, we show that the antenna function relates n-gon Wilson
loop to (n−2)-gon Wilson loop. Solving this relation recursively general expression of the lightlike n-gon
Wilson loop can be obtained. In section 6, we carry this out and obtain analytic expression for arbitrary
n-gon. As a consistency check, we examine the n → ∞ limit and reproduce the known exact result of
circular Wilson loop. In section 7, we compare the structure of the lightlike polygon Wilson loop for the
ABJM theory with that for the N = 4 SYM theory, and discuss physical implications.
2 Light-like Polygon Wilson loop in ABJM Theory
2.1 ABJM Theory
The ABJM theory describes (2+1)-dimensional supersymmetric matter interacting with Chern-Simons
gauge system. It has N = 6 superconformal symmetry (having 24 conserved supercharges) and U(N)×
U(N) gauge group with Chern-Simons levels +k,−k, respectively. The gauge fields are denoted as
Am(x) ∈ u(N) and Am(x) ∈ u(N). For our notations and conventions of the field contents, Lagrangian
and Feynman rules, see the Appendix A. For foregoing considerations, it suffices to note that the action
includes the pure Chern-Simons density [2]
SCS = +
k
4π
∫
ddxǫmnpTr
(
Am∂nAp +
2i
3
AmAnAp
)
(2.1)
SCS = − k
4π
∫
ddxǫmnpTr
(
Am∂nAp +
2i
3
AmAnAp
)
. (2.2)
Here, the Chern-Simons density has levels +k and −k, respectively. Invariance of the action under
large gauge transformation puts k integer-valued. The action is invariant under the generalized parity
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that simultaneously reverts one spatial coordinates and exchanges the two gauge fields. In this theory,
the ABJM Wilson loop operator in the fundamental representation (, 1) ⊕ (1,) of the gauge group
U(N)× U(N) is defined by [28]:
W[C] := 1
2
(
W[C] +W[C]
)
, (2.3)
where W[C] and W[C] refer to the Wilson loop of the fundamental representation of U(N) and U(N)
gauge groups, respectively.
The close contour C is a geometric datum of the Wilson loop operator. Hereafter, we shall exclusively
deal with Lorentzian contour Cn connecting n vertices x1, x2, · · · , xn whose adjacent points are lightlike-
separated. The total set Cn with n = 4, 5, 6, · · · form lightlike n-gons. Denote the distance vectors
between a pair of vertices by
xi,j ≡ [xi − xj ] i, j = 1, · · · , n. (2.4)
Among them are the lightlike-separated edges xi+1,i. Denote a point on i-th edge by zi. In parametrized
form, it is
zi(τ) = xi + yiτ where yi ≡ xi+1,i, 0 ≤ τ ≤ 1. (2.5)
We relegate notations for various Lorentz invariants of xi’s to Appendix A.
The lightlike n-gon Wilson loop operators for SU(N) and SU(N) gauge groups take the form
W[Cn] =
1
N
TrPexp
[
i
∮
Cn
dτAm(x(τ))x˙
m(τ)
]
(2.6)
W[Cn] =
1
N
TrPexp
[
i
∮
Cn
dτAm(x(τ))x˙
m(τ)
]
. (2.7)
Both are 1/6-BPS operators preserving 4 supercharges. Under the generalized parity, the two Wilson
operators are interchanged each other. On the other hand, the ABJM Wilson loop W[C] is 1/2-BPS
operator preserving 12 supercharges. By construction, it is invariant under the generalized parity. The
n vertices of Cn break all supersymmetries. This implies that the expectation values of these Wilson
loops receive quantum corrections. Analyzing these corrections in the regime of infinite number of color
N →∞ and weak ‘t Hooft coupling λ = (N/k)≪ 1 is the main focus of this paper.
2.2 Previous Results
Our goal is to compute the vacuum expectation value of the lightlike polygon Wilson loop. In the
planar limit, we evaluate it in perturbation theory of the ‘t Hooft coupling λ:
〈W[C]〉 = ∞∑
ℓ=0
λℓ
〈W[C]〉(ℓ) (2.8)
and similarly for
〈
W[C]
〉
and
〈
W[C]
〉
. The Wilson loops
〈
W[C]
〉
and
〈
W[C]
〉
are 1/6-BPS config-
urations and in general receive perturbative corrections to all orders in λ. On the other hand, the ABJM
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Wilson loop
〈W[C]〉 is 1/2-BPS configuration and receive perturbative corrections only at even order
of λ. This is an elementary consequence of the fact that the ABJM Wilson loop is invariant under the
generalized parity. Since the net effect of the generalized parity is to flip k to −k, equivalently, λ to −λ,
it follows immediately that 〈
W[C]
〉ℓ=odd
= −〈W[C]〉ℓ=odd (2.9)
Actually, the result is stronger at linear order in λ. At this order, kinematical considerations indicate
that
〈
W[Cn]
〉(1)
and
〈
W[Cn]
〉(1)
vanish separately. By the generalized parity transformation, it also
follows that 〈
W[C]
〉ℓ=even
=
〈
WN [C]
〉ℓ=even
. (2.10)
We conclude that
〈W[C]〉 = ∞∑
ℓ=0
λ2ℓ
〈
W[C]
〉(2ℓ)
=
∞∑
ℓ=0
λ2ℓ
〈
W[C]
〉(2ℓ)
. (2.11)
The leading-order correction arises at two-loop order O(λ2). The diagrams contributing to this order
are categorized to three groups [30]: matter-dependent diagrams, gauge boson ladder diagrams, and
gauge boson triple-vertex diagrams. The contribution of the matter diagrams is equivalent to one-loop
contribution in the N = 4 SYM theory. This is because, in the ABJM theory, the finite one-loop
correction to the gauge boson propagator is precisely the same as the tree-level gauge boson propagator
in the N = 4 SYM theory [28]. This means that differences between the ABJM theory and the N = 4
SYM originate from ladder diagrams and triple-vertex diagrams. Both diagrams originate from gauge
boson interactions through the Chern-Simons parts. Computationally, these two contributions are the
most complicated.
The general structure of the two-loop corrections to the light-like Wilson loop expectation value can be
obtained by requiring the anomalous conformal Ward identities. For this consideration, we can split the
contributions to two parts: the matter contribution and the Chern-Simons contribution. As explained
above, the matter contribution is structurally the same as the one-loop contribution to the lightlike
Wilson loops in N = 4 SYM theory. Therefore, it is useful to recall how the anomalous conformal
Ward identities determined the Wilson loop expectation value in the (3 + 1)-dimensional SYM theory.
There, the dilatation generator D and the special conformal generator K were perturbatively modified by
quantum corrections. The dilatation symmetry is broken by the UV regularization and its Ward identity
gets anomalous. To O(λSYM), the (3 + 1)-dimensional SYM theory exhibits
D
〈
W [Cn]
〉∣∣∣
SYM
= −λSYM
[∑ (x2i−1,i+1µ2)ǫ
ǫ
+O(ǫ0)
]
. (2.12)
The O(ǫ0) term refers that this Ward identity is verified up to ǫ0-order. Using the elementary relation
D
(
(x2i,j)
ǫ
)
= 2ǫ(x2i,j)
ǫ, (2.13)
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we can find particular solution to the dilatational Ward identity as〈
W [Cn]
〉∣∣∣
SYM
= λSYM
[
−1
2
∑ (x2i−1,i+1µ2)ǫ
ǫ2
+O(ǫ0)
]
. (2.14)
Consideration of the special conformal generator K confirmes the result and further provides information
for the O(ǫ0) part, so-called the BDS function, BDSn. Homogeneous solution to the conformal Ward
identities is referred as the remainder function Remn. It depends only on the conformal cross-ratios u of
the n-sided polygon. Putting together and replacing λSYM by λ
2, we deduce that the matter contribution
in the ABJM theory takes the form〈
W[Cn]
〉(2)∣∣∣
matter
=
[
−1
2
n∑
i=1
(−x2i,i+2µ2)2ǫ
(2ǫ)2
+BDS(2)n (x) + Rem
(2)
n,SYM(u) +O(ǫ)
]
. (2.15)
The subscript in the remainder function refers to the fact that it was deduced from the one-loop coun-
terpart in the N = 4 SYM theory.
The pure Chern-Simons contribution is subject to the UV divergence. To regulate the divergence while
preserving the supersymmetry, we use the dimensional reduction scheme, d = (3− 2ǫ). The scheme also
contributes anomalies to the conformal and special conformal Ward identities. The resulting anomalous
Ward identities are [30]
D
〈
W [Cn]
〉∣∣∣
CS
= − Log(2)
( n∑
i=1
1
)
+O(ǫ)
K
m
〈
W [Cn]
〉∣∣∣
CS
= −2 Log(2)
( n∑
i=1
xmi
)
+O(ǫ) (2.16)
The full solution to these equations takes the form〈
W[Cn]
〉(2)∣∣∣
CS
= − Log(2)
2
n∑
i=1
(−x2i,i+2µ2)2ǫ
2ǫ
+Rem
(2)
n,CS(u) +O(ǫ). (2.17)
For the tetragon Wilson loop, n = 4, the two-loop result was computed in [30]. The Chern-Simons
contribution in (2.17) is absorbable to the matter-dependent part by redefining the UV regularization
scale µ. Remarkably, the final result coincides with the one loop result in N = 4 SYM theory. Explicitly,
the matter-dependent contribution and the ladder plus triple-vertex contribution take the form [31]〈
W[C4]
〉(2)∣∣∣
matter
= − (−x
2
134πe
γEµ2)2ǫ
(2ǫ)2
− (−x
2
244πe
γEµ2)2ǫ
(2ǫ)2
+
1
2
Log2
(x213
x224
)
+Rem
(2)
4 (u)
∣∣∣
matter
(2.18)
〈
W[C4]
〉(2)∣∣∣
CS
= − Log(2)
2
4∑
i=1
(−xi,i+2πeγEµ2)2ǫ
2ǫ
+Rem
(2)
4 (u)
∣∣∣
CS
(2.19)
Hereafter, we denote Rem
(2)
n,matter(u) for the IR finite part of
〈
W[Cn]
〉(2)
matter
modulo the BDS finite
part. Also, Rem
(2)
n,CS(u) is the IR finite part of
〈
W[Cn]
〉(2)
CS
. For the tetragon Wilson loop, n = 4, these
numerical constants are given by
Rem
(2)
4 (u)
∣∣∣
matter
=
π2
4
Rem
(2)
4 (u)
∣∣∣
CS
=
5π2
12
− 2Log2(2). (2.20)
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Finally, the two contributions, (2.18) and (2.19), can be combined to the following compact form for the
ABJM theory〈
W[C4]
〉(2)
ABJM
= − (−x
2
13µ˜
2)2ǫ
(2ǫ)2
− (−x
2
24µ˜
2)2ǫ
(2ǫ)2
+
1
2
Log2
(
x213
x224
)
+Rem
(2)
4 (u) +O(ǫ). (2.21)
Here, µ˜ is the uniformizing UV regulator scale related to µ by
µ˜2 = 8πeγEµ2. (2.22)
The remainder function Rem
(2)
4 (u) is
Rem
(2)
4 (u) = Rem4(u)
∣∣∣
matter
+Rem4(u)
∣∣∣
CS
+ 5 Log2(2)
= +3 Log2(2) +
2π2
3
. (2.23)
The last term in the first line is from the uniformization (2.22) of the regulator scale. The remainder
function is independent of the conformal cross-ratios u’s, much the same way as the one-loop result in
the N = 4 SYM theory. Moreover, it displays the uniform transcendentality property.
3 Hexagon Wilson Loops at Two Loops
Our goal in this paper is to obtain the remainder function Rem(2)n (u) in (2.17) for general n ≥ 6. For
later convenience, we decompose the second-order corrections to the Wilson loop expectation value as〈
W[Cn]
〉(2)
ABJM
=
[〈
W[Cn]
〉(2)
matter
+
〈
W[Cn]
〉(2)
ladder
+
〈
W[Cn]
〉(2)
vertex
]
µ˜
=
[〈
W[Cn]
〉(1)
N=4 SYM
]
BDS
+Rem(2)n . (3.1)
In the second line, we related the functional form of the ABJM Wilson loop expectation value to that of
the N = 4 SYM Wilson loop expectation value. The BDS part is abelian, so it must be that both are
the same. The remainder function is theory specific. In ABJM theory, Remn is related by
Rem(2)n := Rem
(2)
n
∣∣∣
matter
+Rem(2)n
∣∣∣
CS
+
5
4
n Log2(2). (3.2)
The last term constant originated from uniformizing the UV regulator scale as in (2.22). The contribution
Rem
(2)
n,CS is computationally most complicated.
Our first task is to compute Rem(2)n (u) for n = 6 analytically. For n > 6, we will determine Rem
(2)
n (u)
using recursion relations that we will derive in section 7 from soft-collinear factorization of the light-like
Wilson loop and analytic result for n = 6 as an input.
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(a) (b) (c) (d)
(e) (f) (g)
(h) (i) (j)
(k) (l) (m)
Figure 1 : The Feynman diagrams contributing to the lightlike hexagon Wilson loop consist of (a) ∼ (m)
and cyclic permutations of the six edges. We classify them by (a) ∼ (d) as triple-vertex contributions,
(e) ∼ (j) as ladder contributions, and (k) ∼ (m) as matter contributions.
It turns out the anomalous conformal Ward identities demand that the Wilson loop expectation value
must take the form Eq.(3.1). Here, we want to determine the remainder function Remn in Eq.(3.1). To
this end, we evaluate all contributing Feynman diagrams to two loop orders. We shall regularize the UV
divergences in the dimensional regularization d = (3 − 2ǫ) and adopt the dimensional reduction scheme
DRED that treats the Levi-Civita symbol ǫmnp as 3-dimensional tensor while all others as d-dimensional
tensors.
In Figure 1, we display the relevant diagrams. The complete list of the contributing diagrams include
them and their cyclic permutations with respect to the hexagon edges. For foregoing discussions, we
classify the diagrams in Figure 1 into three groups: triple-vertex diagrams for (a)-(d), ladder diagrams
for (e)-(j), and matter-dependent diagrams (k)-(m). Computationally, we found that the triple-vertex
diagrams the most complex. All of them involve the gauge field propagator (∆mn)(x, y). We take the
Landau gauge. In this gauge, the tree-level gauge field propagator is parity-odd and is given in position
11
space by
(∆mn)
(0)
(x, y) =
λ
N
I⊗ I Zo ǫmnp(x− y)
p
[(x− y)2] d2 where Zo = π
(2−d)/2Γ(d/2). (3.3)
For derivation, see Appendix B. In the rest of this section, we present integral expressions of each group.
3.1 Matter Contribution
For the diagrams (k)-(m) in Figure 1, it suffices to first consider the self-energy of the gauge fields. At
one-loop, the gauge field propagators receive corrections from vacuum polarization of matter fields. The
one-loop corrected self energy is equal to the tree-level gauge field propagator in N = 4 SYM [28,29] In
position space, the one-loop corrected gauge field propagator ∆
(1)
mn(x, y) is parity-even and takes the form
∆(1)mn(x, y) = −
λ2
N
I⊗ I Ze gmn
((x− y)2)d−2 where Ze = π
2−dΓ2
(
d/2− 1
)
. (3.4)
See Appendix C for derivation and physical interpretation.
The matter contribution is computable parallel to the leading-order in the N = 4 SYM theory, except
replacing the propagator with ∆
(1)
mn(x, y) in (3.4):〈
W[Cn]
〉(2)
matter
=
1
λ2
1
N
TrP
∮
dxmi
∮
dxnj
(
i2∆(1)mn(zi, zj)
)
=
(
(4πeγE)2ǫ +
π2
2
ǫ2 +O(ǫ3)
) n∑
i>j=1
Iij (3.5)
Here, Iij is the integral of one gauge boson exchange between edges i, j along the contour Cn:
Iij(x) =
∫ 1
0
dτi
∫ 1
0
dτj
yi · yj
[(zi − zj)2]d−2 (i, j = 1, 2, · · · , n). (3.6)
It is straightforward to evaluate these integrals (3.6), as was done in [34]. Singular loci of the denominator
are where the UV divergences arise and they occur precisely at the cusps, viz. when the gauge propagator
connects two points on adjacent edges and approach toward the cusp in between.
For the adjacent diagrams, the integration is straightforward. The leading UV divergence is readily
obtained as
Ii+1,i(x) =
∫
dτi
∫
dτi+1
yi · yi+1
[(zi+1 − zi)2]d−2 = −
1
2
(x2i,i+2)
2ǫ
(2ǫ)2
. (3.7)
Non-adjacent diagrams are UV finite. Summing them over all possible distinct permutations, we obtain
the so-called the BDS function BDS(2)n :
BDS(2)n (x) ≡
n∑
i>j+1
Iij(x). (3.8)
These integrals can be evaluated analytically, as was done in [34]:
Iij(x) =
1
2
[−Li2(1− as)− Li2(1− at) + Li2(1− aP 2) + Li2(1− aQ2)]ij . (3.9)
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Here, the parameter a is given by [34]
a =
s+ t− P 2 −Q2
st− P 2Q2 , where P
2 = x2i,j+1, Q
2 = x2i+1,j , s = x
2
i,j , t = x
2
i+1,j+1. (3.10)
Combining this with Eq.(3.5), it follows that the matter contribution to the Wilson loop expectation
value is given by
〈
W[Cn]
〉(2)
matter
= −1
2
n∑
i=1
(x2i,i+24πe
γEµ2)2ǫ
(2ǫ)2
+BDS(2)n (x) + Rem
(2)
n (u)
∣∣∣
matter
+O(ǫ). (3.11)
Here, the matter contribution to the remainder function is given by
Rem(2)n (u)
∣∣∣
matter
= − 1
16
nπ2. (3.12)
For the special case of n = 4, this result reproduces (2.18) and the remainder function (2.20).
3.2 Gauge Boson Ladder diagram
The pure Chern-Simons term generates ladder diagrams and triple-vetex diagrams. The ladder diagram
contributes to the Wilson loop expectation value as
〈
W[Cn]
〉(2)
ladder
=
(
Γ
(
d
2
)
π
d−2
2
)2 ∑
P(i,j,k,l)
Iladder(x) (3.13)
Here, P(i, j, k, l) refers to sum over path-ordered, pairwise connections among the four segments (i, j, k, l)
and the Iladder integral is given by
I
{i,j,k,l}
ladder =
∫
dτi · · ·
∫
dτl
ǫ(yi, yl, zi − zl)
[(zi − zl)2] d2
ǫ(yj , yk, zj − zk)
[(zj − zk)2] d2
, (3.14)
where the superscript {i, j, k, l} labels the edges that the gauge field is attached. For instance, for the
hexagon, the six configurations
{i, j, k, l} = {4, 4, 1, 1}, {5, 4, 1, 1}, {4, 3, 1, 1}, {5, 3, 1, 1}, {3, 3, 1, 1}, {5, 4, 2, 1} (3.15)
and their cyclic permutations should be summed over . Importantly, these ladder diagrams are all UV
finite. Explicit form of the integrals are tabulated in Appendix E.
3.3 Triple-Vertex Diagram
The triple-vertex diagrams are reduced to tensor integrals involving the Levi-Civita tensor εmnp. We
deal with such tensor integrals by reducing them to scalar integrals via the relations
Imnp(x, y, z) =
∂
∂yn
∂
∂zp
Im(y − x, z − x), (3.16)
where Im(y − x, z − x) is given by
Im(a, b) =
∫
ddw
wm
|w|d|w − (y − x)|d|w − (z − x)|d . (3.17)
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Contracting the Levi-Civita tensors with the segment vectors of the polygon, one obtains integrals in
readily evaluatable forms.
Triple-vertex diagram contributes to the Wilson loop expectation value as
〈
W[Cn]
〉(2)
vertex
=
i
2π
(Γ(d2)
π
d−2
2
)3 ∑
path-ordered
I
{i,j,k}
vertex (3.18)
Here again, the superscript {i, j, k} labels the edges where the gauge field is attached. The path ordering
restricts i > j > k case only. In self-explaining notation, the integral takes the form
I
{i,j,k}
vertex (x) =
∫
R2,1
ddw
[∫
· · ·
∫
dτidτjdτkǫ
abc ǫ(yi, a, w − zi)ǫ(yj , b, w − zj)ǫ(yk, b, w − zk)
[(w − zi)2] d2 [(w − zj)2] d2 [(w − zk)2] d2
]
. (3.19)
In the case of hexagon, the four configurations
{i, j, k} = {3, 2, 1}, {4, 2, 1}, {4, 3, 1}, {5, 3, 1} (3.20)
and their cyclic permutation generate all possible diagrams. Among them, divergence appears only
through {3, 2, 1}-type configuration. For integral expression of the triple-vertex diagrams, see Appendix
G.
Note that the triple-vertex diagrams are UV-divergent. These divergences arise from configurations
whose three attached points of the gauge bosons approach a single segment. The {3, 2, 1} diagram is
an example of such configuration. After the Mellin-Barnes transformation, the integral I
{3,2,1}
vertex can be
brought to a form that can be evaluated in part analytically and in part numerically with high precision.
The result reads
I
{3,2,1}
vertex (x) =
iπ
d
2 Γ(d− 1)
8Γ(d2 )
3
(
4π Log(2)
(x213µ
2)2ǫ
ǫ
+ 4π Log(2)
(x224µ
2)2ǫ
ǫ
+ I
{3,2,1}
finite
)
. (3.21)
Summing over all possible path-ordered triples (i, j, k), we find that
∑
P(i,j,k)
I
{i,j,k}
vertex (x) =
iπ
d
2 Γ(d− 1)
8Γ(d2 )
3
(
8π Log(2)
n∑
i=1
(x2i,i+2µ
2)2ǫ
2ǫ
+ Ifinite
)
, (3.22)
The leading UV-divergence is 1ǫ , in contrast to
1
ǫ2 leading UV-divergence in matter contribution.
3.4 Wilson Loop of the Pure Chern-Simons Theory
In pure Chern-Simons theory, the contribution
〈
W[Cn]
〉(2)
CS
is obtained by combining
〈
W[Cn]
〉(2)
ladder
and
〈
W[Cn]
〉(2)
vertex
. To evaluate these expectation values, we carry out tensor integral
∑
i>j>k>l I
ladder
i,j,k,l
and
∑
i>j>k I
vertex
i,j,k . The result is〈
W[Cn]
〉(2)
CS
=
〈
W[Cn]
〉(2)
ladder
+
〈
W[Cn]
〉(2)
vertex
=
(Γ(d2)
π
d−2
2
)2 n∑
i>j=1
Ii,jladder +
i
2π
(Γ(d2)
π
d−2
2
)3 n∑
i>j>k=1
Ii,j,kvertex. (3.23)
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Inserting (3.22), we finally obtain
〈
W[Cn]
〉(2)
CS
= −
(Γ(d− 1)
2
π2−d
8
)(
4π log(2)
n∑
i=1
(x2i,i+2µ
2)2ǫ
ǫ
+ Ifinitevertex
)
+
(Γ(d2)
π
d−2
2
)2 ∑
i>j>k>l
Ii,j,k,lladder
= −
(Γ(d− 1)
2
π2−d
8
)(
4π log(2)
n∑
i=1
(x2i,i+2µ
2)2ǫ
ǫ
)
+ ICS +O(ǫ)
= − log(2)
2
n∑
i=1
(x2i,i+2πe
γEµ2)2ǫ
2ǫ
+Rem
(2)
n,CS(u) +O(ǫ) (3.24)
In second line, we used the fact that Ifinitevertex and
∑
i>j>k>l I
i,j,k,l
ladder are finite quantity. For convenience, we
defined here
ICS = − 1
16π
Ifinitevertex +
1
4
∑
i>j>k>l
Ii,j,k,lladder. (3.25)
Explicit expansion of the last line in (3.24) yields relation between ICS and Remn,CS(u):
Rem
(2)
n,CS(u) = ICS +
n
2
Log(2). (3.26)
We will evaluate ICS numerically. Before proceeding, we will need to digress to general consideration of
free kinematic variables in light-like polygon, viz. the moduli space of light-like polygon. For the result
of the remainder function, the reader may skip to the end of section 7.
4 Euclid, Mandelstam and Gram
The first step in evaluating the remainder function is to specify the geometry of lightlike polygon. We
shall call it the kinematics. In this section, we present general considerations of the moduli space of a
lightlike n-gon Cn.
4.1 Moduli Space of Lightlike Polygon
The contour Cn is specified by the set of points x1, · · · , xn. They are lightlike separated with adjacent
neighbors, and can always be brought to
x1 + · · ·+ xn = 0. (4.1)
by translation invariance 2. Equivalently, Cn can be specified by the segment vectors y1, · · · , yn. They
are all light-like (y2i = 0), and trivially satisfy the closedness condition
y1 + · · ·+ yn = 0. (4.2)
The two are discrete, polygon counterpart of the statement that a smooth curve can be described either
by specifying position vectors of the curve or by specifying tangent vectors of the curve. Either way, one
2In other words, the center of mass of the polygon Cn can always be put at the origin.
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finds that the moduli spaceM[Cn] of n-sided polygon Cn in d-dimensional embedding space is given by
dimM[Cn] = (dn− n)− d− 1
2
d(d− 1). (4.3)
The dimension of the moduli space (4.3) grows linearly with n, the number of x’s or y’s. For instance,
consider the n = 6 hexagon. We can specify 6 position vectors, x1, · · · , x6 subject to (4.1). Out of
6×3 = 18 components, light-like conditions x2i,i+1 = 0 eliminates 6, (4.1) eliminates 3 and so(2, 1) Lorentz
transformation eliminates 3. The remaining 6 independent variables are the moduli of C6. Alternatively,
we can also specify 6 segment vectors y1, · · · , y6 subject to (4.2). Out of 6×3 = 18 components, light-like
conditions y2i = 0 eliminate 6, (4.2) eliminates 3 and so(2, 1) Lorentz transformation eliminates 3. The
remaining 6 independent variables are the moduli of C6.
On the other hand, by the Poincare´ invariance, the lightlike Wilson loops are not functions of xi’s
or yi’s themselves, but are functions of the Mandelstam invariants x
2
ij , i, j = 1, · · · , n. They vanish for
j = i, i± 1, so the net number of nontrivial invariants is given by
dimM(Cn) =
1
2
n(n− 3). (4.4)
Alternative choice of the Mandelstam invariants are y2ij . They range over i, j = 1, · · · , (n − 1) because
of the closedness condition (4.2). They also vanish for j = i. Altogether, the net number of nontrivial
invariants is given again by (4.4). Their number grows quadratically with n, so would outgrow the
dimension of n-gon moduli space (4.3). It must be that many of the Mandelstam invariants are redundant.
The projection of the space of Mandelstam invariants to the space of polygon moduli is achieved by
the geometric condition that n vectors in d dimensional spacetime are necessarily linearly dependent for
n > d. To this end, consider the Gram matrix G, whose (i, j) entry is given by yi · yj :
G ≡MT ·M =

y1 · y1 y1 · y2 y1 · y3 · · · y1 · yn
y2 · y1 y2 · y2 y2 · y3 · · · y2 · yn
y3 · y1 y3 · y2 y3 · y3 · · · y3 · yn
...
...
...
. . .
...
yn · y1 yn · y2 yn · y3 · · · yn · yn

(4.5)
Here, M is (d×n) matrix whose entries are the segment vectors M = (ym1 , ym2 , · · · , ymn ). Determinant of
G, called Gram determinant, is nothing but the square of the hypercube volume spanned by the segment
vectors:
DetG(i, j) = ||y1 ∧ y2 ∧ y3 ∧ · · · ∧ yn||2. (4.6)
Because of the closedness condition (4.2), the Gram determinant vanishes identically. Moreover, d-
dimensional spacetime accommodates at most d many linearly independent vectors. Hence, in Gram
matrix, determinant of any (d+1)× (d+1) sub-matrices ought to vanish identically. There are (n− d−
1)(n−d)/2 many such choices, so these Gram sub-determinant conditions project the space of Mandelstam
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variables down to the space of independent scalar invariants of dimension
dimΠGM(Cn) =
1
2
n(n− 3)− 1
2
(n− d− 1)(n− d) = (d− 1)n− 1
2
d(d+ 1). (4.7)
This matches precisely with the dimension of the moduli space of n-sided lightlike polygon (4.3).
4.2 Positivity Condition
In evaluating the lightlike polygon Wilson loop operator expectation value , the input data of Cn are
the vectors xi’s or yi’s of the polygon. On the other hand, the expectation value is Poincare´ invariant,
so it must depend on these vectors only through scalar products:
yi · yj = 1
2
[
x2i,j+1 + x
2
i+1,j − x2i,j − x2i+1,j+1
]
. (4.8)
This suggests it natural to take the Mandelstam variables as input parameters. This is what we shall
do for numerical computations. On the other hand, as we saw above, the Mandelstam variables are not
mutually independent and need to be further supplemented by the Gram sub-determinant conditions. A
complication is that, typically, the Gram sub-determinant conditions are too involved to solve explicitly.
In evaluating the Feynman loop integrals, we shall employ the Mellin-Barnes transformations. During the
evaluation, we shall provisionally assume that the Mandelstam variables are linearly independent until we
perform the Mellin-Barnes transformations. We then evaluate the transformed expressions numerically,
and at this stage we shall impose the Gram sub-determnant conditions by taking special kinematics of
Cn such that it becomes consistent with these conditions. We found numerically that Rem(u) yields
physically meaningful values when Mandelstam variables are restricted by the Gram sub-determinant
conditions and that, in solving the anomalous conformal Ward identity, the remainder function Rem(u)
is expressed in terms of cross ratios only after the Gram sub-determinant conditions are imposed to the
Mandelstam variables.
Often, the Mellin-Barnes transformed integrals involve spurious poles. To avoid them, it is necessary
to impose all the Mandelstam variables to have the same sign. We shall call this condition as ”positivity
condition”. It turns out that, for the edge vectors yi’s, the condition is satisfied by making timelike
components of adjacent edge vectors to have alternating signs. As the edge vectors are subject to the
closedness condition, this condition then implies that only even numbers of edges n = 2N are permissible.
This purely geometric consideration imposes the polygons relevant for the lightlike ABJM Wilson loops
3 restricted to those with even numbers of the edge. Though we do not have a fully general argument,
we think that this is a general geometric condition.
To illustrate this, consider the case of hexagon. A choice of the edge vectors y1, · · · , y6 satisfying the
positivity condition and the closedness condition y1 + · · ·+ y6 = 0 are
y1 = (−
√
a2 + b2, a, b) y2 = (+
√
c2 + d2, c, d) y3 = (−
√
e2 + f2, e, f)
y4 = (+
√
g2 + h2, g, h) y5 = (−
√
p2 + q2, p, q) y6 = (+
√
r2 + s2, r, s)
(4.9)
3The same restriction applies to all three dimensional conformal field theories.
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First, we set the time-component of the edge vectors of alternating sign so that Mandelstam variables are
positive. Take for example the hexagon. Among the nine Mandelstam variables, six variables(x213, x
2
24, x
2
35,
x246, x
2
15, x
2
26) are inner product of consecutive segment vector, viz. 2yi · yi+1. Then, for example,
x21,3 = 2y1 · y2 = 2
√
a2 + b2
√
c2 + d2 + 2ac+ 2bd. (4.10)
By triangle inequality, sign of this Mandelstam variable is determined by the first term, regardless of
signature of each parameters. To make this Mandelstam variable positive, we see that the edge vectors
must be chosen to have consecutively alternating signs of their time components.
Such kinematical restrictions bear the following geometric implications to the ‘triple-collinear factoriza-
tion’ we will study in the next section. Recall that, by construction, a lightlike polygon is made of oriented
edges which are all lightlike. When we take a polygon and let two non-adjacent vertices xi, xj(j 6= i± 1)
become lightlike, we see we can decompose the lightlike contour of the parent polygon as a sum of two
lightlike contours of daughter polygons. The absence of polygons with odd numbers of the edge also puts
the constraint that the factorization must involve even number of consecutive vertices. This condition is
also compatible with the requirement that the time component of edge vectors must be sign alternating.
We see that such factorization gives rise to a nonlinear recursion relations among the lightlike Wilson
loops.
4.3 Moduli Space of Conformal Lightlike Polygon
Up until now, in counting the moduli space of lightlike polygons, we only took into account the Poincare´
symmetry of embedding spacetime. We now further endow the polygons with conformal symmetry.
Replacing the Poincare´ symmetry so(d − 1, 1) by the conformal symmetry so(d, 2), we see that the
dimension of moduli space of conformal lightlike polygons is modified to
dimMc[Cn] = (d− 1)n− 1
2
(d+ 1)(d+ 2). (4.11)
On the other hand, we elaborated in the previous section that the geometry of lightlike polygons is
more conveniently described in terms of Mandelstam variables but these variables are not mutually
independent. The requisite projection of the Mandelstam variables is the Gram condition. Below, we
explain how this can be achieved.
The dimension of parameter space of conformally invariant Mandelstam variables, viz. the conformal
cross-ratios
ui,j =
x2i,j+1x
2
i+1,j
x2i,jx
2
i+1,j+1
, (4.12)
is given by
dimMc[Cn] =
1
2
n(n− 1)− n− n = 1
2
n(n− 5), (4.13)
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Figure 2: Cross-ratios or anharmonic ratios are conformally invariant Mandelstam variables of lightlike
polygon.
The counting is simple. To construct a cross-ratio, we need two distinct edges as in Figure 2. There
are n(n− 1)/2 possible pairs of edges. However, the resulting cross-ratio vanishes if the two edges chosen
are nearest neighbors or next-nearest neighbors.
We are again in a situation that, in a given spacetime dimension, the dimension of the moduli space of
conformal cross-ratios (4.13) outgrows dimension of moduli space of conformal lightlike polygon (4.11)
we want to describe. The requisite projection to the conformal cross-ratios is achieved by the Gram
condition modulo conformal equivalence relations.
Let’s be more explicit. A conformal covariant vector xm in Rd−1,1 can be equivalently described by
projection of a vector XA = (X1, X0, X1, · · · , Xd) in embedding Minkowski space Rd,2 onto the lightlike
hyperboloid:
ηABX
AXB = −(X−1)2 − (X0)2 + (X1)2 + · · ·+ (Xd)2 = ηmnXmXn − 2X+X− = 0. (4.14)
Choosing the lightcone coordinates X± = (X−1 ±Xd)/
√
2 are the lightcone coordinates, the vector xm
is projectively obtained by
xm =
Xm
X+
. (4.15)
The action of the conformal group SO(d, 2) to the vector xm is equivalent to the action of linear transfor-
mations acting on XA lying on the lightlike hyperboloid (4.14). It is known that the space of x-vectors
is Rd−1,1 provided the SO(d, 2) is gauge-fixed to X+ = 1. In this gauge,
X2ij = −2Xi ·Xj = x2ij . (4.16)
From this, it also follows that
Yi := (Xi+1 = Xi) = (yi, 0, Y
−
i ) (i = 1, · · · , n) (4.17)
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are lightlike in Rd,2. We thus associated the conformal edge vectors yi’s of a conformal lightlike polygon
in the physical spacetime Rd−1,1 with the edge vectors Yi’s of a lightlike polygon in the embedding space
Rd,2. This then implies that the space of conformal cross-ratios in Rd−1,1 is the same as the space of
Mandelstam variables in Rd,2. Therefore, the dimension of the moduli space of conformal cross-ratios is
given by
dimMc(Cn) =
1
2
n(n− 1)− n− n = 1
2
n(n− 5). (4.18)
We subtracted n for choosing adjacent edge pairs, and n for choosing next-adjacent edge pairs.
How do we match this moduli space to the moduli space of conformal lightlike polygons? The idea is
that the Gram sub-determinants of the vectors project the cross-ratios down to the space of independent
ones. The Gram determinant in the embedding space is now given by
Gc =M
T
c ·Mc =

Y1 · Y1 Y1 · Y2 · · · Y1 · Yn
Y2 · Y1 Y2 · Y2 · · · Y2 · Yn
...
...
. . .
...
Yn · Y1 Yn · Y2 · · · Yn · Yn
 (4.19)
Because of the closedness condition, the Gram determinant itself vanishes identically. Since the embedding
space Rd,2 accommodates at most (d + 2) many linearly independent vectors, Therefore, there are (n −
(d+1))(n−(d+1)−1)/2 many Gram sub-determinant conditions. Therefore, the dimension of conformal
cross-ratios is
dimΠGMc[Cn] =
1
2
n(n− 5)− 1
2
(n− d− 1)(n− d− 2) = (d− 1)n− 1
2
(d+ 1)(d+ 2). (4.20)
This matches precisely the dimension of moduli space of conformal lightlike polygons (4.11).
5 The Hexagon Remainder Function
In this section, we compute the remainder function Rem
(2)
6,CS, relevant for the hexagon ABJM Wilson
loop expectation value. We explained in section 3 that this computation involves multi-dimensional scalar
integrals. In this section, we compute them.
We expect from the anomalous conformal Ward identity that the remainder function Remn,CS depends
only on the conformal cross-ratios. In setting up the computation, we can readily verify this property of
the remainder function by varying shapes, equivalently, Mandelstam variables of the lightlike polygon.
Not all the Mandelstam variables are independent and, as we explained in section 4, it is necessary to
impose the Gram sub-determinant conditions. This condition turns out a stark difference from what
were known for extracting the remainder function in the four-dimensional N = 4 SYM. In section 5.1,
we recall this situation in detail.
For the computation of multi-dimensional integrals, we utilize public packages. The scalar integrals we
need to compute span up to 8-dimensional complex integrations. The traditional MB package [35] turns
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out not powerful enough to render the result with requisite numerical precisions. Instead, we utilize the
package FIESTA2, [36]. In the following subsections, we present details of the computation. In section
5.2, we present numerical computations performed using the FIESTA2 package. In section 5.3, for the
special shapes of the hexagon discussed in the previous section, we reduce our multi-dimensional integrals
to lower-dimensional integrals. The reduction facilitates to achieve high precision to the numerical com-
putations. In section 5.4, we utilize the PSLQ algorithm and infer analytic expressions of the Rem6,CS
from the numerical results.
5.1 Remainder Function in N = 4 Super Yang-Mills Theory
In section 4, we explained that the Mandelstam variables are the Lorentz scalars convenient for speci-
fying the geometry of lightlike polygon, they need to be further projected down to the space of conformal
cross-ratios since they are not mutually independent. We alluded that such projection is achieved by
the Gram sub-determinant conditions. Therefore, in the numerical computation in this section of the
hexagon remainder function, we shall cover the moduli space of the lightlike hexagon by varying the
Mandelstam invariants over the subspace that the Gram sub-determinant conditions are satisfied.
While our prescription is the most natural steps to take, this was not what was practiced when the
hexagon remainder function was computed in the (3+1)-dimensional N = 4 SYM theory. There, the
anomalous conformal Ward identities also put the remainder function to be a function of conformal
cross-ratios. The lightlike Wilson loops were again specified by Mandelstam invariants. Remarkably, it
was observed that two sets of Mandelstam invariants, one obeying the Gram sub-determinant conditions
and another not, yielded an identical result for the remainder function. In so far as the cross-ratios
are the same, any choice of the Mandelstam variable set is allowed regardless of solving the Gram sub-
determinant conditions. Indeed, this explains why lightlike Wilson loops with odd numbers of edges are
admissible configurations in the N = 4 SYM theory.
As the Mandelstam variables can be chosen freely thus they can be taken ‘unphysical’ values outside
the moduli space of the hexagon, wide variety of kinematic limits become available in so far as eval-
uation of the remainder function is concerned. In the (3 + 1)-dimensional N = 4 SYM theory, this
freedom was maximally taken into advantage. A particularly useful limit was the quasi multi-Regge
kinematics (QMRK), since this kinematics enabled determination of the hexagon remainder function and
understanding its analytic structure. For (2 + 1)-dimensional ABJM theory, we concluded in section 4
that such kinematic limits are not available and we should impose the Gram sub-determinant conditions
throughout.
The Gram sub-determinant conditions essential for the ABJM theory bears further impact. In the
the (3 + 1)-dimensional N = 4 SYM theory, another useful kinematic limit was to take the lightlike
polygon to (1 + 1)-dimensional subspace. This limit brought in enormous simplification and facilitated
computation of the remainder function analytically tractable. Unfortunately, for kinematical reasons
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again, this limit is also not available for (2 + 1)-dimensional ABJM theory. This is because the (1 + 1)-
dimensional kinematics cruially relies on the positivity condition and the closedness of edge vectors. Take
for instance the lightlike hexagon and restrict it to the (1 + 1)-dimensional lightlike basis, (1,−1) and
(1, 1). The 6 edge vectors obeying the positivity condition are parametrized as
y1 = (a,−a), y2 = (b, b), y3 = (c,−c), y4 = (d, d), y5 = (e,−e), y6 = (f, f), (5.1)
where a, b, c, d, e, f are restricted to be positive. To obey the closedness, both a + b + c + d+ e + f = 0
and a − b + c − d + e − f = 0 should be satisfied. We see that these conditions cannot be met, since
the positivity of a, b, c, d, e, f violates first equation. Therefore, (1 + 1)-dimensional lightlike condition,
positivity condition and closedness are not mutually compatible.
5.2 Scalar Invariants and Gram Sub-Determinant Conditions
Here, we first study how the hexagon remainder function depends on the Mandelstam variables and the
Gram sub-determinant conditions. We shall find that the dependence in the (2 + 1)-dimensional ABJM
theory is very different from the dependence in the (3 + 1)-dimensional N = 4 SYM theory.
We computed numerically both the triple-vertex diagrams and the ladder diagrams listed in Figure
2. Adding them, we obtained the hexagon remainder function at two loops, Rem
(2)
6,CS as a function of 9
Mandelstam variables of the hexagon.
x213 x
2
24 x
2
35 x
2
46 x
2
15 x
2
26 x
2
14 x
2
25 x
2
36 Rem
(2)
6,CS
A −1.0000 −1.0000 −1.0000 −1.0000 −1.0000 −1.0000 −1.0000 −1.0000 −1.0000 −3.47537352
B −6.8764 −18.194 −21.887 −77.498 −48.781 −14.780 −24.467 −30.720 −3.3327 −3.47342610
C −4.8757 −11.282 −6.1981 −42.828 −19.339 −8.1903 −15.616 −10.007 −2.5719 −3.47622947
D −3.5979 −7.3282 −1.4275 −24.543 −7.9792 −4.5361 −10.424 −2.6875 −1.9989 −3.47688979
E −116.29 −4.0000 −116.29 −2.0350 −4.0000 −2.0350 −4.0000 −4.0000 −59.160 −3.48197748
F −4.0000 −2.3528 −9.0000 −1.0000 −1.3057 −1.0000 −1.0000 −2.2500 −3.6892 −3.47579959
G −4.0000 −1.0000 −8.8965 −4.4482 −1.0000 −2.0000 −1.0000 −1.0000 −5.5504 −3.47576202
H −1.2027 −2.5332 −2.0000 −3.0000 −6.2344 −13.512 −2.1782 −3.6253 −0.82827 −3.47561202
Table 1: Results of RCS,6 for eight configurations of hexagon’s Mandelstam variables. It suggests that
R
(2)
6,CS takes a constant value over wide ranges of the conformal cross-ratios.
In Table 1, we generated eight configurations (A)∼(H) of the 9 Mandelstam variables x213, · · · , x236,
subject to the Gram sub-determinant conditions. Equivalently, these configurations are generated by
lightlike segment vectors y1, · · · , y6 subject to the SO(3, 2) conformal invariance. The results indicates
that the hexagon remainder function Rem
(2)
6,CS is a constant number, independent of the Mandelstam
variables and hence the conformal cross-ratios.
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To test neessity of the Gram sub-determinant conditions, we chose a configuration, say (D), and
permuted subset of the nine Mandelstam variables while keeping their conformal cross-ratios fixed. Ob-
viously, permuting the Mandelstam variables so violates the Gram sub-determinant conditions. We
computed the hexagon remainder function Rem
(2)
6,CS and the results are tabulated in Table 2.
x213 x
2
24 x
2
35 x
2
46 x
2
15 x
2
26 x
2
14 x
2
25 x
2
36 Rem
(2)
6,CS
D1 −3.5979 −7.9792 −1.4274 −24.543 −7.3282 −4.5361 −10.424 −2.6875 −1.9989 −3.70845563
D2 −3.5979 −7.9792 −4.5361 −24.543 −7.3282 −14.780 −10.424 −2.6875 −1.9989 −3.99210938
Table 2: We examined whether Rem
(2)
6,CS maintain the same values for the above Mandelstam variables.
They all have same conformal cross ratios. One remarkable observation on the remainder function in
N = 4 SYM was that it has the same value for all Mandelstam variables so long as their conformal cross
ratios are the same, even if the Gram sub-determinant conditions were not satisfied. This result suggests
that such feature no long holds in the ABJM theory.
In Table 2, we generated configurations (D1) and (D2) that have the same conformal ratios as (D) but
violates the Gram sub-determinant condition 4. We observe that the remainder function at (D),(D1),(D2)
do not agree one another even though all three sets have one and the same conformal cross-ratio. We
thus conclude that, in stark contrast to the (3+1)-dimensional N = 4 SYM theory, the lightlike hexagon
Wilson loop expectation value in the ABJM theory is consistent with the anomalous conformal Ward
identity only if the Mandelstam variables were to satisfy the Gram sub-determinant conditions. Therefore,
if two sets of the hexagon Mandelstam variables satisfy the Gram sub-determinant conditions and yield
the same conformal cross-ratio, then their values of the remainder function should be the same. In our
numerical computations, we have confirmed this.
x213 x
2
24 x
2
35 x
2
46 x
2
15 x
2
26 x
2
14 x
2
25 x
2
36 Rem
(2)
6,CS
X −6.0000 −2.0000 −3.0000 −9.0000 −5.0000 −7.0000 −1.0000 −4.0000 −8.0000 −3.99713002
Y −1.0000 −5.0000 − 316 −27.000 −1.0000 −7.0000 −2.0000 −1.0000 −2.0000 −3.84236164
Z −1.0000 − 13 −1.0000 −1.0000 −2.0000 − 23 −1.0000 − 23 −1.0000 −3.41789832
Table 3: Three random choices of the Mandelstam variables that do not obey the Gram sub-determinant
conditions. The values of the remainder function RCS,6 do not agrees with the values in Table 1 for
‘physical’ Mandelstam variables.
As another check, in Table 3, we considered randomly chosen configuration (X) and another configura-
tion (Y) having the same conformal cross-ratios as (X). The two configurations yield different values for
the remainder function. This affirms that configurations violating the Gram sub-determinant condition
4This is equivalent to saying that there is no suitable choice of xi’s or yi’s vectors which generate (D1) and (D2)
configurations.
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do not obey the anomalous conformal Ward identitie since these identities put the remainder function
to a function only of conformal cross-ratios. As such, we call them ’unphysical’ configurations. We also
considered the configuration (Z) whose cross-ratios all have value 1 and hence relevant for the (1 + 1)-
dimensional configuration of the hexagon. Result (Z), however, shows that it does not yield the physical
result, because the closedness, (1 + 1)-dimensional lightlikeness, and the positivity conditions cannot be
satisfied simultaneously.
Summarizing, we learned that although the polygon kinematics is most conveniently described in
terms of the Mandelstam invariants, they are subject to various restrictions to correspond to physical
configurations. Some of these restrictions are universal, independent of spacetime dimensions, while some
other restrictions are specific to (2+1)-dimensional spacetime. Unfortunately, the latter restrictions were
stringent enough not to allow the QMRK that played powerful role in understanding the analytic structure
of the Wilson loop expectation values in the (3 + 1)-dimensional N = 4 SYM theory.
To avoid such difficulty, we identified alternative special kinematics that satisfy the Gram sub-determinant
conditions and also permit continuous deformation within the moduli space of the lightlike polygon. The
idea is to take the deformation parameters to asymptotic limit and reduce Mellin-Barnes integrals as
simple as possible. We shall study these kinematic limits in the next sections. For now, we present
numerical result for several configurations that turn out representative of 1- and 2-parameter subspaces.
x213 x
2
24 x
2
35 x
2
46 x
2
15 x
2
26 x
2
14 x
2
25 x
2
36 Rem
(2)
6,CS
J1 −100.00 −1.0000 −1.0000 − 1100 −1.0000 −1.0000 −1.0000 −1.0000 −1.0000 −3.4857518
J2 −100.00 −2000.0 −100.00 −100.00 −5.0000 −100.00 −100.00 −100.00 −100.00 −3.4778556
Table 4: Mandelstam variable choices satisfying the Gram sub-determinant conditions. We checked (J1)
and (J2) could be generated from suitably chosen edge vectors yi’s. Since we want to take asymptotic limit
while maintaining the Gram sub-determinant conditions, suitable special kinematics were considered.
These results provide numerical evidence that both one-parameter family and two parameter family
indeed yield satisfactory results for the remainder function. See Table 1 for comparison.
The configuration (J1) belongs to 1-parameter group, while (J2) belongs to 2-parameter group. We
examined numerically the effect of changing these free parameters. As seen in Table 4, the remainder
function Rem
(2)
6,CS takes a constant value over the ranges we changed these parameters. The result hints
that we can take certain asymptotic limits of these moduli parameters and simplify the Mellin-Barnes
transformation integrals.
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5.3 Special Shapes and Asymptotic Limits
5.3.1 The strategy
Our goal is to compute the hexagon remainder function with high precision and infer from it analytic
result. In the previous subsection, we presented the remainder function computed using the package
FIESTA2. The numerical error is rather large, O(10−2). Here, we propose an alternative strategy for
computing the remainder function with better numerical precision than FIESTA2. We begin with the
Mellin-Barns transformation to our 2-loop integrals, for which we used the Mathematica package MB. The
problem of this transformation is that it results in multi-dimensional scalar integrals, for which numerical
precision is difficult to attain. The idea is to lower the dimension of numerical integral maximally so
that higher numerical precision can be achieved. The way we achieve this is as follows. Recall that
the dimension of numerical integral is closely related to the number of independent terms inside the
denominator ∆y in the two-loop integral involving the gauge boson triple-vertex diagrams (See Appendix
G). By choosing judiciously a set of the Mandelstam variables that satisfy the Gram sub-determinant
conditions and that reduce the number of terms in ∆y, we can bring down the dimension of numerical
integrals and obtain the result with high numerical precisions. Below, we explain how we performed high
precision numerical computation for the gauge boson triple-vertex diagrams. The integrals are relegated
in the Appendix G. Attentive readers may skip technical details and go directly to the final results (5.5)
and (5.6).
5.3.2 Computational Details
Our strategy for the numerical computation is as follows. We apply the Mellin-Barnes transformation to
every loop integrals resulting from the gauge boson triple-vertex and gauge boson ladder diagrams derived
in section 3. We then take special limits of the polygon shape deformed by one- or two-moduli parameters.
The integrals are defined in the complex domain. Utilizing the packages MB and MBresolve [37], we resolve
singularity structure of each complex integrals. We then apply the Barnes lemma to reduce the integrals to
lower-dimensional integrals. We made this procedure automatic using the package barnesroutines [38].
Next, we apply the package MBasymptotics [39] to the chosen moduli parameters and obtain simpler
expressions for the integrals. We find that these expressions are reducible to at most three-dimensional
complex integrals. Finally, we evaluate them using the MB package and obtain numerical result with high
precision.
What special limits can we choose for the Mandelstam variables of the lightlike hexagon? Subject to
the Gram sub-determinant conditions, let’s consider the following two special limits: the first one has
1-moduli parameter, while second one has 2-moduli parameters.
• one-parameter hexagon
The moduli parameter a ranges over −∞ < a < +∞. We take the configuration that obeys the
positivity condition, and this puts all the Mandelstam variables to positive definite values.
25
x213 x
2
24 x
2
35 x
2
46 x
2
15 x
2
26 x
2
14 x
2
25 x
2
36
−ea −1 −1 −e−a −1 −1 −1 −1 −1
• two-parameter hexagon
x213 x
2
24 x
2
35 x
2
46 x
2
15 x
2
26 x
2
14 x
2
25 x
2
36
−eα −eα+β −eα −eα −eα−β −eα −eα −eα −eα
The moduli parameters α, β range over −∞ < α, β < +∞. Again, taking the configuration obeying
positivity condition, all the Mandelstam variables are positive definite.
We found that the hexagon remainder function Rem
(2)
6,CS remains constant-valued for a wide range
of the moduli parameters a, α, β. In the previous subsection, we already presented one such choice in
the result for the configurations (J1) and (J2) in the previous subsection. The result suggested that
the hexagon remainder function Rem
(2)
6,CS is indeed a constant up to two loops in the ABJM theory. We
performed numerical computation for both configurations and found that the two-parameter configuration
yields the result with better numerical precision. Hereafter, we will exclusively discuss the two-parameter
configuration results. The simplest integral is I321 in (G.10). Inserting the two-moduli parameter contour
to (G.10), we observe that the four-fold integration is reduced to three-fold integration. For instance, the
denominator is reduced to
∆y
∣∣∣
2-parameter
−→ eα · xx¯ys¯1s2 + eα−β · x¯y¯s¯2s3 + eα−β · xy¯s1s3 + eα · xy¯s¯1. (5.2)
By itself, five terms in the denominator ∆y are reduced to three terms, so the two-parameter configuration
does not appear to simplify the multi-dimensional integrals considerably. It turned out the two-parameter
configuration is more effective for other triple-vertex diagrams involving higher-dimensional integrals. The
most complicated integrals resulted from the contribution I531. The Mellin-Barns transformation of this
contribution yielded 8-dimensional complex integrals. With the two-parameter special kinematics, we
were able to reduce these integrals to five-dimensional integrals. We could do even better. By taking the
asymptotic limits for α, β sequentially,
α→ −∞ then β −→ +∞. (5.3)
we were able to reduce the five-dimensional integrals down to at most three-dimensional integrals.
5.3.3 Result
The high precision computation yielded
Rem
(2)
6,CS = −3.470168804.
(
0.000489814
)
. (5.4)
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Utilized the PSLQ algorithm, we converted thi to an analytic expression. The result is
Rem
(2)
6,CS = −
17
4
ζ(2) + 3Log(2) + 3Log2(2). (5.5)
Numerical value of the right-hand side is −3.470169200670522, and this agrees to our numerical result
−3.47016880435048 within the O(10−6) precision.
The final result for the two-loop, lightlike hexagon ABJM Wilson loop expecation value is obtained by
combining the purely abelian, matter-dependent contribution (3.11) and the pure Chern-Simons contri-
bution (3.24) for n = 6. It takes the form:
〈
W[C6]
〉(2)
ABJM
= −
[1
2
Log(2)
6∑
i=1
(x2i,i+2πe
γEµ2)2ǫ
2ǫ
+Rem
(2)
6,CS − 3Log(2)
+
1
2
n∑
i=1
(x2i,i+24πe
γEµ2)2ǫ
(2ǫ)2
− BDS(2)6 +
3
8
π2
]
= −
[1
2
6∑
i=1
(x2i,i+28πe
γEµ2)2ǫ
(2ǫ)2
− BDS(2)6 +Rem(2)6,CS − 3Log(2) +
3π2
8
− 15
2
Log2(2)
]
= −1
2
6∑
i=1
(x2i,i+28πe
γE µ˜2)2ǫ
(2ǫ)2
+BDS
(2)
6 +
(9
2
Log2(2) +
π2
3
)
, (5.6)
where the BDS contribution BDS
(2)
6 is already known. This is one of the main results of this paper. Like
the lightlike tetragon Wilson loop expectation value, the UV finite part in (5.6) exhibits the uniform
transcendentality.
While we have succeeded in obtaining two-loop analytic result for the hexagon Wilson loop expectation
value, we have yet no clue for the structure of the remainder function Rem
(2)
n,CS for polygons of n ≥ 8.
To crack down its structure, we will need to understand further configurational structures of the lightlike
polygon Wilson loop expectation value. This is what we will undertake in the next section.
6 Lightlike Factorization and Antenna Function
Conformal field theories are subject to infrared divergences due to collinear and soft bremsstrahlung
partons. These divergences then allow universal factorization and scaling behavior of physical processes.
A class of such processes is the parton scattering amplitudes in gauge theories. The universal factorization
and scaling behavior allowed accurate prediction at fixed order perturbation theory and resummation of
dominant logarithms.
Our goal in this section is to demonstrate that universal factorization and scaling behavior are also
present in the lightlike polygon Wilson loops. We then introduce ‘universal antenna function’ for a certain
limit of the polygon shape, which we will utilize it in the next section to solve for the ABJM Wilson loop
expectation value for arbitrary n.
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6.1 Infrared Factorization in Gauge Theories
Let us recall the IR factorization in gauge theories and draw intuitions for what we may expect for
the lightlike Wilson loops. The color-ordered scattering amplitude in gauge theories has the factorization
property with respect to the IR divergence. First, consider the collinear limit that lightlike momenta
ki and ki+1 of two partons i and i + 1 become parallel and coalesce to a new lightlike momentum kP .
Kinematically, this situation described by
ki −→ hkP and ki+1 −→ (1− h)kP , (0 ≤ h ≤ 1) (6.1)
so the two collinear partons carry the fraction h, (1− h) of the momentum kP .
For the L-loop n-point scattering amplitude A
(L)
n (k1, · · · , kn), the collinear limit exhibits factorization
[40]
A(L)n (k1, · · · , kn) −→
∑
λ=±
L∑
ℓ=0
Split
(L−ℓ)
−λ (h; ki, λi; ki+1, λi+1)A
(ℓ)
n−1(kP , λ, · · · kn)) (6.2)
Here λ labels the polarization state of the factorizing parton. In the summation, L, ℓ = 0 denote the tree-
level amplitude. Helicity structure is fixed by the Poincare´ invariance, so both the scattering amplitudes
and the splitting functions can be decomposed to their tree-level counterparts times scalar functions
summarizing loop corrections.
We define reduced scattering amplitudes M
(L)
n for the ratio of the L-loop scattering amplitude to the
tree-level scattering amplitude:
A(L)n (k1, λ1, · · · , kn, λn) = A(0)n (k1, λ1, · · · , knλn) ·M (L)n (k1, · · · , kn). (6.3)
Similarly, we define the reduced splitting functions R
(L)
s (ǫ, z, kP ) for the ratio of the L-loop splitting
function to the tree-level splitting function
Split
(L)
−λ(h; ki, λi; ki+1, λi+1) = Split
(0)
−λ(h; ki, λi; ki+1, λi+1) · R(L)s (ǫ, h; kP ), (6.4)
where we use the dimensional regularization for the IR divergences. In the collinear limit, the tree-level
scattering amplitudes are expected to factorize as follows:
A(0)n −→
∑
λ=±
Split
(0)
−λ(h; ki, λi; ki+1, λi+1)A
(0)
n−1(kP , λ). (6.5)
This is illustrated in next Figure.
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ki
ki+1
− −
ki
ki+1
+ +
Figure 3. Factorization of scattering amplitudes in gauge theory. The λ = ± refers to the polarization of
the intermediate, factorized particle state.
Inserting the relation (6.2) to (6.5), we get
M (L)n −→
L∑
ℓ=0
R(ℓ)s M
(L−ℓ)
n−1 (6.6)
By definition, R
(0)
s = 1 and M
(0)
n = 1. The reduced amplitudes M
(L)
n at one- and two-loops factorize to
M (1)n −→M (1)n−1 +R(1)s (6.7)
M (2)n −→M (2)n−1 +R(1)s M (1)n−1 +R(2)s . (6.8)
In the (3 + 1)-dimensional SYM theory, it is known that (6.7) and (6.8) are related each other by the
collinear relation [41]:
M (2)n (ǫ) =
1
2
(
M (1)n (ǫ)
)2
+ f (2)(ǫ)M (1)n (2ǫ) + C
(2). (6.9)
Here, C(2) is a finite constant, equal to − 12ζ22 . Also, f (2)(ǫ) = −(ζ2+ ζ3ǫ+ ζ4ǫ2+ · · · ). Substituting (6.7)
to (6.9),
M (2)n (ǫ) =
1
2
(M
(1)
n−1(ǫ) +R
(1)
s (ǫ))
2 + f (2)(ǫ)(M
(1)
n−1(2ǫ) +R
(1)
s (2ǫ)) + C
(2)
= M
(2)
n−1(ǫ) +R
(1)
s (ǫ)M
(1)
n−1 +
1
2
(R(1)s (ǫ))
2 + f (2)(ǫ)R(1)s (2ǫ). (6.10)
In the second line, we utlized the above collinear relation forM
(2)
n−1. Comparing this with (6.8), we obtain
recursive relation for the splitting function:
R(2)s (ǫ) =
1
2
(R(1)s )
2 + f (2)(ǫ)R(1)s (2ǫ) +O(ǫ). (6.11)
More generally, the scalar splitting function R
(ℓ)
s also follows from the BDS-like relation for all higher
ℓ > 1 loops. Indeed, for QCD and (3 + 1)-dimensional N = 4 SYM theory, the scalar splitting function
R
(1)
s was calculated explicitly and its universality was established [42], [41].
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Another source of the IR divergences in gauge theories is emission of the soft partons. These divergences
also provide another kind of factorization. More explicitly, in the limit of one parton becomes soft, the
scattering amplitudes exhibit an abelian factorization that it becomes a product of an eikonal factor
with a lower-point scattering amplitude. At tree-level, when b-parton becomes soft, kb ≃ 0, the soft
factorization is given by
A(0)n (k1, · · · , ka, kb, kc, · · · kn) −→ S(0)(ka, kb, kc)A(0)n−1(k1, · · · , ka, kc, · · · , kn) for kb → 0,
(6.12)
where S(0)(ka, kb, kc) denotes the tree-level eikonal factor,
S(0)(ka, kb, kc) =
1√
2
[
ǫ±b · ka
ka · kb −
ǫ±b · kc
kb · kc
]
. (6.13)
The soft bremsstrahlung factorization has the feature that this eikonal factor does not depend on the
helicity of external particles. The soft factorization also holds at higher loops. For example, at one loop,
the scattering amplitude factorizes in the soft limit as
A(1)n (k1, · · · , ka, kb, kc, · · · , kn)
−→ S(0)(ka, kb, kc)A(1)n−1(k1, · · · , ka, kc, · · · , kn) + S(1)(ka, kb, kc)A(0)n−1(k1, · · · , ka, kc, · · · , kn). (6.14)
Here, S(1) is the one-loop eikonal function. In dimensional regularization, it reads [43]:
S(1)(ka, kb, kc) = −S(0)(ka, kb, kc) 1
(4π)2−ǫ
Γ(1 + ǫ)Γ2(1 − ǫ)
Γ(1− 2ǫ)
1
ǫ2
(
(−sac)µ2
(−sab)(−sbc)
)ǫ
πǫ
sin(πǫ)
, (6.15)
where sab = 2ka · kb, etc. So, the soft factorization behavior is analogous to that of the collinear limit,
just replacing the splitting function of the latter to the eikonal function.
The antenna function is a universal function introduced to describe in a unified manner all leading
infrared singularities of tree-level scattering amplitudes as the color-connected set of momenta becomes
collinear or soft. Consider, in color-order scattering amplitude, two hard momenta ka, kb and one mo-
mentum kc in between. The unified factorization then takes the form
A(0)n (k1, · · · , ka, kc, kb, · · · , kn) →
∑
λ
Ant(aˆ, bˆ← a, c, b)An−1(k1, · · · ,−kaˆ,−kbˆ, · · · , kn), (6.16)
where the antenna function Ant contains information of the parton c:
• collinear splitting function for kc · ka → 0 and kc · kb = finite (kaˆ = −(ka + kc), kbˆ = −kb)
• collinear splitting function for kc · kb → 0 and kc · ka = finite (kaˆ = −ka, kbˆ = −(kc + kb))
• soft eikonal function for both kc · ka → 0 and kc · kb → 0 (kaˆ = −ka, kbˆ = −kb).
The momentua kaˆ, kbˆ are reconstructed from the original momenta via the reconstruction function [44].
The antenna function can also be extended to higher loops in terms of parton currents J that was used
in the Berends-Giele recursion relations [45]. At L-loops,
Ant(L)(aˆ, bˆ← a, c, · · · ,m, b) =
L∑
ℓ=0
m∑
i=1
J (ℓ)(a, c, · · · , i; aˆ)J (L−ℓ)(i+ 1, · · · ,m, b; bˆ) (6.17)
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Then, the factorization of the leading-color contribution to higher-loop scattering amplitudes can be
derived by matching to known purely collinear limit or purely soft bremsstrahlung limit. This leads to
A(L)n (k1, · · · , kn) −→
L∑
ℓ=0
∑
λ
Ant(ℓ)(aˆ, bˆ← a, 1, b) ·A(L−ℓ)n−1 (k1, · · · ,−kaˆ,−kbˆ, · · · , kn). (6.18)
This can be generalized to multiple collinear singularities that involve simultaneous vanishing of Man-
delstam invariants in these collinear momenta and one of the two hard momenta a or b. We can also
generalize this to multiple collinear-soft or purely multiple soft singularities that arise from vanishing of
additional Mandelstam invariants involving other hard momenta as well.
Note that the leading singularities in the additional Mandelstam invariants are already incorporated
to the antenna function. Therefore, these singularities also capture the leading behavior in the multiple
collinear-soft or multiple soft singularities. Indeed, the h→ 0 limit of the collinear splitting function must
also describe the soft bremsstrahlung eikonal. As such, (6.18) describes the leading singularity behavior
of L-loop leading-color scattering amplitudes in all singular limits involving the color-connected singular
set of momenta k1, · · · , km.
One can generalize the factorization to multi-parton kinematics. The next level of factorization involves
two unresolved parton kinematics. The factorization in doubly unresolved limit is given at L loops by
A(L)n (k1, · · · , kn) −→
L∑
ℓ=0
∑
λ
Ant(ℓ)(aˆ, bˆ← a, 1, 2, b) ·A(ℓ)n−2(k1, · · · ,−kaˆ,−kbˆ, · · · , kn). (6.19)
This antenna function have various channels, for instance, triple collinear, double collinear, collinear soft
and double soft. Among them, we will focus on the first case that sa1, s12, ta12 goes to 0.
Much the way the splitting function or the eikonal function are universal, we expect the antenna
function also have universal structures.
6.2 Lightlike Factorization of Wilson Loop
One expects that the lightlike polygon Wilson loops provides another class of processes that exhibit
IR divergences and factorizations thereof. Indeed shape or geometry of the lightlike contour Cn exhibits
two types of move that can be viewed as the soft and the collinear limits. The soft bremsstrahlung limit
takes place when two adjacent vertex points coalesce. The collinear limit takes place when two adjacent
edges coalesce, equivalently, when three consecutive vertices become lightlike arrayed.
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Figure 4. Infrared singularities of lightlike polygon. There are two limits a contour Cn can be reduced to
Cn−1. The left figure describes the soft bremsstrahlung limit. The vertex xi+1 coalesces to the adjacent
vertex xi, equivalently, the edge vector yi approaches to 0. The right figure describes the collinear limit.
The vertex xi approaches the lightlike edge connecting the vertices, xi−1 and xi+1, equivalently, two
adjacent edge vectors yi−1 and yi coalesce to a new lightlike vector. Although resulting topologies of are
the same, the two limits should be distinguished. By analyticity, this is possible only if the limits are
singular.
The significance of these two processes is evident from geometric considerations among the vertex
points x1, · · · , xn. Generically, two non-adjacent vertex points are not lightlike separated. From either
configurations, if we take succession of the above two processes for either vertex vectors or edge vectors
within a lightlike polygon, we see that two non-adjacent cusp points of the polygon can be made lightlike
separated. The limiting configuration is a lightlike polygon split to two lightlike polygons. Hereafter,
this kinematic limit will be referred as lightlike factorization. The classification is purely geomeric, so it
must hold for observables defined for general quantum field theories of arbitrary spacetime dimensions.
In applying the above infrared factorizations of lightlike contour to ABJM Wilson loops, there is one
further issue to be considered. We have shown in the last section that the lightlike ABJM Wilson loop
cannot be defined on a polygon of odd numbers of edges since it does not permit configuration obeying
the positivity condition 5. Whereas infrared factorization of the (3 + 1)-dimensional N = 4 SYM theory
requires a single parton to fuse to other hard partons, infrared factorization of the (2 + 1)-dimensional
ABJM theory requires two partons to fuse to other hard partons. Thus, in the ABJM theory, we need
to define an antenna function for double parton emissions. 6.
5Recall also that this parallels to the fact that the ABJM scattering amplitudes involve even number of partons, though
reasons are entirely different.
6Antenna function was studied for scattering amplitudes in QCD and other gauge theories. We are adopting the same
terminology to lightlike Wilson loop expectation values. In (3+1)-dimensional N = 4 SYM theory, the scattering amplitude
- Wilson loop duality relates the universal splitting function for collinear limit in scattering amplitudes to the universal
factorization for lightlike limit of Wilson loop expectation values.
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Intuitively, the above discussion makes it clear that the lightlike factorization is universal — the
factorization should be independent of geometric details of spectator vertices or edges in the rest of
the polygon. In the ABJM theory, we explained in the previous section that the positivity condition
of the Mandelstam variables and the closedness condition of the edge vectors restricted the contour to
even number of vertices, equivalently, even number of edges. Consistency with these conditions require
that the infrared singularity must involve odd numbers of consecutive edges fusing to a single edge and
consecutive vertices pairing up to dimerized configuration. Therefore, the basic building block of the
lightlike factorization of a polygon Wilson loop is the collinear-soft-collinear limit among 4 consecutive
vertices, equivalently, 3 consecutive edges. We shall introduce the ABJM antenna function that describes
in a unified way all leading singularities of such processes.
Incidentally, we do not consider the limit where three consecutive edges are purely collinear. This
is because the corresponding edge vectors in general violate the positivity condition. We will further
discuss this restriction below. We also do not consider the limit where two consecutive edges are purely
soft. Although kinematically permitted, this limit requires to take several Mandelstam invariants to
zero simultaneously. Numerically, such a limit is technically involved and difficult to handle. In this
paper, we will not study this corner of the moduli space and simply contend that the universal antenna
function we derive below be reduced to the correct double eikonal function of such processes once relevant
factorization is taken judicially.
Our next goal is to explicitly check the universality of the antenna function for the lightlike Wilson
loop. By definition, the Wilson loop operator is color-ordered. Therefore, we can describe its collinear
factorization in a manner similar to the color-ordered scattering amplitudes in QCD exhibits the factor-
ization with respect to the collinear divergences [40]. So, take the collinear limit that three adjacent edge
vectors yi, yi+1 and yi+2 become lightlike parallel and coalesce to a new lightlike edge vector yP . This
situation is described by what we call ‘doubly unresolved limit’ of Cn → Cn−2:
yi → (1− h1 − h2)yP , yi+1 → h1yP , yi+2 → h2yP where y2P = 0. (6.20)
In the doubly unresolved limit, we expect the lightlike polygon Wilson loop expectation value at L-loop
factorizes universally as
〈
W[Cn]
〉(L) −→ L∑
ℓ=0
Ant(ℓ)(h1, h2; yi, yi+1, yi+2)
〈
W[Cn−2]
〉(L−ℓ)
. (6.21)
We will abbreviate the antenna function that arises from factorization of the polygon Cn Wilson loop
as Ant[Cn]. In the kinematics Eq.(6.20), the antenna function is closely related to the Wilson loop
expectation value for the collapsing tetragon made of the edges yi, yi+1, yi+2,−yP . Our goal is to show
that this antenna function is actually independent of the number of edges n of the contour Cn and hence
universal. Note that the tree-level factorization for L, ℓ = 0:
〈
W[Cn]
〉(0) −→ Ant(0)[Cn] · 〈W[Cn−2]〉(0) (6.22)
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is actually a trivial statement since, in our normalization, all the quantities involved are 1.
At two-loop order, the doubly-unresolved configuration leads to the factorization:〈
W[Cn]
〉(2) −→ Ant(2)[C4] · 〈W[Cn−2]〉(0) +Ant(0)[C4] · 〈W[Cn]〉(2)
=
〈
W[Cn−2]
〉(2)
+Ant(2)[C4]. (6.23)
The antenna function Ant[C4] is local in color-ordered contour geometry, so it is independent of n and
universal:
Ant(2)[C4] =
〈
W[Cn]
〉(2) − 〈W[Cn−2]〉(2) for all n. (6.24)
7 Antenna Function for the ABJM Wilson Loops
Built upon the idea of the previous section, we now construct the antenna function for the lightlike
polygon Wilson loops in the ABJM theory. From (6.24), the antenna function is obtained by subtracting〈
W[Cn−2]
〉(2)
from
〈
W[Cn]
〉(2)
. At first sight, it appears imperative to calculate
〈
W[Cn−2]
〉(2)
and〈
W[Cn]
〉(2)
. This turns out not the case, as most of the Feynman diagrams cancel each other. Eventually,
only a small subset of Feynman diagrams contributes to the antenna function. In fact, the number of
these diagrams are fixed regardless of n, which again is an indicative of the universality of the antenna
function.
7.1 Moduli Space of Lightlike Polygon Factorization
In section 2, we already learned that anomalous conformal Ward identity offers hints on the analytic
structure of the Wilson loop expectation value, separately for matter contribution and gauge boson
contribution. As such, we shall consider the factorization limit for each contribution. In this subsection,
we focus on lightlike factorization of matter contribution.
7.1.1 triple collinear and soft-collinear kinematics
As alluded above, we will need to deal with doubly-unresolved configuration involving four consecutive
vertices, say, x2, x3, x4, x5 on a polygon Cn. The lightlike factorization takes place when x2 and x5 are
lightlike separated. To reach this configuration, take two step. First, take x2 and x5 lightlike seperated.
This does not yet put the edge vectors y2, y3, y4 parallel, nor the contour Cn factorized into two parts.
Next, take x224 and x
2
35 to 0. This gives the triple collinear / soft collinear limit of the edge vectors
y2, y3, y4. Upon taking these limits, the upper tetragon flattened, reducing Cn to Cn−2. Note that this
limit still leaves the vertices x3 and x4 as unrestricted moduli parameters. A corner of this moduli space
where the 3 Mandelstam variables x224, x
2
35, x
2
25 go to zero. There are two ways to approach this corner:
• triple-collinear limit
y2 ‖ y3 ‖ y4 (7.1)
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• soft-collinear limit
y3 = 0, y2 ‖ y4 (7.2)
Figure 5. There are two different special limits in doubly-unresolved geometries. Left figure describes
the triple-collinear limit. Two vertices xi+1 and xi+2 approach a point on the edge connecting xi and
xi+3. Right figure describes the soft-collinear limit. The vertices xi+1, xi+2 come close each other and
the edge vectors yi−1 and yi+1 become parallel.
The triple-collinear limit is described by the contour geometry
y2 ≡ h1yC , y3 ≡ h2yC , y4 = h3yC where h1, h2, h3 ≥ 0, h1 + h2 + h3 = 1 and y2C = 0, (7.3)
where the ’parton fraction’ h1, h2, h2 spans the local chart of the moduli space. Naively, the dimension
of this moduli space is [0, 1]× [0, 1]. The actual moduli space turns out [0, 1], as we now explain. The
kinematics describes the limit that three consecutive segment vectors are parallel one another. The
corresponding Mandelstam invariants are
x213 = x
2
14 = h1x
2
15, x
2
46 = x
2
36 = h3x
2
26 x
2
24 = (1 − h3)2y2C , x235 = (1− h1)2y2C , x225 = y2C → 0.(7.4)
So we see that, as the three edge vectors y2, y3, y4 become parallel one another, the three Mandelstam
invariants x225, x
2
24, x
2
35 goes to 0. Their ratios are fixed with respect to the parton fractions h1, h2, h3.
We then recall that the Mandelstam invariants of physical configuration must satisfy the Gram sub-
determinant conditions. For the above triple-collinear configuration, the Gram sub-determinant condition
requires h22x
2
15x
2
26 = 0 and is solved by h2 → 0. Therefore, for all n, we must set h2 = 0. This then leads
to the moduli space of the triple-collinear limit to be the domain of h1 = −h3, viz. [0, 1].
The soft-collinear limit is described by the contour geometry
y2 ≡ h1yC , y3 ≡ yS, y4 = h3yC where h1, h3 ≥ 0, h1 + h3 = 1, y2C = 0, yS ≃ 0. (7.5)
The moduli space of this configuration is given by the domain of h1 = −h3, viz. [0, 1]. This can be
checked straightforwardly. The contour geometry describes the limit that a diminishing edge vector is
squeezed between two collinear edge vectors. The corresponding Mandelstam invariants are
x213 = x
2
14 = h1x
2
15, x
2
46 = x
2
36 = h3x
2
26, x
2
24 = h1x
2
25, x
2
35 = h3x
2
25, x
2
25 = 2yC · yS (7.6)
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It is straightforward to check that this kinematics automatically satisfy the Gram sub-determinant con-
ditions provided y2C = 0 and yS → 0. The four Mandelstam invariants x213, x214, x246 and x236 coincides
with the triple-collinear limit invariants if h2 is taken to 0. However, the ratios among x
2
25, x
2
24, x
2
35 are
different from the triple-collinear limit, so should be considered separately.
7.1.2 Factorization and Positivity Condition
When computing the antenna function in perturbation theory, we need to impose two conditions to the
moduli parameters of the polygon Cn: the Gram sub-determinant condition and the positivity condition.
We identified that the Gram sub-determinant conditions is satisfied by both the triple collinear geometry
on the subspace h2 = 0 and the soft-collinear geometry. What about the positivity condition? Here, we
show that the soft-collinear geometry of the polygon is uniquely singled out as the configuration that
satisfy the positivity condition.
The triple collinear geometry is inconsistent with the positivity condition. To see this, start from
y2 = h1yC , y3 = h2yC , y4 = h3yC with h1, h2, h3 ≥ 0, h1 + h2 + h3 = 1, y2C = 0.
For a given lightlike vector yC , the time-component of the y2, y3, y4 vectors have the same sign since
h1, h2, h3 are all positive. On the other hand, the positivity condition requires alternating sign flip of the
time-component. As such, the triple-collinear geometry contradicts this condition. We discard the triple
collinear limit hereafter.
On the other hand, the soft-collinear geometry turns out to satisfy the positivity condition. To illustrate
this, take the hexagon and consider the following parametrization of the edge vectors
y2 = h1(
√
2, 1, 1), y3 = a(−
√
2, 1, 1), y4 = h3(
√
2, 1, 1) (7.7)
We introduced a small parameter a ≃ 0 to render the vector y3 soft. Fusion of these three edge vectors
result in a new lightlike edge vector yC = (
√
2, 1, 1). The other edge vectors y5, y6 and y1 are set to
y5 = (−
√
f2 + g2, f, g), y6 = (
√
r2 + s2, r, s), y1 = (−
√
b2 + d2, b, d), (7.8)
where g, r, s are free parameters while other three parameters b, d, f will be fixed by the closedness
condition. The Mandelstam variables x2ij can then be read from these edge vectors from the identities
−2yi · yj = x2i+1,j + x2i,j+1 − x2i,j − x2i+1,j+1. This configuration satisfies the positivity condition.
7.2 Matter Contribution to Antenna Function
Let’s begin with the ABJM matter contribution to the antenna function. By (6.24), this contribution
to the antenna function is extracted from
Ant
(2)
matter[C4] =
〈
W˜[Cn]
〉(2)
matter
− 〈W˜[Cn−2]〉(2)matter. (7.9)
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Here,
〈
W˜[Cn]
〉(2)
matter
refers to Wilson loop expectation value for the polygon Cn of soft-collinear geom-
etry. After the soft-collinear limit is taken, the reduced polygon Cn−2 consists of (n − 2) edge vectors
y1, yC , y4, · · · yn. Again, the new set of Mandelstam invariants x2ij are obtained by inner product of these
edge vectors. The Wilson loop expectation value
〈
W˜[Cn−2]
〉(2)
matter
is obtained by inserting this new
Mandelstam invariants to
〈
W[Cn−2]
〉(2)
matter
.
In case the three edge vectors y2, y3, y4 coalesce in the soft-collinear limit, we shall call the vectors
y1, y2, y3, y4, y5 as ‘relevant edges’. We can then classify the matter-dependent 2-loop diagrams according
to the locations the one-loop gauge propagator is attached:
Group A : Neither end is attached to the relevant edges
Group B : One end is attached to the relevant edges while the other end is attached elsewhere
Group C : Both ends are attached to the relevant edges
We claim that Feynman diagrams belonging to Group A and Group B do not contribute to the antenna
function. In other words,
〈
W˜[Cn]
〉(2)
matter
∣∣∣
Group A
=
〈
W˜[Cn−2]
〉(2)
matter
∣∣∣
Group A〈
W˜[Cn]
〉(2)
matter
∣∣∣
Group B
=
〈
W˜[Cn−2]
〉(2)
matter
∣∣∣
Group B
(7.10)
Nontrivial contributions to the antenna function stem entirely from 9 Feynman diagrams belonging to
the Group C.
(a) (b)
(c) (d) (e) (f)
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Figure 6. The Feynman diagrams belonging to Group A and Group B. Upper diagrams belong to the
Group A. (a) is equivalent to (b) when collinear limit taken. The diagrams in the second line belong to
the Group B. (c)+(d)+(e) is equivalent to (f) after collinear limit. They are cancelled, therefore do not
contribute to Antenna function.
We found that, for any n, there are always 9 types of diagram that contribute to the antenna function:
Group C =
{
I21, I32, I43, I54, I31, I41, I52, I53, I42
}
(7.11)
In other words, all nontrivial contributions to the antenna function are from ‘local moves’ around the three
edge vectors fusing one another. This features a heuristic and intuitive explanation for the universality.
We calculated these 9 diagrams and computed the antenna function. From the known analytic results
of these diagrams, we took the soft-collinear limit and subtracted the relevant Cn−2 diagrams. Up to
O(ǫ0), we found the result as
Ant
(2)
matter =
1
4ǫ2
+
1
4ǫ
(
Logh1 + Logh3 + Log(x
2
24 + Log(x
2
35)
)
+
1
2
Logh1Log(x
2
24) +
1
2
Logh3Log(x
2
35) +
1
2
Log(x235)Log(x
2
24)−
1
2
Logh1Logh3
− π
2
6
. (7.12)
In obtaining this result, we used the Abel’s identity for the dilogarithms :
Li2(u) + Li2(v)− Li2(uv) = Li2
(u− uv
1− uv
)
+ Li2
(v − uv
1− uv
)
− log
( 1− u
1− uv
)
log
( 1− v
1− uv
)
(7.13)
and the Landen’s identity:
Li2(x) + Li2(
1
x
) =
π2
3
− 1
2
Log2(x) − iπLog(x). (7.14)
7.3 Chern-Simons Contribution to Antenna function
We now turn to the contribution of the pure Chern-Simons sector to the antenna function. Again, we
expect that
Ant
(2)
CS[C4] =
〈
W˜[Cn]
〉(2)
CS
− 〈W˜[Cn−2]〉(2)CS (7.15)
Here, the Wilson loops
〈
W˜[Cn]
〉(2)
CS
and
〈
W˜[Cn−2]
〉(2)
CS
are defined the same way as we defined for the
matter contributions.
As explained in the previous section, the pure Chern-Simons contribution consists of the ladder dia-
grams and the triple-vertex diagrams. We found that the ladder diagrams does not give rise to infrared
divergences, so they do not contribute to the antenna function. We thus focus on the triple-vertex dia-
grams. We can again classify the relevant Feynman diagrams according to the combinatorics the triple
gauge bosons are attached to the polygon Cn. As for the matter contributions, we showed in the last
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subsection that only ‘local moves’ to the relevant edges contribute to the leading IR singularities. This
turns out also the case for the Chern-Simons part: the contribution is completely determined by the
triple-vertex diagrams whose gauge bosons are all attached to the relevant edges, y1, y2, y3, y4, y5.
There are also IR divergences arising from ‘semi-local moves’. For instance, I654 in C6 is divergent.
However, this divergence is cancelled by the diagram I65P in C4 and y2 ‖ y3 ‖ y4 when we compute the
antenna function as the difference between the Wilson loop of Cn and the Wilson loop of Cn−2. One
readily notes that nontrivial contributions to the antenna function come from (1) the process that is
divergent in Cn but finite in Cn−2 and (2) the process that is finite in Cn but divergent in Cn−2. These
two processes are completely captured by the local moves to the relevant edges.
Recall the pure Chern-Simons result of the lightlike Wilson loop expectation value for hexagon and
tetragon:
〈
W[C6]
〉(2)
CS
= −
[ Log(2)
2
∑6
i=1(x
2
i,i+2πe
γEµ2)2ǫ
2ǫ
− 17
16
ζ2 +
3
4
Log2(2)
]
〈
W[C4]
〉(2)
CS
= −
[ Log(2)
2
∑4
i=1(x
2
i,i+2πe
γEµ2)2ǫ
2ǫ
− 5
8
ζ2 +
1
2
Log2(2)
]
. (7.16)
Then,
〈
W˜[C6]
〉(2)
CS
is obtained by taking the soft-collinear geometry (7.6) to
〈
W[C6]
〉(2)
CS
. For
〈
W˜[C4]
〉(2)
CS
,
we replace x213 and x
2
24 in (7.16) by x
2
15 and x
2
26. The contribution to the antenna function is then obtained
from the difference
Ant
(2)
CS[C6] =
〈
W˜[C6]
〉(2)
CS
− 〈W˜[C4]〉(2)CS
=
[Log(2)
2ǫ
+
1
2
Log(2) Log(h1) +
1
2
Log(2) Log(h3) +
1
2
Log(2) Log(x224) +
1
2
Log(2) Log(x235)
+ Ant(2)[C6]
∣∣∣
finite
]
. (7.17)
Here,
Ant(2)[C6]
∣∣∣
finite
= −7
4
ζ2 + Log
2(2). (7.18)
It turned out we need to numerically evaluate the Chern-Simons contribution to the antenna function.
Hereafter, we shall explicitly compute the contribution from the soft-collinear factorization of hexagon
C6 and octagon C8 contours.
7.3.1 hexagon −→ tetragon
For computational simplicity, let’s first consider the soft-collinear factorization of hexagon C6 to
tetragon C4. We computed contribution of the Chern-Simions contribution to the antenna function
Ant
(2)
CS[C6]. Earlier, we alluded that the gauge boson ladder diagrams do not contribute to the antenna
function, though they do exhibit leading IR singularities. We can classify the ladder diagrams into three
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groups:
Group A : {I3366, I6634, I6623, I6624, I4466, I6622}
Group B : {I5511}
Group C : all other diagrams
We found numerically that diagrams belonging to Group C vanishes in the soft-collinear limit. We also
checked numerically that the following identity holds:〈
W˜[Cn]
〉(2)
ladder
∣∣∣
A
− 〈W˜[Cn−2]〉(2)ladder∣∣∣A = 0〈
W˜[Cn]
〉(2)
ladder
∣∣∣
B
− 〈W˜[Cn−2]〉(2)ladder∣∣∣B = 0.
We conclude that the ladder diagrams do not contribute to the antenna function.
Figure 7. Examples of two-loop Feynman diagrams that belong to the set TV . These diagrams are ‘local’
and hence yields nontrivial contribution to the antenna function. The red edge denotes the segment
vector yC resulting from taking the soft-collinear limit.
This brings us to the contribution of the triple-vertex diagrams. We found that only the following 10
diagrams give rise to leading IR singularities and hence can contribute to the antenna function:
TV = {I321, I432, I543, I421, I532, I431, I542, I521, I531, I541} (7.19)
We computed these diagrams numerically using the Mathematica package FIESTA. Table 6 summarizes
inputs and numerical results of the IR finite part of the antenna function derived from the hexagon
Wilson loop.
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x213 x
2
24 x
2
35 x
2
46 x
2
15 x
2
26 x
2
14 x
2
25 x
2
36
〈
W
〉
finite
Antfinite
(1) -1.95797 -0.0005 -0.0005 -2.13973 -3.91357 -4.28024 -1.95511 -0.00100 -2.14001 -3.47673 -2.38762
(2) -5.02424 -0.00100 -0.00100 -5.09307 -10.048 -10.188 -5.02275 -0.00200 -5.09389 -3.47701 -2.38886
(3) -8.83791 -0.00100 -0.00100 -13.6207 -17.6764 -27.2428 -8.83749 -0.00200 -13.6211 -3.47126 -2.39603
(4) -11.4515 -0.00199 -0.00100 -5.23415 -22.9042 -10.4691 -11.4517 -0.00200 -5.23392 -3.4768 -2.39128
Table 5: Table 6. Numerical result for the IR finite part of the lightlike hexagon Wilson loop expectation
value and the antenna function. Notice that, for different configurations of the Mandelstam invariants,
the results suggest that the IR finite part of the antenna function maintains a constant value.
We also have an alternative method for calculating the antenna function. As in the two-parameter
configuration of the hexagon, we can reduce the number of terms in the denominator of the Mellin-Barnes
integrals by taking the soft-collinear configuration. Moreover, we take a hint from the previous numerical
results that the IR finite part of the antenna function is independent of the polygon geometry. This
allows us to take the asymptotic limits for 3 of the Mandelstam invariants x225, x
2
15, x
2
26 and also for
the the parton fractions h1 → 0, h3 → 1. Taking these limits, we succeeded in reducing to maximally
2-dimensional complex integrals. Evaluating these integrals numerically, we find that
Ant
(2)
CS =
0.346574
ǫ
(7.20)
+
1
2
Log(2) Log(z1) +
1
2
Log(2) Log(z3) +
1
2
Log(2) Log(x224) +
1
2
Log(2) Log(x235)
− 2.398181603.
This result fits to what we expect from (7.17). The numerical constant in (7.20) can be identified with
− 2.398181603 := −7
4
ζ2 + log
2(2) = −2.398181603066195
within the precision of O(10−7). This result reassures our intuitive picture that only those Feynman
diagrams that are local move to the soft-collinear fusion contribute to the antenna function.
7.3.2 octagon −→ hexagon
To convince that the antenna function we derived is universal for all n, we also computed the Chern-
Simons part of the antenna function Ant
(2)
CS[C8] for the factorization of octagon C8 to hexagon C6. Again,
the set of Feynman diagrams that contribute to the antenna function comes only from the triple-vertex
diagrams and consists of the 10 diagrams TV . This is because there are 5 relevant edge vectors for
the soft-collinear kinematics. In fact, upon careful diagrammatic considerations, we confirmed that this
argument holds for arbitrary n.
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Figure 8. Elements of TV . Regardless of n, there are always 5 relevant segment vectors for the soft-
collinear kinematics. These 10 diagrams are expected to contribute to the leading IR singularities and
hence to the antenna function.
Fortuitously, the seven Feynman diagrams {I321, I432, I543, I421, I532, I431, I542} for the octagon
C8 are exactly the same as those for the hexagon C6. The remaining three diagrams {I521, I541, I531}
depend on the invariant y1 · y5. We also need to modify this invariant according to the substitution
− 2y1 · y5 = x225 − x215 − x226 (Hexagon) −→ −2y1 · y5 = x216 + x225 − x215 − x226 (Octagon),(7.21)
from which we see that it generates an additional Mandelstam invariant x216. For details, see appendix
H.
Such change of the Mandelstam invariant is an exception for the hexagon to octagon and are not
needed for the polygon with n ≥ 8. That is, the sum of diagrams in the set TV yields the same result
for all n ≥ 8. Therefore, we expect the Chern-Simons contribution to the antenna function is the same
for all n ≥ 8. Of course, this is the feature we expect from the universality of the antenna function.
To evaluate the ten Feynman diagrams belonging to the set TV , we start with the soft-collinear
geometry of the octagon C8:
y2 ≡ h1yC , y3 ≡ yS , y4 = h3yC , h1, h3 ≥ 0, h1 + h3 = 1, y2C = 0 yS ≃ 0.
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In this limit, the Mandelstam invariants scale as
x213 = x
2
14 = h1x
2
15, x
2
46 = x
2
36 = h3x
2
26, x
2
24 = h1x
2
25, x
2
35 = h3x
2
25, x
2
25 = 2yC · yS
x247 = h3x
2
27 + h1x
2
57, x
2
38 = h1x
2
58 + h3x
2
28, x
2
37 = h1x
2
57 + h3x
2
27, x
2
48 = h3x
2
28 + h1x
2
58. (7.22)
Algorithmically, we can generate this configuration starting from the hexagon by adding two edge vectors
y7 and y8 and then imposing the positivity condition. The results of our numerical computation are
summarized in Table 6. The results suggest that the finite part of the antenna function is independent of
the choice of input Mandelstam invariants and that its numerical value is consistent with the numerical
value extracted from the hexagon counterpart Ant
(2)
CS, finite.
{x213, x224, x235, x246, x257, x268, x217, x228, x214, x225, x236, x247, x258, AntCS[C8]finite
x216, x
2
27, x
2
38, x
2
15, x
2
26, x
2
37, x
2
48}
{-0.53645, -0.00010, -0.00010, -0.47705, -0.25192, -11.3322
(1) -2.27493, -7.89600, -0.53633, -0.00020, -0.47688, -0.53960, -0.87527, -2.39734
-2.00140, -0.82752, -4.38564, -1.07288, -0.95403, -0.53974, -4.38553 }
{-2.35947, -0.00020, -0.00020, -3.04945, -12.433, -4.83899
(2) -15.7136, -14.7954, -2.35936, -0.00040, -3.04955, -15.0670, -8.89897, -2.39495
-0.450812, -17.7019, -11.8471, -4.71903, -6.09920, -15.0677, -11.8471 }
{-1.25316, -0.00020, -0.00020, -2.83305, -25.2163, -5.38963
(3) -40.8014, -13.3704, -1.25260, -0.00040, -2.83315, -27.9871, -5.72270, -2.39414
-1.94647, -30.7599, -9.54667, -2.50596, -5.66640, -27.9889, -9.5462 }
{-2.04042, -0.00020, -0.00020, -2.85248, -25.2976, -0.636597,
(4) -47.2655, -8.46627, -2.04047, -0.00040, -2.85243, -28.1002, -2.39373, -2.39518
-0.349137, -30.9049, -5.42984, -4.08109,-5.70511, -28.1021, -5.42996 }
{-2.28437, -0.00010, -0.00010, -6.81235, -63.2938, -9.61232,
(5) -91.7177, -14.8614, -2.28411, -0.00020, -6.81221, -69.9258, -0.960108, -2.39859
-11.3101, -76.5589, -7.91075, -4.56858, -13.6247, -69.9268, -7.91066 }
{-0.654001, -0.00006, -0.00034, -5.93175, -30.7878, -3.90942,
(6) -60.0102, -8.71534, -0.653408, -0.00040, -5.93188, -36.6137, -0.131069, -2.38945
-7.86413, -37.6436, -7.42770, -4.35975, -6.97872, -36.6154, -7.42736 }
Table 6: Numerical result for the Chern-Simons contribution to the two-loop antenna function
Ant
(2)
CS[C8]finite. In numerical computation, we took x
2
25 ≃ 0 as a small quantity but not exactly zero. As
we decrease x225, we observed that Ant
(2)
CS[C8]finite approaches to -2.39818.
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From the numerical results based on the hexagon and octagon Wilson loops, we find that the Chern-
Simons contribution to the two-loop antenna function is given by
Ant
(2)
CS[Cn] =
Log(2)
2ǫ
+
1
2
Log(2) Log(z1) +
1
2
Log(2) Log(h3) +
1
2
Log(2) Log(x224) +
1
2
Log(2) Log(x235)
− 7
4
ζ(2) + Log2(2). (7.23)
7.4 ABJM Antenna Function
The two-loop antenna function of the ABJM theory is then obtained by adding the matter-dependent
contribution Ant
(2)
matter[Cn] and the pure Chern-Simons contribution Ant
(2)
CS[Cn] and suitably rescaling the
regulator energy scale. The result reads
Ant
(2)
ABJM
=
1
4ǫ2
+
1
4ǫ
(
Log(z1) + Log(z3) + Log(x
2
24µˆ
2) + Log(x235µˆ
2)
)
+
1
2
Log(z1) Log(x
2
24µˆ
2) +
1
2
Log(h3) Log(x
2
35µˆ
2) +
1
2
Log(x235µˆ
2) Log(x224µˆ
2)− 1
2
Log(z1) Log(z3)
+
1
2
Log2(2)− 11
4
ζ(2). (7.24)
Here, µˆ2 = 2µ2 is the rescaled regularization scale. The result is independent of n, confirming our
intuition that the IR factorization is a local move and hence the antenna function should be a universal
quantity.
8 Recursion Relations and ABJMWilson Loop Expecation Value
Having obtained the universal antenna function, in this section, we shall obtain the Wilson loop
expectation value for arbitrary polygon with n ≥ 8. The strategy is to utilize the lightlike factorization
and derive recursion relations between Wilson loops for polygon contours Cn of different n.
Let’s start with the Chern-Simons contribution. The two-loop antenna function takes the form:
Ant
(2)
CS[Cn] = Ant
(2)
CS[Cn]
∣∣∣
div
+Ant
(2)
CS[Cn]
∣∣∣
finite
(8.1)
Here, Ant
(2)
CS[Cn]
∣∣∣
div
and Ant
(2)
CS[Cn]
∣∣∣
finite
are IR divergent, respectively, IR finite parts:
Ant
(2)
CS[Cn]
∣∣∣
div
=
Log(2)
2ǫ
+
1
2
Log(2)
[
Log(h1) + Log(h3) + Log(x
2
24) + Log(x
2
35)
]
Ant
(2)
CS[Cn]
∣∣∣
finite
= −7
4
ζ(2) + Log2(2). (8.2)
In deriving the Wilson loop expectation value, we are primarily interested in the analytic structure of
the remainder function Rem
(2)
n,CS. Therefore, it suffices to concentrate on the finite part, Ant
(2)
CS[Cn]
∣∣∣
finite
.
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Intuitively, we can guess for the IR finite part of the remainder function, Rem
(2)
n,CS − n2 Log(2). As
a first step, consider n = 8 octagon. Before imposing the Gram sub-determinant conditions, there are
twelve conformal cross-ratios for the octagon. The remainder function for the octagon is a function of
these cross-ratios:
Rem
(2)
8,CS = Rem
(2)
8,CS
(
u14, u25, u36, u47, u58, u16, u27, u38, u15, u26, u37, u48
)
(8.3)
In the soft-collinear limit, y2 ‖ y4 and y3 ∼ 0, these cross-ratios are restricted accordingly:
u14 = u25 = u36 = u38 = u37 = 1, u15 = 0
u47 =
1− u26
u48
, u27 =
1− u48
u26
. (8.4)
On the other hands, in the soft-collinear limit, the octagon C8 is reduced to the hexagon C6, for which
the following nine Mandelstam invariants are relevant:
x216, x
2
15, x
2
26, x
2
17, x
2
27, x
2
28, x
2
57, x
2
58, x
2
68. (8.5)
From these invariants, we can form the following three conformal cross-ratios:
u58 =
x215x
2
68
x258x
2
16
, u16 =
x217x
2
26
x216x
2
27
, u27u37u47 =
x228x
2
57
x227x
2
58
(8.6)
Therefore, by the lightlike factorization, the finite part of the antenna function Ant
(2)
CS[C8]
∣∣∣
finite
must be
reduced to
Rem
(2)
8,CS
(
1, 1, 1, (1− u26)/u48, u58, u16, (1− u48)/u26, 1, 0, u26, 1, u48
)− 4 Log(2)
= Rem
(2)
6,CS
(
u58, u16, u27u37u47
)− 3 Log(2) + Ant(2)CS[C8]∣∣∣
finite
= Rem
(2)
6,CS
(
u58, u16, u27u37u47
)− 3 Log(2)− 7
4
ζ(2) + Log2(2)
= −6ζ(2) + 4 Log2(2). (8.7)
In the last expression, we used the numerical result that Rem
(2)
6,CS
(
u58, u16, u27u37u47
)
is a constant,
independent of the input values of the conformal cross-ratios.
With such restricted information, it is impossible to determine general structure of the remainder func-
tion Rem
(2)
8,CS(u14, u25, u36, · · · , u48) . However, for a given analytic structure of the remainder function,
its soft-collinear limit should be controlled by the universal antenna function. This enables us to draw a
conjecture that is consistent with the soft-collinear geometry to be
Rem
(2)
8,CS = −6ζ(2) + 4Log2(2) + 4 Log(2). (8.8)
In other words, our conjecture is that the remainder function is independent of the twelve conformal
cross-ratios. Moreover, utilizing numerical evidence that Rem
(2)
n,CS is constant-valued for arbitrary n, we
find that the remainder function obeys the recursion relation
Rem
(2)
n,CS −
n
2
Log(2) = Rem
(2)
n−2,CS −
n− 2
2
Log(2) + Ant
(2)
CS[Cn]
∣∣∣
finite
. (8.9)
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We can now iteratively solve this recursion relation along with our conjecture as the input:
Rem
(2)
n,CS −
n
2
Log(2) = Rem
(2)
n−2,CS −
n− 2
2
Log(2) + Ant
(2)
CS[Cn]
∣∣∣
finite
= Rem
(2)
n−2,CS −
n− 2
2
Log(2)− 7
4
ζ(2) + Log2(2)
= · · ·
= Rem
(2)
6,CS − 3 Log(2) +
n− 6
2
(− 7
4
ζ(2) + Log2(2)
)
=
[1
2
Log2(2)− 7π
2
48
]
n+
π2
6
. (8.10)
Our conjecture is further supported by numerical estimation of Rem
(2)
n,CS for n = 8, 10, 12, · · · , 20 [32].
Putting together, we now have the analytic result for the Chern-Simons contribution to the lightlike
polygon Wilson loop expectation value as
〈
W[Cn]
〉(2)
CS
= −Log(2)
2
n∑
i=1
(x2i,i+2πe
γEµ2)2ǫ
2ǫ
+ n
(
7π2
48
− 1
2
Log2(2)
)
− π
2
6
. (8.11)
Combining with the matter contribution (3.12), we finally arrives at the central result of this paper:
〈
W[Cn]
〉(2)
ABJM
= −1
2
n∑
i=1
(x2i,i+28πe
γEµ2)2ǫ
(2ǫ)2
+BDS(2)n + n
(
π2
12
+
3
4
Log2(2)
)
− π
2
6
. (8.12)
9 Test: Spacelike Circular Wilson Loop
Having obtained the ABJM Wilson loop expectation value for lightlike polygon contour, we now would
like to put the result to a test. In this section, we shall consider a specific thermodynamic limit of n→∞
so that Cn approaches a spacelike circle or ellipse. Exact result of the Wilson loop expectation value
for the circular contour is already known for pure Chern-Simons theory and for the ABJM theory by
localization methods. We compare our result in this specific n→∞ limit with these exact results.
In Euclidean space, a circle (more generally an ellipse) is obtainable from a lightlike polygon Cn by
inscribing its vertices to touch the circle and taking the continuum limit n→∞. In Lorentzian spacetime,
a spacelike circle (more generally an ellipse) is obtainable from a lightlike polygon Cn by inscribing its
edges to cross the circle and taking the continuum limit n→∞. It should therefore be possible to obtain
a spacelike circular Wilson loop expectation value from the specified continuum limit of the lightlike
polygon Wilson loop expectation value. Such test was first studied in [9].
Geometrically, the biggest difference of the lightlike polygon from the spacelike circular loop is the
existence of vertices, where the polygon contour forms sharp cusps. Associated with these cusps are the
UV divergences of the Wilson loop. However, these divergent parts are essentially abelian and they can
be exponentiated and factored out. The remaining finite part should then be relatable to the spacelike
circular Wilson loop expectation value in the thermodynamic limit. Roughly speaking, each vertices can
be viewed as an elementary excitation along the loop and the n→∞ limit will populate the excitations
such that the Wilson loop can be treated as a statistical system.
46
To obtain the circular Wilson loop, we shall arrange the geometry of the n vertices as [49]
x2k =
(
2 sin
π
2n
, cos
(2k + 1)π
n
, sin
(2k + 1)π
n
)
, x2k+1 =
(
0, cos
2kπ
n
, sin
2kπ
n
)
. (9.1)
This configuration yields a polygon whose contour is sandwiched between a stack of two spacelike circles,
all lying within (1 + 1)-dimensional subspace. Mandelstam invariants of the polygon are given by
x22k,2j = −4sin2
(k − j)π
n
(9.2)
x22k,2j+1 = −4
(
sin2
(k − j − 12 )π
n
− sin2 π
2n
)
(9.3)
x22k+1,2j+1 = x
2
2k,2j = −4sin2
(k − j)π
n
. (9.4)
Evidently, the polygon satisfies the positivity condition and the closedness condition. Also, (x2k+1 −
x2k)
2 = 0 holds.
2sin π2n
n→∞
t
x
y
t
x
y
Figure 9. The geometry of thermodynamic limit of lightlike polygon inscribed between two (1 + 1)-
dimensional spacelike circular loops.
There is a slight complication. As mentioned in Section 3, this (1 + 1)-dimensional kinematics would
not satisfy the Gram sub-determinant conditions. While this is true for finite n, we now argue that the
conditions are fully satisfied in the n→∞ thermodynamic limit.
First, focus on the pure Chern-Simons contribution to the Wilson loop expectation value. From the
results in the section 8, we expect the result to be
〈
W[Cn]
〉(2)
CS
= −Log(2)
2
n∑
i=1
(x2i,i+2πe
γEµ2)2ǫ
2ǫ
+ n
(
7π2
48
− 1
2
Log2(2)
)
− π
2
6
. (9.5)
were if the configuration to satisfy the Gram sub-determinant conditions. As said, the configuration
(9.1) does not satisfy them. However, we note that (k × k) Gram sub-determinant conditions consist
of k-th power of sin2 πn , because of all the Mandelstam invariants (9.3) are accompanied by the factor
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of sin2 πn . Therefore, all the Gram sub-determinant conditions would vanish in the thermodynamic limit
n→∞ and (9.5) would approach the correct result. Geometrically, distance between the two enveloping
circles 2sin π2n goes to zero, and the polygon collapses to a spacelike circle. This is illustrated in Figure
9. Dropping off the UV divergent parts, the Chern-Simons contribution reads
〈
W[Cn]
〉(2)
CS
∣∣∣
finite
= n
(
7π2
48
− 1
2
Log2(2)
)
− π
2
6
. (9.6)
The result is independent of the shape or the geometry of Cn. This fits well with the expectation that
the pure Chern-Simons theory is topological. The thermodynamic limit n → ∞ gives rise to a linear
divergence, proportional to the perimeter n := 2πR/a for a circle of radius R and short-distance defining
scale a. It would be very interesting to understand this from the viewpoint of polygon regularization of
the topological link invariants.
For the matter contribution part, the lightlike polygon Wilson loop expectation value was
〈
W[Cn]
〉(2)
matter
= −1
2
n∑
i=1
1
(2ǫ)2
(x2i,i+24πe
γEµ2)2ǫ + BDS(2)n −
1
16
nπ2 +O(ǫ). (9.7)
Again, dropping off the UV divergent part of the result of Section 3.1, we have
〈
W[Cn]
〉(2)
matter
∣∣∣
finite
=
n∑
i>j+1
Ii,j(x), (9.8)
where
Ii,j(x) ≡ −Li2(1− as)− Li2(1− at) + Li2(1− aP 2) + Li2(1 − aQ2)− 1
16
nπ2. (9.9)
We now recall from Section 3.1 that the parameters were defined by
a =
s+ t− P 2 −Q2
st− P 2Q2 , P
2 = x2i,j+2, Q
2 = x2i+1,j , s = x
2
i,j , t = x
2
i+1,j+1. (9.10)
Unlike the pure Chern-Simons part, the matter contribution part is sensitive to the shape or the geometry
of the polygon Cn. Again, this fits to our intuition that, once the matter is coupled, the Chern-Simons
theory is no longer topological.
The next step is to consider a suitable geometrical limit so that the lightlike polygon Cn asymptotes
to the spacelike circle O. This regular polygon geometry is specified by (9.2), (9.4) and (9.3) and the
thermodynamic limit n→∞. We took this configuration to 〈W[Cn]〉(2)matter
∣∣∣
finite
and evaluated its value
numerically with respect to n.
Geometrically, the regular polygon has the property x2i,j = x
2
i+1,j+1 = · · · = x2i−1,j−1. This leads to
the relation
Ii,j(x) = Ii+1,j+1(x) = · · · = Ii−1,j−1(x). (9.11)
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Define F (n) and f(n) by
F (n) ≡
∑
i>j
i6=j+1
Ii,j =
∑
permutation
of j∗
n+j∗−2∑
i=j∗+2
Ii,j=j∗
f(n) ≡
n+j∗−2∑
i=j∗+2
Ii,j=j∗ , (9.12)
where j∗ is some arbitrary reference number. By definition, F (n) is equal to
〈
W[Cn]
〉(2)
matter
|finite. Also,
(9.11) ensures that f(n) is equal to 1nF (n). We numerically computed the function f(n) with high
precision and fitted with 3-parameter f(n) = an2 +
b
n + c. As we seen in Figure ??, this fitting works
extremely well over two-orders of magnitudes, 6 ≤ n ≤ 500. We found that the least chi-square fit of the
coefficients a, b, c to be
a = −21.1513(±0.005399), b = 9.86953(±0.001135), c = −0.573233(±0.0002458) (9.13)
Note that the value of b very close to π2 := 9.869604401.
With this result, we have
〈
W[Cn]
〉(2)
matter
|finite = F (n) = a
n
+ π2 + cn. (9.14)
The first term dies out in the thermodynamic limit n → ∞. Figure 10. The least chi-square fit of the
function f(n) with respect to n. Red crosses are numerical data obtained from (9). The green line is
fitting function f(n) = an2 +
b
n + c.
Ultimately, we expect the UV finite part of the ABJM Wilson loop for the regular polygon asymptotes
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at large n limit to
〈
W[C
regular
n ]
〉(2)
ABJM
|finite =
〈
WC
regular
n ]
〉(2)
matter
|finite +
〈
W[C
regular
n ]
〉(2)
CS
|finite
= ρn+
(
π2 − π
2
6
)
(9.15)
We replaced the n-independent constant by π2, as evidenced by the above numerical fitting, and included
−π26 inherited from the
〈
W[Cn]
〉(2)
CS
|finite.
Let us compare this result with the previous results known for a spacelike circular ABJM Wilson loop.
In [28], the circular Wilson loop expectation value in ABJM theory was first computed and the result
can be expanded in perturbative series of λ was
〈
W[©]
〉
ABJM
= 1 + λ2
(
π2 − π
2
6
)
+O(λ4). (9.16)
Also, using exact supersymmetry localization technique, the circular Wilson loop expectation value in
ABJM theory was computed [52]. The result, expanded in perturbative series of λ, is given by
〈
W[©]
〉
ABJM
= 1 +
5π2
6
λ2 +O(λ3) (9.17)
Our results in the n →∞ thermodynamic limit (9.15) reproduces these previous results, thus passing a
nontrivial consistency check.
10 Comments on ABJ Theory
In this paper, we studied quantum properties of the lightlike polygon Wilson loop expectation value
in the ABJM theory. By invoking lightlike factorization and recursion relations thereof, we obtained the
result for arbitrary polygon Cn up to two loops. As a checkpoint, we took the continuum limit n → ∞
and extracted the expectation value of spacelike circular Wilson loop. The result matched perfectly with
previously known analytic results.
There are also variant conformal field theories related to the ABJM theory. The so-called ABJ theory
has gauge group of different rank. As most of our considerations were based on the conformal invariance,
it is of interest to explore the expectation value of the lightlike Wilson loop in this theory.
We already explained that the only difference of the ABJ theory from the ABJM theory is that the
rank of gauge group is unequal: G = U(N1) × U(N2), but with the same Chern-Simons level. In
the limit of infinite number of colors, N1, N2 → ∞ , there are now two ‘t Hooft coupling constants,
λ1 ≡ N1k and λ2 ≡ N2k . The contribution of pure Chern-Simons system come from loops of gauge fields
in the adjoint representations. The corresponding diagrams have weights N21 or N
2
2 . On the other
hands, the contribution of matter system come from loops of bosons and fermions in the bi-fundamental
representations. The corresponding diagrams have weight N1N2. The one-loop corrections vanish for the
same reasons as the ABJM theory. The two-loop corrections are nonzero and have weights 12 (λ
2
1 + λ
2
2)
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for the pure Chern-Simons contribution and λ1λ2 for the matter contribution. Reflecting this fact, we
obtain Wilson loop expectation value in ABJ theory.
〈
W[Cn]
〉(2)
ABJ
= λ1λ2
[
− 1
2
n∑
i=1
(x2i,i+24πe
γEµ2)2ǫ
(2ǫ)2
+BDS(2)n −
1
16
nπ2
]
λ21 + λ
2
2
2
[
− log(2)
2
n∑
i=1
(x2i,i+2πe
γEµ2)2ǫ
2ǫ
+
7nπ2
48
− n
2
log2(2)− π
2
6
]
(10.1)
As for the ABJM theory, we might combine the pure Chern-Simons contribution and the matter contri-
bution to a single expression. Doing so, one would get
〈
W[Cn]
〉(2)
ABJ
= ∆
[
−
n∑
i=1
(
x2i,i+2µ
′2
)2ǫ
8ǫ2
+BDS(2)n
+
1
96
(
π2
(
8(n− 2) + (7n− 8)δ2)− 6n(2 + δ2)(6 + δ2) log2(2))] (10.2)
Here, µ′2 is
µ′2 = µ2πeγE23+
1
2 δ
2
(10.3)
and
∆2 = λ1λ2, δ ≡ λ1 − λ2√
λ1λ2
(10.4)
Hence, ABJM result obtained at ∆→ λ and δ → 0 limit. Also, the result exhibits uniform transcenden-
tality as for the ABJM theory.
The result (10.2), however, somewhat weird. Suppose there is exact result on Wilson loop expectation
value of ABJ theory. Then, perturbative expansion with respect to λ1 or λ2 should reproduce (10.2).
But this is impossible, shifted energy scale µ′2 contains 2
(λ1−λ2)
2
2λ1λ2 term. Therefore, combining matter
dependent part and pure Chern-Simons part looks not consistent with perturbative expansion.
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Appendix
A Notation and Convention
Here, we collect notations and conventions we adopted throughout the paper.
• spacetime conventions:
M3 = R1,2 : (ds)2 = ηmndxmdxn (m,n = 0, 1, 2)
ηmn = diag(−,+,+), δnm = diag(+,+,+)
ǫmnpǫqrs = −det

ηmq η
m
r η
m
s
ηnq η
n
r η
n
s
ηpq η
p
r η
p
s
 (A.1)
• Symmetries of ABJM theory
gauge symmetry G ⊗ G : U(N)×U(N)
global symmetry G : SU(4)
parity symmetry P : k↔ −k, U(N)↔ U(N)
We denote trace over fundamental representations of U(N) and U(N) as Tr and Tr, respectively. The
gauge algebras g =u(N) and g = u(N) are isomorphic. We denote their generators by the same notation
T a,(a = 0, 1, · · · , N2 − 1). They are Hermitian and normalized to
Tr(T aT b) = Tr(T aT b) =
1
2
δab. (A.2)
• BPS Wilson loop operators [50, 51] in ABJM theory come in two classes. The 16 -BPS Wilson loop
operators are
W[C] =
1
N
TrPexp
[
i
∮
C
dτ
(
Amx˙
m(τ) + |x˙|MJI Y IY †J
)]
(A.3)
In previous paper [28, 29], it was proved that (A.3) preserves 16 supersymmetry if we choose the SU(4)
matrixMJI acting on a path C in SU(4) internal space so that the combined path C⊗C[SU(4)] is light-like.
The light-like C is the simplest since |x˙| = 0 and MIJ = 0 in SU(4) space. In this case, the Wilson loop
operators in the fundamental representations are
W[C] =
1
N
TrPexp
[
i
∮
C
dτ
(
Amx˙
m(τ)
)]
(A.4)
and
W[C] =
1
N
TrPexp
[
i
∮
C
dτ
(
Amx˙
m(τ)
)]
. (A.5)
For the ABJM theory, we define the parity-even and parity-odd Wilson loop operators as
W[C] := 12
(
W[C] +W[C]
)
(A.6)
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and
TW[C] := 12
(
W[C]−W[C]
)
. (A.7)
From the viewpoint of M2-branes on orbifold, they are the Wilson loop operators in untwisted and twisted
sectors, respectively. In the limit of infinitely many colors, expectation value of the parity-odd Wilson
loop vanishes.
There also exist 12 -BPS Wilson loop operators. They are [53]
W[C] = 1
2N
TrPexp
[
i
∮
C
dτ H
]
(A.8)
where H is the super-connection matrix in the Z2 graded space of g⊕ g given by
H ≡
Amx˙m(τ) + |x˙|MJI Y IY †J |x˙|ηmI ψIm
|x˙|ψmI ηm Amx˙m(τ) + |x˙|M
J
I Y
†
J Y
I
 . (A.9)
For light-like contour C, |x˙| = 0 and MJI =M
I
J = 0. So, both
1
2 -BPS and
1
6 -BPS Wilson loop operators
are reduced to the Wilson loop operators in pure Chern-Simons theory. Stated differently, when the
contour C is light-like, the supersymmetry preserved by the Wilson loop operator is enhanced from 16 to
1
2 .
• Lightlike Polygons Cn:
xn
x1
x2
xk−1
xk
xk+1
y1
yn
yk−1yk
Figure A1. Vertices and edges of lightlike polygon
A lightlike polygon is defined by a polygon in Rd−1,1 whose n edges are formed by lightlike segment
vectors y1, y2, · · · , yn. Edges meet at n cusp points x1, x2, · · · , xn, related to segment vectors by
ymi ≡ xmi+1 − xmi . (A.10)
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Relative vector xi,j is defined by
xmi,j ≡ xmi − xmj . (A.11)
A point zi on the i-th edge can be parametrized by
zmi (τ) = x
m
i + τ y
m
i where τ ∈ [0, 1] (A.12)
The inner product of segment vector is related to relative coordinates.
(yij)
2 = −2yi · yj = x2i,j+1 + x2i+1,j − x2i,j − x2i+1,j+1. (A.13)
B Chern-Simons sector in ABJM theory
The ABJM theory consists of two sectors: the pure Chern-Simons sector and the matter sector inter-
acting with the Chern-Simons sector. Hence, it is always useful to isolate the pure Chern-Simons sector
first and then couple the matter sector to it.
• Chern-Simons part of ABJM action is given by:
SCS =
k
4π
∫
ddxǫmnpTr
(
Am∂nAp +
2i
3
AmAnAp
)
(B.1)
SCS = − k
4π
∫
ddxǫmnpTr
(
Am∂nAp +
2i
3
AmAnAp
)
(B.2)
Sgauge-fix =
k
4π
∫
ddx
[1
ξ
Tr(∂mA
m)2 +Tr(∂mc
∗Dmc)
]
(B.3)
Sgauge-fix = −
k
4π
∫
ddx
[1
ξ
Tr(∂mA
m
)2 +Tr(∂mc
∗Dmc)
]
(B.4)
Gauge field Am is in adjoint representation of U(N), while Am is in adjoint representation of U(N). Sgf
and Sgf are gauge fixing term, obtained by usual Fadeev-Popov method. c, c are pair of Fadeev-Popov
ghosts and star notation means their conjugate. Covariant derivative Dmc defined by ∂mc+ i[Am, c].
Manifestly, (B.1) is invariant under gauge transformation. To see this, let consider following gauge
transformation:
A→ gAg−1 − i(∂mg)g−1 (B.5)
where g(x) is element of gauge group. Under this transformation, action is changed by
SCS → SCS − k
12π
g−1(∂mg)g
−1(∂ng)g
−1(∂pg) + i
k
4π
∂m(g
−1(∂ng)Ap). (B.6)
Second term of right-hand side is equivalent to winding number density w(g). This term can be expressed
by −2πkw(g). Definition of winding number density w(g) is:
w(g) =
1
24π2
ǫmnpg−1(∂mg)g
−1(∂ng)g
−1(∂pg). (B.7)
This quantity always have integer value. We focus on eiSCS , hence there is no effect of winding number
density. Third term in (B.6) is just total derivative term, it will be vanished with suitable boundary
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condition.
• Feynman rules of gauge field propagator
We can read Feynman rules of gauge field propagator from ABJM action (B.1)-(B.4):
U(N) gauge propagator : ∆mn =
2π
k
( ǫmnplp
l2
+ ξ
lmln
l4
)
(B.8)
U(N) gauge propagator : ∆mn = −2π
k
(ǫmnplp
l2
+ ξ
lmln
l4
)
(B.9)
In this paper, we choose Landau gauge, that is ξ = 0. With this gauge, Feynman rule reduced to simple
monomial form.
Feynman rules in position space could be obtained by Fourier transformation. We considered gauge
field propagating from x to y.
∆mn(x, y) =
2π
k
∫
ddl
(2π)d
ǫmnpl
p
l2
e−il·(x−y) (B.10)
Carrying out d− 1 angle direction integration first, we arrives to
∆mn(x, y) =
2π
k
1
(2π)d
ǫmnp∂
p|x− y|2−d
∫ ∞
0
dt t
d
2−2 J d
2−1
(t) (B.11)
where Jν(t) is Bessel function and |x − y| = ((x − y)2) 12 . Integration over Bessel function can be done,
finally propagator in position space is given by
∆mn(x, y) =
Γ(d2 )
k π(
d
2−1)
ǫmnp(x− y)p
((x− y)2) d2 (B.12)
• Path ordering of Wilson loop operator
Previous Feynman rules for gauge field reveals that
〈
AmAn
〉
and
〈
AnAm
〉
give a different sign due to
presence of epsilon tensor. Hence, we need to define suitable definition of path ordering. In this paper,
we choose the path ordering consistent with the charge conjugation by
P(Am(z(τ))An(z(τ ′))) :=
〈
Am(z(τ))An(z(τ
′))
〉
θ(τ − τ ′) + 〈An(z(τ ′))Am(z(τ))〉θ(τ ′ − τ), (B.13)
where τ, τ ′ are parameters running from 0 to 1.
With definition of this path ordering, expansion of Wilson loop operator along given contour C is:
W[C] =
1
N
Tr P lim
n→∞
n∏
k=1
[1 + amAm(x+ a)] (B.14)
C Self-Energy Correction to the Gauge Fields
Matter-dependent self-energy correction to the gauge field in ABJM theory behaves very similar to the
tree-level gauge field in N= 4 SYM. In this section, we will provide explicit calculation of the self-energy
correction.
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Figure A2. Feynman diagrams contributing to the one-loop self-energy of the gauge boson. The solid
lines are matter fields, the wave lines are gauge fields, and the dotted lines are Faddeev-Popov ghosts.
• Matter-dependent sector of the ABJM theory action contains
SABJM :=
∫
ddx
[1
2
Tr
(
−(DmY )†IDmY I + iΨ†ID/ΨI
)
+
1
2
Tr
(
−DmY I(DmY )†I + iΨID/Ψ†I
)
−VF − VB
]
(C.1)
Complexified Hermitian scalars and Majorana spinors in this action are(I = 1, 2, 3, 4):
Y I = (X1 + iX5, X2 + iX6, X3 − iX7, X4 − iX8) : (N,N;4)
Y †I = (X
1 − iX5, X2 − iX6, X3 + iX7, X4 + iX8) : (N,N;4)
ΨI = (ψ
2 + iχ2,−ψ1 − iχ1, ψ4 − iχ4,−ψ3 + iχ3) : (N,N;4)
Ψ†I = (ψ2 − iχ2,−ψ1 + iχ1, ψ4 + iχ4,−ψ3 − iχ3) : (N,N;4) (C.2)
Here, covariant derivatives are defined as
DmY
I = ∂mY
I + iAmY
I − iY IAm , DmY †I = ∂mY †I + iAmY †I − iY †I Am (C.3)
and similarly for fermions ΨI ,Ψ
†I . VF and VB are interaction terms, it contains sextet bosonic interaction
and Yukawa interaction.
• R1,2 Majorana spinor and Dirac matrices:
Ψ ≡ two-component Majorana spinor
Ψα = ǫαβΨβ, Ψα = ǫαβΨ
β where ǫαβ = −ǫαβ = iσ2
γmα
β = (iσ2, σ3, σ1), (γm)αβ = (−I, σ1,−σ3) obeying γmγn = ηmn I2×2 − ǫmnpγp.
Hence, Tr(γmγn) = 2ηmn, Tr[γµγργνγσ] = 2gµρgνσ + 2gρνgµσ − 2gµνgρσ (C.4)
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• Feynman rules for bosons, fermions and ghosts are explicitly readable from ABJM action:
boson propagator : DI
J (p) = δJI
−i
p2 − iǫ
fermion propagator : SIJ (p) = δ
I
J
ip/
p2 − iǫ
ghost propagator : K(p) =
−i
p2 − iǫ (C.5)
The gauge fields receive self-energy corrections from gauge field self-interactions, Faddeev-Popov ghosts
and matter fields. The corrections are three-dimensional counterpart of color (anti)screening by each
respective spin fields: the matter fields – both bosons and its superpartner fermions – and the ghost fields
screen the color, while the gauge fields anti-screen the color. The physics of this self-energy corrections
appear less noted, so we repeat details of this computation below.
• self-energy corrections from matter fields:
As we described, there are four distinguished diagrams in matter-dependent part. Let us first consider
the boson and fermion matter-dependent diagrams. Expression of these two diagrams is :
i∆mn = − ǫmpqk
q
k2
iΠpr
ǫnrsk
s
k2
(C.6)
Here, iΠmn = iΠ
b
mn + iΠ
f
mn is self one-loop correction of gauge field due to boson and fermion matter
fields, respectively.
The boson contribution is:
i Πbosonmn (k) = (−)0 · 4 · (2s+ 1)
∫
ddl
(2π)d
(2l+ k)m(2l+ k)n
l2(k + l)2
∣∣∣
s=0
(C.7)
The fermion contribution is
i Πfermionpr (k) = (−)1 · 4 · (2s+ 1)
∫
ddl
(2π)d
lm(l + k)n + (l + k)mln − ηmnl · (l + k)
l2(k + l)2
(C.8)
In both cases, we made it explicit that (−)F counts the statistics, (2s + 1) counts the spin degrees of
freedom, and 4 counts the SU(4) degrees of freedom. The boson and fermion contributions add together
iΠbosonmn + iΠ
fermion
mn =
∫
ddl
(2π)d
4kmkn + 8ηmnl · (l + k)
l2(k + l)2
. (C.9)
The kmkn term will be vanish upon contraction with the Levi-Civita tensors in (C.6). We evaluate the
remaining integral after Wick rotation to the d-dimensional Euclidean space. The result is
iΠbosonmn + iΠ
fermion
mn =
[
− 8i
(4π)
d
2
Γ
(
1− d
2
)Γ(d2 )Γ(d2 )
Γ(d)
]
ηmn(k
2)(
d
2−1). (C.10)
Substituting this to (C.6), we finally obtain the matter-dependent correction to the gauge propagator:
i∆mn(k) =
[
−8iΓ(1−
d
2 )
(4π)
d
2
(
Γ(d2 )
)2
Γ(d− 1)
]
1
(k2)3−
d
2
(ηmnk
2 − kmkn) (C.11)
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Note that, while the gauge fields are allowed only parity-odd propagation at tree level, they acquire
parity-even propagation at one-loop level.
It is useful to Fourier transform to the position space. In the convention of (B.10), the parity-even
propagation of the gauge fields takes the form
i∆mn =
[
i
2πd
Γ(1− d2 )Γ(d2 )Γ(d2 )
Γ(d− 1)
Γ(d− 2)
Γ(2− d2 )
]
ηmn
(x2)d−2
(C.12)
At d = 3, the gauge field propagation falls off∼ 1/x2. This is exactly the same behavior as the propagation
of the four-dimensional gauge fields. We can understand this from physical considerations. The ABJM
theory is conformally invariant, so it must be that the gauge field propagates conformally invariantly.
The parity-odd propagation governed by the Chern-Simons term is trivially conformally invariant. The
party-even propagation is in general generated, but then it must propagate in (3 + 1)-dimensional space
time as this is the only dimension the gauge field propagation is conformally invariant. In fact, our
argument is not specific to the ABJM theory; the same argument applies to any conformally invariant
theory in any spacetime dimensions.
• self-energy corrections from gauge and ghost fields
The gauge and Fadeev-Popov fields also contribute to the parity-even self-energy corrections. Again,
they parallel to the one-loop renormalization in (3 + 1)-dimensional gauge theories except that the cubic
interactions are governed by the Chern-Simons term.
From the Chern-Simons cubic interactions of the gauge fields, we have
iΠgaugemn = 3 · 3
(
i
k
4π
2
3
)2(2π
k
)2 ∫ ddl
(2π)d
ǫabpl
b
l2
ǫmpq
ǫcdq(l + k)
d
(l + k)2
ǫacn
= −(−)0
∫
ddl
(2π)d
lm(l + k)n + (l + k)mln
l2(l + k)2
. (C.13)
Two factors of 3 are from the cubic vertex interaction combinatorics and the minus sign signifies the
(2 + 1)-dimensional counterpart of the color anti-screening.
For the Faddeev-Popov ghost loop, we get
iΠghostmn = −(−1)1
∫
ddl
(2π)d
(l + k)mln + (l + k)nlm
l2(l + k)2
. (C.14)
We see that the gauge and the ghost contributions precisely cancel each other. This should be contrasted
with the incomplete cancellation of anti-screening in (3+1)-dimensional Yang-Mills theory. Of course, the
difference comes about because the cubic interaction in the ABJM theory is governed by the parity-odd
Chern-Simons term.
D Mellin-Barnes transformation
The Mellin-Barnes transformation is frequently used tool for Feynman diagram calculation. Basic
transformation rule is given by the integral formula:
1
(X + Y )λ
=
1
Γ(λ)
∫ i∞
−i∞
dz
2πi
Γ(−z)Γ(λ+ z) Y
z
X(λ+z)
(D.1)
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This is the simplest Mellin-Barnes transformation that disentangles the two terms X,Y in the denomina-
tor. The integral is two-fold and one-dimensional because there are two terms X,Y in the denominator.
More generally, as the number of independent terms in the denomator increases, its Mellin-Barnes trans-
formation generate higer-fold, higher-dimensional integrals. For instance, for three term denominator,
the Mellin-Barnes transformatoin reads
1
(X + Y + Z)λ
=
1
Γ(λ)
∫ i∞
−i∞
dz1
2πi
∫ i∞
−i∞
dz2
2πi
Γ(−z1)Γ(−z2)Γ(λ+ z1 + z2) Z
z1Y z2
X(λ+z1+z2)
. (D.2)
The integral contour is chosen in the complex plane that poles from the Gamma functions Γ(· · ·+ z) lie
on left side of the contour and poles from Gamma functions Γ(· · · − z) lie on right side of the contour.
Often, the complex integration is more convenient to evaluate.
There is a useful identity called the Barnes lemma. This lemma enable us to reduce higher-dimensional
complex integrals to lower-dimensional ones. The first Barnes lemma reads∫ i∞
−i∞
dz
2πi
Γ(λ1 + z)Γ(λ2 + z)Γ(λ3 − z)Γ(λ4 − z) = Γ(λ1 + λ3)Γ(λ1 + λ4)Γ(λ2 + λ3)Γ(λ2 + λ4)
Γ(λ1 + λ2 + λ3 + λ4)
. (D.3)
The second Barnes lemma is:∫ i∞
−i∞
dz
2πi
Γ(λ1 + z)Γ(λ2 + z)Γ(λ3 + z)Γ(λ4 − z)Γ(λ5 − z)
Γ(λ1 + λ2 + λ3 + λ4 + λ5 + z)
=
Γ(λ1 + λ4)Γ(λ1 + λ5)Γ(λ2 + λ4)Γ(λ2 + λ5)Γ(λ3 + λ4)Γ(λ3 + λ5)
Γ(λ1 + λ2 + λ4 + λ5)Γ(λ1 + λ3 + λ4 + λ5)Γ(λ2 + λ3 + λ4 + λ5)
. (D.4)
In numerical evaluations, these lemmas can be automatized by the Mathematica package barnesroutines.
E Ladder Diagrams
For every ladder diagram, we converted them to multi-dimensional integrals with domains [0, 1] for
each variable. This form is most useful for applying the Mellin-Barnes transformations and performing
numerical evaluation of resulting multi-dimensional integrals.
⊚ I
{4,4,1,1}
ladder
This diagram is the one with (i, j, k, l) = (4, 4, 1, 1) in (3.14).
I
{4,4,1,1}
ladder =
∫ 1
0
dτl
∫ τl
0
dτk
∫ 1
0
dτj
∫ τj
0
dτi
ǫ(y1, y4, z1 − z4)
[(z1 − z4)2] d2
ǫ(y1, y4, z1 − z4)
[(z1 − z4)2] d2
(E.1)
This integral can be converted to
I
{4,4,1,1}
ladder =
1
4
∫ 1
0
dτi
∫ 1
0
dτj
∫ 1
0
dτk
∫ 1
0
dτl
τlτjN4411(
∆
{4,4,1,1}
1
) d
2
(
∆
{4,4,1,1}
2
) d
2
(E.2)
where bar notation τ¯ means 1− τ and,
N4411 = (x
2
14 − x215 − x224 + x225)(−x215x224 + x214x225)
∆
{4,4,1,1}
1 = x
2
14τ¯iτ¯l + x
2
14τiτ¯j τ¯l + x
2
15τ¯iτl + x
2
15τiτ¯jτl + x
2
24τiτj τ¯l + x
2
25τiτjτl
∆
{4,4,1,1}
2 = x
2
14τ¯k τ¯j + x
2
14τk τ¯lτ¯j + x
2
15τkτlτ¯j + x
2
24τj τ¯k + x
2
24τjτk τ¯l + x
2
25τjτkτl. (E.3)
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⊚ I
{5,4,1,1}
ladder
This diagram is the one with (i, j, k, l) = (5, 4, 1, 1) in (3.14).
I
{5,4,1,1}
ladder =
∫ 1
0
dτl
∫ 1
0
dτk
∫ 1
0
dτj
∫ τj
0
dτi
ǫ(y1, y5, z1 − z5)
[(z1 − z5)2] d2
ǫ(y1, y4, z1 − z4)
[(z1 − z4)2] d2
(E.4)
This integral can be converted to
I
{5,4,1,1}
ladder = −
1
8
∫ 1
0
dτi
∫ 1
0
dτj
∫ 1
0
dτk
∫ 1
0
dτl
τjN5411(
∆
{5,4,1,1}
1
)(
∆
{5,4,1,1}
2
) (E.5)
where
N5411 = (x
2
15)
2(x224 + x
2
26 − x246) + x225(x214(x225 − x226)− x225x246)
− x215(x224x225 − 2x224x226 + x225x226 + x214(x225 + x226)− 2x225x246)
∆
{5,4,1,1}
1 = x
2
15τ¯iτ¯l + x
2
15τiτ¯j τ¯l + x
2
25τiτj τ¯l + x
2
26τiτjτl
∆
{5,4,1,1}
2 = x
2
14τ¯j τ¯k + x
2
15τ¯jτk + x
2
24τj τ¯k + x
2
25τjτk. (E.6)
⊚ I
{4,3,1,1}
ladder
This diagram is the one with (i, j, k, l) = (4, 3, 1, 1) in (3.14).
I
{4,3,1,1}
ladder =
∫ 1
0
dτl
∫ 1
0
dτk
∫ 1
0
dτj
∫ τj
0
dτi
ǫ(y1, y4, z1 − z4)
[(z1 − z4)2] d2
ǫ(y1, y3, z1 − z3)
[(z1 − z3)2] d2
(E.7)
The integral can be converted to
I
{4,3,1,1}
ladder = −
1
8
∫ 1
0
dτi
∫ 1
0
dτj
∫ 1
0
dτk
∫ 1
0
dτl
τj N4311(
∆
{4,3,1,1}
1
) d
2
(
∆
{4,3,1,1}
2
) d
2
(E.8)
where
N4311 = x
2
13x
2
24(−x214 + 2x215 + x224)− x213(x214 + x224)x225
+ (x214 − x224)(−x215x224 + x214x225 − x214x235 + x224x235)
∆
{4,3,1,1}
1 = x
2
14τ¯iτ¯l + x
2
14τiτ¯j τ¯l + x
2
15τ¯iτl + x
2
15τiτ¯jτl + x
2
24τiτj τ¯l + x
2
25τiτjτl
∆
{4,3,1,1}
2 = x
2
13τ¯j τ¯k + x
2
14τ¯jτk + x
2
24τjτk (E.9)
⊚ I
{5,3,1,1}
ladder
This diagram is the one with (i, j, k, l)=(5, 3, 1, 1) in (3.14).
I
{5,3,1,1}
ladder =
∫ 1
0
dτl
∫ 1
0
dτk
∫ 1
0
dτj
∫ τj
0
dτi
ǫ(y1, y5, z1 − z5)
[(z1 − z5)2] d2
ǫ(y1, y3, z1 − z3)
[(z1 − z3)2] d2
(E.10)
The integral can be converted to
I
{5,3,1,1}
ladder = −
1
8
∫ 1
0
dτi
∫ 1
0
dτj
∫ 1
0
dτk
∫ 1
0
dτl
τj N5311(
∆
{5,3,1,1}
1
) d
2
(
∆
{5,3,1,1}
2
) d
2
(E.11)
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where
N5311 = (x
2
14 − x224)(−x226x235 + x215(x226 − x236) + x225x236)
− x213(−x224x225 + x224x226 + x215(x224 + x226 − x246) + x225x246)
∆
{5,3,1,1}
1 = x
2
15τ¯iτ¯l + x
2
15τiτ¯j τ¯l + x
2
25τiτj τ¯l + x
2
26τiτjτl
∆
{5,3,1,1}
2 = x
2
13τ¯j τ¯k + x
2
14τ¯jτk + x
2
24τjτk. (E.12)
⊚ I
{3,3,1,1}
ladder
This diagram is the one with (i, j, k, l) = (3, 3, 1, 1) in (3.14).
I
{3,3,1,1}
ladder =
∫ 1
0
dτl
∫ τl
0
dτk
∫ 1
0
dτj
∫ τj
0
dτi
ǫ(y1, y3, z1 − z3)
[(z1 − z3)2] d2
ǫ(y1, y3, z1 − z3)
[(z1 − z3)2] d2
(E.13)
The integral can be converted to
I
{3,3,1,1}
ladder =
1
4
∫ 1
0
dτi
∫ 1
0
dτj
∫ 1
0
dτk
∫ 1
0
dτl
τlτjN3311(
∆
{3,3,1,1}
1
) d
2
(
∆
{3,3,1,1}
2
) d
2
(E.14)
where
N3311 = x
2
13x
2
24(x
2
13 − x214 + x224)
∆
{3,3,1,1}
1 = x
2
13τ¯iτ¯l + x
2
13τiτ¯j τ¯l + x
2
14τ¯iτl + x
2
14τiτ¯jτl + x
2
24τiτjτl
∆
{3,3,1,1}
2 = x
2
13τ¯j τ¯k + x
2
13τ¯jτk τ¯l + x
2
14τ¯jτkτl + x
2
24τjτkτl (E.15)
⊚ I
{5,4,2,1}
ladder
This diagram can be obtained by just inserting (5, 4, 2, 1) to (i, j, k, l) in (3.14).
I
{5,4,2,1}
ladder =
∫ 1
0
dτi
∫ 1
0
dτj
∫ 1
0
dτk
∫ 1
0
dτl
ǫ(y1, y5, z1 − z5)
[(z1 − z5)2] d2
ǫ(y2, y4, z2 − z4)
[(z2 − z4)2] d2
(E.16)
The integral can be converted to
−1
8
∫ 1
0
dτi
∫ 1
0
dτj
∫ 1
0
dτk
∫ 1
0
dτl
N5421
[x215τ¯iτ¯l + x
2
25τiτ¯l + x
2
26τiτl]
d
2 [x224τ¯j τ¯k + x
2
25τ¯jτk + x
2
35τjτk]
d
2
(E.17)
where
N5421 = −x214(x225)2 − x213(x224 − x225)(x225 − x226) + x214x225x226 + x214x225x235 + x214x226x235
−x224x226x235 − 2x214x225x236 + x224x225x236 − (x225)2x236 + 2x213x225x246 + x225(x225 − x235)x246
+x215(−x226x235 + x225x236 + x224(x225 − x226 − x235 + x236)− x225x246 + x235x246) (E.18)
F Dimensional Redection Scheme
When a field theory involves tensorial interactions, such as the (2 + 1)-dimensional ABJM theory,
a subtle issue arises on the choice of the regularization scheme. 7 In the ABJM theory, one of the
7This issue was also discussed in the ABJM theory context in [31].
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tensorial interactions involves the Levi-Civita symbol. In the dimensional regularization, vectors such as
momentum, position, etc. are extended to d = 3− 2ǫ dimension to regulate the UV divergences. For the
Levi-Civita symbol, there are seemingly two possible choices of prescription:
ǫmpqǫmrs = (δprδqs − δpsδqr)Γ(d− 1) (d-dimension prescription)
ǫmpqǫmrs = (δprδqs − δpsδqr) (3-dimension prescription) (F.1)
The first choice is not consistent with the Slavnov-Taylor identity at two loops, thus violating gauge
invariance. Therefore, we must treat spinorial quantities (including gamma function) and the Levi-Civita
symbols as objects in 3-dimensions while all other tensors as objects in d-dimensions. This so-called
dimensional reduction scheme (DRED) is also known consistent with the supersymmetry. For instance,
the free energy and the 12 -BPS circular Wilson loop expectation value in the ABJM theory was computed
in DRED scheme, and the result matched perfectly with other exact computations such as the the
supersymmetry localization technique.
Another of the tensorial interactions in the ABJM theory involves the metric tensor. For instance,
vertex diagrams consist of tensor integrals. Standard strategy for these tensor integrals is to view as
derivatives of some scalar integrals with respect to external momenta. In such manipulations, there
appears a d-dimensional metric tensor η˜mn. How this tensor should be treated is a subtle matter. Is
it ηmnη˜
mn = 3 or ηmnη˜
mn = 3 − 2ǫ? One cannot decide by just based on gauge invariance and the
consequent Slavnov-Taylor identity. Even if we distinguish η˜mn from ηmn, the two-loop renormalization
factors are not modified in pure Chern-Simons part : it still gives 1 as far as the Levi-Civita symbol is
defined in 3-dimensions. Here, we argue that ηmnη˜
mn = 3− 2ǫ is physically more natural.
To see this, we decompose the 3-dimensional metric ηmn to 3− 2ǫ dimensions and 2ǫ dimensions. That
is,
ηmn = ηˆmn + ˆˆηmn (F.2)
where ηˆmn is the 3 − 2ǫ dimensional metric tensor while ˆˆηmn is the 2ǫ dimensional metric tensor. With
such decomposition, we can treat ηmnpn as
ηˆaˆbˆ
ˆˆη ˆˆα ˆˆβ


pbˆ
p
ˆˆ
b

The decomposition puts the respective spacetime mutually orthogonal, so contractions among them-
selves go as follows:
ηˆmˆnˆηˆ
mˆnˆ = 3− 2ǫ, ˆˆη ˆˆmˆˆn ˆˆη
ˆˆmˆˆn = 2ǫ, ηˆmˆnˆ ˆˆη
ˆˆmˆˆn = 0
ηˆmˆnˆp
nˆ = pmˆ, ˆˆη ˆˆmˆˆnp
nˆ = 0 (F.3)
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From now on, our pm means pmˆ since there is no appearance of p
ˆˆm in our calculation.
When ηmn or ηˆmˆnˆ acts on y
n, they may be considered as equivalent since ηmny
n = (ηˆmˆnˆ + ˆˆη ˆˆmˆˆn)y
n =
(ηˆmˆnˆ)y
n. Similarly, ηmnηˆnˆpˆ = (ηˆ
mˆnˆ + ˆˆη
ˆˆmˆˆn)ηˆnˆpˆ = ηˆ
mˆ
pˆ . However, ηmnη
mn and ηmnηˆ
mˆnˆ yield manifestly
different results : 3 and 3− 2ǫ, respectively. For instance, let us examine this to the following term that
appears in the I321 integral.
ǫabcǫmnpηˆcˆpˆy1,ay2,by3,my2,n (F.4)
The metric ηcp will show up from contracting the Levi-Civita tensors, and this will be further contracted
with ηˆcˆpˆ. This produces 3− 2ǫ, not 3.
G Triple-Vertex Diagrams
⊚I
{3,2,1}
vertex
This is the integral for {i, j, k} = {3, 2, 1} in (3.19).
I
{3,2,1}
vertex =
∫
dzm3 dz
n
2 dz
p
1ǫ
abcǫmarǫnbsǫpct
∫
ddw
(w − z3)r(w − z2)s(w − z1)t
|w − z3|d|w − z2|d|w − z1|d (G.1)
Using the parametric expression of the position vectors z1, z2, z3 on the edges, this integral equals to∫ 3∏
i=1
dτi y
m
3 y
n
2 y
p
1(−ǫnmrǫpst + ǫnsrǫpmt)
∫
ddw
(w − z32)s(w)r(w − z12)t
|w − z32|d|w|d|w − z12|d (G.2)
Here, we transformed w − z2 to w. The numerator can be simplified further.
I
{3,2,1}
vertex =
∫ 3∏
i=1
dτi
∫
ddw
−ǫ(y1, y2, w)ǫ(y3, y2, w)
|w|d|w − z32|d|w − z12|d (G.3)
To proceed further, we replace w by differential operator.
I
{3,2,1}
vertex =
1
(d− 2)2
∫ 3∏
i=1
dτi
∫
ddw
−ǫ(y1, y2, ∂z1)ǫ(y3, y2, ∂z3)
|w|d|w − z12|d−2|w − z32|d−2 (G.4)
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Introducing the Feynman parameters β1, β2, β3,
I
{3,2,1}
vertex =
−1
(d− 2)2
Γ(3d2 − 2)
Γ(d2 )Γ(
d
2 − 1)2
∫ 3∏
i=1
dτi
∫ 3∏
a=1
dβaδ(
∑
βa − 1)
×
∫
ddw
ǫ(y1, y2, ∂z1)ǫ(y3, y2, ∂z3)(β1β2β3)
d−2
2 −1β2
[β1(w − z12)2 + β2w2 + β3(w − z32)2] 3d−42
=
−1
(d− 2)2
Γ(3d2 − 2)
Γ(d2 )Γ(
d
2 − 1)2
∫ 3∏
i=1
dτi
∫ 3∏
a=1
dβaδ(
∑
βa − 1)
×
∫
ddl
ǫ(y1, y2, ∂z1)ǫ(y3, y2, ∂z3)(β1β2β3)
d
2−2β2
[l2 +∆]
3d−4
2
=
−iπ d2
(d− 2)2
Γ(d− 2)
Γ(d2 )Γ(
d
2 − 1)2
∫ 3∏
i=1
dτi
∫ 3∏
a=1
dβaδ(
∑
βa − 1)
×(β1β2β3) d2−2β2ǫ(y1, y2, ∂z1)ǫ(y3, y2, ∂z3)∆2−d
= − iπ
d
2 Γ(d− 2)
4Γ(d2 )
3
∫ 3∏
i=1
dτi
∫ 3∏
a=1
dβaδ(
∑
βa − 1)
×(β1β2β3) d2−2β2ǫ(y1, y2, ∂z1)ǫ(y3, y2, ∂z3)∆2−d (G.5)
Here, ∆ and β1, β2, β3 denote
∆ = β1β¯1z
2
12 + β3β¯3z
2
32 − 2β1β3z12 · z32
= τ¯1xys(τ¯3y¯ + τ2x¯y) + τ3yy¯t(τ¯2x¯+ τ1x) + τ¯1τ3uxyy¯ (G.6)
β1 = xy β2 = (1− x)y β3 = (1 − y) x213 = s x214 = u x224 = t. (G.7)
It is the standard trick that the numerator can be expressed by differentiation of the ∆’s:
∂
∂zγ1
∆2−d = (2− d)∆1−d[2β1β¯1z12,γ − 2β1β3z32,γ ]
∂
∂zρ3
∂
∂zγ1
∆2−d = (2− d)(1 − d)∆−d[2β3β¯3z32,ρ − 2β1β3z12,ρ][2β1β¯1z12,γ − 2β1β3z32,γ ]
−(2− d)∆1−d2β1β3δˆργ , (G.8)
etc. Treating the DRED scheme carefully, the result reads
I
{3,2,1}
vertex =
iπ
d
2 Γ(d− 2)
8Γ(d2 )
3
(2− d)
∫ 3∏
i=1
dτi
∫
dxdyy(xx¯y2y¯)
d
2−2x¯y
×
[2(1− d)
∆d
(τ¯1τ3st(s− u+ t)x2y2y¯2)− (d− 2) xyy¯
∆d−1
st
]
= κst
∫ 3∏
i=1
dτi
∫
dxdy(xx¯y¯)
d
2−1
[ (d− 2)
∆d−1y
+
2(d− 1)
∆dy
xy¯τ¯1τ3(s− u+ t)
]
.
Here, the coefficient κ is given by
κ =
iπ
d
2 Γ(d− 1)
8Γ(d2 )
3
(G.9)
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and ∆y abbreviates division of ∆ by y:
∆y = τ¯1xs(τ¯3y¯ + τ2x¯y) + τ3y¯t(τ¯2x¯+ τ1x) + τ¯1τ3uxy¯. (G.10)
To prevent spurious poles, we only consider the case that Mandelstam invariants are defined in the
Euclidean region. In other words, All Mandelstam invariants are positive definite.
G.1 I
{4,2,1}
vertex
The integral is given by (i, , j, k) = (4, 2, 1) in (3.19).
I
{4,2,1}
vertex =
∫
dzm4 dz
n
2 dz
p
1 ǫ
abcǫmarǫnbsǫpct
∫
ddw
(w − z4)r(w − z2)s(w − z1)t
|w − z4|d|w − z2|d|w − z1|d (G.11)
The integral can be converted to∫
ds4ds2ds1y
m
4 y
n
2 y
p
1(−ǫnmrǫpst + ǫnsrǫpmt)
∫
ddw
(w − z42)σ(w)λ(w − z12)τ
|w − z42|d|w|d|w − z12|d (G.12)
After some algebra, this integral is reduced to
κ˜
∫ 3∏
i=1
dβi β1(β1β2β3)
d
2−2δ(
∑
βi − 1)∆−d
[
ǫ(y4, y2, β2β3z12 − β3β¯3z42)ǫ(y1, y2, β2β3z42 − β2β¯2z12)
+ǫ(y4, y2, β2β3z12 − β3β¯3z42)ǫ(y1, y3, β2β3z42 − β2β¯2z12)
−ǫ(y3, y2, β2β3z12 − β3β¯3z42)ǫ(y1, y4, β2β3z42 − β2β¯2z12)
]
−κ˜
∫ 3∏
i=1
dβi β1(β1β2β3)
d
2−2δ(
∑
βi − 1)∆−d
[
ǫ(y4, y2, y3)ǫ(y1, y2, β2β3z42 − β2β¯2z12)
+ǫ(y4, y2, y3)ǫ(y1, y3, β2β3z42 − β2β¯2z12)
+s4ǫ(y4, y2, y3)ǫ(y1, y4, β2β3z42 − β2β¯2z12)
]
+
κ˜
2(1− d)
∫ 3∏
i=1
dβi(β1β2β3)
d
2−1δ(
∑
βi − 1)∆1−d
×
[
(y4 · y2)(y1 · y2)− (y1 · y4)(y2 · y3) + (y3 · y1)(y2 · y4)
]
. (G.13)
Here, κ˜ denotes
κ˜ = iπ
d
2 (1− d)Γ(d − 1)
Γ(d2 )
3
(G.14)
We further simplify (G.13) by converting kinematic variables to Mandelstam invariants and by eliminating
the delta function with the substitution
β1 = xy, β2 = x¯y, β3 = y¯ (G.15)
This results in
I
{4,2,1}
vertex = − κ˜
(d− 2)
2(d− 1)
∫
ds1,2,4
∫
dxdy(xx¯y¯)
d
2−1
1
∆d−1y
FA,421(x
2
i,j)
+ κ˜
∫
ds1,2,4
∫
dxdy(xx¯y¯)
d
2−1
1
∆dy
FB,421(x
2
i,j). (G.16)
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Here, FA,421(x
2
i,j) and FB,421(x
2
i,j) are function of the Mandelstam invariants obtained from expanding
(G.13). The denominator ∆y abbreviates ∆ divided by y:
∆y = x
2
13τ2xyτ¯1x¯+ x
2
14τ¯1τ¯4x¯y¯+ x
2
15τ¯1τ4x¯y¯+ x
2
24τ¯4y¯(τ1x¯+ τ¯2x) + x
2
25τ4y¯(τ1x¯+ τ¯2x) + x
2
35τ2τ4xy¯ (G.17)
The integral is IR finite.
G.2 I
{4,3,1}
vertex
This integral is obtained by inserting (ı, j, k) = (4, 3, 1) to (3.19).
I
{4,3,1}
vertex =
∫
dzm4 dz
n
3 dz
p
1ǫ
abcǫmarǫnbsǫpct
∫
ddw
(w − z4)r(w − z3)s(w − z1)t
|w − z4|d|w − z3|d|w − z1|d (G.18)
After some algebra, the integral becomes
+ κ˜
∫ 3∏
i=1
dβi β2(β1β2β3)
d
2−2δ(
∑
βi − 1)∆−d
[
ǫ(y3, y1, β1β3z43 − β1β¯1z13)ǫ(y4, y2, β1β3z13 − β3β¯3z43)
+ǫ(y3, y1, β1β3z43 − β1β¯1z13)ǫ(y4, y3, β1β3z13 − β3β¯3z43)
−ǫ(y3, y2, β1β3z43 − β1β¯1z13)ǫ(y4, y1, β1β3z13 − β3β¯3z43)
]
− κ˜
∫ 3∏
i=1
dβi β1β2(β1β2β3)
d
2−2δ(
∑
βi − 1)∆−d
[
ǫ(y3, y1, y2)ǫ(y4, y2, β1β3z13 − β3β¯3z43)
+ǫ(y3, y1, y2)ǫ(y4, y3, β1β3z13 − β3β¯3z43)
+s¯1ǫ(y3, y1, y2)ǫ(y4, y1, β1β3z13 − β3β¯3z43)
]
+ κ˜
∫ 3∏
i=1
dβi (β1β2β3)
d
2−1δ(
∑
βi − 1)∆1−d
× 1
2(1− d)
[
(y3 · y1)(y4 · y3)− (y1 · y4)(y2 · y3) + (y3 · y1)(y2 · y4)
]
. (G.19)
As before, κ˜ is the numerical factor
κ˜ = iπ
d
2 (1− d)Γ(d− 1)
Γ(d2 )
3
. (G.20)
When numerically evaluating, we translated (G.19) as a function of the Mandelstam invariants. As
before, this step reults in a long expression for the numerator. We also eliminate the delta function by
reparametrizing βi by two parameters x, y:
β1 = xy, β2 = x¯y, β3 = y¯. (G.21)
Finally, we obtain
I
{4,3,1}
vertex = − κ˜
∫
ds1,3,4
∫
dxdy(xx¯y¯)
d
2−1
(d− 2)
2(d− 1)
1
∆d−1y
FA,431(x
2
i,j)
+ κ˜
∫
ds1,3,4
∫
dxdy(xx¯y¯)
d
2−1
1
∆dy
FB,431(x
2
i,j) (G.22)
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Here FA,431(x
2
i,j) and FB,431(x
2
i,j) are function of Mandelstam variables obtained from expanding (G.19).
Denominator ∆y obtained by dividing the corresponding ∆ by y.
∆y = −x213xx¯yτ¯1τ¯3−x214xτ¯1(x¯yτ3+ y¯τ¯4)−x215xy¯τ¯1τ4−x224xτ1(x¯yτ3+ y¯τ¯4)−x225xy¯τ1τ4−x235x¯y¯τ¯3τ4 (G.23)
We found that numerical value of I421 and I431 coincides when the hexagon kinematics satisfy the Gram
sub-determinant conditions.
G.3 I
{5,3,1}
vertex
This diagram gives rise to the most complicated integral. Start from (3.19),
I
{5,3,1}
vertex =
∫
dzm5 dz
n
3 dz
p
1ǫ
abcǫmarǫnbsǫpct
∫
ddw
(w − z5)r(w − z3)s(w − z1)t
|w − z5|d|w − z3|d|w − z1|d (G.24)
After straightforward algebra, we get
I
{5,3,1}
vertex = 4
(d− 1)
(d− 2)τ
∫
[dβ3]
∫
dτ5,3,1
1
∆d
HB(x
2
i,j)
− 2 1
d− 2τ
∫
[dβ3]
∫
dτ5,3,1
1
∆d−1
HA(x
2
i,j)
+ 2
(d− 1)
(d− 2) τ˜
∫
[dβ˜3]
∫
dτ5,3,1
1
∆d
HC(x
2
i,j). (G.25)
Here,
τ = −iπ d2 Γ(d− 2)
Γ(3d2 − 2)
, τ˜ = −iπ d2 Γ(d− 1)
Γ(3d2 − 1)
(G.26)
and ∫
[dβ3] =
∫ 1
0
3∏
i=1
dβi β2(β1β2β3)
d
2−2 δ(
∑
i
βi − 1)
Γ(3d2 − 2)
Γ(d2 )Γ(
d
2 − 1)2∫
[dβ˜3] =
∫ 1
0
3∏
i=1
dβi
1
β3
(β1β2β3)
d
2−1 δ(
∑
i
βi − 1)
Γ(3d2 − 1)
Γ(d2 )
2Γ(d2 − 1)
(G.27)
and denominator ∆y is given by
∆y = x
2
13xx¯yτ¯1τ¯3 + x
2
14xx¯yτ¯1τ3 + x
2
24xx¯yτ1 + x
2
15xy¯τ¯1τ¯5 + x
2
25xy¯τ1τ¯5
+ x226xy¯τ1τ5 + x
2
35x¯y¯τ¯3τ¯5 + x
2
36x¯y¯τ¯3τ5 + x
2
46x¯y¯τ3τ5. (G.28)
Again, ∆y abbreviates ∆ divided by y.
The functions HA(x
2
i,j), HB(x
2
i,j) and HC(x
2
i,j) are rather complicated functions of Mandelstam invari-
ants. We combined the first and the third terms in (G.25), managed to the following compact expression
I
{5,3,1}
vertex = −iπ
d
2
(d− 2)
2
Γ(d− 1)
Γ(d2 )
3
∫ 1
0
dxdy
∫ 1
0
dτ5,3,1(xx¯y¯)
d
2−1
1
∆d−1y
FA,531(x
2
i,j)
+ iπ
d
2
Γ(d)
Γ(d2 )
3
∫ 1
0
dxdy
∫ 1
0
dτ5,3,1(xx¯y¯)
d
2−1
1
∆dy
FB,531(x
2
i,j). (G.29)
Since it is a matter of calculation, we do not provide the functions FA,ijk and FB,ijk here.
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H I521 and I541 Integrals
When extracting the antenna function from the Wilson loop expectation values beyond the hexagion
(n > 6), we encountered extra triple-vertex diagrams, I521 and I541, beyond the hexagon. Recall that,
in hexagon, x216 vanishes identically, so these diagrams could be obtained from permutating I421 or I431
therein. However, these diagrams begin to be distinct beyond the octagon n > 6. Here, we provide
these integrals for I521 and I541. They are the same for all n > 6 because of the relation 2yi · yj =
x2i,j+1 + x
2
i+1,j − x2i,j − x2i+1,j+1 is the same.
⊚ Scalar integration I541
Start from
I
{5,4,1}
vertex =
∫
dzm5 dz
n
4 dz
p
1ǫ
abcǫmarǫnbsǫpct
∫
ddw
(w − z5)r(w − z4)s(w − z1)t
|w − z5|d|w − z4|d|w − z1|d . (H.1)
This expression is equivalent to
1
(d− 2)2
∫
ddw
[
ǫ(y4, y5, ∂z5)
|w|d|w − z54|d−2|w − z14|d−2 (ǫ(y1, y2, ∂z1) + ǫ(y1, y3, ∂z1) + ǫ(y1, y4, ∂z1))
]
. (H.2)
Introducing Feynman parameter β1, β2, β3 and ∆ as
β1 = xy, β2 = xy, β3 = y
∆ = −2β2β3z14z54 + β2β2z214 + β3β3z254,
we get
I
{5,4,1}
vertex
= −τ˜
∫ 3∏
i=1
dβi (β1β2β3)
d
2−1δ(
∑
βi − 1)∆−d
[
ǫ(y4, y5, β2β3z14 − β3β¯3z54)ǫ(y1, y2, β2β3z54 − β2β¯2z14)
+ǫ(y4, y5, β2β3z14 − β3β¯3z54)ǫ(y1, y3, β2β3z54 − β2β¯2z14)
+ǫ(y4, y5, β2β3z14 − β3β¯3z54)ǫ(y1, y4, β2β3z54 − β2β¯2z14)
]
+
1
2(1− d) τ˜
∫ 3∏
i=1
dβi(β1β2β3)
d
2−1δ(
∑
βi − 1)∆1−d
[
(y4 · y1)(y5 · y2)− (y4 · y2)(y5 · y1)
+(y4 · y1)(y5 · y3)− (y4 · y3)(y5 · y1) + (y4 · y1)(y5 · y4)
]
(H.3)
where
τ˜ = iπ
d
2 (1− d)Γ(d− 1)
Γ(d2 )
3
. (H.4)
⊚ Scalar integration I521
This integral can be computed following the same route as I541 integral. However, expressions are more
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complicated. Here we just briefly summarize result. The I521 integral reads
I521 =
1
(d− 2)2
∫
ddw
ǫ(y2, y5, ∂z5)ǫ(y1, y2, ∂z1)
|w|d|w − z52|d−2|w − z12|d−2 +
1
(d− 2)2
∫
ddw
ǫ(y2, y5, ∂z5)ǫ(y1, y3, ∂z1)
|w|d|w − z52|d−2|w − z12|d−2
+
1
(d− 2)2
∫
ddw
ǫ(y2, y5, ∂z5)ǫ(y1, y4, ∂z1)
|w|d|w − z52|d−2|w − z12|d−2 −
1
(d− 2)2
∫
ddw
ǫ(y2, y3, ∂z5)ǫ(y1, y5, ∂z1)
|w|d|w − z52|d−2|w − z12|d−2
− 1
(d− 2)2
∫
ddw
ǫ(y2, y4, ∂z5)ǫ(y1, y5, ∂z1)
|w|d|w − z52|d−2|w − z12|d−2 −
1
d− 2
∫
ddw
ǫ(y2, y5, y3)ǫ(y1, y2, ∂z1)
|w|d|w − z12|d−2|w − z52|d
− 1
d− 2
∫
ddw
ǫ(y2, y5, y4)ǫ(y1, y2, ∂z1)
|w|d|w − z12|d−2|w − z52|d −
1
d− 2
∫
ddw
ǫ(y2, y5, y3)ǫ(y1, y3, ∂z1)
|w|d|w − z12|d−2|w − z52|d
− 1
d− 2
∫
ddw
ǫ(y2, y5, y4)ǫ(y1, y3, ∂z1)
|w|d|w − z12|d−2|w − z52|d −
1
d− 2
∫
ddw
ǫ(y2, y5, y3)ǫ(y1, y4, ∂z1)
|w|d|w − z12|d−2|w − z52|d
− 1
d− 2
∫
ddw
ǫ(y2, y5, y4)ǫ(y1, y4, ∂z1)
|w|d|w − z12|d−2|w − z52|d +
1
d− 2
∫
ddw
s5ǫ(y2, y3, y5)ǫ(y1, y5, ∂z1)
|w|d|w − z12|d−2|w − z52|d
+
1
d− 2
∫
ddw
s5ǫ(y2, y4, y5)ǫ(y1, y5, ∂z1)
|w|d|w − z12|d−2|w − z52|d (H.5)
We do not provide explicit expression of the numerator in terms of the Mandelstam invariants. Though
need for computation using the package FIESTA2, they can be obtained straightforwardly from the fol-
lowing expressions.
Note that the latter 8 terms (proportional to 1(d−2)) are negligible in the triple collinear limit. This
is because the Levi-Civita tensor contains two of y2, y3, y4 and they all become parallel in this limit.
Although we considered their contribution in the computation, here we just provide the expressions for
the dominant part. The Feynman parameters β1, β2, β3 are defined as before, but ∆ is slightly different.
β1 = xy, β2 = xy, β3 = y
∆ = −2β2β3z12 · z52 + β2β2z212 + β3β3z252. (H.6)
The dominant 5-terms are given by
− τ˜
∫ 3∏
i=1
dβi β1(β1β2β3)
d
2−2δ(
∑
βi − 1)∆−d
[
ǫ(y2, y5, β2β3z12 − β3β¯3z52)ǫ(y1, y2, β2β3z52 − β2β¯2z12)
+ ǫ(y2, y5, β2β3z12 − β3β¯3z52)ǫ(y1, y3, β2β3z52 − β2β¯2z12)
+ ǫ(y2, y5, β2β3z12 − β3β¯3z52)ǫ(y1, y4, β2β3z52 − β2β¯2z12)
− ǫ(y2, y3, β2β3z12 − β3β¯3z52)ǫ(y1, y5, β2β3z52 − β2β¯2z12)
− ǫ(y2, y4, β2β3z12 − β3β¯3z52)ǫ(y1, y5, β2β3z52 − β2β¯2z12)
]
+
τ˜
2(1− d)
∫ 3∏
i=1
dβi(β1β2β3)
d
2−1δ(
∑
βi − 1)∆1−d
[
(y1 · y2)(y2 · y5)− (y2 · y3)(y1 · y5)
+ (y1 · y2)(y4 · y5)− (y2 · y4)(y1 · y5) + (y1 · y3)(y2 · y5)− (y1 · y2)(y4 · y5) + (y1 · y4)(y2 · y5)
]
(H.7)
where
τ˜ = iπ
d
2 (1− d)Γ(d− 1)
Γ(d2 )
3
. (H.8)
We used this expression for the numerical computations.
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