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ABSTRACT
An activity recognition system essentially processes raw sen-
sor data and maps them into latent activity classes. Most
of the previous systems are built with supervised learning
techniques and pre-deﬁned data sources, and result in static
models. However, in realistic and dynamic environments,
original data sources may fail and new data sources be-
come available, a robust activity recognition system should
be able to perform evolution automatically with dynamic
sensor availability in dynamic environments. In this paper,
we propose methods that automatically incorporate dynam-
ically available data sources to adapt and reﬁne the recog-
nition system at run-time. The system is built upon ensem-
ble classiﬁers which can automatically choose the features
with the most discriminative power. Extensive experimen-
tal results with publicly available datasets demonstrate the
eﬀectiveness of our methods.
Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous
General Terms
Algorithms, Design, Experimentation, Performance
Keywords
activity recognition, extra context, activity adaptation
1. INTRODUCTION
Sensor-based activity recognition has experienced its wide
application in context-aware computing in the past decade,
due to the important role it plays in everyday life. To name
a few, recognizing human lifestyle can help to evaluate en-
ergy expenditure [1]; monitoring human activity in smart
homes enables just-in-time activity guidance provisioning
.
for elderly people and those suﬀering from cognitive deﬁ-
ciencies [4]; detecting walk and counting step can help to
monitor elderly health [3].
State of the art activity recognition models usually rely
on a static model, where only pre-deﬁned data sources are
considered while opportunistically available contexts which
may potentially reﬁne the systems are ignored. Here we
argue that dynamically discovered context is also signiﬁ-
cant for the adaptation and reﬁnement of activity models.
For example, in [31], the authors demonstrate that addi-
tional features such as vision features can help to improve
the recognition accuracy for human activities, especially for
static activities (e.g. sitting). Maekawa et al. [15] show in
their work that, contextual information, such as the objects
that the subjects interact with and the sound during the in-
teraction, captured by camera and microphone can help to
improve activity recognition performance. Extensive works
prove that additional information such as location informa-
tion [17], vital signs [11], readings from thermal sensor [6]
and barometer [18] can also improve activity recognition ac-
curacy.
Note that all the aforementioned extra data sources are
speciﬁc to the post-deployment environment. Therefore,
considering all the contextual information at the beginning
of activity modelling is infeasible, due to the problem of data
sparsity and the changes in the environment during post-
deployment. Another motivation for our work is that sen-
sors deployed for activity sensing are constantly broken and
updated [14], so it is extremely important that the activity
monitoring system can automatically evolve with the chang-
ing environment. Our work is inspired by [7], where the
authors propose an autonomic context management system
which is able to populate dynamically discovered contextual
information sources for automatic context provisioning. We
state here that several challenges need to be addressed in
order to achieve an activity recognition system that is able
to incorporate dynamically discovered context. First, incor-
porating new data sources would change the feature dimen-
sionality, the pre-learned activity model should be ﬂexible
enough to allow for increment and decrement of the fea-
ture dimensionality. Second, the system should be able to
automatically identify the context that have the discrimina-
tive power, while ignore those with marginal discriminative
power. Furthermore, as model reﬁnement with dynamically
available context usually requires the labels of the new exam-
ples to point out the direction of model adaptation, asking
the user for the true labels is obtrusive. Therefore, selecting
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the most proﬁtable and informative examples for adaptation
is still challenging.
In this paper, we propose such an activity recognition sys-
tem that addresses the aforementioned challenges. We prac-
tically analyze and choose a machine learning model that is
ﬂexible with the change of feature dimensionality and can
automatically identify the most discriminative features. In
order to retrain and adapt the activity model by incorpo-
rating the information provided by dynamically discovered
data sources, we propose a method to choose the proﬁtable
examples without human intervention. Finally, we exploit
temporal patterns of human behaviour and leverage graph-
ical models to further improve the recognition performance.
To conclude, this paper makes the following contributions.
1. We propose an activity recognition framework that
can automatically incorporate dynamically discovered dis-
criminative contexts, so as to improve activity recognition
performance.
2. We propose a method that chooses the proﬁtable and
informative examples (incorporating discovered context) to
retrain and adapt activity models without human interven-
tion. We also propose a novel way of combining basic clas-
siﬁer (i.e., AdaBoost) with graphical models (i.e. Hidden
Markov model and Conditional Random Field) in order to
exploit the temporal information to improve the recognition
accuracy.
3. We demonstrate our system with three publicly avail-
able datasets and analyze its eﬀectiveness through compre-
hensive experimental and comparison studies. We also in-
vestigate the conditions under which the opportunistically
discovered context is beneﬁcial to recognition performance.
It should be noted that in this paper, we choose iner-
tial sensor (i.e. accelerometer, gyroscope) data as an exam-
ple, but our methods can be easily extended to other data
sources, as we do not make assumptions on the sensor data
type, so any kind of sensors (e.g. inertial sensors, binary
sensors, microphone, camera) can be used because the Ad-
aBoost approach adopted in this paper can deal with both
numeric and categorical features [13]. In addition, we do
not distinguish the concepts of new data sources, new fea-
tures and new contexts. Since new data source and context
can be seen as dynamically discovered information from the
viewpoint of the whole system, while feature is from the
viewpoint of the classiﬁer. The remainder of this paper is
organized as follows. In Section 2, we discuss related work.
In Section 3, we brieﬂy describe the system overview and
architecture of our activity model, and detail each compo-
nent in Section 4. Section 5 reports the experimental results
and analysis, followed by Section 6 where we conclude this
paper with a summary.
2. RELATED WORK
Activity recognition [27, 26] is not a new topic, especially
with the proliferation of smartphones where on-board sen-
sors such as GPS, camera, microphone, accelerometers and
gyroscope, provide unprecedented opportunities for recog-
nizing wide variety of human behaviours [10]. However,
most of the state-of-the-art activity models are built upon
static machine learning models, the reader is referred to [28]
for more details.
Considering new context in dynamic environments to re-
train and reﬁne the activity model relates to model person-
alization and semi-supervised learning from the viewpoint
of operation. Activity personalization adapts the general
model to a speciﬁc user giving his/her data, while semi-
supervised learning trains recognition models with labeled
and unlabeled data. To name a few, Zhao et al. [32] pro-
pose a cross-people activity recognition algorithm for per-
sonalized activity-recognition model adaptation by integrat-
ing a decision tree and the k-means clustering algorithm.
The predictions given by decision tree are re-organized by
K-means, based on which the decisive thresholds in the tree
are re-estimated. In [16], the authors train a classiﬁer for
each user. The ensemble classiﬁers are then weighted based
on the error they make using the target user’s data. While
in the semi-supervised area, unlabelled examples classiﬁed
with high conﬁdence are added to the training dataset to
retrain and reﬁne the model. Examples are self-training,
co-training [21] and label propagation [20]. The problem of
aforementioned methods is that only high-conﬁdence exam-
ples are considered, due to the fact that they can minimize
the entropy [5]. However, high-conﬁdence examples are less
informative and make less contribution to the convergence of
the model [21]. More importantly, those methods are built
with statically deﬁned input and are not suitable to cope
with emerging context in dynamic environments.
Some other work leverage the knowledge-based method to
deal with unseen data sources for activity recognition. For
example, Tapia et al. [23] address the problem of model in-
completeness by leveraging external knowledge base to mea-
sure the similarity between unseen features (object) and ex-
isting features, so that they are able to obtain the probability
of an unseen object given the activity classes. While in [25],
the authors perform activity recognition based on the ob-
ject usage and human actions. With no label for the action
data, they use common sense knowledge to build an activity
model by jointly training Dynamic Bayesian Network and
Virtual AdaBoost. Those methods, however, rely heavily
on existing knowledge to activity recognition. In this light,
they are not applicable in the situation that we have no prior
knowledge about dynamically discovered data sources.
Other research even perform activity recognition with dy-
namic sensor selection. For example, in [8], the authors gen-
erate multiple processing plans for the context to be moni-
tored. The system dynamically updates the processing plans
when sensors are newly registered or de-registered. In an-
other work, Zappi et al. [30] introduce a scheme to dynam-
ically select the sensor set for activity recognition in order
to achieve the trade-oﬀ between accuracy and power. Since
those work mainly focus on the aspect of energy-eﬃciency,
they simply train each activity with all the available sensors,
so that when the sensors are registered at runtime, the sys-
tem already has the knowledge of how to post-process the
sensor data, hence this limits the scalability of the system.
3. FRAMEWORK
In this section, we will introduce our framework. The
workﬂow of our system can be divided into three phases:
modelling, learning to adapt and online prediction. In the
modelling phase, an initial activity model is built with cur-
rently available sensor data. As new data sources become
dynamically available, we perform adaptation for the activ-
ity model by considering the dynamic data sources in the
learning to adapt phase. In the prediction phase, the ini-
tial model is combined with graphical models to exploit the
temporal information to further improve the recognition per-
$GD%RRVW
%HOLHI
3URSDJDWLRQ
([DPSOH
6HOHFWLRQ
5HWUDLQLQJ	
DGDSWDWLRQ
,QLWLDOGDWD

6XSHUYLVHGOHDUQLQJ
1HZFRQWH[W
6HQVRUGDWD
6HTXHQWLDOSUHGLFWLRQ
7HPSRUDOVPRRWKLQJ
,QWHUPHGLDWHSUHGLFWLRQ
0RGHOOLQJ2QOLQHSUHGLFWLRQ
/HDUQLQJWRDGDSW
Figure 1: Top level framework.
formance. It should be noted that prediction is not the ﬁnal
stage. Instead, our system can keep looping between learn-
ing to adapt and prediction as long as discriminative context
is discovered.
Modelling. We choose AdaBoost as our basic classiﬁer, as
it is lightweight enough for on-body devices and has been
demonstrated to be robust for classiﬁcation tasks [9]. The
rationale for choosing AdaBoost also lies in the fact that it
is ﬂexible in the dimension of the feature space, and is able
to automatically choose the most discriminative features in
the training process.
Learning to adapt. When new data sources are dynami-
cally discovered(the data sources can be discovered univer-
sally with sensor modelling, the reader is referred to [7] for
more details), the information they provide may be bene-
ﬁcial to improving the recognition accuracy. The goal of
this stage is to perform adaptation for the activity models,
so as to incorporate the information provided by the new
data source (if it is discriminative enough). To achieve this,
we perform belief propagation on the predictions given by
AdaBoost and choose examples for retraining. The selected
examples, which contain newly discovered context, are fed
into AdaBoost to retrain and adapt the classiﬁer.
Prediction. AdaBoost makes prediction individually and
assumes no dependency between the posterior probability of
neighbouring examples. We combine AdaBoost with graph-
ical models to provide sequence predictions, as those models
make temporal assumptions between adjacent predictions
and are able to smooth out the outliers.
4. METHODOLOGY
4.1 Basic modelling
Because of the special characteristics that meet out re-
quirements, AdaBoost is selected as our basic classiﬁer. The
core of AdaBoost is to train an ensemble of weak classiﬁers
and combine them to form a more robust and accurate clas-
siﬁer. Each weak classiﬁer makes decision based on a sin-
gle feature and needs only be slightly better than random
guessing. The ﬁnal classiﬁer is a linear combination of the
weak classiﬁers, with each classiﬁer weighted by the error it
makes during the training process; more weight is given to
the classiﬁer that makes fewer errors.
As AdaBoost incrementally builds weak classiﬁers on the
training dataset, it is more ﬂexible in the dimensional changes
of the feature space. When discriminative context is de-
tected during the learning to adapt phase, all AdaBoost has
to do is training a weak learner on the context and add it to
the ensemble along with its weight, without the necessity to
change the feature space and retrain the whole model. Also,
in each iteration, AdaBoost only chooses the weak learner
with minimum training error. In this light, it presents an
eﬀective and tractable way to automatically select the fea-
tures with maximum discriminative power [12]. Therefore,
it is not necessary to evaluate the discrimination of the new
context manually.
As depicted in Algorithm 1, the AdaBoost learning al-
gorithm takes as input the examples, the initial example
weights and maximum iterations. The training of AdaBoost
follows an iterative process. In each iteration, each weak
learner is ﬁtted to training dataset, and the one with the
minimum weighted error is chosen (step 2). After that, the
example weights are updated, so that more weights are given
to the misclassiﬁed examples (step 4). During the next it-
eration, the weak classiﬁers will focus more on those prob-
lematic examples. The output of the training process is an
ensemble of weak learners (step 6). Notice that in step 2, it
trains a weak learner for each dimension of the feature space,
but only selects the one with minimum weighted error. In
this paper, we adopt decision stump as the weak learner, and
then training weak learner hkt (x) for dimension k is equiv-
alent to ﬁnding the threshold θk in that dimension to min-
imize the weighted error such that hkt (xi) = h
k
t (x
k
i ) = 1 if
xki > θk and h
k
t (xi) = −1 otherwise, where xki is the value
of kth dimension of example xi.
Algorithm 1 AdaBoost.
Input:
Examples (x1, y1), · · · , (xn, yn) where xi ∈ k a is k-
dimension feature vector, yi ∈ {+1,−1} ;
Initial weight of n examples D0(i) = 1/n for i = 1, · · · , n;
Weak learners h(x) ∈ {+1,−1};
Max iterations T ;
Output:
Ensemble of weak learners;
1: for t = 1 to T do
2: Find weak learner ht(x) that minimizes the weighted error:
ht(x) = argminhkt (x)
∑n
i=1 Dt(i)I[h
k
t (xi) = yi]
t =
∑n
i=1 Dt(i)I[ht(xi) = yi] ;
3: Compute the weight for the weak learner ht(x): αt =
1
2
ln( 1−t
t
);
4: Update the weight of examples: Dt+1(i) =
Dt(i)exp(−αyiht(xi))∑
i Dt(i)exp(−αyiht(xi)) for i = 1, · · · , n;
5: end for
6: return H(x) = sign(
∑T
t=1 αtht(x));
AdaBoost is a discriminative classiﬁer, and it performs
classiﬁcation by giving the deﬁnitive decision. This ap-
proach has a potential problem that even if the classiﬁer
is uncertain with the class of the example, it chooses the
class against which the example has the maximum evidence
as the prediction. We argue that the posterior probability of
an example is much more helpful, since it reﬂects the con-
ﬁdence in that prediction. This is important to the later
stages such as the stage of learning to adapt. To this end,
we calculate the posterior probability for examples using the
method from [12].
P (yi|xi) =
{
eψm(x)
eψm(x)+1
if yi = +1
e−ψm(x)
e−ψm(x)+1 if yi = −1
(1)
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Figure 2: Belief propagation between hidden vari-
able
where ψ is a constant and m(x) =
∑T
t=1 αtht(x)∑T
t=1 αt
. P (yi|xi)
is thus regarded as the posterior distribution of example xi.
Notice that the binary AdaBoost can be easily extended to
multi-class classiﬁers by training a set of weak learners for
each activity class i to separate itself from others:
Hi(x) =
T∑
t=1
αith
i
t(x) (2)
Accordingly, the prediction is made by argmaxi(H
i(x))
for a given example x.
4.2 Belief propagation
As new sensors are dynamically discovered, we need to
select examples that contain the new sensor data to adapt
AdaBoost. The aim in this stage is to leverage belief prop-
agation to smooth the outliers and rectify the results pro-
duced by AdaBoost, so as to choose the most proﬁtable and
informative examples to learn the new context and adapt
the activity model.
Due to the temporal characteristic of human behaviours,
the current activity is more likely to be continued in the next
time point than a new one. Therefore, there are strong cor-
relations among the sequential predictions of the examples.
It is apparent that AdaBoost makes no use of the tempo-
ral information, since it assumes no dependencies among
the examples, and performs classiﬁcations based solely on
the local features. As a result, sensor noises or temporary
interruption of the activities would certainly result in mis-
classiﬁcation.
Belief propagation is mainly performed for inference in
graphical models, and in the form of message passing be-
tween the nodes. The passing messages among the nodes
are actually exerting inﬂuence from one variable to the oth-
ers. In this light, the belief propagation is to send messages
to the connected node and tell it what it should believe
[29], and the hidden state of a node depends on not only
local observations, but also the product of all incoming mes-
sages from locally connected nodes.Upon convergence, the
marginal distribution of the variable nodes can be approxi-
mated with:
p(yk|X) =
φf (yk)
∏
f ′∈N(k)\f μf ′→k(yk)∑
y′
k
φf (y′k)
∏
f ′∈N(k)\f μf ′→k(y
′
k)
(3)
where φf (yk) is the local evidence, and μf ′→k(yk) is the
message from neighbouring factor nodes for node k, as shown
in Figure 2.
In our scenario, the belief propagation is performed among
the observation nodes and hidden nodes. The observation
node at time t is the feature vector collected from the sen-
sor data while the hidden node is the latent activity. Since
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Figure 3: Belief propagation in our scenario. The
solid lines show the messages received by node k
from neighbouring four nodes.
the latent activity is unknown, the latent variable yk is rep-
resented in the form of a multinomial distribution over all
the activities. The multinomial distribution is iteratively
updated by incorporating the messages from not only local
observations, but also adjacent nodes.
In our system, we only consider pairwise connections (Fig-
ure 3) between the hidden nodes when performing belief
propagation. Therefore, the messages that a node receives
are the posterior probabilities of its neighbouring nodes based
on their own local observations, as shown in (4)
p(yk|X) =
p(yk|xk)
∏
i∈N(k)\i:yi=yk p(yi|xi)∑
y′
k
p(y′k|xk)
∏
i∈N(k)\i:yi=y′k
p(yi|xi) (4)
Therefore, belief propagation is performed with an infer-
ence step and followed by several iterative update steps. In
the inference step, for each observation, AdaBoost gener-
ates a posterior probability distribution over the hidden ac-
tivities using Eq.(1). In the propagation step, those ini-
tial estimations of posterior probabilities are propagated to
neighbouring nodes. Those recipient nodes k then combine
the received probability distribution over yi together with
its local evidence given by AdaBoost and convert them into
a distribution over yk, using Eq.(4). The iterative process
can be repeated until convergence. In our experiment, we
found that running belief propagation for only one iteration
is suﬃcient to converge the posterior distribution.
The belief propagation is slightly modiﬁed in our imple-
mentation. As the examples classiﬁed with high conﬁdence
usually tend to be the correct classiﬁcation, we do not up-
date the posterior distribution for those high-conﬁdence ex-
amples during the iterative process of belief propagation, so
that their beliefs can be propagated to the uncertain exam-
ples.
4.3 Examples selection
In this subsection, we introduce the method to select the
examples for classiﬁer retraining and adaptation. The exam-
ples contain dynamically discovered context, and AdaBoost
is able to automatically incorporate the new context if it is
discriminative enough. In this way, AdaBoost can be self-
adapted or -reﬁned. We perform examples selection after the
belief propagation for the sake of selecting the informative
and proﬁtable examples to quickly converge the classiﬁer
without human intervention.
4.3.1 Measurements
First of all, we introduce the measurements that can eval-
uate the proﬁtability of an example (data point), so that
based on those quantitative criteria, the examples can be se-
lected to adapt the model. The ﬁrst metric we consider is the
“drift”in the posterior distribution before and after the belief
propagation. Belief propagation is able to smooth out the
outliers by exploiting the temporal information. Those ex-
amples that experience huge “drift” in their posterior distri-
butions are much more valuable, since they are not modelled
by the initial activity model and have a greater chance of
residing near the classiﬁcation boundaries. Jensen-Shannon
divergence can be used to measure the “drift”, as it has been
proved to be eﬃcient to measure the distance between two
distributions in previous work [22]. Supposing pi and qi are
the posterior distributions of example i before and after be-
lief propagation respectively, and then the JS-divergence is:
JS(pi, qi) =
1
2
DKL(pi||m) + 1
2
DKL(qi||m) (5)
where m = 1
2
(pi + qi) and DKL(pi||m) = ∑j pij log pijmj is
the Kullback-Leibler divergence between two distributions.
Therefore, we derive the ﬁrst measurement as:
scorei1 =
JS(pi, qi)− JSmin(p, q)
JSmax(p, q)− JSmin(p, q) (6)
we normalize the JS-divergence, so that the measurement
based on the posterior distribution “drift” is always ranged
in [0,1], in this way it is able to cater for characteristics of
diﬀerent activity data set.
As for the second measurement of proﬁtability, we con-
sider the number of consecutive neighbouring examples that
have the same predicted results.
Ni = min(N
forward
i , N
backward
i )
scorei2 =
Ni −min(N)
max(N)−min(N)
(7)
where Nforwardi and N
backward
i are the number of consec-
utive neighbouring observations that have the same predic-
tions along the two directions of time series, from current
observation i. It is normalized due to same reason as scorei1.
This measurement shows the extent to which the neighbour-
ing nodes have the consensus predictions, and the higher the
number, the more likely that the prediction is correct. Ob-
viously, scorei2 is proposed based on the temporal charac-
teristic of human behaviour. One extreme condition is that
the observation happens to be in the middle of an ongoing
activity, and the scorei2 tends to be large and it is more
conﬁdent about the prediction.
Finally, we consider the conﬁdence of the examples after
the belief propagation. The posterior distribution itself pro-
vides the information about the conﬁdence of an example.
Adding the examples with the highest conﬁdence is equiva-
lent to locating the class center, which in turn also helps to
adapt the model to some extent, even though those exam-
ples are less informative. Therefore, the third measurement
is formulated as scorei3 = max(p(yi|xi)) (Eq.(4)).
To decide which example is more proﬁtable, we need to
take into account all the aforementioned metrics. There-
fore, we determine the ﬁnal score for the proﬁtability of an
example based on the corresponding scores for each of the
metrics. The combined score is deﬁned as follows:
scorei = α1scorei1 + α2scorei2 + α3scorei3
s.t.
3∑
i=1
αi = 1
(8)
where the weights αi is manually given. In our method, we
evenly distribute the importance to the three metrics by set-
ting α1 = α2 = α3. However, by giving diﬀerent weights, the
model may present diﬀerent characteristics. For example,
by increasing α3 we give more weight to the high-conﬁdence
examples, and then the model adapts conservatively and
the convergence is quite slow. By contrast, when we put
more weight to scorei1, the model only takes those exam-
ples whose posterior distribution changes dramatically be-
fore and after belief propagation, and then the adaptation
is performed aggressively. There is a danger that noisy data
may be added and the model is jeopardised.
4.3.2 Retraining
Upon selecting the examples for model adaptation, Ad-
aBoost can automatically determine the discriminative power
of the new context (if there is any) in the example, and dy-
namically incorporate them for classiﬁcation if they are dis-
criminative enough. In this way, the model is adapted to
new coming data.
One issue should be addressed when selecting the exam-
ples, this is the amount of retraining data among diﬀerent
activity classes should be balanced during the adaptation
process. During the experiment we found that for activ-
ity class with small training dataset, the iterative process
of training weak learners is unexpectedly terminated ear-
lier. As a result, the trained ensemble of classiﬁers for that
class overﬁt the small amount of data. That is the reason
AdaBoost focuses more on training activities with unevenly
large dataset [9]. Therefore, in this paper, we accumulate
for each activity class the same amount of dataset before
retraining.
4.4 Sequential prediction
When the adapted AdaBoost is deployed for online predic-
tion, we combine it with graphical models to further smooth
outliers. Even though the basic idea behind this stage and
belief propagation are both to exploit the temporal informa-
tion among the activity data, belief propagation is deployed
for oﬄine data analysis, suﬃcient data should be accumu-
lated and analyzed for model adaptation (second stage in
Figure 1), while graphical models cater for online lightweight
predictions (third stage in Figure 1). Furthermore, belief
propagation requires the posterior distribution to evaluate
the proﬁtability of the examples.
In this section, we introduce the methods of combining
AdaBoost with Conditional Random Field, referred to as
BoostCRF. It should be noted that, hybrid classiﬁers are
not new topics, in [12, 15, 31] the authors used the pos-
terior probabilities from discriminative classiﬁer as new in-
put features to train HMM or CRF. However, the modelling
of discriminative classiﬁer is dissociated from the modelling
of structured classiﬁer. Therefore, the two classiﬁers are
trained independently, using the output of one classiﬁer as
input for another. Moreover, they train HMM for each ac-
tivity class separately, and during the inference phase for
all the examples in a sequence, they produce the same label
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Figure 4: Graphical model of HMM and CRF.
that has maximum likelihood. Therefore, they do not model
the transitions among diﬀerent classes.
4.4.1 BoostHMM
In Hidden Markov models, the variables include hidden
states and observations. As shown in Figure 4(a), it models
the joint distribution of those variables by making Markov
assumptions that current latent activity yk only depends on
previous latent activity yk−1, while current observation xk
depends on current latent activity, formulated as follows:
p(x,y) = p(y1)p(x1|y1)
K∏
k=2
p(yk|yk−1)p(xk|yk) (9)
where the emission probability p(xk|yk) can approximated
with the posterior distribution p(yk|xk) given by AdaBoost
(Eq.(1)) using Bayes’ rule:
p(xk|yk) = p(yk|xk)p(xk)
p(yk)
∝ p(yk|xk) (10)
where prior knowledge p(yk) is identical for diﬀerent activi-
ties because we balance the training data over all the activity
classes. For a variable xk that is observed at time k, p(xk)
is a constant when calculating its evidence against diﬀerent
classes. Therefore, the emission probability is proportional
to the posterior probability given by AdaBoost, and the joint
distribution can be re-formulated as follows:
p(x,y) ∝ p(y1)p(y1|x1)
K∏
k=2
p(yk|yk−1)p(yk|xk) (11)
As for transition probability, we manually set the self-transition
probabilities to be large to temporally smooth out the ac-
tivities, and encourage them to continue unless observable
evidence strongly suggests a diﬀerent activity [25], denoted
as follows:
p(yk|yk−1) =
{
1−  yk = yk−1
 otherwise
(12)
we experimentally set  to be 0.1 in our system, as it is
demonstrated to be eﬀective enough to achieve reasonable
accuracy. Inferring the hidden states is equivalent to ﬁnding
the sequences that maximize the joint probability depicted
in Eq.(11), which can be performed by the Viterbi algorithm.
4.4.2 BoostCRF
In Conditional Random Field (CRF), the connections be-
tween the variables denote the potentials between them, and
the potential functions map those potentials into real num-
bers. Due to the ﬂexible deﬁnition of the potential func-
tions, CRF has various structures. In our system, we only
consider linear-chain CRF (Figure 4(b)). Therefore, we need
to deﬁne local potential functions between observation and
hidden node at each time step, and pairwise potential func-
tions between consecutive hidden nodes. The conditional
distribution can be formulated as:
p(y|x) = 1
Z(x)
exp
(
K∑
k=1
λT f(yk, yk−1, xk)
)
=
1
Z(x)
exp
(
K∑
k=1
(
λTs fs(yk, yk−1) + λ
T
j fj(yk, xk)
))
(13)
where fj(yk, xk) and fs(yk, yk−1) are the local and pairwise
potential functions at time k. λs and λj are the correspond-
ing weights. Z(x) is the normalization factor, formulated as∑
y exp
(∑K
k=1 λkfk(yk, yk−1, xk)
)
.
Inspired by [13], we map the weak learners trained in Ad-
aBoost to the local potential functions in CRF, while the
weights of the potential functions are mapped to the weights
of the weak learners. This is reasonable since more weights
are given to the potential functions that can better explain
the data, whereas weak learners with less error rate have
a larger weight. Using Eq.(2), the weighted sum of local
potential functions against activity class i is:
λTj fj(yk, xk) =
T∑
t=1
αith
i
t(xk) (14)
However, mapping the weight of pairwise potential func-
tion is non-trivial. To deal with this, we deﬁne pairwise
potential function that characterize the temporal transition
between activities:
fij(yk, yk−1) =
{
1 yk = i, yk−1 = j
0 otherwise
(15)
where potential function fij characterize the transition from
activity j to activity i. Assume that there is a weak learner
hi(yk = i, yk−1 = j) in AdaBoost that can be mapped to
the potential function fij . Obviously, the error rate of the
weak learner can be estimated from the training dataset by
frequency counting:
ij = 1− expected number of transitions from j to i
expected number of transitions out of j
(16)
then according to Algorithm 1, the weight of the weak learner
can be approximated as:
αij =
1
2
ln(
1− ij
ij
) (17)
the weight of weak learner hi(yk = i, yk−1 = j), αij , is
mapped to the weight of the pairwise potential function fij
in CRF. Once we have the parameters, the inference process
can be carried by loopy belief propagation to ﬁnd the most
likely assignment of the latent activities. Notice that, we
have T local potential functions, but only 1 pairwise poten-
tial function, thus the temporal evidence weighs less when
compared with local evidence. Therefore, we multiply the
pairwise potential functions with a constant (average num-
ber of weak learners of the activity classes), so that the in-
ferred results do not overﬁt the local evidences.
5. EXPERIMENT
In this section, we will validate our methods introduced
in the previous sections. We ﬁrstly introduce the datasets,
and then specify the method to evaluate our approach.
5.1 Datasets
Smartphone dataset (SD) [19]: Activity data was collected
from accelerometer, gyroscope and magnetometer on an An-
droid device worn in diﬀerent body position (arm, belt, waist
and pocket), when the subject performs standing, walking,
upstairs, sitting, running and downstairs. The sample rate
is set to be 50Hz. We compute time domain features such as
mean, standard deviation, median, zero crossing rate, vari-
ance, root mean square for each axis of the sensors with a 2
sec sliding window and 50% overlap.
Sensors activity dataset (SAD) [19]: Sensor data was col-
lected when the 10 volunteers perform standing, walking,
upstairs, sitting, downstairs, jogging and biking. We extract
the same features as the ﬁrst dataset.
UCI HAR dataset [2]: The dataset was collected with
accelerometer and gyroscope from a Samsung Galaxy SII
smartphone worn by 30 volunteers. The smartphone was
ﬁxed on the waist when the subjects perform six activi-
ties (walking, walking upstairs, walking downstairs, sitting,
standing, laying). The 561 features were computed based
the sliding window of 2.56 sec and 50% overlap. In our
experiment, we only consider time domain features, as it
is computationally expensive to compute the frequency do-
main features on the mobile phone during online prediction.
Therefore, we have 80 features from the gyroscope and 120
features from the accelerometer.
5.2 Set up
To validate our system, each of the datasets is divided into
three portions, in accordance with the three stages in Fig-
ure 1. Speciﬁcally, we train the activity model with the ﬁrst
part of the dataset that contains only gyroscope data at the
ﬁrst stage. At the second stage, the activity model is used
to classify the second part of the dataset which contains
both accelerometer and gyroscope data, and after oﬄine
data analysis we choose the proﬁtable examples to retain
the activity model, and features from the accelerometer are
automatically incorporated into AdaBoost if they are dis-
criminative. In the ﬁnal stage, we classify the third part of
the dataset with the adapted model and compare the results
with ground truth.
The ﬁrst dataset is personalized, we evenly partition the
dataset into three parts and perform 6-cross validation. While
the latter two datasets involve multiple volunteers, so we
perform the leave-one-out classiﬁcation. Data from all the
persons except one is used to create the initial model. Whereas
the data from the testing people is divided into two parts:
one for learning to adapt and the other one for validation.
This process is repeated for all the users.
In what follows, we will validate the eﬀectiveness of our
system in terms of several aspects, especially the ability to
incorporate new context, the importance of belief propaga-
tion and examples selection, the beneﬁt of combining Ad-
aBoost with graphical models. Finally, we investigate the
conditions under which our methods provide a marginal im-
provement or even jeopardise the initial model.
5.3 Incorporating new context
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Figure 5: F-score improvement by dynamically and
automatically incorporating accelerometer data
In this section, we validate our method by building ac-
tivity model with gyroscope data, and dynamically incor-
porating accelerometer data to reﬁne the model. 300 weak
learners are trained for each activity and the score threshold
is set to be 0.7 to select examples for retraining, as it is low
enough to select suﬃcient training data and high enough to
exclude the noisy examples. We do not perform the iterative
process to select the examples and retrain the model, as we
found that additional iterations do not provide signiﬁcant
accuracy improvement according to our experiments. On
the other hand, repeatedly retraining the model is expensive.
For all the experiments, we compare the recognition perfor-
mance in terms of f-score(f − score = 2∗precision∗recall
precision+recall
).
In Figure 5, we can see that, our method (adapted) can
improve the recognition accuracy to some extent across the
datasets, especially for the dataset that the user ﬁxes the
smartphone on the belt. Because it is diﬃcult to distin-
guish standing and sitting with gyroscope when the device
is put on the belt. However, as belief propagation is able
to correct most of the uncertainties, and then the retraining
examples would help to reﬁne the initial model. Further-
more, the f-score improvement in SD-POCKET setting is
marginal. When debugging system, we found that only one
weak learner is trained to classify the activity Sitting, that
means the weak learner overﬁts the retraining dataset and is
unable to classify Sitting during prediction stage if the ac-
tivity presents variance. However, when we lower the score
threshold and collect more examples for retraining, the f-
score achieves 0.94.
In order to conﬁrm the usefulness of extra features, we
look deep into our system and count the proportion of weak
learners that are trained on the new features during the re-
training process. Since AdaBoost is able to automatically
select the weak learner that has the minimum weight er-
ror rate in each iteration, the more that the weak learners
are trained on the new features, the more discriminative the
new features are. As is presented in Figure 6, for most of
the dataset the proportions of weak learners trained on new
features are more than 50%. From the ﬁgure we can see
that dataset SD-BELT and SD-POCKET have the propor-
tions of 62% and 38% respectively. The underlying reason
is that, for the dataset SD-BELT the accelerometer features
can better distinguish standing and sitting, and then during
the retraining process, more weak learners are trained on
the accelerometer data. While in SD-POCKET dataset, the
retraining process terminates unexpectedly early for activity
Sitting, and fewer weak learners are trained on the retrain-
ing dataset and hence the new features cannot be suﬃciently
leveraged for performance improvement.
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Figure 6: Proportion of weak learners trained on
new features during the retraining process across
the datasets.
5.4 Role of belief propagation
In this subsection, we will examine the role that belief
propagation plays in our system. For comparison, we do not
perform belief propagation on the intermediate predictions
of AdaBoost and choose the most conﬁdent examples for
retraining, referred to as noBelief. We also compare with the
setting without belief propagation and not considering the
extra features (acceleration features), referred to as noExtra.
Therefore, noExtra is exactly the traditional semi-supervised
learning that selects the most conﬁdent examples to adapt
the model, while noBelief still considers the incorporation
of extra features.
The conﬁgurations for these two methods are the same as
ours except that the conﬁdence threshold is set to be 0.7
to select examples for retraining. The result is presented
in Figure 7, from which we can see that for most of the
datasets, noBelief and noExtra provide marginal f-score im-
provement. In some case, noExtra even experiences perfor-
mance loss. The reasons are two-fold. On the one hand,
high-conﬁdence examples are usually less informative and
make less contribution to the f-score improvement. On the
other hand, it is diﬃcult to set a universal conﬁdence thresh-
old for all datasets. For example, in the dataset SAD, the ac-
tivity Sitting is frequently classiﬁed with a conﬁdence lower
than 0.7 (the conﬁdence threshold). Due to the enforcement
of retraining data balance, insuﬃcient data of sitting results
in a small amount of retraining dataset and hence, less con-
tribution in f-score improvement. While in the dataset SD-
WRIST, a conﬁdence threshold of 0.7 introduces the noisy
examples and has a negative impact on the recognition per-
formance.
An exception is found in the dataset SD-POCKET, in
which the noBelief achieves the f-score as high as 0.93, as
gyroscope performs better than accelerometer in pocket po-
sition, conﬁrmed by [19]. Therefore, initial model with gyro-
scope is able to correctly recognize most of the activities with
high conﬁdence, and provides true labels for the retraining
with the combination of accelerometer and gyroscope data,
hence the resulting model can then signiﬁcantly improve the
recognition performance. As discussed in the previous sub-
section, our method is able to obtain 0.94 in f-score when
we lower the score threshold.
It should be noted that for most of the datasets (except
UCI), traditional semi-supervised method (noExtra) does
not provide performance improvement. However, it does not
necessarily mean the contradiction between our experiments
and previous work [21]. In our cases, the recognition perfor-
mance is limited by the discriminative power of the features
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Figure 7: Comparison with noBelief and noExtra in
terms of f-score.
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Figure 8: Combining adapted AdaBoost with HMM
and CRF.
rather than the amount of training data, as we build the
initial model with suﬃcient training data, especially for the
later two datasets which include activity data from multiple
users. The dataset SD-POCKET supports our conclusion.
Both noExtra and noBelief take the exactly the same data
for retraining, but only noBelief results in model reﬁnement,
due to the fact that it incorporates acceleration features.
To conclude, by incorporating newly discovered features,
our method outperforms traditional methods that simply
consider the most conﬁdent example, and belief propagation
followed by examples selection scheme achieves signiﬁcant
improvement in terms of the recognition performance.
5.5 Role of graphical model
In this subsection, we evaluate the recognition perfor-
mance by combining AdaBoost with CRF, which is to smooth
the accidental predictions given by AdaBoost.
The results are shown in Figure 8, from which we can see
that by temporarily smoothing the outliers, the f-score can
be improved by 7.9% and 8.2% with BoostHMM and Boost-
CRF respectively. The ﬁgure also shows that BoostCRF
performs slightly better than BoostHMM, which has been
conﬁrmed by previous work [24]. The reason is that, Boost-
HMM makes strong assumptions among the variables while
BoostCRF have more ﬂexible structures and relationships
between connected nodes. Actually, when we look at the re-
sults provided by BoostHMM, examples of some continuous
activity are still sporadically classiﬁed as other classes.
For the datasets SAD and UCI, BoostCRF seems to present
no advantage over BoostHMM. This is because we only per-
form one iteration during the inference process for Boost-
CRF. It seems that one iteration is not enough to converge
the model, because more iterations can still improve the f-
score, as shown in Figure 9. It should be noted that, the
authors in [2] use Support Vector Machines (SVMs) to clas-
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Figure 9: F-score corresponding to the number of
iterations during inference process for BoostCRF.
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Figure 10: Performance(f-score) improvement by in-
corporating magnetometer features, we do not ex-
periment on dataset UCI as it does not provide mag-
netometer data.
sify the activity with the same dataset, UCI, and obtain the
average accuracy of 89.0%. By comparison, we are able to
achieve the f-score of 94.0% with BoostCRF. However, we
only use the 80 gyroscope features while they build their
model on the all of the 561 features.
5.6 Investigation of the usefulness of extra con-
text
In this subsection, we investigate the conditions under
which the extra context cannot help with the accuracy im-
provement. To this end, we make the following assumptions
and perform experiment with the datasets to validate those
hypothesises.
1. When the extra context provides less discriminative
information compared with existing features.
2. When the initial model is not accurate enough to per-
form adaptation.
The basic idea is that extra context, which cannot bet-
ter characterize the activities classes or are less discrim-
inative than the features upon which the initial model is
built, are automatically ignored during the retraining pro-
cess. Secondly, if the initial model is not accurate enough,
mis-classiﬁed examples would be selected for retraining and
jeopardise the model. To validate the ﬁrst assumption, we
build the initial model with accelerometer and gyroscope
data. During the learning and adaptation stage, the ex-
amples contain accelerometer, gyroscope and magnetometer
data. As magnetometer data is demonstrated to be overﬁt-
ting [19], magnetic features are less likely to be incorporated
during the adaptation stage. The results are illustrated in
Figure 10, from which we can see the f-score improvement is
insigniﬁcant, less than 1% on average. Figure 11 provides a
more insightful reason, which shows that only a small por-
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Figure 11: Percentage of weak learners that are
trained on magnetometer features during the adap-
tation process.
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Figure 12: Performance(f-score) decrement with an
inaccurate initial model.
tion of weak learners are trained on magnetic features, since
they are less discriminative than acceleration features and
angular velocity features.
In order to validate the second assumption, we limit the
size of initial training dataset, so that the initial model would
overﬁt the dataset and result in an inaccurate classiﬁer. We
use 5% of the training data to build the initial model, and
present the results in Figure 12. From the ﬁgure one can see
that, the adapted model would be negatively aﬀected if the
initial model is not accurate enough. The underlying reason
is that wrongly predicted examples are added to retrain the
model. One potential solution to this problem is to be more
conservative and increase the weight α3 in Eq.(8). However,
it is out of the scope of this paper and is left for future work.
6. CONCLUSION
In this paper, we propose methods to automatically incor-
porate dynamically available contexts for activity recogni-
tion in dynamic environments. We build the initial activity
recognition model with training data, and choose the prof-
itable examples to adapt and reﬁne the model. AdaBoost
can automatically select the most discriminative features
during the adaptation process. We also leverage the tem-
poral information of human behaviour to boost the perfor-
mance, both in the oﬀ-line data analysis and online predic-
tions.
Experimental results show that the recognition perfor-
mance can be signiﬁcantly improved with dynamically dis-
covered data sources. The proposed method is able to select
the valuable examples to adapt and reﬁne the model with-
out human intervention, and the combination with graphical
models is able to further improve the recognition accuracy.
From the experiments with the later two datasets, our
methods can also be used to perform activity personaliza-
tion, where general model built with multiple users is then
adapted to the speciﬁc user at run time. In this light, build-
ing the general model is the ﬁrst step to performing person-
alization. In the future, we will learn the general model from
the data of multiple users, without the constraints that the
data has to be labelled or requires the exactly the same data
sources.
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