This letter presents a framework for the target-less extrinsic calibration of stereo cameras and light detection and ranging (LiDAR) sensors with a non-overlapping field of view (FOV). In order to solve extrinsic calibration problems under such challenging configurations, the proposed solution exploits road markings as static and robust features among the various objects that are present in urban environments. First, this study utilizes road markings that are commonly captured by the two sensor modalities to select informative images for estimating the extrinsic parameters. In order to accomplish stable optimization, multiple cost functions are defined, including normalized information distance (NID), edge alignment, and plane fitting cost. Therefore, a smooth cost curve is formed for global optimization to prevent convergence to the local optimal point. We further evaluate each cost function by examining parameter sensitivity near the optimal point. Another key characteristic of extrinsic calibration, repeatability, is analyzed by conducting the proposed method multiple times with varying randomly perturbed initial points.
I. INTRODUCTION
A UTONOMOUS vehicles are often equipped with several multi-modal sensors for environmental perception. If multiple sensor types are equipped, obtaining relative coordinate transformations via extrinsic calibration becomes an essential pre-processing module. When the calibration parameters between the camera and Light Detection and Ranging (LiDAR) are accurate, the pointcloud projected onto the image will be in the correct position on the image, such as in Fig. 1 . According to the literature, accurate extrinsic calibration enhances the performance of data fusion between multiple sensors and the complementary exploitation of other modalities. For example, Fig. 1 . Result of extrinsic calibration between a stereo camera and LiDARs. The projected pointcloud in the image plane coordinate system represents wellaligned sensor modalities. The yellow boxes show the inconsistency of the data due to the time difference in the data acquisition. Zhang and Singh [1] implemented a fast odometry method featuring low drift by fusing visual odometry and LiDAR odometry methods. Han et al. [2] conducted a study to estimate road area using LiDAR data and camera images using a conditional random field framework.
The most common extrinsic calibration method between Li-DAR and cameras involves the use of a checkerboard-like target and the process of minimizing the re-projection error of the correspondences between two sensor data [3] . Some studies adopted a modified target such as a circular hole [4] . However, such calibration methods, require a target and the performance of the calibration depends on the accuracy of the correspondence estimated from each sensor data. In particular, when LiDAR measurements are non-continuous, the detection of an accurate correspondence between the two modalities is not straightforward. Furthermore, this type of calibration is not possible if the two sensors do not provide covisibility at a given moment in time. For the purpose of general calibration, several algorithms were introduced to perform calibration using information on the surrounding environment from sensors without using a specific target [5] - [7] . However, these approaches rely on an overlapping FOV between two sensors. In order to overcome Fig. 2 . System configuration of the target mobile mapping system. Extrinsic calibration between stereo cameras and LiDAR sensors is a challenging task when there is no guaranteed co-visibility. the non-overlapping configuration issue, a local 3D pointcloud is accumulated using odometry to ensure that the overlapping region appears on the camera [8] , [9] . Another line of study [10] , referred to as hand-eye calibration, estimates the motion of each sensor and performs extrinsic calibration based on the estimated motion relationship.
The configuration of our sensor system for extrinsic calibration consists of four LiDARs and a single stereo camera, as shown in Fig. 2 . Two 3D LiDARs are mounted on the left and right to maximize the range of data acquisition. The two 2D Li-DARs are installed facing forward and backward to capture the road and structure data clearly. As the four LiDARs have overlapping regions, calibration was performed using the geometric information from the LiDARs. However, as the stereo camera is facing forward, the images from the stereo camera possess non-overlap with any of the LiDAR sensor data.
II. RELATED WORKS
In this letter, we perform an extrinsic calibration between a stereo camera and LiDARs when an overlapping Field of View (FOV) is not guaranteed. The literature sources related to our extrinsic calibration method can be divided into two major categories: target-less and non-overlapping configurations.
A. Target-Less Extrinsic Calibration
Target-less extrinsic calibration refers to the method of performing calibration using surrounding data from a general space without the use of a checkerboard or a specific shape target. Establishing correspondences between heterogeneous sensor data without a specific target is a highly challenging task.
Many researchers have attempted to perform calibrations without correspondence through the use of information theory. Taylor and Nieto [5] proposed to find the optimal alignment between sensors by introducing the Normalized Mutual Information (NMI) metric. NMI is a measure of the mutual dependence of data from two sensors. This study yields the optimal solution by finding the largest NMI value using the particle swarm optimization method. Similarly, Pandey et al. [6] used the Mutual Information (MI) metric to estimate the extrinsic parameter. Several local optimal points are encountered if a single scan is used for optimization. In order to cope with the problem, the method of this study used multiple scan data to find global optimal points with maximum MI values. Recently, with more studies using deep learning, there have been attempts to perform extrinsic calibration using deep learning techniques. Iyer et al. [7] used the CNN architecture to estimate calibration parameters using a supervised method.
B. Extrinsic Calibration of Non-Overlapping Configurations
The aforementioned target-less extrinsic calibration still requires an overlap between sensors. Several studies have focused on solving extrinsic calibration for configurations without any overlap between sensors. For example, Napier et al. [9] performed extrinsic calibration between push-broom 2D LiDARs and cameras. Extrinsic calibration was performed using edge images from the camera image and LiDAR intensity images generated by projecting the 3D pointcloud that was calculated by applying the vehicle odometry measurement. Scott et al. [11] leveraged the Normalized Information Distance (NID) metric to estimate optimal extrinsic parameters between 2D LiDARs and multiple cameras. In the optimization process, the authors utilized factory-calibrated transformation as a constraint. Scott et al. [8] added a data selection module by comparing the Normalized Information Distance (NID) value around the optimal parameter to reduce the local optimal points.
Our proposed method utilizes the road marking information for the extrinsic calibration of non-overlapping configurations. The road is observed together through both sensors (camera and LiDAR) regardless of the acquisition time of the data. In order to minimize the local optimal point, multiple images were used and the images were selected using the costs defined with the vanishing point. We assumed consistency in the LiDAR intensity values via sensor specifications or intensity calibration [12] . This letter presents the following:
r An automatic extrinsic calibration framework for nonoverlapping configuration r Utilization of road regions estimated using stereo images for a more stable optimization process r An automatic image selection process using estimated vanishing point and road markings r A multiple cost function for robust optimization even with rough initial values
III. NOTATION AND LOCAL MAP GENERATION
We first generated a 3D pointcloud using odometry and Li-DAR data and performed calibration by comparing the stereo images and LiDAR intensity images over the generated local pointcloud map. For local map generation, the odometry of the vehicle was calculated with wheel encoders, 3-axis Fiber Optic Gyro (FOG), and Inertial Measurement Unit (IMU). Before describing the details of the extrinsic calibration, this letter first introduces the notations and assumptions for generating the local map.
A. Notation
Matrix T A B ∈ SE(3) represents the rigid body transformation that registers the data defined in coordinate system A to
Here, t x , t y and t z represent the relative translation along each axis in meters, and r x , r y and r z represent the relative rotation that is roll, pitch, and yaw in radians. C P D represents the pointcloud set from sensor D in coordinate system C. For instance, V t P L i,t represents the pointcloud from the ith LiDAR at time t in the coordinate system V . Subscripts L, S L , V , and G denote LiDAR, the left stereo camera, the vehicle center, and the global coordinate system, respectively.
B. Local Map Generation
Due to the fact that non-overlap is attained between the camera and the LiDAR at any given instance of time, we accumulated LiDAR data to generate a local pointcloud map. We assumed that accurate relative transformation is calculable using a 3-axis FOG, an IMU, and wheel encoders. We also began with precomputed extrinsic calibration between LiDARs and LiDARto-vehicle using our previously proposed algorithm [13] .
Given an accurate relative sequential pose and extrinsic calibration between the four LiDARs, we accumulated the LiDAR data and constructed a local pointcloud map written in the global coordinate system. The local pointcloud L i P L i,t that written in each sensor coordinate system at time t was represented in the vehicle coordinate system using the computed vehicle-to-LiDAR coordinate system transform t L i V as described in (1) . Operator ⊕ refers to the calculation of the resultant transformation from two given relationships [14] . This was followed by the sequential transformation of pointcloud V t P L i,t from each LiDAR sensor in the vehicle coordinate system into the global coordinate frame via (2) . Lastly, the global pointcloud G P L was obtained by adding all of the pointclouds of each LiDAR via (3) .
Our method used the global pointcloud G P L , the stereo image I S L , and odometry t V t G for stereo extrinsic calibration. Particular attention was required as the accuracy of the local pointcloud map depends on the accuracy of the relative vehicle pose estimation. In this study, we accumulated the local map for a range of approximately 80 m to minimize the potential accumulation error.
The local pointcloud map was obtained at time t when the Li-DAR measurement was received. As the camera images were captured at different frequencies, we needed to consider the local pointcloud at time t + k when the image is received. The pointcloud in the global coordinate system can be transformed into the vehicle coordinate system using the odometry information t G V t+k at time t + k time when the stereo image was acquired (4). The pointcloud V t+k P L in the vehicle coordinate system was subsequently registered into the stereo camera coordinate system using the extrinsic parameter t V S L of the stereo camera, which is what our method is aiming to calculate. (5) . The LiDAR intensity image was generated by projecting the pointcloud onto stereo image plane ( Fig. 1 ) using the pre-calibrated intrinsic parameter K S L (6) .
IV. TARGET-LESS MULTI-MODAL EXTRINSIC CALIBRATION WITH NON-OVERLAP
With the constructed local map, the proposed method performs two steps: (i) informative image selection and (ii) multiple cost optimization. Fig. 3 shows the overall calibration process. The following sections describe each module in detail.
A. Road Detection and Informative Image Selection
In this section, we detect the road region within an image and propose the image utility measure for extrinsic calibration. Images are marked as informative if abundant road markings are contained. The overall scheme is provided in Fig. 4 .
1) Road Region Detection Using Stereo Images:
In the proposed method, we compute the v-disparity image [15] from a disparity map D(p uv ) for a pixel p uv to detect the road region. Following this process, the road region is detected by fitting a line π on the v-disparity image using Random Sample Consensus (RANSAC). Due to the fact that each pixel value of the v-disparity image denotes the histogram of the disparity map, fitting a line captures the continuously changing disparity along the v direction (i.e., ground) of the image. The road region is inferred from pixels corresponding to the fitted line π. A sample of the detected road region can be seen in Fig. 5(c) .
2) Vanishing Point Estimation: Next, the vanishing point is estimated from the detected road region. The vanishing point allows for the discerning of road markings from other features such as the shadows of street lamps and trees. Given the line π in the v-disparity image (i.e., the road plane), the v value at which π meets the v-axis is identified. The horizontal line at this v value is referred to as the L horizon , as depicted in Fig. 5(a) .
L horizon is near the vanishing point but may not be exact. A voting process is additionally applied to estimate the vanishing point near L horizon . After defining a voting region R van of size W w by W h around the central point of L horizon , the lines L S L = {l 1 , l 2 , . . . , l n }, which are voters participating in the vote, were detected on the road region using a Line Segment Detector (LSD) [16] . The symbol · is used to indicate that the corresponding data was extracted from the road region. Each line l i = {s i , e i , c i } (where s i , e i , and c i are the start, end, and center point of each line respectively) votes depending on the weight over each pixel p uv in the R van (7) .
Here, α = ∠(p uv , c i , s i , e i ) refers to an angle between voter l i and the line connecting c i and p uv in degrees, as illustrated in Fig. 6 . The voting weight of each line is the inverse of the angle to emphasize lines with smaller angles (with a maximum weight of 10). In this letter, threshold ρ 1 was set to 3 • . The vanishing point p van was determined as the largest voting result in the vanishing point candidate region R van (8) , and U van denotes the corresponding confidence level (9) . Fig. 7 shows the estimated vanishing point and line segments on the road.
3) Image Selection: The utility of each image U I for image selection is calculated using p van , L S L , and U van (10) . A higher U I represents a greater number of road markings, which in turn indicates better data for calibration. In order to suppress the effect of the local optimal point in the optimization process, multiple images and the corresponding pointcloud were selected. Based on the utility, the four images with the highest utility are selected.
α van = ∠(p van , c i , s i , e i ) refers to the angle between voter l i and the line connecting the center of voter c i and the vanishing point p van in degrees.
4) Plane Estimation of the Road:
Once the informative images are selected, the plane M = {n x , n y , n z , d}, is estimated from the disparity map D(p uv ). Conversions are made from D(p uv ) in camera coordinate system to the 3D pointcloud using the camera model: the focal length f , and base line B. M is subsequently calculated using a RANSAC plane fitting with the pointcloud. The plane is used in the optimization process to calculate the plane fitting cost.
B. Multi-Cost Optimization
Through the aforementioned image selection process, a Li-DAR intensity image, a road masked image, and a plane model were obtained. For the extrinsic calibration, we also extracted points belonging to roads. Specifically, the road pointcloud S L P L was calculated from the global pointcloud using the region growing segmentation method [17] . For extrinsic calibration, this letter proposes using the following three costs.
1) Edge Alignment Cost: The first cost, edge alignment cost, is used to evaluate the discrepancy between RGB and LiDAR intensity images. A camera edge image ( E S L ) is extracted from a road masked image ( I S L ), and a LiDAR edge image ( E L ) is computed from a LiDAR intensity image ( I L ) by applying the canny edge algorithm [18] .
In order to compare the two edge images by defining a differentiable cost function, E S L is converted into a distance transform image G S L . The distance transform refers to the minimum distance to a pixel with a value of zero. Therefore, instead of using E S L as it is, the inverse transformation is performed so that the edge has a value of zero, and the distance transform is subsequently applied.
The edge alignment cost was computed by calculating the sum of the multiplied pixel value of E L and G S L (11) . Defining the cost using the distance image aids the algorithm to converge with rough initial parameters. The edge cost reaches a minimum value when the two data precisely match one another. Fig. 8 shows the process of calculating the edge alignment cost.
2) NID Cost: The second cost is derived from the NID metric [8] , [11] , [19] , which measures the correlation between two random variables, X and Y . In this letter, the NID cost between I S L and I L was used to identify the best alignment. The NID cost was defined as:
H( I S L , I L ) P (x, y) ). Here, H(X) and H(X, Y ) are single entropy and cross entropy. The computed NID metric has the range of 0 ≤ f NID ( I S L , I L ) ≤ 1. Lower NID costs indicate a greater degree of similarity between the distributions of two data. In our case, the intensity value of LiDAR and the image pixel value in grayscale achieves the best alignment between two images with the lowest NID cost.
3) Plane Fitting Cost:
The final cost is computed using the plane model M obtained from the stereo image and the road pointcloud S L P L acquired from the global 3D map. To extract S L P L , a pointcloud within a certain radius is extracted based on the position of the vehicle through an octree search. Then, the road plane nearest to the vehicle is estimated using the region growing segmentation method [17] . Although roads are not defined as complete planes, since most roads do not have abrupt slopes, road estimations are possible using the region growing method. By including this geometric cost, the convergences of the z and rotation parameters are improved.
In this cost, ( S L P L ) i x , ( S L P L ) i y and ( S L P L ) i z are the x, y, and z values of i th point in the stereo camera coordinate system. The cost is summed over the number of the points (N ) in the target pointcloud S L P L . Lower plane fitting costs are yielded when the pointcloud and road model closely match one another.
4) Optimization:
Optimization is performed using the weighted sum of the three costs: f edge , f NID and f plane . The edge cost and NID cost have a global minimum for all parameters at the optimal point. Therefore, a scale parameter was set to scale the two costs. On the other hand, in the case of the plane fitting cost, the cost of z, roll, and pitch contributes to convergence Fig. 9 . Variation of each cost according to parameter changes based on the optimal extrinsic parameter (urban28 data of Complex Urban Dataset). The first row to the fourth row shows the change in cost according to the number of images for the selected image and road filtering. The fifth row shows the cost change when the images are selected randomly. The units for translation and rotation are meter and degree, respectively. As can be seen, the fifth image introduced noise in the cost function hindering the convergence. Based on this, we chose to use four images in the calibration phase.
as it has a minimum value at the optimal point geometrically. However, the cost for x, y, and yaw does not contribute to convergence as it has no meaningful value. Therefore, the plane fitting cost provides an approximate weight of 0.1 compared to other cost. In this letter, k 1 , k 2 , and k 3 are set as 10.0, 1.0, 0.1 respectively.
The extrinsic parameter of the stereo camera t V S L was estimated by identifying the minimum point of the sum of the costs by utilizing the downhill simplex method, which is a numerical optimization method.
V. EXPERIMENTAL RESULTS
This section presents experimental results to evaluate the defined cost in both a quantitative and qualitative manner. We also verified the repeatability and sensitivity of the extrinsic parameter between the stereo camera and LiDAR during the proposed extrinsic calibration.
A. Evaluation of Cost Function
We started by depicting the cost function with respect to the perturbation from the optimal values. The variation of each cost and the total cost are plotted in Fig. 9 by increasing the number of selected images. From the first row to the fourth row, the five most informative images were incrementally included in the information order, from the most informative to the fifth most informative image. For these cases, the cost was calculated using only the information on the road region.
The NID cost has a smooth curve shape compared to the edge cost, whereas the segment for converging to the global optimal point is relatively narrow. On the other hand, the edge cost graph is somewhat noisier but has a broader segment to converge to the global optimal point. This feature of the edge cost helps to converge to the global optimal point even with a large initial error of calibration. The shape of the edge cost graph can be explained considering that the selected informative images tended to contain more road markings with repeated patterns (e.g., cross walks). However, note that the NID cost alleviated this repeated local minimum in the y-axis direction in the summed cost function.
The plane fitting cost affects z, roll, and pitch by exploiting geometric road information, and mainly enhances the convergence in z and roll. The plane fitting cost depends on the accuracy of the disparity map. The computed disparity map may include errors due to pixel discontinuity, thus resulting in a less sharp shape at the optimal point.
The graph in the last row reveals the effect of the image selection. The plot shows the cost variation without an image selection process by selecting an image randomly. When an image is arbitrarily selected, the cost produces significant amounts of noise for all parameters and fails to provide a clear global optimal point regardless of the number of images. This proves that an informative image selection process significantly influences extrinsic parameter estimation. Fig. 10 shows the change in cost in various environments. Each graph is a variation of the cost obtained by applying the algorithm on data of a wide road (urban28), a narrow road (urban26), and a highway (urban18) in the Complex Urban Dataset [20] . A global minimum is evident in environments that are complex but with wide roads and an abundance of road markings. However, in the case of narrow roads, the global minimum is less clear due to the lack of road markings. In the case of highways, the resolution of the pointcloud is degraded due to the fast traveling speed. As such, it can be seen that noise is generated in the overall cost due to the inaccuracy of the intensity image. We recommend performing the proposed calibration in the environment with wide roads and large road markings such as crosswalks. In this calibration scenario, using approximately three or four images are sufficient for convergence to the global minimum.
B. Repeatability of Parameter Optimization
Repeatability is the property of outputting the same result for different inputs through repetition of the algorithm. In order to test repeatability, the algorithm was executed 40 times for each number of images using random initial values within the range of 0.5 m and 10 • , and 0.3 m and 5 • for translation and rotation, respectively (Fig. 11) . The top and bottom of the box plot refer to the 25 th and 75 th percentiles, respectively, and the middle red line is the median of the error. The higher the number of images, the better the overall repeatability as a whole. As can be expected from the cost graph, approximately three or four images are sufficient for good repeatability in complex urban environments.
C. Comparison With Available Ground Truth
It is challenging to calculate the ground truth of actual calibration parameters for extrinsic calibration, especially when overlap is not guaranteed, as in the case of our system. Therefore, in this letter, we used the baseline of the stereo camera as the ground truth.
The extrinsic parameters of two rectified images were calculated using the proposed algorithm. If the extrinsic calibration results of each camera are accurate, calculating the pose of the right camera (relative pose) in the coordinate system of the left camera requires only translation in the x-axis as the baseline, and other translations and rotations should be zero. Table I shows the comparison with the ground truth. In the translation, the largest error is approximately 0.043 m in the z direction. The z-direction of the camera is the depth direction, and movements in the depth direction do not result in sufficient differences in an image. For this reason, the error in the z direction is largest. Fig. 12 shows the image when the global pointcloud is projected onto the left stereo camera image using the final computed extrinsic parameter. We can see that the pointcloud of the road and the structure is projected correctly onto the corresponding pixels.
VI. CONCLUSION AND FUTURE WORKS
This letter proposed an automatic extrinsic calibration method for estimating the rigid body transformation between a stereo camera and LiDAR with non-overlapping FOV. By exploiting static features in an urban environment such as road markings, it was confirmed that extrinsic parameters could be calculated without manual operation by a human operator.
In this letter, we used the assumption that the odometry for generating pointcloud is locally accurate. However, in cases where the motion of a vehicle undergoes several accelerations and decelerations, there may be distortions in the 3D map due to errors in motion estimation. Therefore, if the uncertainty of the odometry and the SLAM framework are included in the calibration framework, these two problems can be simultaneously solved through the optimization process.
