Contributions to the Encyclopedia of Biostatistics by Casella, George et al.
• 
Contributions to the Encyclopedia of 
Biostatistics 
George Casella * 
Cornell University 
July 22, 1996 
Abstract 
Three short expository articles on shrinkage and Stein estimation 
for the Encyclopedia of Biostatistics. 
*This research was supported by NSF Grant No. DMS-9625440. This is paper BU-
1347-M in the Biometrics Unit, Cornell University, Ithaca, NY 14853. File three-l.tex 
1 
Shrinkage 
The problem of estimating the mean of a normal distribution is central 
to the practice of statistics. This simple problem is at the heart of many of 
the most common procedures used today, such as the analysis of variance or 
regression. If we have a random sample X 1 , · · · , X n from a normal population 
with mean 11 and variance (J 2 , the natural estimator of 11 is the sample mean 
X= (1/n) LiXi. A question of interest is whether this estimator is the best 
estimator of the parameter 11· 
When assessing the performance of an estimator, in particular whether it 
is best, it is necessary to have a criterion with which to measure it against. 
A most popular measure is squared error loss, where we measure the perfor-
mance of an estimator d of a parameter e by the function 
L(e, d) = (e- d)2, (1) 
which is called a loss function. 
Under the loss function (1), X has many optimality properties. For ex-
ample, it is a minimax estimator of f.1 (see Minimax Estimation), meaning 
that of all estimators of Jl, its loss has the smallest maximum value. There 
are other properties that X enjoys, including the property of admissibility. 
An estimator d of a parameter e is an admissible estimator of e under the 
loss L ( e, d) if there is no other estimator d' that satisfies 
Eo [L(e, d)] ;;::: Eo [L(e, d')], for all B, 
with strict inequality for some values of e. 
Is X an admissible estimator of fJ? Hodges and Lehmann (1951) and 
Blyth (1951) showed that it was. That is, there is no estimator that is 
uniformly better. However, if the problem is made slightly more complex, an 
interesting result unfolds. Suppose that instead of estimating the mean of one 
normal population, we are interested in estimating the mean of many normal 
populations, that is, we observe xk, k = 1, ... ,p, where xk is the mean of n 
observations from a normal population with mean /lk and variance (J2 , and we 
want to estimate p, = (11 1 , · • ·, /lp)· The loss of an estimator d = (db···, dp) 
is measured by the sum of squared errors, that is 
p 
L(p,, d) = 2)/lk- dk) 2, (2) 
k=l 
2 
and we ask if X = (X 1> • • ·, Xp) is still an admissible estimator of J-L. If p = 2, 
Stein (1956) showed that the answer is yes, but he also showed that if p > 2, 
the answer is no. Using arguments based on the idea that, for estimating more 
than 2 means, X tends to be "too long" , Stein demonstrated the existence 
of a better estimator, a shrinkage estimator. Such an estimator shrinks the 
vector (X 1 , · · · , X P) toward a specific point in the parameter space. In James 
and Stein (1961) it was shown that the estimator 
dJS(X) ~ ( 1- (p ~X~;a') X, 
which shrinks X toward 0, uniformly dominates X as an estimator of J-L under 
the loss (2), so X is not an admissible estimator. 
This extremely surprising result has resulted in an enormous amount 
of research in areas such as decision theory and empirical Bayes analysis. 
Many superior procedures have been since derived. See the review article by 
Brandwein and Strawderman (1990), or the book by Lehmann and Casella 
(1997). 
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The James-Stein Estimator 
The discovery of Stein (1956) that the sample mean of a normal popula-
tion is inadmissible in three or more dimensions was based on an argument 
using the estimator 
d'{x) ~ ( 1- a +blxl') x. 
where we observe X = x, with X rv N ( (), I), a p-dimensional normal random 
variable. If p ~ 3, Stein showed that for sufficiently small b and sufficiently 
large a, 
I 1 12 2 Eo d (X) - () < Eo IX - 9 I for all 9, (1) 
demonstrating the inadmissibility of X under squared error loss. This result 
only demonstrated the existence of a better estimator, as Stein did not give 
specific values of a and b that would satisfy (1). This was remedied in James 
and Stein (1961), where it was shown that the estimator 
JS ( C ) d (x) = 1 - lxl2 x (2) 
dominates X as long as 0 ~ c ~ p - 2. In fact, James and Stein (1961) 
show that the optimal value of c is c = p - 2, and using this value (2) is 
usually referred to as the James-Stein estimator. Starting from (2), entire 
families of improved estimators of() have been derived. Note, in particular, 
that since X is a minimax estimator of (), any estimator that dominates it is 
also a minimax estimator. Thus, research began into finding better families 
of minimax estimators of a multivariate normal mean. 
One of the most important developments was due to Baranchik (1970), 
who proved that estimators of the form 
are minimax provided 
(i). 0 ~ r(·) ~ 2(p- 2) and 
(ii). the function r is non decreasing. 
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An immediate consequence of Baranchik's result was the minimaxity of (and 
the dominance of X by) the positive- part Stein estimator 
( p- 2)-+ d+(x) = 1- W x (3) 
where (-)+ indicates that the quantity in parentheses is replaced by 0 when-
ever it is negative. This represents a big improvement over (2), as it does 
not suffer from aberrant behavior when xis near 0. (There, the James-Stein 
estimator can actually get infinitely large.) In fact, the positive-part estima-
tor (3) is so good that even though it is known to be inadmissible, it took 
over twenty-five years to exhibit an estimator that dominates it. (The inad-
missibility of (3) follows from Brown 1971, who showed that the admissible 
estimators must be generalized Bayes estimators. Because of the "point" at 
lxl 2 = p- 2, (3) is not smooth enough to be generalized Bayes. The work 
of Efron and Morris 1973, Section 5, showed that (3) was close to being a 
Bayes rule, hence close to admissible, so it was suspected that 
it would difficult to dominate. Finally, Shao and Strawderman (1994) 
exhibited a dominating estimator.) 
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Shrinkage Estimation 
Starting from the work of Stein (1956) (see the James-Stein Estimator), 
the topic of shrinkage estimation received an enormous amount of attention in 
the statistical literature. The original shrinkage estimators were developed 
for the case of estimating the mean of a multivariate normal distribution 
under squared error loss, based on observing X = x, with X '""' N(8, I), a 
p-dimensional normal random variable. However, results on shrinkage have 
been generalized to the extent that these estimators can now be routinely 
applied to actual problems. 
In terms of practical applicability, the direction pointed out by Lindley 
(1962) has proved quite fruitful. Lindley showed that one could shrink toward 
a point chosen by the data and demonstrated, for p ~ 4, the minimaxity of 
the estimator 
where 1 is a column vector of 1s and lx- xll2 = .L(xi- xf Dimension 4 
is needed here, rather than the 3 dimensions needed for the minimaxity of 
the James-Stein estimator because we are now shrinking to a 1- dimensional 
subspace, rather than the 0-dimensional point toward which the James- Stein 
estimator shrinks. The idea of shrinking toward a subspace has enhanced 
the applicability of shrinkage estimators, and has tied them in with empirical 
Bayes estimation. Much of this topic was developed in the sequence of papers 
by Efron and Morris (1973ab, 1975), where the connection with minimax 
estimation is thoroughly explored. A comprehensive treatment of theory 
and applications of empirical Bayes methods is given by Morris (1983), and 
less technical introductions are given by Casella (1985, 1992). 
On the more theoretical side, in the normal case, Strawderman(1971) 
was the first to exhibit proper Bayes minimax estimators, estimators that 
not only dominated X, but were themselves proper Bayes and admissible. 
These estimators have the form of Baranchik's estimators (see The James-
Stein Estimator) and a particular one is given by 
ds(x) = (1- c(lxl)) x 
lxl2 
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(1) 
where 
2exp( -~lxl 2 ) 
c(lxl) = p + 2- JJ _xp/2 exp( --XIxl2 /2) d.\. 
The estimator (1) can be derived from the Bayes model 
X rv Np(O, I) 
8 rv Np(O, .X - 1(1 - .X)I) 
.X rv Uniform (0, 1), 
which is a proper Bayes model if p ~ 5. 
Thus far we have discussed only the normal distribution, however, domi-
nation of the usual estimator by shrinkage estimator in many other situations, 
even in discrete families. For example, if Xi rv Poisson(.Xi), i = 1, ... ,p, 
p ~ 2, are independent, and the loss is given by 
r 
L(.\,d) = L)Ai- di)2/Ai, 
i=l 
then Clevensen and Zidek (1975) showed that the estimator 
is minimax if 
(i). c(·) is nondecreasing 
(ii). 0::; c(·)::; 2(p- 1) 
(iii). b ~ p- 1. 
This result highlights two differences between the normal and Poisson case. 
First, domination only requires p ~ 2, and the loss is now scaled squared 
error, instead of ordinary squared error. (The fact that we only now re-
quire p ~ 2 is discussed by Brown 1979, who described it as a "dimension 
doubling" phenomenon; see also Johnstone and McGibbon 1992.) Shrinkage 
estimators continue to dominate in many other discrete families. Using a 
different method of proof than Clevensen and Zidek (1975), Hwang (1982) 
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[see also Ghosh et al. 1987] demonstrated dominance of shrinkage estimators 
in a many discrete families. 
An interesting exception is the binomial distribution, where Johnson 
(1973) demonstrated that no shrinkage estimator will dominate the usual 
estimator. This result was extended by Brown (1981), and later Gutt-
mann(1982ab) established the somewhat surprising result that shrinkage es-
timators can never dominate in any problem with a finite sample space. 
(Domination by shrinkage is often referred to as the Stein effect, so there is 
no Stein effect in problems with finite sample spaces.) 
Even with this limitation from finite sample spaces, shrinkage estimation 
has played a large role in developments in both theory and practice. On 
the practical side, the previously mentioned connection with empirical Bayes 
methods (and also hierarchical Bayes methods) has allowed the application 
of shrinkage estimators in a wide variety of problems. The theoretical devel-
opments have also been numerous, and have sometimes been accompanied 
by advances in the mathematical attack on the problem. 
In the normal case all restrictions on the covariance matrix can be re-
moved (see, for example, Gieser 1986). Outside of the normal case shrinkage 
estimators exist for spherically symmetric distributions (Cellier et al 1989, 
Brandwein and Strawderman 1990), and some results apply to the entire ex-
ponential family (Hudson 1978). For the case of estimating a gamma scale 
parameter, Berger (1980) obtained some interesting domination results, in-
cluding domination by some "expanders" rather than shrinkers. The impli-
cations of this are further discussed by Brown (1980). 
The theory of superharmonic functions, a type of multivariate concave 
function, which was originally applied to minimax estimation by Stein (1981), 
has also been valuable in extending shrinkage domination. George (1986ab) 
used it to establish dominion by multiple shrinkage estimators, estimators 
that can shrink to more than one target. More recently, Fourdrinier, et 
al.(1996) applied it to construct new families of proper Bayes minimax esti-
mators based on Cauchy prior distributions. 
Although the use of squared error loss is analytically convenient, shrink-
age domination extends to other losses as well. For example, variations on 
squared error loss that allow weight matrices can easily be accommodated. 
Domination under an entire class of weighted squared error loss functions can 
be achieved (Brown 1975, Shinozaki 1980), as well as more general universal 
domination (Hwang 1985). Other results include those of Brandwein and 
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Strawderman (1980), who established domination results for concave losses 
and Berger (1976), who derived necessary conditions for dominance under a 
wide variety of losses. A more complete discussion of this, and many other 
aspects of shrinkage estimation, can be found in Lehmann and Casella (1997). 
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