Abstract-In this paper a new clustering operator for Evolutionary Algorithms is proposed. The operator incorporates the unsupervised k-windows clustering algorithm, utilizing already computed pieces of information regarding the search space in an attempt to discover regions containing groups of individuals located close to different minimizers. Consequently, the search is confined inside these regions and a large number of global and local minima of the objective function can be efficiently computed. Extensive experiments shown that the proposed approach is effective and reliable, and greatly accelerates the convergence speed of the considered algorithms.
Introduction
Evolutionary Algorithms (EAs) refer to problem solving optimization algorithms which employ computational models of evolutionary processes. A variety of evolutionary algorithms have been proposed. The major ones include: Genetic Algorithms [11, 13] , Evolutionary Programming [9, 10] , Evolution Strategies [25, 27] , Genetic Programming [16] , and the Differential Evolution algorithm [31] . All these algorithms share the common conceptual base of simulating the evolution of the individuals that form the population using a predefined set of operators. Commonly two kinds of operators are used: the selection and the search operators. The most widely used search operators are mutation and recombination.
The selection operator mainly depends on the perceived measure of the fitness of each individual and enforces the natural selection and the survival of the fittest. The recombination and the mutation operators stochastically perturb the individuals providing efficient exploration of the search space. This perturbation is primarily controlled by the user defined recombination and mutation rates. Although simplistic from a biologist's point of view, these algorithms are sufficiently complex to provide robust and powerful search mechanisms and have shown their strength in solving hard optimization problems.
For the rest of the paper we consider the minimization problem of finding global minima of a continuous nonlinear, (possibly) nondifferentiable, multimodal objective function f . More specifically, our goal is to locate global minimizers X* of the real-valued objective function f: 8 -£ IR: ti(t*) < f (X), V X E .6, where t = 1,2,..., and the compact set E C R7' is a ndimensional scaled translation of the unit hypercube.
In this paper, we propose a new clustering operator for EAs and we aim to study the above minimization problem focusing on the well-known Differential Evolution (DE) algorithm. DE utilizes mutations and recombinations as search mechanisms and selection to direct the search towards the most promising area of the solution space. It uses a non uniform mutation operator that can take child parameters from a particular parent more often than it does from others. DE has been applied to a large number of different optimization tasks. It has successfully solved many artificial benchmark problems [30] , as well as hard real-world problems (see for example [6, 14, 26, 28] ). In [15] DE has been applied to train neural networks and in [20, 21] we have proposed a method that made possible the efficient training of neural networks having arbitrary as well as constrained integer weights. The DE algorithm has also been implemented on parallel and distributed computers [7, 22] .
Although DE is capable of optimizing difficult multimodal objective functions, the choice of the appropriate mutation operator depends on the problem at hand and in general is a nontrivial task that demands experimentation. In the literature numerous mutation operators have been proposed for DE [8, 31] , having various effects on its exploration and exploitation dynamics. In this paper, we study the performance of some of the most commonly used mutation operators and propose a novel clustering operator that incorporates clustering techniques to accelerate the convergence of the algorithm. In general, clustering can be defined as the process of partitioning a set of patterns into disjoint and homogeneous meaningful groups, called clusters. In our cases the clusters discovered are regions of 8 containing a minimum of the objective function f.
The key features of the proposed operator is that it utilizes already computed pieces of information regarding the search space and that it efficiently computes a large number of minima of the objective function in the process of finding the global ones. To achieve its design goals, the new operator utilizes the recently proposed unsupervised k-windows clustering algorithm [3, 4, 32, 36] . Historically, clustering techniques were originally conceived by Aristotle and Theophrastos in the fourth century B.C. and later during the 18th century were studied by Linnaeus [ 17] . However, their first comprehensive foundations were published in 1939 [41] . Clustering is considered fundamental in knowledge acquisition and has been applied in numerous fields including, statistical data analysis [1] , compression and vector quantization [24] , image analysis, etc.
In addition to the ongoing research aiming at the study [29, 31] .
DE is a population-based stochastic algorithm that exploits a population of potential solutions, individuals, to effectively probe the search space. The population of the individuals is randomly initialized in the optimization domain with NP, n-dimensional vectors, following a uniform probability distribution and is evolved over time in order to explore the search space and locate the minima of the objective function. NP is fixed throughout the training process. At (5) where x best is the best member of the previous generation; g ,lt > 0 is a real parameter, called mutation constant, which controls the amplification of the difference between two individuals so as to avoid the stagnation of the search process; and rl,r2,r3,r4,r5 E {1,2,...,i-1,i+1,...,NP}, are random integers mutually different and not equal to the running index i.
Trying to rationalize the above equations, we observe that Equation (2) is similar to the crossover operator used by some Genetic Algorithms and Equation (1) derives from it, when the best member of the previous generation is employed. Equations (3), (4) and (5) are modifications obtained by the combination of Equations (1) and (2). It is clear that more such relations can be generated using the above ones as building blocks. For example, the recently proposed trigonometric mutation operator [8] performs mutations with probability , according to the following equation: (6) and with probability (1 -,) mutations according to Equation (2) , where M is a user defined parameter. The values of Pm) m = {1, 2, 3} and p' are obtained through the following equations:
f(x3) /p', and
For the rest of the paper, we call DE1 the differential evolution algorithm that uses Equation (1) as the mutation operator, DE2 the algorithm that uses Equation (2), and so on. The recombination operator is subsequently applied to further increase the diversity of the mutant individuals. 
Exploration vs. Exploitation
The main problem when applying Evolutionary Algorithms is to find a set of control parameters which optimally balances the exploration and the exploitation capabilities of the algorithm. There is always a trade off between the efficient exploration of the search space and its effective exploitation. For example, if the recombination and mutation rates are too high, much of the space will be explored, but there is a high probability of losing good solutions. In extreme cases the algorithm has difficulty to converge to the global minimum due to insufficient exploitation of the search space. Fortunately, the convergence properties of the DE typically do not heavily depend on its control parameters. However, since not all search operators have the same impact on the exploration of the search space, the choice of the optimal mutation operator can be troublesome. To ; 1 ;+ m+T , ! +'t S -2 -; <-;;+,' -; 0i;' st '0j. 3 The Unsupervised k-windows Clustering Algorithm
The recently proposed k-windows clustering algorithm uses a windowing technique to discover the clusters present in an n-dimensional dataset. More specifically, assuming that the dataset lies in n dimensions, the algorithm initializes a number of n-dimensional windows (boxes) over the dataset. Subsequently, it iteratively perturbs these windows using the movement and enlargement procedures, in order to capture within each window patterns that belong to a single cluster. The movement and enlargement procedures are guided by the points that lie within each window. As soon as the movement and enlargement procedures do not significantly increase the number of points within each window they terminate. The final set of windows defines the clustering result of the algorithm.
A fundamental issue in cluster analysis, independent of the particular clustering technique applied, is the determination of the number of clusters present in a dataset. For instance well-known and widely used iterative techniques, such as the k-means algorithm [12] as well as the fuzzy cmeans algorithm [5] , require from the user to specify the number of clusters present in the data prior to the execution of the algorithm. On the other hand, the unsupervised kwindows algorithm is capable to deternine the number of clusters through a generalization of the original algorithm.
The unsupervised version of the k-windows algorithm was used in this paper, since the number of minima of an objective function is, in general, unknown. For a comprehensive description of the algorithm and an investigation of its capability to automatically identify the number of clusters present in a dataset, refer to [3, 4, 32, 36] .
It must be noted that no objective function evaluations are necessary during the operation of the k-windows clustering algorithm. The computationally demanding step of the k-windows clustering algorithm is the determination of the points that lie in a specific window. This is the well studied orthogonal range search problem [23] . Numerous Computational Geometry techniques have been proposed [2, 23] to address this problem. All these techniques employ a preprocessing stage at which they construct a data structure that stores the patterns. This data structure allows them to answer range queries fast. For applications of very high dimensionality, data structures like the Multidimensional Binary Tree [23] are more suitable. On the other hand, for low dimensional data with a large number of points the approach of [2] seems more attractive. The k-windows clustering algorithm has been successfully applied in numerous applications including bioinformatics [33, 34] , medical diagnosis [18, 35] , and time series prediction [19] . 4 The Proposed Clustering Operator
In this section, the clustering operator is described. The To better utilize the proposed approach it is advisable to start the DE algorithm using a mutation operator that permits adequate exploration of the search space (for example DE2 or DE6). Once the clusters around the minima have been determined, one can switch to a mutation operator that has faster convergence speed (for example DE1). Note that instead of using again the DE algorithm in Steps 12 and 13 of Algorithm 1, any other minimization algorithm (even not an evolutionary one) can be employed.
For very hard optimization problems, when the objective function is defined in many dimensions and possesses multitudes of local and global minima, the clustering operator could be called more than once. The same might be true for real-life optimization tasks, where the function value of the global minimum is unknown. Each consecutive call of the clustering operator will result in more promising subregions of the original search space and will save unneeded objective function evaluations, since the subpopulations will stay focused on regions containing desirable minima. For all the experiments conducted in this paper, one call of the clustering operator was sufficient for the algorithm to locate the global, as well as, many local minima.
To determine the applicability and the efficiency of the proposed clustering operator we incorporated it to the DE algorithm and applied the new method to the multimodal test function f, defined in Section 2.2, which posses 9 global minima in the hypercube [-5, 5] 2. The result of the application of the clustering operator on the function f is illustrated in Figure 5 . It must be noted that a number of independent experiments of the original DE algorithm gives no guarantee that all global minimizers will be detected, since the algorithm has no memory; no information concerning previously detected minimizers is kept. We performed 100 independent simulations, using each one of the six different mutation operators described above and Table 1 exhibits the average number of restarts needed for the DE algorithms to locate all the global minimizers of f. The modified algorithm that uses the clustering operator in most cases managed to find all the minimizers of f in a single execution.
Experimental Results
We implemented and tested the proposed clustering operator on a number of hard optimization tasks and it exhibited stable and robust performance. In Figure 6 we exhibit the detailed results. The algorithm DE1 locates on average 10 minima regardless of the size of its populations. On the contrary, the rest of the algorithms locate more minima as their population is increased. DE5 exhibited the best performance finding simultaneously up to 85 minima. The Rastrigin test function is a typical example of a nonlinear multimodal function. This function was first proposed by Rastrigin as a 2-dimensional function [38] and is a fairly difficult problem due to its large number of local minima. It is given by the following equation:
where xi E [-1,1], i = 1, 2. There exist 49 local minima. The experimental results illustrated in Table 5 show that the clustering operator greatly accelerates the DE algorithms ranging from 80% to 260%. Again, DE1 is the exception; although on average 14 minima are located the proposed algorithm requires 27% additional generations. 6 
Conclusion
In this work we propose a novel clustering operator and investigate its impact on the performance of the Differential Evolution optimization algorithm. This operator uses the recently proposed unsupervised k-windows clustering algorithm. The k-windows clustering algorithm uses previously computed pieces of information in an attempt to discover regions containing groups of individuals attracted by different minima.
Experiments show that the proposed approach greatly accelerates the convergence speed of the DE algorithms and that in addition to the global minimum is capable to locate simultaneously many local minima without extra function evaluations. To this end, the use of the proposed clustering operator is always suggested. In brief, the clustering operator has the following advantages:
1. locates local minima with relatively low function value, in addition to the global ones, 2. in general, fewer generations are required for the DE algorithm to converge, 3. there is no need for additional function evaluations, 4 . utilizes the range search algorithm for fast and reliable execution, 5. its parallel implementation is straightforward [7] , 6 . is better suited to difficult high-dimensional multimodal objective functions. In a future correspondence, we will present an adaptive scheme, based on the average movement of each individual, for the automatic call of the clustering operator. This scheme will ensure that the search space is sufficiently explored. We also intend to investigate the parallel implementation of the proposed approach, as well as its performance on difficult high-dimensional real-life problems encountered in bioinformatics, medical applications and neural network training.
