Convergence Rates in Almost-Periodic Homogenization of Higher-order
  Elliptic Systems by Xu, Yao & Niu, Weisheng
ar
X
iv
:1
71
2.
01
74
4v
1 
 [m
ath
.A
P]
  5
 D
ec
 20
17
Convergence Rates in Almost-Periodic Homogenization of
Higher-order Elliptic Systems
Yao Xu Weisheng Niu∗
Abstract
This paper concentrates on the quantitative homogenization of higher-order elliptic sys-
tems with almost-periodic coefficients in bounded Lipschitz domains. For coefficients which are
almost-periodic in the sense of H. Weyl, we establish uniform local L2 estimates for the ap-
proximate correctors. Under an additional assumption on the frequencies of the coefficients (see
(1.10)), we derive the existence of the true correctors as well as the sharp O(ε) convergence rate
in Hm−1. As a byproduct, the large-scale Ho¨lder estimate and a Liouville theorem are obtained
for higher-order elliptic systems with almost-periodic coefficients in the sense of Besicovish.
Since (1.10) is not well-defined for the equivalence classes of almost-periodic functions in the
sense of H. Weyl or Besicovish, we provide another condition that implies the sharp convergence
rate in terms of perturbations on the coefficients.
1 Introduction
Let Ω be a bounded Lipschitz domain in Rd. We consider the quantitative homogenization for the
2m-order elliptic system with almost-periodic (a.p.) coefficients

Lεuε = f in Ω,
T r(Dγuε) = gγ on ∂Ω, for 0 ≤ |γ| ≤ m− 1,
(1.1)
where uε : Ω→ Rn is a vector function,
Lε = LAε = (−1)m
∑
|α|=|β|=m
Dα(Aαβij (
x
ε
)Dβ), (1.2)
1 ≤ i, j ≤ n, α, β, γ are multi-indexes with components αk, βk, γk, k = 1, 2, ..., d, and
|α| =
d∑
k=1
αk, D
α = Dα1x1D
α2
x2 · · ·Dαdxd .
We assume that the coefficient matrix A(y) = (Aαβij (y)) is real, bounded measurable with
‖Aαβij (y)‖L∞(Rd) ≤
1
µ
, (1.3)
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and satisfies the coercivity condition
∑
|α|=|β|=m
ˆ
Rd
Aαβij D
βφjD
αφi ≥ µ
∑
|α|=m
‖Dαφ‖2L2(Rd) for any φ ∈ C∞c (Rd;Rn) (1.4)
(the summation convention for i, j is used), where µ > 0. We further assume that A is almost-
periodic (a.p.) in the sense of Besicovish, i.e. A ∈ B2(Rd) (see Section 2.1 for details).
Let WAm,p(∂Ω;Rn) be the Whitney-Sobolev space composed of g˙ = {gγ}|γ|≤m−1, which is the
completion of the set of arrays of vector functions
{{DαG |∂Ω}|α|≤m−1 : G ∈ C∞c (Rd;Rn)} with
respect to norm
‖g˙‖WAm,p(∂Ω) =
∑
|α|≤m−1
‖gα‖Lp(∂Ω) +
∑
|α|=m−1
‖∇tanDαgα‖Lp(∂Ω).
Denote the classical Sobolev spaces of vector functions by Wm,p(Ω;Rn), Wm,p0 (Ω;R
n) (with dual
W−m,p′(Ω;Rn)), and in particular Hm(Ω;Rn),Hm0 (Ω;Rn) (with dual H−m(Ω;Rn)) when p = 2. It
is known that, for any g˙ ∈ WAm,2(∂Ω;Rn) and f ∈ H−m(Ω;Rn), problem (1.1) admits a unique
weak solution uε ∈ Hm(Ω;Rn) such that
ˆ
Ω
∑
|α|=|β|=m
DαviA
αβ
ij (x/ε)D
βuε,jdx = 〈f, v〉, ∀v ∈ Hm0 (Ω;Rn),
‖uε‖Hm(Ω) ≤ C
{‖f‖H−m(Ω) + ‖g˙‖WAm,2(∂Ω)} .
Thanks to the qualitative homogenization result in Section 2.2 (see [12] for second-order elliptic
systems), uε converges weakly in H
m(Ω;Rn) and strongly in Hm−1(Ω;Rn) to a function u0 ∈
Hm(Ω;Rn), which is the weak solution to the following homogenized problem

L0u0 = f in Ω,
T r(Dγu0) = gγ on ∂Ω, for 0 ≤ |γ| ≤ m− 1.
(1.5)
Here L0 is a 2m-order elliptic operator with constant coefficients depending only on A. The primary
aim of this paper is to investigate the convergence rate of uε to u0.
The study of homogenization of elliptic equations (or systems) with a.p. coefficients goes back
to [13], where the qualitative result was obtained for the second-order elliptic operators with a.p.
coefficients. Under proper assumptions on the frequencies in the spectrum of A, the sharp O(ε)
convergence rate in C(Ω) was also obtained for the operators with sufficiently smooth quasiperiodic
coefficients. Afterwards, homogenization of linear or nonlinear operators involving a.p. coefficients
was further studied by many authors in different contexts (see e.g. [10, 6, 8]). Recently, in [22]
Z. Shen investigated uniform Ho¨lder estimates and the convergence rate for second-order elliptic
systems with uniformly a.p. coefficients. Based on the convergence rates, the uniform interior and
boundary Lipschitz estimates were then obtained by S.N. Armstrong and Z. Shen in [2]. Further
investigation was then carried out by S.N. Armstrong et al. in [1], where they derived the uniform
boundedness of the approximate correctors and the existence of the true correctors using a brilliant
quantitative ergodic theorem and the estimates obtained in [2]. More recently, Z. Shen and J.
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Zhuge in [24, 31] conducted a very comprehensive study on the homogenization of second-order
elliptic systems with a.p. coefficients in the sense of H. Weyl (denoted by APW 2(Rd), see Section
2.1), a broader class of a.p. functions than uniformly a.p. functions. Under proper assumptions,
the sharp O(ε) convergence rate, the existence of true correctors as well as the uniform Lipschitz
estimates were obtained.
Quantitative homogenization for higher-order elliptic equations, even in the periodic case, is
less understood until very recently. In [14, 18, 19], the optimal O(ε) convergence rate in L2 was
established for higher-order elliptic equations with periodic coefficients in the whole space, while
in [28, 29] similar results were obtained for more general higher-order systems with Dirichlet or
Neumann boundary data in bounded C2m domains. More recently, in [16] Z. Shen and authors
of the present paper investigated the convergence rate in periodic homogenization of higher-order
elliptic systems with symmetric coefficients in Lipschitz domains, where the sharp O(ε) convergence
rate in Wm−1,2d/(d−1) and some uniform interior estimates were obtained. Without the symmetry
assumption, a suboptimal convergence rate, combined with some uniform boundary estimates, was
obtained in [17]. By now, very little is known about quantitative homogenization of higher-order
elliptic equations (or systems) with a.p. coefficients. This motivates the study of the present paper.
Compared to the periodic setting, the main obstacle in the study of quantitative homogenization
in a.p. setting is that the equations for correctors may not be solvable. Therefore, following the
idea in [24], we introduce the so-called approximate corrector χT given by the elliptic system
L1χT + T−2mχT = −L1P in Rd, (1.6)
where T > 0 and P is a monomial of degree m (see Section 4 for details). Our first result concerns
on the uniform estimates on χT , which generalizes the corresponding results for second-order elliptic
operators in [24] and plays an essential role in the study of convergence rate next.
Theorem 1.1. Suppose that A ∈ APW 2(Rd) and satisfies (1.3)–(1.4). Fix k ≥ 1 and σ ∈ (0, 1).
Then for any T ≥ 2,
‖∇mχT ‖S21 ≤ CσT
σ, (1.7)
‖∇lχT ‖S21 ≤ Cσ
ˆ T
1
tm−l−1 inf
1≤L≤t
{
ρk(L, t) + exp
(
− ct
2
L2
)}(T
t
)σ
dt, (1.8)
0 ≤ l ≤ m − 1, where ∇lu denotes the vector (Dαu)|α|=l, Cσ depends only on d,m, n, k, σ and A,
and c depends only on d and k.
We mention that in the theorem above we have used the notation
‖u‖Sp
R
:= sup
x∈Rd
( 
B(x,R)
|u|p
)1/p
, (1.9)
and the quantity ρk(L,R) defined by (7.6) which measures the frequencies of A. Our next two
theorems provide the existence of true correctors and the optimal convergence rate under proper
assumptions on A.
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Theorem 1.2. Suppose that A ∈ APW 2(Rd) and satisfies (1.3)–(1.4). Also suppose that there
exist some k ≥ 1 and θ > m such that
ρk(L,L) ≤ CL−θ for any L ≥ 1. (1.10)
Then ‖∇lχT ‖S21 ≤ C for each 0 ≤ l ≤ m. Moreover, for each P γ , the system for the (true) corrector
L1u = −L1(P γ) in Rd
has a weak solution χγ such that ∇lχγ ∈ APW 2(Rd) for each 0 ≤ l ≤ m.
Theorem 1.3. Assume that Ω is a bounded Lipschitz domain and A ∈ APW 2(Rd) satisfies
(1.3)–(1.4). Let uε be the weak solution of Dirichlet problem (1.1) and u0 be the weak solution of
the homogenized problem (1.5) with u0 ∈ Hm+1(Ω;Rn). Suppose further A = A∗ if n ≥ 2. Then
for any 0 < ε < 1 and T = ε−1/m,
‖uε − u0‖Hm−10 (Ω) ≤ Cσ
( ∑
l≤m−1
Θk,l,σ(T )
){
‖∇mχT − ψ‖B2 + T−m
∑
l≤m−1
Θk,l,σ(T )
}
‖u0‖Hm+1(Ω),
(1.11)
where Θk,l,σ(T ) denotes the integral in the r.h.s. of (1.8). Furthermore, if (1.10) holds for some
θ > m and k ≥ 1, then
‖uε − u0‖Hm−10 (Ω) ≤ Cε‖u0‖Hm+1(Ω). (1.12)
Theorem 1.2 above extends the results of Theorem 1.2 in [24] to high-order elliptic systems,
while Theorem 1.3 above generalizes the corresponding results of Theorem 1.4 in [24], where similar
results were obtained for second order-elliptic systems in C1,1 domains. The symmetry assumption
of A in Theorem 1.3 may be removed without changing estimate (1.12) if ∂Ω ∈ Cm,1. Finally, we
remark that without additional assumption (1.10) the true correctors may not exist and the sharp
O(ε) convergence rate is not always satisfied even if the coefficient A is very smooth (see e.g. [6]).
It is known that elements of B2(Rd) and APW 2(Rd) are equivalence classes under the equivalent
relation induced by their semi-norms. However, the quantity ρk(L,R) is not well-defined for the
equivalence class of A in B2(Rd) or APW 2(Rd). That is, condition (1.10) may fail for some
function while it holds for another one in the same equivalence class. As a supplement of (1.10),
in the following theorem we provide a sufficient condition for the sharp convergence rate in terms
of perturbations on the coefficients.
Definition 1.1. Let Ω be a bounded Lipschitz domain and A ∈ B2(Rd) satisfy (1.3)–(1.4). We
say A has the O(ε)-convergence property if, for any g˙ ∈WAm,2(∂Ω;Rn) and f ∈ H−m(Ω;Rn),
‖uε − u0‖Hm−10 (Ω) ≤ Cε‖u0‖Hm+1(Ω), (1.13)
where C is independent of ε, f and g˙, uε is the weak solution of the problem LAε (uε) = f in Ω and
uε = g˙ on ∂Ω (in the sense of (1.1)) and u0 is the weak solution of the corresponding homogenized
problem with u0 ∈ Hm+1(Ω).
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Theorem 1.4. Assume that Ω is a bounded Lipschitz domain and A, A˜ ∈ B2(Rd) satisfy (1.3)–
(1.4). Suppose that A has the O(ε)-convergence property. Then there exists p > 2, depending only
on m,n,Ω, µ, such that if
(  
B(0,T )
|A− A˜|pdx
)1/p
≤ CT−1 for any T ≥ 1, (1.14)
then A˜ also has the O(ε)-convergence property.
Now we present the outline of the paper together with the key ideas used in the proof of theorems
above. Let us first point out that this paper is largely motivated by [22, 1, 24]. We start in Section
2 with a brief review of a.p. functions, along with the corresponding qualitative homogenization
theory for higher-order systems. We prove two compactness results, i.e., Theorem 2.1 and 2.2, on a
sequence of elliptic operators LAlεl +λl, where each Al is a translation of A. Theorem 2.1, involving
only bounded translations of A, is proved by the Tartar’s method of test functions as [12], while
Theorem 2.2, involving arbitrary translations of A, follows from Theorem 2.1 and a perturbation
argument.
In Section 3, we provide several useful lemmas for higher-order elliptic systems, including a
Poincare´-Sobolev lemma, Caccioppoli’s inequalities and Meyers’ reverse Ho¨lder inequalities, while
in Section 4, we introduce the approximate corrector χT and establish some elementary estimates
on it.
In Section 5, by using a compactness argument introduced by Avellaneda and Lin in [3], we
prove a large-scale Ho¨lder estimate for higher-order elliptic system with B2-coefficients. Based on
this estimate, we derive some further uniform estimates on χT , which play an essential role in the
proof of Theorems 1.1-1.3. To adapt the compactness argument to the higher-order elliptic systems,
we will take full advantage of Theorem 2.2 and the Poincare´-Sobolev lemma presented in Section 3.
Likewise, we derive a Liouville theorem for higher-order elliptic systems with B2-coefficients using
Theorem 2.1 and the compactness argument. We mention that the large-scale Ho¨lder estimate
and the Liouville theorem should be comparable to those for second-order elliptic systems in [24],
whereas our results are established in more general settings (the coefficients belong only to B2(Rd)
rather then APW 2(Rd) in [24]).
In Section 6, we extend the quantitative ergodic theorem in [24] (see also [1] for the original
form) to the higher-order case, which allows us to bound the spatial averages of a uniformly locally
integrable function by its higher-order differences and its S2R-norm with exponential decay. Thanks
to the large-scale Ho¨lder estimates, the higher-order differences of χT can then be controlled by
ρk(L,R). Following this idea, in Section 7 we provide the proof of Theorem 1.1. Furthermore, by
showing that {χT }T>0 is a Cauchy sequence with respect to S21-norm, we prove the existence of
true correctors in APW 2(Rd) stated in Theorem 1.2. In Section 8, we establish estimates for the
so-called dual approximate correctors φT by a line of argument similar to the previous section.
Finally Section 9 is devoted to the proofs of Theorems 1.3 and 1.4. Based on the estimates
for χT and φT aforementioned, Theorem 1.3 follows form the duality argument inspired by [26],
see also [27, 23, 25]. Theorem 1.4 is proved by estimating the difference between uε and u˜ε, the
solutions corresponding to A and A˜ respectively, since uε and u˜ε have the same limit u0 under
condition (1.14).
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Throughout this paper, unless indicated, we will use C to denote positive constants, which may
depend on m,n, µ and Ω, but never on ε or T . It should be understood that C may differ from
each other even in the same line. The usual summation convention for repeated indices will be
used henceforth. Moreover, if it is clear to understand, we may use scalar notation for concision,
that is, omitting the subscripts i, j. We also use the notations
ffl
E f := (1/|E|)
´
E f for the integral
average of f over E and xα for the monomial xα11 · · · xαdd .
2 Almost-periodic functions and homogenization
In this section, we first provide a brief review on a.p. functions and the corresponding qualitative
homogenization theory for higher-order elliptic systems. Then we prove two compactness results,
which will be used to verify the large-scale Ho¨lder estimate and the Liouville theorem in Section 5.
2.1 Almost-periodic functions
Let Trig(Rd) denote the set of real trigonometric polynomials in Rd and 1 ≤ p <∞. We define for
f ∈ Lploc(Rd),
‖f‖Sp
R
:= sup
x∈Rd
( 
B(x,R)
|f |p
)1/p
(R > 0),
‖f‖W p := lim sup
R→∞
‖f‖Sp
R
and ‖f‖Bp := lim sup
R→∞
( 
B(0,R)
|f |p
)1/p
.
A function f in Lploc(R
d) is said to belong to SpR(R
d), APW p(Rd) and Bp(Rd), respectively, if f
is a limit of a sequence of functions in Trig(Rd) with respect to the norm ‖ · ‖Sp
R
, the semi-norms
‖ · ‖W p and ‖ · ‖Bp , respectively. Under the equivalent relation that f ∼ g if ‖f − g‖W p = 0 (resp.,
‖f − g‖Bp = 0), the set APW p(Rd)/ ∼ (resp., Bp(Rd)/ ∼) becomes a Banach space. Functions in
APW 2(Rd) (resp., B2(Rd)) are said to be almost-periodic in the sense of H. Weyl (resp., Besicovich).
Note that if 0 < r < R <∞, then
‖f‖Sp
R
≤ C‖f‖Spr , (2.1)
where C depends only on d and p. This implies that ‖f‖W p ≤ Cp‖f‖Sp
R
for any R > 0. Therefore,
SpR(R
d) ⊂ APW p(Rd) ⊂ Bp(Rd).
Let
Lploc,unif(R
d) :=
{
f ∈ Lploc(Rd) : sup
x∈Rd
ˆ
B(x,1)
|f |p <∞
}
.
It is not hard to see that APW p(Rd) ⊂ Lploc, unif(Rd). Moreover, for a function f ∈ Lploc,unif(Rd),
f ∈ APW p(Rd) if and only if
sup
y∈Rd
inf
|z|≤L
‖∆yz(f)‖Sp
R
→ 0 as L,R→∞, (2.2)
where ∆yzf(x) := f(x+ y)− f(x+ z) is the difference operator for y, z ∈ Rd (see e.g. [5, 24]).
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Let f ∈ L1loc(Rd). A number 〈f〉 is called the mean value of f if
lim
ε→0+
ˆ
Rd
f(x/ε)ϕ(x)dx = 〈f〉
ˆ
Rd
ϕ (2.3)
for any ϕ ∈ C∞c (Rd). If f ∈ L2loc(Rd) and ‖f‖B2 < ∞, the existence of 〈f〉 is equivalent to the
condition that f(x/ε)⇀ 〈f〉 weakly in L2loc(Rd) as ε→ 0. In this case, one has
〈f〉 = lim
L→∞
 
B(0,L)
f.
If f, g ∈ B2(Rd), then fg has a mean value and the space B2(Rd) is a Hilbert space endowed with
the inner product (f, g) := 〈fg〉. Moreover, if f ∈ B2(Rd), g ∈ L∞(Rd)∩B2(Rd), then fg ∈ B2(Rd).
Denote B2(Rd;Rm) = (B2(Rd))m, where m is the number of the multi-indexes α satisfying
|α| = m. Let V and W be two subspaces of B2(Rd;Rm) defined respectively as the closures of
{{Dαϕ}|α|=m : ϕ ∈ Trig(Rd;R), 〈ϕ〉 = 0} and {{ϕα}|α|=m : ϕ ∈ Trig(Rd;Rm),
∑
αD
αϕα = 0, 〈ϕ〉 =
0} in B2(Rd;Rm). Then B2(Rd;Rm) has the decomposition (see e.g. [12])
B2(Rd;Rm) = V ⊕W ⊕ Rm.
2.2 Homogenization and compactness results
Suppose that A = (Aαβij ) satisfies (1.3)–(1.4) and A ∈ B2(Rd), i.e., Aαβij ∈ B2(Rd). It follows from
(1.4) that
〈Aαβij φαi φβj 〉 ≥ µ〈φ2〉 for any φ ∈ Vn. (2.4)
By the Lax-Milgram theorem, for any β with |β| = m and 1 ≤ j ≤ n, there exists a unique
ψβj = (ψ
αβ
ij ) ∈ Vn such that
〈Aαγik ψγβkj φαi 〉 = −〈Aαβij φαi 〉 for any φ = (φαi ) ∈ Vn. (2.5)
Let
Âαβij = 〈Aαβij 〉+ 〈Aαγik ψγβkj 〉 (2.6)
and Â = (Âαβij ). Then one can prove that |Âαβij | ≤ µ1, where µ1 depends only on µ, and∑
|α|=|β|=m
ˆ
Rd
Âαβij D
βφjD
αφi ≥ µ‖Dαφ‖2L2(Rd) for any φ ∈ C∞c (Rd;Rn).
Moreover, by replacing A in (2.5) by its adjoint A∗, we can get a unique solution ψ∗ ∈ Vn, such
that Â∗ = (Â)∗, where Â∗ is defined as (2.6) with A, ψ replaced by A∗, ψ∗ respectively.
Next we provide two compactness theorems, which will be used to establish the large-scale
Ho¨lder estimates as well as a Liouville theorem for elliptic systems
Lεuε + λuε =
∑
|α|≤m
Dαfα,
with B2-coefficients. We need the following lemma, which is similar to [12, Lemma 1.1].
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Lemma 2.1. Let {ul}, {vl} be two bounded sequences in L2(Ω;Rm). Suppose that
(1) ul ⇀ u and vl ⇀ v weakly in L
2(Ω;Rm);
(2) ul = (D
αUl) for some Ul ∈ L2(Ω) and Dα(vl)α → f in H−m(Ω).
Then ˆ
Ω
(ul · vl)ϕdx→
ˆ
Ω
(u · v)ϕdx as l→∞,
for any scalar function ϕ ∈ C∞c (Ω).
Theorem 2.1. Let Ω be a bounded Lipschitz domain in Rd. Suppose that A ∈ B2(Rd) satisfies
(1.3)–(1.4). Let ul ∈ Hm(Ω;Rn) be a weak solution of LAlεl (ul) + λlul = fl in Ω, where εl → 0,
λl ≥ 0, λl → λ and Al(x) = A(x+xl) for some xl ∈ Rd. Assume that ul ⇀ u weakly in Hm(Ω;Rn),
fl → f strongly in H−m(Ω;Rn) and {xl} is bounded in Rd. Then Aαβl (x/εl)Dβul ⇀ ÂαβDβu weakly
in L2(Ω;Rm×n) and, consequently, u is a weak solution of L0(u) + λu = f in Ω.
Proof. This theorem is proved by Tartar’s method of test functions as in [12, Section 7.4]. Since
{pl} := {(Aαβl,ij(x/εl)Dβul,j)} is uniformly bounded in L2(Ω;Rm×n), it is sufficient to show that any
subsequence of {pl} which is weakly convergent in L2(Ω;Rm×n) has the weak limit ÂαβDβu. In
the following we suppose that {pl} is weakly convergent to p0.
Fix 1 ≤ k ≤ n and γ with |γ| = m and denote qβj = Aαβij (ψ∗αγik + δikδαγ). Consider the identityˆ
Ω
pαl,i · (ψ∗αγl,ik (x/εl) + δikδαγ)ϕdx =
ˆ
Ω
Dβul,j · qβl,j(x/εl) · ϕdx, (2.7)
where ψ∗l (x) = ψ
∗(x + xl), q
β
l,j(x) = q
β
j (x + xl), ϕ ∈ C∞c (Ω) is arbitrary and δ is the Kronecker
delta function. Since ψ∗γk ∈ Vn, there exists a sequence {Ψτ} ⊂ Trig(Rd;Rn) such that 〈Ψτ 〉 = 0
and DαΨτ → ψ∗αγk in B2(Rd;Rn) as τ →∞. By setting Ψτl (x)=Ψτ (x+xl), we know that 〈Ψτl 〉 = 0
and DαΨτl → ψ∗αγl,k in B2(Rd;Rn) as τ →∞. Then we have
ˆ
Ω
pαl,i · (ψ∗αγl,ik (x/εl) + δikδαγ)ϕdx =
ˆ
Ω
pαl,i · (DαΨτl,i(x/εl) + δikδαγ)ϕdx
+
ˆ
Ω
pαl,i · (ψ∗αγl,ik (x/εl)−DαΨτl,i(x/εl))ϕdx
.
= I1,l + I2,l.
Note that Dαpαl = (−1)m(fl − λlul) → (−1)m(f − λu) strongly in H−m(Ω) and DαΨτl (x/εl) ⇀ 0
weakly in L2(Ω;Rm×n) as l →∞. Applying Lemma 2.1 to I1,l, we get
lim
l→∞
I1,l =
ˆ
Ω
pγ0,k · ϕdx.
For the second part, we have
|I2,l| ≤ C
∑
α
( ˆ
Ω
|ψ∗αγl,k (x/εl)−DαΨτl (x/εl)|2dx
)1/2
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≤ C
∑
α
( ˆ
εlxl+Ω
|ψ∗αγk (x/εl)−DαΨτ (x/εl)|2dx
)1/2
.
Since {xl} is bounded, we can find some R > 0 such that εlxl + Ω ⊂ B(0, R) for each l, where R
depends only on Ω and the bound of {|xl|}. As a result,
|I2,l| ≤ C
∑
α
( 
B(0,R)
|ψ∗αγk (x/εl)−DαΨτ (x/εl)|2dx
)1/2
,
which implies that lim
τ→∞ liml→∞
I2,l ≤ lim
τ→∞C‖ψ
∗γ
k −∇mΨτ‖B2 = 0. Therefore,
lim
l→∞
ˆ
Ω
pαl,i · (ψ∗αγik (x/εl) + δikδαγ)ϕdx =
ˆ
Ω
pγ0k · ϕdx. (2.8)
For the r.h.s. of (2.7), noticing that q ∈ Wn ⊕ Rm×n and applying a similar argument as above,
we can obtain
lim
l→∞
ˆ
Ω
Dβul,j · qβl,j(x/εl) · ϕdx =
ˆ
Ω
Dβuj · Âγβkj · ϕdx. (2.9)
By combining (2.7), (2.8) and (2.9), we conclude that
ˆ
Ω
pγ0,k · ϕdx =
ˆ
Ω
Dβuj · Âγβkj · ϕdx,
which yields pγ0,k = Â
γβ
kjD
βuj. The proof is complete.
As a corollary of Theorem 2.1, we obtain that the homogenized of operator of Lε is given by
L0 := (−1)mDα(ÂαβDβ).
Corollary 2.1. Suppose that A ∈ B2(Rd) satisfies (1.3)–(1.4). Let Ω be a bounded Lipschitz
domain in Rd, f ∈ H−m(Ω;Rn) and g˙ ∈ WAm,2(∂Ω,Rn). If uε ∈ Hm(Ω;Rn) is the unique weak
solution of Dirichlet problem Lε(uε) = f in Ω and uε = g˙ on ∂Ω (in the sense of (1.1)), then as
ε→ 0, uε → u0 weakly in Hm(Ω;Rn) and strongly in Hm−1(Ω;Rn), where u0 ∈ Hm(Ω;Rn) is the
unique weak solution of Dirichlet problem L0(u0) = f in Ω and u0 = g˙ on ∂Ω.
Theorem 2.2. Let Ω be a bounded Lipschitz domain in Rd. Suppose that A ∈ B2(Rd) satisfies
(1.3)–(1.4). Let ul ∈ Hm(Ω;Rn) be a weak solution of LAylεl (ul) + λlul = fl in Ω, where εl → 0,
λl ≥ 0, λl → λ and Ayl(x) := A(x+yl) for some yl ∈ Rd. Assume that ul ⇀ u weakly in Hm(Ω;Rn)
and fl → f strongly in H−m(Ω;Rn). Suppose further
lim
L→∞
lim
r→∞ supy∈Rd
inf
|z|≤L
(  
B(0,r)
|∆yzA|2
)1/2
= 0. (2.10)
Then u is a weak solution of L0(u) + λu = f in Ω.
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Proof. Let R be a positive constant, depending only on Ω, such that Ω ⊂ B(0, R). For each l, we
can find zl,L ∈ Rd with |zl,L| ≤ L such that(  
Ω
εl
|∆ylzl,LA|2
)1/2 ≤ sup
y∈Rd
inf
|z|≤L
( 
Ω
εl
|∆yzA|2
)1/2
≤ C sup
y∈Rd
inf
|z|≤L
(  
B(0, R
εl
)
|∆yzA|2
)1/2
, (2.11)
where Ωεl = {x ∈ Rd : εlx ∈ Ω} and C depends only on Ω. Consider the auxiliary system
L
Azl,L
εl vl,L + λlvl,L = fl in Ω,
T r(Dγvl,L) = D
γul on ∂Ω, for 0 ≤ |γ| ≤ m− 1,
and set wl,L = vl,L − ul. Then wl,L ∈ Hm0 (Ω;Rn) and satisfies
LAzl,Lεl wl,L + λlwl,L = (−1)m
∑
|α|=|β|=m
Dα[(Aαβyl −Aαβzl,L)(
x
εl
)Dβul] in Ω. (2.12)
For F ∈ L2(Ω;Rn), let u˜l,L ∈ Hm0 (Ω;Rn) be the weak solution to the system
L
A∗zl,L
εl u˜l,L + λlu˜l,L = F in Ω,
T r(Dγu˜l,L) = 0 on ∂Ω, for 0 ≤ |γ| ≤ m− 1.
Thanks to the Wm,p estimate for higher-order elliptic systems in [9], there exists a constant q > 2,
depending only on m,n,Ω, µ, such that,
‖∇mu˜l,L‖Lq(Ω) ≤ C[‖F‖L2(Ω) + λl‖u˜l,L‖L2(Ω)] ≤ C‖F‖L2(Ω), (2.13)
where C depends only on m,n,Ω, µ and the bound of {λl}. By (2.11)–(2.13), we deduce that
〈wl,L, F 〉L2(Ω)×L2(Ω) =
ˆ
Ω
(Aαβyl −Aαβzl,L)(
x
εl
)DβulD
αu˜l,L
≤ C
( 
Ω
∣∣∣(Ayl −Azl,L)( xεl )
∣∣∣pdx)1/p( ˆ
Ω
|∇mu˜l,L|q
)1/q
≤ C‖F‖L2(Ω)
( 
Ω
εl
∣∣∣∆ylzl,LA(x)∣∣∣pdx)1/p
≤ C‖F‖L2(Ω) sup
y∈Rd
inf
|z|≤L
( 
B(0, R
εl
)
|∆yzA|2
)1/p
,
where p > 2 satisfies 1/p + 1/q = 1/2. This, together with (2.10), implies that
lim
L→∞
lim
l→∞
‖wl,L‖L2(Ω) = 0. (2.14)
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Now for each L, we may assume that vl,L ⇀ v
L in Hm(Ω;Rn) as l → ∞. Since |zl,L| ≤ L,
according to Theorem 2.1, vL is a weak solution of L0(u)+λu = f in Ω. Note that wl,L = vl,L−ul ⇀
vL − u in Hm(Ω;Rn) as l→∞, and by (2.14),
lim
L→∞
‖vL − u‖L2(Ω) = 0.
Consequently, vL ⇀ u weakly in Hm(Ω;Rn) and u is a weak solution to L0(u)+λu = f in Ω. This
completes the proof.
Remark 2.1. If A ∈ APW 2(Rd), then condition (2.10) holds.
3 Some technical lemmas
In this part, we present several lemmas, which are useful to our investigations next.
Lemma 3.1. Let Pm−1 be the space of polynomials of degree at most (m − 1). Then there
exists a family of linear operators {Pm−1(·;x0, r) : Wm,
2d
d+2 (B(x0, r)) → Pm−1}, x0 ∈ Rd, r > 0,
satisfying the following properties:
(i) for any P ∈ Pm−1, Pm−1(P ;x0, r) = P ;
(ii) for v(x) = u(rx+ x0), Pm−1(v; 0, 1)(x) = Pm−1(u;x0, r)(rx+ x0);
(iii) for any u ∈ Hm(B(x0, r)), 2dd+2 ≤ p ≤ 2, the coefficient of (x − x0)α in Pm−1(u;x0, r)
is bounded by Cr−d/p−|α|‖u‖Lp(B(x0,r)), where C depends only on p. Thus, if ul → u in
L2(B(x0, r)), then the coefficients of Pm−1(ul;x0, r) converges to those of Pm−1(u;x0, r);
(iv) for any u ∈ Hm(B(x0, r)), 2dd+2 ≤ p ≤ 2,
‖u− Pm−1(u;x0, r)‖L2(B(x0,r)) ≤ Crm+
d
2
− d
p ‖∇mu‖Lp(B(x0,r)), (3.1)
where C depends only on p and m.
Proof. According to Theorem 8.11 and 8.12 in [15], for any bounded Lipschitz domain Ω, by
choosing {fα : |α| ≤ m− 1} ⊂ L2∗(Ω) withˆ
Ω
fα(x)x
βdx = δαβ , for any |α|, |β| ≤ m− 1, (3.2)
we have ∥∥∥∥u− ∑
|α|≤m−1
xα
ˆ
Ω
ufα
∥∥∥∥
Hm−1(Ω)
≤ C‖∇mu‖Lp(Ω) (3.3)
for 2dd+2 ≤ p ≤ 2, where C depends only on Ω, fα, p and m. Now fix {fα} for Ω = B(0, 1) and define
for x0 ∈ Rd, r > 0,
Pm−1(u;x0, r) :=
∑
|α|≤m−1
r−d−|α|(x− x0)α
ˆ
B(x0,r)
u(y)fα(
y − x0
r
)dy.
Obviously, Pm−1 is linear, and, in view of (3.2) and (3.3), it is not hard to verify that Pm−1(·;x0, r)
satisfies properties (i)–(iv).
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Remark 3.1. The operator Pm−1(·;x0, r), depending on the choice of {fα}, may not be unique.
The coefficients of Pm−1(u;x0, r) depend only on the Lp-norm of u, but never on the norms of the
derivatives of u.
Lemma 3.2. Assume that A satisfies (1.3)–(1.4). Let u ∈ Hm(2B;Rn) be a solution of L1u+
λu =
∑
|α|≤mD
αfα in 2B := B(x0, 2r) for some ball B = B(x0, r) ⊂ Rd, r > 0, where fα ∈
L2(2B;Rn) for each |α| ≤ m and λ ≥ 0. Then there exists a constant C depending only on d,m, n
and µ such that for 0 ≤ j ≤ m,
ˆ
B
|∇ju|2 ≤ C
r2j
ˆ
2B
|u|2 +Cλ2r4m−2j
ˆ
2B
|u|2 + C
∑
|α|≤m
r4m−2|α|−2j
ˆ
2B
|fα|2. (3.4)
Moreover, if λ > 0, we also have∑
k≤m
λ
m−k
m
ˆ
B
|∇ku|2 ≤ C
r2m
ˆ
2B
|u|2 + C
∑
|α|≤m
λ
|α|−m
m
ˆ
2B
|fα|2. (3.5)
Proof. Estimate (3.4) can be proved in the same way as [4, Corollary 22] by an induction argument
(see e.g. Lemma 2.4 in [17]). To prove (3.5), by interpolating and rescaling it’s sufficient to show
for λ = 1,
ˆ
B
|∇mu|2 +
ˆ
B
|u|2 ≤ C
r2m
ˆ
2B
|u|2 + C
∑
|α|≤m
ˆ
2B
|fα|2. (3.6)
We will prove that
ˆ
B(x0,ρ)
|∇mu|2 +
ˆ
B(x0,ρ)
|u|2 ≤
∑
k<m
C
(s− ρ)2m−2k
ˆ
B(x0,s)\B(x0,ρ)
|∇ku|2 + C
∑
|α|≤m
ˆ
2B
|fα|2, (3.7)
whenever 0 < ρ < s < 2r, which, together with Theorem 18 in [4], gives (3.6). Let ϕ be a function
in C∞c (B(x0, s)) such that ϕ ≡ 1 in B(x0, ρ) and |∇kϕ| ≤ C|s−ρ|k in B(x0, s). Taking uϕ2m as the
test function, we obtain
ˆ
Rd
|∇m(uϕm)|2 +
ˆ
Rd
|uϕm|2 ≤ C
∑
k<m
(s − ρ)−2(m−k)
ˆ
B(x0,s)\B(x0,ρ)
|∇ku|2
+ Cδ
∑
|α|≤m
ˆ
2B
|fα|2 + δ
∑
|α1+α2|≤m
(s− ρ)−2|α2|
ˆ
B(x0,s)\B(x0,ρ)
|Dα1(uϕm)|2ϕ2m−2|α2|, (3.8)
where δ is a small constant and Cδ depends on δ. If s−ρ ≤ 1, then (s−ρ)−2|α2| ≤ (s−ρ)−2(m−|α1|)
for |α1 + α2| ≤ m. This, together with (3.8), implies (3.7) for δ small. If s − ρ ≥ 1, then
(s− ρ)−2|α2| ≤ C. Therefore, by interpolation,
∑
|α1+α2|≤m
(s− ρ)−2|α2|
ˆ
B(x0,s)\B(x0,ρ)
|Dα1(uϕm)|2ϕ2m−2|α2| ≤ C
ˆ
Rd
|∇m(uϕm)|2 + C
ˆ
Rd
|uϕm|2,
which, combined with (3.8), implies (3.7) for δ small. The proof is thus complete.
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Remark 3.2. Note that since u − Pm−1 satisfies L1(u − Pm−1) =
∑
|α|=mD
αfα − λu for any
polynomial Pm−1 of degree at most (m− 1), it follows that
ˆ
B
|∇mu|2 ≤ C
r2m
ˆ
2B
|u− Pm−1|2 + Cλ2r2m
ˆ
2B
|u|2 + C
∑
|α|≤m
r2m−2|α|
ˆ
2B
|fα|2. (3.9)
Lemma 3.3. Assume the assumptions of Lemma 3.2 hold. Then there exists some q+ > 2
depending only on d,m, n and µ, such that, for 2 ≤ q ≤ q+,
(i) if λ = 0,
( 
B
|∇mu|q
)1/q ≤ C{(  
2B
|∇mu|2
)1/2
+
∑
|α|<m
rm−|α|
( 
2B
|fα|2
)1/2
+
∑
|α|=m
(  
2B
|fα|q
)1/q}
, (3.10)
where C depends only on d,m, n and µ;
(ii) if λ > 0,
( 
B
|∇mu|q
)1/q
+
√
λ
(  
B
|u|q
)1/q
≤ C
{( 
2B
|∇mu|2
)1/2
+
√
λ
(  
2B
|u|2
)1/2
+
∑
|α|≤m
λ
|α|−m
2m
(  
2B
|fα|q
)1/q}
, (3.11)
where C depends only on d,m, n and µ.
Proof. Estimate (3.10) follows from [4, Theorem 24] and theWm,p estimate for higher-order elliptic
systems (see e.g. [9]). So it is sufficient to prove (3.11). By rescaling, we may assume λ = 1. Let
x1 ∈ Rd and ρ > 0 such that B(x1, 2ρ) ⊂ B(x0, 2r). Let P (x) = Pm−1(u;x1, 2ρ) be given by
Lemma 3.1. Applying (3.5) to L1(u− P ) + (u− P ) =
∑
|α|≤m fα − P in B(x1, 2ρ), we obtain
ˆ
B(x1,ρ)
|∇mu|2 +
ˆ
B(x1,ρ)
|u− P |2
≤ C
ρ2m
ˆ
B(x1,2ρ)
|u− P |2 + C
∑
|α|≤m
ˆ
B(x1,2ρ)
|fα|2 + C
ˆ
B(x1,2ρ)
|P |2. (3.12)
By properties (iii), (iv) in Lemma 3.1, for p = 2dd+2 , we have( ˆ
B(x1,2ρ)
|P |2
)1/2
≤ Cρ d2− dp ‖u‖Lp(B(x1,2ρ)), (3.13)(ˆ
B(x1,2ρ)
|u− P |2
)1/2 ≤ Cρm+ d2− dp ‖∇mu‖Lp(B(x1,2ρ)), (3.14)
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where C depends only on d and m. Thus, it follows from (3.12), (3.13) and (3.14) that
(  
B(x1,ρ)
|∇mu|2
)1/2
+
(  
B(x1,ρ)
|u|2
)1/2
≤ C
{( 
B(x1,2ρ)
|∇mu|p
)1/p
+
(  
B(x1,2ρ)
|u|p
)1/p
+
∑
|α|≤m
( 
B(x1,2ρ)
|fα|2
)1/2}
, (3.15)
where C depends only on d,m, n and µ. By the standard self-improving property (see e.g. [4]), we
obtain (3.11) form (3.15) immediately.
4 Definition of approximate correctors
Now we introduce the approximate correctors χT = (χ
γ
T,l) = (χ
γ
T,jl) and establish some elementary
estimates on them.
Proposition 4.1. Suppose that A satisfies (1.3)–(1.4), fα ∈ L2loc,unif(Rd;Rn) for each |α| ≤ m.
Then, for any T > 0 there exists a unique function u = uT ∈ Hmloc(Rd;Rn) such that ∇ku ∈
L2loc,unif(R
d) for 0 ≤ k ≤ m, and
(−1)m
∑
|α|=|β|=m
Dα(AαβDβu) + T−2mu =
∑
|α|≤m
Dαfα in R
d. (4.1)
Moreover, u satisfies the estimate∑
k≤m
T−m+k‖∇ku‖S2
T
≤ C
∑
|α|≤m
Tm−|α|‖fα‖S2
T
, (4.2)
where C depends only on d,m, n and µ.
Proof. By rescaling we may assume that T = 1. Let ϕ(x) = φ(x)+(1−φ(x))e|x| and ϕλ(x) = ϕ(λx),
where φ ∈ C∞c (B(0, 2)) with φ ≡ 1 in B(0, 1). Observe that for |α| ≤ m, |Dαϕ(x)| ≤ Cϕ(x) with
C depending only on m, which implies that |Dαϕλ(x)| ≤ Cλ|α|ϕλ(x) for |α| ≤ m. This, together
with the inequality ∑
k<m
ˆ
Rd
|∇ku|2ϕλ ≤ C
ˆ
Rd
(|∇mu|2ϕλ + |u|2ϕλ),
gives that, for fα ∈ L2(Rd;Rn) with compact support, there exists a constant λ > 0, depending
only on d,m, n and µ, such that the solution of (4.1) satisfies
∑
k≤m
ˆ
Rd
|∇ku|2ϕλ ≤ C
ˆ
Rd
∑
|α|≤m
|fα|2ϕλ. (4.3)
Based on (4.3) we may complete the proof in the same way as that for second-order systems in
[21, 22], by following the argument almost verbatim. We therefore omit the details here.
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Lemma 4.1. Suppose that A satisfies (1.3)–(1.4). Let u ∈ Hmloc(Rd;Rn) be the weak solution
of (4.1) in Rd given by Proposition 4.1. Then for any R ≥ T , the following estimates hold∑
k≤m
T−m+k‖∇ku‖S2
R
≤ C
∑
|α|≤m
Tm−|α|‖fα‖S2
R
, (4.4)
‖∇mu‖Sq
R
≤ C
∑
|α|≤m
Tm−|α|‖fα‖Sq
R
, (4.5)
for 2 ≤ q ≤ q+, where q+ > 2 is given in Lemma 3.3 and C depends only on d,m, n and µ.
Proof. Estimate (4.4) follows from Caccioppoli’s inequality (3.5) and (2.1), while the estimate (4.5)
follows from the reverse Ho¨lder inequality (3.11) and (4.4).
For T > 0, let u = χγT,l = (χ
γ
T,jl) be the weak solution of
(−1)m
∑
|α|=|β|=m
Dα(AαβDβu) + T−2mu = (−1)m+1
∑
|α|=|β|=m
Dα(AαβDβP γl ) in R
d, (4.6)
given in Proposition 4.1, where P γl =
1
γ!x
γel,|γ| = m, 1 ≤ l ≤ n, and el = (0, . . . , 0, 1, 0, . . . , 0)
with 1 in the l-th position. The matrix-valued functions χT = (χ
γ
T,l) are the so-called approximate
correctors. It follows from (4.4) and (4.5) that, for R ≥ T ,∑
k≤m
T−m+k‖∇kχT‖S2
R
≤ C, (4.7)
‖∇mχT ‖
Sq
+
R
≤ C, (4.8)
where q+ > 2 and C depends only on d,m, n and µ.
Theorem 4.1. Suppose that A satisfies (1.3)–(1.4). Then there exists some 2 < p < ∞
depending only on d,m, n and µ such that for any y, z ∈ Rd and R ≥ T ,∑
k≤m
T−m+k‖∆yz(∇kχT )‖S2
R
≤ C‖∆yz(A)‖Sp
R
, (4.9)
where C depends only on d,m, n and µ. Furthermore, if A ∈ APW 2(Rd), then ∇kχT ∈ APW 2(Rd)
for each 0 ≤ k ≤ m.
Proof. Fix 1 ≤ l ≤ n, |γ| = m and y, z ∈ Rd. Let u(x) = χγT,l(x + y) − χγT,l(x + z) and v(x) =
χγT,l(x+ z). Then
(−1)m
∑
|α|=|β|=m
Dα(Aαβ(x+ y)Dβu) + T−2mu
= (−1)m+1
∑
|α|=|β|=m
Dα[(Aαβ(x+ y)−Aαβ(x+ z))Dβ(v + P γl )], (4.10)
which, together with (4.4) and (4.8), gives (4.9) with 1p +
1
q+
= 12 . Furthermore, if A ∈ APW 2(Rd),
(2.2) and (4.9) imply that ∇kχT ∈ APW 2(Rd) for each 0 ≤ k ≤ m. See [24] for more details.
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It follows from (4.6) and Theorem 4.1 that if A ∈ APW 2(Rd) and u = χγT,l, 1 ≤ l ≤ n, |γ| = m,
then 〈 ∑
|α|=|β|=m
Aαβij D
βujD
αvi
〉
+ T−2m〈uv〉 = −
〈 ∑
|α|=|β|=m
Aαγil D
αvi
〉
,
for any v = (vi) ∈ Hmloc(Rd;Rn) such that ∇kvi ∈ B2(Rd) for every 0 ≤ k ≤ m. This, as in [22],
implies that
DαχβT,ij → ψαβij strongly in B2(Rd) as T →∞, (4.11)
where ψ = (ψαβij ) is defined by (2.5), and
T−2m〈|χT |2〉 → 0, as T →∞.
Moreover, by letting v be a vector of constants, we get 〈χT 〉 = 0 for any T > 0.
5 Ho¨lder estimates at large scale
In this section we establish the large-scale Ho¨lder estimate for the approximate correctors χT . As
a byproduct, a Liouville theorem for higher-order elliptic systems with B2-coefficients is obtained.
Throughout this section, unless indicated, we always assume that A ∈ B2(Rd) satisfies (1.3)–(1.4)
and condition (2.10). Note that if A ∈ APW 2(Rd), A satisfies condition (2.10).
Theorem 5.1. Fix σ ∈ (0, 1) and B := B(x0, R) for some x0 ∈ Rd. Let uε ∈ Hm(B;Rn) be a
weak solution of
Lεuε + λuε =
∑
|α|≤m
Dαfα in B, (5.1)
for 0 < ε < R and λ ∈ [0, R−2m]. Then if ε ≤ r ≤ R/2,
(  
B(x0,r)
|∇muε|2
)1/2
+
√
λ
(  
B(x0,r)
|uε|2
)1/2
≤ Cσ
(R
r
)σ{
R−m
( 
B(x0,R)
|uε|2
)1/2
+
∑
|α|≤m
sup
r≤t≤R
tm−|α|
( 
B(x0,t)
|fα|2
)1/2}
, (5.2)
where Cσ depends only on d,m, n, σ and A.
We remark that estimate (5.2) may fail for 0 < r < ε, since no smoothness condition on the
coefficients is required. Also, one cannot expect further estimates, like Lipschitz estimates, on uε,
since no additional condition on {fα} is imposed.
In the following, we denote P r(u) := Pm−1(u; 0, r), where Pm−1(·; 0, r) is given by Lemma 3.1.
We will prove estimate (5.2) by a compactness argument introduced in [3]. To ensure our estimates
are translation invariant in the compactness argument, we introduce the set of all matrices obtained
from A by translation,
A = {Ay : Ay(x) = A(x+ y) for some y ∈ Rd}.
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Lemma 5.1. Fix σ ∈ (0, 1). There exist ε0 ∈ (0, 1/2) and θ ∈ (0, 1/8), depending on d,m, n, σ
and A, such that
(  
B(0,θ)
|uε − P θ(uε)|2
)1/2
+ θm
√
λ
( 
B(0,θ)
|uε|2
)1/2
≤ θm−σ
{( 
B(0,1)
|uε − P 1(uε)|2
)1/2
+
√
λ
( 
B(0,1)
|uε|2
)1/2
+ ε−10
∑
|α|≤m
(  
B(0,1)
|fα|2
)1/2}
,
(5.3)
whenever 0 < ε < ε0, λ ∈ [0, ε20] and uε ∈ Hm(B(0, 1);Rn) is a weak solution of
LA˜ε uε + λuε =
∑
|α|≤m
Dαfα in B(0, 1), (5.4)
for some A˜ ∈ A.
Proof. Claim: Under the conditions of Lemma 5.1, there exist ε0 ∈ (0, 1/2) and θ ∈ (0, 1/8),
depending on σ and A, such that
( 
B(0,θ)
|uε − P θ(uε)|2
)1/2
+ θm
(  
B(0,θ)
|uε|2
)1/2
≤ θ
m−σ
2
{(  
B(0,1)
|uε|2
)1/2
+ ε−10
∑
|α|≤m
( 
B(0,1)
|fα|2
)1/2}
. (5.5)
We first show that (5.5) implies (5.3). In fact, since uε − P 1(uε) is a weak solution of
Lεu+ λu =
∑
|α|≤m
Dαfα − λP 1(uε) in B(0, 1), (5.6)
according to (5.5), it holds that
( 
B(0,θ)
|uε − P θ(uε)|2
)1/2
=
(  
B(0,θ)
|(uε − P 1(uε))− P θ(uε − P 1(uε))|2
)1/2
≤ θ
m−σ
2
{( 
B(0,1)
|uε − P 1(uε)|2
)1/2
+ ε−10
∑
|α|≤m
( 
B(0,1)
|fα|2
)1/2
+ ε−10 λ
( 
B(0,1)
|P 1(uε)|2
)1/2}
≤ θ
m−σ
2
{
2
(  
B(0,1)
|uε − P 1(uε)|2
)1/2
+ ε−10
∑
|α|≤m
( 
B(0,1)
|fα|2
)1/2
+
√
λ
( 
B(0,1)
|uε|2
)1/2}
, (5.7)
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where we have used the linearity of Pm−1 and the property (i) of Lemma 3.1 for the first step and
have used the fact that λ ≤ ε20 for the last step. Moreover, since λ ∈ [0, 1), (5.5) implies that
θm
√
λ
(  
B(0,θ)
|uε|2
)1/2 ≤ θm−σ
2
{√
λ
(  
B(0,1)
|uε|2
)1/2
+ ε−10
∑
|α|≤m
( 
B(0,1)
|fα|2
)1/2}
. (5.8)
Combining (5.7) and (5.8), we obtain (5.3) immediately.
It remains to prove the claim. Note that if u ∈ Hm(B(0, 1/2);Rn) is a weak solution of
L0u = 0 in B(0, 1/2), (5.9)
by (3.1) and the interior Lipschitz estimate for higher-order elliptic systems (see e.g., [16]), we have
that for any θ ∈ (0, 1/8),( 
B(0,θ)
|u− P θ(u)|2
)1/2
+ θm
(  
B(0,θ)
|u|2
)1/2 ≤ C0θm(  
B(0,1/2)
|u|2
)1/2
, (5.10)
where C0 depends only on d,m, n and µ. Now choose θ ∈ (0, 1/8) so small that 2d/2C0θm < θm−σ2 .
Suppose that (5.5) does not hold for this θ and any ε0 ∈ (0, 1/2). Then there exist Al ⊂ A,
{εl} ⊂ R+, {λl} ⊂ [0, 1], {fα,l} ⊂ L2(B(0, 1);Rn) for each |α| ≤ m and {ul} ⊂ Hm(B(0, 1);Rn),
such that εl → 0, 0 ≤ λl ≤ ε2l ,
LAlεl (ul) + λlul =
∑
|α|≤m
Dαfα,l in B(0, 1),
and moreover, ( 
B(0,1)
|ul|2
)1/2
+ ε−1l
∑
|α|≤m
( 
B(0,1)
|fα,l|2
)1/2 ≤ 1, (5.11)
( 
B(0,θ)
|ul − P θ(ul)|2
)1/2
+ θm
( 
B(0,θ)
|ul|2
)1/2
>
θm−σ
2
. (5.12)
Thanks to Caccioppoli’s inequality (3.4), {ul} is bounded in Hm(B(0, 1/2);Rn). By passing to a
subsequence, we may assume that ul → u weakly in Hm(B(0, 1/2);Rn) and L2(B(0, 1);Rn), and
strongly in Hm−1(B(0, 1/2);Rn). Furthermore, note that λl → 0 and
∑
|α|≤mD
αfα,l → 0 strongly
in H−m(B(0, 1/2);Rn). It follows from Theorem 2.2 that u is a weak solution of
L0u = 0 in B(0, 1/2).
Letting l →∞, we obtain from (5.11) and (5.12) that(  
B(0,1)
|u|2
)1/2
≤ 1, (5.13)
and ( 
B(0,θ)
|u− P θ(u)|2
)1/2
+ θm
( 
B(0,θ)
|u|2
)1/2
≥ θ
m−σ
2
, (5.14)
where (5.13) is deduced from the weak convergence of {ul} in L2(B(0, 1);Rn), and property (iii) in
Lemma 3.1 is used to get (5.14). These two inequalities, together with (5.10), yield that θ
m−σ
2 ≤
2d/2C0θ
m, which contradicts the choice of θ. This completes the proof.
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Lemma 5.2. Let σ ∈ (0, 1), ε0 and θ be the constants given by Lemma 5.1. Let uε ∈
Hm(B(0, 1);Rn) be a weak solution of (5.4) in B(0, 1) and λ ∈ [0, ε20]. If 0 < ε < ε0θk−1 for
some k ≥ 1, then
( 
B(0,θk)
|uε − P θk(uε)|2
)1/2
+ θkm
√
λ
(  
B(0,θk)
|uε|2
)1/2
≤ θk(m−σ)
{(  
B(0,1)
|uε − P 1(uε)|2
)1/2
+
√
λ
( 
B(0,1)
|uε|2
)1/2
+ Ik
}
, (5.15)
where
Ik := ε
−1
0
∑
|α|≤m
k−1∑
l=0
θl(m−|α|+σ)
( 
B(0,θl)
|fα|2
)1/2
.
Proof. With Lemma 5.1 at our disposal, (5.15) follows from a standard induction argument on k as
[24, Lemma 6.6], where similar result was proved for second-order elliptic systems. Let us omit the
details and just mention that rescaling and property (ii) in Lemma 3.1 are used in the proof.
Proof of Theorem 5.1. Let ε0 and θ be given by Lemma 5.1. For the case λ ∈ [ε20R−2m, R−2m], uε
satisfies LA˜ε uε + λ˜uε =
∑
|α|≤mD
αf˜α in B, where A˜ = ε
2
0A, λ˜ = ε
2
0λ, f˜α = ε
2
0fα. If Theorem 5.1
holds for λ ∈ [0, ε20R−2m], we will obtain that for ε ≤ r ≤ R/2,(  
B(x0,r)
|∇muε|2
)1/2
+
√
λ˜
(  
B(x0,r)
|uε|2
)1/2
≤ Cσ
(R
r
)σ{
R−m
( 
B(x0,R)
|uε|2
)1/2
+
∑
|α|≤m
sup
r≤t≤R
tm−|α|
( 
B(x0,t)
|f˜α|2
)1/2}
,
where Cσ depends only on d,m, n, σ and A˜. This implies (5.2) directly. Thus, in the following we
suppose that λ ∈ [0, ε20R−2m].
By translation and dilation, we may assume that x0 = 0 and R = 1. We claim that( 
B(0,r)
|∇muε|2
)1/2
+
√
λ
(  
B(0,r)
|uε|2
)1/2 ≤ Cσ(1
r
)σ{( 
B(0,1)
|∇muε|2
)1/2
+
( 
B(0,1)
|uε|2
)1/2
+
∑
|α|≤m
sup
r≤t≤1
tm−|α|
(  
B(0,t)
|fα|2
)1/2}
, (5.16)
if λ ∈ [0, ε20], ε ≤ r ≤ 1. Obviously, (5.2) follows from (5.16) and Cacciopolli’s inequality (3.4).
It remains to prove (5.16). As the case r ≥ ε0θ is trivial, we may assume that r < ε0θ. If
ε0θ
k+1 ≤ r < ε0θk for some k ≥ 1, we have( 
B(0,r)
|∇muε|2
)1/2
+
√
λ
(  
B(0,r)
|uε|2
)1/2
≤ C
{( 
B(0,θk/2)
|∇muε|2
)1/2
+
√
λ
( 
B(0,θk/2)
|uε|2
)1/2}
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≤ Cθ−kσ
{( 
B(0,1)
|uε − P 1(uε)|2
)1/2
+
√
λ
( 
B(0,1)
|uε|2
)1/2
+ Ik
+
∑
|α|≤m
θk(m−|α|+σ)
( 
B(0,θk)
|fα|2
)1/2}
≤ Cr−σ
{( 
B(0,1)
|∇muε|2
)1/2
+
√
λ
( 
B(0,1)
|uε|2
)1/2
+ Ik+1
}
,
where we have used Cacciopolli’s inequality (3.9) and Lemma 5.2 for the second inequality as well
as property (iv) in Lemma 3.1 for the last step. Observing that
Ik ≤ C
∑
|α|≤m
sup
r≤t≤1
tm−|α|
( 
B(0,t)
|fα|2
)1/2
,
we obtain (5.16) and complete the proof.
Remark 5.1. Fixing x0 = 0 in Theorem 5.1, we can avoid the translations of A and use
Theorem 2.1 instead of Theorem 2.2 in the compactness argument of Lemma 5.1 without assuming
that A satisfies (2.10). This finally gives us (5.2) with x0 = 0 under the assumption that A ∈ B2(Rd)
and satisfies (1.3)–(1.4).
Now we provide a Liouville theorem for the higher-order elliptic systems with B2-coefficients.
Corollary 5.1. Assume that A ∈ B2(Rd) satisfies (1.3)–(1.4). Let u ∈ Hmloc(Rd;Rn) be a weak
solution of L1u = 0 in Rd. Suppose that there exist a constant Cu > 0 and some δ > 0 such that( 
B(0,R)
|u|2
)1/2
≤ CuRm−δ for any R > 1. (5.17)
Then u ∈ Pm−1.
Proof. Thanks to Remark 5.1, for 1 < r < R/2 and any σ ∈ (0, 1) we have( 
B(0,r)
|∇mu|2
)1/2
≤ Cσ
(R
r
)σ
R−m
(  
B(0,R)
|u|2
)1/2
≤ Cσ,ur−σRσ−δ. (5.18)
By choosing σ < δ and letting R → ∞, we see that ∇mu = 0 in B(0, r). Since r > 1 is arbitrary,
it follows that ∇mu = 0 in Rd, which implies that u ∈ Pm−1.
As an application of Theorem 5.1, we obtain the following result.
Theorem 5.2. Let u be the solution of
(−1)m
∑
|α|=|β|=m
Dα(AαβDβu) + T−2mu =
∑
|α|≤m
Dαfα in R
d, (5.19)
given by Proposition 4.1, where fα ∈ L2loc,unif(Rd;Rn) for each |α| ≤ m. Then for 2 ≤ q ≤ q+,
σ ∈ (0, 1) and 1 ≤ r ≤ T , we have
‖∇mu‖Sqr + T−m‖u‖S2r ≤ Cσ
(T
r
)σ{ ∑
|α|<m
sup
r≤t≤T
tm−|α|‖fα‖S2t +
∑
|α|=m
‖fα‖Sqr
}
, (5.20)
where q+ > 2 is given in Lemma 3.3 and Cσ depends only on d,m, n, σ and A.
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Proof. The case T/2 ≤ r ≤ T follows directly from (4.2). For the case 1 ≤ r ≤ T/2, by Theorem
5.1 with ε = 1, λ = T−2m, R = T , and Meyers’ reverse Ho¨lder inequality (3.10), we obtain for
x0 ∈ Rd,( 
B(x0,r)
|∇mu|q
)1/q
+ T−m
(  
B(x0,r)
|u|2
)1/2 ≤ Cσ(T
r
)σ{
T−m
(  
B(x0,T )
|u|2
)1/2
+
∑
|α|<m
sup
r≤t≤T
tm−|α|
( 
B(x0,t)
|fα|2
)1/2
+
∑
|α|=m
sup
r≤t≤T
(  
B(x0,t)
|fα|q
)1/q}
, (5.21)
where 2 ≤ q ≤ q+. Taking the supremum over x0 ∈ Rd, it yileds
‖∇mu‖Sqr + T−m‖u‖S2r ≤Cσ
(T
r
)σ{ ∑
|α|<m
sup
r≤t≤T
tm−|α|‖fα‖S2t +
∑
|α|=m
sup
r≤t≤T
‖fα‖Sqt
}
≤Cσ
(T
r
)σ{ ∑
|α|<m
sup
r≤t≤T
tm−|α|‖fα‖S2t +
∑
|α|=m
‖fα‖Sqr
}
, (5.22)
where Proposition 4.1 is used for the first inequality, and ‖f‖Sqt ≤ ‖f‖Sqr is used for the second.
Corollary 5.2. Let T > 1 and σ ∈ (0, 1). Then for any 1 ≤ r ≤ T ,
‖∇mχT ‖Sqr + T−m‖χT ‖S2r ≤ Cσ
(
T
r
)σ
, (5.23)
‖∇m(χT − χT˜ )‖Sqr + T−m‖χT − χT˜ ‖S2r ≤ Cσ
(
T
r
)σ
sup
r≤t≤T
tm‖T−2mχT˜ ‖S2t , (5.24)
for any T˜ ≥ T , where 2 ≤ q ≤ q+ and Cσ depends only on d,m, n, σ and A.
Proof. The results are obtained by applying Theorem 5.2 to the equations of χT and χT − χT˜
respectively, where u = χT − χT˜ satisfies
(−1)m
∑
|α|=|β|=m
Dα(AαβDβu) + T−2mu = −(T−2m − T˜−2m)χT˜ in Rd, (5.25)
and 0 ≤ T−2m − T˜−2m ≤ T−2m.
6 A quantitative ergodic theorem for the higher-order case
In this part, inspired by [1, 24], we present a generalized quantitative ergodic theorem to bound
‖f‖S21 with the higher-order differences and the S2R-norm of the derivatives of f up to certain order.
Let f ∈ L1loc,unif(Rd). We define
ωk(f ;L,R) := sup
y1∈Rd
inf
|z1|≤L
· · · sup
yk∈Rd
inf
|zk|≤L
‖∆y1z1 · · ·∆ykzk(f)‖S2R , (6.1)
21
where 0 < L,R <∞ and k ≥ 1. Throughout this section, we also define
u(x, t) := f ∗ Φt(x), (6.2)
where
Φt(y) = t
−d/2Φ(y/
√
t) = cdt
−d/2 exp(−|y|2/(4t))
is the standard heat kernel. Thus u satisfies the heat equation ∂tu = ∆xu.
The following two lemmas were obtained in [1] and [24].
Lemma 6.1. Let u be defined as (6.2). Then for 0 < R <∞,
‖f‖S2
R
≤ C{‖u(·, R2)‖∞ +R‖∇f‖S2
R
},
where C depends only on d.
Lemma 6.2. Assume f ∈ L1loc,unif(Rd) and 〈f〉 = 0. Let u be defined as (6.2). Then for every
k ∈ N+, 0 < R,L <∞ and t ≥ kR2,
‖u(·, t)‖L∞ ≤ Ck
{
ωk(f ;L,R) + exp
(
− ct
kL2
)
‖f‖S2
R
}
, (6.3)
‖∇xu(·, t)‖L∞ ≤ C
k
√
t
{
ωk(f ;L,R) + exp
(
− ct
kL2
)
‖f‖S2
R
}
, (6.4)
where C and c depend only on d.
Lemma 6.3. Assume f ∈ H lloc(Rd) for some l ∈ N+ such that ∇if ∈ L2loc,unif(Rd), i =
0, 1, · · · , l, and 〈f〉 = 0. Let n = ⌈ l2⌉, i.e. the smallest integer larger than l2 , and let u be defined
as (6.2). Then for every k ∈ N+ and T > 1,
‖u(·, 1)‖L∞ ≤C
n−1∑
i=0
T 2i inf
1≤L≤T
{
ωk(∇2if ;L, T ) + exp
(
−cT
2
L2
)
‖∇2if‖S2
T
}
+ C
ˆ T
1
tl−1 inf
1≤L≤t
{
ωk(∇lf ;L, t) + exp
(
−ct
2
L2
)
‖∇lf‖S2t
}
, (6.5)
where C and c depend only on d and k.
Proof. Since ∂tu = ∆xu, by iteration we may deduce that
‖u(·, 1)‖L∞ ≤
n−1∑
i=0
T 2i‖∂isu(·, T 2)‖L∞ +
ˆ T 2
1
sn−1‖∂ns u(·, s)‖L∞ds
≤
n−1∑
i=0
T 2i‖∇2ix u(·, T 2)‖L∞ +
ˆ T 2
1
sn−1‖∇2nx u(·, s)‖L∞ds. (6.6)
Note that 〈∇if〉 = 0 for i = 0, 1, · · · , l. For i ≤ n− 1, by (6.3) with T = cR,
‖∇2ix u(·, T 2)‖L∞ ≤ C inf
1≤L≤T
{
ωk(∇2if ;L, T ) + exp
(
−cT
2
L2
)
‖∇2if‖S2
T
}
. (6.7)
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To estimate ‖∇2nx u(·, s)‖L∞ , we divide the analysis into two cases. If n = l2 , we apply (6.3) with
R = c
√
s to obtain directly
‖∇2nx u(·, s)‖L∞ ≤ C inf
1≤L≤√s
{
ωk(∇lf ;L,
√
s) + exp
(
− cs
L2
)
‖∇lf‖S2√
s
}
. (6.8)
If n = l+12 , we use the equality
∇2nx u(·, s) = ∇x(∇lxf ∗Φt)
and (6.4) with R = c
√
s to obtain
‖∇2nx u(·, s)‖L∞ ≤
C√
s
inf
1≤L≤√s
{
ωk(∇lf ;L,
√
s) + exp
(
− cs
L2
)
‖∇lf‖S2√
s
}
. (6.9)
As a result, by a change of variable t =
√
s,
ˆ T 2
1
sn−1‖∇2nx u(·, s)‖L∞ds ≤ C
ˆ T
1
tl−1 inf
1≤L≤t
{
ωk(∇lf ;L, t) + exp
(
−ct
2
L2
)
‖∇lf‖S2t
}
, (6.10)
which, together with (6.6) and (6.7), gives (6.5).
Theorem 6.1. Let f ∈ H lloc(Rd) such that ∇if ∈ L2loc,unif(Rd), i = 0, 1, · · · , l, and 〈f〉 = 0.
Then for any k ≥ 1 and T ≥ 2,
‖f‖S21 ≤ C
l−1∑
i=0
T i inf
1≤L≤T
{
ωk(∇if ;L, T ) + exp
(
−cT
2
L2
)
‖∇if‖S2
T
}
+ C
ˆ T
1
tl−1 inf
1≤L≤t
{
ωk(∇lf ;L, t) + exp
(
−ct
2
L2
)
‖∇lf‖S2t
}
dt, (6.11)
where C depends only on d, k and l, and c depends only on d and k.
Proof. Applying Lemma 6.1 repeatedly, we have
‖f‖S21 ≤ C
l−1∑
i=0
‖∇iu(·, 1)‖L∞ + C‖∇lf‖S21 , (6.12)
where C depends only on d and l. In view of the fact
∇iu(·, 1) = ∇if ∗ Φ1
with ∇if ∈ H l−iloc (Rd), it follows from Lemma 6.3 that
l−1∑
i=0
‖∇iu(·, 1)‖L∞ ≤ C
l−1∑
i=0
⌈ l−i
2
⌉−1∑
j=0
T 2j inf
1≤L≤T
{
ωk(∇2j∇if ;L, T ) + exp
(
−cT
2
L2
)
‖∇2j∇if‖S2
T
}
+ Cl
ˆ T
1
tl−1 inf
1≤L≤t
{
ωk(∇lf ;L, t) + exp
(
−ct
2
L2
)
‖∇lf‖S2t
}
dt,
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where C and c depend only on d and k. For j ≤ ⌈ l−i2 ⌉ − 1,
2j + i ≤ l − i+ 1− 2 + i = l − 1.
Thus,
l−1∑
i=0
‖∇iu(·, 1)‖L∞ ≤ C
l−1∑
j=0
T j inf
1≤L≤T
{
ωk(∇jf ;L, T ) + exp
(
−cT
2
L2
)
‖∇jf‖S2
T
}
+ C
ˆ T
1
tl−1 inf
1≤L≤t
{
ωk(∇lf ;L, t) + exp
(
−ct
2
L2
)
‖∇lf‖S2t
}
dt, (6.13)
where C depends only on d, k and l. Finally, noticing that ‖∇lf‖S21 is bounded by the second
integral in the r.h.s. of (6.13) over [1, 2], we get (6.11).
7 Estimates of approximate correctors
In this section we give some crucial estimates of approximate correctors using the large-scale Ho¨lder
estimates in Section 5 and the quantitative ergodic theorem in Section 6. Based on these estimates,
we provide the proofs of Theorems 1.1 and 1.2.
Recall that the difference operator for y, z ∈ Rd is defined by
∆yzf(x) := f(x+ y)− f(x+ z).
Let
P = Pk = {(y1, z1), (y2, z2), . . . , (yk, zk)},
where (yi, zi) ∈ Rd × Rd. We define the higher-order difference for P by
∆P (f) := ∆y1z1 · · ·∆ykzk(f) (7.1)
(if k = 0, then P = ∅ and ∆P (f) = f). Observe that
∆P (fg)(x) =
∑
Q⊂P
∆Q(f)(x+ zj1 + · · ·+ zjt) ·∆P\Q(g)(x + yi1 + · · ·+ yil), (7.2)
where the sum is taken over all 2k subsets Q = {(yi1 , zi1), . . . , (yil , zil)} of P , with P \ Q =
{(yj1 , zj1), . . . , (yjt , zjt)}. Here, i1 < · · · < il, j1 < · · · < jt, and l + t = k. By Ho¨lder’s inequality,
this implies for 1r ≥ 1p + 1q ,
‖∆P (fg)‖Sr
R
≤
∑
Q⊂P
‖∆Q(f)‖Sp
R
‖∆P\Q(g)‖Sq
R
. (7.3)
To estimate ‖∇lχT ‖S21 , we follow the idea of Theorem 6.1 to figure out ωk(∇lχT ;L,R). To
this aim, we need the following lemma, which generalizes Theorem 5.2 and Lemma 4.1 in terms of
higher-order differences.
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Lemma 7.1. Suppose that A ∈ APW 2(Rd) satisfies (1.3)–(1.4) and the assumptions of Theo-
rem 5.2 hold. Let k ≥ 0, P = Pk, and let q+ be given in Lemma 3.3. Then for any 1 ≤ r ≤ T and
σ ∈ (0, 1),
‖∆P (∇mu)‖Sqr + T−m‖∆P (u)‖S2r
≤ Cσ
(
T
r
)σ { ∑
|α|<m
sup
r≤t≤T
tm−|α|‖∆P (fα)‖S2t +
∑
|α|=m
‖∆P (fα)‖Sq0r
}
+ Cσ
(
T
r
)σ ∑
P=Q0∪Q1∪···∪Ql
‖∆Q1A‖Spr · · · ‖∆QlA‖Spr (7.4)
·
{ ∑
|α|<m
sup
r≤t≤T
tm−|α|‖∆Q0(fα)‖S2t +
∑
|α|=m
‖∆Q0(fα)‖Sq0r
}
,
and for any r ≥ T ,
‖∆P (∇mu)‖Sqr + T−m‖∆P (u)‖S2r ≤ C
∑
|α|≤m
Tm−|α|‖∆P (fα)‖Sq0r
+ C
∑
P=Q0∪Q1∪···∪Ql
‖∆Q1A‖Spr · · · ‖∆QlA‖Spr
( ∑
|α|≤m
Tm−|α|‖∆Q0(fα)‖Sq0r
)
, (7.5)
where 2 ≤ q ≤ q0 ≤ q+, 1q − 1q0 ≥ kp , Cσ depends only on d,m, n, k, σ and A, and C depends on
d,m, n, k and µ. The sums in (7.4) and (7.5) are taken over all partitions of P = Q0∪Q1∪· · ·∪Ql
with 1 ≤ l ≤ k − 1 and Qj 6= ∅ for j = 1, . . . , l.
Proof. The lemma is proved by an induction argument on k based on Theorem 5.2 and Lemma 4.1.
Since the analysis is rather similar to the one of [24, Lemma 8.1] for second-order elliptic systems,
we omit the details for concision.
Let ρk(L,R) be defined as
ρk(L,R) = sup
y1∈Rd
inf
|z1|≤L
· · · sup
yk∈Rd
inf
|zk|≤L
∑
‖∆Q1(A)‖Sp
R
· · · ‖∆Ql(A)‖SpR , (7.6)
where the sum is taken over all partitions of P = Q1 ∪ · · · ∪Ql with 1 ≤ l ≤ k, and p is given by
k
p =
1
2 − 1q+ , with q+ being the exponent in Lemma 3.3. We may assume q+ ≤ 2(k + 1), thereby
q+ ≤ p.
Corollary 7.1. Suppose that A ∈ APW 2(Rd) satisfies (1.3)–(1.4) and T ≥ 1. Then for any
σ ∈ (0, 1), k ≥ 1 and 0 < L <∞, if 1 ≤ R ≤ T , we have∑
l≤m
T l−mωk(∇lχT ;L,R) ≤ Cσ
(
T
R
)σ
ρk(L,R), (7.7)
where Cσ depends only on d,m, n, k, σ and A; if R ≥ T , we have∑
l≤m
T l−mωk(∇lχT ;L,R) ≤ Cρk(L,R), (7.8)
where C depend on d,m, n, k and µ.
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Now we are in a position to establish some further estimates on ‖∇lχT ‖S21 , 0 ≤ l ≤ m.
Proof of Theorem 1.1. Since (1.7) follows from (5.23), it is sufficient to prove (1.8). By applyying
Theorem 6.1 to ∇lχT , 0 ≤ l ≤ m− 1, we get
‖∇lχT ‖S21 ≤ C
m−l−1∑
i=0
T i inf
1≤L≤T
{
ωk(∇i∇lχT ;L, T ) + exp
(
−cT
2
L2
)
‖∇i∇lχT ‖S2
T
}
+ C
ˆ T
1
tm−l−1 inf
1≤L≤t
{
ωk(∇m−l∇lχT ;L, t) + exp
(
−ct
2
L2
)
‖∇m−l∇lχT ‖S2t
}
dt
≤ C
m−l−1∑
i=0
T i inf
1≤L≤T
{
ρk(L, T )T
m−l−i + exp
(
−cT
2
L2
)
Tm−l−i
}
+ C
ˆ T
1
tm−l−1 inf
1≤L≤t
{
ρk(L, t)
(
T
t
)σ
+ exp
(
−ct
2
L2
)(
T
t
)σ }
dt
≤ CTm−l inf
1≤L≤T
{
ρk(L, T ) + exp
(
−cT
2
L2
)}
+ C
ˆ T
1
tm−l−1 inf
1≤L≤t
{
ρk(L, t) + exp
(
−ct
2
L2
)}(T
t
)σ
dt, (7.9)
where we have used Corollary 7.1, (4.7) and (5.23). Since the first term in the r.h.s. of (7.9) is
bounded by the last integral in (7.9) from T/2 to T , we obtain (1.8) immediately.
Under additional conditions on ρk, it is possible to establish estimates similar to (1.7) on ∇lχT
for 0 ≤ l ≤ m− 1.
Corollary 7.2. Let 0 ≤ l ≤ m− 1. Suppose there exist some k ≥ 1 and θ ≥ 0 such that
ρk(L,L) ≤ CL−θ for any L ≥ 1. (7.10)
Then for any ϑ > max(0,m− l − θ), T ≥ 1,
‖∇lχT‖S21 ≤ CϑT
ϑ, (7.11)
where Cϑ depends only on d,m, n, k, l, θ, ϑ and A.
Proof. Let T ≥ 2. By choosing L = tδ in (1.8) with δ ∈ (0, 1),
‖∇lχT ‖S21 ≤ CσT
σ
ˆ T
1
tm−l−1−σ
{
t−θδ + exp
(
−ct2(1−δ)
)}
dt
≤ CσT σ
ˆ T
1
tm−l−1−σ−θδdt+ Cσ,δT σ, (7.12)
where Cσ,δ depends only on d,m, n, k, σ, δ and A. If θ > m − l − 1, we can choose σ > m − l − θ
arbitrarily, and δ close enough to 1 depending on θ, σ,m, l, such that θδ + σ > m − l. We then
obtain for any σ > max(0,m − l − θ),
‖∇lχT ‖S21 ≤ CσT
σ.
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If θ ≤ m− l − 1, then θδ + σ < m− l for any σ, δ ∈ (0, 1). Direct calculations imply that,
‖∇lχT ‖S21 ≤
Cσ
m− l − σ − θδT
m−l−θδ + Cσ,δT σ.
Since δ is arbitrary and σ < m− l − θδ, we obtain for any ϑ > m− l − θ ≥ 1,
‖∇lχT‖S21 ≤ CϑT
ϑ.
Therefore the proof of (7.11) is done for T ≥ 2. The estimate (7.11) for 1 ≤ T ≤ 2 follows easily
from the one for T = 2, and the proof is thus complete.
Proof of Theorem 1.2. Thanks to (1.7) and Corollary 7.2, under the assumption (1.10) with θ > m,
we have
‖∇lχT ‖S21 ≤ CσT
σ, (7.13)
for any σ ∈ (0, 1), T ≥ 1 and 0 ≤ l ≤ m. Set g = χT − χT˜ , where T ≤ T˜ ≤ 2T . By Corollary 5.2
and (7.13), we obtain for any T ≥ 1 and σ ∈ (0, 1),∑
l≤m
T l−m‖∇lg‖S21 ≤ CσT
σ−m. (7.14)
This means that, for 1 ≤ l ≤ m, {∇lχT } is convergent with respect to the norm ‖ · ‖S21 as T →∞,
and thereby ‖∇lχT ‖S21 ≤ C for T ≥ 1. Likewise, if there exists some ϑ > 0 such that for any T ≥ 1,
‖g‖S21 ≤ CϑT
−ϑ, (7.15)
then we can conclude that {χT } is also convergent with respect to the norm ‖ · ‖S21 as T → ∞,
and ‖χT ‖S21 ≤ C. Denote the limit of χT as χ. Since ∇lχT ∈ APW 2(Rd) and ‖g‖W 2 ≤ ‖g‖S21 , we
obtain that ∇lχ ∈ APW 2(Rd) for each 0 ≤ l ≤ m, which obviously satisfies∑
|α|=|β|=m
Dα(AαβDβu) = −
∑
|α|=|β|=m
Dα(AαβDβP ) in Rd.
Therefore, it remains to show (7.15). Let u(x, t) = g ∗Φt(x). In view of Lemma 6.1 and (7.14),
it is sufficient to prove
‖u(·, 1)‖L∞ ≤ CT−ϑ. (7.16)
By (6.3) and the fact that g ∈ APW 2(Rd), we know that ‖u(·, t)‖L∞ → 0 as t→∞. Therefore,
‖u(·, 1)‖L∞ ≤
ˆ ∞
1
‖∂tu(·, t)‖L∞dt ≤
ˆ ∞
1
‖∇x(∇g ∗ Φt)‖L∞dt
≤ Ct0‖∇g‖S21 +
ˆ ∞
t20
‖∇x(∇g ∗ Φt)‖L∞dt
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≤ Ct0T σ−1 +
ˆ ∞
t20
{
‖∇x(∇χT ∗ Φt)‖L∞ + ‖∇x(∇χT˜ ∗Φt)‖L∞
}
dt, (7.17)
where t0 > 1 is to be determined later and we have used estimate (see [1, p.402])
‖∇x(∇g ∗Φt)‖L∞ ≤ Ct−1/2‖∇g‖S21 for any t ≥ 1
and (7.14) for the last two steps, respectively. Since T ≤ T˜ ≤ 2T and ‖∇χT ‖S21 ≤ C, using (6.4)
and the change of variables, the second term in the r.h.s. (7.17) can be bounded by
C
ˆ ∞
t0
inf
1≤L≤t
{
Tm−1+σρk(L, t) + exp(−ct
2
L2
)
}
dt. (7.18)
Now choose L = tδ with δ ∈ (0, 1). If δ is large enough such that θδ > 1, then (7.18) may be
bounded by
C
ˆ ∞
t0
{
Tm−1+σt−θδ + exp(−ct2(1−δ))
}
dt ≤ Cδ,σTm−1+σt1−θδ0 ,
which, together with (7.17), gives
‖u(·, 1)‖L∞ ≤ Ct0T σ−1 + Cδ,σTm−1+σt1−θδ0 .
To determine t0, let t0T
σ−1 = Tm−1+σt1−θδ0 , i.e. t0 = T
m
θδ . Then
‖u(·, 1)‖L∞ ≤ CT mθδ+σ−1, (7.19)
where mθδ + σ − 1 < 0 if δ is close to 1 and σ is small enough (since θ > m). This completes the
proof.
Corollary 7.3. Suppose the assumptions of Theorem 1.2 hold. Then
‖∇mχT − ψ‖S2
T
≤ CT−m, (7.20)
where ψ is the solution of equation (2.5) in Vn.
Proof. Applying Lemma 4.1 to (5.25), we obtain
‖∇m(χT − χT˜ )‖S2R ≤ CT
−m‖χT˜ ‖S2R ≤ CT
−m (7.21)
for any R ≥ T and T˜ ≥ T , where Theorem 1.2 was used. As shown in Theorem 1.2, ∇mχT˜ → ∇mχ
with respect to the norm ‖ · ‖S21 as T˜ →∞. By (4.11) and the uniqueness of ψ in Vn, ψ = ∇mχ ∈
APW 2(Rd). Thus by letting T˜ →∞ in (7.21),
‖∇mχT − ψ‖S2
R
≤ CT−m,
which gives the desired result.
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8 Estimates on the dual approximate correctors
For 1 ≤ i, j ≤ n, |α| = |β| = m, let BαβT = (BαβT,ij) be defined as
BαβT,ij(y) := A
αβ
ij (y) +
∑
|γ|=m
Aαγik (y)D
γχβT,kj(y)− Âαβij . (8.1)
We introduce the dual approximate correctors φT = (φ
αβ
T,ij) given by the solution to
(−∆)mφαβT,ij + T−2mφαβT,ij = BαβT,ij − 〈BαβT,ij〉 in Rd. (8.2)
We shall establish several crucial estimates on φT , which will be used to derive the convergence
rate.
Lemma 8.1. Let u be the weak solution of
(−∆)mu+ T−2mu = f in Rd,
given by Proposition 4.1, where f ∈ L2loc,unif(Rd). Then for any 0 < R <∞,
T−m‖∇mu‖S2
R
+ T−2m‖u‖S2
R
≤ C‖f‖S2
R
,
‖∇2mu‖S2
R
≤ C log
(
2 +
T
R
)
‖f‖S2
R
,
where C depends only on m and d.
Proof. The proof for the case d ≥ 2m and d is odd follows from the estimate on the fundamental
solution Γ(x) of the operator (−∆)m + 1 in Rd with pole at the origin (see e.g. [11, 7]),
|∇lΓ(x)| ≤ C|x|2m−d−le−c|x|, l ≥ 0,
and some singular integral estimates. As the analysis is almost the same as [24, Lemma 9.2], let
us omit the details. The proof for the other cases follows from the method of descending, i.e., by
introducing dummy variables and consider the equations in Rd with d ≥ 2m and d odd.
Lemma 8.2. Assume that A ∈ APW 2(Rd) and satisfies (1.3)–(1.4). Let T > 1, σ ∈ (0, 1).
Then for any 0 ≤ l ≤ 2m, if 1 ≤ R ≤ T ,
‖∇lφT ‖S2
R
≤ CσT 2m−l
(
T
R
)σ
, (8.3)
where Cσ depends only on d,m, n, σ and A; if R ≥ T ,
‖∇lφT ‖S2
R
≤ CT 2m−l, (8.4)
where C depends only on d,m, n, µ.
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Proof. Note that by (5.23) and (4.7),

‖Aαβ +∑|γ|=mAαγDγχβT ‖S2R ≤ Cσ (TR)σ for any 1 ≤ R ≤ T, σ ∈ (0, 1),
‖Aαβ +∑|γ|=mAαγDγχβT ‖S2R ≤ C for any R ≥ T,
(8.5)
where Cσ depends only on d,m, n, σ,A, and C depends only on d,m, n, µ. Applying Lemma 8.1 to
equation (8.2), we obtain that

∑
l≤2m T
−2m+l‖∇lφT ‖S2
R
≤ Cσ
(
T
R
)σ ‖BT − 〈BT 〉‖S2
R
for 1 ≤ R ≤ T,
∑
l≤2m T
−2m+l‖∇lφT ‖S2
R
≤ C‖BT − 〈BT 〉‖S2
R
for R ≥ T.
(8.6)
Combining (8.5), (8.6) and the fact
‖BT − 〈BT 〉‖S2
R
≤ 2‖Aαβ +
∑
|γ|=m
AαγDγχβT ‖S2R ,
we obtain (8.3) and (8.4) immediately.
Lemma 8.3. Assume that A ∈ APW 2(Rd) and satisfies (1.3)–(1.4). Let T > 1, k ≥ 1 and
σ ∈ (0, 1). Then for any 0 ≤ l ≤ 2m,
ωk(∇lφT ;L,R) ≤ CσT 2m−l
(
T
R
)σ
ρk(L,R) for 1 ≤ R ≤ T, (8.7)
where Cσ depends only on d,m, n, σ and A, and
ωk(∇lφT ;L,R) ≤ CT 2m−lρk(L,R) for R ≥ T, (8.8)
where C depends only on d,m, n, µ.
Proof. Since the proofs of (8.7) and (8.8) are rather similar, we only provide the details for the one
of (8.7). Applying the operator ∆P to equation (8.2), we have
(−∆)m∆PφαβT + T−2m∆PφαβT = ∆PBαβT in Rd,
which, in view of Lemma 8.1, implies that, for 1 ≤ R ≤ T and σ ∈ (0, 1),
∑
l≤2m
T−2m+l‖∆P∇lφT ‖S2
R
≤ Cσ
(
T
R
)σ
‖∆PBT ‖S2
R
,
where Cσ depends only on d,m, n, σ and A. As a result, for any 1 ≤ R ≤ T ,
∑
l≤2m
T−2m+lωk(∇lφT ;L,R) ≤ Cσ
(
T
R
)σ
ωk(BT ;L,R). (8.9)
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It remains to calculate ωk(BT ;L,R). Let p, q satisfy
k
p =
1
2 − 1q+ and k−1p + 1q = 12 . Noticing that
∆PBT = ∆PA+
∑
Q⊂P
∆PA ·∆P (∇mχT ),
it follows from Ho¨lder’s inequality that
‖∆PBT ‖S2
R
≤ ‖∆PA‖S2
R
+ ‖A‖L∞‖∆P (∇mχT )‖S2
R
+
∑
Q⊂P,Q 6=∅
‖∆QA‖Sp
R
‖∆P\Q(∇mχT )‖Sq
R
,
from which and Lemma 7.1, we obtain
‖∆PBT ‖S2
R
≤ Cσ
(
T
R
)σ ∑
Q1∪···∪Ql=P
‖∆Q1A‖Sp
R
· · · ‖∆QlA‖SpR .
This yields, for any 1 ≤ R ≤ T and σ ∈ (0, 1),
ωk(BT ;L,R) ≤ Cσ
(
T
R
)σ
ρk(L,R). (8.10)
Combining (8.9) and (8.10), we get (8.7) and complete the proof.
Following the arguments in Section 7, we may obtain some further estimates on φT .
Theorem 8.1. Assume that A ∈ APW 2(Rd) and satisfies (1.3)–(1.4). Let k ≥ 1, σ ∈ (0, 1).
Then for any T ≥ 2 and 0 ≤ l < 2m,
‖∇lφT ‖S21 ≤ Cσ
ˆ T
1
t2m−l−1 inf
1≤L≤t
{
ρk(L, t) + exp
(
−ct
2
L2
)}(T
t
)σ
dt, (8.11)
where Cσ depends only on d,m, n, k, σ and A, and c depends only on d and k. Furthermore, if
condition (1.10) is satisfied for some k ≥ 1 and θ > m, then for any T ≥ 1,
‖∇lφT ‖S21 ≤ C if m ≤ l ≤ 2m,
‖∇lφT ‖S21 ≤ CT
m−l if l < m.
(8.12)
Proof. We give a sketch of the proof here and refer readers to Section 7 for more details. Similar
to Theorem 1.1, (8.11) follows from Theorem 6.1 and Lemmas 8.2, 8.3.
To prove (8.12), we note that by (8.11) and direct computations,
‖∇lφT ‖S21 ≤ CϑT
ϑ for any ϑ > max{0, 2m − l − θ}.
Let g := φT − φT˜ with T ≤ T˜ ≤ 2T . Then applying Lemma 8.1 to the equation of g and using the
estimate (7.14), we obtain that
‖∇lg‖S21 ≤ CσT
m−l+σ for l ≤ 2m. (8.13)
Furthermore, by the argument used in the proof of (7.15), (8.13) can be improved as
‖∇lg‖S21 ≤ CσT
m−l−σ for l < 2m. (8.14)
Now the desired results follow from (8.13) and (8.14).
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By the definition of χT , we know that∑
|α|=m
DαBαβT,ij = (−1)m+1T−2mχβT,ij.
Setting
hβT,ij =
∑
|α|=m
DαφαβT,ij, (8.15)
(8.2) implies that hT = (h
β
T,ij) satisfies the equation
(−∆)mhβT,ij + T−2mhβT,ij = (−1)m+1T−2mχβT,ij in Rd. (8.16)
Thanks to Lemma 8.1, we have the following theorem.
Theorem 8.2. Let hT be defined as in (8.15). Then the following estimate holds with C
depending only on m and d,
Tm‖∇mhT ‖S21 ≤ C‖χT ‖S21 . (8.17)
9 Convergence rates
We begin with introducing smoothing operators Sε and Kε,δ. Let ζ ∈ C∞c (B(0, 1)) be a nonnegative
function with
´
Rd
ζ = 1, and ζε(x) = ε
−dζ(x/ε). Define
Sε(f)(x) = ζε ∗ f(x) =
ˆ
Rd
ζε(y)f(x− y)dy.
Note that, for 1 ≤ p ≤ ∞,
‖Sεf‖Lp(Rd) ≤ ‖f‖Lp(Rd). (9.1)
It is known that (see, e.g., [23, Lemma2.1]) if f ∈ Lp(Rd) and g ∈ Lploc,unif(Rd), then
‖g(x/ε)Sε(f)‖Lp(Rd) ≤ sup
x∈Rd
( 
B(x,1)
|g|p
)1/p
‖f‖Lp(Rd), (9.2)
and for f ∈W 1,p(Rd),
‖Sε(f)− f‖Lp(Rd) ≤ Cε‖∇f‖Lp(Rd), (9.3)
where C depends only on d.
In the following, we suppose Ω ⊂ Rd is a bounded Lipschitz domain. Let δ ≥ 2ε be a small
parameter to be determined and ηδ ∈ C∞c (Ω) be a cut-off function satisfying that,
ηδ = 0 in Ωδ := {x ∈ Ω : dist(x, ∂Ω) < δ}, ηδ = 1 in Ω \ Ω2δ,
0 ≤ ηδ ≤ 1, |∇lηδ| ≤ Cδ−l, l ≤ m.
Define Kε,δf(x) = Sε(ηδf)(x). Then supp(Kε,δf) ⊂ Ω \ Ωε, since δ ≥ 2ε.
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Lemma 9.1 (see e.g. [22]). Let Ω be a bounded Lipschitz domain. Then for any u ∈ H1(Rd),
ˆ
Ωε
|u|2 ≤ Cε‖u‖H1(Rd)‖u‖L2(Rd), (9.4)
where C depends only on Ω.
Lemma 9.2. Assume that Ω is a bounded Lipschitz domain and A ∈ APW 2(Rd) satisfies
(1.3)–(1.4). Let uε be the weak solution of Dirichlet problem (1.1) and u0 be the weak solution
of the homogenized problem defined in Corollary 2.1. Suppose further u0 ∈ Hm+1(Ω;Rn) with
u˜0 ∈ Hm+1(Rd;Rn) being its extension. Set
ωε := uε − u0 − εm
∑
|γ|=m
χγT (x/ε)Kε,δ(D
γu0), (9.5)
with 2ε ≤ δ ≤ 2. Then for any ϕ ∈ Hm0 (Ω;Rn), we have∣∣∣∣ ∑
|α|=|β|=m
ˆ
Ω
Aαβ(x/ε)DβωεD
αϕ
∣∣∣∣
≤ C
{
δ + T−m‖χT ‖S21 + T
−2m‖φT ‖S21 + ε
∑
l<m
[‖∇m+lφT ‖S21 + ‖∇lχT ‖S21 ]
+ ‖∇mχT − ψ‖B2
}
· {‖∇mϕ‖L2(Ω) + δ−1/2‖∇mϕ‖L2(Ω3δ)}‖∇mu0‖H1(Ω), (9.6)
and∣∣∣∣ ∑
|α|=|β|=m
ˆ
Ω
Aαβ(x/ε)DβωεD
αϕ
∣∣∣∣
≤ C
{
δ + T−m‖χT ‖S21 + T
−2m‖φT ‖S21 + ‖∇
mχT − ψ‖B2 + ε
∑
l<m
[‖∇m+lφT ‖S21 + ‖∇lχT ‖S21 ]
}
· {‖∇m+1u0‖L2(Ω\Ωδ) + δ−1‖∇mu0‖L2(Ω2δ) + ‖∇mu0‖L2(Ω)}‖∇mϕ‖L2(Ω), (9.7)
where C depends only on m,n,A and Ω.
Proof. Using the equations of uε and u0, a direct computation shows that for any ϕ ∈ Hm0 (Ω;Rn),∑
|α|=|β|=m
ˆ
Ω
Aαβ(x/ε)DβωεD
αϕ
=
∑
|α|=|β|=m
ˆ
Ω
(Âαβ −Aαβ(x/ε))(Dβu0 −Kε,δ(Dβu0))Dαϕ
−
∑
|α|=|β|=m
ˆ
Ω
BαβT (x/ε)Kε,δ(D
βu0)D
αϕ
−
∑
|α|=|β|=m
ˆ
Ω
Aαβ(x/ε)
∑
|γ|=m
∑
β1<β
εm−|β1|Dβ1χγT (x/ε)D
β2Kε,δ(D
γu0)D
αϕ
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.
= I1 + I2 + I3, (9.8)
where
BαβT (y) := A
αβ(y) +
∑
|γ|=m
Aαγ(y)DγχβT (y)− Âαβ,
and β1 < β means β1 is a subindex of β, i.e. there exists a multi-index β
′ 6= 0 such that β = β1+β′.
We will estimate these three terms one by one.
First, observe that
Kε,δ(D
βu0) = Sε(D
βu0) in Ω\Ω2δ+ε.
Thus,
Dβu0 −Kε,δ(Dβu0) = Dβu01Ω2δ+ε + (Dβu0 − Sε(Dβu0))1Ω\Ω2δ+ε − Sε(ηδDβu0)1Ω2δ+ε in Ω.
This implies that
|I1| ≤ C‖∇mu0 − Sε(∇mu0)‖L2(Ω\Ω2δ+ε)‖∇mϕ‖L2(Ω) + C‖∇mu0‖L2(Ω3δ)‖∇mϕ‖L2(Ω2δ+ε)
≤ C‖∇mu˜0 − Sε(∇mu˜0)‖L2(Rd)‖∇mϕ‖L2(Ω) + C‖∇mu0‖L2(Ω3δ)‖∇mϕ‖L2(Ω2δ+ε)
≤ Cε‖∇m+1u0‖L2(Ω)‖∇mϕ‖L2(Ω) + C‖∇mu0‖L2(Ω3δ)‖∇mϕ‖L2(Ω2δ+ε),
where we have used the fact that
Sε(ηδD
βu0) = Sε(ηδD
βu01Ω3δ ) in Ω2δ+ε,
as well as inequality (9.1) for the first step, and (9.3) for the last.
To deal with I2, we deduce by the equation of φT ,
I2 = −
∑
|α|=|β|=m
ˆ
Ω
(BαβT (x/ε)− 〈BαβT 〉+ 〈BαβT 〉)Kε,δ(Dβu0)Dαϕ
= −
∑
|α|=|β|=m
ˆ
Ω
[
((−∆)mφαβT )(x/ε) + T−2mφαβT (x/ε) + 〈BαβT 〉
]
Kε,δ(D
βu0)D
αϕ
= −
∑
|α|=|β|=m
ˆ
Ω
[(−1)m
∑
|γ|=m
εmDγ(DγφαβT (x/ε) −DαφγβT (x/ε))
+ (−1)m
∑
|γ|=m
DγDαφγβT (x/ε) + T
−2mφαβT (x/ε) + 〈BαβT 〉]Kε,δ(Dβu0)Dαϕ
= (−1)mεm
∑
|α|=|β|=|γ|=m
ˆ
Ω
∑
γ1+γ2=γ
γ1<γ
Dγ1(DγφαβT (x/ε)−DαφγβT (x/ε))Dγ2Kε,δ(Dβu0)Dαϕ
+ (−1)m+1
∑
|α|=|β|=m
ˆ
Ω
DαhβT (x/ε)Kε,δ(D
βu0)D
αϕ
− T−2m
∑
|α|=|β|=m
ˆ
Ω
φαβT (x/ε)Kε,δ(D
βu0)D
αϕ−
∑
|α|=|β|=m
ˆ
Ω
〈BαβT 〉Kε,δ(Dβu0)Dαϕ
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= I21 + I22 + I23 + I24,
where hT is defined by (8.15) and the fact that D
γφαβT −DαφγβT is skew-symmetric with respect to
(α, γ) is used in the last step. Thanks to (9.2) and Theorem 8.2, I22, I23 can be bounded by,
|I22| ≤ C‖∇mhT ‖S21‖∇
mu0‖L2(Ω)‖∇mϕ‖L2(Ω)
≤ CT−m‖χT ‖S21‖∇
mu0‖L2(Ω)‖∇mϕ‖L2(Ω),
|I23| ≤ CT−2m‖φT ‖S21‖∇
mu0‖L2(Ω)‖∇mϕ‖L2(Ω).
Since for any multi-index γ with |γ| ≥ 1, we have
DγKε,δ(D
βu0) = ε
−|γ|+1(Dγ
′
ζ)ε ∗Dγ′′(Dβu0ηδ)
= ε−|γ|+1(Dγ
′
ζ)ε ∗ [Dβ+γ′′u0ηδ +Dβu0Dγ′′ηδ]
where γ′+ γ′′ = γ and |γ′′| = 1. In view of (9.2) and supp[(Dγ′ζ)ε ∗ (Dβu0Dγ′′ηδ)] ⊂ Ω2δ+ε, we get
|I21| ≤ C
∑
l<m
ε‖∇m+lφT ‖S21
[‖∇m+1u0‖L2(Ω\Ωδ)‖∇mϕ‖L2(Ω)
+ δ−1‖∇mu0‖L2(Ω2δ)‖∇mϕ‖L2(Ω2δ+ε)
]
.
By the definition of Â, we have
|〈BαβT 〉| = |〈
∑
|γ|=m
Aαγ(DγχβT − ψγβ)〉| ≤ C‖∇mχT − ψ‖B2 .
Therefore,
|I24| ≤ C‖∇mχT − ψ‖B2‖∇mu0‖L2(Ω)‖∇mϕ‖L2(Ω),
which, combined with the estimates on I21, I22, I23, implies that
|I2| ≤ C
∑
l<m
ε‖∇m+lφT ‖S21
[‖∇m+1u0‖L2(Ω\Ωδ)‖∇mϕ‖L2(Ω) + δ−1‖∇mu0‖L2(Ω2δ)‖∇mϕ‖L2(Ω2δ+ε)]
+ C
[
T−m‖χT ‖S21 + T
−2m‖φT ‖S21 + ‖∇
mχT − ψ‖B2
]‖∇mu0‖L2(Ω)‖∇mϕ‖L2(Ω). (9.9)
Finally, I3 is essentially similar to I21 and thus can be bounded as follows,
|I3| ≤ C
∑
l<m
ε‖∇lχT ‖S21 [‖∇
m+1u0‖L2(Ω\Ωδ)‖∇mϕ‖L2(Ω)
+ δ−1‖∇mu0‖L2(Ω2δ)‖∇mϕ‖L2(Ω2δ+ε)]. (9.10)
Taking the estimates on I1–I3 into (9.8) and using Lemma 9.1, we get (9.6) immediately.
To see (9.7), we give a different estimate on I1. Since for any β,
Dβu0 −Kε,δ(Dβu0) = ηδDβu0 − Sε(ηδDβu0) + (1− ηδ)Dβu0 in Ω,
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it follows that
|I1| ≤ C‖ηδ∇mu0 − Sε(ηδ∇mu0)‖L2(Ω)‖∇mϕ‖L2(Ω) + C‖∇mu0‖L2(Ω2δ)‖∇mϕ‖L2(Ω2δ). (9.11)
Thanks to (9.3), we have
‖ηδ∇mu0 − Sε(ηδ∇mu0)‖L2(Ω) ≤ Cε‖∇(ηδ∇mu0)‖L2(Rd)
≤ Cε[‖∇m+1u0‖L2(Ω\Ωδ) + δ−1‖∇mu0‖L2(Ω2δ)]
≤ Cε‖∇m+1u0‖L2(Ω\Ωδ) +C‖∇mu0‖L2(Ω2δ),
which, together with (9.11), gives
|I1| ≤ C[ε‖∇m+1u0‖L2(Ω\Ωδ) + C‖∇mu0‖L2(Ω2δ)]‖∇mϕ‖L2(Ω)
+C‖∇mu0‖L2(Ω2δ)‖∇mϕ‖L2(Ω2δ). (9.12)
Now (9.7) follows directly from (9.8), (9.9), (9.10) and (9.12).
Lemma 9.3. Suppose that the assumptions of Lemma 9.2 hold and ε = T−m. Then
‖ωε‖Hm0 (Ω) ≤ Cδ1/2‖u0‖Hm+1(Ω), (9.13)
with
δ = 2T−m + T−2m‖φT ‖S21 + ‖∇
mχT − ψ‖B2 + T−m
∑
l<m
[‖∇m+lφT ‖S21 + ‖∇lχT ‖S21 ]. (9.14)
Suppose in addition f ∈ H−m+1(Ω;Rn), g˙ ∈WAm,2(∂Ω;Rn), and A = A∗ if n ≥ 2. Then
‖ωε‖Hm0 (Ω) ≤ Cδ1/2{‖f‖H−m+1(Ω) + ‖g˙‖WAm,2(∂Ω)}, (9.15)
where δ is given by (9.14).
Proof. Note that ωε ∈ Hm0 (Ω;Rn), and δ ≤ C(d,m, n,A) by (4.11), (1.8) and (8.11). Obviously,
(9.13) is a consequence of (9.6) by letting ϕ = ωε and δ be given as (9.14).
To prove (9.15), likewise, set ϕ = ωε in (9.7), and it suffices to estimate ‖∇m+1u0‖L2(Ω\Ωδ) and
‖∇mu0‖L2(Ω2δ). To this end, choose a ball B such that Ω ⊂ B and consider the solution u1 of

L0u1 =
∑
|γ|≤m−1D
γfγ in B,
Tr(Dγu1) = 0 on ∂B, for 0 ≤ |γ| ≤ m− 1,
(9.16)
where {fγ}|γ|≤m−1 ⊂ L2(Rd;Rn) with fγ = 0 in Rd \ Ω such that
f =
∑
|γ|≤m−1
Dγfγ and ‖f‖H−m+1(Ω) ≈
∑
|γ|≤m−1
‖fγ‖L2(Ω).
By standard estimates of higher-order elliptic systems with constant coefficients in smooth domains,
‖u1‖Hm+1(B) ≤ C‖f‖H−m+1(Ω). (9.17)
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Furthermore, similar to [23, p.664], by the co-area formula we can prove that
‖u˙1‖WAm,2(∂Ω) ≤ C‖f‖H−m+1(Ω), (9.18)
‖∇mu1‖L2(Ω2δ) ≤ Cδ1/2‖f‖H−m+1(Ω), (9.19)
where u˙1 denotes the array of {Tr(Dγu1)}|γ|≤m−1.
On the other hand, by setting u2(x) = u0(x)− u1(x), we know that

L0u2 = L0u0 − L0u1 = 0 in Ω,
T r(Dγu2) = gγ − Tr(Dγu1) on ∂Ω, for 0 ≤ |γ| ≤ m− 1.
If n ≥ 2, since A = A∗, we have (Â)∗ = Â∗ = Â. If n = 1, as Â is constant, u2 also satisfies
the symmetrized equation 12(L0 +L∗0)(u2) = 0. This allows us to apply the nontangential maximal
function estimates for higher-order elliptic systems with symmetric constant coefficients in Lipschitz
domains (see e.g. [20, 30]) to obtain
‖M(∇mu2)‖L2(∂Ω) ≤ C‖u˙2‖WAm,2(∂Ω) ≤ C‖g˙‖WAm,2(∂Ω) + C‖f‖H−m+1(Ω), (9.20)
where M(∇mu2) denotes the nontangential maximal function of ∇mu2 and (9.18) was used in the
last step. By combining (9.19) and (9.20), we see that
‖∇mu0‖L2(Ω2δ) ≤ Cδ1/2
{‖g˙‖WAm,2(∂Ω) + ‖f‖H−m+1(Ω)} . (9.21)
Moreover, by the interior estimates for higher-order elliptic systems with constant coefficients,
|∇m+1u2(x)| ≤ C
δ˜(x)
{ 
B(x, δ˜(x)
8
)
|∇mu2|2dy
}1/2
,
where δ˜(x) := dist(x, ∂Ω). This leads to
‖∇m+1u2‖L2(Ω\Ωδ) ≤ C
{ˆ
Ω\Ωδ
1
(δ˜(x))2
 
B(x,
δ˜(x)
8
)
|∇mu2(y)|2dydx
}1/2
≤ Cδ−1/2‖∇mu2‖L2(Ω)
≤ Cδ−1/2 {‖g˙‖WAm,2(∂Ω) + ‖f‖H−m+1(Ω)} ,
which, together with (9.17), implies
‖∇m+1u0‖L2(Ω\Ωδ) ≤ Cδ−1/2
{‖g˙‖WAm,2(∂Ω) + ‖f‖H−m+1(Ω)} . (9.22)
Now taking estimates (9.21) and (9.22) into (9.7) with ϕ = ωε, we get (9.15) and complete the
proof.
Now we are prepared to prove Theorem 1.3. Our argument is mainly based on the duality
method inspired by [26, 27].
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Theorem 9.1. Suppose that the assumptions of Lemma 9.2 hold, ε = T−m and, in addition,
A = A∗ if n ≥ 2. Then
‖uε − u0‖Hm−10 (Ω) ≤ Cδ
[∑
l≤m
‖∇lχT ‖S21 + 1
]
‖u0‖Hm+1(Ω), (9.23)
where δ is given by (9.14) and C depends only on m,n,A and Ω.
Proof. Note that
εm
∥∥∥ ∑
|γ|=m
χγT (x/ε)Kε,δ(D
γu0)
∥∥∥
Hm−10 (Ω)
= εm
∥∥∥ ∑
l1+l2≤m−1
∑
|γ|=m
ε−l1−l2∇l1χγT (x/ε)(∇l2ζ)ε ∗ (Dγu0ηδ)
∥∥∥
L2(Ω)
≤ C
∑
l1+l2≤m−1
εm−l1−l2‖∇l1χT ‖S21‖∇
mu0‖L2(Ω)
≤ Cε
∑
l≤m−1
‖∇lχT ‖S21‖∇
mu0‖L2(Ω)
≤ Cδ‖∇mu0‖L2(Ω), (9.24)
where we have used (9.2) in the second step. In view of the definition of ωε, it suffices to prove that
‖ωε‖Hm−10 (Ω) ≤ Cδ‖u0‖Hm+1(Ω). (9.25)
To do this, consider the Dirichlet problem,

Lεvε = F in Ω,
T r(Dγvε) = 0 on ∂Ω, for 0 ≤ |γ| ≤ m− 1,
and the corresponding homogenized problem,

L0v0 = F in Ω,
T r(Dγv0) = 0 on ∂Ω, for 0 ≤ |γ| ≤ m− 1,
with F ∈ H−m+1(Ω). Set
̟ := vε − v0 − εm
∑
|γ|=m
χγT (x/ε)Kε,δ(D
γv0).
Then we have
〈ωε, F 〉Hm−10 (Ω)×H−m+1(Ω) =
∑
|α|=|β|=m
ˆ
Ω
Aαβ(x/ε)DβωεD
αvε
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=
∑
|α|=|β=m
ˆ
Ω
Aαβ(x/ε)DβωεD
α̟ε +
∑
|α|=|β|=m
ˆ
Ω
Aαβ(x/ε)DβωεD
αv0
+
∑
|α|=|β|=m
ˆ
Ω
Aαβ(x/ε)DβωεD
α
[
εm
∑
|γ|=m
χγT (x/ε)Kε,δ(D
γv0)
]
.
= I1 + I2 + I3. (9.26)
Thanks to (9.13) and (9.15),
|I1| ≤ C‖∇mωε‖L2(Ω)‖∇m̟ε‖L2(Ω) ≤ Cδ‖u0‖Hm+1(Ω)‖F‖H−m+1(Ω). (9.27)
By (9.6) and (9.21) for v0, i.e.,
‖∇mv0‖L2(Ω3δ) ≤ Cδ1/2‖F‖H−m+1(Ω), (9.28)
we get
|I2| ≤ Cδ‖u0‖Hm+1(Ω)‖F‖H−m+1(Ω).
To deal with I3, we deduce by (9.6) that,
|I3| ≤ Cδ‖u0‖Hm+1(Ω) ·
{∥∥∥∇m[εm ∑
|γ|=m
χγT (x/ε)Kε,δ(D
γv0)
]∥∥∥
L2(Ω)
+ δ−1/2
∥∥∥∇m[εm ∑
|γ|=m
χγT (x/ε)Kε,δ(D
γv0)
]∥∥∥
L2(Ω3δ)
}
≤ Cδ‖u0‖Hm+1(Ω) ·
{∥∥∥∇m[εm ∑
|γ|=m
χγT (x/ε)Kε,δ(D
γv0)
]∥∥∥
L2(Ω)
+ δ−1/2
∥∥∥∇m[εm ∑
|γ|=m
χγT (x/ε)Kε,δ(D
γv0(1− η˜δ))
]∥∥∥
L2(Ω)
}
, (9.29)
where η˜δ ∈ C∞c (Ω) is a cut-off function satisfying
η˜δ = 0 in Ω4δ, η˜δ = 1 in Ω \ Ω5δ,
0 ≤ ηδ ≤ 1, |∇lηδ| ≤ Cδ−l, l ≤ m.
Similar to (9.24), we have∥∥∥∇m[εm ∑
|γ|=m
χγT (x/ε)Kε,δ(D
γv0)
]∥∥∥
L2(Ω)
≤C
∑
l≤m
‖∇lχT ‖S21‖∇
mv0‖L2(Ω)
≤C
∑
l≤m
‖∇lχT ‖S21‖F‖H−m+1(Ω), (9.30)
and∥∥∥∇m[εm ∑
|γ|=m
χγT (x/ε)Kε,δ(D
γv0(1− η˜δ))
]∥∥∥
L2(Ω)
≤C
∑
l≤m
‖∇lχT ‖S21‖∇
mv0(1− η˜δ)‖L2(Ω)
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≤C
∑
l≤m
‖∇lχT ‖S21‖∇
mv0‖L2(Ω5δ)
≤Cδ1/2
∑
l≤m
‖∇lχT‖S21‖F‖H−m+1(Ω), (9.31)
where we have used (9.28) in the last step. Taking (9.30) and (9.31) into (9.29), we obtain
|I3| ≤ Cδ‖u0‖Hm+1(Ω)‖F‖H−m+1(Ω)
∑
l≤m
‖∇lχT ‖S21 . (9.32)
In view of the estimates of I1,I2,I3 and (9.26), we have proved that∣∣∣〈ωε, F 〉Hm−10 (Ω)×H−m+1(Ω)
∣∣∣ ≤ Cδ[∑
l≤m
‖∇lχT ‖S21 + 1
]
‖u0‖Hm+1(Ω)‖F‖H−m+1(Ω),
which, by duality, gives the desired estimate (9.23). The proof is complete.
Remark 9.1. If we suppose Ω is a bounded Cm,1 domain, instead of the symmetry assumption
on A, by the standard estimates of higher-order elliptic systems with constant coefficients, we have
‖v0‖Hm+1(Ω) ≤ C‖F‖H−m+1(Ω) (9.33)
for v0 in the proof of Theorem 9.1. Thus, using a similar duality argument, we obtain
‖uε − u0‖Hm−10 (Ω) ≤ C{δ + δ
∗}‖u0‖Hm+1(Ω), (9.34)
where δ is given by (9.14) and δ∗ is given by (9.14) with A replaced by A∗, and C depends only on
m,n,A and Ω. See [24] for the second-order case.
Proof of Theorem 1.3. Note that by Theorem 1.1,∑
l≤m
‖∇lχT ‖S21 ≤ Cσ
∑
l≤m−1
Θk,l,σ(T ),
where Θk,l,σ(T ) denotes the integral in the r.h.s. of (1.8). Similarly, thanks to Theorems 1.1, 8.1
and 8.2, we have
δ ≤ Cσ
{
‖∇mχT − ψ‖B2 + T−m
∑
l≤m−1
Θk,l,σ(T )
}
,
for any k ≥ 1 and σ ∈ (0, 1), which, together with Theorem 9.1, gives (1.11).
If condition (1.10) holds for some k ≥ 1 and θ > m, by Theorems 1.2, 8.1 and 8.2 we have
‖∇mhT ‖S21 + T
−2m‖φT ‖S21 + ε
∑
l<m
[‖∇m+lφT ‖S21 + ‖∇lχT ‖S21 ] ≤ Cε,
with ε = T−m. Moreover, according to Corollary 7.3,
‖∇mχT − ψ‖B2 ≤ CT−m.
As a result, it follows from Theorem 9.1 that,
‖uε − u0‖Hm−10 (Ω) ≤ Cε‖u0‖Hm+1(Ω),
which is exactly (1.12). The proof is complete.
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We end up with the proof of Theorem 1.4.
Proof of Theorem 1.4. For g˙ ∈WAm,2(∂Ω;Rn) and f ∈ H−m(Ω;Rn), let uε satisfy
LAε (uε) = f in Ω, uε = g˙ on ∂Ω
and let u0 be the solution of the corresponding homogenized problem and u0 ∈ Hm+1(Ω). Also let
u˜ε and u˜0 be the solutions to
LA˜ε (u˜ε) = f in Ω, u˜ε = g˙ on ∂Ω
and its homogenized problem, respectively.
Obviously, (1.14) implies that ‖A− A˜‖Bp = 0, i.e., A and A˜ are in the same equivalence class,
which gives Â =
̂˜
A and u0 = u˜0. Set ωε := uε − u˜ε. Then ωε ∈ Hm0 (Ω) satisfies
LAε ωε = (−1)m+1
∑
|α|=|β|=m
Dα[(Aαβ(
x
ε
)− A˜αβ(x
ε
))Dβu˜ε] in Ω. (9.35)
For F ∈ H−m+1(Ω), let vε ∈ Hm0 (Ω) satisfy LAε (vε) = F in Ω. By the Wm,p estimate for higher-
order elliptic systems ([9]), there exists a constant q > 2, depending only on m,n,Ω, µ, such that,
‖∇mvε‖Lq(Ω) ≤ C‖F‖H−m+1(Ω), (9.36)
where C depends only onm,n,Ω, µ. Setting 1/p = 1/2−1/q and choosing R such that Ω ⊂ B(0, R),
we deduce that
〈ωε, F 〉Hm−10 (Ω)×H−m+1(Ω) ≤ C‖(A(
x
ε
)− A˜(x
ε
))∇mvε‖L2(Ω)‖∇mu˜ε‖L2(Ω)
≤ C‖A(x
ε
)− A˜(x
ε
)‖Lp(Ω)‖F‖H−m+1(Ω)‖∇mu˜ε‖L2(Ω)
≤ C
( 
B(0,R/ε)
|A− A˜|pdx
)1/p
‖F‖H−m+1(Ω)‖∇mu˜ε‖L2(Ω), (9.37)
where (9.36) is used in the second step. Moreover, since ‖∇mu˜ε‖L2(Ω) ≤ C‖∇mu0‖L2(Ω) with C
depending only on d,m, n, µ, it follows from (9.37) that
‖ωε‖Hm−10 (Ω) ≤ C
( 
B(0,R/ε)
|A− A˜|pdx
)1/p
‖∇mu0‖L2(Ω)
≤ Cε‖∇mu0‖L2(Ω), (9.38)
where C depends only on m,n,Ω, µ. Since u0 = u˜0, estimate (9.38), together with the condition
that A has the O(ε)-convergence property, yields the desire property for A˜.
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