Abstract. The eigenvalues of the pseudospectral second derivative matrix with homogeneous Dirichlet boundary conditions are important in many applications of spectral methods. This paper investigates some of their properties. Numerical results show that a certain fraction of the eigenvalues approximate the eigenvalues of the continuous operator very accurately, but the errors in the remaining ones are large. It is demonstrated that the inaccurate eigenvalues correspond to those eigenfunctions of the continuous operator that cannot be resolved by polynomial interpolation in the spectral grid. In particular, it is proved that 7r points on average per wavelength are sufficient for successful interpolation of the eigenfunctions of the continuous operator in a Chebyshev distribution of nodes, and six points per wavelength for a uniform distribution. These results are in agreement with the observed fractions of accurate eigenvalues. By using the characteristic polynomial, a bound on the spectral radius of the differentiation matrix is derived that is accurate to 2% or better. The effect of filtering on the eigenvalues is studied numerically.
(1) Interpolate the data at prescribed grid points x,..., xN-1 by a global polynomial p(x), which may be additionally constrained to satisfy certain boundary conditions at x0 and XN; (2) Differentiate the interpolant twice to obtain estimates p"(x) of the second derivative of the data at each grid point.
This simple idea is the basis of spectral collocation methods for the numerical solution of partial differential equations, which have become prominent in the past decade ([8] , [10] ). Since the differentiation process is linear it can be described by an (N-1) (N-1) matrix Dsp. This matrix is typically neither sparse nor symmetric, in contrast to the situation with finite differences, where the differentiation matrix on a uniform grid with spacing h is given by -2 1 0 1 1 -2 1
(1) . . . For reasons discussed below it is of interest to know the eigenvalues of these differentiation matrices. The eigenvalues of D2FO can be obtained analytically, but not those of Dsp. The purpose of this paper is to investigate the eigenvalues of D2sp both experimentally and theoretically. [13] .
A third and more obvious reason to study the eigenvalues of D2sp is that if some of them lie in the right half-plane (with increasing real parts as N-oo), then the spectral approximation to the partial differential equation will be ill-posed regardless of the formula for time integration. Although this does not occur with the spectral grids in general use, we show below that it does happen if one tries to use equidistant points in a nonperiodic problem. Eigenvalues of first-order spectral differentiation matrices have been studied by various authors. Dubiner has obtained asymptotic eigenvalue estimates [4] Trefethen and Trummer [20] and Funaro [6] , [7] . Here, again, spectral methods face the problem that outlying eigenvalues of size O(N2) lead to stability restrictions At O(N-2) where we would get O(N-) for finite differences or finite elements. The first-order case is problematic, .because the continuous problem has no eigenvalues at all and the matrices involved are nearly defective, with the result that time-stability bounds based on eigenvalues and stability regions may give highly unrealistic indicationS of true ("Lax"-) stability [20] .
Eigenvalues of second-order differentiation matrices, the subject of this paper, have received less attention. The most important result, due to Gottlieb and Lustman [9] , is that the eigenvalues are real and negative and distinct for second-order differentiation in Chebyshev extreme points, or in any other set of points for which the pseudospectral approximation to the corresponding first-order hyperbolic model problem is stable. The second-order case is better behaved than the first-order one: the corresponding continuous problem does have eigenvalues, which match those of the spectral approximation to some degree, and the eigenvalues appear to be much less sensitive to rounding error. As a result we expect that the time-stability bounds that follow from this paper also correspond closely to Lax-stability bounds, and hence are directly applicable to stability questions for practical spectral computations.
It is worth noting why eigenvalue analysis is appropriate for analyzing spectral methods, since it is usually unnecessary for finite differences or finite elements. The reason is that finite difference and finite element formulas, being translation invariant or nearly so, have eigenvectors that are Fourier modes or close to them, so that stability questions largely reduce to the study of amplification factors (von Neumann analysis) and wave reflection at boundaries (GKS analysis). But for spectral calculations the eigenvectors are by no means known a priori, and until a more general theory is devised, we have to study them explicitly.
Spectral methods are commonly applied on several kinds of grids. For periodic problems, the points are equally spaced and the interpolant is a trigonometric polynomial, but as this case offers no mysteries we will not consider it. For nonperiodic problems, we will take [-1, 1] as our standard space interval, with Xo =-1 and x 1 and boundary conditions (2) p(xo) p(x)=0.
This means that the polynomial p(x) described in the first paragraph is constrained to satisfy the conditions (2) . We will consider four sets of collocation points 
(Dp)q =/j'(x,), i,j 1,..., N-1.
More computationally practical methods for deriving these entries can be found in [8] , [19] , and [11] , where explicit formulas are given. (Fig. 4 and Theorem 1).
These bounds can readily be applied to derive timestep conditions for explicit time integrators that will guarantee time stability, a derivation that users of spectral methods have usually carried out empirically. Section 4 shows that the ratios 2/7r and 1/3 that appeared in the numerical experiments have a theoretical basis. The question considered is, how many points per average wavelength must a grid possess in order to interpolate a sine or cosine successfully, in the limit N-oo? The answers turn out to be 7r and 6 for Chebyshev/Legendre and equispaced grids, respectively (Theorem 2). (A different proof of the latter result is implicit in a paper by Budd [1] .) Since the eigenfunctions of the continuous second-order differentiation operator are sines and cosines, this result leads to an explanation of the numbers 2/7r and 1/3.
Finally, 5 considers the possibility of modifying spectral methods by low-pass filters designed to alleviate stability problems. By plotting the eigenvalues of a filtered differentiation matrix, we can get a quick indication of whether the filtering is likely to be successful. Our experiments suggest that none of the filters proposed so far achieve the desired end without an unacceptable loss of accuracy.
2. Numerical observations. The eigenvalues of the continuous second derivative operator, with zero boundary conditions at x +1, are defined by (4) DZu(x) Au(x),
This problem is easily solved; the eigenvalues are 
u(x) =(sin (1/2krx), k even.
The finite-difference discretization of (4) on an N-grid is (7) Dou=hu, where D2vo is the order N-1 matrix defined in (1) . The eigenvalues of this problem are equally easy to obtain; see, e.g., [16, p. 50]. They are given by (8) hk -N2 sine (2-) k=l,...,N-1, with the corresponding eigenvectors f cos (1/2kzrxi), (9) u k odd, k even.
Notice that these eigenvectors are exact discretizations of the eigenfunctions (6) . All of them are real, distinct, and negative, as has been proven by Gottlieb and Lustman [9] . Observe that the eigenvalues that are small in magnitude are spectrally accurate approximations to those of the continuous problem. (The spectral accuracy can be proved by the techniques of Calogero [2] .) We refer to these eigenvalues as "inliers," in contrast with the remaining "outliers," the eigenvalues which do not approximate those of the continuous problem to any degree. (13), (15), and (17) of the next section.
Numerical calculations of this kind show that the proportion of eigenvalues that are inliers approaches 2/7r as N ; the dashed line in Fig. 1 (b) represents the value k (2/Tr)N. (Haldenwang et al. have pointed out previously that the proportion of inliers appeared to be close to 2/3 [13] .) The intuitive explanation of this critical value is simple. For k > (2/7r)N, the sines and cosines that would be eigenfunctions for the continuous problem have fewer than two points per wavelength in the center of the Chebyshev mesh, i.e., they cannot be resolved by polynomial interpolation. The nonresolution of the higher eigenfunctions can be observed in Fig. 2 presented by Solomonoff and Turkel [18] . A naive way to get rid of the outliers is to replace the Chebyshev or Legendre meshes by a uniform mesh; there are then at least two points per wavelength for all the eigenfunctions to be approximated. Although this change indeed reduces the spectral radius to O(N2), the outliers turn out to be complex, as indicated in Fig. 1 (c) .
Moreover, for N sufficiently large, some of the eigenvalues are located in the right half-plane, rendering the semidiscretization unstable. Figure 3 shows the eigenvalue locations in the case N 50. Only one third of the eigenvalues are inliers (see Fig. l(c)), suggesting that six points per wavelength are needed to resolve sines and cosines on equidistant points. We return to this observation in 4. The discussion of this section was for the most part based on results for Chebyshev extrema, but the qualitative results concerning inlying and outlying eigenvalues remain the same for collocation in Chebyshev or Legendre zeros. The constant factors in the spectral radius do change, however, and we will now estimate them by considering the characteristic polynomial of Osp. 3 . Estimates based on the characteristic polynomial. A curious feature of spectral differentiation matrices is that although their eigenvalues are for the most part unknown, the coefficients of the associated characteristic polynomials can be determined exactly. In this section we make use of these coefficients to derive bounds on the largest and smallest eigenvalues of D2sp that are accurate to within a few percent. We simplify the notation by assuming that N is an even number.
To derive the characteristic polynomial for D2sp, we follow the ideas of Gottlieb and Lustman [9] . Let the components of each eigenvector be viewed as the nodal values of some polynomial UN(X) that satisfies the boundary conditions. The eigen- (We have assumed that all eigenvalues are nonzero, which follows from (11) since polynomials of exact degrees <_-N-2 and ->_N-1 cannot be equal.) Enforcing the boundary conditions UN(+/-I)---0 in (13) yields (15) AL(f_,)+ BL(xfN_,)=0 For A and B to be nontrivial we must have
Under the assumption that N is even, fN_ is odd and xfN_ is even, which implies that L(fu_) is odd and L(xfu_) is even. Therefore (16) (19) a := D(fN_l)lx=, b := D(xfiv_l)lx=l a + kay_,.
The characteristic equations (18) provide the N-1 eigenvalues of D2sp.
Gottlieb and Lustman proceed to prove that for Chebyshev extreme points the eigenvalues are real, distinct, and negative, in accordance with the numerical observations reported in 2. The proof is based on the theory of Hurwitz polynomials and relies on the fact that the eigenvalues of the corresponding first-order differentiation matrix lie in the left half-plane. Their theorem can be extended to cover the case of Legendre zeros, since the eigenvalues of the corresponding first-order differentiation matrix are all located in the left half-plane (see [8] ). The theorem presumably applies to Chebyshev zeros too, as was confirmed numerically. However, it does not apply to equidistant points; numerical evidence of complex eigenvalues is presented in Fig. 3 .
Having obtained the characteristic polynomials (18) , we can derive bounds on the moduli of the eigenvalues by a number of methods. Two well-known possibilities are the Gershgorin circle theorem (applied to the companion matrices of (18)) and the Enestr6m-Kakeya theorem. (Funaro [7] and Trefethen and Trummer [20] have applied estimates of this kind to first-order differentiation matrices.) However, neither of these theorems provides particularly sharp bounds in the present problem. Instead, we utilize the a priori knowledge that all eigenvalues are real to employ the root bound [21 ] .
To apply (20) to (18) , explicit expressions for ak and bk are required. In the cases of Chebyshev or Legendre points, these can be obtained by differentiation of the Chebyshev or Legendre differential equations, as has been demonstrated by Funaro [7] . It is harder to derive expressions for ak and bk in the case of equidistant points, since no corresponding differential equation exists. However, even if the ak and bk could be computed explicitly, the fact that complex eigenvalues are present precludes the use of (20) , and a less accurate root bound formula would have to be used. For these reasons equidistant points are excluded from the remainder of this section.
We can now derive upper bounds on the eigenvalues of Dsp by applying (20) to (18) , and lower bounds by the same method after setting/x A -. This yields (21) These expressions provide surprisingly tight bounds on the spectrum of D2sp. For example, a bound on the spectral radius is given by the largest of the absolute values of the left-hand sides of (26) and (27), which in this case is (27), and in Fig. 4 this bound is compared with the actual (computed) spectral radius for 4<= N<=40. For most of the values shown the discrepancy is less than 2 percent. The sharpness of these bounds provides indirect evidence that in contrast to the situation for first-order problems discussed in [20] , the spectral radius here is probably not highly sensitive to rounding errors, so that time stability may be a good approximation to Lax stability.
The reason is that a computation with rounding errors will be equivalent to an exact computation involving a slightly perturbed matrix, and if the characteristic polynomial of that matrix has only slightly perturbed coefficients, then its eigenvalues must satisfy essentially the same bounds. For more direct evidence that time stability and Lax stability bounds are comparable, computations show that the 2-norm of D2sp typically exceeds the spectral radius by only 1 or 2 percent.
If we consider the left-hand sides of (26) and (27) The numerical results show that equality in (28) does not hold. However, they indicate that the bounds of Theorem 1 are accurate to within 2 percent, as indicated by the asymptotes in Fig. 4 .
Equations such as (26), (27) provide accurate estimates not only of the moduli of the largest eigenvalues, but also of the smallest two eigenvalues. As N--> the actual eigenvalue ,l is a spectrally accurate approximation to the eigenvalue -(r/2) 2 -2.4674 of the continuous problem, while the right-hand side of (27) yields Am -<--x/ -2.4495. The discrepancy in these figures is less than 1 percent. Equation (26) yields an analogous bound A2 _<--v/fr0 -9.45 for the second eigenvalue for sufficiently large N, and since A2 approaches --qT 2 -9.87 as N c, the discrepancy is about 4 percent. We shall prove the following theorem. Although we will not prove it here, the bounds in Theorem 2 appear to be sharp.
They give a natural explanation of why the eigenvalues of D2sp diverge from those of the continuous problem to the right of the dashed lines in Fig. 1 .
Our analysis parallels the usual convergence proof of interpolation schemes (see, e.g., Krylov [14, p. 246], Davis [3, p. 80], or Warner [22] ), except that the function to be interpolated depends on the degree of the interpolating polynomial. The starting point is the well-known Hermite formula for the error in polynomial interpolation on the grid (30): Note that the constant c can be thought of as determined by the value y, where z iy is the intersection of C with the positive imaginary axis (see Fig. 5 ). From now on we will emphasize this by writing c c(y), since we will ultimately adjust y to get the sharpest estimate possible. With any such choice of C (34) for Chebyshev and equidistant distributions, respectively (see Krylov [14, pp. We are now in a position to estimate the right-hand side of (38). Substitution of (39) and (44) The maximum value of this function is g(x/)= 7r/6, and accordingly (45) yields (50) 6
This completes the proof of Theorem 2.
[3 5 . The effect of filtering on the eigenvalues. In the previous sections we have explored the fact that the spectral radius of the Chebyshev second derivative operator is of magnitude O(N4), with the result that explicit time integration methods typically must satisfy an extremely restrictive timestep restriction At= < O(N-4). It has been suggested by Gottlieb and Turkel [12] , and others, that judicious filtering of the high modes might alleviate this problem.
In order to explain the filtering process, it is necessary to describe an algorithm based on the FFT by which spectral differentiation is commonly performed on the Chebyshev extreme points (see [8] or [11] ). The polynomial us(x) is expanded as [12] and Majda et al. [15] . (In the latter paper the purpose of filtering was to reduce the oscillations associated with discontinuous initial data, rather than to improve the time stability of the method. However, the filter introduced there may also be used for our purpose, since it satisfies the properties described below (56).) As an example we will consider the following filter function, suggested in [15] at the cost of the loss of spectral accuracy in the lower eigenvalues. Different values of lo do not improve the situation significantly. These discouraging results are not peculiar to the filter function (58), since the filters suggested in [12] also lead to the same conclusion: small amounts of filtering do not improve the spectral radius significantly; moderate amounts destroy the spectral accuracy in the low eigenvalues.
Similar observations were reported by Fulton and Taylor [5] in a study of filtering for the first-order Chebyshev differencing operator. Their assessment of filters was based on the computation of the spectral radius of the growth matrix of a Runge-Kutta time integrator applied to the semidiscrete system, and on computations of the solutions to the first-order wave equation. We believe that the examination of the eigenvalues of the differentiation matrix is a more straightforward method for analyzing such questions.
Another possible strategy for the removal of the outliers has been suggested to (19) and (23) 41--N4+39N3_24N2+12N_l 5
