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LARGEST IDEALS IN LEAVITT PATH ALGEBRAS
VURAL CAM, CRISTO´BAL GIL CANTO, MU¨GE KANUNI, AND MERCEDES SILES MOLINA
Abstract. We identify largest ideals in Leavitt path algebras: the largest locally left/right
artinian (which is the largest semisimple one), the largest locally left/right noetherian without
minimal idempotents, the largest exchange, and the largest purely infinite. This last ideal
is described as a direct sum of purely infinite simple pieces plus purely infinite non-simple
and non-decomposable pieces. The invariance under ring isomorphisms of these ideals is also
studied.
1. Introduction and preliminary results
Since they were introduced in [2] and [5], Leavitt path algebras have attracted significant
interest and attention. When examining the structure of a Leavitt path algebra LK(E) for a
field K and an arbitrary graph E, one can realize that four important pieces appear: these
are the set of line points Pl, the set of vertices in cycles without exits Pc, the set of vertices
in extreme cycles Pec and the set Pb∞ of vertices whose tree has infinitely many bifurcations
or at least one infinite emitter.
To begin with, the ideal generated by Pl was firstly studied in [9, 10]: it is precisely the
socle of the Leavitt path algebra and it is isomorphic to a direct sum of matrix rings over
K. Secondly, the ideal generated by Pc, studied in [7, 3, 12], is isomorphic to a direct sum
of matrix rings over K[x, x−1]. On the other hand, the ideal generated by Pec, originally
presented in [12], is a direct sum of purely infinite simple rings. To highlight the importance
of Pl, Pc and Pec, we remind that these three sets are the key ingredients in order to determine
the center of a Leavitt path algebra [12].
In this work we show that I(Pl) (respectively I(Pc)), contains the information about the
locally left/right artinian (respectively left/right noetherian) side of the Leavitt path algebra;
more concretely, we will see that it is the largest locally left/right artinian (respectively
left/right noetherian without minimal idempotents) ideal inside LK(E). As for the ideal
generated by Pec we prove that it is purely infinite. The notion of purely infiniteness for
rings was introduced in [8], where the (not necessarily simple) purely infinite Leavitt path
algebras were characterized too. We will see that, although the ideal generated by Pec is
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purely infinite, it is not the largest with this property. Then we will determine the largest
purely infinite ideal (which will be not necessarily simple) inside LK(E). The following goal
in this paper will be to find the largest exchange ideal of a Leavitt path algebra. We know
that it exists by [6, Theorem 3.5] and here we will determine exactly which set of vertices
generates it.
This paper is organized as follows. In Section 2 we show that, for Leavitt path algebras of
arbitrary graphs, the ideal generated by Pl ∪Pc ∪ Pec ∪ Pb∞ is dense and that I(Pec ∪Pb∞) is
invariant under any ring isomorphism. The invariance of I(Pl) and I(Pc) is still known (the
first ideal because it is the socle of the Leavitt path algebra, and the second one by [7, Theorem
6.11]). In Section 3 we prove that the ideal generated by Pl is the largest locally artinian ideal
of the Leavitt path algebra and that the ideal generated by Pc is the largest locally noetherian
one without minimal idempotents. In the next section we complete the picture about largest
ideals with a certain property: concretely we find the largest purely infinite ideal. To this
aim we prove in Proposition 4.2 that every purely infinite ideal is graded and that, despite
I(Pec) being purely infinite, it is not the largest one inside LK(E). We then construct a new
hereditary and saturated set of vertices, denoted by Pppi, that contains Pec (Lemma 4.10)
and which generates the largest purely infinite ideal of the Leavitt path algebra (Proposition
4.11 and Theorem 4.12). We also prove that this ideal is invariant. We devote Section 5 to
describe the internal structure of the ideal generated by Pppi; in fact, we describe I(Pppi) in
Theorem 5.8 as a direct sum of ideals which are isomorphic to purely infinite simpe Leavitt
path algebras plus ideals which are isomorphic to purely infinite not simple not decomposable
Leavitt path algebras. Finally, in Section 6 we identify graphically the set of vertices which
generates the largest exchange ideal in a Leavitt path algebra, namely Pex (see Theorem 6.2)
and we prove that this ideal is invariant under any ring isomorphism too.
We now present some background material. Throughout the paper E = (E0, E1, s, r) will
denote a directed graph with set of vertices E0, set of edges E1, source map s, and range map
r. In particular, the source vertex of an edge e is denoted by s(e), and the range vertex by r(e).
We call E finite if both E0 and E1 are finite sets and row-finite if s−1(v) = {e ∈ E1 | s(e) = v}
is a finite set for all v ∈ E0. A vertex v is called an infinite emitter is s−1(v) is not a finite
set. A sink is a vertex v for which s−1(v) is empty. Vertices which are neither sinks nor
infinite emitters are called regular vertices. For each e ∈ E1, we call e∗ a ghost edge. We let
r(e∗) denote s(e), and we let s(e∗) denote r(e). A path µ of length |µ| = n > 0 is a finite
sequence of edges µ = e1e2 . . . en with r(ei) = s(ei+1) for all i = 1, . . . , n − 1. In this case
µ∗ = e∗n . . . e
∗
2e
∗
1 is the corresponding ghost path. A vertex is considered a path of length 0.
The set of all sources and ranges of the edges appearing in the expression of the path µ is
denoted by µ0. When µ is a vertex, v0 will denote v. The set of all paths of a graph E is
denoted by Path(E).
If there is a path from a vertex u to a vertex v, we write u ≥ v. A subset H of E0 is called
hereditary if, whenever v ∈ H and w ∈ E0 satisfy v ≥ w, then w ∈ H . A set X is saturated if
for any vertex v which is neither a sink nor an infinite emitter, r(s−1(v)) ⊆ X implies v ∈ X .
Given a nonempty subset X of vertices, we define its saturation, S(X), as follows
S(X) := {v ∈ Reg(E) | {r(e) | s(e) = v} ⊆ X} ∪X.
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The tree of X , denoted by T (X), is the set
T (X) := {u ∈ E0 | x ≥ u for some x ∈ X}.
This is a hereditary subset of E0. The notation X (X
E
if we want to emphasize the graph
E) will be used for the hereditary and saturated closure of X , which is built, for example, in
[1, Lemma 2.0.7]. Concretely, if X is nonempty, then we define X0 := T (X), and for n ≥ 0
we define inductively Xn+1 := S(Xn). Then X = ∪n≥0Xn.
A path µ = e1 . . . en, with n > 0, is closed if r(en) = s(e1), in which case µ is said to be
based at the vertex s(e1) and s(e1) is named as the base of the path. A closed path µ is called
simple provided that it does not pass through its base more than once, i.e., s(ei) 6= s(e1) for
all i = 2, . . . , n. The closed path µ is called a cycle if it does not pass through any of its
vertices twice, that is, if s(ei) 6= s(ej) for every i 6= j.
An exit for a path µ = e1 . . . en, with n > 0, is an edge e such that s(e) = s(ei) for some i
and e 6= ei. We say the graph E satisfies Condition (L) if every cycle in E has an exit. We
say the graph E satisfies Condition (K) if for each v ∈ E0 which lies on a closed simple path,
there exist at least two distinct closed simple paths based at v. We denote by PEc the set of
vertices of a graph E lying in cycles without exits.
A cycle c in a graph E is called an extreme cycle if c has exits and for every path λ starting
at a vertex in c0 there exists µ ∈ Path(E) such that 0 6= λµ and r(λµ) ∈ c0.
A vertex v ∈ E0 is called a bifurcation vertex (or it is said that there is a bifurcation at v)
if |s−1E (v)| ≥ 2. A line point is a vertex v whose tree T (v) does not contain any bifurcations
or cycles. We will denote by PEl the set of all line points, by P
E
ec the set of vertices which
belong to extreme cycles, while PElec := P
E
l ⊔ P
E
c ⊔ P
E
ec . Moreover, P
E
b∞ denotes the set of all
vertices v ∈ E0 whose tree T (v) contains infinitely many bifurcation vertices or at least one
infinite emitter. We will eliminate the superscript E in these sets if there is no ambiguity
about the graph we are considering.
Let K be a field, and let E be a directed graph. The Leavitt path K-algebra LK(E) of E
with coefficients in K is the free K-algebra generated by the set {v | v ∈ E0}, together with
{e, e∗ | e ∈ E1}, which satisfy the following relations:
(V) vw = δv,wv for all v, w ∈ E
0,
(E1) s(e)e = er(e) = e for all e ∈ E1,
(E2) r(e)e∗ = e∗s(e) = e∗ for all e ∈ E1, and
(CK1) e∗e′ = δe,e′r(e) for all e, e
′ ∈ E1.
(CK2) v =
∑
{e∈E1|s(e)=v} ee
∗ for every regular vertex v ∈ E0.
We refer the reader to the book [1] for other definitions and results on Leavitt path algebras.
2. Dense ideals and invariance under isomorphisms
In this section we will see that every vertex in an arbitrary graph connects to a line point,
a cycle without exits, an extreme cycle or to a vertex for which its tree has infinitely many
bifurcations. These different types of vertices: Pl, Pc, Pec are related to ideals which will be
the largest in an specific sense, as will be shown in Section 3.
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In terms of properties of the associated Leavitt path algebra, the connection to Pl, Pc, Pec
and Pb∞ will mean that the ideal generated by Pl ∪ Pc ∪ Pec ∪ Pb∞ is an essential ideal,
equivalently, it is a dense ideal of the corresponding Leavitt path algebra.
We prove also that the ideal generated by vertices in an extreme cycle and vertices whose
tree has infinitely many bifurcations is invariant under isomorphisms.
We remark the reader that when we speak about isomorphisms, we are considering ring
isomorphisms. It was proved in [13, Proposition 1.2] that if the center of a Leavitt path
algebra LK(E) is isomorphic to K, then both concepts coincide. In general, this is not the
case.
We start by discussing some properties of the sets that generate the ideals of our concern.
Every Leavitt path algebra has a natural Z-grading given by the length of paths (see [1,
Section 2.1]). In a graded algebra over an abelian group, the ideal generated by a set of
idempotents of degree zero (where zero is the neutral element in the group) is a graded ideal.
In particular, in a Leavitt path algebra LK(E), the ideals I(P
E
l ), I(P
E
c ), I(P
E
ec) and I(P
E
b∞)
are graded.
Recall that Pl, Pc and Pec are all hereditary subsets of vertices, however Pb∞ is not neces-
sarily hereditary as the following examples show.
Examples 2.1. (i) Let E be the infinite clock graph having vertices {u, v1, v2, v3...} and edges
{e1, e2, e3...} with s(ei) = v and r(ei) = vi for all i = 1, 2....
u v3
v1 v2
v4
...
e3
e1
e2
e4
Since u is an infinite emitter, it is in Pb∞ . However vi /∈ Pb∞ for any i, hence having that
Pb∞ is not hereditary.
(ii) Let E be the row-finite graph having vertices {vi, wi | i = 1, 2, ...}, i.e.
v1 v2 v3 v4
w1 w2 w3 w4
· · ·
...
Then Pb∞ = {vi : i = 1, 2, ...} and Pl = {wi : i = 1, 2, ...}. Again, Pb∞ is not hereditary as
wi /∈ Pb∞ .
Dense ideals of a Leavitt path algebra were first studied in [14]. When the set of vertices
of the graph is finite, it is shown that the ideal generated by Pl ∪ Pc ∪ Pec, denoted by Ilce,
is a dense ideal [12, Theorem 2.9]. However, this is not the case in general, as the following
example shows.
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Example 2.2. Consider the graph E:
· · ·
It has neither cycles nor line points, that is, Pec = Pc = Pl = ∅. Hence Ilce = 0, which is
not a dense ideal. Note that E0 = Pb∞ .
Our aim is to construct a dense ideal for any Leavitt path algebra over an arbitrary graph.
To this end we will first find a subset of vertices such that every vertex in the graph connects
to it. Then, we will prove that the ideal generated by these vertices is an essential ideal of
the Leavitt path algebra. Being essential is equivalent to being dense, as every Leavitt path
algebra is left nonsingular and for left nonsingular rings both notions coincide.
Let E be an arbitrary graph and H a hereditary subset of E0. The restriction graph,
denoted by EH , is:
E0H := H, E
1
H := {e ∈ E
1 | s(e) ∈ H},
where the source and range functions in EH are simply the source and range functions in E
restricted to H .
Lemma 2.3. Let E be an arbitrary graph. Then every vertex v connects to at least one
of: a line point, a cycle without exits, an extreme cycle, or a vertex whose tree has infinite
bifurcations, i.e., every vertex in E connects to Pl ∪ Pc ∪ Pec ∪ Pb∞.
Proof. Let X = Pl ∪ Pc ∪ Pec ∪ Pb∞ . For any v ∈ E
0 we will show that v connects to X . We
distinguish two cases:
(1) Suppose |T (v)| < ∞. Then H = T (v) is a (finite) hereditary subset of E0 and the
graph EH has a finite number of vertices. By [1, Lemma 3.7.10], v, considered as a
vertex in EH , connects to a line point, a cycle without exits, or an extreme cycle.
Note that every line point, every cycle without exits and every extreme cycle in EH
is also a line point, a cycle without exits or an extreme cycle, respectively, in E; this
shows our claim.
(2) Consider |T (v)| =∞. Assume that T (v) ∩X = ∅, that is, v does not connect to any
element in X . This means that for any w ∈ T (v), w is neither a line point, nor a cycle
without exits, nor an extreme cycle and it is not in Pb∞ . First observe that for every
w ∈ T (v) we have |T (w)| = ∞ because otherwise H ′ = T (w) is a finite hereditary
subset and applying [1, Lemma 3.7.10] as before to the graph EH′ , we will have that
w connects to a line point, a cycle without exits or an extreme cycle, but this is not
possible since we are assuming T (v) ∩X = ∅.
For w ∈ E0 define BifT (w) := {u ∈ E
0 | u ∈ T (w) and there is a bifurcation at u}.
We claim that for every w ∈ T (v) we have |BifT (w)| 6= 0. Suppose that for some
w ∈ T (v) we have |BifT (w)| = 0. As w is not a line point, T (w) has to contain all the
vertices of a cycle c, since T (w)∩X = ∅ because T (v)∩X = ∅. Hence, c has an exit,
say e, which is a bifurcation in T (w). This is a contradiction. Take w1 ∈ T (v). If
w1 ∈ Pb∞ we get a contradiction again with the fact that T (v) ∩X = ∅. So suppose
w1 ∈ T (v) and w1 /∈ Pb∞ ; then we know |T (w1)| = ∞ and 0 < |BifT (w1)| < ∞.
Assume that T (w1) does not contain any vertex in a cycle; in that case it exists
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u1 ∈ T (w1) which connects to a line point but this is not possible according to our
hypothesis. Therefore, T (w1) must contain the vertices of a cycle c1, and this cycle
has, necessarily, an exit, say e1. Write r(e1) = w2. Consider T (w2); then, for the same
reasons as before, T (w2) has to contain the vertices of a cycle c2, and this cycle must
have an exit, say e2. This r(e2) cannot connect to c1, otherwise we have a vertex that
connects to an extreme cycle. If we continue in the same manner, T (w1) contains
infinitely many bifurcations {s(e1), s(e2), s(e3) . . .}; but this is a contradiction. This
finishes the proof.

A very useful criterion for determining when an ideal is dense is given in [12, Proposition
1.10], which states that for a hereditary subset H of a graph E, I(H) is a dense ideal if
and only if every vertex of E connects to H . Now, Lemma 2.3 gives enough information to
determine a dense ideal for every Leavitt path algebra.
Proposition 2.4. Let E be an arbitrary graph and X = Pl ∪ Pc ∪ Pec ∪ Pb∞. Then I(X) is
a dense ideal.
Proof. By Lemma 2.3, every vertex connects to X and by [12, Proposition 1.10] we are
done. 
In what follows we prove that in an arbitrary graph, the ideal generated by Pec ∪ Pb∞ is
invariant under any ring isomorphism of LK(E).
For any arbitrary graph E the ideal I(Pl), which is the socle, is invariant under any algebra
isomorphism and I(Pc) is shown to be invariant under any ring isomorphisms in [7, Theorem
6.11]. Moreover, it is proven in [13, Theorem 4.1] that I(Pec) remains invariant under any
ring isomorphism when E is a finite graph.
In order to establish Proposition 2.6, we need to see that the ideal I(Pec ∪ Pb∞) does not
contain primitive idempotents. Recall that an idempotent e in an algebra is called primitive
if e cannot be decomposed as a sum of two non-zero orthogonal idempotents.
Lemma 2.5. Let E be an arbitrary graph and K any field. Then I(Pec ∪ Pb∞) does not
contain any primitive idempotent.
Proof. The graded ideal I(Pec ∪ Pb∞) is K-algebra isomorphic to a Leavitt path algebra,
by [1, Corollary 2.5.23]; concretely, to the Leavitt path algebra whose underlying graph is
F := Pec ∪ Pb∞ (see the Structure Theorem for graded ideals, [1, Theorem 2.5.8]).
The primitive idempotents of the Leavitt path algebra LK(F ) are in the ideal generated by
P Fl ∪P
F
c because the primitive minimal are in the socle of the Leavitt path algebra, which is
the ideal generated by P Fl , by [10, Theorem 5.2] and the primitive non-minimal are in I(P
F
c ),
by [7, Corollary 6.10]. Since LK(F ) has neither line points nor cycles without exits, it has no
primitive idempotents. 
Proposition 2.6. Let E be an arbitrary graph. Then the ideal I(Pec ∪ Pb∞) is invariant
under any ring isomorphism.
Proof. Assume that E and F are arbitrary graphs and that ϕ : LK(E) → LK(F ) is a ring
isomorphism. Note that I(PEec ∪ P
E
b∞) is generated by idempotents. Since any isomorphism
sends idempotents to idempotents, by [1, Corollary 2.9.11], the ideal ϕ(I(PEec∪P
E
b∞)) is graded.
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This means that there exists a hereditary saturated set H in F such that ϕ(I(PEec ∪ P
E
b∞)) =
I(H) by [1, Theorem 2.4.8].
Take v ∈ H . By Lemma 2.3, v connects to a line point, to a cycle without exits, to an
extreme cycle or to a vertex whose tree has infinite bifurcations. We are going to show that
v can connect neither to a line point nor to a cycle without exits.
If v connects to a line point w then w ∈ H and T (w) does not have any bifurcations,
so w is a primitive idempotent by [7, Proposition 5.3]. Similarly, if v connects to a cycle c
without exits, then c0 ⊆ H and again H contains a primitive idempotent. In both cases,
since primitive idempotents are preserved by isomorphisms, I(PEec ∪ P
E
b∞) contains primitive
idempotents but this is a contradiction to Lemma 2.5. Hence, v connects either to an extreme
cycle or to a vertex whose tree has infinite bifurcations. Assume v connects to a vertex u
such that T (u) has infinite bifurcations. Clearly v ∈ P Fb∞ , which means v ∈ I(P
F
ec ∪ P
F
b∞).
Suppose that v connects to an extreme cycle. We distinguish the following two cases:
Case 1: There is path µ starting at v and ending at a vertex of an extreme cycle c′, and
µ0 contains an infinite emitter u. Then v is in P Fb∞ .
Case 2: All the paths from v to any extreme cycle contain only regular vertices. Then by
(CK2) relation, v is in the ideal I(P Fec).
Hence v ∈ I(P Fec∪P
F
b∞) and ϕ(I(P
E
ec∪P
E
b∞)) ⊆ I(P
F
ec∪P
F
b∞). Reasoning in the same way with
ϕ−1 we get ϕ−1(I(P Fec ∪ P
F
b∞)) ⊆ I(P
E
ec ∪ P
E
b∞) implying ϕ(I(P
E
ec ∪ P
E
b∞)) = I(P
F
ec ∪ P
F
b∞). 
3. The largest locally artinian and locally noetherian ideals of a Leavitt
path algebra
To start the picture about largest ideals generated by the sets of vertices in PElec, for E
an arbitrary graph, we show that there exists a largest semisimple ideal in LK(E), which is
generated by the line points, and a largest locally noetherian ideal, which is generated by
vertices in cycles without exits. The notions studied in this section are the following: we say
that a ring R is locally left artinian (resp., locally left noetherian) if for any finite subset X
of R there exists an idempotent e ∈ R such that X ⊆ eRe, and eRe is left artinian (resp.,
left noetherian).
The first statement follows from a general fact that maybe is well-known; we include here
because we don’t know a concrete reference.
Recall that for a (non necessarily unital) ring R the left socle is defined to be the sum of
the minimal left ideals of R, while the right socle is the sum of the minimal right ideals of R.
If there are no minimal left (right) ideals, then the left (right) socle is said to be zero. When
R is a semiprime ring (i.e., it has no nonzero nilpotent ideals), then the left and the right
socle coincide and this ideal is called the socle of R, denoted Soc(R). A left (right) ideal of
R will be called semisimple if it is semisimple as a left (right) R-module, i.e., if I is the sum
of simple left (right) R-modules.
Proposition 3.1. Let R be a semiprime ring. Then the socle is the largest semisimple left
(and right) ideal of R.
Proof. Denote by S the socle of R and let I be a semisimple left ideal. Then I is a direct
sum of simple left ideals of R, say I = ⊕i∈ΛIi. Since R is semiprime, Ii = Rei, being ei an
idempotent in I which is minimal, i.e., eiRei is a division ring. Apply that the socle is the
sum of all minimal ideals to get that I must be contained in S, as required. 
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Theorem 3.2. Let E be an arbitrary graph and let K be a field. Then I(Pl) is the largest
semisimple left and right ideal of LK(E). It is also the largest locally left and right artinian
ideal of the Leavitt path algebra.
Proof. Apply Proposition 3.1, [1, Proposition 2.3.1] and [1, Theorem 2.6.14]. 
Our next goal is to show that the ideal generated by the set of line points jointly with the
vertices which lie in cycles without exits is the largest left/right locally noetherian ideal of a
Leavitt path algebra. As a result we will obtain that the ideal generated by Pc is the largest
locally left/right noetherian ideal not having minimal idempotents.
One of the key points in the proof will be the Structure Theorem for graded ideals in a
Leavitt path algebra, which is proved in [1, Theorem 2.5.8]. Here we include some of the
notions involved in this result.
Let E be an arbitrary graph and K any field. Given a hereditary subset H of E0 and a
vertex v ∈ E0, we say that v is a breaking vertex of H if v is in the set
BH := {v ∈ E
0 \H | v ∈ Inf(E) and |s−1(v) ∩ r−1(E0 \H)| <∞}.
In other words, BH consists of those vertices of E which are infinite emitters, which are
not in H , and for which the ranges of the edges they emit are all, except for a finite (and
nonzero) number, inside H (see [1, Definitions 2.4.4]). For v ∈ BH , recall that the element
vH of LK(E) is:
vH := v −
∑
e∈s−1(v)∩r−1(E0\H)
ee∗
For any subset S ⊆ BH , define S
H := {vH | v ∈ S} ⊆ LK(E).
Also we need to recall here the definition of the generalized hedgehog graph of a hereditary
set ([1, Definition 2.5.20]). Let H be a hereditary subset of E0 and S ⊆ BH . Define the
generalized hedgehog graph of H as follows:
F1(H,S) := {α = e1 · · · en ∈ Path(E) | r(en) ∈ H; s(en) /∈ H ∪ S}, and
F2(H,S) = {α = e1 · · · en ∈ Path(E) | n ≥ 1; r(en) ∈ S}.
For i = 1, 2, denote by F i(H,S) another copy of Fi(H,S); for any α ∈ Fi(H,S) we will write
α to refer copy of α in F i(H,S). Define a new graph (H,S)E = (((H,S)E)
0, ((H,S)E)
1, s′, r′) as
follows:
((H,S)E)
0 = H ∪ S ∪ F1(H,S) ∪ F2(H,S) and
((H,S)E)
1 = {e ∈ E1 | s(e) ∈ H} ∪ {e ∈ E1 | s(e) ∈ S; r(e) ∈ H} ∪ F 1(H,S) ∪ F 2(H,S).
The source and range maps s′ and r′ are defined by extending r and s to (H,S)E
1 and by
setting s′(α) = α and r′(α) = r(α) for all α ∈ F i(H,S) for i = 1, 2. In the particular case in
which S = ∅, we have that F2(H, ∅) = ∅ and (H,∅)E =H E given in [1, Definition 2.5.16].
Theorem 3.3. Let E be an arbitrary graph and let K be any field. Then I(Pl ⊔ Pc) is the
largest locally left (right) noetherian ideal of LK(E).
Proof. By [1, Corolary 2.7.5 (i)], [1, Lemma 4.2.2 (ii)] and [1, Lemma 4.2.4] we have that
I(Pl ⊔ Pc) is locally left noetherian. Now we prove that it is the largest locally left (right)
noetherian ideal. Let I be an ideal of LK(E) which is locally left noetherian. By the definition
of left locally noetherian, I is generated as an ideal by the idempotents it contains, so it is a
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graded ideal. By the Structure Theorem of graded ideals [1, Theorem 2.5.8], I = I(H ∪ SH)
for H = I ∩ E0.
Next we claim that I does not contain elements of the form vH , for v a breaking vertex.
Assume on the contrary vH ∈ I and take an infinite subset {fi | i ∈ N} ⊆ s
−1(v) ∩ r−1(H).
Then we have the following increasing chain inside vHIvH :
vHLK(E)f1f
∗
1 v
H ( vH(LK(E)f1f
∗
1 ⊕ LK(E)f2f
∗
2 )v
H ( · · ·
This is a contradiction because vHIvH is a left noetherian algebra (every corner of a locally
left noetherian algebra is left noetherian).
Then we know that I = I(H) and, by [1, Theorem 2.5.19], we have I(H) ∼= LK(HE) which
is locally left noetherian. We know that LK(HE) = I(P
HE
l ⊔ P
HE
c ) by [1, Theorem 4.2.12].
We claim that PHEl ⊔P
HE
c can be seen inside I(P
E
l ⊔P
E
c ). Indeed, if p ∈ P
HE
l , then p is a line
point in H or p comes from a path in E ending at a vertex in H which is a line point in E0;
by abuse of notation we denote this path by p. Then p ∈ I(PEl ). On the other hand, every
cycle without exits in HE comes from a cycle without exits in E; this means that we may
assume PHEc ⊆ P
E
c (understanding the containment as a graph homomorphism as defined in
[1, Definition 1.6.1]). This shows I ⊆ I(PEl ⊔ P
E
c ) as required. 
Corollary 3.4. For an arbitrary graph E and any field K, the ideal I(Pc) is the largest locally
left/right noetherian ideal not having minimal idempotents
Proof. Apply Theorem 3.3 and that every minimal idempotent is in the socle of LK(E), which
is generated by the vertices in PEl (see [1, Theorem 2.6.14]). 
4. The largest purely infinite ideal of a Leavitt path algebra
In this section we show that any purely infinite ideal in a Leavitt path algebra is graded
and we find the largest purely infinite ideal of the algebra, which happens to be the ideal
generated by the properly purely infinite vertices.
We start by recalling the definition of purely infinite ring, that (without simplicity) was
introduced in [8, Definition 3.1]. A ring R is said to be purely infinite if the following
conditions are satisfied:
(1) No quotient of R is a division ring, and
(2) whenever a ∈ R and b ∈ RaR, then b = xay for some x, y ∈ R.
A vertex v in an arbitrary graph is called properly infinite if and only if there exist vertices
w1, w2, ..., wn in T (v) such that |CSP(wi)| ≥ 2 for all i and v ∈ {w1, w2, ..., wn} (see [1,
Proposition 3.8.12]). The set of properly infinite vertices of a Leavitt path algebra will be
denoted by Ppi, or by P
E
pi if we want to emphasize the graph we are considering.
Leavitt path algebras which are purely infinite can be characterized as those whose graph
satisfies a nice property, as stated in [1, Corollary 3.8.17]: every vertex is properly infinite
and there are no breaking vertices for any hereditary subset of vertices of the graph. This is
the result that follows.
Proposition 4.1. Let E be an arbitrary graph and K be any field. The following are equiv-
alent:
(i) LK(E) is purely infinite.
(ii) BH = ∅ for all H ∈ HE, and every vertex is properly infinite.
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In order to determine the largest purely infinite ideal of a Leavitt path algebra, we first
study which type of ideal it must be.
Proposition 4.2. Let E be an arbitrary graph and K any field. Then every purely infinite
ideal I of LK(E) is graded. Moreover, there exists a hereditary and saturated subset H ⊆ E
0
such that I = I(H).
Proof. Let I be a nonzero purely infinite ideal of LK(E). By [1, Theorem 2.8.10] we have
that I = I(H ∪ SH ∪ PC) where H,S
H and PC are as described therein. If I were not
graded, then PC 6= ∅ and the ideal I/I(H ∪ S
H) of LK(E)/I(H ∪ S
H) would be isomor-
phic to
⊕
c∈C MΛc(pc(x)K[x, x
−1]). Observe that this algebra is not purely infinite. To see
this it is enough to show that pc(x)K[x, x
−1] is not purely infinite. Indeed, if < x > is
the ideal generated by x in K[x, x−1], there exists a quotient of pc(x)K[x, x
−1], concretely
pc(x)K[x, x
−1]/pc(x) < x >, which is isomorphic to the field K, so (1) in [1, Definitions
3.8.3 (ii)] is not satisfied. This fact contradicts the purely infiniteness of I/I(H ∪SH) (by [1,
Lemma 3.8.9 (i)]) and, consequently, I = I(H ∪ SH), i.e., I is graded.
Apply [1, Theorem 2.5.22] to get that I is (K-algebra) isomorphic to the Leavitt path
algebra LK((H,S)E). Now we prove that S = ∅. Assume on the contrary that there is an
element u ∈ S. Since u is a breaking vertex of H in E, it is an infinite emitter and emits
infinitely many edges into H in the graph E. By the construction of the generalized hedgehog
graph, the vertex u is an infinite emitter in (H,S)E and |CSP(u)| = 0, also in (H,S)E. This
implies that u is not a properly infinite vertex in (H,S)E, contradicting that LK((H,S)E) is
purely infinite. Therefore S = ∅ and I = I(H) as desired. 
It is shown in [1, Corollary 2.9.11] that an ideal in a Leavitt path algebra is itself a Leavitt
path algebra if and only if it is a graded ideal. The corresponding Leavitt path algebra is
the one associated to the generalized hedgehog graph of a certain hereditary set ([1, Theorem
2.5.22]).
Since the ideal generated by an extreme cycle is purely infinite (see[12, Lemma 2.5]), a
question that naturally arises is whether a purely infinite Leavitt path algebra has to contain
extreme cycles. The answer is no, as the following example shows.
Example 4.3. The Leavitt path algebra of the following graph is purely infinite but has no
extreme cycles.
v1 v2 v3 v4 · · ·
On the other hand, the ideal generated by the set of all vertices in extreme cycles is a
purely infinite ideal.
Theorem 4.4. Let E be an arbitrary graph and K a field. Then I(Pec) is a purely infinite
ideal.
Proof. Recall that Pec is a hereditary set and denote it by H . By [1, Theorem 2.5.19] the
ideal generated by H is K-algebra isomorphic to the Leavitt path algebra of the hedgehog
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graph HE. We will use (ii) in Proposition 4.1. We prove that the two conditions in (ii) are
satisfied.
(i) Assume on the contrary that there exists a hereditary saturated set Y ⊆ HE
0 with
BY 6= ∅. Take v ∈ BY . Since v is an infinite emitter, by the construction of the hedgehog
graph v /∈ FE(H), so v ∈ H = Pec. Moreover, as v ∈ BY , v /∈ Y . There exists an edge e
starting from v to a vertex u in Y . As H is hereditary, u ∈ H . Also, e is either in the extreme
cycle where v lies on, or e is an exit for the extreme cycle to which v belongs. In both cases,
there is a path from u to v. Hence, v ∈ Y . This is a contradiction.
(ii) Let v ∈ HE
0. If v ∈ H , we can take w1 = v and since v is a vertex in an extreme
cycle then |CSP(v)| ≥ 2 is satisfied. Suppose v ∈ FE(H), then v corresponds to a path
α = e1e2...en in E, where s(e1) ∈ E
0\H , r(ei) ∈ E
0\H for all 1 ≤ i < n and r(en) ∈ H .
There is an edge v in the hedgehog graph HE such that r(v) = r(en) := w ∈ H . Since w is a
vertex in an extreme cycle, |CSP(w)| ≥ 2 is satisfied. Moreover, in the hedgehog graph HE,
w ∈ T (v) and v ∈ {w}. 
Next, we want to investigate whether I(Pec) is the largest purely infinite ideal in LK(E).
Note that in a ring R with local units, if R is purely infinite then any ideal I of R is also
purely infinite. Moreover, R/I is also a purely infinite ring [1, Lemma 3.8.9]. Hence, if LK(E)
is a purely infinite ring, then any ideal is purely infinite. The examples that follow illustrate
that I(Pec) is not necessarily the largest purely infinite ideal.
Example 4.5. Consider the graph E:
v1 v2 v3
The Leavitt path algebra LK(E) is purely infinite. Both Pec = {v3} and {v2, v3} are
hereditary sets that generate proper purely infinite ideals with I({v2, v3}) ) I(Pec).
Example 4.6. Consider the graph E:
v4 v1 v2 v3
The Leavitt path algebra LK(E) is not purely infinite. The ideal generated by the vertices
in extreme cycles, I(Pec), is purely infinite, but it is not the largest one as it is strictly
contained in the purely infinite ideal I({v2, v3}).
Lemma 4.7. For an arbitratry graph E and any field K, we have that PEec ⊆ P
E
pi .
Proof. Let u be a vertex in an extreme cycle, and take v ∈ T (u). By the definition of extreme
cycle there exists w ∈ T (v) with |CSP(w)| ≥ 2. This implies, by [1, Lemma 3.8.11], that u is
a properly infinite idempotent. 
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The set of properly infinite vertices Ppi, is not necessarily a hereditary set.
Example 4.8. In the graph
v w
the vertex v is in Ppi, but w is not a properly infinite vertex and v ≥ w.
Example 4.9. Consider the graph E in Example 4.6 and denote by e the edge starting at
v1 and finishing at v4.
We know that LK(E) is not a purely infinite ring. Observe that Ppi = {v1, v2, v3} and
v4 ∈ I({v1, v2, v3}) since v4 = e
∗v1e. So I({v1, v2, v3}) = LK(E), which is not purely infinite.
Our next aim is to provide a subset of vertices which will generate the largest purely infinite
ideal of a Leavitt path algebra. Define:
Pppi := {v ∈ E
0 | T (v) ⊆ Ppi and T (v) has no breaking vertices.}
Lemma 4.10. Let E be an arbitrary graph. Then:
(i) Pppi is a hereditary and saturated set.
(ii) Pec ⊆ Pppi.
Proof. (i) Let v ∈ Pppi and w ∈ T (v). Since T (w) ⊆ T (v), T (w) ⊆ Ppi; apply that there are
no breaking vertices in T (v) and therefore in T (w), to get w ∈ Pppi. This shows that it is
hereditary. That Pppi is saturated follows immediately.
(ii) Let v ∈ Pec, where v ∈ c
0 for some extreme cycle c. Take w ∈ T (v). Let α be a path
such that s(α) = v and r(α) = w. Since v is in an extreme cycle, there exists another path β
starting at w and ending at a vertex in c0. By the definition of extreme cycle, |CSP(w)| ≥ 2
and so w ∈ Ppi; using that there are no breaking vertices in T (v) we obtain v ∈ Pppi. 
Proposition 4.11. Let E be an arbitrary directed graph and Pppi be the set defined above.
The ideal I(Pppi) is purely infinite.
Proof. Denote H := Pppi, which is a hereditary and saturated set by Lemma 4.10. Apply [1,
Theorem 2.5.19] to get that I(H) ∼= LK(HE). We will show that the Leavitt path algebra
LK(HE) is purely infinite using Proposition 4.1. Note that the hedgehog graph HE has no
breaking vertices since the same happens to H . Therefore (i) in Proposition 4.1 is satisfied.
Now, take v ∈ (HE)
0; if v ∈ H , that is, T (v) ⊆ Ppi, then v ∈ Ppi and we are done.
If v ∈ FE(H) then there is only one edge starting at v and ending at a vertex w ∈ H .
Since w ∈ Ppi, there exist w1, w2, ..., wn in T (w) such that |CSP(wi)| ≥ 2 for all i and
w ∈ {w1, w2, ..., wn}. Clearly w1, w2, ..., wn in T (v) and v ∈ {w1, w2, ..., wn}. This proves (ii)
in Proposition 4.1. 
Theorem 4.12. Let E be an arbitrary directed graph. The ideal I(Pppi) is the largest purely
infinite ideal in LK(E).
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Proof. Let J = I(H) be a purely infinite ideal of LK(E), where H is a hereditary and
saturated subset of E0 by Proposition 4.2. Apply [1, Theorem 2.5.19] to get that I(H) ∼=
LK(HE). Our aim is to show H ⊆ Pppi.
Take v ∈ H . Then v is properly infinite and its tree in HE has no breaking vertices.
Hence there exist w1, w2, ..., wn ∈ TH
E(v) such that |CSPHE(wi)| ≥ 2 for all i and v ∈
{w1, w2, ..., wn}
HE
. By the construction of the hedgehog graph, w1, w2, ..., wn ∈ T
E(v) and
|CSPE(wi)| ≥ 2 for all i; besides, v ∈ {w1, w2, ..., wn}
E
. Therefore, v is a properly infinite
vertex in E. Moreover, in the graph E, its tree has no breaking vertices. Since LK(HE) is
purely infinite, we have TE(v) ⊆ Ppi. So, v ∈ Pppi and we conclude that the ideal I(Pppi) is
the largest purely infinite ideal in LK(E). 
The condition that T (v) does not contain breaking vertices cannot be eliminated in order
to have a purely infinite ideal. Define
P ′ppi := {v ∈ E
0 | T (v) ⊆ Ppi}
The example that follows shows that the ideal I(P ′ppi) is not purely infinite.
Example 4.13. Consider the graph E:
v1 v2 v3 v4 · · ·
· · ·
P ′ppi = {v2, v3, · · · } and the corresponding hedgehog graph P ′ppiE is:
v2 v3 v4 · · ·
· · ·
...
The set Y = {v3, v4, · · · } is hereditary and saturated in the graph P ′
ppi
E and clearly BY =
{v2}, therefore I(P
′
ppi)
∼= LK(P ′
ppi
E) is not purely infinite.
Corollary 4.14. Let E be an arbitrary graph. Then the ideal I(Pppi) is invariant under any
ring isomorphism.
Proof. Suppose that E and F are arbitrary graphs and that ϕ : LK(E) → LK(F ) is a ring
isomorphism. Denote I := I(PEppi) and I
′ := I(P Fppi).
First we show that ϕ(I) ⊆ I ′. To have this, it is enough to prove that ϕ(I) is a purely
infinite ideal in LK(F ) because of Theorem 4.12. We check that the following two conditions
(in the definition of purely infinite ring) are satisfied:
(1) No quotient of ϕ(I) is a division ring, and
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(2) whenever a′ ∈ ϕ(I) and b′ ∈ ϕ(I)a′ϕ(I), then b′ = x′a′y′ for some x′, y′ ∈ ϕ(I).
For the first one, suppose on the contrary that there exits a quotient of ϕ(I) which is a
division ring, say ϕ(I)/ϕ(J) where J is an ideal of I. Since ϕ : I/J → ϕ(I)/ϕ(J) is an
isomorphism then I/J is a quotient of I which is a division ring so we get a contradiction to
the fact that I is purely infinite.
For the second condition take a′ ∈ ϕ(I) and b′ ∈ ϕ(I)a′ϕ(I), and let a ∈ I and b ∈ LK(E)
be such that ϕ(a) = a′ and ϕ(b) = b′. Then ϕ(b) ∈ ϕ(I)ϕ(a)ϕ(I) = ϕ(IaI), which implies
b ∈ IaI. Now, being I purely infinite means that b = xay for some x, y ∈ I. Then, taking
x′ = ϕ(x) and y′ = ϕ(y) we obtain b′ = x′a′y′.
Analogously we get ϕ−1(I ′) ⊆ I and, therefore, ϕ(I) = I ′ as desired. 
5. The structure of the largest purely infinite ideal
In the previous section we established the existence of the largest purely infinite ideal of a
Leavitt path algebra. The aim of this section is to deep into its structure. Concretely, we will
prove that it is the direct sum of purely infinite simple ideals and purely infinite non-simple
indecomposable ideals. We start with some definitions we need.
Definitions 5.1. From the set of vertices in extreme cycles and from the set of vertices which
are properly infinite, we pick up the following:
P ′ec := {v ∈ Pec | there exists u ∈ Pppi \ Pec such that u ≥ v}.
A cycle whose vertices are in Ppec will be called a properly extreme cycle. Note that extreme
cycles are divided into two sets: those whose vertices are properly infinite and the complement.
Ppec = Pec \ P
′
ec.
In the set of properly infinite vertices, we remove those belonging to properly extreme cycles
and denote it by P ′, i.e.,
P ′ := Pppi \ Ppec.
Cycles whose vertices are in P ′ will produce (graded) ideals which are purely infinite and
non-simple (moreover, we will see that they are also non-decomposable). The question which
arises is how to relate cycles of this type which are in the same purely infinite ideal. This is
the reason because we establish the relations given in the definitions below.
Definitions 5.2. (i) (See [12, Definitions 2.2]). Let X ′pec be the set of all cycles whose vertices
are in Ppec. We define in X
′
pec the following relation: given c, d ∈ X
′
pec, we write c ∼
′ d if c
and d are connected. This is an equivalence relation. Denote the set of all equivalence classes
by Xpec = X
′
pec/ ∼. If we want to emphasize the graph we are considering we write X
′
pec(E)
and Xpec(E) for X
′
pec and Xpec, respectively.
For any c ∈ X ′pec, let c˜ denote the class of c, and use c˜
0 to represent the set of all vertices
belonging to the cycles which are in c˜.
(ii) Let X ′P ′ be the set of all cycles whose vertices are in P
′. We define in X ′P ′ the following
relation: given c, d ∈ X ′P ′, we write c ∼
′ d if c and d are connected. This relation is reflexive
and symmetric, but not necessarily transitive. Now we define in X ′P ′ the relation: c ∼ d if
there are c1, . . . , cn ∈ X
′
P ′ such that c = c1 ∼
′ c2 ∼
′ · · · ∼′ cn = d. This is an equivalence
relation. Denote the set of all equivalence classes by XP ′ = X
′
P ′/ ∼. If we want to emphasize
the graph we are considering we write X ′P ′(E) and XP ′(E) for X
′
P ′ and XP ′, respectively.
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For any c ∈ X ′P ′, let c˜ denote the class of c, and use c˜
0 to represent the set of all vertices
belonging to the cycles which are in c˜.
Example 5.3. Consider the following graph:
v1 v2 v3 v4
w1
w2
e1
e2
e3
e4
e5
e6
e7
e8
Then, Pec = {v3, w1}, Pppi = {v2, v3, v4, w1}, P
′
ec = {v3}, Ppec = {w1} and P
′ = {v2, v3, v4}.
Moreover, X ′P ′ = {e1, e2, e3, e4, e5, e6} and e1 ∼ e2 ∼ e3 ∼ e4 ∼ e5 ∼ e6, so XP ′ = {e˜1}.
Finally, note that e˜1
0 = {v2, v3, v4}.
Remark 5.4. Let E be an arbitrary graph and use the definitions before.
(i) For any c ∈ X ′P ′ we have that c˜
0 is not necessarily a hereditary subset (see Example
5.5).
(ii) Given c, d ∈ X ′P ′ we have that c˜ 6= d˜ if and only if c˜
0 ∩ d˜0 = ∅.
Example 5.5. Consider the graph:
v1
v2
v3 v4
e1
e2
e3
e4
e5
e6
Then, Pec = {v3}, Pppi = {v1, v2, v3, v4}, P
′
ec = {v3}, Ppec = ∅ and P
′ = {v1, v2, v3, v4}.
Moreover, X ′P ′ = {e1, e2, e3, e4, e5, e6} and e1 ∼ e2 ∼ e3 ∼ e4 ∼ e5 ∼ e6, so XP ′ = {e˜1}. Note
that e˜1
0 = {v1, v3, v4}, but v2 /∈ e˜1
0.
The result that follows describes each piece into which the ideal generated by P ′ decom-
poses.
Proposition 5.6. Let E be an arbitrary graph and K a field. For every cycle c ∈ X ′P ′, the
ideal I(c˜0) is isomorphic to a purely infinite non simple Leavitt path algebra which is not
decomposable. Concretely, it is isomorphic to LK(HE), where H = T (c˜
0).
Proof. Since every vertex in H is properly infinite and BH = ∅, by [1, Theorem 3.8.16], the
Leavitt path algebra LK(HE) is purely infinite.
To see that LK(HE) is not simple, equivalently, that I(c˜
0) is not simple, choose a non-
extreme cycle d such that d˜ = c˜. Take e ∈ E1 such that u := s(e) ∈ d0 but T (u) ∩ c0 = ∅.
Then 0 6= I(r(e)) ( I(c˜0).
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Our next aim is to prove that LK(HE) is not decomposable showing that condition (a) in
[11, Theorem 5.2 (iii)] is not satisfied. Let Y ′ be a nonempty, proper, hereditary and saturated
subset of (HE)
0. We claim that there is a nonempty hereditary and saturated subset Y of E0
such that Y ⊆ H. Indeed, the ideal generated by Y ′ in LK(HE), call it J
′, is nonzero, graded
and proper. Using the isomorphism between LK(HE) and I(H) (see [1, Theorem 2.5.22]),
we can say that J ′ is isomorphic to a graded ideal of I(H), call it J , which does not contain
breaking vertices. Since I(H) is a ring with local units, then J is a graded ideal of LK(E)
without breaking vertices. By the Structure Theorem for Graded Ideals [1, Theorem 2.5.8]
there exists a nonempty, hereditary and saturated set Y ∈ E0 such that J = I(Y ); moreover,
since J ⊆ I(H), we have ∅ 6= Y ( H (see [1, Proposition 2.5.4]). We are going to prove:
(∗) There is a cycle d in LK(E) such that d
0 6⊆ Y and d is connected to Y .
Let u ∈ Y ( H . Recall that H = ∪n≥0Hn. If u ∈ H0 then u ∈ c˜
0. Let d be a cycle such
that d˜ = c˜ and there exists an edge e satisfying s(e) ∈ d0 and r(e) = u. Then ddd... is an
infinite path whose vertices are not contained in Y and d is connected to Y . If u ∈ H1, then
u is the source of an edge f such that r(f) ∈ c˜0. As before, we can find a cycle d, with d˜ = c˜,
and an edge g satisfying s(g) ∈ d0 and r(g) = v. Then ddd... is an infinite path whose vertices
are not contained in Y and d is connected to v, which is in Y because Y is hereditary and
u ∈ Y . By induction we prove the statement.
Once we have that (∗) is true, this provides an infinite path ddd... in HE whose vertices
are outside from Y ′ but all of them are connected to Y ′. This means that (2) in [11, Theorem
5.2 (iii)] is not satisfied and, therefore, LK(HE) is not decomposable.

Example 5.7. In Example 5.5, the ideal I(e˜1
0) is isomorphic to LK(HE), where H =
{v2, v3, v4} = P
′ and the graph HE is:
v1 v2 v3 v4
e1
e2
e3
e4
e5
e6
LK(HE) is purely infinite and non simple Leavitt path algebra which is not decomposable.
In the following result we are using the notation introduced in [12, Definitions 2.2].
Theorem 5.8. Let E be an arbitrary graph and K be a field. Then I(Pppi) = I(Ppec)⊕I(P
′).
Moreover,
I(Ppec) = ⊕c˜∈XpecI(c˜
0) and I(P ′) = ⊕c˜∈XP ′I(c˜
0),
where every I(c˜0) for c˜ ∈ Xpec is isomorphic to a Leavitt path algebra which is purely infinite
simple, and every I(c˜0) for c˜ ∈ XP ′ is isomorphic to a Leavitt path algebra which is purely
infinite non simple and non decomposable.
Proof. Decompose Pppi = Ppec ⊔ P
′. Then [1, Proposition 2.4.7] implies I(Pppi) = I(Ppec) ⊕
I(P ′). By [12, Proposition 2.6] we have that I(Ppec) = ⊕c˜∈XpecI(c˜
0), where every I(c˜0) is
purely infinite and simple. By Proposition 5.6 we have I(P ′) = ⊕c˜∈XP ′I(c˜
0), where each I(c˜0)
is purely infinite non simple and non decomposable. This completes the proof. 
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Corollary 5.9. Let I be a purely infinite ideal of a Leavitt path algebra LK(E).
(i) If I simple, then it is contained in I(Ppec). More concretely, I = I(c˜
0), for c an extreme
cycle such that c0 ⊆ Ppec.
(ii) If I is not simple and not decomposable, then it is contained in I(P ′). More concretely,
I = I(c˜0), where c is an extreme cycle such that c0 ⊆ P ′.
(iii) I = ⊕i∈ΛI(c˜i
0), where ci is an extreme cycle such that c
0
i ⊆ Ppec or c
0
i ⊆ P
′.
Proof. Since I is a purely infinite ideal of LK(E) and I(Pppi) is the largest purely infinite ideal
in the Leavitt path algebra (Theorem 4.12), then I ⊆ I(Pppi). By Theorem 5.8 we may write
I(Pppi) = I(Ppec) ⊕ I(P
′). Moreover, I = I(H) for some hereditary and saturated subset
H ⊆ E0 by Proposition 4.2. Using [1, Theorem 2.5.8] we have H ⊆ Ppec ⊔ P
′.
We know that Ppec = ⊔c˜∈Xpec c˜
0, where every I(c˜0) is purely infinite simple, and that
P ′ = ⊔c˜∈XP ′ c˜
0, where every I(c˜0) is purely infinite non simple and non decomposable. Apply
this to get H = ⊔i∈Λc˜i
0, where ci is an extreme cycle such that c
0
i ⊆ Ppec or c
0
i ⊆ P
′. Now,
use [1, Proposition 2.4.7] to get I = ⊕i∈ΛI(c˜i
0). This proves (iii).
If I is simple or indecomposable, then |Λ| = 1. This implies I is as stated in (i) when I is
simple, or as stated in (ii) if it is indecomposable and non simple. 
Corollary 5.10. Let E be an arbitrary graph. Then the ideal I(PEec) is invariant under any
ring isomorphism between Leavitt path algebras.
Proof. Assume that ϕ : LK(E) → LK(F ) is a ring isomorphism. By [12, Proposition 2.6]
we have that I(PEec) = ⊕c˜∈XecI(c˜
0), where every I(c˜0) is purely infinite and simple and
Xec is as defined in [12, Definition 2.2]. Take a cycle c such that c˜ ∈ Xec. Since ϕ is an
isomorphism and I(c˜0) is purely infinite simple, then ϕ(I(c˜0)) is a purely infinite simple ideal
of LK(F ). Moreover, by Proposition 4.14, we get ϕ(I(P
E
ppi)) = I(P
F
ppi). Since P
E
ec ⊆ P
F
ppi,
then ϕ(I(c˜0)) ⊆ I(P Fppi). Use Theorem 5.8 to get ϕ(I(c˜
0)) = I(d˜0), where d is a cycle in
XFpec. Then d must be an extreme cycle by (i) in Corollary 5.9. Therefore I(d˜
0) ⊆ I(P Fec) and,
consequently, our claim follows. 
6. The largest exchange ideal of a Leavitt path algebra
In this section we will describe graphically the largest exchange ideal of a Leavitt path
algebra, which exists by [6, Theorem 3.5].
Definition 6.1. Let E be an arbitrary graph and H a hereditary subset of E0. We say that
H satisfies Condition (K) if the restriction graph EH satisfies Condition (K).
For an arbitrary graph E we consider the set
PE(K) := {v ∈ E
0 | T (v) satisfies Condition (K)}.
It is clear that P(K) is a hereditary subset of vertices. We define P
E
ex as
PEex := P(K) ∪ B
P(K).
When it is clear the graph we are considering, we simply write P(K) and Pex.
Theorem 6.2. Let E be an arbitrary graph and K be a field. Then the largest exchange ideal
of the Leavitt path algebra LK(E) is I(Pex).
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Proof. The ideal I(Pex) is graded as it is generated by elements of degree zero in the Leavitt
path algebra LK(E), therefore I(Pex) ∼= LK((P(K),BP(K))E) by [1, Theorem 2.5.22]. By the
definition of Pex, it is clear that the hedgehog graph (P(K),BP(K) )E satisfies Condition (K),
therefore, LK((P(K),BP(K))E) is an exchange ring, by [1, Proposition 3.3.11] and, consequently,
the ideal I(Pex) is exchange.
Now, let I be the largest exchange ideal of LK(E). We prove that it is a graded ideal. By
the structure theorem of ideals [1, Theorem 2.8.10], I = I(H ∪ SH ∪ PC), for H , S
H and PC
as described in the mentioned theorem. If PC 6= ∅, then I/I(H ∪ S
H), which is an exchange
ring by [4, Theorem 2.2], is a K-algebra isomorphic to a direct sum of matrices over an ideal
of K[x, x−1]. But this is not an exchange ring. Consequently, PC = ∅ and I is graded. By
[1, Theorem 2.5.22] we obtain that I is isomorphic to the Leavitt path algebra LK((H,S)E).
Since it is exchange, the graph (H,S)E satisfies Condition (K) by [1, Theorem 3.3.11]. This
implies H ∪ SH ⊆ Pex and, therefore, I = I(H ∪ S
H) ⊆ I(Pex). 
Corollary 6.3. Let E be an arbitrary graph. Then the ideal I(Pex) is invariant under any
ring isomorphism.
Proof. Assume that E and F are arbitrary graphs and let ϕ : LK(E) → LK(F ) be a ring
isomorphism. Denote I := I(PEex) and J := I(P
F
ex). Using the definition of exchange ring
without unit given in [4, Theorem 1.2 (c)], it is clear that ϕ(I) is an exchange ideal in LK(F ).
Since J is the largest exchange ideal in LK(F ), by Theorem 6.2, we get ϕ(I) ⊆ J . Applying
the same to ϕ−1 we have ϕ−1(J) ⊆ I, thus we obtain J = ϕ(I). 
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