An infra-nilmanifold is a manifold which is constructed as a quotient space Γ\G of a simply connected nilpotent Lie group G, where Γ is a discrete group acting properly discontinuously and cocompactly on G via so called affine maps. The manifold Γ\G is said to be modeled on the Lie group G. This class of manifolds is conjectured to be the only class of closed manifolds allowing an Anosov diffeomorphism. However, it is far from obvious which of these infra-nilmanifolds actually do admit an Anosov diffeomorphism. In this paper we completely solve this question for infra-nilmanifolds modeled on a free c-step nilpotent Lie group.
Anosov diffeomorphisms on infra-nilmanifolds
There has been quite some activity in the study of Anosov diffeomorphisms on closed manifolds in the last ten to fifteen years ( [3, 4, 5, 6, 7, 8, 9, 10, 15, 16, 17, 18, 19, 20, 21, 22, 23] ). Vaguely said, an Anosov diffeomorphism of a manifold M is a diffeomorphism f : M → M such that the tangent bundle of M allows a df -invariant continuous splitting T M = E s ⊕ E u with df contracting on E s and expanding on E u . Up till now, the only examples of closed manifolds admitting an Anosov diffeomorphism are manifolds which are homeomorphic to an infra-nilmanifold. In fact, it has been conjectured that this is the only class of closed manifolds admitting such diffeomorphisms. We refer to the papers cited above for more information.
Let us briefly recall what an infra-nilmanifold is and how an Anosov diffeomorphism can be constructed on such a manifold. Let G be a connected and simply connected nilpotent Lie group and Aut(G) the group of continuous automorphisms of G. The affine group Aff(G) is defined as the semi-direct product G ⋊ Aut(G) and acts on G in the following way: ∀α = (g, δ) ∈ Aff(G), ∀h ∈ G :
α h = gδ(h).
Let C ⊆ Aut(G) be a compact subgroup of automorphisms. A subgroup Γ ⊆ G ⋊ C is called an almost-Bieberbach group if Γ is a discrete, torsion-free subgroup such that the quotient Γ\G is compact. The quotient space Γ\G is a closed manifold and is called an infra-nilmanifold modeled on the Lie group G. Let p : Γ → Aut(G) denote the natural projection on the second component, then it is well known that H = p(Γ) is a finite group, which is called the holonomy group of Γ. The subgroup N = Γ ∩ G is a uniform lattice in G and Γ fits in the following exact sequence:
In the case where G is abelian, i.e. G ∼ = R n for some n, the manifolds constructed in this way are exactly the compact flat Riemannian manifolds.
Let α ∈ Aff(G) be an affine transformation such that αΓα −1 = Γ. Then α induces a diffeomorphismᾱ on the infra-nilmanifold Γ\G, which is defined bȳ α : Γ\G → Γ\G : Γg → Γ( α g).
A diffeomorphism like this is called an affine infra-nilmanifold automorphism. The mapᾱ is an Anosov diffeomorphism if and only if the linear part of α is hyperbolic, i.e. it only has eigenvalues of absolute value different from 1. It is conjectured that every Anosov diffeomorphism is topologically conjugate to an affine infra-nilmanifold automorphism (see also [5] ).
In [24] , H. L. Porteous gives an easy criterion to decide whether or not a flat manifold allows an Anosov diffeomorphism. To formulate this criterion, we have to introduce the holonomy representation. For a flat manifold, the short exact sequence (1) is of the form 1 → Z n → Γ → H → 1 and hence conjugation in Γ induces a representation ϕ : H → Aut(Z n ) = GL n (Z). This representation is called the holonomy representation. The criterion of Porteous states that a flat manifold M supports an Anosov diffeomorphisms if and only if every Q-irreducible component of ϕ which occurs with multiplicity 1, splits over R. (We can also view ϕ as a rational representation ϕ : H → GL n (Q) and a real representation ϕ : H → GL n (R).) As it was already pointed out in [7] , a natural class to consider for possibly generalizing this statement is the class of infra-nilmanifolds modeled on a free c-step nilpotent Lie group, i.e. Lie groups where the corresponding Lie algebra is free c-step nilpotent. The flat case is then the case where c = 1.
For infra-nilmanifolds which are not flat (so which are not modeled on an abelian Lie group), the short exact sequence (1) does not give rise to a natural holonomy representation ϕ : H → Aut(N ). Therefore, a rational holonomy representation was introduced in [7] . To obtain this rational holonomy representation, one embeds the group N into its rational Mal'cev completion N Q (or radicable hull). This leads to the following commutative diagram:
where the bottom exact sequence splits. By fixing a splitting morphism s : H → Γ Q , we define the rational holonomy representation ϕ : H → Aut(N Q ) by ϕ(f )(n) = s(f )ns(f ) −1 .
The rational holonomy representation does depend on the choice of s, but this dependence is not relevant in the study of Anosov diffeomorphisms. In fact, it turns out that the rational holonomy representation contains all information about the existence of Anosov diffeomorphisms, see e.g. [7, Theorem A]. The representation ϕ also induces a representation
which will be refered to as the abelianized rational holonomy representation. Our main theorem, which generalizes the criterion of Porteous and completely finishes the work started in [7] , states that we can decide whether or not an infra-nilmanifold modeled on a free c-step nilpotent Lie group has an Anosov diffeomorphism by only looking at the abelianized rational holonomy representation ϕ:
Theorem 1.1. Let M be an infra-nilmanifold modeled on a free c-step nilpotent Lie group, with holonomy group H and associated abelianized rational holonomy representation ϕ :
. Then the following are equivalent:
M admits an Anosov diffeomorphism.
Every Q-irreducible component ofφ that occurs with multiplicity m, splits in more than c m components when seen as a representation over R. For abelian holonomy groups H, this was already shown in [9, Theorem 2.3] . From [9] , we know that the existence of an Anosov diffeomorphisms is equivalent with the existence of a c-hyperbolic, integer-like matrix which commutes with every element in the image of ϕ. Recall that a matrix C ∈ GL n (Q) is called integer-like if its characteristic polynomial has coefficients in Z and its determinant is ±1. A matrix is called c-hyperbolic if there does not exists a natural number k ≤ c such that the product of any k (not necessarily different) eigenvalues of the matrix has absolute value equal to 1. By decomposing the representation ϕ into its Q-irreducible components, it was shown in [9] that the following theorem implies our main theorem: Theorem 1.2. Let H be a finite group and ρ : H → GL n (Q) a Q-irreducible representation. Then there exists a c-hyperbolic, integer-like matrix C ∈ GL mn (Q) which commutes with mρ = ρ ⊕ ρ ⊕ · · · ⊕ ρ m times if and only if ρ splits in strictly more than c m components when seen as a representation over R.
In the second section we show the first direction of our main theorem by just looking at the dimension of the real components of a Q-irreducible representation. The other direction is harder and we will need some preliminary results about number theory and splitting fields of representations. The work for this direction is done in the third section. In the last section we shortly explain how the results of this paper can be generalized to some more classes of infranilmanifolds. Throughout this paper, we will use results from representation theory of finite groups. We will give explicit references at several places. When needed, the reader can consult [13] (mainly chapters 9 and 10) and [25] for more information.
A condition on the number of components
All fields we will consider in this paper are assumed to be subfields of the field C of complex numbers. Let G be a finite group and Irr(G) the set of C-irreducible characters of G. Let F be a field and χ a character (not necessarily irreducible), then we say that χ is afforded by a F -representation if there exists a representation ρ : G → GL n (F ) such that the character of ρ equals χ. For each χ ∈ Irr(G), we can define the complex number
It is well known (see e.g. [13, page 58] • ν 2 (χ) = 0 if and only if χ is not real (i.e. ∃g ∈ G such that χ(g) / ∈ R).
• ν 2 (χ) = 1 if and only if χ is afforded by a real representation.
• ν 2 (χ) = −1 if and only if χ is real but not afforded by a real representation.
If χ is an irreducible character, we write Q(χ) for the smallest subfield of C that contains χ(g) for all g ∈ G. The field K = Q(χ) is Galois over Q and for every σ ∈ Gal(K, Q), we can define the map
which we call a Galois conjugate of χ. Every Galois conjugate of χ is also an irreducible character of G (see [13, Lemma 9.16] ). It is easy to show that the invariant ν 2 is the same for all of these Galois conjugates:
Proof. By using the formula for ν 2 , we have
This easy lemma has the following important corollary about the dimension of irreducible components: Corollary 2.2. All R-irreducible components of a Q-irreducible representation have the same dimension.
Proof. Let χ be the character of a C-irreducible component of the Q-irreducible representation ρ.
If ν 2 (χ) = 1, then all irreducible components of ρ are afforded by a real representation, since they are all of the form χ σ for some σ ∈ Gal (Q(χ), Q) ([13, Lemma 9.21 (c)]). Thus the Rirreducible components of ρ are equal to the C-irreducible components and they all have the same dimension χ(e G ).
If ν 2 (χ) = 1, then none of the irreducible components is afforded by a real representation and thus every R-irreducible component has the same dimension χ(e G ) + χ(e G ) = 2χ(e G ).
The next proposition follows naturally from the corollary: Proposition 2.3. Let ρ : G → GL kr (Q) be a Q-irreducible representation with r the dimension of every R-irreducible component of ρ. If C ∈ GL krm (Q) commutes with mρ = ρ ⊕ ρ ⊕ . . . ⊕ ρ and | det(C)| = 1, then C cannot be km-hyperbolic.
Proof. By using the real Jordan canonical form of C (see e.g. [12, Theorem 3.4.5.]), we find an invertible matrix A ∈ GL krm (R) such that
where C i and C j have distinct eigenvalues for i = j and such that C i either has one real eigenvalue or two complex conjugate eigenvalues. Let λ i be one (of the at most two) eigenvalue(s) of C i . So all λ i are distinct by construction. By conjugating with the same matrix A, the representation mρ also splits over R, since the generalized eigenspaces of C are obviously invariant under the representation mρ. This implies that each C i has dimension k i r for some k i ∈ N 0 , because all real components of mρ have the same dimension r. So for the determinant of C, we have 
Construction of an Anosov diffeomorphism
The proof of the other direction needs some more work and uses different results of number theory and representation theory for finite groups. The first step is investigating how a Q-irreducible representation splits over certain fields, especially over minimal splitting fields. Next, we consider the existence of c-hyperbolic units in number fields, which correspond to c-hyperbolic matrices. By combining these results, we can construct a c-hyperbolic, integer-like matrix C which commutes with the given representation. In this section, we assume that all groups G are finite.
Decomposition over a minimal splitting field
If ρ : A → GL n (Q) is a Q-irreducible representation of a finite abelian group A, then its image is always cyclic. Indeed, Schur's lemma states that the set of A-endomorphisms of the rational vectorspace Q n is a skew field. Note that ρ(A) is an abelian subgroup of the multiplicative group of this skew field, hence ρ(A) is cyclic (see e.g. [11] ). It follows also that a generator ρ(a) of ρ(A) has a cyclotomic polynomial as its characteristic polynomial (see [7, pages 570-571] for more details).
A consequence is that in this case every Q-irreducible representation has a basis of eigenvectors which are Galois conjugates. In this section we answer the question how a general representation splits over a minimal splitting field. For the formulation of this result we will make use of permutation matrices.
Let K = Q(θ) ⊇ Q be an extension of degree n and {σ 1 , . . . , σ n } the set of monomorphisms K → C. We say that σ i is real if σ i (K) ⊆ R, otherwise we call σ i complex. If σ i is complex then σ i is a different monomorphism K → C, so the complex monomorphisms come in pairs. We conclude that n = s + 2t with s the number of real monomorphisms and 2t the number of complex monomorphisms. Let us remark that every monomorphism σ i is completely determined by the image of θ, namely θ i = σ i (θ). If t = 0, so if every σ i has a real image, then we call the field K totally real. When s = 0 we will say that the field is totally imaginary.
Let ρ be a Q-irreducible representation of a finite group G. From [13, Theorem 9.21] we know that each C-irreducible component of ρ occurs with the same multiplicity m. If χ ∈ Irr(G) is the character of one of those components, then the set of characters of all C-irreducible components of ρ is given by the Galois conjugates of χ. So if we have {σ 1 , . . . , σ n } = Gal(Q(χ), Q), we can write the character χ ρ of ρ as
The fixed multiplicity m is called the Schur Index of χ over Q and is written as m Q (χ) (see [13, pages 160-161] ). The number m Q (χ) is also the smallest integer m such that mχ is afforded by a Q(χ)-representation. Moreover, it is also given by the minimal degree of a field extension Q(χ) ⊆ F such that χ is afforded by an F -representation ([13, Theorem 10.17]). Such a field F is called a minimal splitting field for the character χ. Note that the number of C-irreducible components of ρ is equal to m · n = [F :
Let π ∈ S n be a permutation, then there exists a permutation matrix K π ∈ GL n (Z), which is defined by
Note that the relation K π1 K π2 = K π2π1 holds for all π 1 , π 2 ∈ S n , so in particular we have that K 
as a column of row vectors, then another way of saying this is that
In the same way, M K π is the matrix M where the columns are permuted according to π −1 . This last property can easily be checked by observing that the transpose (
, then similarly as above K π M is the matrix M with the block matrices m i permuted according to the permutation π.
Let E be a finite Galois extension over Q. Take a subfield F = Q(θ) ⊆ E, which is not necessarily Galois over Q, and denote by σ 1 , . . . , σ n the n distinct monomorphisms F → C. Because θ i = σ i (θ) ∈ E, we have that σ i (F ) ⊆ E for all i. It follows that for any σ ∈ Gal(E, Q) and any i ∈ {1, 2, . . . , n}, we have that σ • σ i : F → E ⊆ C is again a monomorphism of F in C. Hence σ induces a permutation on {σ 1 , σ 2 , . . . , σ n }. Associated to this is a permutation π σ ∈ S n which is determined by σ
We let K σ ∈ GL n (Z) denote the corresponding permutation matrix.
We already mentioned above that for every Q-irreducible representation ρ of a finite abelian group, one can always find a basis of eigenvectors which are Galois-conjugates, see [9] . This means that if E is a minimal splitting field of ρ with Gal(E, Q) = {σ 1 , . . . , σ n }, there exists a vector v 0 ∈ E n such that with respect to the basis
The main part of this subsection is to generalize this statement to arbitrary groups: Theorem 3.1. Let χ ∈ Irr(G) be the character of an irreducible component of a Q-irreducible representation ρ. Let Q ⊆ F be a field extension of minimal degree such that χ is afforded by a Frepresentation, say ρ 0 and assume that k is the dimension of this representation. If [F : Q] = n and σ 1 , . . . , σ n are the n distinct monomorphisms F → C and if E is any field extension Q ⊆ F ⊆ E such that E is Galois over Q, then there exist a P ∈ GL kn (E) such that the following conditions hold:
be an irreducible representation with character χ. Take the repre-
which was already used in the formulation of the theorem. Since F is a finite field extension of Q, we know that F = Q(θ) for some algebraic number θ. Look at the matrix
then it follows by construction that σ(Q) = K ⊗k σ Q for every σ ∈ Gal(E, Q). Note that Q is the Kronecker product of a Vandermonde matrix with the identity and thus its determinant can easily be computed and is different from 0. So Q is invertible and denote the inverse of Q by P . By applying σ ∈ Gal(E, Q) to the relation QP = 1 kn , we find that
and thus the matrix P satisfies condition 2 of the theorem. First we show that Pρ g Q ∈ GL nk (Q) for all g ∈ G. Equivalently, we have to show that σ(Pρ g Q) = Pρ g Q for all σ ∈ Gal(E, Q). We compute that
It is easy to see that σ(ρ g ) = K ⊗k σρg K ⊗k σ −1 and thus the conclusion follows. So it suffices to show that the representations PρQ and ρ are equivalent over Q.
Note thatρ and thus also PρQ has character χ σ1 + . . . + χ σn . So the representations PρQ and ρ have a common C-irreducible factor, namely ρ 0 , corresponding to the character χ. Also, it follows from the discussion above about the characters of Q-irreducible representations that both have the same dimension, namely kn. As a consequence of [13, Corollary 9 .7], we have that PρQ has a Q-irreducible component which is equivalent with ρ over Q. Because they have the same dimension, this ends the proof of the theorem.
It's easy to see that this theorem is in fact a generalization of the statement for abelian groups. The advantage of working with a matrix P that satisfies the conditions of the theorem is that we can easily construct matrices that have coefficients in Q: Proposition 3.2. Let F ⊇ Q be a field extension of degree n and σ 1 , . . . , σ n the distinct monomorphisms from F to C. Let C 0 be any matrix with coefficients in F and look at the matrix
Let E be any field extension of F which is Galois over Q and P an invertible matrix with entries in E which satisfies
for all σ ∈ Gal(E, Q), where we use notations as above. Then P CP −1 is a matrix with coefficients in Q.
The proof of this proposition is immediate. Note that the matrix C of the previous proposition doesn't depend on the choice of Galois extension E. Also the construction of the matrix P in the proof of Theorem 3.1 didn't depend on the field E. It was only used to embed the monomorphisms σ i in a nice group structure. In the rest of this article we will ignore the use of the Galois extension E.
Existence of real minimal splitting fields
For a Q-irreducible representation ρ of a finite cyclic group, there is always a canonical choice of a minimal field extension F ⊇ Q such that the representation is completely reducible over F , i.e. is diagonalizable over F . If f ∈ Q[X] is the characteristic polynomial of a generator of the image of ρ, then the field F is equal to the splitting field of f over Q. For non-abelian groups, we explained above that such a minimal splitting field F also exists, but it is far from unique in general. In this subsection we show how to construct a real minimal splitting field in the case where ρ is completely reducible over R.
An example of the non-uniqueness of the minimal splitting field can be given by the unique two-dimensional irreducible representation of the quaternion group Q 8 . Take complex numbers α, β ∈ C with α 2 + β 2 = −1 and look at the representation ρ given by
It's an easy exercise to check that this indeed defines a representation of Q 8 . This shows that every field of the form Q( √ −1 − α 2 ) with α ∈ Q is a minimal splitting field for this representation. These fields do have in common that they are not real. In fact it's an exercise to show that every minimal splitting field for this character is totally imaginary.
In general it's not true that if a character χ is afforded by an E-representation for a field E ⊇ Q, that there is also a subfield F ⊆ E such that F has minimal degree and χ is afforded by a F -representation. Therefore we cannot directly conclude that every real representation has a real minimal splitting field. If m Q (χ) = 1, or said differently, if Q(χ) is a splitting field for ρ, then this must of course be true. By the Brauer-Speiser Theorem, see for example [13, page 171], we know that m Q (χ) ≤ 2 and thus the only situation left to check is the one with m Q (χ) = 2.
The following lemma characterizes the existence of a real minimal splitting field: Lemma 3.3. Let χ be an irreducible real valued character of G with m Q (χ) = 2. Let K = Q(χ) ⊆ R and ρ : G → GL 2n (K) a representation with character 2χ. Then the following statements are equivalent:
(1) There exists a minimal splitting field F ⊆ R.
(2) There exists a G-isomorphism f :
Proof. First we show that (1) implies (2). Let F be such a minimal splitting field, so
and there exists an F -representation ρ 0 which affords the character χ. Denote by σ the nontrivial element of Gal(F, K). By using the same techniques as in the proof of Theorem 3.1, we can show that there exists a matrix P such that
,
then it follows, just like in Proposition 3.2, that P CP −1 has coefficients in K and commutes with the representation ρ. It's easy to check that the linear map f induced by this matrix satisfies all the wanted properties.
Next we prove that the existence of f gives us a minimal splitting field. Take F = K( √ κ
We use this lemma to prove the existence of a real minimal splitting field: Theorem 3.4. Let χ ∈ Irr(G) be an irreducible character which is afforded by a real representation. Then there exists a real minimal splitting field for χ.
Proof. We use some ideas of the proof of [25, Theorem 31] , but in our case, we work over a finite field extension of Q instead of over C. Let K = Q(χ), then we know that K is a real field extension of Q. As mentioned above, we only have to check the case where m Q (χ) = 2 because of the BrauerSpeiser Theorem. So there exists a field F ⊇ K such that χ is afforded by a F -representation ρ and [F : K] = 2. If F ⊆ R, there is nothing to prove, so we can assume that
Recall that ρ also induces a representation on the dual vector space V * , namely ρ
Since the values of χ lie in R, the character of ρ * is equal to χ. So the representations ρ and ρ * are equivalent and there exists a G-isomorphism f : V → V * . Now look at the map
It is easy to see that B is a nondegenerate bilinear form on V . Since f is a G-isomorphism, B is clearly G-invariant, i.e. B(ρ g (v), ρ g (w)) = B(v, w) for all g ∈ G, v, w ∈ V . This construction gives us an isomorphism between the space of G-morphisms from V to V * and the space of G-invariant bilinear forms on V . Since V and V * are irreducible, the space of G-morphisms between them has dimension 1 . Hence, this G-invariant isomorphism f is unique up to scalar multiplication.
We can also consider the spaces
Since χ is afforded by a R-representation, there exists also a nondegenerate symmetric bilinear form over C which is invariant under G by [25, Theorem 31] . Because of the uniqueness of nondegenerate G-invariant bilinear forms up to scalar multiplication, it now follows that B C , and hence also B, must be symmetric. Now choose a G-invariant, positive definite, hermitian scalar product
For every v ∈ V , there exists a unique ψ(v) ∈ V such that B(w, v) = w, ψ(v) for all w ∈ V . An easy computation then shows that ψ is bijective and antilinear, i.e. ψ(λv) = λψ(v) for all λ ∈ F . Also, ψ is G-invariant because both B and , are G-invariant. So ψ 2 is a G-automorphism of V and thus ψ 2 = µ1 V for some µ ∈ F . By looking at V as a vector space over K, the map ψ becomes linear (since K ⊆ R). Therefore, it is sufficient to show that µ ∈ K, µ > 0 and √ µ / ∈ K because of Lemma 3.3.
For any v, w ∈ V we have that
Using this identity, we find for all v, w ∈ V that
and thus µ ∈ R ∩ F = K. From the same computation with v = w, we also have that µ v, v = ψ(v), ψ(v) and µ > 0 because , is positive definite. It's easy to check that √ µ / ∈ K because χ cannot be afforded by a K-representation. This ends the proof.
Existence of c-hyperbolic units in number fields
In the previous parts we discussed the minimal splitting field for a representation. It is now important to know if we can find units in these field which are sufficiently hyperbolic.
Let K = Q(θ) be any number field of degree n with monomorphisms σ i : K → C for i ∈ {1, . . . , n}. Then we denote by O K ⊆ K the subring of algebraic integers and U K the group of units in O K . Note that the elements of U K are exactly those µ ∈ K which have a minimal polynomial over Q with integer coefficients and unit constant term. We are interested in so-called c-hyperbolic elements of U K :
The notion of a c-hyperbolic unit is the translation of c-hyperbolic integer-like matrices to number fields. By definition an element of K is c-hyperbolic if and only if the companion matrix of its minimal polynomial over Q is c-hyperbolic and integer-like. For any x ∈ U K , we have that the product of all σ i (x) is up to sign equal to the constant term of the minimal polynomial of x over Q and therefore U K cannot have n-hyperbolic elements. In the case where K is totally imaginary one can conclude in the same way that there are no units which are n 2 -hyperbolic. The structure of the group U K is well known because of Dirichlet's Units Theorem. We will use the techniques of this theorem to investigate the existence of c-hyperbolic units in different number fields. Just as before, we distinguish between two possible cases, depending on wether or not our number field is totally imaginary. Proposition 3.6. Let K be a number field of degree n which is not totally imaginary. Then there exists a c-hyperbolic µ ∈ U K for all c ≤ n − 1.
The proof is analogous to that in [8] in the case of a totally real Galois extensions over Q.
Proof. It is of course sufficient to prove this for c = n − 1. Write n = s + 2t as before with s = 0 by the conditions of the theorem. Assume that the first s monomorphisms σ 1 , . . . , σ s are the real ones. Look at the map
which is also used in the proof of Dirichlet's Units Theorem (see [26] ). Now l(U K ) is a lattice of dimension s + t − 1 in R s+t , which spans the vector space
We claim that there exists an element x ∈ l(U K ) for which ∀k ∈ {1, . . . , c}, ∀i 1 , . . . , i k ∈ {1, . . . , s + t} :
Any element µ ∈ U K with l(µ) = x is then obviously a c-hyperbolic element.
It's easy to see that each of the equations x ij = 0 in V determines a subspace of V of dimension
It is not so difficult to see that a cocompact lattice of a vector space can never be contained in a finite union of proper subspaces. So this means that we can always find an x as described above.
Proposition 3.7. Let K be a number field of degree n which is totally imaginary. Then there exists a c-hyperbolic µ ∈ U K for all c ≤ n 2 − 1. The proof is completely the same as in the previous case and thus is left for the reader. As stated above, the bounds given in the propositions are optimal.
Remark. From the proof of Proposition 3.6 it follows that if K is a number field of degree n which is not totally imaginary, then we can always find a c-hyperbolic algebraic unit µ (for any c < n) such that |µ| > 1, but all other conjugates have absolute value strictly smaller than 1. So we can assume that µ is a so called Pisot number.
Existence of Galois extensions
In the previous part we investigated the existence of c-hyperbolic units in number fields. In the proof of the main theorem, it will be necessary to take fields extensions to ensure the existence of such units for the given c. The following theorem shows us that we can always find a Galois extension for any given degree: Theorem 3.8. Let Q ⊆ F be a finite degree field extension and m ∈ N 0 a natural number. Then there exists a Galois extension F ⊆ E such that [E : F ] = m. If F is real, then we can find such an E which is not totally imaginary.
Proof. Let n be the degree of the field extension Q ⊆ F . From [8, Theorem 2.3] we know that there exists a totally real field extension Q ⊆ K for every given degree such that K is Galois over Q and Gal(K, Q) is abelian. In fact, the theorem doesn't say anything about the Galois group, but it follows from the proof that we can always assume this.
Let K be such a field extension with [K : Q] = mn. Look at the field E = KF , the smallest field that contains both K and F . Since K is a splitting field over Q for a polynomial f ∈ Q[X], E is also a splitting field for the same polynomial f over the field F . Thus E is a Galois extension of F and m | [E : F ].
We now claim that Gal(E, F ) is abelian. Look at the homomorphism
then it is easy to see that π is injective. Since Gal(K, Q) is abelian, therefore also Gal(E, F ) must be abelian. Since Gal(E, F ) is a finite abelian group and m | | Gal(E, F )|, we can always find a (normal) subgroup H ≤ Gal(E, F ) of index m. By the fundamental theorem of Galois theory, there exists a subfield E 0 of E, Galois over F , such that [E 0 : F ] = m and thus the field E satisfies the conditions of the theorem. If F is real, then since K is also real, we have that E and so also E 0 is realized as a subfield of R.
If F cannot be embedded in R, then of course any field extension cannot be imbedded in R. So the condition in this theorem is necessary.
Proof of the other direction of the main theorem
For constructing matrices that commute with a representation, the following trivial observation is useful:
Lemma 3.9. Let M, C 1 , . . . , C m be k × k matrices over any field F and assume that C i commutes with M for all i. Then the km × km matrices
We are now ready to prove the main result of this paper.
Proof of Theorem 1.2. At the end of section 2, we already showed how to prove the first direction of this theorem.
Now let ρ be a Q-irreducible representation that splits in more than c m components over R. We construct a c-hyperbolic, integer-like matrix C ∈ GL(Q) which commutes with mρ = ρ + . . . + ρ. Let χ be the character of an irreducible component of ρ. Take a field extension Q ⊆ F of minimal degree n such that χ is afforded by a F -representation ρ 0 : G → GL k (F ). Note that n is also the number of components of ρ over C. We first look for a c-hyperbolic unit µ in some field extension of F . Let E be a field extension like in Theorem 3.8 of degree m.
First assume that χ is not afforded by a real representation, so F , and hence also E, is totally imaginary. Since n is also the number of components of ρ over C, we find that n > 2 c m and thus [E : Q] > 2c (⇒ [E : Q] ≥ 2c + 2). It follows from Proposition 3.7 that there exits a c-hyperbolic unit µ in E.
In the other case, χ is afforded by a real representation. Because of Theorem 3.4, we can assume that F is real and we can take E to be not totally imaginary. This time we have that mn > c and thus there exists a c-hyperbolic unit µ in E as well. So in both cases we find a Galois extension E of F of degree m and a c-hyperbolic unit in E.
Let σ 1 , . . . , σ n be the n distinct monomorphisms of F → C and take a matrix P as in Theorem 3.1, with corresponding representationρ = P −1 ρP just as in the proof. Look at the matrix
Take the polynomials
a ij X j and form the matrices
It's easy to see that every matrix C j commutes with the representationρ and that P C j P −1 ∈ GL kn (Q) because of Proposition 3.2. Now construct the matrix
then it is obvious thatC commutes with mρ because of Lemma 3.9. A direct computation shows that
and thus RCR −1 ∈ GL knm (Q). Note that the characteristic polynomial f (X) ofC equals (
k . It's easy to check that the polynomial f has coefficients in Q and all of its roots are conjugates of µ. This means that f is some power of the minimal polynomial of µ. Thereforẽ C is c-hyperbolic and integer-like because of our choice of µ. Since C satisfies all conditions of the theorem, this completes the other direction of the main theorem.
Generalization to other classes of infra-nilmanifolds
Up till now, we discussed infra-nilmanifolds modeled on a free c-step nilpotent Lie group, but in fact the results of this paper do generalize quite immediately to other classes of infra-nilmanifolds.
For example we can consider the Lie algebra g c,d,r which is the free c-step nilpotent and d-step solvable Lie algebra on r generators (over R) and let G c,d,r be the corresponding simply connected Lie group. Theorem B. of [7] (which was slightly reformulated in [9, Theorem 2.1]) can now also be stated for manifolds modeled on G c,d,r : Theorem 4.1. Let M be an infra-nilmanifold modeled on G c,d,r , with holonomy group H and associated abelianized rational holonomy representation ϕ : H → GL r (Q). Then the following are equivalent:
There exists an integer-like c-hyperbolic matrix C ∈ GL r (Q) that commutes with every element of ϕ(H).
To prove this theorem one can follow almost word by word the original proof in [7] .
Having obtained this theorem, we now also get the following generalization of our main result for free: Theorem 4.2. Let M be an infra-nilmanifold modeled on G c,d,r , with holonomy group H and associated abelianized rational holonomy representation ϕ : H → GL r (Q). Then the following are equivalent:
Every Q-irreducible component ofφ that occurs with multiplicity m, splits in more than c m components when seen as a representation over R.
5 Some applications of Theorem 1.1
In [9] it was already shown how Theorem 1.1 could be used to construct infra-nilmanifolds with an abelian holonomy group and allowing an Anosov diffeomorphism. In this section, we will now show how we can also apply this theorem in the case of non-abelian holonomy groups. We first recall some of the facts which were developed in [9] .
Let N be a torsion-free, finitely generated nilpotent group N , then we define for all positive integers i the subgroup
where the γ i (N ) indicate the terms of the lower central series of N . These groups Γ i (N ) are fully characteristic subgroups of N .
The following theorem which was proved in [9, Theorem 4.1] is very useful to find examples of infra-nilmanifolds with a specific rational holonomy representation.
Theorem 5.1. Let ϕ : H → Aut(N ) be a faithful representation of a finite group H into the group of automorphisms of a torsion-free, finitely generated nilpotent group N , and denote with
the induced morphism. If there exists, for some positive integer i, a torsion-free extension Proof. The existence of a finite subgroupF ⊆ Aut(N r,c,Q ) such that µ Q (F ) = F is a result which is due to Kuz'min (see [14, page 91] ). Now, consider N r,c,Q ⋊F and letÑ be the subgroup of N r,c,Q ⋊F which is generated by N r,c andF . As both N r,c andF are finitely generated, we have thatÑ is finitely generated and hence also N =Ñ ∩ N r,c,Q , which is of finite index inÑ , is finitely generated. By this construction N satisfies properties 2., 3. and 4. in the statement of this lemma.
We can now prove the following: Theorem 5.3. Let H be any finite group and c be any positive integer. Then there exists a positive integer K such that for any k ≥ K there is a infra-nilmanifold which is modeled on the free c-step nilpotent Lie group on k generators, admits an Anosov diffeomorphism and has H as its holonomy group.
Proof. It is well known that any finite group H can be realized as the holonomy group of a flat manifold ( [1] ). Hence, there exists a representation
and a torsion-free extension
inducing ψ. Now, take K = (c + 1)(n + 1) and choose any k ≥ K. Let ϕ 1 : H → GL k (Z) be the representation
k−(c+1)n times where 1 denotes the trivial 1-dimensional representation. Note that there are at least c+1 of these trivial factors. Let f be a 2-cocycle such that the cohomology class f ∈ H 2 (H, Z n ) describes the extension (2), where of course Z n is a H-module via ψ. We can decompose the H-module Z k (via ϕ 1 ) as a direct sum Z n ⊕Z k−n where H acts on the Z n -part via ψ and on the Z k−n -part via c times ψ and k − (c + 1)n times the trivial representation. Then
and the 2-cohomology class corresponding to f ⊕ 0 determines an extension
which is also torsion-free and which induces ϕ 1 : H → GL k (Z). Now, let N k,c be the free c-step nilpotent group on k generators. By Lemma 5.2, we can find a group N containing N k,c as a subgroup of finite index and a morphism ϕ : H → Aut(N ) which induces ϕ 1 on
By applying Theorem 5.1 we can conclude that there exists an almost-Bieberbach group Γ with holonomy group H and whose translation subgroup is of finite index in N . Hence, Γ determines an infra-nilmanifold M which is modeled on the free c-step nilpotent Lie group on k generators and has H as its holonomy group. Moreover, the rational holonomy representation of M coincides with ϕ : H → Aut(N ) ⊆ Aut(N k,c,Q ) and it is obvious that the abelianized holonomy representation, then coincides with ϕ 1 : H → GL k (Z) ⊆ GL k (Q). By construction, each Q-irreducible component of ϕ 1 occurs with at least multiplicity c + 1, and hence the conditions of Theorem 1.1 are trivially satisfied, which allows us to conclude that M admits an Anosov diffeomorphism
The previous result shows that any finite group can appear as the holonomy group of an infranilmanifold with an Anosov diffeomorphism and which is modeled on a free c-step nilpotent Lie group, but we have to allow large enough dimensions. For the next result, we will fix the smallest non-abelian group and determine such an infra-nilmanifold of minimal dimension. is equivalent to ρ 3 when considered as a representation over Q, but they are not when considered over Z. Hence, there are 4 non-equivalent irreducible Z-representations of H, see e.g. [2] . Now assume that M = Γ\G is an infra-nilmanifold which is modeled on a free c-step nilpotent Lie group, which has H as its holonomy group and such that M admits an Anosov diffeomorphism. The abelianized rational holonomy representation ϕ : D 3 → GL n (Q) of M must be faithful and hence it must contain at least one component which is Q-equivalent to ρ 3 . As this component is R-irreducible and M admits an Anosov diffeomorphism, it must in fact appear at least c + 1 times by Theorem 1.1. We will now show that this lower bound is sharp.
Proposition 5.4. Let c > 1. Then there exists an infra-nilmanifold M which is modeled on a free c-step nilpotent Lie group and such that M has holonomy group D 3 , admits an Anosov diffeomorphism and its abelianized holonomy representation is equivalent to ρ 3 ⊕ ρ 3 ⊕ · · · ⊕ ρ 3 c+1 times .
Before we can give the proof of this proposition, we need to recall one more result from [9] on totally reducible integral representations. A representation ρ : F → GL n (Z) is said to be totally reducible if and only if Z n splits as a direct sum of Z-irreducible submodules. The following lemma can be found in [9, Lemma 4.3]:
Lemma 5.5. Let N be a finitely generated torsion-free nilpotent group and ϕ : F → Aut(N Q ) a morphism, with F a finite group, such that ϕ(f )(N ) = N for all f ∈ F . Then there exists a finitely generated subgroup N ′ of N Q such that
• N is a subgroup of N ′ of finite index, and
• for all positive integers i, the induced representation
is totally reducible.
Proof The character χ of this representation satisfies χ(1) = 4, χ(a) = 1 and χ(b) = 0 and so χ = χ 1 + χ 2 + χ 3 , from which it follows that the representation determined by the matrices A and B is Q-equivalent to ρ 1 ⊕ ρ 2 ⊕ ρ 3 . Now, we use Lemma 5.5 to find a subgroup N ′ of N 2(c+1),c,Q which contains N as a finite index subgroup, such that ϕ can also be seen as a representation ϕ : D 3 → Aut(N ′ ) and such that for each i
is totally reducible. By the above, we know that ϕ 2 must have a subrepresentation which is Qequivalent to ρ 1 ⊕ ρ 2 ⊕ ρ 3 . Hence as a representation over Z it must contain a subrepresentation which is Z-equivalent to ρ = ρ 1 ⊕ ρ 2 ⊕ ρ 3 or to ρ ′ = ρ 1 ⊕ ρ 2 ⊕ ρ (N 2(c+1) ,c,Q ) coincides with ϕ. This implies that the abelianized rational holonomy representation is Q-equivalent to (c + 1)ρ 3 , hence by our main Theorem 1.1, the infra-nilmanifold determined by Γ admits an Anosov diffeomorphism, which finishes the proof.
