We use the cellular automaton model described in López Fuentes & Klimchuk (2015, ApJ, 799, 128) to study the evolution of coronal loop plasmas. The model, based on the idea of a critical misalignment angle in tangled magnetic fields, produces nanoflares of varying frequency with respect to the plasma cooling time.
Introduction
Coronal loops are the basic observable blocks of the magnetically structured solar atmosphere. Any single theory proposed to explain the problem of coronal heating must be able to reproduce a series of diverse, and sometimes apparently contradictory, observed loop properties (see Klimchuk 2006 Klimchuk , 2009 Reale 2010) . Among other things, such theory should predict hot loops (2 to 4 MK) with apparently quasi-static evolutions, as observed in soft X-rays (Rosner et al. 1978) , and highly dynamic cooler (≈ 1 MK) loops that are too overdense to be in hydrostatic equilibrium, as observed in some EUV channels (Aschwanden et al. 2001) . The multi-thermality of loops inferred from observations (Schmelz et al. 2009 , and references therein) suggests that they might actually be structured in sub-resolution filaments or strands. It is possible then, that some of the observable properties of loops may be due to the collective contribution of thinner unresolved strands that follow more or less independent evolutions.
Regarding the heating process and consequent evolution of the plasma in the strands, one thoroughly considered possibility is that they are heated by short duration and small-scale impulsive events called nanoflares. This possibility corresponds to the scenario proposed during the 1980s by E. Parker (1988) . The idea is that photospheric convective motions displace the strand footpoints, translating into magnetic stress between adjacent strands. When the stress due to misalignement between strands reaches a threshold, reconnection rapidly occurs releasing energy and heating the plasma. One or more of these reconnection events can combine to produce a nanoflare (see Klimchuk 2015) . The presence of heating events like these applies naturally to impulsively evolving 1 MK loops. However, if nanoflares can occur at different frequencies the described mechanism could also explain quasi-static evolving hot loops. If the frequency is high enough the heating rate would be indistinguishable from a steady source (Cargill & Klimchuk, 1997 , 2004 ).
-4 -In search for a plasma diagnostic tool to discriminate the role of high versus low frequency heating, recent works have focused in the emission measure (EM) distribution of the plasma at different locations in active regions (AR), in particular in AR cores (see e.g., Bradshaw et al. 2012 , Schmelz & Pathak 2012 , Reep et al. 2013 ). It has long been recognized that the left or "colder" side of the EM distributions follow a power law of the type EM(T ) ∝ T α (Dere & Mason 1993) . The value of the α index can be used to estimate the relative contribution of the low and high frequency components of the heating. In the low frequency scenario the plasma in the strands is able to cool enough so that at any time there is a significant contribution of the colder plasma to the EM distribution. That would correspond to "flatter" distributions and smaller α values. On the other hand, if most of the plasma is in the high frequency heating regime the distribution is more peaked around the highest temperatures and α takes higher values.
Through a series of hydrodynamic simulations, Bradshaw et al. (2012) found that the cut to determine the relative importance of the low frequency contribution is at α ≈ 3; above this threshold steady heating or high frequency nanoflares dominate. α index values obtained from observations in different wavelengths range from 2 to more than 4 (Tripathi et al. 2011 , Schmelz & Pathak 2012 , Warren et al. 2011 , Cargill 2014 , Cargill et al. 2015 . Warren et al. (2011) found that a simple mixture of 90% high frequency and 10% low frequency nanoflares could explain the observations at both high and low temperatures for many studied spectral lines. It has also been found that the relative contribution of both frequency components could be related to AR age (Ugarte-Urra & Warren 2012).
In a preliminar theoretical paper that accompanies this one (López Fuentes & Klimchuk 2015 , henceforth Paper I) we study a cellular automaton model for the evolution of loop plasmas that is based in Parker's (1988) nanoflare scheme described above. In Paper I we analyze scaling laws of the plasma properties as a function of the parameters of the model and the presence of power laws in the nanoflare distribution. We provide a -5 -description of the model in Section 3. In this paper we use the model to create synthetic loop lightcurves that we compare with real observations from Hinode/XRT and SDO/AIA.
We base the comparison on the statistical properties of synthetic and observed lightcurves.
We also obtain the power-law indices of the model's differential emission measure (DEM) distribution and compare it with observations from the works cited above.
The paper is organized as follows. In Section 2 we describe the Hinode/XRT and SDO/AIA data used in the analysis. In Section 3 we provide a brief description of the model (a complete description can be found in Paper I). In Section 4 we describe our results: the statistical properties of modeled and observed lightcurves (Sub-section 4.1) and the DEM distributions obtained from the model (Sub-section 4.2). Finally, we discuss and conclude in Section 5.
Observations
We use simultaneous data from the X-ray Telescope (XRT, Golub et al. 2007 ) on board Hinode (Kosugi et al. 2007) We center each set on the AR of interest correcting for solar rotation and then we carefully coalign the three sets. In Figure 1 we show examples of coaligned images from each of the sets for an intermediate observation time (11:54 UT). The structures observed in the three -6 -wavelengths show clear differences.
To obtain lightcurves from coronal loop pixels we select corresponding vertical (north-south) segments in the three datasets (indicated with white lines in the three panels of Figure 1 ) and we study the intensity evolution of the pixels along the segments by arranging them in rectangular arrays with the time corresponding to the horizontal axis, as shown in Figure 2 . From these arrays we identify and select horizontal rows that correspond to the evolution of bright pixels from coronal loop structures. We choose different pixels and therefore different loops for the three observing channels, as explained later. The prominent bright feature near the lower central part of the arrays in Figure 2 (around XRT pixel index 40), corresponds to a small flare at the core of the AR that ocurred between 11:35 and 11:50 UT. The spatial and temporal location of this event in the three segment arrays confirms the correct coalignment of the datasets. Since in this work we are interested in the evolution of non-flaring loop structures, we do not include in our study lightcurves crossing the site of the small flare. Comparing the XRT and AIA segment arrays in Figure 2 it can be seen that, besides the flare and the clear bottom-up decrease of intensity (going farther from the AR core) in all arrays, no obvious visual correlation can be appreciated between the evolution of XRT and AIA 171 and 211 structures. However, since we do not perform a detailed analysis in search of possible correlations, we cannot discard their presence. Other studies based on the quantitative analysis of time-lags between lightcurves from different wavelengths have systematically found such correlations (see Viall & Klimchuk, 2012 .
-7 -
Implementation of the model
We use the 2D cellular automaton (CA) model that is thoroughly described in Paper I.
A 1D model based in the same ideas has been studied in López Fuentes & Klimchuk (2010) .
The present model is a simplified 2D version of the 3D scenario envisioned by Parker (1988) , in which magnetic strands are represented as vertical structures connecting two distant portions of the photosphere represented by horizontal planes. As the strand footpoints are randomly displaced by photospheric motions, strands tangle and the magnetic stress between interacting strands creates the conditions for energy release by reconnection. In our model, magnetic strands are represented by moving elements in a 2D grid, which are randomly displaced simulating photospheric motions. These moving elements play two roles: 1) displacements are associated with the increasing inclination (and magnetic stress) of the strands, and 2) as the elements travel across the grid they encounter other elements with which they interact simulating the existence of points of contact between tangled strands. Whenever the simulated mutual inclination of interacting strands excedes a critical value, they reconnect and energy from the magnetic stress is released to heat the plasma.
All the reconnection events that a strand suffers in a given time step (rarely more than two) are combined in a single nanoflare. The output of the model is the set of nanoflare energies released in each strand during the evolution. Despite of its simplicity, the model incorporates the basic characteristics of the physical process behind Parker's proposal. The main motivation for this simplicity is the ability to numerically deal with a large number of runs in reasonable computing times.
The input parameters of the model are the strand length (L), the vertical magnetic field (B v ), the critical misalignment angle (θ c ), the number of strands (N), the photospheric displacement of the footpoints during each time step (d), the time step duration (δt), and the nanoflare duration (τ ). We fix some of these parameters to typical solar values and Although in previous studies we considered L and B v to be independent parameters, there is known to be an overall correlation between length and field strength. We therefore use the relationship found by Mandrini et al. (2000) : B ∝ L −0.88 . Using a representative value of the proportionality constant (courtesy of C.H. Mandrini, private communications)
we find that, for L expressed in Mm, In what follows we use Equation 1 to lock the magnetic strength parameter to the loop length. This leaves us with the free parameters: L, θ c , N and τ . The effect that these parameters have on the model output has been extensively studied in Paper I. We use some of these results in our analysis below.
Since our main objective is to compare the model with observations, we need to -9 -generate from the CA output a simulated plasma response and the corresponding observable emission. The output of the CA model consists of the energies of a series of nanoflares acting on each of the N strands that comprise the model. We obtain the density and temperature evolution of the plasma on each strand using the EBTEL code (Klimchuk et al. 2008 , Cargill et al. 2012 , which is particularly useful for the large number of computations involved here. Given the number of events and strands to be computed, a regular 1D hydrodynamic code would be numerically too costly.
From the evolution of the computed plasma number density (n) and temperature (T )
we use the known instrument response, S(T ), to compute the observed intensity, I, using the relation:
From this expression we compute the contribution of each strand to the intensity per pixel observed by each instrument. In Figure 3 we show a log-log plot of the instrument response functions versus temperature for the three observation channels analyzed here: XRT and AIA instrument calibrations (Narukage et al. 2011 , Boerner et al. 2012 ). In the case of AIA data the loop emission is typically less than half of the total emission in a pixel (Viall & Klimchuk 2011 ), so we add a background intensity to the synthetic lightcurves.
Based on the minimum observed intensities of the segment arrays from Figure In summary, we vary L until we find a good match of the mean intensity of the synthetic lightcurves to the observations, and then we vary N until the standard deviation of the fluctuations coincides with the observed cases. Although the choice of L and N as the only adjustment parameters may sound rather arbitrary, it should be regarded just as a practical measure considering that our prime objective is to study the plausibility of the present model to reproduce the observed coronal plasma evolution. We expect that further refinement of the parameters will be possible in the future.
Results

Observed and model lightcurve comparison
We apply the procedure described in Section 3 to create synthetic signals that reproduce the statistical properties of selected observed lightcurves from the segment evolutions shown in Figure 2 . As we discuss below, in its fully developed regime (i.e., when all strands are interacting and producing nanoflares) the signal produced by the model presents fluctuations around a certain mean intensity level that is maintained during the evolution. Therefore, for a reasonable comparison with the model we select observed lightcurves that do not present abrupt changes of the mean level of intensity or long term trends that can be due to processes beyond the applicability of the model (i.e., large scale flaring or changes due to the evolution of the photospheric magnetic flux). Given the random nature of the problem we obviously do not expect to find model lightcurves that match the observations point to point. We can only base the comparison on the statistical properties of the synthetic and observed lightcurves. We find that reasonable solar values -12 -for the model parameters can produce lightcurves with statistical properties similar to those of observed lightcurves.
The observed lightcurves chosen in the different channels do not come from the same corresponding pixels. The reason is as follows. We are attempting to study distinct loop structures, but such structures produce only part of the total emission observed along the line-of-sight in a pixel. It can be a minor fraction for 211 and 171. In those cases, most of the emission comes from a diffuse component, sometimes called the background. Since we make no attempt to model the diffuse component, and since its contribution to the total emission varies from channel to channel and from pixel to pixel, we decided to choose separate pixels for each channel based on a relatively strong loop contribution.
In Tables 1 to 3 For the lower intensity cases of the two last rows, the model successfully reproduces both the mean intensity and the standard deviation. One possibility for this inconsistency is that -14 -the background level (400 DN pix −1 s −1 ) that we are using to simulate the lightcurves is not the right one for the high intensity cases. We might be underestimating the background at those locations. From the panels of Figure 2 it is clear that the intensity decreases as one goes up in the segments (moving farther from the AR core). It is possible that 400 DN pix −1 s −1 is a reasonable background for the low intensity cases but it is too small for intensities above 1000 DN pix −1 s −1 . If the real background is higher, the relative size of the fluctuations provided by the model will be relatively smaller. Notice that in the cases of the last row of Table 6 and the last two rows of Table 7 the loop intrinsic emission is only a fraction of the background level, as is frequently the case for loops observed in some EUV channels (see e.g., Aschwanden et al. 2007 ).
In Tables 1 to 3 we listed the lightcurve indices in increasing order, so the mean intensity becomes ordered in approximate decreasing order (as one moves upward along the segments and farther away from the AR core). As we discussed in Section 3, the intensity of the model lightcurves decreases as the loop length parameter, L, increases. This can also be seen in Tables 1 to 3 (Table 1) , we see that a 5% increase in length produces a 17% decrease in intensity. For AIA 211, an increase of 8% in length between the loops with L = 42 Mm and L = 47 Mm (Table 2 ) produces a decrease of 22% in intensity. A length increase of 10% between AIA 171 loops with L = 46 Mm and L = 51 Mm (Table 3) produces an intensity decrease of 23%. Thus, the magnitude of intensity decrease is roughly 3 times the magnitude of length increase. The influence of the 400 DN pix −1 s −1 background can be seen in the two AIA 171 low intensity cases. A 6% length increase from L = 80 Mm to L = 85 Mm (Table 3) corresponds to a comparable magnitude intensity decrease of 7%.
If we subtract the background, the change in the intrinsic loop intensity provided by the model increases to 20%, which follows the trend for bright loops. These examples show that the model output intensity is clearly sensitive to variations in length. The best fit models in Tables 1 to 3 are those that most closely reproduce the observed mean intensity, where we consider length increments of 1 Mm. In one extreme case, a 1 Mm length difference produced a 7% intensity difference.
From Figures 5 to 7 it is interesting to note that there are two components of the fluctuations: a short-term/small-amplitude contribution and another longer-term/largeramplitude contribution. In the case of the model lightcurves we know that the first contribution is due to the simulated photon noise. We assume that this is also the case for the observations. One way to identify the short term fluctuations is to compute the root mean square deviations with respect to the 10 point running average of the signal.
These variations are of the order of 2 to 4% of the mean intensity and coincide with the photon noise expected amplitude. The size of these fluctuations is only a fraction of the approximate 10-15% of the typical standard deviations shown in Tables 1 to 3 .
Therefore, we conclude that the longer term fluctuations that dominate the measured standard deviation are due to intrinsic variations of the coronal plasma emission. In the It is worth mentioning that the skewness of the observed and model lightcurves shown
in Tables 1 to 3 and Figures 5 to 7 have the same sign (positive) and are of the same order, but they do not exactly agree. We explored whether there is a dependence of the skewness on the model parameters. We did not find any such dependence. In different subsets of long simulations lasting up to 10 6 s, the amplitude of skewness changes, but the sign is always positive. Therefore, we conclude that although the sign of the skewness provides an indication of the kind of processes at play in the plasma evolution, its amplitude is not -17 -related to the parameters of our model. As mentioned above, Terzo et al. (2011) found that the median is systematically less than the mean in intensity distributions observed by XRT. We find the same result for the overwhelming majority of observed and modeled light curves in Tables 1 and 3 (second and third columns). We fully agree with their conclusion that this is consistent with impulsive heating, since the heated coronal plasma spends most of the time in the cooling phase of its evolution. This also agrees with the time-lag measurements of Viall and Klimchuk (2012 , 2015 , and the recent work by Tajfirouze et al. (2015) based on the modeling of observed loop lightcurves. We note that, as in the case of the skewness, we could not find a systematic relation between the numeric difference of the mean and median and the parameters of the model.
Emission measure distribution slope
To further compare the CA-EBTEL model combination with observations, we analyze here the emission measure (EM) distribution of the plasma. As discussed in Section 1, in a series of recent works (see e.g., Bradshaw et al. 2012 , Schmelz & Pathak 2012 ) authors began to study the slope of the distribution in log(EM) versus log(T) plots, as a diagnostic tool for the evolution of the observed plasma. The presence of a constant slope for a wide range of temperatures implies a scaling-law of the type EM ∝ T α . We will call α the slope index. It has been argued that since this slope determines the amount of plasma that reaches low temperatures, it can be used as an indicator of the proportion of the contribution of high versus low frequency heating.
Here, we analyze the differential emission measure distribution DEM provided by the EBTEL model for a single strand from the CA. Since DEM = EM/T, the DEM slope is one less than the EM slope. We run the model for different values of L using a time resolution of 1 s and a total evolution of 2×10 5 s. Therefore, the DEM distribution contains 2×10 For each value of L we find that different runs provide slightly different values of the slopes. This is due to the randomness of the nanoflares produced by the model and the consequent small differences in the temperature distributions produced. To account for these small differences we run the codes 5 times for each value of L and we compute the average DEM slope. In Table 4 we show the results of each of the 5 runs for each value of loop length. The mean is given at the bottom. To compare with observational works based on EM distributions, we add 1 to the DEM slopes and obtain mean EM slopes ranging between 2.7 and 4.3. This agrees with the published observational values.
The EM slopes in Table 4 are based on individual strands. However, we sample the strand 2×10 5 times (once each second) during its evolution to obtain a time average. As long as the N strands of a given simulation have similar time-averaged properties, the result for a single strand should be equivalent to that from the full collection of strands. This is true even if the full collection is averaged over much shorter time intervals, such as the tens of seconds of a typical exposure used to obtain EUV spectra from which EM distributions are derived. We have verified that the EM slopes of different strands from the same simulation are very similar. A relevant point is that, although the evolution and heating of each strand depends on the evolution and heating of other strands, the model does not produce strong collective behavior. Localized bursts of multiple reconnection events do not occur. If they did, the time average of a single strand would not necessarily -19 -be a good representation of a snapshot of many strands.
We have verified the individual strand approach by computing the combined DEM from all of the strands in an L = 100 Mm, N = 225 run in several different 30 s windows, corresponding to a typical Hinode/EIS integration time. An example is shown in Figure 9 .
We have binned the DEM over logT = 0.1 intervals, as is commonly done with actual observations. The slope of 2.51 is in good agreement with the values given in Table 4 . The slopes for the other windows are also consistent with the table, though there is a larger spread due to fact that the DEM curves are noisier than those from the 2×10 5 s single strand averages, as expected.
In Figure 10 we plot the mean slope indices from Table 4 
Conclusions
In this paper we compare coronal observations from the X-ray Telescope (XRT) on board Hinode and the Atmospheric Imaging Assembly (AIA) on board SDO with synthetic data created using a Cellular Automaton (CA) model studied in an accompanying paper (López Fuentes & Klimchuk 2015, Paper I). The model is based on the idea that loops are made of elementary strands that are shuffled and tangled by photospheric motions at their foopoints, producing magnetic stress which is released in the form of reconnection and plasma heating (Parker 1988) . The output of the model is a series of nanoflares that heat the different strands in the loop. We compute the response of the plasma to this heating -20 -using the hydrodynamic code Enthalpy Based Thermal Evolution of Loops (EBTEL, Klimchuk et al. 2008 , Cargill et al. 2012 . From the known response of the instruments and the temperature and density obtained with EBTEL we compute synthetic lightcurves that we compare to the observations. We selected lightcurves from a series of loops observed in AR 11147 on 2011 January 18 with Hinode/XRT and with SDO/AIA in the 211Å and 171Å channels. For the comparison we computed the main statistical properties of both observed and synthetic lightcurves. Our results show that using reasonable solar parameters the model can reproduce the statistical properties of observed lightcurves.
One of the studied statistical properties is the standard deviation, which we use as an indicator of the relative amplitude of the signal fluctuations. We found that the typical fluctuations have an amplitude of 10 to 15% both for the model and the observations. This is also consistent with observations reported by other authors (see e.g., Warren et al. The shape of the intensity distribution can provide information about how the plasma -21 -in the loops evolves. In search of asymmetries in the distributions, here we compute the skewness and we found that in all the selected observed lightcurves and the corresponding modeled cases the skewness is positive. This indicates that the right "tail" of the distributions is more spread and less bulky than the left one. This means that there is a larger weight of the low intensity part of the fluctuations. In other words, there are more intensity counts below the mean of the distribution than above it. Terzo et al. (2011) argued that this is related to the widespread presence of cooling plasma in the loops. As a proxy of the distribution asymmetries they used the difference between the mean and the median.
They found that the median is systematically smaller than the mean. Here we compute both the mean and the median for our observed and modeled cases and confirmed that result. A very recent work by Tajfirouze et al. (2015) , also based on observed lightcurves modeling, confirms the widespread presence of hot plasma cooling.
Using the EBTEL code we are able to compute the differential emission measure events can correspond to high or low frequency relative to the plasma cooling time. When high frequency dominates, the strands do not reach low temperatures very often, and the cold part of the distribution is not very prominent. In that case, the slope of the log-log distribution of the DEM versus temperature is large. In the opposite case, when low frequency dominates, most of the plasma reaches lower temperatures before being reheated, and the distribution is correspondingly flatter. Whether high or low frequency dominates depends on the model parameters. The range of slopes obtained here is consistent with the observational results by other authors , Schmelz & Pathak 2012 , among others).
-22 -In Paper I we analyzed the dependence of the nanoflare frequency on the different parameters of the model. We found that in our simple CA model the frequency of the nanoflares is independent of the parameters B v , L, and θ c (the distance, d, and duration δt of the footpoint displacement were fixed, as in this paper). However, the thermal evolution of the strands depends strongly on L. The initial cooling after the nanoflare is due primarily to thermal conduction, with a cooling rate that scales as L −2 . Shorter strands cool faster than longer ones. Therefore, for a given nanoflare frequency, the strands in a short loop will reach lower temperatures faster and more often than in a long loop. It is expected then, that the DEM distributions in shorter loops will have a larger contribution of plasma on the cold side and thus, smaller slopes. This is born out in our models, as shown in Figure 10 .
Note that this does not imply that short/long lengths produce exclusively cooling/hot strands. All the simulated loops produced by the model contain a mixture of both types.
This is clearly evident in given that low frequency nanoflares should produce such a correlation. Visual impressions can be deceiving, however. Viall and Klimchuk (2012 , 2015 have performed a rigorous time-lag analysis of light curves observed in different AIA channels and find widespread evidence of cooling plasma. The distribution of nanoflare frequencies is yet to be determined, however. An important point is that the cooling plasma is contained in spatially unresolved strands, as in our models, so variations in the light curves are generally very subtle. Given the lack of visual correlation in our data, we have chosen to treat the loops identified in a given channel as unique to that channel. Each loop of course produces -23 -some emission in all channels, but a quantitative comparison is hampered by the presence of uncertain background emission. We have adopted a conservative approach and subtracted a constant background that is the minimum intensity along the vertical line in Figure 2 . The actual background at any location or any time could be significantly stronger. Furthermore, the ratio of background intensities in the different channels could be variable.
One possibility regarding the apparent lack of correlation between the hot (XRT) and cooler (AIA) emissions is that the hot component has a predominance of high frequency nanoflares, but still there is some low frequency contribution such that only a small fraction of the plasma is cooled to the AIA temperatures (e.g., Fig. 4 ). If this low frequency component accounts for only 10% of the hot emission (see e.g., Warren et al. 2011) , its presence and any observable correlation with its evolved cool counterpart will be masked by the non-cooling 90% high frequency contribution. Whether this component is able to explain all the cool emission observed has still to be determined. It is worth to comment that the above discussion refers only to a possible interpretation of the apparent lack of correlation between XRT and AIA observations. It does not imply that in its present form our model is able to provide these differentiated high and low frequency components. As we discussed in Paper I, the CA model has a frequency distribution which is not substantially affected by the parameters variation. When it is combined with EBTEL, the change of parameters such as the loop length and nanoflare duration affect the cooling times, so the nanoflare frequency measured with respect to the cooling time is parameter dependent. However, these changes affect all the nanoflares monolithically and are not able to produce different proportions of high and low frequency events. We hope that future, more sophisticated versions of the model, can account for multi-component nanoflare frequency distributions.
The CA-EBTEL model combination developed and studied in Paper I and applied here is a useful tool for testing the nanoflare scenario in relation to the evolution of observed -24 -loops. One of the main objectives of the present version of the model is to keep it simple to carefully study its implications. In following works, we plan to develop modified versions to account for more detailed strand interaction rules and for the evolution of loops in different parts of ARs (i.e., the core or the periphery).
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