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PREFACE 
The present thesis is devoted to study nonlinear variational inequali-
ties nnodelling important physical phenomenon. The study of associated 
nonlinear equations is equally important in the sense that a class of vari-
ational inequalities is equivalent to the associated equations involving 
strongly monotone operators or other combinations leading to strongly 
monotone operators. The results obtained in this thesis are extension 
and generalization of the results contained in the fol lowing research 
papers : [ 2 ,5 ,9 ,11 , 20, 25,30,32,33,34,35,37,39,40,42,45, 50,51, 55, 
57, 58, 59, 75, 77, 78, 81,83, 84,88, 92 ] 
To be more precise, CHAPTER-I is devoted to basic definitions and 
notations which are essential for presentation of the subsequent 
chapters. CHAPTER-II deals with vector variational-like inequalities where 
some important existence theorems have been proved. CHAPTER-III is 
devoted to the study of general mixed multivalued mildly nonlinear 
variational inequalities, while in CHAPTER-IV strongly nonlinear mixed 
random variational inequalities are considered. The study of general-
ized nonlinear variational inclusions has been carried out in 
CHAPTER-V. In this chapter an existence and convergence theorem 
has been proved and we also discuss resolvent equations technique for 
solving variational inclusions. A fuzzy extension is also presented. In the last 
CHAPTER completely generalized variational inclusions are studied. 
IV 
Papers based on the researches contained in this Thesis have 
been communicated for publication in reputed journals. One paper is 
published in FJMS, two others are published in " Advances In Nonlinear 
Variational Inequalities" U. S. A., and one is accepted for publication in 
international journal 
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PRELIMINARIES 
1.1. INTRODUCTION 
Variational inequalities, introduced by Hartman, Stampacchia and 
Browder, have been developed rapidly for nearly thirty years. Variational 
inequalities not only have stimulated new results dealing with nonlinear 
partial differential equations, but also have been used in a large variety of 
problems arising in elasticity, structural analysis, economics, optimization, 
oceanography and regional, physical and engineering sciences etc. see [1. 
3, 4, 18, 19, 21, 23, 24, 28, 29, 30, 38, 49, 66, 87-89, 92-94]. This theory 
was developed simultaneously not only to study the fundamental facts about 
the qualitative behaviour of solutions of nonlinear problems, but also to 
solve them more efficiently numerically. In fact, this theory provides us a 
sound basis for computing the approximate solution of many moving and 
free boundary value problems in a unified framework. 
A useful and important generalization of variational inequalities is a 
variational inclusion. Variational inclusions have important applications in 
mechanics, economics and structural analysis. In particular, one can show 
that if the non smooth and nonexpansive superpotential of the structure is 
quasi-differentiable, then these problems can be studied via the set-valued 
variational inclusions. In this formulation, the ascending and descending 
: 2 : 
branches of nonmonotone set-valued and boundary conditions are considered 
separately. The solution of the generalized set-valued variational inclusions 
gives the position of the state equilibrium of the structure. For more details 
see [6, 9, 10, 15, 36, 69, 71,73]. 
Equally important is the concept of resolvent equations. The resolvent 
equations technique is quite general and flexible. This technique has been 
used to develop some numerical methods for solving mixed variational 
inequalities and variational inclusions. For recent applications and 
formulations of the resolvent equations, see [58, 59, 60, 63]. 
In different sections of this chapter, we discuss various notions which 
are essential for presentation of results in the subsequent chapters. 
1.2. TOOLS FROM FUNCTIONAL ANALYSIS 
In this section, we give some basic definitions and results of 
functional analysis which will be used in the subsequent chapters. 
Let H be a Hilbert space with its dual H*, whose inner product and 
norm are denoted by (.,.) and |||, respectively. Let K e H be a closed, convex 
set . 
DEFINITION L2.1: (i) A mapping g : H ^ H* is called monotone, if 
<g(u)-g(v),u-v>>0, for all u,veH. 
(ii) The mapping g is said to be strongly monotone, if there exists a constant 
a > 0, such that 
<g(u)-g(v),u-v)>a|u-vf, for all u,veH. 
:3 
(iii) g is called Lipschitz continuous, if there exists a constant P>0. such 
that 
||g(u)-g(v)|j<p||u-v||, for all u,veH. 
DEFINITION 1.2.2: A multivalued mapping T : H->C(H) is called 
(i) strongly monotone, if there exists a constant a > 0, such that 
<xi -X2,u-v>>a | |u -vf , for all x,eT(u), x^eTCv) and U,VGH. 
(ii) h-Lipschitz continuous, if there exists a constant |i > 0, such that 
||x, -X2||< h(T(u),T(v))< n||u-v||, for all x,eT(u), x^eTCv) and u.veH 
where h(.,.) is a Hausdorff metric on C(H). 
THEOREM 1.2.1 [70]: Let K be a closed, convex subset of Hilbert space 
H. Then for each Z€H, there is an unique ueK, such that 
||z-u||= inf||z-v||_ (1_2.1) 
veK 
DEFINITION 1.2.3: The point u satisfying (1.2.1) is called the projection 
of z on K and we write 
U = P K ( Z ) . 
LEMMA 1.2.1 [41]: Let K be a closed convex subset of a Hilbert space H. 
Then u is the projection of z on K, that is u= PK(Z) if and only if 
<u-z ,v-u>>0, for all veK. 
LEMMA 1.2.2 [41]: The projection P^ is nonexpansive, that is 
||PK(u)-Ik(v)||<||u-vj|, for all u,veH. 
THEOREM 1.2.2 [70]: (Riesz representation theorem). If f is a bounded 
linear functional on a Hilbert space H, there exists a unique vector veH such 
that 
f(u) = < u , V >, for all u e H and ||f|| = |iv||. 
DEFINITION 1.2.4: Let X be a Banach space and f:X -^ Ru {+a:} .Then f 
is said to be convex if 
f(tu + ( l - t )v) < t f(u) + (l-t)f(v) 
holds for all t e (0 , l ) and all u,veX. 
Then the function f is said to hQ proper convex if the set 
( X , f(x) < 00) is nonempty. 
DEFINITION 1.2.5: Let f: X-> R be a proper convex function defined on 
a Banach space X. The element u*eX* is called a subgradient of f at x if 
f(v)>f(u) + <u*,v-u) holds. 
The set of all subgradients of f at u is denoted by 5f(u). 
DEFINITION 1.2.6: Let f : X ^ R be a proper convex function. The set 
valued mapping 
u -> af(u) 
of X into P(X*) is called the subdifferential of f. 
DEFINITION 1.2.7 [7]: If A is a maximal monotone operator, then the 
resolvent operator associated with A is defined by 
JA(U) = (I + P A ) ~ ' ( U ) , for all UGH, 
where p>0 is a constant and I be the identity mapping. 
LEMMA 1.2.3 [48]: Let (}) be a proper, convex, lower semicontinuous 
function. Then J* =(I + p5((»)~^  is nonexpansive if 
| j*(u)- jJ(v) | |< | |u-v | | , foral lu,veH. 
DEFINITION 1.2.8: A multivalued mapping F:E^2'^ is called the KKM-
mapping, if for every finite subset {u ,^ u^, ,u } of E, 
n 
Conv {u,, u ,^ . . . , u j c U F(Ui). 
i=l 
5: 
LEMMA 1.2.4 (79J: Let K be an arbitrary nonempty set in a Hausdorff 
topological vector space E and T:K->2^ be a KKM-mapping. If T(u) is closed 
for all ueK and is compact for at least one ueK, then 
n T(u)^(|). 
ueK 
THEOREM L2.3: Let K be a nonempty subset of a convex space X and 
G:K->2'' be a KKM-multivalued mapping. Suppose that 
(i) for each ueX, G(u) is closed 
(ii) there exists a nonempty compact subset D of X such that for each 
nonempty finite subset N of K, there exists a compact convex subset Ljv| of 
X such that N c L N and LNnn{G(u) : U G L N H K I C D . 
Then we have 
Dnn{G(u):ueK};t(|). 
THEOREM 1.2.4 [46]: Let K be a nonempty convex set in a Hausdorff 
topological vector space E. Let f and g be two real valued mappings on 
K X K having the following properties: 
(i) g(u,v) < f(u,v), for all (u,v)eK x K and 
f(u,u)< 0, for all ueK; 
(ii) for each fixed UGK, g(u,v) is a lower semicontinuous function of v 
on K; 
(iii) for each fixed veK, the set {ueK / f(u,v) > 0} is convex or empty; 
(iv) K has a nonempty compact convex subset K^ such that the set 
B = {v€K / g(u,v) < 0, for all ueK^} is compact . 
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Then there exists a point v^eB such that 
g(u, V(, ) < 0, for all UGK. 
In 1983-85, C. Horvath [33] obtain some minimax inequalities by 
replacing convexity with pseudoconvexity or contractibility in topological 
spaces but only in a compact setting, using Horvath's approach, Bardaro 
and Ceppitelli [5] introduced the notions of H-space; weakly H-convex; 
and H-compact to obtain some minimax inequalities in non-compact setting 
for mappings taking values in an ordered vector space . 
DEFINITION 1.2.9 [51: Let X be a topological space and {r^ } be a given 
family of nonempty contractible subsets of X, indexed by finite subsets of 
X. Then 
(i) A pair (X, {T^ }) is said to be a H-space if A c B implies r^ <= TB ; 
(ii) A subset D c X is called H-convex if r^ c D holds for every finite subset 
A c D ; 
(iii)A subset DcX is called weakly H-convex if r^ flD is nonempty and 
contractible for every finite subset AcD. This is equivalent to saying 
that the pair (D,{rA H D } ) is a H-space; 
(iv) A subset K e X is called H-compact if there exists a compact, weakly 
H-convex set D c X such that KU A c D for every finite subset AcX. 
DEFINITION 1.2.10: A multivalued mapping G:X->2'' is called H-KKM 
mapping if r^ c U G(u), for every finite subset AcX. 
U€A 
LEMMA 1.2.5: Let (X,{rA}) be a H-space and FiX-^l"" be a H-KKM 
multivalued mapping such that 
(a) for each ueX, F(u) is compactly closed, that is BflFCu) is closed in B, 
for every compact set B c X ; 
(b) there are a compact set L c X and a H-compact set K c X such that for 
each weakly H-convex set D with K c D c X , wehave 
then 
n {F(u)nD}cL, 
ueD 
n F(u);^(t). 
U€X 
DEFINITION 1.2.11[80]: Let X and Y be two topological spaces and 
F:X->2^ be a multivalued mapping. The mapping F is said to be transfer 
open valued (resp. transfer closed valued), if for any ueX, VGF(U) (resp. 
vgF(u)) there exists an U'GX such that v€int(F(u')) (resp. vgF(u'))-
LEMMA L2.6 [12]: Let X be a nonempty set, let Y be a topological space 
and let G:X->2^ be a multivalued mapping, 
(a) G is transfer closed -valued if and only if 
n G(u)= n G(u), 
ueX ueX 
(b) G is transfer open-valued if and only if 
U G(u)= U int(G(u)). 
ueX UGX 
LEMMA L2.7 [12]: Let ( X,{ F^ }) be a H-space and let F:X-^2'' be an H-
KKM-multivalued mapping, such that 
(a) F is transfer closed-valued ; 
(b) there exists a compact subset L of X and an H-compact subset K of X 
8: 
such that, for each weakly H-convex subset D of X with K c D c X the 
following holds; 
Then 
n {F(u)nD}cL, 
ueD 
n F(u)^(i.. 
ueX 
Let (Q,A) be a measurable space and H be a separable real Hilbert 
space and B(H) be the class of Borel a-field in H. 
DEFINITION 1. 2.12 [351: A mapping u : Q-^ H is said to be measurable 
if for any BeB(H), {teQ : u(t)GB}eA. 
DEFINITION 1.2.13 [111: A mapping T : Q x H-^ H is called a random 
mapping if for any ueH, T(t,u) = u(t) is measurable. A random mapping T 
is said to be continuous if for any teQ, the mapping T(t,.): H->H is 
continuous. 
LEMMA 1.2.8 [35]: Let K be a closed subset of H. T : Q x K ^ H is a 
continuous random mapping. If u : Q->H is measurable, then T(t,u(t)) is 
also a measurable mapping. 
DEFINITION 1.2.14[62]: A multivalued mapping v : Q ^ 2" is said to be 
measurable, if for any B e B, the set 
v-'(B)= { teQ : v(t)nB?t(j>}eA . 
DEFINITION 1.2.15 191): A mapping u : Q ^ H is called a measurable 
selection of a multivalued mapping v : Q -> 2" , if u is measurable and 
for any teQ, u(t)ev(t). 
DEFINITION 1.2.16: A random mapping g : QxH->H is said to be 
(i) strongly monotone, if there exists a measurable mapping a : Q-> (0,QO) 
such that 
< g(t,u(t)) - g(t,v(t)),u(t) - v(t) > > a(t) II u(t) - v(t) IP, 
for all u,v6H and teQ, 
(ii) Lipschitz continuous, if there exists a measurable mapping p:Q->(0,oo), 
such that 
II g(t,u(t)) - g(t,v(t)) II < m II u(t) - v(t) II, 
for all u,veH and teQ. 
DEFINITION 1.2.17: Let f : Q x H ^ H be a random mapping. Then a 
multivalued mapping T : QxH-^2" is said to be relaxed Lipschitz continuous 
with respect to f, if for given measurable mapping s : Q ->( -oo,0], such 
that s(t) < 0, 
(f(t,Xi(t))-f(t,X2(t)),Ui(t)-U2(t)><s(t)||uj(t)-U2(t)f , 
for all tef i , x,(t)eT(t,u,(t)), X2(t)eT(t,U2(t)) and u,,U2eH. 
The random multivalued mapping T is called Lipschitz continuous if 
there exists a measurable mapping m : Q ->(0,QO) for m(t) > 1, 
||xi(t)-X2(t)||<m(t)||u,(t)-U2(t)||, 
for all t e n , x.(t)€T(t,u,(t)) and u.eH, i=l , 2. 
1.3. VARIATIONAL INEQUALITIES 
In this section, we present a brief introduction of various type of 
variational inequality problems. 
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Many problems of elasticity and fluid mechanics can be expressed in 
terms of an unknown u, representing the displacement of a mechanical 
system, satisfying 
a(u,v - u) > F(v - u), for all V€K, (1.3.1) 
where the set K of admissible displacements is a closed convex subset of a 
Hilbert space H, a(.,.) is a bilinear form and F is a bounded linear functional 
on H. The relations of the type (1.3.1) are called variational inequalities. 
If the bilinear form a(.,.) is continuous, then by Riesz-representation 
Theorem 1.2.2, we have 
a(u,v) = < Au , v>, for allu.veH, (1.3.2) 
where A is a continuous linear operator on H. 
Then the inequality (1.3.1) is equivalent to find ueK such that 
<Au,v-u)><F,v-u),forall veK. (1.3.3) 
If the operators A and F are nonlinear, then the variational inequality 
(1.3.3) is known as strongly nonlinear variational inequality, introduced 
and studied by Noor [51]. 
If F = 0, then (1.3.3) is equivalent to find UGK such that 
<Au,v-u>^0,forallveK. (1.3.4) 
The variational inequality of the type (1.3.4) was introduced and studied 
by Fichera [26] in 1964. Lions and Stampacchia [47] proved the existence 
of unique solution of (1.3.4) using essentially the projection techniques. 
It is worth mentioning that the unilateral contact problems involving 
contact laws of monotone nature do not lead to the formulation of variational 
11 
inequalities directly. However, it has been shown by Panagiotopoulus [64], 
using the notions of Clarke's generalized gradient and Rockafeller's upper 
subderivative, that the nonconvex unilateral contact problems can only be 
characterized by a class of strongly nonlinear variational inequalities 
(1.3.3). 
In the last two decades, variational inequalities have been generalized 
and extended in various directions. Variational-like inequality is one of its 
generalized form which is introduced and studied by Parida, Sahoo and 
Kumar [65]. 
Let K be a closed convex set in R". Given two continuous maps 
F:K->R" and T ] : K X K - > R " , then the variational-like inequality problem is 
to find ueK such that 
(F(u),Ti(u,v)>>0,forall veK. (1.3.5) 
If r|(u,v) = V - u, then variational-like inequality (1.3.5) is equivalent 
to the variational inequality (1.3.4). 
Let X and Y be two real Banach spaces. Let K<=X be a nonempty 
closed convex subset in X, T : K->L(X,Y), a mapping, where L(X,Y) is the 
space of all linear continuous operators from X to Y. Let {C(u) : ueK } be 
a family of closed pointed convex cone in Y with intC(u):;!:([) for every 
ueK, where intC(u) is the interior of the set C(u). Then the problem of 
finding u^eK such that 
<T(uo),u-Uo)g-intC(uo), forall ueK, (1.3.6) 
is called vector variational inequality problem which is introduced by 
Giannessi [27]. Inequality (1.3.6) is called vector variational inequality. 
CHAPTER-11 
* * 
VECTOR 
VARIATIONAL-LIKE 
INEQUALITIES 
CHAPTER-II 
VECTOR VARIATIONAL-LIKE INEQUALITIES 
2.1. INTRODUCTION 
The vector variational inequality is a generalized form of variational 
inequality, which was introduced by Giannessi [27] in 1980, in a finite 
dimensional Euclidean space with further applications. The vector variational 
inequalities are very useful from the application point of view in different 
areas of optimization, optimal control, operation research, economics 
equilibrium and free boundary valued problems. Chen et al [14], Siddiqi et al 
[75, 76], Lee et al [44, 45] and Yang [86] have studied vector variational 
inequalities in abstract spaces. 
Parida, Sahoo and Kumar [65] studied the existence of solutions of 
variational-like inequalities in R° and have shown a relationship between 
variational-like inequality problems and convex programming as well as with 
complementarity problems. Siddiqi, Ansari and Ahmad [77] introduced and 
studied vector variational-like inequalities in reflexive Banach spaces and 
topological vector spaces. 
The aim of this chapter is to consider and prove the existence theorems 
for vector variational-like inequalities which includes vector variational, 
variational-like and variational inequalities as special cases. 
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Let X and Y be real Banach spaces and K be a nonempty closed convex 
subset of X. Let T:K->L(X,Y) be a mapping, where L(X,Y) is the space of all 
linear continuous mappings from X into Y and T|:KxK->Kbea continuous 
mapping. Let {C(u) / u e K} be a family of closed convex and pointed cone in 
Y with int C(u)9t ^, for every u eK, where int C(u) is interior of the iset C(u). 
We consider the problem of finding u^ , e K, such that 
<T(u^, Ti(u,u^> g -int C(u^, for all u . K. (2.1.1) 
Inequality (2.1.1) is called vector variational-like inequality problem 
(WLIP), where <T(u), v) denotes the evaluation of the linear operator T(u) 
at V. 
Special Cases: 
(i) if T|(u , Ujj) = u - g(Uj,), where g:K->K, then the problem (2.1.1) is 
equivalent to find u^ , eK, such that 
< T(u„), u - g(u^) g -int C(u„), for all u eK, (2.1.2) 
which is known as the general vector variational inequality problem. 
considered by Siddiqi, Ansari and Khaliq [76]. 
(ii) If g= I, identity mapping then the problem (2.1.2) reduces as for u^^ eK, 
such that 
< T(u,), u - u„) «? -int C(u„), for every u eK, (2.1.3) 
which is known as vector variational inequality (WI) for vector valued 
functions, which is studied by Chen [13] and Lee et al [45]. 
< T(u„) , ii(u,u„) > > 0, for all u eK, (2.1.4) 
which is known as variational-like inequality problem, considered by Parida 
et al [65] and Siddiqi et al [75]. 
In section 2.2, we prove an existence result of solution for the vector 
variational-like inequality problem (2.1.1) in Banach spaces ; in section 2.3, 
the existence is proved in the setting of locally convex HausdorfiF topological 
vector spaces. In the last section, we prove an existence result for the problem 
(2.1.1) without convexity assumptions. 
2.2. EXISTENCE THEORY IN BANACH SPACES 
Let X and Y be Banach spaces and K be a nonempty closed convex 
subset of X. Let C(u) be a closed convex pointed cone in Y with int C(u) ^  ^. 
DEFEVrriON 2.2.1: Let X and Y be Banach spaces. Let K be a nonempty 
subset of X. Let T : X->L(X,Y) and r i : K x K ^ K be two mappings and let 
C_ = n C(u) be nonempty. Then 
U G X 
(i) T is said to be C_ -x\-monotone on K, if for every pair of points u, v eK, 
<Tu-Tv,Ti (u ,v ) )eC_. 
(ii) T is said to be C_ -r\-pseudomonotone on K, if for every pair of points 
u,v €K, 
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<Tu,Ti(v,u))eC_ 
implies 
<Tv,ii(v,u))6C_. 
(iii) T is said to be weakly C_ -r\-monotone on K, if for every pair of points 
u,v €K, 
<Tu,r|(v,u)) 0 -intC_ 
implies 
<Tv,ii(v,u)> 0-intC_. 
(iv) T is said to be generalized C_ -r\-pseudomonotone on K, if for every pair 
of points u,veK, 
<Tu,ti(v,u))€-intC_ 
implies 
<Tv,ii(v,u)>0-intC(u). 
(v) T is said to be weakly C_ -r]-pseudomonotone on K, if for every pair of 
points u,v eK, 
< Tu, Ti(v,u)) ft -int C(u) 
implies 
<Tv,Ti(v,u))«-intC(u). 
(vi) T is said to be W-hemicontinuous if and only if for every u,v eK and 
te[0,l], the mapping t-> <T(tv + (l-t)u), r)(v,u)> is continuous at 0 .^ 
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REMARK 2.2.1: When r\(v , u) = v - u. Definition 2.2.1, reduces to the 
Definition 2.1 [90]. 
DEFINITION 2.2.2 [901: Let W:X^2^ be a multivalued map. The graph of 
W denoted by y (W), is defmed as follows: 
y (W) = {(u,w) €X X Y : u eX, w €W(u)}. 
It is well known that the linearization plays an important role in 
variational inequalities. Minty [48] first prove the linearization lemma in the 
case Y = R. Chen and Yang [16] and Chen [13] extended the linearization 
lemma to the weak order sense for monotone operators and C_-monotone 
operators respectively. We extend and prove the linearization lemma for 
weakly C-ri-pseudomonotone operators. 
LEMMA 2.2.1: Let X and Y be Banach spaces and let K be a nonempt>' 
convex subset of X. Let T : K->L(X,Y) be weakly C_-r|-pseudomonotone and 
V-hemicontinuous and i i : K x K ^ K b e a continuous afiFme mapping such that 
T|(u,u) = 0, for all u eX. Then the following two (WLIP) problems (i) and (ii) 
are equivalent for each convex subset K in X. 
(i) For each u eK : < Tu, r|(v,u)) g -int C(u); for all v €K. 
(ii) For each u eK : < Tv, T|(V,U) > e -int C(u) ; for all v eK. 
PROOF: Let u be a solution of (i). Since T is weakly C_-r|-pseudomonotone, 
for V €K, 
(Tu,r|(v,u)> g-mtC(u) 
implies that 
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<Tv,T|(v,u)> «-intC(u). 
Thus < Tv , Ti(v,u) >«? -int C(u), for all v eK. 
Now suppose that (ii) hold. For every v€K, 0 < t < 1, by the convexity of K 
and as ri is aflRne and TI(U , U) = 0, for all u eK, we have 
< T(tv + (1- t)u), Ti(tv + (1- t)u ,u) > 0 -mt C(u), 
<T(tv + (l-t)u),tTi(v,u)) + (T(tv + (l-t)u),(l-t)Ti(u,u)> g -intC(u), 
<T(tv + (1- t)u), t Ti(v,u)) g -int C(u). 
Dividing by t, we get 
<T(tv + (l-t)u), Ti(v,u)> 0 -int C(u). 
Thus (i) is derived by V-hemicontinuity of T for a fixed u eK as t -> 0"^  
< Tu , T|(v,u) > i -int C(u). This completes the proof 
Now, we prove the main result of this section. 
THEOREM 2.2.1: Let X and Y be real Banach spaces. Let K be a nonempty 
weakly compact convex subset of X. 
Assume that 
1. C:K-^ Z'*' is a multivalued map such that, for each u eK, C(u) is a closed 
pointed convex cone with intC(u)5t<|) and C_= H C(u) is with a 
ueK 
nonempty interior int C_. 
2. The multivalued map defined by W(u) = Y \ {-int C(u)} is such that the 
graph ^(W) of W is weakly closed in X x Y. 
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3. T : K -> L(X,Y) is weakly C_-T|-pseudomonotone and V-hemicontinuous 
on K and r | : K x K - ^ K is a continuous affine mapping such that 
T|(u,u) = 0, for ail u eK. 
Then the vector variational-like inequality problem (2.1.1) is solvable. 
PROOF : For each u eK, let 
F(v) = { u€K : <Tu, TI(V,U)> « -int C(u)}, 
and 
G(v) = { ueK : <Tv , TI(V,U)) « -int C(u) }, 
respectively, for all v eK. For the sake of clarity we divide the proof into the 
following five steps. 
Step 1. F is a KKM-map on K. 
Suppose that {u,, Uj ,....,Ujj} cK, 
| ; a i = b a i > 0 , i = l , 2 , ....,n 
i=l 
and 
u= ZajUi «?UF(Ui) 
i=l i=l 
Then we have 
T(U),T1 Ui,SaiUi 
I i=i ; 
e-intC 
f n 
ScXjUj 
Since C(u) is closed pointed and convex cone for every u eK and int C{\x)^ ^ 
for all u eK. Thus by condition 3, we have 
< Tu , Ti(u,u) > ^ -int C(u) , for all u eK. 
Since TJ is affine, therefore we have 
0= (Tu,ii(u,u)> 
.19: 
= Tu,Ti 
f n n ^ 
Z a i U i . S a j U i 
Vi=l i=l J 
n / f n A\ (^ ] 
= X oti(Tu,r| Uj, ZdiUj ) e - i n t C ZctiUi 
i=i \ V i=i ; / vi=i ; 
where 0 denotes the zero vector in Y. 
Thus 0 S - int C(u), which is a contradiction . Therefore we must have 
n 
Co{Ui,U2, ,%}<= U F ( U i ) , 
i=l 
and hence F is a KKM-mapping on K. 
Step2. F(v)cG(v) for all veK and G is a KKM-map. By the weakly 
C_-r|-pseudomonotonicity of T, we have F(v)cG(v), for all veK. Since F is 
a KKM-map on K, so is G. 
Step 3. n F(v)= n G(v). By step 2, we have 
veK veK 
n F(v)c n G(v), 
veK veK 
and by Lemma 2.2.1 (ii), we have 
n F(v)2 n G(v), 
veK veK 
and the conclusion follows. 
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Step 4. For each v eK, G(v) is a weakly closed subset of K. For any v GK , let 
{u l^ be a net in G(v) such that u^ converges to u eK. Since u^eG(v), we 
have 
<Tv , Ti(v,uJ> e Y \ {-int C(uJ}, for all a. 
Since Tv e L(X,Y), Tv is continuous from the weak topology of X to the 
weak topology of Y [17, Chapter 6, Theorem 1.1]. We achieve that the net 
{(Tv,T|(v,u^))} converges weakly to <Tv, TI(V,U)).NOW, we get that 
(u^ , <Tv , Ti(v,u^)>) converges weakly to(u, <Tv , r|(v,u)>)ey(W), since 
y (W) is weakly closed. Therefore, <Tv, r|(v,u)) e W(u) = Y \ {-int C(u)}, so 
that u eG(v). Consequently, G(v) is a weakly closed subset of K. 
Step 5. The vector variational-like inequality problem (WLIP) is solvable. 
From step 4, as K is weakly compact in the Banach space X and G(v)cK, 
where G(v) is a weakly compact subset of K, for each v eK. 
Further, by step 2 and Lemma 1.2.4, we have 
n G(v)^(|). 
veK 
Consequently, by step 3, we have 
n F(v)^<t>. 
V€K 
Hence, there exists u eK, such that 
(Tu , r|(v,u) > g -int C(u), for all v eK. 
This completes the proof. 
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Now we consider the (WLIP), which is defined on a closed (not 
necessarily bounded) convex subset of the real Banach space X. 
We first note that T is said to satisfy V-coercive condition: 
(C) if there exists a weakly compact subset B of X and v^eBi^K such that 
<Tu , x\{\^,u))i -int C(u), for all u eK \ B. 
THEOREM 2.2.2: Let X, Y be real Banach spaces. Let K be a nonempty 
closed convex subset of X. 
Assume that 
1. C : K->2'^ is a multivalued map such that, for each u eK, C(u) is closed 
pointed convex cone with int C(u) ?t ^ and C_ = H C(u) is with a 
UGK 
nonempty interior int C_. 
2. The multivalued map defmed by W(u) = Y \ {-int C(u)} is such that the 
graph^(W)of W is weakly closed m XxY. 
3. T : K->LpC,Y) is weakly C_-Ti-pseudomonotone and V-hemicontinuous 
on K and T I : K X K - > K is a continuous affme mapping such that 
Ti(u,u) = 0, for all u €K . 
4. T satisfies the condition (C). 
Then, the vector variational-like inequality problem (2.1.1) is solvable. 
PROOF : Fu-st, we define multivalued map F, G, as those in Theorem 2.2.1. 
Let Vj,€K and let the weakly compact subset B of X satisfy condition (C). 
We prove the Theorem by following steps (1-4) of the proof of Theorem 2.2.1 
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and by adding two additional steps 5 and 6. 
Step 5. The weak closure F(vo) of FC^ o) is a weakly compact subset of K. If 
F(V(,)cz:B, then there exists ueF(vQ) such that u eK \ B. It follows that 
<Tu,Ti(Vo,u)> e-intC(u), 
which contradict the condition (C). Therefore, we have F(VQ)CB ; hence, 
F(vo) is a weakly compact subset of K. 
Step 6. The vector variational-like inequality problem (2.1.1) is solvable. By 
steps 1, 5 and Lemma 1.2.4, we have 
veK 
By step 4 and the weak C_-T|-pseudomonotonicity of T. G(v) is weakly closed 
and F(v)cG(v) for all veK, respectively, so that 
Consequently, 
Furthermore, 
Thus, we have 
Y{\)^ c G(v), for all veK. 
n G(v)7e,j,. 
veK 
n F(v)= n G(v), by step 3 
V€K veK 
n F(v)^(|). 
veK 
Hence, the vector variational-like inequality problem (2.1.1) is solvable. 
This completes the proof. 
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2.3. EXISTENCE THEORY IN LOCALLY CONVEX 
HAUSDORFF TOPOLOGICAL VECTOR SPACES 
Let X and Y be two locally convex Hausdorfif topological vector spaces 
and K be a nonempty closed and convex subset of X. Let C(u) be a closed 
pointed convex cone with int C(u) ^ t (j). 
DEFINITION 2.3.1: Let F be a multivalued mapping from a topological 
space X into a topological space Y. 
(i) F is said to be [respectively, weakly] closed atueX if for each net {u^} 
[respectively, weakly] converging to u and {v^ } [respectively, weakly] 
converging to v such that v eF(u ) for all a, we have v eF(u). F is said to 
be [respectively, weakly] closed if it is [respectively, weakly] closed at every 
point u eX. 
(ii) F is said to be upper semi-continuous at u eX, if for every open set V in Y 
containing F(u), there exists a neighbourhood N(u) of u such that F(z)cV, 
for all Z€N(u). F is said to be upper semi-continuous if it is upper semi-
continuous at every ueX. 
(iii) F is said to be compact if F(X) is contained in a compact subset of Y 
We now prove the following existence theorem for WLIP (2.1.1). 
THEOREM 2.3.1: Let X and Y be locally convex Hausdorfif topological 
vector spaces, K be a nonempty closed convex subset of X. 
Assume that 
1. C:K-> 2"^  is a multivalued map such that, for each u eK, C(u) is a closed 
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pointed cone in Y with intC(u)7t(j) and C(u) :;<!:¥; 
2. The muhivalued mapping W(u) = Y \ {-int C(u)} is upper semi-
continuous ; 
3. T: K-^L(X,Y) is a compact valued mapping which satisfies the 
following condition : 
(C) there exists a nonempty compact subset D of X such that for each 
nonempty finite subset N of K, there exists a compact convex subset Ljsj of X 
containing N such that for each u € L N \ D, there exists v e L ^ o K satisfying 
<T(u),Ti(v,u))e-intC(u). 
4. T) : K X K -» K is a mapping such that 
(i) T| is affme in the first variables. 
(ii) r| is continuous in both the variables, 
(iii) for any u eK, r|(u,u) = 0. 
Then, the vector variational-like inequality problem (2.1.1) is solvable. 
PROOF: For each ueK, let 
F(v) = { u eK : < T(u), TI(V,U)) «? -int C(u), for all v eK }. 
First we will show that F is a KKM-mapping on K. 
Infact, suppose that N = {u,, \x^ ,....,uj cK, 
i ; a i = l , a i > 0 , i = l , 2 , . . . . , n 
i=l 
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and 
u = l a j U j 0 F ( N ) . 
i = l 
Then we have 
< T(u), Ti(u. ,u)> e -int C(u), i = 1, 2,..., n. 
Thus we have 
<T(U) , T1(U,U))= /T(u),Tlf ZttiUi.U j \ 
= I a i (T(u), Ti(ui, u)) 6 -int C(u). 
i=l 
Hence, 0 e -int C(u), which contradict the assumption C(u) ?t Y. 
Therefore, F is a KKM-mapping on K. We claim that F is closed-valued. 
Indeed, let {u^} be a net in F(v) converging to u^  eK, for any fixed v eK. Since 
u^ eF(v), for all a , such that 
< T ( u J , T i ( v , u J > g - i n t C ( u J , 
or 
<T(uJ,Ti(v,u ) > € W ( u ). 
Since T(u) is compact, the closure T(U) of T(u) is a compact subset of 
L(X,Y). Now since ri(.,.) and <.,.) are continuous, W(u) is upper 
semicontinuous and Uj^  ^ U Q , we have 
<T(uJ , Ti(v,uJ> ^ <T(u„) , Ti(v,u„)> € W( u„). 
Hence, < T(Uo), TI(V , u J > g -int C(\x^). 
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Therefore, u^ , eF(v) and so F(v) is closed for any v eK. 
Further, the assumption 3, condition (C) implies that for each u eL^ \ D, there 
exists veL^nK such that u«F(v). 
Hence 
LNnn{F(v):veLNnK}cD. 
Then by Theorem 1.2.3, we obtain 
Uoen{F(v):veK}. 
Hence, there exists an u^  eK such that for each u eK, we have 
<T(u„),ii(u,Uo)>g-intC(uJ. 
This completes the proof 
2.4. EXISTENCE THEORY WITHOUT CONVEXITY 
Let pC ,{ry^}) be an H-Banach space and Y be an order Banach space 
with int C(u)9i<|). 
In this section, we prove an existence theorem for vector variational-like 
inequalities (2.1.1) by replacing convexity assumptions with merely 
topological properties. 
THEOREM 2.4.1 : Let (X,{rA}) be an H-Banach space and let Y be 
an ordered Banach space with closed pointed convex cone C(u) such 
that int C(u)?t(j). Let T : K-^L(X,Y) and T) : KxK->K be two continuous 
mappings. 
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Assume that 
1. the multifunction V->{ <T(u), r|(u,v)> g-intC(u), for all ueX} is 
transfer closed-valued ; 
2. for each veX, By = {ueX : <T(v), r|(u,v)> g -int C(v)} is H-convex 
or empty ; 
3. there exists a compact subset L c X and an H-compact set E c X 
such that for each weakly H-compact set D with E c D c X, 
{ veD :<T(v),Ti(u,v)) g-intC(v), for all u e D } c L ; 
4. (T(u) , TiCu, u)> «t -int C(u), for all ueX. 
Then, the vector vahational-like inequality problem (2.1.1) is solvable. 
PROOF : Let 
F(u) = {veX: <T(v), TI(U,V)> g -mt C(u)}, for all UGX. 
First we prove that F is an H-KKM mapping. 
Suppose that F is not an H-KKM mapping, then there exist a finite 
subset KeX such that r ^ c U F(u). Thus there exists z e r ^ such that 
ueK 
z s?F(u), for all ueK, 
that is 
<T(z), ti(u, z)> e -int C(z), for all UGK. 
Hence, by assumption (2), KeB2 and FKCZ Bz . Since Bz is H-convex, 
therefore zeBz , that is, we have 
<T(z),Ti(z,z)>e-intC(z), 
which is a contradiction to assumption (4). Thus 
TK ^ U F(u), 
ueK 
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for every finite subset KcX, so that F is an H-KKM-mapping. By 
conditions (1) and (3), we know that conditions (a) and (b) in Lemma 
1.2.7, are satisfied. 
Therefore, by Lemma L2.7, we have 
n F(u);^(t), 
ueX 
Consequently, there exists u^eX, such that 
<T(Uo),Ti(u,Uo)g-intC(u,). 
This completes the proof 
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3.1 . INTRODUCTION 
One of the most important and difficult problems in the 
theory of variational inequalities is the development of effi-
cient and implementable iterative methods for solving various 
classes of variational inequalities. Among the most efficient 
methods is the projection technique and its variant forms. 
Noor [55] introduced and studied a wide class of general 
mildly variational inequalities. This class enables us to study 
differential equations of both odd and even order. 
The study of the qualitative behaviour of the solution 
of the variational inequalities when the given operator and 
the feasible convex set vary with a parameter is known as 
sensitivity analysis, which is also important and meaningful. 
Sensitivity analysis provides us useful information for design-
ing,planning various equilibrium systems, predicting the future 
changes of the equilibria as a result of the changes in the 
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governing systems. In addition, from a theoretical point of 
view, sensi t iv i ty proper t ies of mathemat ica l p r o g r a m m i n g 
problems can provide new insight concerning the problems 
being studied and can sometime s t imulate new ideas and 
techniques for solving them. Sensi t ivi ty analysis for var i -
ational inequalities has been studied by Tobin [81], Kyparises 
[43] , Dafermos [20], Qui and Magnanti [67], Brokate and 
Siddiqi [8] and Noor [61] by using different techniques. 
In this chapter , we cons ider the general mixed 
multivalued mildly nonlinear variational inequalities problem 
(GMMMNVIP). In the beginning, a perturbed iterative algo-
r i thm is given for finding the approx imate so lu t ion of 
GMMMNVIP and its convergence criteria is discussed. 
Let H be a real Hilbert space and K be a closed convex 
subset of H. Given a mapping g : H ^ H and multivalued map-
pings T,A:H-»C(H), where C(H) be the family of all non-
empty compact subset of H. Then the problem of find U G H , 
X G T ( U ) , yeA(u) such that g(u)GK and 
<x-y,g(v)-g(u)>+b(u,g(v))-b(u,g(u))>0, for all g (v)eK. (3.1.1) 
Inequali ty (3.1.1) is called general mixed multivalued 
mildly nonlinear variational inequality problem, where 
b( . , . ) :Hx H->R is a nonlinear form satisfying the following 
propert ies: 
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(a) b(.,.) is linear in the first argument ; (3.1.2) 
(b) b(.,.) is continuous, that is, there exists a constant o > 0 
such that 
b (u ,v )<u ||u|| | |v| | , for all u , veH; (3.1.3) 
and 
(c) b(u ,v)-b(u,w)<b(u,v-"w), for all U , V , W G H . (3.1.4) 
Special Cases : 
(i) If b(u,g(v)) = b(u,g(u)) = 0, then problem (3.1.1) reduces 
to find u e H , X G T ( U ) and y e A ( u ) such that g(u)GK and 
<x-y , g(v)-g(u)> > 0, for all g (v)eK, (3.1.5) 
which is known as general multivalued mildly nonlinear vari-
ational inequality problem introduced and studied by Xieping 
and Lei [85]. 
(ii) If T and A both are single-valued mappings, then prob-
lem (3.1.5) is equivalent to find u e H such that g ( u ) e K 
and 
<T(u)-A(u) , g(v)-g(u)> > 0, for all g (v )eK, (3.1.6) 
which is known as general mildly nonlinear variational 
inequality introduced and considered by Noor [55]. 
(iii) Ii g(u) = u eK, then problem (3.1.5) is equivalent to 
find u e K , x e T ( u ) and yGA(u) such that 
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<x-y , v-u> > 0, for all veK. (3.1.7) 
Inequality (3.1.7) are known as generalized strongly nonlinear 
variational inequalities which was introduced and considered 
by Ding [22]. 
In section 3.3, we have prove the existence of solution 
of problem (3.1.1) in H-spaces. The last section is devoted 
to study the sensitivity analysis. 
3.2. EXISTENCE AND CONVERGENCE THEORY IN 
HILBERT SPACES 
In this section, a perturbed iterative algorithm is intro-
duced for finding the approximate solution of the problem 
(3.1.1). We also discuss the convergence criteria. 
LEMMA 3.2.1178]: Let K be a nonempty closed convex sub-
set of H. Then ueH, XGT(U) and yeA(u) are solution of 
GMMMNVIP if and only if, for some p>0, the multivalued 
mapping \|/:H->C(H) has a fixed point, where v|/is defined by 
M/(u)= U U [u-g(u) + PK(F(u) + g(u)-p(x-y))], 
xeT(u)yeA(u) 
for all g(u)eK, where Pj. is the projection of H onto K and 
F:H->H is a single-valued mapping defined by for every 
xeT(u) and yeA(u) 
(F(u),g(v))=(u,g(v))-p<x-y,g(v)>-pb(u,g(v)), for all g(v)€K. 
33 
PERTURBED ISHIKAWA ITERATIVE ALGORITHM 3.2.1: 
Given u^eH and choose XOGT(UQ), yQGA(Up), the iterative 
sequences {u^}, {x^} and {y^} are defined by 
u„,, = ( l - a > „ + a j v „ - g ( v j + P K ( F ( v „ ) + g ( v J - p ( ^ - ^ ) ) ] + e „ , 
\ = ( 1 -P„K+P„K- g K ) + PK(F(u„)+gK)-p(x„-y„))]+r„, 
n = 0,1,2,..., where e and r are the error terms which are 
taken into account the possible inexact computation of the 
projection points X^GT(U^), ^ G T ( V J , y^eA(uJ , ^ G A ( V J ; 
p>0 is a constant and {a^} and {^J are the sequences in 
[0,1] satisfy the following conditions : 
(i) a,= l; 
(ii) 0 < a „ , 0 < P„< 1, n > 0 ; 
(iii) i*^Q a^ diverges and 
(iv) Z°^ o n"=j+i ( l - a j ( l - c ) ) converges, where 0 < c < 1. 
THEOREM 3.2.1: Let K be a nonempty closed convex subset 
of H, the multivalued mapping T:H-»C(H) be a-strongly 
monotone and |i-h-Lipschitz continuous, the multivalued map-
ping A:H->C(H) be r|-h-Lipschitz continuous, the single-valued 
mapping g:H-^H is a-strongly monotone and P-Lipschitz continu-
ous and the nonlinear form b(.,.):Hx H->R satisfies (3.1.2) to 
(3.1.4). Suppose that there exists a constant p>0 such that 
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_ 4CT + (2ri + u)(k -1) 
4H2_ (2T I + U)2 
^(4a + (2TI + o)(k -1))2 - (4^2 _ (2r\ + v)~ )(3 - k)(l + k) 
4yl^-(2^ + v)^ 
a>i-(2Ti + u)( l-k) + -^V(4^^-(2Tl + u)2)(3-k)(l + k ) , 
(21^  + u ) ( l - k ) < ^ and k < l , (3.2.1) 
where 
k = 2Vl-2a + p^  • 
Then the GMMMNVIP (3 .1 .1) has a so lu t ion u * e H , 
x*eT(u*) , y*GA(u*) and the iterative sequences {u^}, { x ^ } , 
{ y ^ } generated by Perturbed Ishikawa I tera t ive Algorithm 
3.2.1 with the 
lim |en|| = lim |rn| = 0, 
n->oo n-»oo 
Strongly converges to u*, x* and y*, respectively. 
P R O O F : We first prove that the GMMMNVIP(3.1.1) has a 
solution u * e H , x * e T ( u * ) , y*GA(u*). By Lemma 3.2.1, it is 
sufficient to prove that the mapping v defined by Lemma 3.2.1, 
has a fixed point u * € H . For any u,veH, aev(/(u) and bev|/(v), 
there exist x , €T(u ) , y , eA(u ) , X2eT(v) and y2eA(v) such that 
a = u -g (u ) +PK[F(u)+g(u) - p (x , -y , ) ] , 
b = v -g(v) +PK[F(v)+g(v) - pix^-y^)]. 
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and we have 
lla-b| | < | | u -v - (g (u ) -g (v ) ) | | 
+ | |F(u)-F(v)+g(u)-g(v)-p(x , -y , )+p(x3-y2) | | 
(Since Pj^  is nonexpansive) 
< | | u -v - (g (u ) -g (v ) ) | | + | lg (u) -g(v) -p(x , -x , ) l | 
+Plly,-y2ll + l |F(u)-F(v) | | , 
< 2 | | u -v - (g (u) -g (v) ) | | + | | u - v - p ( x , - x , ) | | 
+ph(A(u),A(v)) + | |F(u)-F(v) | | . (3.2.2) 
Since T and g are both strongly monotone and Lipschitz 
continuous, we have 
| |u-v-p(xj-X2)f < ( l -2pa + p2^2)||u_v|p^ (3.2.3) 
and 
| |u-v-(g(u)-g(v))f < ( l - 2 a + p2)||u-vf . (3.2.4) 
Also, since A is r |-h-Lipschitz continuous and using the facts 
given by Nadler [50], we have 
||yi-y2||<h(A(u),A(v))<Ti||u-v||. (3.2.5) 
Now we estimate, for g(v)6K 
<F(u)-F(v),g(v)) = <u-v,g(v))-p<x,-X2,g(v))+p<y,-y2,g(v)) 
-pb(u -v ,g (v ) ) 
=<u-v-p(x,-X2),g(v)) + p<y,-y2,g(v)) - pb(u-v,g(v)) 
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<{||u-v-p(xi -X2)|| + p||yi -y2|l + pu||u-v||}|lg(u)|l. 
Using (3.2.4) and (3.2.5), we have 
<F(u) - F(v),g(v)) < | V r ^ 2 ^ ^ ^ ^ 7 J ? + P^ + P«}||u - v||||g(v)|| 
Now, 
suPg(v)GK{<P(") - F(v)'g(^)>} ||F(u)-F(v)|| = -
l|g(v)|| 
<-{^- 2pa + p^H^+pTi + pul||u-v|| . (3.2.6) 
On combining (3.2.2), (3 .2.3) , (3.2.4), (3.2.5) and (3.2 .6) , we 
have 
||a-b||< 2-Jl-2a + p^ +2•^l-2pa + p^^^ +2pTi + pu |u-v|| 
= e||u-v||, (3.2.7) 
where 
and 
e = k + 2-y/l - 2pa + p^n^ + 2pTi + pu 
k = 27l-2a + P^  • 
By condition (3.2.1), we have 0 < 9 < 1 - It follows from (3.2.7) 
and Theorem 3.1 of Siddiqi and Ansari [72] that \\i has a 
fixed point u*eH. By Lemma 3.2 .1 , there exists x*€T(u* ) 
and y*€A(u*) such that u * e H , x*€T(u*) and y * e A ( u * ) is a 
: Zl: 
solution of GMMMNVIP (3.1.1). 
Next we prove that the iterative sequences {u^}, {Xj, } 
and {Yn } strongly converges to u*, x* and y*, respectively. 
Since U * G H , x*eT(u* ) and y*eA(u*) is a solution of the 
GMMMNVIP (3.1.1) , we have 
u* = u*-g(u*)+PK[F(u*)+g(u*) -p(x*-y*) ] . 
By making the similar argument as above, we obtain 
||un - u * -(g(Un) - g(u*))|| < Vl-2a + p2||u„ - u *[ 
Un - u * -p(x„ - x*)|| < Vl-2pa + p2^2||u^ _ u *|| 
Vn-u*-(g(v„)-g(u*)) |<Vl-2a + p2| |v„-u* 
Vn-U*-p(Xn-X*)||<Vl- 9 9 II 2pa+p |a Vn-u*i 
||F(u„) - F(u*)|| < | ^ l - 2 p a + p2^2 + pTi + p^,|||u^ _ „*| 
|F(v„)-F(u*)||< |Vl-2po + p2n2 + p^ + p^jllv^ _u*||. 
Thus, by the T|-h-Lipschitz continuity of A, we obtain 
Un+l-u1 = (l-an)Un+an[v„-g(Vn) + PK(F(Vn) + g(Vn)-p(^-yn))] 
- ( l - an )u* -a Ju* -g (u* ) + PK(F(u*) + g(u*)-p(x*-y*))] + en| 
< ( l - a j | K - u * | | + a„[2|K-u*-(g(Vn)-g(u*))||] 
+I lvn-u*-p(^-x*) | | + p||>^-y*|| + an||F(v„)-F(u*)||+||e„||, 
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(Since P^ is a nonexpansive) 
^ ( l -an) | |u„ -u i + a „ e K - u i + ||en||. (3.2.8) 
Similarly, we have 
| | V n - u i = | | ( l - pn )Un+PnK-g (Un) + PK(F(Un) + g(Un)-p(Xn-yn))]+rn 
-(1 - Pn )U * -Pn[u * -g(u*) + PK (F(u*) + g(u*) - p(x * -y*))]|| 
^ ( l - P n ) | | U n - u 1 + Pn0||u„-U*|| + h | | 
^ K - u * | + ||ro||. (3.2.9) 
(Since ( l -P„( l -e ) )< l ) . 
It follows from (3.2.8) and (3.2.9) that 
l|u„.,-u*ll< (l-a„)||u„-u*||+a„G | |u„-u* | |+ea j | r j | + | |e j | 
= ( l -a„(l-e)) | |u„-u*| |+ OaJIrJI + | | e j | 
< n ( l -a^( l -e ) ) | |u„-u* | |+e i :a j n ( l - a , ( l - 0 ) ) | | r | | 
i=0 j=0 i=j+l 
+ .^ ^ n (l-a.(l-e)) | |e.l | , (3.2.10) 
J"" i=j+l 
n 
where H ( i_ aj( l -6))=l , when j=n. 
Now, let B denote lower triangular matrix with entries 
b„^ = a n ( l - a , ( l - 0 ) ) . 
i=j+l 
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Then B is multiplicative, see Rhoades [68], so that 
= 0. lim i a ; n (l-ai(l-e))| |rj 
n^ooj=o i=j+l 
Since 
lim||r„| = 0 
Let D be the lower triangular matrix with entries 
d = n ( 1 - a ( l - G ) ) . 
Condition (iv) implies that D is multiplicative and hence 
lim i n ( l - a i ( l - e ) ) e j = 0 . 
n->ooj=o i = j+l 
Since 
lim ||ej,|| = 0' 
n->oo 
Also condition (iii) implies that 
Hence, it follows from (3.2.10) that 
lim||un+i-u*|| = 0. 
n->oo 
that is, the sequence {u^} strongly converges to u* in H. The 
inequality (3.2.9) implies that sequence {v^} also strongly 
converges to u*. Since XQ € T ( V ^ ) , X * € T ( U * ) and T is fi-h-
Lipschitz continuous, we have 
| | ^ - x * | | < h(T(v„),T(u*)) < ^| |v„-u*| | ^ 0 as n-^oo, 
and hence the sequence {x^ } strongly converges to x" 
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Similarly we can show that the sequence {y^ } strongly con-
verges to y*. This completes the proof of the Theorem. 
3.3. EXISTENCE THEORY IN H-SPACES 
In this section, we prove the existence of solution of the problem 
(3.1.1) without convexity assumptions. 
Let (Xjlr^}) be an H- Banach space and Y be an ordered Banach 
space. 
THEOREM 3.3.1 : Let (X,{rK}) be an H-Banach space and Y be an 
ordered Banach space. 
Assume that 
1. T, A :X->2^ '^^ ^^ be compact valued, continuous multivalued 
mappings ; 
2. g :X ->X is a continuous mapping ; 
3. b : XxX ->R is a continuous, nonlinear form ; 
4. for each veX, By = {ueX : 3 xeT(v), yGA(v) such that 
(x - y, g(v) - g(u)> + b(u,g(v)) -b(u,g(u))<0} is H-convex or empty ; 
5. there exists a compact subset L c X and an H-compact set E c X 
such that for every weakly H-convex set D with E c D c X 
{ veD : 3 xeT(v), yeA(v) such that 
<x - y, g(v) - g(u)) + b(u,g(v)) - b(u,g(u)) > 0, for all ueD}c L. 
Then, the GMMMNVIP (3.1.1) is solvable. 
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PROOF : Let 
F(u) = {veX : 3 XGT(V) , yeA(v) such that 
<x - y, g(v) - g(u)> + b(u,g(v)) - b(u,g(u)) > 0}, ueX. 
First we prove that F is an H-KKM-mapping and the conditions (a) 
and (b) of Lemma L2.5, hold. Suppose that F is not an H-KKM-mapping. 
Then there exists a finite subset K of X such that 
TK ct U F(u). 
Thus there exists z e r ^ such that 
z s?F(u), for all UGK, 
that is 
<x-y,g(z)-g(u)>+b(u,g(z))-b(u,g(u)) < 0, for all U G K , xeT(z) , yeA(z). 
By assumption 4, KcB2 and F K C B Z , since Bz is H-convex. Therefore 
zeB^ , that is there exist x€T(z) and yeA(z) such that 
< X - y, g(z) - g(z)> + b(z,g(z)) - b(z,g(z)) < 0, 
which is not possible. 
Thus 
T K C U F(u), 
ueK 
for every finite subset K of X, so that F is an H-KKM-mapping. 
Next we prove that for every ueX, F(u) is closed. Indeed, let {v_^ } be 
a sequence in F(u) such that v^^v^eX, g(\J^g{v^)eX. Since v^eF(u) for 
all n, there exist x^eT(v) and y^eA(v) such that 
<\ - yn' g ( \ ) - g(u)> + Mu,g(v^)) - b(u,g(u)) > 0. 
Since T(v) and A(v) are compact, without loss of generality, we can 
assume that there exists XpGT(v) and y(,GA(v) such that x^-^x^ and y„^yo-
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Now since (.,.>. b(.,.) are continuous and x^-^x^, y„-^yo. v^^v^. 
g(v„)^ g(v,), we have 
<x„-y„ , g(v„)-g(u))+b(u,g(vj)-b(u,g(u))^ 
<Xo - yo> g(Vo) - g(u)> + b(u,g(v„)) - b(u,g(u)) > 0. 
Therefore VQ6F(U) and so F(u) is closed for every ueX. that is, the 
condition (a) of the Lemma 1.2.5, holds. It is easy to see that the 
assumption 5, of the Theorem 3.3.1, is same one with the condition (b) of 
the Lemma 1.2.5. 
Then by lemma 1.2.5, 
n F(u)^(t), 
U€X 
consequently, there exist u^eX, XQeT(uQ), yQeA(uQ) such that g(Uj,)eX 
such that 
{\ - yo, g(v)-gK)> + b(u„,g(v)) - b(u„, g(u,)) > 0, for all g(v)€X. 
This completes the proof. 
THEOREM 3.3.2 : Let (X, { T K } ) be an H-Banach space and Y be an 
ordered Banach space. 
Assume that 
1. T,A:X->2^ '^''^ ^ be compact valued, continuous multivalued mappings; 
2. g : K ->K is a continuous mapping ; 
3. b : XxX ->R is a continuous, nonlinear form ; 
4. the multifunction u->{v€X : 3 xeT(v), yeA(v) such that 
<x-y, g(v)-g(u)>+b(u,g(v)) - b(u,g(u)) > 0} is transfer closed-valued; 
5. for each veX, By = {UGX : 3 xeT(v), yeA(v) such that 
<x-y, g(v)-g(u)) + b(u,g(v)) - b(u,g(u)) < 0} is H-convex or empty : 
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6. there exists a compact subset L c: X and an H-compact set E c X 
such that for every weakly H-convex subset D of X with E c D c X 
{ veD : 3 xeT(v), yeA(v) such that 
<x - y, g(v) - g(u)> + b(u,g(v)) - b(u,g(u)) > 0, for all ueD}c: L. 
Then, the GMMMNVIP (3.1.1) is solvable. 
PROOF : Let 
F(u) = {veX : 3 X6T(v), yeA(v) such that 
(x - y , g(v) - g(u)> + b(u,g(v)) - b(u,g(u)) > 0}, ueX. 
It follows from Theorem 3.3.1 that F is an H-KKM-mapping. By 
conditions 4 and 6, we know that conditions (a) and (b) in Lemma 1.2.7, 
are satisfied. 
Therefore by Lemma 1.2.7, we have 
n F(u)^(t), 
ueX 
consequently, there exist U^GX, X^GTCUQ), ypGACUp) such that g(Up)eX 
such that 
<Xo - y,, g(v) - g(u„)> + b(u„,g(v)) - b(u,,g(u„)) > 0, for all g(v)eX. 
This completes the proof. 
3.4. SENSITIVITY ANALYSIS 
In this section, we study the sensitivity analysis of the parametric 
general mixed multivalued mildly nonlinear variational inequality. To 
formulate the problem, let D be a nonempty closed convex subset of H 
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and M be an open subset of H in which the parameter X takes values 
and assume that {Kj^ iA-eM} is a family of closed convex subset of H. 
Then the parametric general mixed multivalued mildly nonlinear 
variational inequality is to find U G D , (X, X,)eT(u, X,), (y, X)GA(U, X) such 
that g(u)€Kj^ and 
<(x,X) - (y,X), g(v)-g(u)> + b(u,g(v)) - b(u,g(u)) > 0 , (3.4.1) 
for all g(u)GK^, where T(u, X) and A(u, X) are multivalued mappings 
which are define on the set (u,X) with XeM. We also assume that for 
s o m e X e M , the problem (3.4.1) admits a solution u. 
We want to investigate those conditions under which, for each X in a 
neighbourhood of X, the problem (3.4.1) has a unique solution u{X) near 
u and the mapping u{X) is continuous and differentiable. We assume that 
B is the closure of a ball in H centred at u. 
We need the following concepts. 
DEFINITION 3.4.1: A multivalued mapping T(u, X) defined on B x M to 
C(H) is said to be, for all XEM, 
(i) locally a-strongly monotone, if there exists a constant a >0 such that 
< ( x i , X ) - ( x 2 , U u - v ) > 0 | | u - v f , (3.4.2) 
for all u ,veB, (x,,A,)eT(u,X) and (x2,A,)€T(v, X), 
(ii) locally |x-h-Lipschitz continuous, if there exists a constant |i>0 
such that 
||(xi,?t)-(x2A)||<h(T(u,X),T(v,X))<Ti||u-v||, (4.3.3) 
for all u ,veB, (x,,>.)eT(u,>0 and (x,,X)eT(v,?i). where h(.,.) is a 
Hausdorff metric on C(H) and C(H) denotes the family of all nonempty 
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compact subsets of H. 
In particular, it follows that a < |i. 
We have the following lemma which can be proved by the technique 
of Noor [53]. 
LEMMA 3.4.1: A point UGK^ is a solution of the parametric general 
mixed multivalued mildly nonlinear variational inequality (3.4.1) if and 
only if it is a fixed point of the map 
v|/(uA) = u-g(u) + PKjg(u) + F(u)-p((x,X)-(y,X))], (3.4.4) 
for all XeM, (x,>.)eT(u,A,), (y,X,)eA(u,A,), for some p>0, 
where Pj<r is the projection of H on the family of closed convex sets K^^ 
and F:H->H is a single-valued mapping defined by for every 
(x,A,)eT(u,X,) and (y,A,)€A(u,A,) 
<F(u),g(v)>=<u,g(v)>-p((x,X)-(y,?.),g(v))-pb(u,g(v)), for all g(v)eK,.(3.4.5) 
Since we are interested in the case, when the solution of the problem 
(3.4.1) lies in the interior of B. So we consider the map y*(u,A.) 
define by 
M;*(u,X) = u-g(u) + PK,^Jg(u) + F(u)-p((x,X)-(y,?.))], (3.4.6) 
forall(u,X)GBxM. 
We have to show that the map \|/*(u,X) has a fixed point, which by 
(3.4.4) is also a solution of (3.4.1). First of all we prove the map v);*(u,A.) 
is contraction map with respect to u, uniformly in X,eM, by using locally 
a-strongly monotonicity and locally ji-h-Lipschitz continuity of the map 
T(u,>.), locally a-strongly monotonicity and locally P-Lipschitz 
continuity of g(u) and locally rj-h-Lipschitz continuity of A(u,>c). 
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LEMMA 3.4.2: For all u , ,u ,eB, X&M, we have 
, 9 - 2 
where 
for 
and 
a + 
9-7-
||v|;*(ui,?i)-v|/*(u2,?^|^^|u,-U2||, 
e = k + 2pTi + po + 2i/l - 2pCT + p^H^ 
^ . (l-kX2l1 + u ) , V-fla±i!^ '' 
V 
m 3-k^ 
(k-1X271+ u) 
2 f2r| + u .2 A 
CT + 
(2T1 + U)(k-1) l"-('--(^)")('i^I 3 - k 
2 f2r| + u 
y 
with 
k = 2Vl-2a + p^ . 
PROOF: Using (3.4.6), we have 
||M/*(UIA)-V|/*(U2,X)||= | |{ui-g(ui) + PKjg(ui) + F(ui)-p((xi,X)-(yi,X))]} 
-{U2-g(U2) + PKjg(U2) + F(u2)-p((X2,X)-(y2,?.))]}||, 
and using the fact that the projection operator is nonexpansive, we have 
||v*(ui,?.)-v|/*(u2,X^|<2||ui -U2 -(g(ui)-g(u2))|| +|F(ui)-F(u2)|| 
+||ui-U2-p((xi,>.)-(x2,X))|| +p | | ( y j ,X) - (y2,^^)11.(3.4.7) 
Now, the operator g(u) is both locally a-strongly monotone and locally 
P-Lipschitz continuous and the map T(u,X) is locally a-strongly 
A7\ 
monotone and locally }i-h-Lipschitz continuous, we have 
h -U2 -(g(ui)-g(u2))f =l|ui-U2f+||g(ui) - g(U2 ) f -2 (u i -U2,g(u,)-g(u2)) 
<( l -2a + p2)| |u,-u2f, (3.4.8) 
where a and P are strongly monotone constant and Lipschitz constant of 
g(u), respectively and 
(F(u,)-F(u,) ,g(v)) = <u,-u,,g(v)>-p<(x,,?.)-(x,,X),g(v)) 
+p<(y,A)-(y2,M,g(v)>-pb(u,-u2,g(v)) 
^h\ -«2 -P((xi,x)-(x2,?i)^|+*yi'^)-(y2.>^^l+Hh-v||}||g(u^| 
<^Vl-2pa+pV +Pn+poH|ui-U2|||g(y 
Now 
||F(ui)-F(u2)|| = -
l|g(v)|l 
<|Vl^^2pa + pV+PTl + p4||ui-U2||, (3.4.9) 
and 
||ui-U2-p((xi,?.)-(x2,X))f = ||ui-U2f + p-||(xi,X)-(x2,>.f 
-2p<ui-U2,(xi,X)-(x2,X)). (3.4.10) 
Using (3.4.2), (3.4.3), we have 
||(xi,X)-(x2,X)||<h(T(ui,?.),T(u2,;^))<^||u,-U2|| 
< U I - U 2 , ( X I , X ) - ( X 2 A ) > > C T | | U I - U 2 | | 
Therefore, (3.4.10) becomes 
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||ui -U2 -p((xiA)-(x2,?t)f < h -U2f+pV^h - U 2 f - 2 p a h -'^2f 
< ( l + p V - 2 p a ) | | u i - U 2 f , (3.4.11) 
where o and \i are constants appearing in (3.4.2), (3.4.3), again 
||(yiA)-(y2,>^)||^h(A(ui,X),A(u2,X))<Ti||ui-U2||. (3.4.12) 
Since A(u,X) is locally r|-h-Lipschitz continuous. Using (3.4.8), (3.4.9), 
(3.4.11) and (3.4.12), we have 
||v|/*(ui,>.)-H/*(u2,?i)||<e||ui-U2||, 
where 
9 = k + 2pTi + pu + 2-^ 1 - 2pa + p^ ^ i^  
with 
k = 2^1-2a + p^ . 
Now, using the technique of Noor [53], we can show that o < i from 
which it follows that the map v|/*(u,A.) defined by (3.4.6) is a contraction 
map. 
REMARK 3.4.1: From Lemma 3.4.2, it is clear that the map i|/*(u,X,) 
defined by (3.4.6) has a unique fixed point u(X), that is u(X,) = vj/*(u,X,), 
we also known by assumption, the map u for X = X is a solution of the 
parametric general mixed multivalued mildly nonlinear variational 
inequality problem (3.4.1), we see that u is a fixed point of \|/(u,X,) and it 
is also a fixed point of y *{u,X), consequently we have u(X) = u = n;*(u(X,),A,), 
we now show that the solution u(X) of the problem (3.4.1) is r|-h-Lipschitz 
continuous. 
LEMMA 3.4.3: If T(u,A,)' A(u,?i) be the multivalued mappings and the 
:49: 
map 
^ -* PK,,B [g(u) + F(u) - P((x,M - (yA))l 
are ri-h-Lipschitz continuous in X at X, then u(A,) is T|-h-Lipscliitz 
continuous at X = X. 
PROOF: Fix X^M, then using the triangle inequality and Lemma 3.4.2, 
we have 
||u(X)-u(X)|| <|M/ *(u(X),X)- V *(u(X),X)|| 4)|M/*(U(XXX)-V|;*(U(>:)A |^ 
< |^u(X)-u(X|+||vi/*(u(X),X)-v|/*(u(XU)|. (3.4.13) 
From (3.4.6) and the fact that the projection operator is nonexpansive, 
we have 
||H/nu(X),x)-vi;*(u(>:),?:)||= ||PK^[g(u(?:))+F(u(?:))-p((x(>:),x)-(y(?:),x))] 
- P K , „ [g(u(>^))+F(u(M) - p((x(>:),>:) - (y(X),):))]|| 
< f^ix{l), X) - {x{X\X)l + p\\{y{X), X) - (y(?:), X)! 
4]|PK^ [g(u(X)) + F(u(X)) - p(ix(X),X) - (y(X),X))] 
- P K , . [g(u(?^)) + F(u(X)) - p((x(?i),X)- (y(X),X))] 
.(3.4.14) 
Now from Remark 3.4.1 and combining (3.4.13) and (3.4.14), we have 
u(X) - uj < -£_|(x(X),X) - (x(X),X)\\ +^lfy(X),X)-(y(X),X) 
1-011 + 7 ^ | P K ; ^ [g(u) + F(u) - p(ixiX),X)-iy{X),X))] 
-PK. „ [g(u) + F(u) -p{{xiX),X) -(yiXXX))] 
XnB 
From which the required result follows. 
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Using the technique of Dafermos [20], we can show that there exists a 
neighbourhood N c M of X such that for A,eN, u(A,) is the unique solution 
of problem (3.4.1) in the interior of B. 
THEOREM 3.4.1: Let u be the solution of the parametric general mixed 
multivalued mildly nonlinear variational inequality problem (3.4.1) at 
A, = X, the multivalued mapping T(U,?L) be locally a-strongly monotone ^^^ 
locally |i-h-Lipschitz continuous and multivalued mapping A(u,A,) is locally 
Tj-h-Lipschitz continuous, the map g(u) be locally a-strongly monotone 
and locally P-Lipschitz continuous. Suppose that T(u,X), A(u,A,), g(u) and 
the map 
are r|-h-Lipschitz continuous at X, = X, then there exists a neighbourhood 
N e M of X such that for XeN, the problem (3.4.1) has a unique solution 
u(X) in the interior of B, u(X) = u and u(X) are continuous ( r|-h-Lipschitz 
continuous) at X = X. 
REMARK 3.4.2: The mapping u(X) as defined in Theorem 3.4.1 is 
continuously differentiable on some neighbourhood N of X. For this see 
Dafermos [20]. 
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4.1. INTRODUCTION 
One of the important generalizations of the variational inequality, 
known as random variational inequality has been introduced and 
studied by Chang et al [11], Huang et al [35] and Noor [62]. It is 
known that the random nonlinear equations frequently arise in 
biological, physical and engineering sciences [82]. In this chapter, we 
introduce and study the strongly nonlinear mixed random variational 
inequality (SNMRVI) for random operators. The existence and 
uniqueness of solution of SNMRVI problem is discussed in section 4.2, 
and section 4.3, is devoted to study the sensitivity analysis of this 
problem. 
Let (Q,A) be a measurable space and H be a separable real 
Hilbert space. B(H) denotes the Borel o-field in H ; (.,.) and || | | 
denote the inner product and norm on H, respectively ; 2" denotes 
the power set of H ; C(H) denotes the family of all nonempty 
compact convex subset of H. 
Let T,A,g : nxH->H be the random operators, we consider the problem 
of finding a measurable mapping u:Q->H such that g(t,u(t))eH and 
(T(t,u(t)) - A(t,u(t)), V - g(t,u(t))) + b(u(t),v) - b(u(t),g(t,u(t))) > 0, 
for all veHand teQ, (4.1.1) 
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where the form b:HxH->R is nondifferentiable and satisfy the 
following conditions : 
(i) b(-,v) is linear in first argument; (4.1.2) 
(ii) b(-,) is bounded on H if there is measurable mapping u : Q->(0,oo) 
such that 
b(u(t),v(t)) < u(t) ||u(t)|| ||v(t)|| , for all u,veH and teQ ; (4.1.3) 
(iii) b(u(t),v(t)) - b(u(t),w(t)) < b(u(t),v(t)-w(t)) , (4.1.4) 
for all u,v,weH and teQ. 
The inequalities of the type (4.1.1) are called the strongly 
nonlinear mixed random variational inequalities (SNMRVI). 
For appropriate and suitable choice of the mappings T, A, g and 
the form b(-,) a number of known classes of variational inequalities, 
quasivariational inequalities and complementarity problems of [11, 31, 
37, 54, 56, 57, 74] etc., are special cases of the inequality (4.1.1). 
4.2. EXISTENCE THEORY IN HILBERT SPACES 
We use the auxiliary principle technique to prove the existence 
and uniqueness of the solution of SNMRVI problem, which is the main 
motivation of this section. We need the following conditions for the 
uniqueness of solution of the problem (4.1.1). 
Condition F,: We assume that k(t)(u(t) + T|(t)) < a(t), where a(t)>0 is 
the strongly monotonicity coefficient of the nonlinear random operator 
T, u(t)>0 is the boundedness coefficient of the form b(-,), Ti(t)>0 is 
the Lipschitz continuity coefficient of the operator A and 
53 
k(t) = ^ ^ 0 , 
P(t) 
here a(t)>0 and p(t)>0 are the strongly monotonicity and Lipschitz 
continuity coefficient of the operator g. 
Condition Fj :We assume that Y(t)<o(t), where o(t) is strongly 
monotonicity coefficient of T and 
Y(t) = n(t)Vl-2a(t) + p2(t) + p(tXu(t) + Ti(t)), 
here a(t) is the strongly monotonicity coefficient of the operator g ; 
P(t)>0 and r|(t)>0 are Lipschitz continuity coefficient of the operator 
g and A, respectively and u(t) > 0 is the boundedness coefficient of the 
form b(-,). 
Now we state and prove our main result. 
THEOREM 4.2.1: Let the random operator TiQxH ->H be both 
strongly monotone and Lipschitz continuous and the form 
b(-,):HxH^R satisfy the condition (4.1.2), (4.1.3) and (4.1.4). The 
random operator giQxH-^H be strongly monotone and Lipschitz 
continuous, the random operator A:QxH-^H be Lipschitz continuous. 
If the condition F, and F^ hold, then there exists a unique mapping 
u : n ^ H , which is the solution of the strongly nonlinear mixed random 
variational inequality problem (SNMRVIP). 
PROOF: 
EXISTENCE: For each measurable mapping u:Q->H, consider the 
auxiliary problem of finding a measurable mapping w:Q^>H, such that 
g(t,w(t))GH, satisfying the auxiliary variational inequality. 
: 5 4 : 
<w(t),v-g(t,w(t))>+p(t)b(u(t),v)-p(t)b(u(t),g(t,w(t))) 
> (u(t), v-g(t,w(t))> - p(t)(T(t,u(t))-A(t,u(t)), v-g(t,w(t))>. (4.2.1) 
Let w,(t), WjCt) be two solutions of (4.2.1) related to u,(t),U2(t)eH, 
respectively. It is enough to show that the mapping u ^ w has a fixed 
point which is the solution of problem (4.1,1). In other words we have 
to show that for well choosen mapping p:Q->(0,oo), there is a mapping 
0 :Q->(0,oo), u,(t) and U2(t) with 0 < e(t) < 1 such that 
l|w,(t)-w,(t)||<e(t)||u,(t)-u,(t)||. 
Taking v = g(t,W2(t)) (respectively g(t,w,(t))) in (4.2.1) related to u,(t) 
(respectively U2(t)), we have 
<w,(t),g(t,w,(t))-g(t,w,(t))>+p(t)b(u,(t),g(t,w,(t)))-p(t)b(u,(t),g(t,w,(t))) 
> (u,(t) , g(t,w/t)) - g(t,w,(t))) 
- p(t) <T(t, u,(t)) - A(t,u,(t)), g(t,w,(t)) - g(t,w,(t))), 
and 
<w,(t),g(t,w,(t))-g(t,w,(t))> + p(t)b(u/t),g(t,w,(t)))-p(t)b(u,(t),g(t,w,(t))) 
> <u,(t), g(t,w,(t)) - g(t,W2(t))) 
- p(t)<T(t,u,(t)) - A(t,u,(t)), g(t,w,(t)) - g(t,w,(t))). 
Using these above inequalities and condition (4.1.4), we have 
<w,(t)-W2(t),g(t,w,(t))-g(t,W2(t))) 
<<u,(t)-u,(t),g(t,w,(t))-g(t,w,(t))) + p(t)b(u,(t)-u,(t),g(t,w,(t))-g(t,w,(t))) 
- p(t) <T(t, u,(t)) - T(t,u,(t)), g(t,w,(t)) - g(t,w,(t))) 
+ p(t) <A(t, u,(t)) - A(t,u,(t)), g(t,w,(t)) - g(t,W2(t))) 
=<u,(t)-U2(t)-p(t)(T(t,u,(t))-T(t,u,(t))), g(t,w,(t))-g(t,w/t))) 
+ p(t) b(u,(t) - u,(t), g(t,w,(t)) - g(t,w,(t))) 
:55 
+ p(t) <A(t,u,(t)) - A(t,U2(t)), g(t,w,(t)) - g(t,W2(t))>, 
from which using condition (4.1.3) and the strongly monotonicity of g, 
we obtain 
a(t)||w,(t)-W2(t)|P<{||u,(t)-u/t)-p(t)(T(t,u,(t))-T(t,u/t)))|| 
+p(t)o(t)||u,(t)-u,(t)||+p(t)||A(t,u,(t))-A(t,u,(t))|l}||g(t,w,(t))-g(t,w,(t))|| 
<p(t){||u,(t)-u,(t)-p(t)(T(t,u,(t))-T(t,u,(t)))||+p(t)u(t)||u,(t)-u,(t)|| 
+ P(t)ri(t)||u,(t)-u,(t)||} ||w,(t)-w,(t)||, (4.2.2) 
where a(t)>0 and P(t)>0 are strongly monotonicity and Lipschitz 
continuity coefficients of the operator g and r|(t)>0 is the Lipschitz 
continuity coefficient of A. Since T is strongly monotone and 
Lipschitz continuous operator, so 
|lu,(t)-U3(t)-p(t)(T(t,u,(t))-T(t,U3(t)))lP<|lu,(t)-u,(t)lp 
- 2p(t)<u,(t)-u,(t),T(t,u,(t))-T(t,u,(t))) + p2(t)||T(t,u,(t))-T(t,u,(t))|p 
< ( 1 - 2p(t)o(t) + p^(t) i^HO) ||u,(t)-u,(t)|p. (4.2.3) 
Combining (4.2.2) and (4.2.3), we have 
IK(t)-w,(t)|i< p(t)(u(t) + Ti(t)) + Vl-2p(t)a(t) + p2(t)M2(t) 
k(t) l|u,(t)-u,(t)l| 
= e(t) ||u,(t)-u/t)||, ^^ 
where k(t) = ^ with ,.. ^ ^^:}^^^12 / ^ 
P(t) 
•:A-r ^ 
^ p(t)(u(t)-^n(t))^cp(t) W^-^ - ^ ^ • • — 
k(t) \^ , t} 
''-•^^-r-
where 
Cp(t) = Vl-2p(t)a(t) + p^(t)M^(t) < 1, for all p(t) with 
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^^^ a(t)-k(t)(u(t) + Ti(t)) 
^ ^ t ) - ( u ( t ) + T (^t))2 
V(a(t) - k(t)(u(t) + n(t)))^ - (^^(t) - (u(t) + Ti(t))^ XI - k^(t)) 
and 
^2(t)_(u(t) + li(t))2 
p(t)(u(t) + T|(t)) < k(t), by condition F,, 
showing that the mapping u->w defined by (4.2.1) has a fixed point 
which is the solution of (4.1.1). 
UNIQUENESS : Let u,(t) and U2(t) be two solution of (4.1.1) such that 
u,(t) ^ u^iX), then 
<T(t,u,(t))-A(t,u,(t)),v-g(t,u,(t))>+b(u,(t),v)-b(u,(t),g(t,u,(t)))>0, (4.2.4) 
for all veH and t GQ, and 
<T(t,u,(t))-A(t,u,(t)),v-g(t,u,(t)))+b(u,(t),v)-b(u2(t),g(t,u,(t)))>0, (4.2.5) 
for all veH and t GQ. 
Taking v = g(t,U2(t)) in (4.2.4) and v = g(t,u,(t)) in (4.2.5) and adding 
the resulting inequalities, we obtain 
<T(t,u,(t))-T(t,u,(t)),g(t,u,(t))-g(t,u,(t)))<b(u,(t)-u,(t),g(t,u,(t))-g(t,u,(t))) 
+ <A(t,u,(t))-A(t,u,(t)),g(t,u,(t))-g(t,u,(t))>, 
which can be written as 
<T(t,u,(t))-T(t,U2(t)),u,(t)-U3(t)> 
<(T(t,u,(t))-T(t,U3(t)),u,(t)-u,(t)-(g(t,u,(t))-g(t,u,(t)))) 
+ b(u,(t) - u,(t), g(t,u,(t)) - g(t,u,(t))) 
+ (A(t,u,(t)) - A(t,u,(t)), g(t,u,(t)) - g(t,u,(t))). 
Using the strongly monotonicity of T, Condition (4.1.3) and applying 
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the Cauchy-Schwartz inequality, we have 
o(t) ||u,(t) - u,(t)lP < <T(t,u,(t)) - T(t,u/t)), u,(t) - u^Ct)) 
<||T(t,u,(t))-T(t,u/t))|| ||u,(t) - u,(t) - (g(t,u,(t))-g(t,u,(t)))|| 
+ u(t) ||u,(t) - u,(t)|| ||g(t,u,(t)) - g(t,u,(t))|| 
+ ||A(t,u,(t)) - A(t,U2(t))|| ||g(t,u,(t)) - g(t,u,(t))|| 
< n(t) ||u,(t) - u/t) | | ||u,(t) - u,(t) - (g(t,u,(t)) - g(t,u/t)))|| 
+ o(t) P(t) ||u,(t) - u,(t)|P+ Ti(t) P(t) ||u,(t) - u,(t)|P , (4.2.6) 
where |i(t)>0, Ti(t)>0 and P(t)>0 are the Lipschitz continuity 
coefficients of the operators T, A and g, respectively. Since g is 
strongly monotone and Lipschitz continuous operators, so 
|lu,(t)-U3(tHg(t,u,(t))-g(t,u,(t)))|p = ||u,(t)-u,(t)ip + ||g(t,u,(t))-g(t,u,(t))lp 
- 2<g(t,u,(t)) - g(t,U3(t)), u,(t) - u,(t)> 
< (l-2a(t) + p^(t)) l|u,(t)-u,(t)|P. (4.2.7) 
From (4.2.6) and (4.2.7), we have 
o(t) ||u,(t)-U2(t)|P < L(t)Vl-2a(t) + p2(t) +p(tXu(t) + Ti(t))l ||u,(t)-U2(t)|p 
= Y(t) ||u,(t)-U2(t)|P, by condition F^. 
Thus 
(a(t)-y(t))| |u,(t)-u/t)|p<0, 
which implies that u,(t) = U2(t), the uniqueness of the solution, since 
Y(t) < o(t), by condition Fj. 
This completes the proof. 
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4.3. SENSITIVITY ANALYSIS 
In this section, we study the sensitivity property of the solution of 
random variational inequalities on a parameter which takes values on 
an open subset of Euclidean space R'^. 
Let M be an open subset of H in which the parameter A, takes 
values and assume that{K;^ :X eM} is a family of closed convex subset 
of H. The parametric strongly nonlinear mixed random variational 
inequality is to find a measurable mapping u : Q ^ H such that 
g(t,u(t))6Kj,, 
<T(t,u(t),?i)-A(t,u(t),X),v-g(t,u(t))> + b(u(t),v)-b(u(t),g(t,u(t)))>0, (4.3.1) 
for all veH, teQ and XeM, where T(t,u(t),X) and A(t,u(t),X) are 
random operator, which are defined on the set (t,u(t),X,) with XeM. We 
also assume that for some XeM, the problem (4.3.1) admits a solution 
u(t). We want to investigate those conditions under which, for each X 
in a neighbourhood of X, the problem (4.3.1) has a unique solution 
u(t,X) near u(t) and the mapping u(t,X) is continuous and 
differentiable. We assume that D is the closure of a ball in H centred at 
u(t). 
We need the following concepts. 
DEFINITION 4.3.1: A random operator T rQxHxM^H is said to be 
(i) strongly monotone if there exists a measurable mapping a:Q^(0,oo) 
such that 
<T(t,u(t),X)-T(t,v(t),>i),u(t)-v(t)) > a(t)||u(t) - v(t)f , (4.3.2) 
for all u,veD, teQ and XeM, 
59 
(ii) Lipschitz continuous if there exists a measurable mapping 
fi:Q->(0,oo) such that 
||T(t,u(t),?t)-T(t,v(t),X)|| < ^(t)||u(t)- v(t)||, (4.3.3) 
for all u, VGD, t e Q and XeM. 
DEFINITION 4.3.2: A random operator A:QxHxM->H is said to be 
Lipschitz continuous if there exists a measurable mapping T|:Q->(0,OO) 
such that 
|^V(t,u(t)A)-A(t,v(t)A)l|<ti(t)|lu(t)-v(t)||, (4.3.4) 
for all U,VGD, t e Q and XeM. 
The proof of the following lemma follows on the similar lines of 
Noor [52]. 
LEMMA 4.3.1: A point u(t)eKj^ is a solution of the parametric 
strongly nonlinear mixed random variational inequality (4.3.1) if and 
only if it is a fixed point of the map 
cp(t, u(t), X) = u(t) - g(t, u(t)) + PK;^ [g(t, u(t)) - p(tXT(t, u(t), X) - A(t, u(t), X))], 
(4.3.5) 
for g(t,u(t))GH, t e Q and XEM for some p(t)>0, 
where Pj^  is the projection of H on the family of closed convex 
sets Kj^  Since we are interested in the case, when the solution of the 
problem (4.3.1) lies in the interior of D. So we consider the map 
(p*(t,u(t),>.) define by 
(p *(t,u(t),?i) = u(t) - g(t,u(t)) + PK^^^ [g(t,u(t)) - p(tXT(t,u(t),X) - A(t,u(t)A))], 
(4.3.6) 
for (t,u(t)A)eQxDxM. 
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We have to show that the map (p*(t,u(t),>.) has a fixed point, which by 
(4.3.5) is also a solution of (4.3.1). First of all we prove that the map 
(p*(t,u(t),X,) is contraction map with respect to u(t), uniformly in XeM 
by using conditions (4.3.2), (4.3.3) and (4.3.4). 
LEMMA 4.3.2: For all u,(t),U2(t)eD, t e Q and ?.eM, we have 
||(p * (t, ui (t), X) - (p * (t, U2 (t), X)\\ < e(t)||ui (t) - U2 (t)||, 
where 
e(t) = k(t)+p(t)Ti(t) + Vi-2p(t)G(t)+p2(t)ji2(t) 
for 
n(t)( l-k(t))<a(t) ,k(t)<l , 
o(t) > Ti(t)(i - k(t)) + ^/(^^(t)-Tl2(t))k(t)(2-k(t)), 
and 
p^^^_a(t) + ^(t)(k(t)-l) 
H^t)-Ti2(t) 
V W ) + Tl(t)(k(t) - 1))^ - (^2 (t) - Tl^  (t))k(t)(2 - k(t)) 
with 
M^t)-Ti2(t) 
k(t) = 2Vl-2a(t) + p2(t) • 
PROOF: Using (4.3.6), we have 
||(p*(t,Ui(t)A)-cp*(t,U2(t),?.)|| = 
|{ui(t)-g(t,Ui(t)) + PKjg(t,ui(t))-p(t)(T(t,Ui(t),X)-A(t,U2(t),^))]} 
- {U2 (t) - g(t, U2 (t)) + PK^ [g(t, U2 (t)) - p(t)(T(t, U2 (t), X) - A(t, U2 (t), X))]} 
and using the fact that the projection operator is nonexpansive,we have 
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||(p*(t,u,(t),?.)-(p*(t,U2(t),X)l<2||u,(t)-U2(t)-(g(t,ui(t))-g(t,U2(t)))l 
4]lu,(t)-U2(t)-p(t)(T[t,Ui(t),X)-11(t,U2(t),X)^ l 
+ p(t)| |A(t,ui(t),?i)-A(t,U2(t),X)||.(4.3.7) 
Now, the random operator g(t,u(t)) is both strongly monotone and 
Lipschitz continuous. Therefore we have 
||ui(t) - U2(t) - (g(t,Ui(t)) - g(t,U2(t)))f =||ui(t)- U2(t)f+||g(t,Ui(t)) - g(t,U2(t))f 
-2<ui(t) - U2(t),g(t,ui(t)) - g(t,U2(t))) 
<(l-2a(t) + p2(t))||ui(t)-U2(t)f ,(4.3.8) 
where a(t)>0 and P(t)>0 are strongly monotone constant and Lipschitz 
constant of g(t,u(t)), respectively. 
h (t) - U2 (t) - p(t)(T(t, uj (t)A) - T(t, U2 (t)A))f = ||ui (t) - U2 (t )f 
+p-(t)||T)[t,ui(tXX)-T[t,U2(tXXf-2p(t)(T(t,u,(t),X)-T(t,U2(t),X),u,(t)-U2(t)>, 
using (4.3.2) and (4.3.3), we have 
||ui (t) - U2 (t) - p(tXT(t, ui (t), >.) - T(t, U2 (t), l)f < ||ui (t) - U2 (t)f 
+ p2(t) ^^(t)||ui(t)-U2(t)f - 2p(t) a(t)| |u,(t)-U2(t)f 
<(l+pHt) ^^(t)-2p(t) a(t)) ||ui(t)-U2(t)f , (4.3.9) 
where c(t)>0 and |i(t)>0 are constants appearing in (4.3.2) and (4.3.3), 
again 
||A(t,u,(t),?L)-A(t,U2(t),MMTi(t)||ui(t)-U2(t)||, (4.3.10) 
since A(t,u(t),A,) is Lipschitz continuous. 
Using (4.3.7), (4.3.8), (4.3.9) and (4.3.10), we have 
||(p*(t,ui(t),x)-(p*(t.u2(t),x)||<e(t)||ui(t)-u2(t)|| 
where 
e(t) = k(t) + p(t)Ti(t) + Vl-2p(t)a(t) + p2(t)M^t) 
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with 
k(t) = 2Vl-2a(t) + p2(t). 
Now, using the technique of Noor [53], we can show that 6(t)<l 
from which is follows that the map (p*(t,u(t),X) defined by (4.3.6) is 
a contraction map. 
REMARK 4.3.1: From Lemma 4.3.2, it is clear that the map 
<p*(t,u(t),X) defined by (4.3.6) has a unique fixed point u(t,X,), that is 
u(t,A,) = (p •(t,u(t),>-), we also know by assumption, the function u(t) for 
X = X is a solution of the parametric strongly nonlinear mixed random 
variational inequality problem (4.3.1), we see that u(t) is a fixed point 
of 9(t,u(t),X)and it is also a fixed point of (p*(t,u(t),X), consequently 
we have u(t,X) = u(t) = (p*(t,u(t,X),X). 
The following lemma ensures that the solution u(t,X) of the 
problem (4.3.1) is Lipschitz continuous. 
LEMMA 4.3.3: If T(t,u(t),X) and A(t,u(t),X) be random operators and 
the map 
^ ^ PK;^D [g(^'"(t)) - P(t)(T(t, u(t),X) - A(t,u(t),X))] 
are Lipschitz continuous in X at x, then u(t,X) is Lipschitz continuous 
at X = X • 
PROOF: Fix XeM, then using the triangle inequality and Lemma 
4.3.2, we have 
|u(t,X)-u(t,X)||<||(p*(t,u(t,X),X)-(p*(t,u(t,X),X)|| 
+||(p * (t, u(t, X), X) - 9 * (t, u(t, X), X)|| 
<e(t)||u(t,X)-u(t,X)||+||(p*(t,u(t,X),X)-(p*(t,u(t,X),X)||. (4.3.11) 
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From (4.3.6) and the fact that the projection operator is nonexpansive, 
we have 
(p*(t,u(t,X),X)-(p*(t,u(t,XU)| = 
PK^^^ [g(t,u(t,X)) - p(t)(T(t,u(t,X),>.) - A(t,u(t,>:),X))] 
- P K - [g(t,u(t,X))-p(t)(T(t,u(t,X:),M-A(t,u(tA),X))]|| 
Xr\D II 
<p(t)||T(t,u(t,X)A)-T(t,u(t,X),X)|| + p(t)||A(t,u(t,X),?.)-A(t,u(t,X^^ 
P K ; ^ [g(t.u(t,>:)) - p(tXT(t,u(t,X),X) - A(t,u(t,X),X))] 
- P K - lg(t,u(t,x:))-p(t)(T(t,u(t,X),X)-A(t,u(t,X),>:))]||. (4.3.12) 
Now from Remark 4,3.1, and combining (4.3.11)-(4.3.12), we have 
u(t,X)-u(t) P(t) 
l-e(t) T(t,u(tA),>t)-T(t,u(t,?L),M 
P(t) 
^^^||A(t,u(t,?.),X) - A(t,u(t,X)A)| 
l-e(t)l IPK,^, [g(t,u(t)) - p(tXT(t,u(t,X)A) - A(t,u(t,?L),X))] "•XnD 
- P K , , [g(t,u(t)) - p(tXT(t,u(t,X),X)- A(t,u(t,X),X))] 
Thus the result follows. 
Using the techniques of Dafermos [20], we can show that there 
exists a neighbourhood N c M of X, such that for ?t GN, u(t,>-) is the 
unique solution of problem (4.3.1) in the interior of D. 
Combining the above results we have the result. 
THEOREM 4.3.1: Let u(t) be the solution of the parametric strongly 
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nonlinear mixed random variational inequality problem (4.3.1) at 
X = X» the random operator T(t,u(t)A) be both strongly monotone and 
Lipschitz continuous and the random operator A(t,u(t),A,) be Lipschitz 
continuous, the random operator g(t,u(t)) be strongly monotone and 
Lipschitz continuous. 
Suppose that T(t,u(t),A,), A(t,u(t),X), g(t,u(t)) and the map 
^ ^ PK,,O tg(t.«(t)) - p(tXT(t, u(t),X) - A(t,u(t),X))] 
are Lipschitz continuous at X = X> then there exists a neighbourhood 
N e M of A. such that for Xe'N, the problem (4.3.1) has a unique 
solution u(t,X,) in the interior of D, u(t,X) = u(t)and u(t,X,) are Lipschitz 
continuous at k = X-
This completes the proof. 
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CHAPTER-V 
GENERALIZED NONLINEAR 
VARIATIONAL INCLUSIONS 
5.1 . INTRODUCTION 
In 1994, Hassouni and Moudafi [32] introduced a per-
turbed method for solving a new class of variational inequali-
ties, known as variational inclusion. Recently, this class of 
variational inclusion has been extended and generalized for 
multivalued maps by Huang [34]. By using Hausdorff metric, 
he constructed an algorithm for finding the approximate solu-
tions of his variational inclusion and proved the convergence 
of iterative sequences generated by the algorithm. Yao [87] 
solved a variational inequality involving the single-valued re-
laxed Lipschitz operators by using an iterative algorithm. 
Verma [83] generalized single-valued relaxed Lipschitz opera-
tors for multivalued maps and studied the solvability of a 
generalized variational inequality involving single-valued 
strongly monotone and multivalued relaxed Lipschitz opera-
tors. 
Inspired and motivated by the recent work going on in 
this field, in this chapter, we study the new class of vari-
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ational inclusion, which is called generalized nonlinear vari-
ational inclusion. 
Let H be a real Hilbert space with inner product (.,.) and 
norm | | . | | . Let <t):H^Ru{+oo} be a proper convex , lower 
semicontinuous mapping and di^ be the subdifferential of ^. 
Given a multivalued mapping T:H->2", where 2" denotes the 
family of nonempty subset of H and f,g:H->H be single-
valued mappings with Im(g)ndom(5(|))9i(|), then we consider the 
following generalized nonlinear variational inclusion problem 
(GNVIP): 
(GNVIP): Find u e H , xeT(u) , such that g(u)ndom(6(|))9i<|) and 
<g(u)-f(x),v-g(u)>^«l)(g(u))-(|)(v), for all v e H . (5.1.1) 
Inequa l i ty (5 .1.1) is called the generalized nonlinear 
variational inclusion. 
When (t>=5k, the indicator function of closed convex set 
K in H, defined by 
<l>v( 0, u e K U) = { ' 
' '+00, u g K , 
then GNVIP reduces to the following generalized variational 
inequality problem (GVIP) considered by Verma [83]: 
(GVIP): Find u e H , xeT(u) , such that g (u )eK and 
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(g(u)-f(x),v-g(u)>> 0, for all veK. (5.1.2) 
The section 5.2, of this chapter is divided into two sub-
section. In first subsection, we develop Mann and Ishikawa 
type perturbed iterative algorithms for finding the approximate 
solution of the problem (5.1.1). By using the definition of 
multivalued relaxed Lipschitz operators, we discuss the con-
vergence criteria for the perturbed algorithms. The second 
subsection is devoted to study the generalized nonlinear ran-
dom variational inclusion for non-compact valued random 
mappings. In section 5.3, we establish the equivalence be-
tween the generalized nonlinear variational inclusion and the 
system of resolvent equations. Using this equivalence, we 
suggest an iterative algorithm for solving the problem (5.1.1). 
In the last section, we extend generalized nonlinear vari-
ational inclusion for fuzzy mappings. The existence and con-
vergence of the solution are also discussed. 
5.2. EXISTENCE AND CONVERGENCE THEORY IN 
HILBERT SPACES 
(I) MANN AND ISHIKAWA TYPE PERTURBED ITERATIVE 
ALGORITHMS FOR GENERALIZED NONLINEAR 
VARIATIONAL INCLUSIONS 
In this subsection, we first establish the equivalence of the 
: 6 8 : 
generalized nonlinear variational inclusion problem (5.1.1) 
to a nonlinear equation. Then we suggest iterative 
algorithms for finding the approximate solution of (5.1.1). 
LEMMA 5.2.1[21:The elements u e H and x e T ( u ) are solutions 
of GNVIP (5.1.1) if and only if u and x satisfy the follow-
ing relation 
g(u) = J j (g (u) -p(g(u) - f (x ) ) ) . (5.2.1) 
For finding the approximate solution of (5 .1 .1) , we can 
apply a successive approximation method to the problem of 
solving 
ueM/(u), (5.2.2) 
where 
M/(u) = u -g (u )+ j j (g (u ) -p (g (u ) - f (x ) ) ) . 
On the basis of Lemma 5.2.1, we suggest the following itera-
tive algorithms. 
MANN TYPE PERTURBED ITERATIVE ALGORITHM 
(MTPIA) : Let T : H ^ 2 " and g,f:H-^H. Given u^eH, the itera-
tive sequences {u^} and {x^} are defined by 
»„., - ( l - « „ K + « „ K - g K ) + J ^ ( g ( u „ ) - p ( g ( u „ ) - f ( x „ ) ) ) ] + e „ , 
for all x^6T(u^) and n>0, where {a^} is a real sequence sat-
isfying a^=\, 0 <a^ <1 for n>0 and l^^p a^ = oc; e^eH, for all 
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n, is an error which is to be taken into account for a possi-
ble inexact computation of the proximal point; {^J is the 
sequence approximating <|) and p>0 is a constant. 
ISHIKAWA TYPE PERTURBED ITERATIVE ALGORITHM 
(ITPIA) : Let T :H^2" and g,f:H->H. Given u„eH, the itera-
tive sequences {u^} and {x^ }^ are defined by 
V , = (l-a„)u„+a„[v„-g(v„)+J*"(g(v>p(g(v„)-f(^)))] +e„ , 
v„= (l-P„K+P„K-g(u„)+J*"(gK)-p(g(u„)-f(x„)))] +p„r„ , 
for n>0, where e and r are the error terms which are taken 
— ' n n 
into account for a possible inexact computation of the proxi-
mal points; U^GH, x^eT(u^), Xn eT(v^); p>0 is a constant and 
{a^} and {^J are the sequences in [0,1] satisfy the follow-
ing conditions: 
(i) a^=\, 0<a^ , P„<1, for all n>0, 
(ii) Sn=o"n diverges and 
(iii) l"=o ^j=i+i (l~(l~c) °^ j) converges, where 0<^c<l. 
We need the following definitions to prove the main 
result of this section. 
DEFINITION 5.2.1: Let f:H->H be a mapping then a 
multivalued mapping T:H-^2" is said to be relaxed Lipschitz 
continuous with respect to f, if for given s<0, 
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<f(x,)-f(X2), U.-Uj) < S |(U,-UJP, 
for all X,GT(U,) , m^^Tiyi^ and for all UpUjCH. 
The multivalued map T is called Lipschitz continuous, 
if for m>l, 
| | x , - x j | < m | | u , -u j | , 
for all x,eT(Uj), XJETCU^) and u^UjeH. 
THEOREM 5.2.1: Let g:H-»H be strongly monotone and 
Lipschitz continuous with corresponding constants a>0 and 
P>0, and f:H-^H be Lipschitz continuous with constant p>0. 
Let T:H->2" be relaxed Lipschitz continuous with respect to f 
and Lipschitz continuous with corresponding constants s<^ 0 
and m>l. If there exists a constant p>0 such that 
P-
p(k-l)-s 
p^m^-p^ 
< >/(s + (l-k)p)^ -(p^m^ - p ^ X 2 ^ 
p^m^-p^ (5.2.3) 
and 
> P(k -1) + V(p^m^ - P^)k(2 - k) , 
p(k-l)<pm. 
k = 2Vl-2a + P^  <1-
Then (u,x) is solution of GNVIP (5.1.1). Moreover, if 
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lim jj'>(v)-jj(v) =0 , for all veH, 
n->ooll II 
and {u^}, {x^} are defined by ITPIA with conditions 
(a) lim||en|| = 0= ^^^\K\\ and 
n->oo n->oo 
(b) iP^o nj=i+i ( 1 - a . ( l - c ) ) converges, 0<c<l. 
Then {u^} and {x^ }^ are strongly converges to u and x, re-
spectively. 
PROOF: First we prove that the GNVIP (5.1.1) has a solu-
tion (u,x). By Lemma 5.2.1, it is enough to show that the 
mapping vj; :H->2" defined by (5.2.2) has a fixed point u. For any 
U,VGH, aGV|/(u) and bev|/(v), there exists x,eT(u) and X2eT(v) 
such that 
a = u-g(u)+jj(g(u)-p(g(u)-f(x,))) , 
and 
b = v-g(v)+J*(g(v)-p(g(v)-f(x,))). 
By Lemma 1.2.3, we have 
| |a-b| | < 2| |u-v-(g(u)-g(v))| | + p| |g(u)-g(v)| | 
+ |lu-v+p(f(x,)-f(x,))||. (5.2.4) 
Since g is strongly monotone and Lipschitz continuous, we have 
l|u-v-(g(u)-g(v))||^ = ||u-v||^ -2<g(u)-g(v),u-v>+||g(u)-g(v)|P 
< ( l -2a+P^) | |u-v| |^ (5.2.5) 
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and 
Ilg(u)-g(v)|| < p l|u-v||, for all u ,veH. (5.2.6) 
Again 
||u-v+p(f(x,)-f(x,))l|2=||u-v||2+2p<f(x,)-f(x,),u-v>+p2||f(x,)-f(x,)||2 
< (l+2ps+ pVm^) l|u-v||^. (5.2.7) 
Since T is Lipschitz continuous and relaxed Lipschitz con-
tinuous with respect to f and f is Lipschitz continuous. 
Therefore, by (5.2.4), (5.2.5), (5.2.6) and (5.2.7), it follows 
that 
H(i|/(u),v|/(v)) < |2Vl-2a + p^ + ^ /u2ps + p V n ? + Pp}||u - v|| 
= {k+C(p)+pP}||u-v|| 
= e | |u-v||, (5.2.8) 
where 
k = 2 ^ 1 - 2 0 + ^ , ^(p) = •/lHh2ps+7Vn? ' 
and 
0=k+;(p)+pp. 
By condition (5.2.3), we see that 0<9<1. It follows from 
(5.2.8), that v|/ has a fixed point ueH. 
Let ueH, xeT(u) be the solution of GNVIP (5.1.1). 
Next, we prove that the iterative sequences {u^} and {x^} 
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define by ITPIA strongly converges to u and x, respectively. 
Since GNVIP (5.1.1) has a solution (u,x), then by Lemma 
5.2.1, we have 
u = u-g(u)+J*(g(u)-p(g(u)-f(x))). 
By making use of the same arguments used for obtaining 
(5.2.5) and (5.2.7), we get 
|lu„-u-(g(u„)-g(u))|| < ^ l -2a + p2 ||u^_ u||, 
||u„-u+p(f(x„)-f(x))|| < Vl + 2ps + p2p2m2 ||u„-u||, 
|v„-u-(g(v^) -g(u))|| < ^ l - 2 a + p2 l|v„- u||, 
||v„-u+p(f(x„)-f(x))|| < Vl + 2ps + pVm2 l|v„-u||. 
By setting 
h(u) = g(u)-p(g(u)-f(x)). 
and 
we have 
h(v„) = g(v„)-p(g(v„)-f(x„)), 
|u„,-u|l = | |(l-a>„+a„[v„-g(v„)+J*"(h(v„))]+e; 
- ( l - a > - a j u - g ( u ) +J*(h(u))] II 
<(l-a„)| |u„-u| |+aj|v„-u-(g(v^)-g(u))| | 
+ a j | j j " (h(v„))-j j(h(u)) | |+ | |ej | . (5.2.9) 
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Now, since Jp" is nonexpansive, we have 
I|jj"(h(v„))-J*(h(u))|l< | |h(vj-h(u)| | + | |J*"(h(u))-J*(h(u))| | 
< ||v„-u-(g(v„)-g(u))||+||v„-u+p(f(x„)-f(x))|l 
+Pllg(v„)-g(u)|| +| |J*"(h(u))-jJ(h(u))l | 
<Vl-2a + p2 ||v„-u|l+,Jl72ps+pVm^ll^n-^n 
+pPIK-u| |+| |J*"(h(u))-jJ(h(u))l | . (5.2.10) 
By combining (5.2.9) and (5.2.10), we obtain 
llu„„-ul|<(l-a„)||u„-u||+a„[2^1_2a + p2 +7l + 2ps + pVm2 +PP] x 
| |v„-u| |+aJ|J*"(h(u))-jJ(h(u))| | + llejl 
= (l-a„)||u„-u||+a„e||v„-u||+a„s„+||ej|, (5.2.11) 
where 
and 
Next 
6=27l-2a + p2 +Vl + 2ps + pVm^ +PP, 
E„= l|J*-(h(u))-J*(h(u))||. 
|v„-u|| = ll(l-P>„+P„K-g(u„)+jJ"(h(u„))] + p„r„ 
- ( l -P>-P„ [u -g (u )+ j J (h (u ) ) ] | | 
< (l-P„)||u„-u|l+PJ|u„-u-(g(u„)-g(u))|| 
+P„l| jJ"(h(u„))-J*(h(u)) | |+pj |rJ | . (5.2.12) 
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By making use of the same arguments used for obtaining 
(5.2.10), we get 
lljJ-CMuJ^jJCMu))!! < {Vl-2a + p2+Vl + 2ps + pVm2+pP} ^ 
l|u„-u||+8„. (5.2.13) 
On combining (5.2.12) and (5.2.13), we get 
l|v„-u||<(l-p„)||u„-u||+P„e||u„-u||+p„8„+PJ|rJ| 
< (l-p„(l-e))| |u„-u||+p„(s„+||rj |) 
< |lu„-u||+p„(8„+||r„ II). (5.2.14) 
Since ( l -P^( l - e ) )< l . 
On combining (5.2.11) and (5.2.14), we get 
| |u„,-u| | < (l-a„)||u„-u||+a„e ||u„-u||+ea„ p„(8„+||rJ|)+a„E„+||eJ| 
= ( 1 - a„(l-e))| |u„-u||+ea„ p„(8„+||rj|)+a„8„+||ej| 
< nf=,(i-a^(i-e))iK-u||+zJ=oaj np.j^i(i-a,(i-e))E^ 
+e lJ=oaj Pj nf=j^i(l- a3(l-e))(8^+||r||) 
+ 2^ =0 nf.j^i (l-a^(l-e))| |e^||, (5.2.15) 
where 
njLj^l ( l _ a . ( l _ e ) ) = l , when j=n. 
Now, let B denote the lower triangular matrix with entries 
V cx^nr.j+i(i-a.(i-e)). 
Then B is multiplicative, see Rhoades [68], so that 
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lim \n 
n->ao 
Ij^oa^nf^j+i ( l _ a ^ ( l - e ) ) 8 ^ = 0, 
lim T " 
n->oo 
I j ^ o a ^ n f ^ j ^ i ( l - a , ( l - e ) ) ( 8 ^ + | | r | | ) = 0, 
since 
lim II 11= lim = 0 . 
n->oo " nil n—>oo n 
Let D denote the lower triangular matrix with entries 
d„, = nf . j^i ( i - a , ( i - e ) ) . 
Condition (b) implies that D is multiplicative and hence 
2:J=onf=j+i(i-a,(i-e)) ||e^ || = o, lim v? - nP 
n-^oo 
Since 
Also 
Since 
^^ llejl = 0. 
n->oo 
}Z^=o ( i -a,( i -0)) = 0. n-> 
Hence, it follows from inequality (5.2.15) that 
^"" llu -ull = 0, 
n->oo II n+l II ' 
that is, the sequence {u^} strongly converges to u in H. The 
inequality (5.2.14) implies that the sequence {v_^ } also con-
-verges to u. Since x^eT(u^), X G T ( U ) and T is Lipschitz con-
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tinuous, we have 
l|x„-x|| < m ||u„-u|| -^ 0, 
as n->oo, where m >1 
that is, {x^} strongly converges to x. 
This completes the proof. 
REMARK 5.2.1: If P„=0, for all n>0, Theorem 5.2.1, gives 
the conditions under which the sequences {u^} and {x^} de-
fined by MTPIA strongly converges to u and x, respectively. 
(II) GENERALIZED NONLINEAR RANDOM VARIATIONAL 
INCLUSIONS 
In this subsection, we study the generalized nonlinear 
random variational inclusion for non-compact valued random 
mappings. 
Let (n ,A ) be a measurable space and H be a separable real 
Hilbert space with inner product <.,.> and norm |||. We denote by 
B(H), 2" and CB(H), the class of Borel a-fields in H, the family of 
all nonempty subset of H, the family of all nonempty closed bounded 
subset of H, respectively. Let T:QxH^2" be a random multivalued 
mapping and random mappings f,g:QxH->H with lm(g)ndom( 5(t)) ^^, 
then we consider the problem of finding u^ •^r^ A^^H/^ 4ich that for all 
I ( Ace. N o '' 
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t eO , veH, x(t)eT(t,u(t)), g(t,u(t))ndom(a(|))^ <|), 
(g(t,u(t))-f(t,x(t)),v-g(t,u(t))> > <j) (g(t,u(t)))-(|)(v). (5.2.16) 
Inequality (5.2.16) is called a generalized nonlinear random variational 
inclusion (GNRVI). 
LEMMA 5.2.2 : Measurable mappings u,x :Q->H are solution of the 
problem (5.2.16) if and only if for all teQ, x(t)eT(t,u(t)) and 
g(t,u(t)) = J*(t) [g(t,u(t))-p(t) {g(t,u(t))-f(t,x(t))}], (5.2.17) 
where p : Q->(0,oo) is a measurable mapping and Jp(t) = (I+p(t) 5(}))"' 
is so called proximal mapping on H, for all a eH, i = 1,2 and t €Q. 
PROOF : From the definition of J*(t), it follows that 
g(t,u(t)) -p(t)(g(t,u(t)) -f(t,x(t))) 6g(t,u(t)) + p(t) 5(|)(g(t,u(t))), 
for all t eQ and hence 
f(t,x(t)) - g(t,u(t)) ea(f)(g(t,u(t))). 
From the definition of 5<j), we have 
<|)(v) > (|)(g(t,u(t))) + < f(t,x(t)) - g(t,u(t)), V - g(t,u(t))>, 
for all veH and teQ. Thus u(t) and x(t) are solutions of GNRVI. 
For finding the approximate solution (5.2.16), we can apply a 
successive approximation method to the problem of solving 
u(t)ev|/(t,u(t)), for all teQ, where 
M/(t,u(t)) = u(t)-g(t,u(t))+ J*(,) [g(t,u(t))-p(t){g(t,u(t))-f(t,x(t))}]. (5.2.18) 
Based on (5.2.17) and (5.2.18), we suggest the following iterative algorithm. 
ALGORITHM 5.2.1: For given measurable mapping u^: Q->H. Compute 
u„+,(t) by the rule 
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u„,,(t) = u„(t)-g(t,u„(t)hJ*(,)[g(t,u„(t))-p(t){g(t,u„(t))-f(t,^ (5.2.19) 
for any t e Q and measurable mapping p:Q->(0,oo). 
THEOREM 5.2.2: Let g :QxH->H be strongly monotone and Lipschitz 
continuous mapping with corresponding coefficients a ( t ) and P(t), 
respectively and f:Qx H->H be Lipschitz continuous with coefficient p(t). 
Let T: Q x H - > 2 " be relaxed Lipschitz continuous random multivalued 
mapping with respect to f and Lipschitz continuous with coefficients s(t)<0 
and m(t)> 1, respectively. Then the sequences {u^(t)} and {x^(t)}generated 
by Algorithm 5.2.1, with measurable mappings UQ,XQ : Q - > H and 
x^(t)6T(t,U(,(t)) for all t e Q and 
^^^_ l-s(t) + k(tXl-2k(t)) 
l-2s(t) + p2(t)m2(t)-k2(t) 
V(l - s(t) + k(tXl - 2k(t)))^ - 4k(tXl - k(t)Xl - 2s(t) - k^ (t) + p^ (t)m^ (t)) 
l -2s(t)-k2(t) + p2(t)m2(t) 
where 
1 - s(t) > k(tX2k(t) -1) + V4k(tXl - k(t)Xl -2s(t) - k2(t) + p2(t)m2(t)) , 
for 
k(t) = Vl-2a(t) + p2(t)- (5.2.20) 
Converges to u(t) and x(t), respectively, the solution of (5.2.16). 
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PROOF: From (5.2.19), for any XeQ, we have 
K+i(t)-u„(t) | |= 
|un(t)-Un-l(t)-(g(t,Un(t))-g(t,U„_i(t))) + J*(^)(h(t,uJt)))-J*(j)(h(t,U„_l(t)))||^ 
(5.2.21) 
where 
h(t,u„(t)) = g(t,u„(t))-p(t)(g(t,u„(t))-f(t,x„(t))). 
Also, we have for all t eQ 
J(t)(h(t,u„_i(t)))-jJ(t)(h(t,Un_i(t)))||<||h(t,Un(t))-h(t,u„_i(t))|| 
^ (1 - P(t))||u„(t) - u„_,(t) - (g(t,u„(t)) - g(t,u„_i(t)))|| 
+||(l-p(t))(u„(t)-u„_i(t)) + p(tXf(t,x„(t))-f(t,x„_i(t)))|| .(5.2.22) 
From (5.2.21) and (5.2.22), we have 
||un+l(t) - u„(t)|| < ||%(t)-u„_i(t)-(g(t,u„(t))-g(t,u„_l(t))| 
-Kl-p(t))|lUn(t)-U„_i(t)-(^t,U„(t))-g(t,U„_i(t))^| 
4]1(1 - p(t)Xu„(t) - U„_i(t)) + p(tXf(t,X„(t)) - f(t,Xn_i(t)))l| 
= (2-p(t)^|u„(t)-u„_l(t)-(g(t,u„(t))-g(t,u„_,(t))^| 
H|(l-p(t)Xu„(t)-Un_i(t)) + p(tXf(t,x„(t))-f(t,x„_,(t)))|l .(5.2.23) 
By Lipschitz continuity and strong monotonicity of g, we obtain 
lk(t)-Un-l(t)-(g(t,u,(t))-g(t,U„_,(t)))|p<(l-2a(t) + p2(t))|un(t)-Un_,(t)f, 
for all t€Q. (5.2.24) 
Since T is Lipschitz continuous and relaxed Lipschitz continuous with 
respect to f and f is Lipschitz continuous, we have 
1(1 - p(t)XUn(t) - Un_i(t)) + p(tXf (t,x„(t)) - f (t,x„_i (t)))f 
<(l-p(t))2||un(t)-U„_l(t)f V(t) | | f(t ,x„(t))-f(t ,Xn_i(t))f 
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+2p(t)(l-p(t))<f(t,Xn(t))-f(t,X„_,(t)),U„(t)-U„_i(t)) 
< (1 - p(t))2||un(t) - u„_i(t)f +2p(tXl-p(t))s(t)|u„(t) - u„_i(t)f 
+p2 (t)p2 (t)m2 (t)||un (t) - u„_i (t)f 
(1 - p(t))2 + 2p(tXl - 2p(t))s(t) + p2(t)p2(t)m2(t))|u„(t) - un_] (t)f, 
for all t e O . (5.2.25) 
By combining (5.2.23)-(5.2.25), we obtain 
K-H(t)-Un(t) |< 
j^(2-p(t))k(t)+^(l-p(t))2+2p(tXl-2p(t))9(t)+p2(t)p2(t)m2(t)j|Un(t)-Un_i(t^| 
where 
k(t) = Vl-2a(t) + P^t) . 
Therefore, 
||Un+l(t) - Un(t)|| < e(t)||u„(t) - U„_i(t)||, 
where 
e(t) =1^ (2 - p(t))k(t) + ^ (1 - p(t))2 + 2p(tXl - p(t))s(t) + p2 (t)p2 (t)m2 (t) 
It follows from (5.2.20) that 9(t)<l and consequently for all qeN 
K+q(t)-Un(t) e°(t) 
i-e(t) Ui-Uo 
Therefore, {ujt)} is a Cauchy sequence. Since H is complete, then there 
exists a measurable u:Q->H, such that u^(t)->u(t), for all t eQ . Also, the 
Lipschitz continuity of T implies that x^(t)^x(t). This completes the proof. 
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5.3. RESOLVENT EQUATIONS TECHNIQUE 
In this section, we establish the equivalence between the generalized 
nonlinear variational inclusions and system of resolvent equations. Using 
this equivalence, we suggest an iterative algorithm for solving the variational 
inclusion (5.1.1). 
LEMMA 5.3.1(7]: For given U€H, weH satisfies the inequality 
< u-w,v-u > +p(|)(v)-p(f)(u) > 0, for all V e H, 
if and only if 
u = J^(w), 
where J^ =(I + p5(|))"' is the resolvent operator. 
Furthermore, J^  is nonexpansive, that is, for all u,veH, 
||j4,(u)-J^(v)|<||u-^, 
Now, we consider the system of the generalized resolvent equations, 
related to the problem (5.1.1). Let R^ = I-J^, where I is the identity 
operator and J^ =(I + p5 )^~ is the resolvent operator. Given a nonlinear 
multivalued mapping T:H^2". Consider the problem of fmding u,weH, 
X6T(u) such that 
(g(u)-f(x))+p-'R^w = 0, (5.3.1) 
where p>0 is a constant. The equations of the type (5.3.1) are called 
generalized resolvent equations. 
We need the following lemma for showing equivalence between 
(5.1.1) and (5.3.1). 
LEMMA 5.3.2: Elements U€H and X6T(u) are solutions of (5.1.1) if and 
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only if u eH and x eT(u) satisfy the following relation 
g(u)=J^[g(u)-p{g(u)-f(x)}], 
where p> 0 is a constant and J^ =(I + p3(t))"' is the resolvent operator. 
PROOF:Let ueH, X€T(u) is a solution of (5.1.1), then 
(g(u)-f(x),v-g(u)>^<|)(g(u))-(l)(v), for all veH, 
which can be written as 
<g(u)-(g(u)-p(g(u)-f(x))),v-g(u)>-p<()(g(u))+p(|)(v) > 0, 
for p> 0 is a constant. 
Thus, by invoking Lemma 5.3.1, we obtain 
g(u)=J4g(u)-p{g(u)-f(x)}]. 
From Lemma 5.3.2, we see that the generalized nonlinear variational 
inclusion (5.1.1) are equivalent to the fixed point problem of the type 
u = (l-Y)u + Y [u-g(u) + J^{g(u)-p (g(u)-f(x))}], 
where 0<y <1 is a parameter. 
Based on the above transformation and observations, we now suggest the 
following iterative algorithm. 
ALGORITHM 5.3.1: Given u^eH, compute u^ ,^ by the rule 
^. , = ( 1 - Y K + y K - g K ) + J*{gK)-p (g(u„)-f(x„))}], 
where p>0 is a constant and n = 0,1,2,.. 
Now, we show the equivalence between (5.1.1) and (5.3.1). 
THEOREM 5.3.1 :The problem (5.1.1) has a solution UGH, x€T(u)if 
and only if u,w€H, X6T(u) is a solution of the generalized resolvent 
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equation (5.3.1), where 
g(u) = J^(w), (5.3.2) 
w = g(u)-p(g(u)-f(x)), (5.3.3) 
and p> 0 is a constant. 
PROOF: LetueH, xeT(u) be a solution of (5.1.1), then by Lemma 5.3.2, 
we have 
g(u) = J^[g(u)-p{g(u)-f(x)}]. (5.3.4) 
Now, using R.= I - \ and the equation (5.3.4), we obtain 
R*[g(u)-p{g(u)-f(x)}] = g(u)-p(g(u)-f(x)) - J^[g(u)-p(g(u)-f(x))] 
= -p(g(u)-f(x)), 
which implies that 
(g(u)-f(x))+p-'R^w =0, 
with 
w = g(u)-p(g(u)-f(x)). 
Conversely, let u,weH, x€T(u) be a solution of (5.3.1), then 
p(g(u)-f(x)) = - R^w = J^w-w. (5.3.5) 
Now, from Lemma 5.3.1, and (5.3.5), for all veH, we have 
0<< J^w-w , v-J^ w)+p<)>(v)-p<j>(J^ w) 
= p {<g(u)-f(x) , v-J^w>+<|)(v)-(|)(J^w)}. 
Thus, g(u) = J^(w) and consequently ueH, X6T(u) is a solution of the 
problem (5.1.1). It is clear from Theorem 5.3.1, that the generalized 
nonlinear variational inclusions (5.1.1) are equivalent to the generalized 
resolvent equations (5.3.1). 
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The resolvent equation (5.3.1) can be written as 
V = -p(g(u)-f(x)), 
which implies that 
w = J/w)-p(g(u)-f(x)) 
= g(u)-p(g(u)-f(x)), using (5.3.2). (5.3.6) 
Now, we suggest the following iterative algorithm. 
ALGORITHM 5.3.2: Given Uo,WpeH, Xo€T(u), compute w_^ ,^ by the rule 
w„,, = g(u„)-p(g(u„)-f(x„)), n=0,l,2.. (5.3.7) 
and 
g K ) = J/w„). (5.3.8) 
THEOREM 5.3.2: Let g:H-)>H be strongly monotone and Lipschitz 
continuous with corresponding constants a>0 and P>0, and f:H^H be 
Lipschitz continuous with constant p>0. Let T:H->2" be relaxed Lipschitz 
continuous with respect to f and Lipschitz continuous with corresponding 
constants s<0 and m>l. If 
where 
for 
P-
s+(l-k)p 
p - p m 
V(s-f(l-k)P)^-k(k-2XP^-p^n?) 
p^-p^m^ 
s > (k - 1)P + Vk(k - 2XP^  - p^m^), (5.3.9) 
k = 2Vl-2a + p^ , 
then w^->w, x^->x and u^->u in H, where w ,^ x^  and u^  are the approximate 
solutions obtained from Algorithm 5.3.2, and u,w eH , xeT(u) is the exact 
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solution of the resolvent equations (5.3.1). 
PROOF: From Algorithm 5.3.2, we have 
| |wn+l-Wn|| = ||g(Un)-p(g(Un)-f(Xn))-g(Un-i) + p(g(Un-l)-f(Xn-L 
^ K - U n - l - ( g ( U n ) - g ( U n - l ) ) l + P||g(Un)-g(«n-l)|| 
+K-Un-l+P(f(Xn)-f(Xn-l))||- (5-3.10) 
By Lipschitz continuity and strong monotonicity of g, we obtain 
h - u „ - , - ( g ( u „ ) - g K _ i ) ) f <(l-2a + p2)||u„-u„_,f. (5.3.11) 
Since T is Lipschitz continuous and relaxed Lipschitz continuous with 
respect to f and f is Lipschitz continuous, we have 
lk-Un-i+P(f(x„)-f(x„_i))f <(l + 2ps + p 2 p V ) | K - u „ _ i f , (5.3.12) 
and 
||g(u„)-g(u„_i)||<pK-u„_,||. (5.3.13) 
By combining (5.3.10)-(5.3.13), we obtain 
|wn+i - Wnl<|Vl-2a + p2 + ^ l + 2ps+p2p2m2 + PP|||U„ -u„_iI 
= | - + ; ( P ) + P P |K -Un- l | | , (5.3.14) 
where 
and 
k = 2Vl-2a + p2 
;(p) = Vl + 2ps + 
From (5.3.2) and (5.3.8), we have 
2 2 2 P P m 
F n - " n - l = " n - « n - l - ( g ( U n ) - g ( U n - l ) ) + J(|.(Wn)-J(t)(Wn-l) 
< V l - 2 a + p2||Un-Un_i|| + | |wn-Wn_i| 
B7\ 
^ y K - U n - l | | + P n - W n - l | | . 
It follows that 
k-Un-l | |^ 1 
1-^ 
I 2J 
H-Wn_i| | (5.3.15) 
Combining (5.3.14) and (5.3.15), we have 
Wn+l-Wnll^-! 
- + aP) + PP 
1 - ^ 
2 
P n - Wn-i 
= eWn-Wn_, , (5.3.16) 
where 
e = 
-+;(P) + PP 
1-
It follows from (5.3.9) that e< l • Therefore, from (5.3.16), we see that 
{w }^ is a Cauchy sequence. Since H is complete, there exists weH such 
that w^->w. Similarly, it follows that {uj is a Cauchy sequence such 
that u^-^u. Now, the Lipschitz continuity of T implies that x^^x. 
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Using Theorem 5.3.1, we see that u,weH, xeT(u) is the solution of 
the generalized resolvent equations (5.3.1). This completes the proof. 
5.4. FUZZY EXTENSION 
In this section, we extend the problem (5.1.1) for fuzzy mapping. By 
suggesting an iterative algorithm we prove the existence of solution for the 
problem (5.4.1) and the convergence of the iterative sequences generated 
by the algorithm. 
Let F\R) be a collection of all fuzzy sets over H. A mapping F from H 
into i^H) is called a fuzzy mapping on H. If F is a fuzzy mapping on H, 
then F(u) (denote it by Fu, in the sequal) is a fuzzy set on H and Fu(v) is the 
membership function of v in Fu. Let BeFu(H), be[0,l], then the set 
(B)b = {ueH : B(u) > b} is called a b-cut set of B. Further, let T:H^i^H) 
be fuzzy mapping such that there exists a real number aG[0,l], such that 
for all UGH, the set (Tu)a belongs to CB(H), where CB(H) denotes the 
family of all nonempty bounded closed subset of H. 
Now, we define the set-valued mapping T:H ^ i ^ H ) by for any ueH, 
t(u) = (Tu)a. In the sequal, T is called the set-valued mapping induced by 
the fuzzy mapping T. Let (j):H->Ru{+oo} be a proper convex lower 
semicontinuous mapping and d^ be the subdifferential of ^. Given a 
fuzzy mapping T:H^F(H) and the single-valued mappings f,g:H^H with 
Im(g)ndom(5(j))9t(|), then we consider the following generalized nonlinear 
variational inclusion problem for fuzzy mappings (GNVIPFM): 
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(GNVIPFM): Find u,xeH such that g,(u)r^domid^)^^ and Tu(x) > a 
<g(u)-f(x),v-g(u))>(t)(g(u))-(t)(v), for all veH. (5.4.1) 
Inequality (5.4.1) is called the generalized nonlinear vari-
ational inclusion for fuzzy mappings. 
In particular, if T:H->2" is a classical set-valued mapping 
and <J>S5K, the indicator function of closed convex set K in 
H defined by 
0, ueK, 
+00, U ^ K , 
then GNVIPFM reduces to the following generalized vari-
ational inequality problem (GVIP) considered by Verma [83]: 
(GVIP): Find ueH, xeT(u) such that g(u)€K and 
(g(u)-f(x),v-g(u)>>0, for all veK. (5.4.2) 
LEMMA 5.4.1: u and x are solution of GNVIPFM (5.4.1) if 
and only if there exists xeT(u) such that 
g(u) = J{[g(u)-p{g(u)-f(x)}], (5.4.2) 
where p>0 is a constant and J J = (i + pa(t))~' is so called proximal mapping 
onH. 
PROOF: From the definition of the proximal mapping J^  , we have 
g(u)-p(g(u)-f(x)) eg(u)+p d^ (g(u)), 
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and hence 
f(x)-g(u)€ai,(g(u)). 
From the definition of 6(|), we have 
<t>(v) > (t)(g(u)) +<f(x)-g(u),v-g(u)) , for all veH. 
Thus u and x are solution of GNVIPFM (5.4.1). 
For finding the approximate solution of (5.4.1), we can apply a 
successive approximation method to the problem of solving 
u€M/(u), (5.4.3) 
where 
v|/(u) = u - g(u) + J J (g(u) - p(g(u) - f (T(u)))). 
Based on (5.4.2) and (5.4.3), we suggest the following iterative 
algorithm. 
Let T:H->i*XH) be a closed fuzzy mapping such that there exists a real 
number a€[0,l] such that (Tu)a €CB(H), for all ueH and T be the 
multivalued mapping induced by the fuzzy mapping T. For given u^eH let 
xo el(n)) and 
ui =uo-g(uo) + Jp(g(«o)-p(g(uo)-f(xo)))-
By [50], there exists xj s%i{) such that 
||xi-xo||<(l + l)H(f(ui),t(uo)), 
where H is the Hausdorff metric on CB(H). 
ALGORITHM 5.4.1: Let T be a closed fuzzy mapping such that there exists 
a real number a€[0,l] such that (Tu)a eCB(H), T be the multivalued 
mapping induced by the fuzzy mapping T and f,g:H-^H. For given u^eH, 
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compute u^ ,^ by the rule 
Un+l = U n - g ( U n ) + jJ(g(Un)-p(g(Un)- f (Xn)) ) 
Xn €T(u„), |x 
n+1 Xn 
||<(l + (l + n)r'H(T(Un+l),t(Un)), (5.4.4) 
where p> 0 is a constant and n = 0, 1, 2, 
THEOREM 5.4.1: Let T:H->i^H) be the closed fuzzy mapping such that 
there exists a real number aG[0,l] such that for all ueH, the set (Tu)a 
belongs to CB(H), T be the multivalued mapping induced by the fuzzy 
mapping T. Let g:H->H is strongly monotone and Lipschitz continuous 
mapping with constants a>0 and P>0, and f:H^H be Lipschitz continuous 
with constant p>0. Let T:H ->• F(H) is H -Lipschitz continuous with constant 
(i>0. If the following conditions hold 
P-
( l-k)p^-a 
P V - P ^ 
V(a-(l-k)pM)^-k(k-2XpV^^ 
P V - P ^ 
where 
a>( l -k)p^ + V(p^^2_p2)^^_2), (5.4.5) 
k = 2Vl-2a + p^ , 
then there exist ueH, xe t (u) , which are the solution of problem (5.4.1). 
Moreover, u ^ u , x„->x, n->oo, where {u }, {x } are defined in 
Algorithm 5.4.1. 
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PROOF: From (5.4.4), we have 
K + l - U n | | = | |un-Un- l - (g(Un)-g(%-l ) ) + jJ(h(Un))-Jp(MUn-i)) 
where 
h(u„) = g(u„)-p(g(u„)-f(x„)). 
Also, we have 
(5.4.6) 
||j*(h(u„)) - Jj(h(u„_i))|| < ||h(u J - h(u„_i)|| 
^K-Un-l-P(g(Un)-g(Un-l))|| + P||f(Xn)-f(Xn-l)|| 
+lk-u„_i-(g(Un)-g(u„_i))|. (5.4.7) 
From (5.4.6) and (5.4.7), we get 
| |Un+l-Un|N2|u„-Un_i-(g(u„)-g(Un_i)) | | + p||f(Xn)-f(Xn-i)|| 
+n-Un- l -p(g(Un)-g(Un- l ) ) | | - (5-4.8) 
By Lipschitz continuity and strong monotonicity of g, we obtain 
K-u„_i-(g(u„)-g(u„_i))f ^ ( l -2a + p2)||u„-u„_,f, (5.4.9) 
and 
K-Un-i-p(g(u„)-g(u„_i))|p<(l-2pa+p2p2)||u„_u„_if. (5.4.10) 
Since T is H-Lipschitz continuous and f is Lipschitz continuous, we have 
(^|f(x„)-f(x„.i)||^PPa + n~')*n-Un-l | | . (5-4.11) 
So by combining (5.4.8) to (5.4.11) and denoting 
0n =2-y/l-2a + p^ +-Jl-2ap + p^P^ +pp(l + n ')|a. 
we get 
U n + l - U n N 0 n K - U n - l I I -
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Letting e = a-y/T^^oTp^ + ^ l -2ap + p^P^ + ppM • 
We know that G^  -• G. It follows from (5.4.5) that 6 < 1 • Hence 6n < 1, for n 
sufficiently large. Therefore {u^} is a Cauchy sequence and u^->ueH. Now 
we prove that 
Xn -»x eT(u). 
Infact, it follows from the Algorithm 5.4.1, that 
||xn-Xn+l|N(l + n~^)+n-Un-l | i ' 
that is, {x }^ is a Cauchy sequence. Let x^->x. Further, we have 
d(x,T(u)) = inf {||x - 4 z eT(u)} 
< X-X„ | + d(Xn,T(u)) 
< x -x„ | + H(T(Un),T(u)) 
<||x-Xn| + H|un-u|->0, as n^oo 
Hence x e t(u). This completes the proof. 
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COMPLETELY GENERALIZED 
VARIATIONAL INCLUSIONS 
6.1. INTRODUCTION 
In this chapter, we consider the completely generalized 
variational inclusions and define an iterative algorithm for 
finding the approximate solution of our inclusion. By using the 
definit ions of mul t iva lued relaxed L ipsch i t z and relaxed 
monotone operators, we prove that the approximate solution 
obtained by our algorithm converges to the exact solution of 
our inclusion. 
In the last section of this chapter, the existence theory 
for completely generalized variational inclusion is given in the 
setting of topological vector spaces. 
Let H be a real Hilbert space whose inner product and 
norm are denoted by (.,.> and ||.||, respectively. Let di^ denote 
the subdifferential of a proper, convex and lower semi 
continuous mapping <|):H x H - ^ R u { + 00}. Given mult ivalued 
mappings A,S ,T :H-^2" , where 2" denotes the family of 
nonempty subset of H, and g,F,G,P:H->H be the single-valued 
mappings with Im(g)ndom5^(.,v)^(]), then we consider the 
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following completely generalized variational inclusion problem 
(CGVIP). 
(CGVIP): Find ueH, x€A(u), yeS(u ) and zeT(u) such that 
g(u)ndom5(|)(.,u)9t(|), and 
<P(x)-(Fy-Gz),v-g(u)> > «(»(g(u),u)-(|)(v,u), for all veH.(6.1 .1) 
Special Cases. 
If <j>(u,v) = <j)(u), for all v e H and P(x) = g(u), then the 
p rob lem (6.1.1) reduces to the following generalized 
multivalued nonlinear variational inclusion problem (GMNVIP) 
considered by Khan et al [40]. 
(GMNVIP) : Find u€H, y e S ( u ) and z6T(u ) such that 
g(u)ndom5(|);t(|), and 
<g(u)-(Fy-Gz),v-g(u)> > <|)(g(u))-(|)(v), for all v e H . (6.1.2) 
If <j) = I^ , the indicator function of a closed convex 
set K in H defined by 
0, X€K 
IK (u) = { 
+00, otherwise. 
and F, G are identity mappings, then the problem (6.1.2) 
reduces to the following generalized variational inequality 
problem (GVIP) considered by Verma [84]. 
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(GVIP): Find ueH, yGS(u) and zeT(u), such that 
<g(u)-(y-z), v-g(u)> > 0, for all veH. (6.1.3) 
6.2. EXISTENCE THEORY IN HILBERT SPACES 
In this section, we establish the equivalence of the 
completely generalized variational inclusion (6.1.1) to a 
nonlinear equation. We also define an iterative algorithm for 
finding the approximate solution of the problem (6.1.1). 
LEMMA 6.2.1: Elements UGH, X6A(U) , yeS(u) and zeT(u) are 
a solution set of problem (6.1.1) if and only if UGH, XGA(U), 
yGS(u) and ZGT(U) satisfy the following relation 
g(u) = J^^'"^[g(u)-p(P(x)-(Fy-Gz))], (6.2.1) 
where p>0 is a constant, j ^ ( ' " )= (i+pa<|)(.,u))-' is the resolvent 
operator of index p of ,5(t)(.,u) and I is the identity operator on H. 
PROOF: From the definition of the resolvent operator, j?*('") 
of index p of 6(j)(.,u) and relation (6.2.1), we have 
g(u) = j^('")(g(u)-p(P(x)-(Fy-Gz))) 
= (I+po(t)(.,u))-' (g(u)-p(P(x)-(Fy-Gz))), 
and 
g(u)-p(P(x)-(Fy-Gz)) Gg(u)+p5<t)(.,u) (g(u)), 
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which gives 
((Fy-Gz)-P(x))e5(t)(.,u)(g(u)). 
From the definition of 6(j)(.,u), we have 
<|)(v,u) > (t)(g(u),u) + <(Fy-Gz)-P(x),v-g(u)>, for all veH. 
Thus u, X, y and z are a solution set of the problem (6.1.1). 
REMARK 6.2.1: From Lemma 6.2.1, we see that the problem 
(6.1.1) is equivalent to the fixed point problem of the type 
uey(u ) , (6.2.2) 
where 
V(u) = u-g(u) + J^('">(g(u)-p(P(x)-(Fy-Gz))). 
Based on (6.2.1) and (6.2.2), we have the following iterative 
algorithm. 
ALGORITHM 6.2.1: Let g,F,G,P:H^H be the single-valued 
mappings and A,S,T:H->CB(H) be the multivalued mappings, 
where CB(H) is the family of all nonempty closed bounded 
subsets of H. For given u^eH, we take x^eAUg, y^eSu^ and 
ZQGTUJ, and let 
ui =Uo-g(uo) + J^^'"''\g(uo)-p(P(xo)-(Fyo-Gzo))). 
Since XoeAuQGCB(H), yoGSUoeCB(H), ZJ ,GTUOGCB(H) , by 
Nadler [50] there exist X,GAU,, y,GSu, Z,GTU, such that 
||xo-Xi||<(l + l)H(Auo,Aui), 
|jyo-yi||<(l + l)H(Suo,Sui), 
||zo-ZiI|<(l + l)H(Tuo,Tui). 
Let U2=ui-g(U]) + Jp*^'"'\g(ui)-p(P(xi)-(Fy,-Gz,))). 
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By induction, we can obtain sequences {uj, {xj, {yj and 
{z„} as 
Un+l=u„-g(u„) + J ^ - ' " " \ g K ) - p ( P ( X n ) - ( F y n - G Z n ) ) ) , 
eAUn,|x ||<(l + (n + ir^)H(AUn,AUn^l) ' 
Yn 6Su„,||yn-y„^,l<(l + (n + l)-^)H(Su„,Sun^,)' (6-2.3) 
||<(l + (n + l) ^)H(TUn,TUn+i), 
n=0,l,2,3... 
where p>0 is a constant. 
DEFINITION 6.2.1: A multivalued mapping T : H ^ 2 " is said to 
be relaxed monotone with respect to a mapping G:H->H, if 
there exists a constant c>0 such that 
(Gy,-Gy2, Uj-u^) > -cHUj-u^jp, for all u.6H, y.eSu, , i=l,2. 
Now we have the main result of this section. 
THEOREM 6.2.1: Let g-.H-^H be a strongly monotone and 
Lipschitz continuous with corresponding constants a>0 and 
P>0, respectively and F,G,P:H^H be Lipschitz continuous with 
corresponding constants p, x and 5, respectively. Let 
A,S,T:H->CB(H) be H-Lipschitz continuous with corresponding 
constants r|, co and [i, respectively and S be relaxed Lipschitz 
continuous with respect to F with constant s and T be relaxed 
monotone with respect to G with constant c. Let 
<|):Hx H ^ R u {+00} be such that for each fixed veH, (})(.,v) is a 
proper, convex and lower semicontinuous mapping on H, 
g(H)ndom5(f>(.,v)9t(t) and for each u,v,weH, T>0 and 
|[r^-'-\w)-j^ (-'^ >(w|<TlluHl, 
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(6.2.4) 
Suppose that there exists a constant p>0, such that 
(s-c) + Ti5(k-l) 
(pco + xn)^--n^5^ 
V((s - c) + Ti5(k -1))^ - k(2 - kX(po -f x^if - n^5^^ 
(p(o + XM)^-Ti^5^ 
( s -c )> ( l - k ) i i 5 + Vk(2-kX(pco + x ^ ) ^ - T i V ) , 
Ti6 < (pco + XM) , 
p n 6 < ( i - t ) , 
(6.2.5) 
and 
k = T + 2Vl-2a + p^ <1 , 
then there exist ueH, xeAu, yeSu and zeTu, which are a 
solution set of problem (6.1.1) and Ujj->u, x^->x, y„->y and 
z^-^z as n->oo, where {u^^}, {x^}, {y^} and {z^} are the 
sequences defined in Algorithm 6.2.1. 
PROOF: From (6.2.3), we have 
k + l -Un|| = ||un -Un- l -(g(Un)-g(Un-l)) + J^^-'""^(h(Un))-J^^'"-\h(u„_i))| | , 
(6.2.6) 
where h(u„) = g(u„)-p(P(x„)-(Fy„-Gz„)). 
Since the resolvent operator J^ is nonexpansive and using 
(6.2.4), we have 
J^^'"">(h(uJ)-J^^'""-'>(h(u„_0)<||j?^^'""^(h(u„))-j!^(-^^ 
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+ jf'"">(h(Un_,))-J?^'""-^(h(Un_i)) 
<||h(Un)-h(u„_,)|| + x||un-Un_i||. (6.2.7) 
And 
||h(Un)-h(Un_i| =||g(u„)-p(P(x„)-(Fyn -Qzn))-8(%-l)+P(P(x„-i)-(Fyn-i -G^-lM 
^ K -Un-1 -(g(Un)-g(u„_i))|| + H|P(''n)-P(Xn-l)l 
+ n - U n - l +P(Fyn -Fyn-l)-P(GZn -GZn_i)||. (6.2.8) 
From (6.2.6)-(6.2.8), we get 
K + l -u„| | <2||u„ -u„_i -(g(u„)-g(u„_i))|| + p||P(x„)-P(x„_i)|| 
+K-Un-l+P(Fyn-Fyn-l)-P(GZn-GZn-l)||+i«n-Un-l||.(6.2.9) 
By Lipschitz continuity and strong monotonicity of g, we 
obtain 
IK -un-i -(g(un)-g(un-i))|f <(l-2a+p2)||u„ -u„_if. (6.2.10) 
Since A,S,T are H-Lipschitz continuous and F,G,P are Lipschitz 
continuous, we get 
| |P(x„)-P(x„. i |<%„-x„_i | |<Ti5(^l+i j |u„-u„_i | , (6.2.11) 
| |Fyn-Fyn- lNp | |yn-yn- lNP®f l + - J l k - U n - l | | , (6.2.12) 
||GZn-GZn_i||<x||zn-Zn_i||<X^ifl + - | u n - U n - i | | . (6.2.13) 
Further, since S is relaxed Lipschitz continuous and T is 
relaxed monotone, we have 
||Un-"n-l +P(Fyn -Fyn-l)-p(GZn -GZn_,)f =k-Un-i r 
+2p<Fyn -Fyj,_i,u„ -Un_i)-2p<GZn -GZn_i,Un -u„_j) 
+ P ^ | | F y n - F y „ _ i - ( G z „ - G z „ _ i ) f 
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l-2p(s-c) + p^(l + - J ipm + x^f Un-Un-lll .(6.2.14) 
From (6.2.9)-(6.2.14), it follows that 
l |u„,-uji < e„ ||u„-u„_,ii, 
where 
(6.2.15) 
en = pil5fl + ^ j + k+Jl-2p(s-c) + p2fl + i j (pa+x^)^ 
and 
Letting 
k = T + 2Vl -2a + p^ 
e = pTi5 + k + Vl-2p(s-c) + p^ (pco + xM)^  ' 
we know that On-^e. It follows that (6.2.5) that e < l . Hence 
en<l, for n sufficiently large. Therefore, (6.2.15) implies that 
{u^} is a Cauchy sequence in H and we can suppose that 
u^-^ueH. Now we prove that x^->xeAu, y^->yeSu, z^-^zeTu. 
Infact, it follows from Algorithm 6.2.1, that is 
||Xn-Xn-l|N[l + - J+n-Un- l | | , 
||yn-yn-iNfi+^Hk-un-ill, 
Zn-Zn-lP +n-Un-l|L 
that is, {\J, {yj and {z^} are also Cauchy sequences in H. 
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Let X ->x, y ->y, z„->z as n->oo. 
n ' •' n •' ' n 
Further, we have 
d(y,Su) = inf {||y-y|:y'€Su} 
^l|y-ynll+d(y„ 'Su) 
<||y-y„||+H(Su„ ,Su) 
^ | |y -yn | | + o>||un-u|l"^^' ^^ n-^00. 
Hence, yeSu. Similarly XGAU and ZGTU. This completes the 
proof. 
6.3. EXISTENCE THEORY IN TOPOLOGICAL 
VECTOR SPACES 
Let E be a Hausdorff topological vector space and E* 
be its dual. Let K c E is a closed convex subset of E and 
D is a nonempty compact convex subset of K. The bilinear 
form <.,.) is supposed to be continuous. Then we have the 
following result for completely generalized variational 
inclusion. 
THEOREM 6.3.1: Assume that 
1. The mappings g,F,G,P:K->E, and A,S,T:E->E* are 
continuous ; 
2. <|)(.,.):E X E ^ R u {+00} is convex, lower semicontinuous, 
nonlinear, nondifferentiable and proper functional ; 
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3. there exists a real valued function h:KxK->R, such that 
(i) <P(x)-(Fy-Gz),v-g(u)>-(|)(g(u),u)+<|)(v,u)+h(u,v) > 0, 
for every (u,v)eKxK, 
(ii) the set {ueK / h(u,v)>0} is convex for every veK, 
(iii) h(u,u) < 0, for every UGK, 
(iv) there exists a nonempty compact convex subset D c K 
such that for every VGK \ D, there exists a point UGD 
such that 
<P(x)-(F(y)-G(z)),v-g(u)>-(|>(g(u),u)+(|)(v,u)<0. 
Then, the completely generalized variational inclusions 
problem (6.1.1) has a solution set. 
PROOF: For each element ueK, we denote 
D(u)={veD, xeA(u), yGS(u) and z6T(u), such that 
<P(x)-(F(y)-G(z)),v-g(u)>-i|)(g(u),u)+(|)(v,u) > 0}. 
From the assumption 1 and 2, we have D(u) is closed in D. 
We know that every element UQ e fl D(u) is a solution of the 
veK 
problem (6.1.1). We have to prove that 
n D(u) ^  (j). 
ueK 
Since D is compact, it is sufficient to show that the family 
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{D(u)}^ ^ has a finite intersection property. 
Let UpUj, u^sK be given.We put B = conv(Du {Uj.u^, ....u^}) 
and we have that B is a compact convex subset of K. 
We now consider the following multivalued mappings, 
Mj(u) = {veB, xeAu , y e S u and zeTu , such that 
<P(x)-(F(y)-G(z)),v-g(u)>-<|>(g(u),u)+<|)(v,u)> 0} , for every u e K , 
and 
MjCu) = {veB, such that h(u,v) < 0 }, for every u e K . 
Since the Bi l inear form <.,.> is cont inuous and from 
assumptions 1 and 2, we have that M,(u) is closed subset of a 
compact convex set B. 
Hence M,(u) is compact. Also from assumption 3(i) and 3(iii), 
M,(u) is nonempty. 
Now we prove that M^ is KKM-mapping. Indeed, if we 
suppose that there exist V , ,V2 , . . .V^GB and a >0, i=l ,2 , . . . .n 
with Ef^jaj = 1 such that 
ZajVi € U M2(vj) 
i = l j = i -• ' 
then, we have 
n 
h(v:, 2a.iVi)>0, for 1 < j < n. 
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By assumption 3(ii), we have 
n n 
h ( Z a i V i , I a i V i ) > 0 , 
i=l i=l 
which is a contradiction to assumption 3(iii). Therefore M^ is a 
KKM-mapping. Since from assumption 3(ii), we have 
Mj(u)cM2(u) for every ueK, we obtain that M, is also a 
KKM-mapping. 
Applying Lemma 1.2.4, to M,, we get 
n Mi(u);i^(t), 
U€B 
that is, there exist point u^eB and XQeA(Ujj), yQGS(uQ) and 
ZQGT(UP), such that 
<P(x„)-(F(y„)-G(z„)),v-g(u„)>-(|)(g(u„),u)+(|)(v,u)> 0, for all veB. 
By assumption 3(iv), we have that U^GD and moreover, 
UQGDCU.), for every 1 < i < m. 
Hence {D(u)}„eK ^^^ ^^^ finite intersection property and the 
proof is finished. 
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