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31
In environmental risk assessment, information about potential health risks of chemicals 32 released into the environment is compiled and distilled for use in policy recommendations. The Standards (NAAQS) to provide protection for the nation's public health and the environment. 50 ISAs are reports that provide a concise review, synthesis, and evaluation of the most policy-51 relevant science to serve as the scientific foundation for the review of the NAAQS. EPA has set 52 NAAQS for six principal pollutants, which include: ozone, particulate matter, carbon monoxide, 53 sulfur oxides, lead, and nitrogen oxides (NO x ). Called "criteria pollutants", these originate from 54 numerous sources and are generally considered harmful to public health and the environment. 55 All ISA documents are vetted through a rigorous peer review process, including review by the 56 Clean Air Scientific Advisory Committee and the public.
57
Since the ISAs play a critical role in informing public policy, the literature selection 58 process needs to be both transparent and comprehensive. Given the large amount of labor 59 required to meet these requirements, NCEA is currently developing methods to streamline and 60 automate the process. Transparency has been aided by the creation of the Health and identification of tens to hundreds of thousands of potential references per ISA. These documents 66 must be examined by subject matter experts (SME) in one of several disciplines. This process 67 follows a tiered evaluation strategy (US EPA, 2013). Documents from broad searches of multiple 68 databases are first screened for topical relevance by looking at titles only. Documents are then 69 routed to an SME of the relevant discipline to be considered for inclusion in the final assessment 70 based on an evaluation of the scientific merits as determined first from a reading the abstract, and 71 then eventually via the full text. Fig. 1 has been applied to sort through scientific, especially biomedical, literature (Cohen and Hersh, 83 2006). For example, Yu et al. (2008) identify gene association documents using a support vector 84 machine-based classifier, and Wang et al. (2007) classify documents about epitopes using the 85 Naïve Bayes algorithm. Similar to our work is the study by Hempel et al. (2012) an easily-implemented baseline algorithm, although other benefits of using this algorithm were 101 discovered. We believe this is the first time that document classification has been applied to sort 102 references that will be used to develop environmental assessments that inform public policy.
103
Methods
104
Dataset Generation 105
A broad search was conducted to identify references related to the health effects of 106 nitrogen oxides for use in the ISA for NO x . This search was conducted on PubMed and Web of 107 Science databases using a large set of search strings for nitrogen oxides (See Table S1 ). This Some documents were tagged with multiple topics. These documents tend to be more 126 substantial review articles and reports rather than single-study journal articles. In order to reduce 127 the noise introduced by multiple-tagging, all tests used only documents that had been tagged 128 with a single topic. Table 1 summarizes the number and topic of documents in the dataset. given a second event ( P(A|B) ) using knowledge of the reverse conditional probability ( P(B|A)), 143 and the independent probabilities of both events. For document classification (equation 2), the 144 goal is to find the probability of a topic/class C given a document D. We can find P(C) from the 145 proportion of classes in the original data set, or from what proportion we might expect to see in 146 future data. Since NB seeks to find the best topic to match any given document, the P(D) term, 147 which would otherwise be difficult to calculate, is simply dropped, as it would be the same for 148 any comparison of classes. P(D|C) can be calculated as the product of the independent 149 probabilities of each word appearing given the class; to avoid multiplying hundreds of small 150 probabilities, this is typically simplified to taking a sum of the logs, which retains the relative 151 rank that a document receives for each class (equation 3). After the models are created for each class, new documents are scored for how well their terms align with each model, and the highest 153 scoring model is the predicted class.
NB is considered "naïve" because it assumes that each word in a document is 158 independent from every other word in the document. In practice, we know that this is not how A dataset of titles and abstracts of scientific documents were generated and labeled by 175 SMEs with domains for classification as described in the Methods. A few documents were 176 considered relevant for multiple domains; those documents were eliminated from the dataset to 177 avoid noise. To create a topic model, NB calculates the probability that any random term picked out of 208 the bag of words is a given term. Table 5 shows the twenty most common terms in each of the 209 five categories, along with their associated probabilities. However, the most common terms are 210 not always the most determinative, as multiple categories can have similar highly ranked terms. 211 Table 6 shows only those terms that are at least three times more likely to appear in the given 212 category than any other category. Because NB differentiates based on the underlying language 213 model of all domains being classified, terms that are similar among classes do little predictive 214 work. The terms in Table 6 , on the other hand, are much more likely to discriminate between 215 these particular classes. human endeavor) is going to be perfect, it is desirable to tune a system to fail in the best 235 direction. In this context, that means favoring low false negative rates/high recall. On that metric, 236 the topic classifiers performed well, usually surpassing 80% recall. Precision was consistently high, but there were cases where precision fell as low as 31%. There is always a tradeoff in 238 machine learning contexts between precision and recall. So while this method has lower 239 precision rate than we ideally want, the context warrants prioritizing for higher recall. 240 These results suggest that using NB for document classification could significantly lower 241 the time it takes to sort literature for environmental risk assessment. As described in the 242 introduction, current methods for sifting through the literature are time-intensive and rely on 243 various search engines using keywords to compile literature to be searched. The probability of 244 terms in the models, as exemplified in Tables 5 and 6 , demonstrate how document classification 245 via NB can be superior to prior keyword-based methods at pinpointing worthwhile documents to 246 read. Some of the results in Table 5 are curious. "Exposure" is highly ranked for exposure 247 sciences, but it has a higher probability of indicating a toxicology document. "Air" is important 248 in all four domains, but is ranked higher in epidemiology than atmospheric by a factor of three. hand to end-users so that they understand how the system produces its results, which increases 255 transparency. The benefit of automatic classification methods is that we do not have to guess 256 which of those terms might be the best indicators for a given class. Rather, the best terms for any 257 given classification context will bubble up when the algorithm is run. Keyword-based searching 258 has its place (indeed, it is where the initial large set of documents comes from), but currently that 259 method is not as effective at narrowing down documents based on ad hoc domain criteria.
249
260
Beyond this method's potential increase for productivity, there are some extensions 261 which could increase the method's effectiveness. The model described here is static, in that it 262 uses only a set of pre-labeled data to create topic models. But the linguistic patterns of scientific 263 domains change over time, often in subtle ways, so a model that moved with those patterns 264 would be preferable. NB is a method that allows for quick updating. Probably the most well-265 known use of NB is spam detection, which can be updated in near real time and can be easily complete their comprehensive assessment), this is a benefit from their work that we can 275 essentially get for free. Second, whenever there is a new domain to be classified, the model could 276 be seeded with a small number of documents, and then progressively get better at predicting 277 classes using this kind of updating. In cases where current assessments cover the same subject 278 domains as one completed in the past, documents cited by the older assessment could be used to 279 induce a model to classify results for the new assessment.
280
There are limitations to this method. Like all modeling activities, the models do not 281 perfectly capture reality, and therefore there will be mistakes. As argued above, false positives 282 are generally not much of a problem in the context we are considering. False negatives, however, 283 can be. While a system may be engineered to decrease false negatives, they cannot be eliminated 284 completely. But this will be true no matter what humans or algorithms are filtering the results.
285
One way to deal with this limitation is to have a protocol that allows for documents to be 286 considered when the algorithm passes on them. The EPA already regularly solicits public and 287 peer review comments to help address this problem. The need for a protocol to find missed 288 documents is one that cannot be avoided due to current limitations of classification technology, 289 but the methods described in this paper will likely decrease the need to use of that kind of 290 protocol. with a high degree of accuracy, and therefore can increase efficiency of the assessment process.
306
In particular, single-class Naïve Bayes classifiers using a background screen of additional out-of-307 topic documents produces high levels of recall that are desired for this kind of assessment. 
