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Abstract
Ad hoc teamwork is the challenging problem of designing an autonomous agent
which can adapt quickly to collaborate with previously unknown teammates. Prior
work in this area has focused on closed teams in which the number of agents is fixed.
In this work, we consider open teams by allowing agents of varying types to enter
and leave the team without prior notification. Our proposed solution builds on graph
neural networks to learn scalable agent models and value decompositions under
varying team sizes, which can be jointly trained with a reinforcement learning agent
using discounted returns objectives. We demonstrate empirically that our approach
results in agent policies which can robustly adapt to dynamic team composition,
and is able to effectively generalize to larger teams than were seen during training.
1 Introduction
The ad hoc teamwork problem [28] is to design an autonomous agent which can collaborate effectively
with initially unknown teammates, in the absence of prior coordination such as shared world models
and communication protocols. Prior work in this area generally assumed closed teams in which the
team composition (that is, the number of agents and their types) is fixed [1–3, 6]. In this work, we
make a step toward the full ad hoc teamwork challenge by considering open teams in which agents of
varying types may enter and leave the team at any time and without prior notification.
Open ad hoc teamwork introduces two challenges. First, the changing number of agents in the team
results in a state vector of variable length. In contrast, recent methods based on deep reinforcement
learning (e.g. [9, 16, 20, 24, 29]) require fixed-length state vectors as input to their neural network
models, making them difficult to apply to open multi-agent environments. Second, handling openness
requires that our controlled agent must not only adapt to different types of teammates but also to
different team sizes, which may completely change the role our agent must adopt within the team [27].
Openness was identified as an important open problem in a recent survey on agent modeling [4].
We propose to address both of the aforementioned challenges by leveraging recent advances in graph
neural networks (GNNs) [26]. GNNs represent objects (agents) and their relations as graph structures,
and their compositionality naturally allows for changes in number of objects and relations. Our
proposed algorithm, Graph-based Policy Learning (GPL), builds on GNNs to learn models to predict
the actions of other agents as well as models to estimate action values via value-decomposition [10],
allowing our agent to discern the impact of different agents on received rewards. The models can be
trained jointly with deep reinforcement learning to train agent policies that effectively generalize to
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dynamic team composition. Evaluation in open environments shows that GPL achieves significantly
higher returns than Q-learning baselines [18] adapted to work with variable-length input vectors as
well as ablated versions of our algorithm. In particular, GPL is able to robustly generalize to larger
teams than were seen during training.
2 Related work
Reinforcement learning: Reinforcement learning (RL) formalizes learning as a reward maximiza-
tion problem. With value-based reinforcement learning [25, 33], agents estimate the discounted
sum of future rewards from executing an action on a state, and subsequently choose an action that
maximizes this estimate. Value-based RL methods [17, 18] have been expanded to problems with
large state spaces by using deep neural networks to approximate the optimal value function. Our
work specifically uses an RL framework resembling the Asynchronous Q-Learning algorithm [18]
which combines value-based RL, deep neural networks and parallel environments to train an agent.
Agent modeling: An agent model takes a history of states and actions as input and produces a
prediction about some property of the agent, such as goals or next actions [4]. Current agent
modeling frameworks [12, 22, 23] explored in deep reinforcement learning are designed for closed
environments. The proposed methods are often only tested on two-player games in which other agents
use fixed policies. In contrast, we consider open multi-agent environments in which the number of
active agents and their policies can vary in time. Tacchetti et al. [30] proposed to use graph neural
networks for modeling agent interactions in closed environments. Unlike GPL, their method uses
predicted probabilities of future actions to augment the input into a policy network, which did not
lead to higher final returns in their empirical evaluation and performs worse in our experiments
when generalizing to teams with different sizes. In contrast, GPL proposes a coordination graph
representation of joint action values combined with an action model to better estimate action values
across teams with different sizes.
Action value decomposition: Learning joint action values in multi-agent settings to choose optimal
joint actions is difficult to scale since the size of the joint action space grows exponentially in the
number of agents [36]. As a solution, factorizing the action value function has been proposed [24, 29,
36]. However, no previous approach looked at the possibility to use the factorization for learning in
an open environment. Further, joint action-value functions are trained under the assumption that all
agents in the environment can be controlled. Here, we offer a novel way of integrating learning a
joint action value function with agent modeling to deal with settings in which actions are chosen only
for one controlled agent in the environment.
Graph Neural Networks: Real-world data is often structured into objects and their relations.
GNNs have been proposed to provide inductive bias to improve learning on such relational data [8,
26]. Modeling agents and their interactions provides an intuitive application [30]. GNNs have
been used to compute useful representations for node classification, graph classification, and link
prediction [14, 35] in various domains [11, 19, 34]. Qu et al. [21] note that prior work does not model
the dependencies between different node and link labels and offer a pseudolikelihood-based approach
to take possible correlations into account. We make use of their methodology and thereby provide a
first test of the advantage of taking correlations into account for agent action prediction with GNNs.
3 Problem formulation
We formalize the problem of open ad hoc teamwork by extending the Stochastic Bayesian Game
model [5] to allow for openness. As a notational convenience, we replace the usual joint action space
with sets of agent-action pairs. Formally, let N be a set of agents and A be their shared action space,
then the joint agent-action space is defined asNA = {a|a ∈ P(N ×A),∀(i, ai), (j, aj) ∈ a : i =
j ⇒ ai = aj}, where P denotes the power set. The condition means that each agent in a set a ∈NA
chooses exactly one action. We will refer to elements a ∈NA as joint agent-actions, and use ai to
refer to the action of agent i. Further, given a space of types Θ that characterize an agent, we define
the joint agent-type spaceNΘ = {θ|θ ∈ P(N ×Θ),∀(i, θi), (j, θj) ∈ θ : i = j ⇒ θi = θj}, and
refer to θ as the joint agent-types and use θi to denote the type of agent i. We use ∆(X) to denote
the space of probability distributions over a set X .
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An Open Stochastic Bayesian Game (OSBG) is a 5-tuple (N,S,A,Θ, P ) where N,A,Θ are as
above and S is the state space. The type of an agent θi ∈ Θ defines its decisions and rewards via
policy function pi : S × P(N) × Θ 7→ ∆(A) and reward function u : S ×NA × Θ 7→ R. Thus,
agents make decisions based on the state, existing agents, and the agent’s own type. The transition
function P : S ×NA 7→ ∆(S ×NΘ) determines the probability of the next state and the next
joint agent-types, given the current state and joint agent-actions. Although the formulation allows for
agents to have changing types, our current work assumes that the type of an agent stays fixed between
entering and leaving the environment.
Under the OSBG model, the game starts by sampling an initial state s0 and an initial set of agents N0
with associated types θi0, i ∈ N0 from a starting distribution P0 ∈ ∆(S ×NΘ). At state st, agents
Nt ⊆ N with types θit, i ∈ Nt exist in the environment and choose their actions ait by sampling from
pi. As a consequence of the selected joint agent-actions, each agent will receive a reward computed
through u. Finally, the next state st+1 and the next set of existing agents Nt+1 and types are sampled
from P given st and joint agent-actions.
We assume control over a single agent i which is always present in the environment (i.e. ∀t : i ∈ Nt).
Our goal is to learn an optimal policy for agent i as defined below:
Definition 1. Let the joint actions of agents other than i at time t be denoted by a−it and the joint
policy of agents other than i at time t by pi−it . Given a discount factor γ, the joint action value
function for agent i’s policy pi is defined as:
Qpi,i(s, a) = E
[ ∞∑
t=0
γtui(st, at)
∣∣∣∣ s0 = s, a0 = a, ait ∼ pi, a−it ∼ pi−it , P] (1)
Note that Qpi,i is defined over NA in contrast to the usual definition over the joint action space
and the policy of other agents depends on time t since different agents can be present at different
timesteps. For an agent i, solving an OSBG is equivalent to finding an optimal policy, pi∗, where
∀pi, s, a : Qpi∗,i(s, a) ≥ Qpi,i(s, a). Under the optimal policy agent i chooses actions that maximize
the action value, Q¯∗, given in Equation 2.
pi∗(s) = argmaxaiQ¯
∗
i (s, a
i), Q¯∗(s, ai) = E[Qpi∗,i(s, {(i, ai), (−i, a−i)}) | a−i ∼ pi−i] (2)
4 GPL: Graph-based Policy Learning
GPL controls a single agent in an OSBG with a discrete action space. During training and testing, we
assume full observability of the environment state, however agent types must be inferred from their
observed features in past steps. During training (but not testing) we also assume knowledge of other
agents’ chosen actions. GPL estimates Qpi∗,i and pi−i by training a coordination graph-based joint
action value model [10] and a GNN-based agent model, respectively. Based on output of both models,
GPL efficiently computes Equation 2 to obtain the optimal policy. Figure 1 gives an overview of the
models defined in GPL, with detailed descriptions below and complete pseudocode in Appendix C.
Type embeddings: Our approach represents the type of an agent θit by taking the hidden state vector
of an LSTM [13] that is used to encode the observed state and agent specific information. Details
on computation of the type vectors can be found in Appendix B. As displayed in Figure 1, different
type embedding networks are used for each role the agent type plays in the architecture, i.e. as input
into the joint action-value function (θit,Q), agent model (θ
i
t,q), and auxiliary agent model (θ
i
t,p). This
prevents gradients backpropagated from different losses interfering with each other during training.
Joint action value factorization: To make the evaluation of Q¯∗ tractable and applicable to open
environments, the joint action-value function is factorized into individual action values Qj and
pairwise action values of pairs of agents Qj,k. This factorization is defined by a fully connected
coordination graph [10] where the individual and pairwise action values are associated to nodes
and edges of a coordination graph. The individual and pairwise action values are computed using
two multilayer perceptrons (MLP), termed the node model and edge model, whose parameters are
shared among nodes and edges respectively. To scale the computation of the pairwise action-values
to problems with large action spaces, we assume a low rank factorization of the |A| × |A| pairwise
action value matrix into matrices of size K × |A| and K × |A| to reduce the number of parameters
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Figure 1: Overview of GPL. The joint action value model, agent model, and auxiliary agent model
receive type vectors produced by their own type embedding networks. The green box covers models
used at execution time which combines their outputs to compute the optimal action. The auxiliary
agent model is only used during training time to optimize the cross entropy loss between its predicted
outputs and the observed joint actions of agents. Colored arrows indicate the way gradients from
different objective functions are backpropagated.
needed for the pairwise terms [36]. The computation is summarized in the equation below:
Qi(st, at) =
∑
j∈N
Qji (a
j
t |st) +
∑
j,k∈N,
j 6=k
Qj,ki (a
j
t , a
k
t |st)
=
∑
j∈N
MLPβ(θ
j
t,Q, θ
i
t,Q)(a
j
t ) +
∑
j,k∈N,
j 6=k
(MLPδ(θ
j
t,Q, θ
i
t,Q)
TMLPδ(θ
k
t,Q, θ
i
t,Q))(a
j
t , a
k
t ).
(3)
Agent modeling: Actions of other agents are predicted using GNN-based agent representations. To
account for possible correlations between other agents’ actions, the training methodology of Qu et al.
[21] is employed to better estimate the joint action distribution rather than independently estimating
p(ait|st). The pseudolikelihood approximation is provided as p(at|st) =
∏
j∈−i p(a
j |a−jt , st).
Since other agents actions for pseudolikelihood approximation are only available at training time,
two separate graph neural networks are estimated. The auxiliary agent model pµ,ν optimizes the
pseudolikelihood objective, and the agent model qζ,η is trained to minimize the reverse KL-divergence
with respect to pµ,ν , without using agents’ action information as input. The environment at time t
is parsed into an input graph Gin, such that each agent is represented by a node. In both GNNs for
action prediction, the feature vectors of each node are instantiated with the embedding vectors, θjt,q
and θjt,p. For the GNN used for pseudolikelihood approximation, we also concatenate the one-hot
encoded chosen action of agent i to its embedding vector. The input graph is used as input into a
GNN constructed by stacking layers of basic graph units [8]. Based on the node feature of the output
graph, the next actions of the corresponding agent is predicted via the equations below:
pµ,ν(a
j
t |st, a−jt ) = Softmax(MLPν(nj)), nj = GNNµ(Gin(θjt,p, a−jt ))
qζ,η(a
j
t |st) = Softmax(MLPη(n¯j)), n¯j = GNNζ(Gin(θjt,q)))
(4)
Action value computation: Given the factorization and agent model, we are able to compute the
action-value of an action of agent i (defined in Equation 2) by using Equation 5. We evaluate
Equation 5 efficiently using message passing in existing GNN packages [32] to compute the optimal
policy. The whole framework is summarized in Figure 1 and trained end-to-end.
Q¯(st, a
i) = Qii(a
i|st) +
∑
aj∈Aj ,
j 6=i
(
Qji (a
j |st) +Qi,ji (ai, aj |st)
)
qζ,η(a
j |st)
+
∑
aj∈Aj ,ak∈Ak,
j,k 6=i
Qj,ki (a
j , ak|st)qζ,η(aj |st)qζ,η(ak|st).
(5)
Model optimization: The auxiliary agent model, pµ,ν , is trained based on the pseudolikelihood
objective. With the defined auxiliary model architecture, optimizing the pseudolikelihood objective
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is equivalent to minimizing the cross-entropy between predicted actions and observed actions. The
agent model qζ,η is trained by minimizing the reversed KL-divergence between qζ,η and pµ,ν . The
loss function of both models are provided in Equation 6.
Lµ,ν =
∑
j∈N−i
−log(pµ,ν(ajt |st, a−jt )), Lζ,η =
∑
j∈N−i
Epµ,ν(ajt |st,a−jt )[−log(qζ,η(a
j
t |st))] (6)
To train the joint-action value network we modify asynchronous Q-Learning’s loss function [18]
using the joint action value as the predicted value summarized in Equation 7.
Lβ,δ =
1
2
(
Qi (st, at)− rt − γmaxaiQ¯i
(
st+1, a
i
))2
(7)
5 Experimental Evaluation
We evaluate GPL and baselines obtained by ablating GPL in ad hoc teamwork problems using two
multi-agent environments. We provide a detailed analysis of the experimental results along with a
description of the concepts learned by models utilized by GPL.
5.1 Environments
Wolfpack: In the penalized Wolfpack environment, Agents are trained to capture moving prey in a
10× 10 grid world. Episodes consist of 200 timesteps and preys are trained to avoid capture using
DQN. While the agents have full observability of the environment, prey only observe a limited patch
of grids ahead of them. Agents in this environment can only move upward, downward, left, right, or
stay still at their current location. Similar to the original Wolfpack environment proposed by [15], to
capture a prey the controlled agent and at least another teammate must move to grid locations next to
the prey. To encourage coordination, we increase the agent’s reward by two points for each additional
teammate positioned next to the captured prey. However, we penalize agents by -0.5 for positioning
themselves next to their prey without teammates positioned in other adjacent grids from the prey.
Preys are also respawned after they are captured.
Level-based foraging (LBF): In the LBF environment [3], objects and agents with levels l ∈
{1, 2, 3} are spread in a 8× 8 grid world. The agent’s goal is to pick up objects solely using actions
that enable them to move to grid locations adjacent to their current location, stay still, or to pick up
objects in adjacent grids. Objects are successfully picked up if the sum of the level of agents that
picked it up at the same time is at least equal to the level of the object. Upon removing an object,
agents are given a reward equal to the level of the removed object. An episode finishes if either all
available objects are collected or after 50 timesteps.
In both environments, we create a diverse set of teammate policies which require significant adaptation
from the learning agent to reach optimal returns by implementing different heuristics and training
reinforcement learning-based policies to serve as teammate policies. We vary the teammate policies in
terms of their efficiency in executing a task and their roles in a team. Further details of the teammate
policies and diversity analysis are provided in Appendix A.3.
5.2 Experiment settings
We use two types of experimental settings:
Team size generalization: This experiment evaluates the generalization capabilities of agents in
closed teams with differing sizes. Specifically, we train an agent in a fixed size team and test its
performance against teams of different (fixed) sizes. During training and testing, the teammate types
are varied across episodes by uniformly sampling the type of teammates at the beginning and keeping
them fixed throughout the episode.
Open ad hoc teamwork: This experiment simulates open ad hoc teamwork by allowing agents to
enter and leave during episodes, both in training and testing. We uniformly sample how long an
agent remains in the environment from integers of a certain range. When an agent is removed, an
integer uniformly sampled from a certain range determines the time before the agent can reenter
the environment while their types when reentering are sampled uniformly from the set of possible
teammate types. To evaluate an agent’s generalization capability, we limit the maximum team size up
to three agents during training and increase it to five agents at test time.
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Figure 2: Team size generalization results: The horizontal axis denotes the combination of algo-
rithm and fixed number of agents during training in the environment. The vertical axis denotes the
number of agents in the environment used to test the trained policies. Performance in each evaluation
environment is normalized to [0, 1] by performing min-max scaling on each row of the heat matrix.
5.3 Baselines
As a baseline to GPL’s RL-based approach, we use the following Q-Learning-based methods:
Q-Learning (QL): This agent is trained with a synchronous version of the value-based approch
proposed by [18] solely based on the state information it receives from the environment.
Q-Learning with relational forward models (QL-RFM): Uses the same algorithm as QL with its
input vector augmented by action probability distributions predicted for each agent using an RFM
model [30] trained for agent modelling.
Q-Learning with pseudolikelihood-based relational forward models (QL-P-RFM): This base-
line is the same as QL-RFM except the agent model is trained similarly to the agent modelling
approach in Section 4. Hence, it uses the same input information as GPL but differs in its action-value
function estimation method.
The baseline models receive fixed-length vectors which are padded with placeholder values for agents
that do not (currently) exist in the OSBG. Details on the padding method along with the architecture
size for GPL and baselines are provided in Appendix D.
5.4 Results: Team size generalization
Figure 2 shows the team size generalization performance of GPL and baselines. For Wolfpack, shown
results are for penalty 0.5; we provide additional results using lower penalties in Appendix E. The
heat matrices are obtained by training using four seeds for each training setup. We periodically store
the parameters of the model and run the greedy policy resulting from the model in the range of
evaluation environments which differ in terms of the team size. For each training setup, we average
the performance of the models from different seeds at each checkpoint and choose the results of the
checkpoint with the highest average returns during training to report in the heat matrix.
We first compare the algorithms’ performance in interactions with teams of the same size as encoun-
tered during training (red diagonals). The absence of any difference in performance for baselines
in this setup aligns with the findings of Tacchetti et al. [30] where augmenting observations vectors
with output from RFM-based models did not produce significant differences in the limit performance.
On the other hand, GPL achieved higher average returns in the training setup than other baselines.
This suggests that GPL’s approach to computing state-action values, which is the only remaining
difference to the baselines, is the main reason behind the improved performance.
Figure 2 highlights GPL’s advantage when interacting in teams with different number of agents
compared to training, especially when teams become larger. In both environments, GPL was able to
robustly adapt to larger teams while the other baselines were unable to adapt and suffered drastic
performance drops. In LBF, GPL’s generalization performance shows a relatively larger decrease
from optimal performance since the reward structure in LBF does not linearly change relative to the
number of cooperating teammates (as in Wolfpack). Furthermore, despite similar LBF performances
obtained by GPL and other baselines against teams with the team sizes as encountered during training,
the way GPL stores and combines its knowledge of joint action values and predicted agent actions
6
0 5 10 15 20 25 30 35 40
Total Steps (x160000)
0
5
10
15
20
25
30
A
ve
ra
ge
 R
et
ur
n 
pe
r E
pi
so
de
GPL
QL
QL-RFM
QL-P-RFM
(a) Results in Wolfpack with 0.5 penalty
0 5 10 15 20 25 30 35 40
Total Steps (x160000)
0
1
2
3
4
A
ve
ra
ge
 R
et
ur
n 
pe
r E
pi
so
de
GPL
QL
QL-RFM
QL-P-RFM
(b) Results in level-based foraging
Figure 3: Open ad hoc teamwork results (training): Average returns and standard deviation of
algorithms during training (2-3 agents in team). For each algorithm, training is done using eight
different seeds and the resulting models are saved and evaluated every 160000 global steps.
Table 1: Open ad hoc teamwork results (testing): Average return and standard deviation of
algorithms during testing (2-5 agents in team).
Environment
Algorithm GPL QL QL-RFM QL-P-RFM
Wolfpack, pen=0.5 36.57±2.62 20.56±2.76 14.24±3.74 14.71±1.68
Level-based foraging 2.28±0.33 1.41±0.19 1.21±0.41 1.16±0.20
provides better generalization performance compared to action-value functions used in the baselines.
Unlike Equation 5 which always holds against teams of any sizes, the non-linear transformation
learned by baselines to estimate action values might perform worse on input vectors from a setup
with different team sizes compared to training.
When evaluated in smaller teams than used in training, GPL still achieves some level of robustness
albeit not as strong as for larger teams. We conjecture that the usage of fully-connected coordination
graphs can result in overfitting towards complex utility functions that do not generalize as well to
smaller environments with reduced number of nodes and edges. Nevertheless, Figure 2 suggests
that GPL’s generalization performance is at least as good as other baselines in this setup. Future
improvements might be achieved by learning the inherent coordination graph structures alongside the
model parameters.
5.5 Results: Open ad hoc teamwork
Figure 3 shows the performance of GPL and baselines for ad hoc teamwork in Wolfpack and LBF
(results for Wolfpack with smaller penalty terms are provided in Appendix E). For each algorithm,
we find the saving checkpoint that has the highest performance during training and run the set of
models from the selected checkpoint to evaluate the algorithms in the testing environments, with
results shown in Table 1.
The results from this experiment generally support the findings from the previous experiment. We
again found that the input vector augmentation with predicted teammate action probabilities in
baselines does not result in a significant increase of final performance in either environments. On the
other hand, GPL significantly outperforms other baselines on environments where failure to recognize
a teammate’s underlying strategy might end up in penalties for the agent. Even in LBF where the
understanding of other teammates’ strategies are not as crucial and training results of all algorithms
become similar, GPL still outperforms the baselines when generalizing to environments with increased
team sizes for the same reasons as in the team size generalization experiment. Furthermore, baselines
that augment observation features with action prediction model outputs perform worse than Q-
Learning at generalization due to the increased input vector size and model parameters which
increases the likelihood of overfitting the value network to the training setup. Finally, we also observe
that GPL is slower to train due to having more parameters to compute the pairwise utility terms.
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(a) Joint Q-values and future action estimates in Wolfpack.
 
(b) Example pairwise utility value at a state.
Figure 4: Learned action values and agent models: The visualization shows the position of preys
(yellow), GPL agent (red), teammate 1 (blue), and teammate 2 (white) in different states. (4a)
Evolution across time of terms related to joint action value and predicted future actions in Wolfpack.
The shown states correspond to the time point indicated by the red vertical lines. Starting at the
top, the first and second plot show the observed reward and the expected utility of the action taken
by the agent under control. Plots 3-5 show the individual utility of the actions chosen by the GPL
agent, teammate 1, and teammate 2, respectively. Plots 6-8 show the joint utility terms associated
to the pairwise joint action chosen between GPL-agent/teammate 1, GPL-agent/teammate 2, and
teammate 1/teammate 2, respectively. Plot 9 shows the difference between the highest and lowest
Q-value of the GPL-agent. The last two plots show the probabilities assigned by the agent model to
the actions chosen by teammate 1 and teammate 2. (4b) Heat map visualization of the joint utility
terms of different pairwise actions between GPL agent/teammate 1 at the state provided in the image.
The purple arrows represents the actions eventually observed from both agents.
5.6 Joint action value and agent model analysis
Figure 4 shows the output of the joint action value and agent model from a single run of the open
ad hoc teamwork experiments in Wolfpack. The joint action value visualization shows increase in
anticipation of a capture and subsequently decrease after the prey has been captured. The agent model
also assigns a large probability to actions that teammates are about to execute. Combined with the
joint action values, this becomes a powerful tool to estimate action-values which enables GPL to
generalize across teams with different sizes.
Individual utilities also correlate with the distance between the associated agent and the closest prey
to the GPL agent. As a result, the individual terms associated to the GPL agent remains stable since it
is usually close to its targeted prey. On the other hand, individual utility associated to a teammate
significantly decreases with its increased distance from GPL’s targeted prey. Since an agent’s distance
to the targeted prey is highly indicative towards its possibility of capturing the target together with
the GPL agent, we found that the individual terms have a larger contribution to the joint action values
compared to the pairwise utility values. Pairwise utility value between a teammate and the GPL agent
decreases to values close to zero when the teammate is far from the agent and increases close to one
when they are chasing a prey together. Figure 4b shows larger utilities assigned to pairwise actions
that lead to the capture of the prey. Despite assuming smaller values compared to individual utility
terms, the difference between the maximum and minimum individual term at a state are small enough
for pairwise utility terms to affect the ordering of the individual action utility values when added to it.
6 Conclusion
This work addressed the challenging problem of open ad hoc teamwork, in which the goal is to design
an autonomous agent capable of robust teamwork under dynamically changing team composition. In
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order to deal with open teams, our proposed algorithm GPL uses coordination graphs to factorize the
effects of other agents’ actions towards the learning agent’s returns, along with a GNN-based model
trained to predict actions of other teammates. We empirically tested our approach in two multi-agent
environments showing that our learned policies can robustly adapt to dynamically changing teams, in
particular when teams become larger than seen during training. We attribute our approach’s success to
its ability to learn meaningful concepts to explain the effects of other agents’ actions on the learning
agent’s returns and predicting the actions performed by other agents. In the future, we plan to explore
approaches to learn the input graph structure to component models instead of using fully connected
graphs. We also plan to explore alternative value factorization methods in case the inherent return
structure does not follow the factorization method of coordination graphs.
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 (a) Wolfpack
 
(b) Level-based foraging
Figure 5: An example screen capture of Wolfpack (a) and level-based foraging (b). In Wolfpack, the
white colored grid cells represent the players while the red ones represent the preys. With level-based
foraging, the apple icons represent the location of objects to remove while the white icons represent
the players that attempt to remove these objects. Levels of objects and players are visualized next to
their respective icons.
A Environment details
We provide additional details to reproduce the environments used in the experiments. Source code and
installation instructions for these environments are included as part of the supplementary materials.
A.1 Wolfpack
In the Wolfpack environment, we train preys to avoid capture via the DQN algorithm [17]. Each
prey receives an RGB image of the 17×25 grid centered around the agent’s location. If the 17×25
image patch exceeds the boundaries of the grid, we draw blue grid cells representing the grid world
boundaries while also padding black colored grid cells outside the visualized boundaries to create the
input image. The input image is subsequently used by a convolutional neural network to compute the
action value estimates. We then train six convolutional neural networks using Independent DQN [31]
to control two preys and four wolves. During training prey are given a penalty of -1 each time they
are captured while the wolves follow the same reward structure used to train GPL agents in Wolfpack.
At the end of training value networks of the wolves are discarded and the value networks of the
prey are used for our experiment. We finally provide Wolfpack as a single-agent reinforcement
learning environment which can readily be used for open teamwork. An example image representing
a state of the Wolfpack environment is provided in Figure 5a. In our Wolfpack implementation, other
teammates and prey are treated as non-playable characters and models or heuristics controlling them
are provided as part of the environment source code.
A.2 Level-based foraging
In the level-based foraging environment, levels of players and objects are sampled uniformly from
the set L = {1, 2, 3}. The number of objects in the environment is set to three for each episode.
Furthermore, initial locations of agents and objects are sampled uniformly from the available locations
in the grid. An episode either terminates after 50 timesteps or after all objects have been collected.
An image representing an example state of the level-based foraging game is provided in Figure 5b.
A.3 Teammate policies
We implement a diverse set of heuristics to control the teammates in both of our environments. Further
details of the heuristics used for both environments are provided in the following section. We provide
empirical evidence showing that the set of heuristics is diverse and requires significant adaptation
to achieve optimal performance by training an agent using the QL baseline against a specific type
of teammate and evaluated the resulting policy against different types of teammates. We found that
neither policies trained against a specific teammate nor a policy resulting from training against all
possible types of teammates could reach the optimal performance against every teammate type.
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Figure 6: Generalization performance of a QL Agent trained to interact with a single teammate with
a fixed type in both Wolfpack with a penalty of 0.5 (a) and level-based foraging (b). All experiments
here are conducted using 4 seeds. The horizontal axis denotes the type of teammate encountered
during training. The “All” versions are trained against a random teammate sampled uniformly over
all possible types at the start of each episode. The vertical axis denotes the type of agent used to test
the trained policies. Performance in each evaluation environment is scaled between zero and one by
performing min-max scaling on each row of the heat matrix.
The results of this experiment for both environments are provided in Figure 6. As we have done in
the team size generalization experiments, for each approach we periodically checkpoint the policies
resulting from training and choose the checkpoint with the highest performance in training to be
evaluated and reported in the heat matrix visualization. Figure 6 shows that even for policies trained
against all types of agents, none of the resulting policies consistently achieves optimal performance
for all teammate types.
A.3.1 Wolfpack
To create a diverse set of teammates for open ad hoc teamwork, we used the following mixture
between heuristics proposed by Barrett et al. [7] for the predator prey domain along with RL-based
models to control teammates :
• Random agent (H1): The random agent chooses its action at any timestep by uniformly sampling
the set of possible actions.
• Greedy agent (H2): The greedy agent chooses its action following the greedy predator heuristic
provided in [7]. Intuitively, it sets the closest grid cell adjacent to the closest prey from its current
location as its destination. It then chooses to move closer to the destination by moving along an
axis for which it has the largest distance from the prey.
• Greedy probabilistic agent (H3): The greedy probabilistic agent chooses its action following
the greedy probabilistic predator heuristic provided in [7]. The way it chooses its destination is the
same with greedy agents. However, it randomly chooses one of the two available axis to move
closer to the nearest prey. An agent’s distance from the prey on each axis is provided as input to a
boltzmann distribution to decide which axis should the agent move along.
• Teammate aware agents (H4): This agent follows the teammate aware predator heuristic from
[7]. Intuitively, this heuristics assumes all teammates are using the same heuristic. It subsequently
computes a hierarchy between agents based on their distance to their targeted preys. The hierarchy
determines the sequence in which agents choose their actions. Agents must take into account the
actions of agents higher up the hierarchy to avoid collision. An A∗ planner is subsequently used to
compute the action to reach the destination.
• GNN-Based teammate aware agents (H5): We train an RFM model with supervised learning to
predict the actions taken by a group of teammate aware agents. This was done to avoid the possibly
slow running time of the A∗ planner in teammate aware agents. During interaction, it assumes that
every agent is a teammate aware agent and passes their features along with prey locations as input
to the network. Agent of this type subsequently uses the representation of its associated node as
input to an MLP which has been trained to imitate the distribution over actions for teammate aware
agents. Our agents subsequently samples the resulting distribution to decide their actions.
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• Graph DQN agents (H6): We train an RFM-based controller trained by DQN to control a
team of agents. It parses the state information following the input preprocessing method for GPL
provided in Section B and provides it as input to an RFM. Node representations produced by the
RFM are passed into an MLP to compute the action value function of the player associated to
the node. Since this type only controls a single agent during interaction, only the action value
associated to the controlled agent is used to take an action.
• Greedy waiting agents (H7): This heuristic is similar to greedy agents. However, agents are
equipped with a waiting radius sampled randomly between three to five. The greedy heuristic is
followed when either the Manhattan distance between the agent and closest prey is more than the
waiting radius or when there is already another teammate inside the waiting radius of the closest
prey. Otherwise, the agent will uniformly sample an action until the prey moves away or another
teammate comes close to the prey.
• Greedy probabilistic waiting agents (H8): Similar to greedy waiting agents, agents of this type
are equipped with a waiting radius sampled randomly between three to five. However, it is the
greedy-probabilistic heuristic being followed when either the Manhattan distance between the
agent and the targeted prey is more than the waiting radius or there is already another teammate
inside the waiting radius.
• Greedy team-aware waiting agents (H9): Similar to greedy waiting agents, agents of this type
are equipped with a waiting radius sampled randomly between three to five. However, it is the
teammate aware heuristic being followed when either the Manhattan distance between the agent
and the targeted prey is more than the waiting radius or there is already another teammate inside
the waiting radius.
A.3.2 Level-based foraging
Similar to Wolfpack, we create a diverse set of teammate types for level-based foraging which
requires agents to adapt their policies towards their teammates for achieving optimal performance.
With level-based foraging, we use a mixture of heuristics [2, 3] and controllers trained using the
A2C algorithm [18] as our teammate policies. With the heuristic-based agents, their observations
are limited to a square patch of grid cells with the agent’s location being the center of the grid. The
size of this observation square is uniformly sampled between 3× 3, 5× 5, or 7× 7. Details of the
different types of heuristics used in level-based foraging are provided below:
• Heuristic H1: This type of agent follows heuristic θF2j proposed by Albrecht and Stone [2] where
agents under this heuristic follow the agent with the highest level if it observes another agent with
a higher level than its own. If no agent has a higher level, it follows the farthest observable agent
from their locations instead. The controlled agent then computes the object targeted by the leader
agent if they follow heuristic H3 provided below and chooses an action that will get itself closer to
the target object. If the agent is already next to the targeted object, it will choose to pick up the
object. If the agent cannot follow the aforementioned rules due to not observing any objects in
their observation square, it chooses the leader’s position as its target instead. If no other teammates
are observed, it uniformly samples an action from the set of possible actions instead.
• Heuristic H2: This type of agent follows heuristic θF1j proposed by Albrecht and Stone [2] where
the controlled agent chooses a leader agent, assumes they follow certain heuristics to choose their
targeted object, and gets itself closer to the object they think is targeted by the leader. Unlike H1,
it chooses an observable agent with the farthest distance from itself as its leader. Furthermore,
it assumes that the leader follows heuristic H4 provided below in choosing its target object.
Otherwise, the way it chooses its actions when it is next to the targeted object is the same as in
H1. Furthermore, its action selection method when there are no objects or teammate agents in its
observation square follows that of H1.
• Heuristic H3: This type of agent follows heuristic θL2j proposed by Albrecht and Stone [2] where
the controlled agent targets objects that have the highest level below its own level and gets closer to
the object. If no objects in the set of visible objects are below its level, it chooses to target the item
with the highest level instead. Otherwise, it uniformly samples actions from the set of possible
actions when there are no objects observed in its observation square.
• Heuristic H4: This type of agent follows heuristic θL1j proposed by Albrecht and Stone [2] where
the controlled agent targets the farthest visible object from its current location and gets closer to
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Figure 7: The figure shows (a) the preprocessing of observation information into input for the GPL
algorithm along with (b) the additional processing steps done to the agent embedding vectors to
handle environment openness. Part (b) shows an example processing step where agent 3 is removed
from the environment and two new agents joins the environment.
the object. When no objects are visible in its observation square, it samples actions uniformly from
the set of possible actions.
• A2C Agent (H5): This type of agent is produced by independently training four agents together
in level-based foraging using the A2C algorithm [18]. Among the four agents, we choose the
one which has the highest performance compared to others as our A2C-based controller for this
type. Also, agents of this type do not have observation squares but receive the whole state of the
environment as input to their policy.
• Heuristic H6: This type of agent follows one of the heuristics proposed by Albrecht and Ra-
mamoorthy [3] for level-based foraging where agents always take actions that take them closer
to the closest object in their observation square. If no objects exists, agents uniformly sample an
action from the set of possible actions.
• Heuristic H7: This type of agent also follows one of the heuristics proposed by Albrecht and
Ramamoorthy [3]. In choosing their actions, agents of this type go to the object inside the
observation square which is closest to the center of all observed players. It follows heuristic H6
when no objects are observed in its observation square.
• Heuristic H8: This type of agent follows a heuristic proposed by Albrecht and Ramamoorthy [3]
where agents choose the closest object with the same level or lower than their own level as their
target. If none such objects exists, the agent uniformly samples an action from its action space.
• Heuristic H9: This type of agent follows a heuristic proposed by Albrecht and Ramamoorthy
[3] where it scans its surrounding for observable target objects that has at most the same level as
the sum of all observable agents’ levels. It then computes the center of all agents’ locations and
chooses a target object with the least distance to the center of observable agents’ location as its
destination. If no possible target exists, it uniformly samples an action from its action space.
B GPL input preprocessing
As input to GPL, for each agent the observation is parsed into a set of vectors containing agent specific
information, f , concatenated with shared state information, u, to create an input batch B. The agent
specific information generally contains locations of the agents in both environments. In level-based
foraging, information about an agent’s level is also included in f . Other remaining information such
as prey locations in Wolfpack or object location and level in level-based foraging are included in u.
B is then passed to an LSTM along with the previous hidden states, θ, and cell states, c, of an LSTM
to compute the embedding of each agent required by the models defined in GPL.
To deal with the changing batch size of B across time as a result of environment openness, the hidden
and cell state are further processed inbetween timesteps. Assuming it and dt correspond to the sets
of added and removed agents at time t, frem removes the states associated to agents leaving the
environment while fins inputs a zero vector for the states associated to agents joining the environment.
We formally define this hidden and cell state processing following Equation 8 while additionally
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providing an example illustration of this processing method in Figure 7. Finally, since we assume
that the hidden and cell states associated to all agents including the learning agent should be reset to
0 at the end of each episode, we define dt as the set of all existing agents and it as the set of agents at
the initial state of the following episode each time an episode ends.
Prep(θt, ct) = fins(frem(θt, ct, dt), it) (8)
C GPL pseudocode
The pseudocode of the GPL algorithm is provided in Algorithm 1. We specifically implement this
pseudocode by adapting the Asynchronous Q-Learning framework [18] by removing the asynchronous
data collection and replacing it with a synchronous data collection from parallel environments instead.
Despite this, it is relatively straightforward to modify the pseudocode to use an experience replay
instead of a synchronous process for data collection. As in the case of existing deep value-based RL
approaches, we also use a separate target network whose parameters are periodically copied from
the joint action value model to compute the target values required for optimizing Equation 7. In
the pseudocode, we denote AGENT_MODEL, EXP_UTIL, Q_JOINT, and AUX_AGENT_MODEL, as the
evaluation of the agent model, action value, joint action value, and auxiliary agent model mentioned
in Section 4. Additionally, we also denote the hidden and cell state processing in Equation 8 as PREP
in the pseudocode. We finally optimize the model parameters in the pseudocode to optimize the loss
function provided in Section 4 using gradient descent.
D Training Details
In this section we provide additional details about the training setup. First, we describe the way we
add and remove agents in our open teamwork experiments. Secondly, we also provide details of the
input padding method used by the baseline algorithms. Finally, we provide details of the architecture
used in our experiments along with the hyperparameters used for training.
D.1 Environment openness
We have mentioned in Section 5.2 that we sample the duration for which an agent exists in the
environment along with the duration it needs to wait before being added again to the environment. For
Wolfpack, the active duration is sampled uniformly between 25 and 35 timesteps while the waiting
duration is sampled uniformly between 15 and 25 timesteps. For level-based foraging, the active
duration is sampled uniformly between 15 to 25 timesteps while the waiting duration is sampled
uniformly between 10 to 20 timesteps. In both environments, active duration is designed to be longer
than waiting duration to create environments with large team sizes during interaction. On the other
hand, both active and waiting duration for level-based foraging is less than its Wolfpack counterpart
since the objects collected in level-based foraging remain stationary which causes the task to require
less time to solve compared to Wolfpack. As a consequence, an episode might finish early and
using larger active and waiting durations might cause agents to not be added or removed from the
environment at all.
D.2 Baseline input preprocessing
For our baseline approaches, in Section 5.3 we mentioned about padding the input vectors. We
specifically use a placeholder value of -1 for features associated to inactive agents. Furthermore, since
our generalization experiments can have up to five agents in the environment, these placeholders
are added to the input until the length of the input vector corresponds to inputs of an environment
with five agents. Adding placeholder values of -1 also applies to the predicted action probability
concatenated to the input vectors for the QL-RFM and QL-P-RFM baseline.
We also need to ensure that a feature is not always assigned a placeholder value during training to
prevent its associated model parameters from not being able to generalize when encountering input
vectors which do not have placeholder values assigned to the feature. To handle this, we randomly
assign teammates an integer index between one and four when they are added to the environment. We
prevent different teammates from having the same index and use it to determine the location of their
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(c) MLPδ
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(d) edge processing (GNNµ/ζ)
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(e) node processing (GNNµ/ζ)
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(f) MLPµ and MLPη
Figure 8: GPL and baseline architecture details: We provide details of the architecture used in
GPL’s type embedding network (a), singular utility computation (b), pairwise utility computation
(c), edge embedding computation in the agent and auxiliary agent model (d), node embedding
computation (e) in the agent and auxiliary agent model, and the MLP used by the agent and auxiliary
agent model to process the resulting GNN node embeddings (f). In all images, FC denotes a fully
connected layer, LSTM denotes an LSTM layer, and the accompanying number denotes the size
of the layer. Labels on the arrows indicate the non-linear functions used between the layers while
no labels indicate no non-linear functions being applied to the resulting output vectors. With the
baselines, we combine the architectures in (a) and (b) to compute the action values while the agent
and auxiliary agent model used in some of the baselines follow (d), (e), and (f).
features in the input vector. This index remains the same while an agent is active in the environment.
As a result, all features are assigned a non-placeholder value at some point during training.
Aside from concatenating the predicted action probabilities to the input vector, we tried the approach
proposed by Tacchetti et al. [30] which maps the output of the agent model into an RGB image which
contains information about the probability of an agent being positioned at certain grid cells following
the action it might execute at the current state. We use the same convolutional neural network
architecture used in their work to produce a fixed-length embedding of the image. This embedding is
subsequently concatenated to the input vector and passed as input to a deep RL approach. However,
we decided not to use this approach as a baseline due to the following reasons:
• Our experiments indicate no improvement in performance in the 6.4 million steps we used to train
our approaches. Due to the increased number of parameters introduced by the convolutional neural
network, more training steps might be required and we have not found the number of steps that
works for this approach yet.
• A fair comparison against GPL might be difficult since GPL does not receive RGB images as input.
• Actions in level-based foraging which lead to the same teammate location in the next state such
as staying still and retrieving the object cannot be straightforwardly mapped into an RGB image
following the mapping approach proposed by Tacchetti et al. [30].
Nonetheless, we view the approach that concatenates predicted action probabilities to the input vector
as an adequate representative of approaches that augment the input with teammate information and
relies on a non-linear function approximation to learn a policy or value estimate for the agent.
D.3 Hyperparameters and network architecture
Details of the neural network architectures used by GPL are provided in Figure 8. Before being
processed by the LSTM, the type embedding network passes the input through two fully connected
layers. Results from the embedding network are subsequently passed to the GPL component that has
the type embedding as input. For the joint action value computation, the singular and pairwise utility
computation utilizes an architecture provided in Figure 8b and Figure 8c. The agent and auxiliary
agent models follows the architecture provided in Figure 8d, Figure 8e, and Figure 8f.
To allow a fair comparison between the baselines and GPL, the model architecture used by baselines
follows the architecture used by GPL. Specifically, baselines pass their input vectors to the architecture
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(b) Results in Wolfpack with 0.25 penalty
Figure 9: Team size generalization results: The horizontal axis denotes the combination of algo-
rithm and fixed number of agents during training in the environment. The vertical axis denotes the
number of agents in the environment used to test the trained policies. Performance in each evaluation
environment is normalized to [0, 1] by performing min-max scaling on each row of the heat matrix.
in Figure 8a and subsequently passes the output to an architecture following Figure 8b to compute
the action values. For baselines that use agent and auxiliary agent models, the architecture of these
models follows the same architecture provided by Figure 8d, Figure 8e, and Figure 8f.
For training, we use the following hyperparameters for GPL and all proposed baselines:
• K = 5 for the low rank factorization of pairwise utility terms in GPL.
• Data is collected from 16 parallel environments to collect a total experience of 6.4 million environ-
ment steps.
• Models are optimized using the Adam optimization algorithm with a learning rate of 2.5× 10−4.
• Models are updated every 4 steps on the parallel environment.
• Instead of updating the target networks by periodically copying the joint action value network, target
networks are updated using a weighted average of the parameters of the joint action value network.
Assuming that φ is a parameter of the joint action value network, we update the corresponding
parameter in the target network φ
′
by using φ
′ ← (1− α)φ′ + αφ, with α set to 10−3.
•  for the exploration policy is linearly annealed from 1 to 0.05 in the first 4.8 million environment
steps and remains the same afterwards.
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Figure 10: Open ad hoc teamwork results (training): Average returns and standard deviation of
algorithms during training (2-3 agents in team). For each algorithm, training is done using eight
different seeds and the resulting models are saved and evaluated every 160000 global steps.
In this section we provide additional results of the team size generalization and open ad hoc teamwork
experiments for Wolfpack with a penalty of 0.1 and 0.25 respectively. The obtained results do not
offer additional insights compared to those from Wolfpack with a penalty of 0.5 and hence were
omitted from Section 5. Nevertheless, we provide these results to show that our approach consistently
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Table 2: Open ad hoc teamwork results (testing): Average return and standard deviation of
algorithms during testing (2-5 agents in team).
Environment
Algorithm GPL QL QL-RFM QL-P-RFM
Wolfpack, pen=0.1 38.50±4.21 25.53±5.12 18.17±3.87 18.69±2.28
Wolfpack, pen=0.25 37.24±5.09 20.65±3.09 14.89±1.42 19.03±2.93
outperforms other baselines in Wolfpack with differing penalty terms. Results for the team size
generalization experiments are provided in Figure 9. Furthermore, the average and standard deviation
of the training returns achieved in the open teamwork experiments are provided in Figure 10. Finally,
we also provide the generalization performance of GPL and other compared baselines in Table 2.
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Algorithm 1: Graph-based Policy Learning
Input : αQ, αq , αp : Initial type embedding network parameters for the joint action value model, agent model,
and auxiliary agent model.
β, δ : Initial joint action value model parameters.
ζ, η, µ, ν : Initial agent model and auxiliary agent model parameters.
αQ′ , β
′, δ′ ← αQ, β, δ; . Init target network parameters
θ0,Q, c0,Q, θ0,Q′ , c0,Q′ ← 0, 0, 0, 0; . Init hidden & cell states for embedding nets
θ0,p, c0,p, θ0,q, c0,q ← 0, 0, 0, 0; . Init hidden & cell states for embedding nets
dαQ, dαq, dαp ← 0, 0, 0; . Init total gradients of parameters
dβ, dδ ← 0, 0
dζ, dη, dµ, dν ← 0, 0, 0, 0
Observe s0 and preprocess it into B0
θ1,Q′ , c1,Q′ ← LSTMαQ′ (B0, θ0,Q′ , c0,Q′); . Eval target network embeddings
for t=0 to T do
θt+1,Q, ct+1,Q ← LSTMαQ(Bt, θt,Q, ct,Q); . Eval joint act val model embeddings
θt+1,q, ct+1,q ← LSTMαq (Bt, θt,q, ct,q); . Eval agent model embeddings
θt+1,p, ct+1,p ← LSTMαp(Bt, θt,p, ct,p); . Eval aux agent model embeddings
qζ,η(.|st)← AGENT_MODEL(ζ, η, θt+1,q); . Compute teammate action probs with Eq 4
Q¯(st, .)← EXP_UTIL(ζ, η, β, δ, θt+1,Q, θt+1,q); . Compute action val with Eq 5
ait ← eps-greedy(Q¯(st, .)); . Compute agent action with -greedy
Execute ait and observe st+1, a
−i
t , rt
Qi(st, (a
i
t, a
−i
t ))← Q_JOINT(ait, a−it , θt+1,Q, β, δ); . Compute joint value with Eq 3
pµ,ν(.|st)← AUX_AGENT_MODEL(µ, ν, θt+1,p); . Compute aux action probs with Eq 4
Preprocess st+1 into Bt+1 and compute added agents, it and removed agents dt;
θt+1,Q′ , ct+1,Q′ ← Prep(θt+1,Q′ , ct+1,Q′ , dt, it); . Process states with Eq 8
θt+1,Q, ct+1,Q ← Prep(θt+1,Q, ct+1,Q, dt, it); . Process states with Eq 8
θt+1,p, ct+1,p ← Prep(θt+1,p, ct+1,p, dt, it); . Process states with Eq 8
θt+1,q, ct+1,q ← Prep(θt+1,q, ct+1,q, dt, it); . Process states with Eq 8
θt+2,Q′ , ct+2,Q′ ← LSTMαQ′ (Bt+1, θt+1,Q′ , ct+1,Q′); . Eval target network embeddings
θt+2,q, ct+2,q ← LSTMαq (Bt+1, θt+1,q, ct+1,q); . Eval agent model emb for target
Q¯′(st+1, .)← EXP_UTIL(ζ, η, β′, δ′, θt+2,Q′ , θt+2,q); . Compute target action val
Compute target value for joint action value learning.
yt =
{
rt, if st+1 terminal
rt + γmaxaiQ¯
′(st+1, ai), otherwise
Compute Lβ,δ following Eq 7, evaluate∇βLβ,δ,∇δLβ,δ,∇αQLβ,δ and update total gradients
dβ, dδ, dαQ ← dβ +∇βLβ,δ, dδ +∇δLβ,δ, dαQ +∇αQLβ,δ
Compute Lζ,η following Eq 6, evaluate∇ζLζ,η,∇ηLζ,η,∇αqLζ,η and update total gradients
dζ, dη, dαq ← dζ +∇ζLζ,η, dη +∇ηLζ,η, dαq +∇αqLζ,η
Compute Lµ,ν following Eq 6, evaluate∇µLµ,ν ,∇νLµ,ν ,∇αpLµ,ν and update total gradients
dµ, dν, dαp ← dµ+∇µLµ,ν , dν +∇νLµ,ν , dαp +∇αpLµ,ν
if t (mod update_freq) = update_freq-1 then
Update αQ, αq , αp, β, δ, ζ, η, µ, ν using gradient descent based on dαQ, dαq , dαp, dβ, dδ,
dζ, dη, dµ, dν.
Reset dαQ, dαq , dαp, dβ, dδ, dζ, dη, dµ, dν to 0.
if t (mod target_freq) = target_freq-1 then
α′Q, β
′, δ′ ← αQ, β, δ;
end
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