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ABSTRACT
Mixed Models, Posterior Means and Penalized Least Squares. (August 2005)
Yolanda Mun˜oz Maldonado, B.S., Universidad Autonoma de Yucatan;
M.S., The University of Texas at El Paso
Chair of Advisory Committee: Dr. Randall L. Eubank
In recent years there has been increased research activity in the area of Func-
tional Data Analysis. Methodology from finite dimensional multivariate analysis has
been extended to the functional data setting giving birth to Functional ANOVA,
Functional Principal Components Analysis, etc. In particular, some studies have pro-
posed inferential techniques for various functional models that have connections to
well known areas such as mixed-effects models or spline smoothing. The methodol-
ogy used in these cases is computationally intensive since it involves the estimation of
coefficients in linear models, adaptive selection of smoothing parameters, estimation
of variances components, etc.
This dissertation proposes a wide-ranging modeling framework that includes
many functional linear models as special cases. Three widely used tools are con-
sidered: mixed-effects models, penalized least squares, and Bayesian prediction. We
show that, in certain important cases, the same numerical answer is obtained for these
seemingly different techniques. In addition, under certain assumptions, an applica-
tion of a Kalman filter algorithm is shown to improve the order of computations, by
two orders of magnitude, for point and interval estimates (with n being the sample
size). A functional data analysis setting is used to exemplify our results.
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1CHAPTER I
INTRODUCTION
In recent years there has been increased research activity in the area of Functional
Data Analysis (FDA). Methodology from finite dimensional multivariate analysis has
been extended to the infinite dimensional functional data setting giving birth to Func-
tional ANOVA, Functional Principal Components Analysis, etc. With the develop-
ment of this new methodology two issues have emerged: 1) the need to integrate the
theory developed so far into a general framework and 2) implementation of efficient
algorithms to compute corresponding point and interval estimators.
Different classes of proposed functional models are associated with well known
inferential methods derived from mixed-effects models or spline smoothing. In this
dissertation we focus on three powerful statistical tools for inference in what are
seemingly very different settings: mixed-effects models, smoothing spline estimation
and prediction in a particular Gaussian signal-plus-noise model having a parametric
linear trend modeled with a diffuse prior (we will refer to this model as the Bayesian
model for the remainder of this dissertation). We use these three tools to build a
more efficient and general framework that can be applied in several model scenarios.
1.1 Mixed-effects Model
Mixed-effects models are widely used in applied Statistics and are the more general
case of analysis of variance models in that they combine the fixed and the random
This dissertation follows the style and format of Biometrics.
2effects models. During the second decade of the 20th century, Fisher developed the
basic principles used in the Analysis of Variance (ANOVA). In this setting we assume
that observed responses from experimental units can be written as a linear combina-
tion of some unknown parameters. The parameters being estimated in the model can
be considered as constants or as realizations derived from a random process.
The linear model approach has been applied to a variety of problems: assessing
the variability in a data set according to some levels or treatments of another variable
which may or may be not random, using repeated measures or longitudinal studies,
etc. Books such as “The Theory and Application of the Linear Model” (Graybill,
1976), “The Analysis of Variance” (Scheffe´, 1959),“Methods and Applications of Lin-
ear Models” (Hocking, 1996) and more recently, “Mixed Models” (Demidenko, 2004),
present an ample discussion of the methodology used in the analysis of linear models.
The following are examples taken from Hocking’s (1996) book illustrating the
application of the linear model in different settings.
1. Two Factor Mixed Model. Sheffe´ (1959) considered the production of a
factory involving different machines and different operators. He considered
a setting where he had A different machines and B operators. The actual
machines were fixed but the operator influence was considered as random. Each
operator can run a machineK times. The linear model formulation is then given
by:
yijk = αi + bj + (ab)ij + eijk, (1.1)
where αi represents the fixed effect of the i
th machine, bj is the random effect
corresponding to the jth operator, (ab)ij is the random interaction between ma-
chine i and operator j, and the eijk represent independent errors with zero mean
and common variance σ2e . The random effects for operators and interactions are
3assumed to both have zero mean and respective variances σ2b and σ
2
(ij).
2. Repeated Measures. For this example we consider the effect of three different
drugs on patients with a heart condition. Patients are randomly assigned to
each drug and, after taking the drug, the patient’s heart beat is measured four
times at five minutes intervals. We are interested in the effect of the drugs and
their behavior over time.
We can write a linear model for this problem as:
yijk = αi + bj(i) + eijk, (1.2)
with i = 1, 2, j = 1, . . ., ni, and k = 1, . . ., 4. The i
th drug factor is represented
by αi, bj(i) represents the effect of patient j assigned to drug i and the eijk are
independent random errors. We have that
Var[yijk] = σ
2
bj
+ σ2e ,
and
Cov[yijk, yi′j′k′ ] =
 σjj′ , if i = i
′ and j = j′,
0, if i 6= i′ or j 6= j′.
Regardless of the context in which we use the mixed-effects model, it is always
possible to write the model in a general form using matrices. For this purpose, let y
be a n× 1 vector of responses and let n be the total number of observations. Denote
by T the design matrix for the fixed effects and take U to be the design matrix for
the random effects. Let θ be a m× 1 vector of unknown parameters that represents
the fixed effects means, use γ to denote a q× 1 vector of random effects and let e be
a n× 1 vector of random errors. The mixed-effects model is then,
y = Tθ + Uγ + e. (1.3)
4Here the random effects are assumed to have moments given by:
E[γ] = 0, (1.4)
E[γγT ] =

σ21R1 . . . . . . 0
0 σ22R2 . . . 0
...
...
. . .
...
0 0 . . . σ2bRb

, (1.5)
where Rj, j = 1, . . ., b, are known symmetric matrices and the σ
2
j > 0 are the variance
components for the random effects.
To simplify the notation, in much of the sequel we will assume that there is only
one random effect. In that case, we will set σ21 = σ
2
b so that
E[γγT ] = σ2bR. (1.6)
The random errors then have
E[e] = 0, (1.7)
and
E[eeT ] = σ2eI, (1.8)
with I the identity matrix and σ2e > 0 the error variance component. As a result, the
first two moments of y are given by
E[y] = Tθ, (1.9)
V ar[y] = σ2bURU
T + σ2eI. (1.10)
This representation encompasses more complicated models, like nested models
(our second example) or models with interaction between the fixed and random effects
5(example 1). But basically all of them can be written in the form of (1.3). Consider
our example 1 and let us assume that we have two machines, with two operators and
two repetitions for each machine-operator case. Then we have
y =

y111
y112
y121
y122
y211
y212
y221
y222

, e =

e111
e112
e121
e122
e211
e212
e221
e222

, θ =
 α1
α2
 and γ =

b1
b2
ab11
ab12
ab21
ab22

with
T =
 11×4 01×4
01×4 11×4
 and U =

11×2 01×2 11×2 01×2 01×2 01×2
01×2 11×2 01×2 11×2 01×2 01×2
11×2 01×2 01×2 01×2 11×2 01×2
01×2 11×2 01×2 01×2 01×2 11×2

, (1.11)
where 01×n is the vector with n elements equal to zero, and 11×n is the vector with
all n elements equal to unity.
The variance-covariance matrix of the random errors is given by σ2eI8 and the
6variance-covariance matrix of the random effects is
R =

σ2b1 0 0 0 0 0
0 σ2b2 0 0 0 0
0 0 σ211 0 0 0
0 0 0 σ212 0 0
0 0 0 0 σ221 0
0 0 0 0 0 σ222

. (1.12)
For our second example we have a design with two treatments, three patients
per treatment and 4 measurements per patient so our matrices are of the form
y =

y111
...
y114
y121
...
y134
...
y211
...
y234

, e =

e111
...
e114
e121
...
e134
...e211
...
e234

, θ =
 α1
α2
 , and γ =

b1(1)
b2(1)
b3(1)
b1(2)
b2(3)
b3(2)

7with
T =
 11×4 01×4
01×4 11×4
 and U =

11×2 01×2 01×2 01×2 01×2 01×2
01×2 11×2 01×2 01×2 01×2 01×2
01×2 01×2 11×2 01×2 01×2 01×2
01×2 01×2 01×2 11×2 01×2 01×2
01×2 01×2 01×2 01×2 11×2 01×2
01×2 01×2 01×2 01×2 01×2 11×2

.
The variance-covariance matrix of the random errors is given by σ2eI24 and the variance-
covariance matrix of the random effects is as in (1.5) with i = 1, . . ., 6 and
Ri =
 1 σiiσii 1
 .
Generally, it is of interest to estimate the vector of fixed effects, θ, the variance
components and to predict the random effects or estimable linear combinations of both
fixed and random effects. Popular inferential methods for these type of models are
Maximum Likelihood Estimation (MLE), Restricted Maximum Likelihood Estimation
(REML) and Least Squares Estimation (LSE). In the remainder of this section we will
illustrate how these techniques are applied to the fixed-effects model, the random-
effects model and, finally, to the more general case of the mixed-effects model.
To analyze the data under the assumptions of a linear fixed-effects or ANOVA
model we make use of the methods of Maximum Likelihood (ML) or Least Squares
(LS) to obtain estimators for the unknown fixed parameters and for the single variance
component. A fixed-effects model can be written as
y = Tθ + e, (1.13)
8with the moments of e as in (1.7) and (1.8). The MLE (under normality assumptions)
and LSE yield the same solution for estimation of θ: i.e., the estimator is
θˆ = (T TT )−1T Ty.
The Gauss-Markov theorem states that this is also the best among all unbiased linear
estimators (BLUE) of the fixed parameters in the sense of having minimum variance.
When T has less than full rank it means that some of the columns of T can be
written as linear combinations of the other columns. In this case, we can remove the
columns that are not linearly independent, impose some restriction on the unknown
parameters or use a generalized inverse of T TT . The estimator θˆ is not going to be
unique, but estimators of the estimable linear combinations of θ will be invariant.
Estimation of the single variance component can be done by maximizing the
likelihood of y with respect to σ2e (and plugging in the value of θˆ instead of the
parameter) or using least squares. In the LS setting, we estimate σ2e using the LS
estimator of θ and adjusting it for bias: i.e., we estimate σ2e by
s2 =
(y − T θˆ)T (y − T θˆ)
n−m . (1.14)
The difference between the s2 and the MLE estimator for σ2e is that the MLE is
biased. But, since it is a complete sufficient statistic, we can make it unbiased.
Using our estimator for σ2e along with the distributional assumptions on the
random errors, allows us to obtain confidence intervals or regional estimates such
that we can have an idea of plausible values for the parameter. In this respect, there
are two possible approaches we can take for interval estimation:
1. For each value of θi, i = 1, . . .,m, we can find (1− α)100% confidence intervals
and treat these intervals separately.
92. We want simultaneous coverage for all values of θi so that the m corresponding
intervals will have a probability of (1−α) of covering all the parameters at the
same time.
For the first case, what we usually do is to obtain separate t confidence intervals
for each θi. In the simultaneous case there exists several methods which depend on
if we are interested just in a particular set of confidence regions, in which case we
will apply Bonferroni’s confidence intervals for example, or, if we are interested in
confidence regions encompassing all possible set of contrasts. In this latter situation
we can use Scheffe´’s method. There exist abundant literature on this topic and we
refer the reader to Hocking (1996) for a more extensive discussion.
From this brief review we can see that in the fixed-effects model our main interest
is to make inference about the mean of y. Under the random-effects model our interest
lies in the variance components. In the random-effects model we have a vector of
observations y such that
y = Uγ + e, (1.15)
with the moments of e and γ as in (1.7), (1.8), (1.4) and (1.6), respectively. Often
times, the variance components are parameterized as:
λ1 = σ
2
e , (1.16)
and
λ2 =
σ2b
σ2e
. (1.17)
Under these model assumptions, the problem of interest is to predict γ and to esti-
mate the variance components σ2b and σ
2
e or, equivalently, λ1 and λ2.
The early works on estimation of variance components, like Eisenhart (1947),
10
Henderson (1959) and Tukey (1956), usually estimated the unknown variances by
computing the mean squares and equating them to their expectations. A downside
of this method is the possibility of obtaining negative component estimators.
Harville, in 1977, discussed the ML approach to variance component estimation.
He pointed out that application of the ML method allows one to incorporate the non-
negativity constraints in the parameter space without difficulty and the MLE’s can
be easily obtained for any given parameterizations of the model. He also mentioned
that one of the reasons the ML method has not been broadly used was due to the
computational effort in obtaining the MLE’s (since they are a numerical solution to
a nonlinear optimization problem with constraints).
Real problems gave birth to the combination of fixed and random effects. Hen-
derson (1953) talks about three methods for estimating variance components in the
mixed-effects setting:
• Method I: Estimate fixed and random effects as in the usual ANOVA proce-
dure, i.e., considering the random effects as fixed.
• Method II: Estimate the fixed effects via LS and then apply method I to the
modified data.
• Method III Similar to method I but instead of using standard ANOVA meth-
ods, use methods for non-orthogonal data like the method of fitting constants
or weighted squares of means.
Method I and method II yield biased estimators whereas method III produces unbi-
ased estimators at the cost of lengthy computations.
Later, Henderson (1959) and Hartley and Rao (1967) proposed the method of
maximum likelihood for estimating the parameters of interest. But the ML estimators
11
were still biased because they do not take into account the degrees of freedom lost in
the estimation of the fixed effects.
Patterson and Thompson (1971), suggested a modification of the method that
gives unbiased estimators. Instead of using the likelihood of y, the REML method
considers the likelihood of a particular linear transformation of y. The later method
would be named Restricted Maximum Likelihood (REML) by Corbeil and Searle
(1976).
As with the computation of the MLE’s, computation of REML estimators are
based on iterative numerical procedures. There is no “best” algorithm. Sometimes,
an algorithm that converges fast for one case, will fail to converge in another. There
are cases when the computational effort is too demanding so that it is better to use
some type of approximation approach to the REML as proposed by Harville (1977).
From the discussion above, it can be seen that one of the main concerns is
the computations involved in obtaining variance component estimators. Although
advances in technology have made it possible to address such complex computing
problems, the same technological advances allow us to gather much larger data sets
than before. So it is still an issue to find computationally efficient ways of obtaining
those estimators.
1.2 Spline Smoothing
Smoothing spline estimation has been widely used in nonparametric regression. These
estimators arose as a numerical analysis tool and got some attention with the work of
Schoenberg (1964). But, it was not until the work of Wahba, in the early 1970’s, that
smoothing splines caught the attention of statisticians and, from that point, research
in the area has been prolific. See, e.g., Wahba (1978, 1983, 1985, 1990), Eubank
(1988, 1996), Speckman (1985) and Silverman (1985) for examples of such work and
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references.
Smoothing splines are function estimators derived from a penalized least squares
error criterion. These estimators provide a way of balancing a good approximation to
the data and a certain degree of smoothness in the fitted curve. To be more specific,
first let y(t1), y(t2), . . ., y(tn) be responses of a stochastic process observed at ordinates
0 ≤ t1 < · · · < tn ≤ 1. It is then common to use a signal-plus-noise representation
for the response: i.e.
y(ti) = f(ti) + e(ti), (1.18)
for i = 1, . . ., n, where the e(ti)’s are zero mean uncorrelated random variables with
common variance σ2e . It is often assumed that f(·) is a member of the set of all
continuously differentiable functions with square integrable second derivatives.
Take y = [y(t1), . . ., y(tn)]
T , f = [f(ti), . . ., f(tn)]
T . Then, the smoothing spline
criterion for estimating a function g with a square integrable second derivative is
L(g) = (y − g)T (y − g) + 1
nλ
∫ 1
0
[g(2)(t)]2dt, (1.19)
for g = [g(t1), . . ., g(tn)]. This criterion, L(g), is minimized over all functions g
belonging to the space of functions having square integrable second derivatives to
obtain the estimator fˆ of f . The value of λ ≥ 0 in (1.19) governs the trade off
between the fit of the estimator and the smoothness of the fitted function.
The minimizer of (1.19) is well known to be a natural cubic spline when the
criterion is minimized over all functions with two continuous derivatives. We can
represent the natural cubic spline as
s(t) =
2∑
j=1
θjφj(·) +
n∑
i=1
biξi(·),
where θj, φj(·), bi, and ξi(·) are defined explicitly in Chapter II. For now, it will
suffice to know that φj(·) and ξi(·) form together a basis for the space of polynomial
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splines of order 4 with knots at t1, . . ., tn subjected to the restrictions
s(j)(0) = s(j)(1) = 0
for j = 2, 3. The components θj and bi are coefficients for their respective basis
functions.
Now, let
T = {φj(ti)} i=1,n
j=1,2
,
and
R = {ξi(tj)}i,j=1,n .
The smoothing spline estimator of f is then given by
fˆ = [I −Q−1(I − T (T TQ−1T )−1T TQ−1)]y, (1.20)
or its alternative representation
fˆ = B(BTQB)−1BTy, (1.21)
where Q = (nλR + I) and B is any n× (n− 2) matrix of rank (n− 2) satisfying
BTT = 0.
One criticism often heard about smoothing splines is that, since smoothing
splines take as knots the design points ti, the algorithms to obtain fˆ are compu-
tationally demanding. In theory, it has always being possible to use splines of order
higher than 4, but the computational aspects were a big factor to consider, making it
a custom to use only cubic smoothing splines. To ease this burden, people like Kimel-
dorf and Wahba (1970), Anselone and Laurent (1968), Reinsch (1967) and Greville
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(1969) studied different type of spline basis functions.
Different choices of B in (1.21) will yield diverse types of basis functions (Eu-
bank, 1988, 1996). For example, Kimeldorf andWahba proposed to use basis functions
choosing B such that BTB = I (with BTT = 0 as before), to obtain more stable nu-
merical computations. The basis functions are then given by 1, t and g1(t), . . ., g(n−2)(t)
where
[g1(t), . . ., g(n−2)(t)]T = QB.
Anselone, Laurent and Reinsch chose a matrix B such that B(BTQB)−1BT is 5
banded. The ith row of B is of the form
Bi = (0, . . ., α0,2[i], α1,2[i], α2,2[i], 0, . . ., 0),
where αk,2[i], k = 0, 1, 2, is the nonzero 2nd order normalized divided difference
coefficients of f at ti. The banded structure in Q that is produced by this choice for
B can be used to obtain efficient computations. The Anselone, Laurent and Reinsch
basis has what is called a local support property that makes them well suited for
numerical applications (Schumaker, 1981).
These approaches are just examples of what people tried to do to ease the compu-
tational burden of obtaining the smoothing spline estimator. However, computation
of the smoothing spline estimator is not the only task on hand. Before obtaining the
smoothing spline estimator, we need to select the value of the smoothing parameter
and, since it involves quantities used for calculating fˆ , it is also computationally tax-
ing.
Automatic, data-driven methods for selecting the value of λ include Generalized
Cross Validation (GCV), Generalized Maximum Likelihood (GML) and Unbiased
Risk Prediction (UBR). These methods permit one to adaptively choose the levels of
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smoothing based on the data and, hence, as the number of data points gets larger
the required amount of computational effort will also grow.
As in the case of the estimation for mixed-effects model parameters, the improve-
ments in computational technology have alleviated, to some degree, the computational
burden of obtaining the smoothing spline estimators. But, when FDA started to gain
popularity in the 1980’s, computational issues once again rose to the forefront. Now,
instead of dealing with one curve to estimate, we were dealing with many, many
curves. So the problem of finding ways to efficiently compute the estimator for the
curves and select their respective smoothing parameters has again become important.
1.3 Bayesian Model
Wahba (1978) found that the fitted curve obtained in a non-parametric regression
setting using smoothing splines is numerically identical to the posterior mean of an
integrated Brownian motion signal plus a polynomial drift modeled using a diffuse
prior. More precisely, consider the model
y(ti) =
2∑
j=1
θjφj(ti) + σbX(ti) + e(ti) (1.22)
withX(t), t ∈ [0, 1], a zero-mean Gaussian stochastic process with covariance function
E[X(ti)X(tj)] =
∫ min(tj ,ti)
0
(tj − u)(ti − u)
[(2− 1)!]2 du. (1.23)
The functions φj(·), are polynomial terms of the form: φ(t) = tj−1/(j − 1)!, j = 1, 2;
the coefficients θj are modeled as uncorrelated normal random variables with zero
mean and variance ν. The e(ti)’s are uncorrelated normally distributed random errors
with zero mean and variance σ2e that are independent of X(·) and the θj’s.
Writing model (1.22) in matrix form we get
y = Tθ + σbX + e, (1.24)
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where y and e are as in (1.3) and X = [X(t1), . . ., X(tn)]
T . Here
T = {φj(ti)} i=1,n
j=1,2
,
and the variances of X and e are given by
Var(σbX) = σ
2
bR
and
Var(e) = σ2eI,
respectively. The matrix R has elements of the form {E[X(ti)X(tj)]}i,j=1,n.
Notice that model (1.24) is now a complete random-effects model of the form
(1.3) with
U = [T, I] and γ =
 θ
σ2bX
 .
Consequently, we have three variance components to estimate, i.e.: σ2e , σ
2
b and ν.
From the Bayesian perspective, we are imposing a prior distribution for θ. Gen-
erally speaking, there are two ways we can select for specifying the distribution of θ.
First, we can choose a proper prior on θ, in which case we can work the problem in
the same way we treat a mixed-effects model (i.e, using the method of REML or LS)
or, we can try to use the method of GML, which uses the conditional distributions of
the random variables. In fact, we will show in Chapter II that the REML method and
the GML method give equivalent results when obtaining the variance components of
(1.24).
Instead of assuming a proper prior on θ, on can proceed as in Wahba (1978)
and assume a diffuse prior for θ. This can be accomplished by letting ν → ∞. The
posterior mean of
∑2
j=1 θjφj(ti) + σbX(ti), in this case, does not involve ν and it
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becomes numerically equivalent to (1.20) (we will show this fact in Chapter II).
The estimation of the variance components in this Bayesian setting turns out
to be equivalent to the estimation of the variance of the random errors σ2e and the
smoothing parameter. This can be done via GML in combination with the prior in-
formation on the θj’s and parameterizing the likelihood in terms of σ
2
e and λ = σ
2
b/σ
2
e .
More explicitly, using the prior distribution of θ we can obtain the likelihood of y
and then find a suitable matrix P such that the likelihood of Py can be partitioned
into two components: one involving θ and the variances components and the other
involving only σ2b and σ
2
e . We then parameterize the likelihood in terms of σ
2
e and
λ and consider the later fixed. Then the likelihood is maximized with respect to
σ2e . This estimator is then plugged into the likelihood, which now is maximized with
respect to λ. In this way, we can find estimators of the variance components with the
portion of the likelihood that does not involve the diffuse part of the model.
There are very interesting connections between the Bayesian model and the es-
timator obtained by LS and the mixed-effects model. Kimeldorf and Wahba (1970)
showed that, when we consider (1.22) as a function of t, the Best Linear Unbiased
Predictor (BLUP) of y(t) is also the minimizer of the criterion (1.19) with smooth-
ing parameter equal to the ratio of the variance components σ2b and σ
2
e . Robinson
(1991) made another interesting connection between the Bayesian model and model
(1.3). He noticed that the joint density of y and γ in the mixed-effects model (1.3)
is proportional to the likelihood of y given θ and γ in model (1.24) when θ has a
non-informative prior distribution . This will indicate that the BLUP estimates of
(1.3) are numerically equivalent, not only to the smoothing spline estimator, but to
the posterior mean of (1.24).
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1.4 Dissertation Goals
We are proposing a general framework for the theory developed so far in FDA. How-
ever, this framework is also general enough that it can be applied in the mixed-effects
model, penalized least squares or Bayesian model settings. Once we establish this
general framework, we show that, if we are willing to assume a certain structure in
our model, we can use the Kalman filter to obtain the desired estimators and their
respective variances all in order n operations. The use of these efficient algorithms
permit us to efficiently compute the likelihood of the responses and the diagonal ele-
ments of the “hat matrix” in the LS technique. These quantities are used via GML
or GCV, respectively, to obtain data driven choices for the order of spline and the
level of smoothing when estimating functional models, all in O(n) calculations.
In Chapter II we show the connection between the mixed-effects model, the
smoothing spline estimators and the Bayesian model. We also illustrate the equiva-
lence between the GML and the REML methods for obtaining variance components.
In Chapter III we state a theorem that extends this connection to a general mixed-
effects model setting. This theorem will allow us to broaden existing methodology to
the penalized least squares error criterion, functional models with correlated random
errors and varying coefficient models. We also discuss the application of the GML or
the GCV criteria to obatining estimators for variance components and/or smoothing
parameters in the different settings. Finally, in Chapter IV, we introduce the concept
of state-space structure and show efficient Kalman filter algorithms. We provide de-
tailed descriptions for a number of particular model scenarios and illustrate how to
use the Kalman filter recursions implemented in SAS and R software.
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CHAPTER II
BACKGROUND
Since the early development of some of the theoretical results for smoothing splines
(e.g., Wahba, 1978) it has been known that there is an intimate connection between
estimators resulting from spline smoothing and those using a particular Gaussian
signal-plus-noise model having a polynomial trend in which an improper prior is as-
sumed. The work of Harville (1976) explains that in certain cases, when using a
mixed effects model, it is advisable to put a diffuse prior on the fixed effects and
Speed (1991) pointed out the relationship between REML estimators and BLUPs.
In this section we show the connection between the three tools mentioned in
Chapter I and we will establish the relationship between smoothing parameter selec-
tion for a smoothing spline in non-parametric regression, the method of REML in a
mixed effects model, with a specific covariance structure and normality assumptions,
and the GML method applied to the Bayesian model for estimation of the variance
components. Specifically, we will show that smoothing parameter selection by GML
is tantamount to estimation of the variance components using REML.
2.1 Mixed Models Approach
In this section we will briefly review the procedure to estimate the fixed and random
components in a mixed-effects model with certain assumptions. Consider the mixed-
effects model
y = Tθ + γ + e, (2.1)
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where y is the n×1 vector of responses, T is the design matrix for the fixed effects of
dimension n×m, θ is an m× 1 vector of fixed effects, γ is a n× 1 vector of random
effects and e is an n× 1 vector of random errors which are normally distributed with
zero mean and variance σ2eI. Also, γ is normally distributed with zero mean and
variance σ2bR and it is uncorrelated with e.
Thus, the moments of y are found to be
E(y) = Tθ, (2.2)
and
Var(y) = σ2bR + σ
2
eI. (2.3)
Now, rewrite Var(y) as
Var(y) = σ2e (I + nλR) , (2.4)
= σ2eQ, (2.5)
for
nλ =
σ2b
σ2e
, (2.6)
and
Q = nλR + I. (2.7)
The density of y is then given by
L(y) = (2pi)−n/2(σ2e)
−1/2|Q|−1/2exp
{
− 1
2σ2e
(y − Tθ)TQ−1(y − Tθ)
}
. (2.8)
Let us first consider σ2e and λ to be fixed and we will estimate them via REML
subsequently. Using the method of LSE we obtain normal equations for the fixed-
effects of the form
−T TQ−1(y − Tθ) = 0, (2.9)
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from which we obtain the Best Linear Unbiased Estimator (BLUE) of θ
θˆ = (T TQ−1T )−1T TQ−1y. (2.10)
To find a predictor for γ we need to find the conditional distribution of γ given
y. We already know the density of y. The probability density function for γ is
L(γ) = (2pi)−n/2(σ2e)
−n/2|nλR|−1/2exp
{
− 1
2σ2e
γT (nλR)−1γ
}
, (2.11)
so that the density of y given γ is
L(y|γ) = (2pi)−n/2(σ2e)−n/2exp
{
− 1
2σ2e
(y − Tθ − γ)T (y − Tθ − γ)
}
. (2.12)
The joint distribution of y and γ is then seen to be equal to
L(y,γ) = |nλR|1/2
×exp
{
− 1
2σ2e
(y − Tθ − γ)T (y − Tθ − γ)− 1
2σ2e
γT (nλR)−1γ
}
.(2.13)
Using this density and the density of y we get the conditional density for γ given y
to be
L(γ|y) ∝ exp
{
− 1
2σ2e
(y − Tθ − γ)T (y − Tθ − γ)− 1
2σ2e
γT (nλR)−1γ
+
1
2σ2e
(y − Tθ)TQ−1(y − Tθ)
}
, (2.14)
where ∝ stands for “proportional to”.
Using the Sherman-Morrison-Woodsbury formula (Householder, 1964, pp.124)
(A+BC−1D)−1 = A−1 − A−1B(C +DA−1B)−1DA−1
and letting A = I, B = I, C−1 = nλR and D = I, we find that
Q−1 = I − [I + (nλR)−1]−1. (2.15)
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Substituting (2.15) in (2.14) and factorizing we get
L(γ|y) ∝ exp
{
− 1
2σ2e
[γ − (I + (nλR)−1)−1(y − Tθ)]T
× [γ − (I + (nλR)−1)−1(y − Tθ)]} . (2.16)
In this way, the BLUP for γ is seen to be
γˆ =
[
I + (nλ)−1R−1
]−1
(y − T θˆ). (2.17)
We can rewrite expression (2.17) by applying again the Sherman-Morrison-
Woodsbury formula. Let A = (nλ)−1R−1, B = I, C−1 = I and D = I to obtain
(I + (nλ)−1R−1)−1 = nλR− (nλ)2R(I + nλR)−1R,
= nλR− (nλ)2RQ−1R, (2.18)
since Q = nλR + I. Now replacing (2.18) in (2.17) we see that
γˆ = [nλR− (nλ)2RQ−1R](y − T θˆ),
= nλR(y − T θˆ)− nλRQ−1(Q− I)(y − T θˆ), (2.19)
and substituting θˆ from (2.10) produces
γˆ = nλRQ−1[I − T (T TQ−1T )−1T TQ−1]y. (2.20)
Finally substituting (2.10) and (2.20) into (1.3) we obtain the BLUP of Tθ + γ;
namely,
yˆ = [I −Q−1(I + T (T TQ−1T )−1T TQ−1)]y. (2.21)
At the beginning of this derivation we considered λ and σ2e fixed. Now we will
obtain their estimators. Hocking (1996) showed in his book how to apply the method
of REML to find estimators for the variance components σ2b and σ
2
e . This method
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consists of finding a suitable matrix P such that Py gives a vector whose likelihood
can be separated into two independent likelihood functions: one likelihood depending
on θ and the variance components, and the other just depending on σ2e and λ. Since
we already have estimated the fixed effects θ, our interest is in the likelihood that
only involves the variance components. This is exactly the same approach we men-
tioned in Chapter I when talking about the GML approach to estimate the variance
components. In the next section we will show that the REML approach is equivalent
to the GML method that is applied in the Bayesian model.
Let B denote an n× (n−m) matrix that satisfies
BTB = I, (2.22)
and
BBT = I − T (T TQ−1T )−1T TQ−1. (2.23)
Defining
P =
 (T TQ−1T )−1T TQ−1
BT
 , (2.24)
we will then take W = Py for
W =
 (T TQ−1T )−1T TQ−1
BT
y =
 w1
w2
 . (2.25)
A straightforward calculation shows that w1 and w2 are independent, so the
likelihood of W is given by:
L(W ;σ2e , λ) ∝
1
(σ2e)
n/2
|Σ|−1/2exp
{
− 1
2σ2e
(W − µW )TΣ−1(W − µW )
}
,(2.26)
with
µW =
 θ
0
 and Σ =
 I + (T TQ−1T )−1 0
0 σ2eB
TQB
 . (2.27)
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Notice that the only distribution that does not involve θ is the distribution of w2.
Denote Σ11 = I + (T
TQ−1T )−1 and Σ22 = σ2eB
TQB. Using the independence of
w1 and w2 we can rewrite the likelihood of W as
L(W ; σ2e , λ) ∝
1
(σ2e)
m/2
1
(σ2e)
(n−m)/2
1
|Σ11|m/2|Σ22|(n−m)/2
×exp
{
1
2σ2e
(w1 − θ)TΣ−111 (w1 − θ) +
1
2σ2e
wT2Σ
−1
22w2
}
,
and hence `(W ) = `(w1) + `(w2), where ` denote the log-likelihood function. In
particular,
`(w2) =c −(n−m)
2
logσ2e −
(n−m)
2
log|BTQB| − 1
2σ2e
wT2 (B
tQB)−1w2
=c −(n−m)
2
logσ2e −
(n−m)
2
log|BTRB + nλI|
−1
2
yTB(BT [R + nλI]B)−1BTy
σ2e
, (2.28)
where “=c” denotes equality up to a constant .
Fixing λ and minimizing (2.28) with respect to σ2e we obtain
σˆ2e =
yTB(BTQB)−1BTy
(n−m) . (2.29)
Substituting (2.29) in (2.28) and minimizing with respect to λ gives
λˆREML = argmin
λ
yTB(BtQB)−1BTy
|BTQB|1/(n−m)+
, (2.30)
where |BTQB|+ stands for the product of the non-negative eigenvalues of BTQB.
2.2 Smoothing Splines
Let y(t1), y(t2), . . ., y(tn) be responses of an unknown stochastic process observed at
ordinates 0 ≤ t1 < · · · < tn ≤ 1. It is common to use (1.18) to model the responses
y(·). Often we assume that the y(·) mean function, f(·), is in
Wm2 [0, 1] = {f : [0, 1]→ <, f (j) are absolutely continuous
for j = 0, . . ., (m− 1), and 0 <
∫ 1
0
[f (m)(t)]2dt <∞},
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where f (j) stands for the jth derivative of f . We want to estimate f(·) in such a way
that our estimator provides a good approximation to the data but also has a certain
degree of smoothness.
Given our estimation objectives, a natural choice to fit the data can be obtained
by combining the standard least-squares criterion
n∑
i=1
[y(ti)− f(ti)]2, (2.31)
with the usual criterion for smoothness in Wm2 [0, 1], namely,∫ 1
0
[f (m)(t)]2dt. (2.32)
Using vector notation, this suggests the estimation criterion illustrated in (1.19) for
the special case of m = 2.
Define the direct sum of two orthogonal spaces, V1 and V2, by V = V1
⊕
V2. This
means that each element x ∈ V has a unique representation x = y + z with y ∈ V1
and z ∈ V2. Then, it can be shown that the function space Wm2 [0, 1] is a Hilbert
space (for a more detailed discussion see Wahba, 1990; Heckman, 1997) that can be
expressed as Wm2 [0, 1] = Hm0
⊕Hm1 , where
Hm0 = {f : f (j)absolutely continuous,
j = 0, . . ., (m− 1), f (m) ≡ 0}, (2.33)
and
Hm1 = {f : f (j) absolutely continuous,
j = 0, . . ., (m− 1), 0 <
∫ 1
0
[f (m)(t)]2dt <∞
and f (j)(0) = 0, for j = 0, . . ., (m− 1)}. (2.34)
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Now,Hm0 has dimensionm with one set of basis functions given by {φ1(·), . . ., φm(·)}
with
φj(t) =
tj−1
(j − 1)! . (2.35)
An inner product for Hm0 can be defined by
< f, g >Hm0 =
m∑
k=1
f (k)(0)g(k)(0)
for f, g,∈ Hm0 . Define the inner product of Hm1 by
< f, g >Hm1 =
∫ 1
0
f (m)(t)g(m)(t)dt.
By the orthogonality of the vector spaces, the inner product of Wm2 is just the sum of
the inner products of Hm0 and Hm1 . Under this inner product, Wm2 is a reproducing
kernel Hilbert space with reproducing kernel RW = R0 +R1, where
R0(t, s) =
m∑
k=1
φk(t)φk(s) (2.36)
and
R1(t, s) =
∫ min(t,s)
0
(t− u)m−1(s− u)m−1
[(m− 1)!]2 du. (2.37)
See, e.g., Heckman(1997).
By the Riesz representation theorem, there exists functions ξi such that
< ξi, f >Hm1 = f(ti). (2.38)
It can be shown (Heckman, 1997),that
ξi(t) =
∫ min(t,ti)
0
(t− u)m−1(ti − u)m−1
[(m− 1)!]2 du. (2.39)
The functions ξi(·) are linearly independent and therefore they span a subspace of
dimension n of Hm1 . Moreover, it can be readily verified that the set of basis functions
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{φj}j=1,m and {ξi}i=1,n together form a basis for a space of polynomial splines of order
2m with knots at t1, . . ., tn.
Given f ∈ Wm2 [0, 1] there exists a unique ζ ∈ Hm1 such that ζ is in the orthogonal
complement of span{ξi(·)}i=1,n, and we can write
f(ti) =
m∑
j=1
θjφj(ti) +
n∑
i=1
biξi(ti) + ζ(ti), (2.40)
or equivalently, f = Tθ +Rb+ ζ with
θ = (θ1, . . ., θm)
T ,a vector of coefficients for the basis functions in Hm0 ,(2.41)
b = (b1, . . ., bn)
T , a vector of coefficients for the basis functions in Hm1 ,(2.42)
T = {φj(ti)} i=1,n
j=1,m
, (2.43)
R = {ξi(tj)}i,j=1,n , and (2.44)
ζ = [ζ(t1), . . ., ζ(tn)]
T .
So we need to find θ ∈ <m, b ∈ <n and ζ in the orthogonal complement of
span{ξi(·)}i=1,n such that they minimize
n∑
i=1
[y(ti)− f(ti)]2 + 1
nλ
∫ 1
0
[f (m)(t)]2dt. (2.45)
We will show that ζ ≡ 0.
The first part of the minimization criterion involves f(ti) which can be repre-
sented as
f(ti) = < ξi, f >Hm1 . (2.46)
But since f(ti) can be written as in (2.40), we can rewrite (2.46) as
< ξi,
∑m
j=1 θjφj +
∑n
i=1 biξi + ζ >Hm1 ,
and this is equal to
< ξi,
∑m
j=1 θjφj +
∑n
i=1 biξi >Hm1 ,
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since < ξi, ζ >Hm1 ≡ 0. Hence, we can write the first term of the minimization criterion
as
(y − Tθ −Rb)T (y − Tθ −Rb). (2.47)
Now for the second term in (2.45), we have that
1
nλ
D(m)
m∑
j=1
θjφj(t) = 0 (2.48)
since the φj have degree at most (m− 1). So
1
nλ
∫ 1
0
{
D(m)
[
m∑
j=1
θjφj(t) +
n∑
i=1
biξi(t) +ζ(t)
]}2
dt =
1
nλ
∫ 1
0
[
n∑
i=1
biξ
(m)
i (t) + ζ
(m)(t)
]2
dt
=
1
nλ
∫ 1
0
n∑
i,j=1
bibjξ
(m)
i (t)ξ
(m)
j (t)
+2
1
nλ
n∑
i=1
bi
∫ 1
0
ξ
(m)
i (t)ζ
(m)(t)dt
+
1
nλ
∫ 1
0
[ζ(m)(t)]2dt
=
1
nλ
bTRb+ 2
1
nλ
n∑
j=1
bj < ξi, ζ >
+
1
nλ
< ζ, ζ > .
But, because of the assumptions on ζ, we know that < ξi, ζ >≡ 0 and bTRb does
not depend on ζ. So, the expression is minimized when < ζ, ζ >= 0 which, in turn,
implies ζ ≡ 0. Therefore, the expression to minimize reduces to the Penalized Least
Squares Error (PLS) criterion
PLS = (y − Tθ −Rb)T (y − Tθ −Rb) + λbTRb (2.49)
which is now a function on <n+m. More to the point, the problem has now been
reduced to minimization over functions of the form f(·) =∑mj=1 θjφj(·)+∑ni=1 biξi(·):
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i.e., over a subspace of polynomial splines of degree 2m− 1 with knots at t1, . . ., tn.
Now, for r = 0, . . ., (m− 1), we have
f (m+r)(t) = D(m+r)
[
m∑
j=1
θjφj(t) +
n∑
i=1
biξi(t)
]
=
m∑
j=1
θjD
(m+r)φj(t) +
n∑
i=1
biD
(m+r)ξi(t).
But as we saw in (2.48), D(m+r)φj(·) = 0 and therefore,
f (m+r)(t) =
n∑
i=1
biD
(m+r)ξi(t).
Integrating the functions ξi(t) by parts (m− 1) times and applying the binomial
formula we see that
ξi(t) = (−1)m (ti − t)
2m−1
+
(2m− 1)! +
(−1)m
(2m− 1)!
m−1∑
k=0
(
2m− 1
k
)
tk(−ti)2m−k−1.
Hence,
D(m+r)ξi(t) =
 0, if t ≥ ti,(ti−t)m−r−1
(m−r−1)! , if t < ti,
so that
f (m+r)(t) =
n∑
i=1
bi
(ti − t)m−1−r+
(m− 1− r)! .
For t = 1,
f (m+r)(1) = 0
since ti ≤ t for all i = 1, . . . , n. For t = 0,
f (m+r)(0) =
n∑
i=1
bi
(ti)
m−r−1
(m− r − 1)! ,
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and therefore
f (m+r)(0) =
n∑
i=1
biφm−r(ti) = b
Tφm−r,
with φm−r = [φm−r(t1), . . . , φm−r(tn)]
T . Thus,
f (m+r)(0) = 0,
for r = 0, . . . , (m− 1), if and only if
bTφm−r = 0
and this is true if and only if
T Tb = 0. (2.50)
In this way, we see that the solution of minimizing (2.49) is a natural spline of order
2m with knots at t1, . . ., tn and estimation of f is equivalent to estimation of the
vectors of coefficients θ and b.
Taking derivatives with respect to θ and b in (2.49) and setting the resulting
equations equal to 0 we obtain the linear system:
T TTθ = T T (y −Rb), (2.51)
Qb = nλ(y − Tθ), (2.52)
where
Q = (nλR + I) . (2.53)
Fixing θ, we obtain
bˆ = nλQ−1(y − Tθ). (2.54)
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Now, insert (2.54) into (2.51) to see that
θˆ = (T TQ−1T )−1T TQ−1y. (2.55)
Finally, plugging (2.55) into (2.52) we obtain
bˆ = nλQ−1y − nλQ−1T (T TQ−1T )−1T TQ−1y
= nλQ−1[I − T (T TQ−1T )−1T TQ−1]y. (2.56)
Let fˆ denote the estimator of f . Then
fˆ = T θˆ +Rbˆ
= T (T TQ−1T )−1T TQ−1y + nλRQ−1[I − T (T TQ−1T )−1T TQ−1]y
= [I −Q−1(I − T (T TQ−1T )−1T TQ−1)]y. (2.57)
Expression (2.57) is defined on the whole range [0, 1], i.e., we can evaluate fˆ at a
point t other than the design points ti. But, when we evaluate fˆ only at the ti’s then
(2.57) is numerically equivalent to the BLUP of y in (2.21).
Several authors have noticed the relationship between (2.57) and (2.21) and made
use of it. In 1991, in a comment to a paper by Robinson (1991), Speed pointed out
that smoothing splines are BLUPs. Wang (1996, 1998b) linked the smoothing spline
with three particular mixed-effects models:
• Model 1: a model with the exact form of (2.1).
• Model 2: model (1.3) with U = R and γ normally distributed with mean zero
and variance-covariance matrix equal to R−, the Moore-Penrose inverse of R.
• Model 3: model (1.3) with U = Z of size n × n such that R = ZZT and
rank(R)=n. The vector of random effects γ (which is now of size n × 1) is
normally distributed with mean zero and variance-covariance matrix σ2bI.
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Our derivation of the smoothing spline estimator above showed that, for model
1, the smoothing spline estimator of f is the BLUP of (2.1). The last two models
are just transformations of the random-effects model that yield the same answer as
the smoothing spline estimator. Wang used the three models to suggest the use of
existing software, like the SAS procedure proc mixed, to fit a smoothing spline.
Up to this point we have assumed that the value of the smoothing parameter
λ is known. This parameter is usually unknown and there exist several criteria to
estimate λ from the data. Popular methods are Generalized Cross-Validation (GCV),
Unbiased Risk Prediction (UBR) and Generalized Maximum Likelihood (GML). The
first two methods try to minimize the expected loss or risk function
Risk(λ) = n−1E[(f − fˆ)T (f − fˆ)]. (2.58)
The UBR method selects a level of smoothing by finding a value of λ that mini-
mizes
UBR(λ) = n−1RSS(λ) + 2n−1σ2etr(Aλ), (2.59)
where tr denotes the trace of a matrix and
Aλ = I −Q−1(I − T (T TQ−1T )−1T TQ−1), (2.60)
and
RSS(λ) = (y − fˆ)T (y − fˆ) (2.61)
UBR(λ) is an unbiased estimator of the prediction risk σ2e +Risk(λ) (Eubank, 1988).
The GCV criterion was proposed by Craven and Wahba (1979) and it can be
considered as a weighted version of the ordinary cross-validation (or leave-one-out)
criterion. The GCV criterion is defined by
GCV(λ) =
n−1RSS(λ)
[n−1tr(I − Aλ)]2 . (2.62)
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The GML method maximizes the likelihood of a stochastic model that will be
defined in the next section and it is equivalent to obtaining the variance components
via REML in the mixed-effects model. Notice that λ, in the smoothing spline setting,
is the parameter that controls the trade-off between the fit of our model and our belief
in the degree of smoothness of the curve whereas in the mixed-effects model setting,
λ is equal to the ratio of the variance components σ2b/σ
2
e . The GML estimator of λ is
found by minimizing the expression
GML(λ) =
yT (I − Aλ)y
|I − Aλ|1/(n−m)+
, (2.63)
with |I − Aλ|+ the product of the nonzero eigenvalues of I − Aλ.
There exists other criteria to estimate λ, among them Stein’s Unbiased Risk Es-
timator (SURE) and the Akaike Information Criterion (AIC) just to mention two. In
this dissertation we will focus on GML, GCV and UBR.
2.3 Bayesian Framework
The Bayesian model considered here is the link between mixed-effects models and
smoothing spline estimators. It is this framework that will allow us to use a Kalman
filter algorithm (with certain assumption on the covariance structure of our model)
to obtain computationally efficient estimators for any of the three different scenarios.
The implementation of this algorithm will be illustrated in the chapters to follow.
Wahba (1978) showed that the fitted curve obtained in a non-parametric regres-
sion setting using smoothing splines is numerically identical to the posterior mean of
an integrated Brownian motion signal plus a polynomial drift modeled using a diffuse
prior. Robinson (1991) mentions a Bayesian derivation of the BLUP for (1.3) in which
he considers θ having a uniform improper prior distribution. In this section we give
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a detailed derivation of Wahba’s result.
Consider the model
y(ti) =
m∑
j=1
θjφj(ti) + σbX(ti) + e(ti) (2.64)
withX(t), t ∈ [0, 1], a zero-mean Gaussian stochastic process with covariance function
E[X(ti)X(t)] = ξi(t).
LetX = [X(t1), . . . , X(tn)]
T and e = [e(t1), . . . , e(tn)]
T with e distributed asN(0, σ2eI)
and uncorrelated with X. Then, in matrix form our model becomes
y = Tθ + σbX + e. (2.65)
The vector of coefficients θ is random with a prior distribution given by N(0, νI) and
such that θ is independent of X and e.
Let f = Tθ+σbX. Given the conditions stated above, we find that the moments
of the different quantities involved are:
E(f) = 0,
Var(f) = E[(Tθ + σbX)(Tθ + σbX)
T ]
= νTT T + σ2bR, (2.66)
E(y) = 0,
E(yyT ) = E[(Tθ + σbX + e)(Tθ + σbX + e)
T ]
= νTT T + σ2bR + σ
2
eI, (2.67)
and
Cov(y,f) = E(yfT)
= νTT T + σ2bR. (2.68)
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This allows us to find the joint distribution of f and y as:
N

 0
0
 ,
 νTT T + σ2bR νTT T + σ2bR
(νTT T + σ2bR)
T νTT T + σ2bR + σ
2
eI

 (2.69)
Now, applying results from multivariate analysis we see that
E(f |y) = Cov(f ,y)[V ar(y)]−1y
= (νTT T + σ2bR)(νTT
T + σ2bR + σ
2
eI)
−1y, (2.70)
and
Var(f |y) = (νTT T + σ2bR)−
(νTT T + σ2bR)
T (νTT T + σ2bR + σ
2
eI)
−1(νTT T + σ2bR) .(2.71)
If we then set
nλ =
σ2b
σ2e
, (2.72)
η =
ν
σ2e
, (2.73)
and recall the definition of Q in (2.53), we obtain
E(f |y) = (ηTT T + nλR)(ηTT T + nλR + I)−1y (2.74)
Now, consider (ηTT T+Q)−1. Applying again the Sherman-Morrison-Woodsbury
formula, we see that
(ηTT T +Q)−1 = Q−1 −Q−1T (η−1I + T TQ−1T )−1T TQ−1
= Q−1 −Q−1T (T TQ−1T )−1[η−1(T TQ−1T )−1 + I]−1T TQ−1.
For η (and hence for ν) sufficiently large, the eigenvalues of η−1(T TQ−1T )−1 are all
less than 1. So we can apply a power series expansion for matrices (Gantmakher,
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1959) to obtain:
[I + η−1(T TQ−1T )−1]−1 =
∞∑
i=0
[η−1(T TQ−1T )−1]i
= I − η−1(T TQ−1T )−1 + η−2(T TQ−1T )−2 +O(η−3)
Thus,
(ηTT T +Q)−1 = Q−1 −Q−1T (T TQ−1T )−1[I − η−1(T TQ−1T )−1
+η−2(T TQ−1T )−2]T TQ−1 +O(η−3)
= Q−1 −Q−1T (T TQ−1T )−1T TQ−1 + η−1Q−1T (T TQ−1T )−2T TQ−1
−η−2Q−1T (T TQ−1T )−3T TQ−1 +O(η−3), (2.75)
and consequently,
lim
η→∞
(ηTT T + nλR)(ηTT T +Q)−1y = lim
η→∞
(ηTT T + nλR)
{
Q−1
−Q−1T (T TQ−1T )−1T TQ−1
+η−1Q−1T (T TQ−1T )−2T TQ−1 −O(η3)}y,
= T (T TQ−1T )−1T TQ−1y
+nλRQ−1[I − T (T TQ−1T )−1T TQ−1]y
so
lim
η→∞
E(f |y) = [I −Q−1(I − T (T TQ−1T )−1T TQ−1)]y. (2.76)
Expression (2.76) is exactly the same as expression (2.57) and (2.21). Therefore, we
have three different settings: mixed-effects model, smoothing spline estimators and
the Bayesian model, that provide numerically identical answers.
To estimate the smoothing parameter λ, or equivalently, the variance components
σ2e and σ
2
b , we use the GML method. Using the prior information on θ we obtain the
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likelihood of y and then we follow the same procedure we used when we estimated
the variance components via REML.
Let B be as in (2.22) and (2.23) and define
P =
 1√η (T TQ−1T )−1T TQ−1
BT
 . (2.77)
We will then take W = Py for
W =
 1√η (T TQ−1T )−1T TQ−1
BT
y =
 w1
w2
 . (2.78)
Then the moments of the random vector (w1,w2)
T are given by
E(W ) =
 0
0
 and Cov(W ) = σ2e
 I + 1η (T TQ−1T )−1 0
0 BTQB
 .
As in (2.25), w1 and w2 are independent regardless of the value of η.
Now, taking the limit when η →∞ we can see that the likelihood ofW is given
by:
L(W ;σ2e , λ) ∝
{
1
(σ2e)
n/2
|Σ|−1/2exp{− 1
2σ2e
W TΣ−1W
}
,
where
Σ =
 I 0
0 BTQB
.

Notice that in this case, due to the prior distribution of θ, the mean vector of W is
just the zero vector. Again the only part of the likelihood that depends on both λ
and σ2e is the likelihood of w1 .
In the same manner that we proceeded in (2.26), we can rewrite the likelihood
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of W as
L(W ;σ2e , λ) ∝
1
(σ2e)
m/2
1
(σ2e)
(n−m)/2
1
|I|m/2|BTQB|(n−m)/2
×exp
{
1
2σ2e
wT1w1 +
1
2σ2e
wT2 (B
TQB)−1w2
}
.
To establish the connection between our Bayesian result and (2.29) and (2.30) recall
the matrix B that we used in (2.22) and (2.23). First notice that BTT = 0 since
when using (2.22) we get
BTT = BTBBTT
and by applying (2.23) this is equal to
BT [I − T (T TQ−1T )−1T TQ−1]T.
We also showed that T Tb = 0, from (2.50) so that bˆ must be in the column space of
B. Thus, we can write
bˆ = Bs (2.79)
for some vector s of length (n −m). Using the normal equations (2.51) and (2.52)
we obtain Tθ +Qb = y, and substituting bˆ in it by Bs we get
Tθ +QBs = y.
(2.80)
Multiplying both sides by BT gives
BTQBs+BTTθ = BTy (2.81)
or
BTQBs = BTy, (2.82)
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and multiplying first by the inverse of BTQB and secondly by B produces
Bs = B(BTQB)−1BTy.
(2.83)
Thus,
bˆ = B(BTQB)−1BTy. (2.84)
A simple calculation using T θˆ +Rbˆ = Aλy, (2.84) and (2.54) now shows that
nλbˆ = nλB(BTQB)−1BTy = (I − Aλ)y. (2.85)
Consequently,
B(BTQB)−1BT = I − Aλ. (2.86)
This shows the equivalence between the methods of REML and GML when computing
σ2e and λ.
One of the advantages of using the Bayesian approach is that it allows us to
compute Bayesian prediction intervals. Wahba (1978, pp. 67–68) showed that
Var(fˆ − f) = lim
η→∞
σ2e [(I −M)(νTT T + σ2bR)(I −MT ) +MMT ], (2.87)
where M = (ηTT T + nλR)(ηTT T + nλR + I)−1.
Expanding (2.87) we obtain
Var(fˆ − f) = lim
η→∞
σ2e [(ηTT
T +R)−M(ηTT T +R)
(ηTT T +R)MT +M(ηTT T +R)MT ]
= σ2e lim
η→∞
[I −Q−1 +Q−1T (T TQ−1T )−1T TQ−1 +O(1/η)]
= σ2eAλ. (2.88)
40
In this way, a (1− α)100% confidence interval for f(ti) is given by
fˆ(ti) ± z1−α/2
√
σˆ2eaii, (2.89)
with aii the i
th diagonal element of Aλ and σˆ
2
e one of the usual estimators of σ
2
e like
the one obtained by ML or the one defined by (1.14).
2.4 Synopsis
We have shown that the estimates of the mixed-effects model (1.3), with U ≡ I, eval-
uated at the design points ti are numerically the same as the smoothing splines fitted
values in (1.18), and the posterior mean of a signal which is a stochastic process plus a
polynomial trend with improper prior (1.22). Estimation of the variance components
is done via REML in the mixed-effects model setting and via GML in the Bayesian
model. We have illustrated the equivalence between these two methods. Based on
these results, we can apply any of the procedures to estimate any of the quantities
required. The choice of the estimation procedure to use then will depend entirely on
computational efficiency or software availability.
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CHAPTER III
THE THREE TOOLS THEOREM
In the previous chapter we showed the numerical equivalence between the estimators
obtained using three different methods: a particular mixed-effects model (1.3) with
U ≡ I, the smoothing splines estimator (2.49), and the Bayesian model (2.64). These
relationships are not new and they have been around for some time now.
Wahba was aware of the relationship between the smoothing spline estimator and
the Bayesian model and, together with Kimeldorf (1970), she proved that correspond-
ing predictions at particular values ti, i = 1, . . ., n, are BLUP. Wahba (1978) used the
connection between the Bayesian model and smoothing spline estimators to obtain
“Bayesian” confidence intervals for the function f evaluated at the design points.
Speed (1991) remarked that “smoothing splines are BLUP” and pondered the cover-
age properties of the “Bayesian” posterior intervals when using Wahba’s “Bayesian”
approach. One other point made by Speed that didn’t catch as much attention as
his remark about smoothing splines and BLUPs was his observation about penalized
least squares being also BLUP.
Speed observed that if we have two vectors of fixed effects, θ and γ, we could
try to estimate them by applying the method of R-weighted LS, plus a penalty on
the vector γ, and we will obtain the same solutions as the BLUP of (1.3). However,
the relationship between the mixed-effects model, the Bayesian model and smoothing
splines estimators (and even more generally, penalized least squares) has not been
thoroughly exploited.
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3.1 Main Theorem
The following theorem connects the mixed-effects model, the Bayesian model and
penalized least squares in a general context that will allow us to take advantage of
some of the theoretical and computational results and interpretations of the other
two.
Theorem 3.1.1 Consider the linear mixed-effects model
y = Tθ + Uγ + e, (3.1)
with y an n×1 vector of responses, T and U design matrices for the fixed and random
effects of dimensions n × m and n × q, respectively. Let θ denote an m × 1 vector
of fixed effects, γ a q × 1 vector of random effects, and e an n× 1 vector of random
errors which are normally distributed with zero mean and variance-covariance matrix
σ2eI and uncorrelated with γ. Also, γ is normally distributed with moments given by
E(γ) = 0,
and
V ar(γ) = σ2bR.
Let
Q = (URλU
T + I), (3.2)
with
Rλ = nλR, (3.3)
and
nλ =
σ2b
σ2e
. (3.4)
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Then, the BLUP of Tθ + Uγ, given by
yˆ = I −Q−1[I − T (T TQ−1T )−1T TQ−1]y, (3.5)
is numerically the same solution as 1. and 2. with
1.
limν→∞ E(Tθ + Uγ|y) (3.6)
for the Bayesian model
y = Tθ + Uγ + e, (3.7)
where T , U , γ, and e are as before, the vector θ is normally distributed with mean
zero, variance-covariance matrix νW , for some positive-definite matrix W , and the
vectors θ, γ, e are independent of each other,
and
2. the solution fˆ = T θˆ + U γˆ obtained by minimizing the Penalized Least Squares
error criterion
PLS(θ,γ) = (y − Tθ − Uγ)T (y − Tθ − Uγ) + γTR−1λ γ, (3.8)
with respect to θ and γ.
Proof. Under model (3.1), the moments of y are given by
E(y) = Tθ, (3.9)
and
Var(y) = σ2bURU
T + σ2eI. (3.10)
Let
Q = (Rλ + I) . (3.11)
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Then, using the distribution of y given γ and the distribution of γ, we find that the
joint density of y and γ is
L(y,γ) ∝ exp
{
− 1
2σ2e
(y − Tθ − Uγ)T (y − Tθ − Uγ)
− 1
2σ2e
γTR−1γ
}
, (3.12)
and we can obtain the normal equations derived by Henderson (1959) by differentiating
with respect to θ and γ: namely,
T TTθ + T TUγ = T Ty (3.13)
UTTθ + (UTU +R−1λ )γ = U
Ty. (3.14)
To eliminate γ from (3.14), pre-multiply by U(UTU +R−1λ )
−1 to obtain
T [I − U(UTU +R−1λ )−1UT ]Tθ = T T [I − U(UTU +R−1λ )−1UT ]y. (3.15)
Using (3.11) and the Sherman-Morrison-Woodsbury formula we have
Q−1 = I − U(UTU +R−1λ )−1UT (3.16)
and substituting (3.16) in (3.15) gives
θˆ = (T TQ−1T )−1T TQ−1y. (3.17)
Plugging (3.17) into (3.14) produces
UTT (T TQ−1T )−1T TQ−1y + (UTU +R−1λ )γ = U
Ty,
so
U γˆ = [I − T (T TQ−1T )−1T TQ−1 −Q−1 +Q−1T (T TQ−1T )−1T TQ−1]y. (3.18)
In this way, the predicted values of Tθ + Uγ are given by
yˆ = {I −Q−1[I − T (T TQ−1T )−1T TQ−1]}y. (3.19)
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To show that minimization of the PLS criterion produces the same numerical
result as the BLUP for the mixed-effects model (3.1), we differentiate PLS(θ,γ) with
respect to γ and obtain
γˆ = [UTU +R−1λ ]
−1UT (y − Tθ). (3.20)
Differentiating (3.8) with respect to θ and equating to zero gives
∂PLS(θ,γ)
∂θ
= −T T (y − Tθ − Uγ)
= −T Ty + T TTθ + T TU [UTU +R−1λ ]−1 UTy
−T TU [UTU +R−1λ ]−1 UTTθ
= 0
or
T T
{
I − U [UTU +R−1λ ]−1 UT}Tθ = T T {I − U [UTU +R−1λ ]−1 UT}y.
Applying (3.16) again then gives
T TQ−1Tθ = T TQ−1y
or
θˆ = (T TQ−1T )−1T TQ−1y. (3.21)
Finally, substituting (3.20) and (3.21) in (??) we have
fˆ = T θˆ + U γˆ
= T (T TQ−1T )−1T TQ−1y + U [UTU +R−1λ ]
−1UT [y − T (T TQ−1T )−1T TQ−1].
Notice that U [UTU +R−1λ ]
−1UT = I −Q−1 and hence
fˆ = {I −Q−1[I − T (T TQ−1T )−1T TQ−1]}y, (3.22)
46
which is the same as (3.19).
It remains to show that under the Bayesian model with diffuse prior, E(Tθ + Uγ|y)
agrees with (3.19) and (3.22). In this case, the joint distribution of Tθ + Uγ and y
is found to be normal with mean vector
µ =
 0
0
 , (3.23)
and a variance-covariance matrix
Σ =
 Σ11 Σ12
Σ21 Σ22

=
 νTTT + n−1σ2bURUT νTT T + n−1σ2bURUT
(νTT T + n−1σ2bUU
T )T νTT T + n−1σ2bUU
T + σ2eI
 . (3.24)
So,
E(Tθ + Uγ|y) = Cov(Tθ + Uγ,y)[V ar(y)]−1y
= (νTT T + n−1σ2bURU
T )
×(νTT T + n−1σ2bURUT + σ2eI)−1y, (3.25)
and
Var(Tθ + Uγ|y) = (νTT T + n−1σ2bURUT )− Σ12Σ−122 Σ21, (3.26)
where
Σ12Σ
−1
22 Σ21 = (νTT
T + n−1σ2bURU
T )T (νTT T + n−1σ2bURU
T + σ2eI)
−1
×(νTT T + n−1σ2bURUT ).
Parameterizing in the same manner we did in Chapter II for (2.72) and (2.73) and
taking the limit as η tends to infinity we obtain exactly the same expression as in
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(3.19) and (3.22). ¦
The proof of theorem (3.1.1) implicity assumes that the variance-covariance ma-
trix of the random effects, R, is invertible and that the design matrices U and T are
full column rank, in the mixed-effects or Bayesian model setting. If we deal with
the PLS case for spline smoothing and if we have distinct design points ti, then the
matrix with elements of the form
R =
{∫ min(ti,tj)
0
(ti − u)m−1(tj − u)m−1
[(m− 1)!]2 du
}
i,j=1,n
is invertible but this is not true if we have repeated observations for some ti’s.
Suppose that, in the PLS setting, the matrix R is not invertible. In this situation,
the matrix Q = I + nλR will still be invertible. Thus, our only concern is that the
matrix T is less than full rank and. To deal with this case, we can use conditional
inverses (as defined by Graybill, 1976, pp. 31).
Recall that the form of our penalized least squares estimator is
fˆ = I −Q−1[I − T (T TQ−1T )−1T TQ−1]y.
If T is not full column rank, then T TQ−1T is not invertible, but any T (T TQ−1T )cT T
will be invariant with respect to the choice of conditional inverse (T TQ−1T )c. We will
proof this in the next corollary that follows from Theorem 1.5.25 of Grayville (1976,
pp. 33).
Corollary 3.1.2 For any matrix T of size n by m and rank r > 0 the expression
T (T TQ−1T )cT T is invariant for any c-inverse of T TQ−1T .
Proof. Let A and B be two c-inverses of T TQ−1T , and let T = TLTR be the full rank
decomposition of T . Then
(T TQ−1T )A(T TQ−1T ) = (T TQ−1T )B(T TQ−1T ),
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by the definition of c-inverse. Replace T in the expression above by its full rank
decomposition to get
T TRT
T
LQ
−1TLTRAT TRT
T
LQ
−1TLTR = T TRT
T
LQ
−1TLTRBT TRT
T
LQ
−1TLTR.
Now, multiply both sides on the left by (T TR )
c and on the right by (TR)
c to obtain
T TLQ
−1TLTRAT TRT
T
LQ
−1TL = T TLQ
−1TLTRBT TRT
T
LQ
−1TL.
Multiplying both sides of the equation, on the left and on the right by (T TLQ
−1TL)−1
gives
TRAT
T
R = TRBT
T
R ,
and finally, multiply on the left by TL and on the right by T
T
L produces
TAT T = TBT T .
¦
So this corollary tell us that, in the PLS setting, we don’t need to worry about having
a non-invertible matrix R or a matrix T with less than full column rank.
3.2 Estimation of λ, and the Variance Components
The second part of this chapter is dedicated to justifying the use of the GCV, GML
and UBR methods for estimation of the variance components and/or the smoothing
parameter. Under the mixed-effects model setting we know that we can use the
method of GML or REML to find the smoothing parameter λˆGML and σˆ
2
eGML, given
by (2.63) and (2.29) respectively, and substituting these values in (2.6) we can obtain
σˆ2bGML. On the other hand, we can use the penalized least squares approach and try
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to find the variance components via GCV or UBR (if the true value of σ2e is known
for the later criterion).
To be able to use these criteria, we need to show that the GML, GCV and
UBR functions are minimized by the ratio of the variance components. The following
lemma is the generalization of Theorem 5.6 (Eubank, 1988, pp.244-247).
Lemma 3.2.1 Let E and Eγ denote the expectation with respect to the distribution
of e and γ, respectively. Then EγE[GCV(λ)], EγE[GML(λ)] and EγE[UBR(λ)] are
all minimized at λ = σ2b/σ
2
e .
Proof. Since the GCV and UBR criteria both depend on RSS we will first derive
EγE[RSS(λ)]. We know that
RSS(λ) = yT (I − Aλ)y. (3.27)
Taking expectation of RSS(λ) with respect to e we get
E[RSS(λ)] = tr[σ2e(I − Aλ)2] + fT (I − Aλ)2f . (3.28)
Now, taking expectation with respect to γ we obtain
EγE[RSS(λ)] = tr[σ
2
e(I − Aλ)2] + tr[σ2b (I − Aλ)2URUT ], (3.29)
since (I − Aλ)T = 0 and E(γ) = [0].
Let λo = σ
2
b/nσ
2
e , then
EγE[RSS(λ)] = σ
2
etr[(I − Aλ)2] + σ2enλotr[(I − Aλ)2URUT ]. (3.30)
Writing URUT = (1/nλ)(Q− I) we can see that
tr[(I − Aλ)2URUT ] = 1
nλ
tr[(I − Aλ)Q(I − Aλ)]
=
1
nλ
tr[{I −Q−1T (T TQ−1T )−1T T − (I − Aλ)}(I − Aλ)]
=
1
nλ
tr[(I − Aλ)− (I − Aλ)2], (3.31)
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and substituting (3.31) into (3.28)
EγE[RSS(λ)] = σ
2
etr[(I − Aλ)2] + σ2enλotr[(I − Aλ)− (I − Aλ)2]. (3.32)
Now, we have shown that it is possible to choose a matrix B that satisfies BTB =
I, BBT = I − T (T TQ−1T )−1T TQ−1, and BTT = 0, so we can write
BTQB = BT (nλURUT + I)B
= nλBTURUTB + I. (3.33)
Let
Λ = diag{d1, . . ., dn−m} (3.34)
be the matrix of eigenvalues for BTURUTB with corresponding matrix of eigenvectors
V . Then, we can write
BTQB = V (nλΛ + I)V T . (3.35)
Using our representation for BTQB we can show that
tr[(I − Aλ)] =
n−m∑
i=1
(nλdi + 1)
−1 (3.36)
and hence
EγE[RSS(λ)] = σ
2
e
n−m∑
i=1
(nλodi + 1)
(nλdi + 1)
. (3.37)
Replacing (3.37) into EγE[GCV(λ)] we have
EγE[GCV(λ)] =
nEγE[RSS(λ)]
[tr(I − Aλ)]2
=
nσ2e
∑n−m
i=1 (nλodi + 1)(nλdi + 1)
−2
[
∑n−m
i=1 (nλd1 + i)
−1]2
. (3.38)
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When λ = λo expression (3.38) reduces to
EγE[GCV(λo)] =
σ2e∑n−m
i=1 (nλd1 + i)
−1 . (3.39)
Thus, the value of λo will minimize the GCV criterion if and only if[
n−m∑
i=1
(nλodi + 1)(nλdi + 1)
−2
][
n−m∑
j=1
(nλodj + 1)
−1
]
−
[
n−m∑
i=1
(nλdi + 1)
−1
]2
≥ 0.
A direct application of the Cauchy-Schwartz inequality shows that[
n−m∑
i=1
(nλdi + 1)
−1
]2
≤
[
n−m∑
i=1
(nλodi + 1)
(nλdi + 1)2
][
n−m∑
j=1
(nλodj + 1)
−1
]
, (3.40)
from which the result follows.
We prove next that the minimization of the UBR criterion is attained at λ = λo.
The UBR criterion is given by
UBR(λ) =
1
n
yT (I − Aλ)2y + 2
n
σ2etr(Aλ). (3.41)
The expectation of UBR with respect first to the errors and secondly to the random
effects γ is
EγE[UBR(λ)] =
1
n
EγE[RSS(λ)] +
2σ2e
tr
(Aλ)
=
σ2e
n
n−m∑
i=1
(nλodi + 1)
(nλdi + 1)
+
2σ2e
tr
(Aλ). (3.42)
We can write Aλ as −[(I −Aλ)− I], and this allow us to find that its eigenvalues are
equal to 1− 1/(nλdi + 1). Hence
EγE[UBR(λ)] =
σ2e
n
n−m∑
i=1
(nλodi + 1)
(nλdi + 1)
+
2σ2e∑ (n−mi=1 (1− 1(nλdi + 1)
)
(3.43)
with λo as before. Differentiating the expectation with respect to λ we get
∂EγE[UBR(λ)]
∂λ
=
σ2e
n
[
−2
n−m∑
i=1
(ndi)(nλodi + 1)
(nλdi + 1)3
+ 2
n−m∑
i=1
ndi
(nλdi + 1)2
]
(3.44)
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and this expression is zero when λ = λo. Differentiating again, we get
∂2EγE[UBR(λ)]
∂λ2
=
σ2e
n
[
6
n−m∑
i=1
(ndi)
2(nλodi + 1)
(nλdi + 1)4
− 4
n−m∑
i=1
(ndi)
2
(nλdi + 1)3
]
,
which is
σ2e
n
2
n−m∑
i=1
(ndi)
2
(nλdi + 1)3
≥ 0
at λ = λo showing that λo minimizes the UBR criterion.
Finally, we will prove that λo is a minimizer of the GML(λ) criterion. The GML
criterion is given by
GML(λ) =
yT (I − Aλ)y
|I − Aλ|1/(n−m)+
.
Proceeding as in the proofs for the GCV and UBR criteria, we can show that
EγE[GML(λ)] =
σ2etr[(I − Aλ)] + nλotr[(I − Aλ)(Q− I)]
[
∏n−m
i=1 (nλdi + 1)
−1/(n−m)]
. (3.45)
By the cyclic property of the trace, we can write tr[(I − Aλ)(Q− I)] as
tr[(Q− I)(I − Aλ)] = [I − T (T TQ−1T )−1T TQ−1 − (I − Aλ)]
= [BBT −B(BTQB)−1BT ]
= B[I − (BTQB)−1]BT ,
since BBT = I − T (T TQ−1T )−1T TQ−1. Hence
σ2etr[(I − Aλ)] + nλotr[(I − Aλ)(Q− I)] =
n−1∑
i=1
1
(nλdi + 1)
+
λo
λ
n−m∑
i=1
nλdi
(nλdi + 1)
=
n−m∑
i=1
(nλodi + 1)
(nλdi + 1)
. (3.46)
Replacing (3.46) in (3.45) produces
EγE[GML(λ)] =
σ2e∏n−m
i=1 (nλdi + 1)
−1/(n−m)
n−m∑
i=1
(nλodi + 1)
(nλdi + 1)
. (3.47)
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Now, taking the logarithm of the expectation we obtain
logEγE[GML(λ)] = logσ
2
e +
1
n−m
n−m∑
i=1
log(nλdi + 1)
+log
{
n−m∑
i=1
(nλodi + 1)
(nλdi + 1)
}
, (3.48)
and substituting λo for λ, we get
logEγE[GML(λo)] = logσ
2
e +
1
n−m
n−m∑
i=1
log(nλodi + 1)
+log(n−m). (3.49)
Following analogous steps to the ones taken to prove the minimization of GCV
by λo, we take the difference of logarithms of the expectations to see that a sufficient
condition for minimization at λo is that
log
[
1
n−m
n−m∑
i=1
(nλodi + 1)
(nλdi + 1)
]
− 1
(n−m)
n−m∑
i=1
log
[
(nλodi + 1)
nλdi + 1
]
≥ 0.
The logarithm is a concave function so we can now apply Jensen’s inequality to show
that
log
[
1
n−m
n−m∑
i=1
(nλodi + 1)
(nλdi + 1)
]
≥ 1
(n−m)
n−m∑
i=1
log
[
(nλodi + 1)
nλdi + 1
]
and this expression is zero at λ = λo.
¦
3.3 Simulations
There exists several studies comparing the GCV and GML estimates of λ in the
smoothing splines framework. Wahba (1985) studied the asymptotic behavior of
both smoothing parameter estimates and validated it with a Monte Carlo simulation.
She found theoretically and with the simulation that the GCV estimate of λ performs
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better than its GML counterpart. She used periodic smoothing splines with m = 2,
4 different error variances, ranging from .0125 to .020, and 3 different functions. The
simulations were done with sample sizes of 32, 64 and 128. Khon, Ansley and Tharm
(1991) conducted a larger simulation study with 10 functions that included light,
normal and heavy tail distributions. They also considered equally and unequally
spaced data points and had a wider range of variability. They found that both GML
and GCV estimators perform in similar ways, although when using splines withm = 3
and considering the function and its first derivative, the GML estimate outperforms
the GCV estimate.
We conducted a small simulation study to assess and compare the performance of
the GCV and GML estimates of the variance components in the mixed-effects model
setting. Consider the model
yij = θ + γi + eij (3.50)
with i = 1, . . .,M and j = i, . . ., ni. The response yij corresponds to the jth observa-
tion from the ith subject. The fixed parameter θ is the mean across subjects, the γi’s
are the random effects corresponding to subject i and they are independently nor-
mally distributed with zero mean and variance σ2b . The errors, eij, are independent
normally distributed random variables with zero mean and variance σ2e and indepen-
dent of the γi’s.
For simplicity, we will consider a balance design: i.e., n1 = n2 = · · · = n6, with
M = 6 subjects and 3 and 10 replications per subject, producing a total number of
observations equal to 18 and 60 respectively. We simulated the two settings a 1000
times and we then studied three cases:
1. The random-effect to noise ratio is larger than 1. We chose values of σb = 24
and σe = 4.
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2. The random-effect to noise ratio is smaller than 1. We chose values of σb = 4
and σe = 24.
3. The random-effect to noise ratio is equal to 1. We chose values of σb = 5 and
σe = 5.
We used the function lme in R which gives REML estimates for σ2e and σ
2
b (remember
that REML and GML were proven to be equivalent in Chapter II). We are calling
these estimates respectively σˆ2e(λGML) and σˆ
2
b(λGML)
. The respective GCV estimates are
called σˆ2e(λGCV ) and σˆ
2
b(λGCV )
, where
σˆ2e(λGML) =
RSS(λGML)
n−m , σˆ
2
e(λGCV )
= RSS(λGCV )
n−m ,
σˆ2b(λGML) = nλGMLσˆ
2
e(λGML)
, σˆ2b(λGCV ) = nλGCV σˆ
2
e(λGCV )
,
and RSS(λM) is the residual sum of squares when the estimated λ was computed
using method M= GCV or M=GML.
We are reporting the Bias, E(σe)− σˆe(λM ), the standard error, SE=
√
Var(σˆe(λM )),
and the Root Mean Squared Error, RMSE=
√
BIAS2 + SE2. The results of the
simulation showed that the GCV estimate of σe has larger bias and variability than the
GML estimate. The GCV estimate of the random-effects shows a better performance
than the GML estimate when the variance of the errors and the random-effects are
about the same. The GML estimate outperforms the GCV for case 2. These results
are shown in Tables 1, 2 and 3 and plots with the distribution of the sampled variances
are given in Figures 1 and 2. Figure 1 shows the box-plot comparison for the first
case when n = 18 and Figure 2 shows the quantile plot for the sampled error variance
simulated with σ2e = 16 and σ
2
b = 24
2. The theoretical quantiles are those of a
Chi-squared random variable with 16 degrees of freedom.
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Table 1: This table shows the simulation results for Case 1: σe = 4 and σb = 24.
GCV GML
Case Reps BIAS SE RMSE BIAS SE RMSE
1 3 σe 0.09 7.2 7.2 -0.02 6.5 6.5
σb 1.2 413 413 -0.03 376 376
1 10 σ2e 0.05 3.12 3.12 0.005 3.10 3.10
σb -0.15 352 352 0.22 395 395
Table 2: This table shows the simulation results for Case 2: σe = 24 and σb = 4.
GCV GML
Case Reps BIAS SE RMSE BIAS SE RMSE
2 3 σ2e 3.96 316 316.02 -0.96 200 200
σb 5.24 133 133.1 2.08 79 79.02
2 10 σ2e .94 120 120 -0.17 108 108
σ2b 1.01 38 38.01 -0.45 24 24
Table 3: This table shows the simulation results for Case 3: σe = 5 and σb = 5.
GCV GML
Case Reps BIAS SE RMSE BIAS SE RMSE
3 3 σ2e 0.6 14 14.01 -0.02 11 11
σb 0.05 22 22 -0.5 18 18
3 10 σ2e 0.08 5 5 -0.03 11 11
σb 0.07 18 18 -0.51 18 18
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Figure 1: Box-plot of the distributions of 1000 simulated error variances from samples
of size 18 and true error variance equal to 16.
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Figure 2: Plot of the theoretical quantiles of a Chi-squared random variable with 16
degrees of freedom vs. the empirical quantiles of the distribution of sampled error
variances estimators for case 1 using the GCV criterion.
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3.4 Summary
For several years now, it has been known that there is a relationship between the
mixed-effects model, the cubic smoothing spline estimator and the conditional mean
of the Bayesian model mentioned in Chapter II. We have extended those results to
a general mixed-effects setting, a general penalized least squares error criterion and
a general Bayesian model. We have also shown that the estimation of the variance
components in the Bayesian or mixed-effects model, and/or the smoothing parameter
in the penalized least squares framework, can be done via GML, GCV or UBR.
We have examined the performance of the GCV estimator and compared it to the
performance of the GML estimator. It seems that the GML estimator performs
better than GCV though a larger simulation study, with a larger variety of scenarios
is needed to provide adequate support for such a claim.
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CHAPTER IV
KALMAN FILTERING
During the past years new developments in technology have made it easier to imple-
ment some statistical methods which earlier were too computationally intensive for
use in practice. Increases in computer speed and memory capacity have alleviated
storage and processing power problems to some degree. However, the same advances
in technology are allowing us to gather much larger amounts of data. It is now com-
mon to see data sets with more than 200 predictors on 1000 subjects measured over
long periods of time. The analysis of large data sets with many variables in the linear
model framework will involve inversion of matrices producing flop counts that will be
driven by a factor proportional to the cube of the number of variables in the model.
For this reason, it is important to find efficient methods to compute our statistics in
high dimensional settings. One popular computational method that can often be of
great value in such cases is the Kalman Filter.
The Kalman filter was introduced in 1960 by Rudolph Kalman in the engineering
literature as a recursive estimation procedure for a random model. The Kalman filter
has been well known in the time series literature. But it was not until the 1980’s that
it started to attract attention from other areas of Statistics. The works of Ansley
and Kohn (1985), Kohn and Ansley (1987, 1991), de Jong (1989) and Koopman and
Durbin (1998) introduced the Kalman filter in the smoothing splines setting, whereas
Sallas and Harville (1981) discussed the Kalman filter in the mixed-effetcs linear
model context. More recently, Guo (2002, 2003) has promoted the use of the Kalman
filter, in the smoothing spline setting, as an alternative to the use of mixed-effects
procedures implemented in known software, such as SAS, when dealing with large
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numbers of observations.
Here we will build our way up to the diffuse Kalman recursion through a series
of simple steps. First, we will start by considering a purely random model and ex-
plain the forward (updating) and backward (smoothing) recursion algorithms for the
Kalman filter in this context. The standard Kalman filter considers specific initial
conditions that later will be changed to allow for a more general case, specifically,
the use of diffuse conditions. While the diffuse Kalman filter is a little bit more
complicated (e.g., see Ansley and Kohn, 1985; Kohn and Ansley, 1989; Koopman
and Durbin, 1998), we will show a simple way to implement it using the approach
taken by Eubank and Wang (2002) and Eubank, Huang and Wang (2003). We then
illustrate its application in different linear model settings, among them linear models
with correlated random errors and a functional linear model.
4.1 State-Space Models
Consider a signal-plus-noise model of the form
y(t) = f(t) + e(t), (4.1)
where y(t) is a p × 1 vector of realizations from a continuous stochastic process
observed at discrete points in time, t = 1, . . ., n, f(t) is a vector corresponding to the
signal part of the model evaluated at time t and the e(t) are vectors of unobservable,
zero mean, normal random errors with a p× p variance-covariance matrix W (t), and
W = {Cov[e(t), e(s)]}t,s=1,n
= diag{W (1), . . ., ,W (n)}. (4.2)
The signal, f(t), is said to have a state-space representation if it can be written
in the form
f(t) = H(t)x(t), (4.3)
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with
x(t+ 1) = F (t)x(t) + u(t), (4.4)
where H(t) is a non random p×m matrix and x(t) is an m×1 random vector (called
the state vector). The matrix F (t) in (4.4) is a known m × m matrix called the
transition matrix. The u(t) in (4.4) are m× 1, normally distributed random vectors
with zero means, positive-semidefinite variance-covariance matrix Ru(t) and they are
uncorrelated with each other and uncorrelated with the e(t). In this way,
y(t) = H(t)x(t) + e(t) (4.5)
is called the observation equation and (4.4) is called the state equation.
The initial goal here is to compute the predicted value of f(t), namely fˆ(t|t),
given by E[f(t)|y(1), . . ., ,y(t)]. For this purpose, define
yt = [y
T (1), . . .,yT (t)]T . (4.6)
Then
fˆ(t|t) = E[f(t)|y(1), . . ., ,y(t)]
= E[f(t)|yt]. (4.7)
But, (4.3) indicates that prediction of f(t) is tantamount to the prediction of
x(t). Thus, let us define the BLUP of x(t) based on y(1), . . ., ,y(t) as
xˆ(t|t) = E[x(t)|y(1), . . ., ,y(t)]
= E[x(t)|yt]. (4.8)
The Kalman filter uses the special covariance structure that is a consequence of
the recursive relationship given by (4.4) and (4.5) to provide an efficient, recursive
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algorithm, that computes the predicted state vectors, and hence, the predicted signal
vectors fˆ(t|t) and the smoothed prediction of f(t), namely
fˆ(t) = E[f(t)|yn]. (4.9)
These algorithms are called, respectively, the filtering (forward) and smoothing (back-
ward) Kalman algorithms.
We will start by deriving the algorithms used by the standard Kalman filter.
Equation (4.4) implies the need for specifying initial values for the state vector to start
the recursion. The standard Kalman filter specifices that x(0) = 0 and Var[x(0)] = 0.
There exists some other ways to initialize the state vector x(0). Sallas and Harville
(1981) chose x(0) = 0 and suggested an approximate maximum likelihood procedure
to estimate Var[x(0)] whereas de Jong (1989) and Kohn and Ansley (1989) assumed
x(0) to have a diffuse distribution. We will explain how to deal with diffuse initial
conditions after deriving the Kalman filter for x(0) ≡ 0.
First we will introduce some notation. Define the tth innovation as
²(t) = y(t)− E[y(t)|y(1), . . .,y(t− 1)]. (4.10)
This is the same as taking ²(1) = y(1) and then
²(t) = y(t)−
t−1∑
i=1
Cov[y(i), ²(i)]R−1² (i)²(i), (4.11)
for t = 2, . . ., n with
Var[²(t)] = R²(t).
The set of innovation vectors, ²(1), . . ., ²(n), are uncorrelated and span the
same vector space as the vectors of responses y(1), . . .,y(n). So, given any integer
j = 1, . . ., n, the computation of the BLUP of x(t) based on y(1), . . .,y(j), can also
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be done using the innovations ²(1), . . ., ²(j). In this way, using multivariate analysis
results, the BLUP of x(t) based on y(1), . . .,y(j) is found to be
xˆ(t|j) =
j∑
i=1
Cov[x(t), ²(i)]R−1² (i)²(i) (4.12)
with respective prediction error variance-covariance matrix
S(t|j) = Var[x(t)]−
j∑
i=1
Cov[x(t), ²(i)]R−1² (i)Cov[²(i),x(t)]. (4.13)
Let xˆ(0|0) = 0 and S(0|0) = 0. Then
xˆ(t|t− 1) = F (t− 1)xˆ(t− 1|t− 1), (4.14)
with respective variance-covariance matrix
S(t|t− 1) = F (t− 1)S(t− 1|t− 1)F T (t− 1) +Ru(t− 1). (4.15)
Then, applying (4.5), (4.8), (4.10) and (4.12), we can now write
²(t) = y(t)−HT (t)xˆ(t|t− 1) (4.16)
and the variance-covariance matrix for ²(t) takes the form
Var[²(t)] = H(t)S(t|t− 1)HT (t) +W (t) (4.17)
= R²(t). (4.18)
From the distribution of
[x(t), ²(t)]T | y(1) . . .,y(t− 1)
it can then be shown that
xˆ(t|t) = xˆ(t|t− 1) + S(t|t− 1)R−1² (t)H(t)²(t) (4.19)
with
S(t|t) = S(t|t− 1)− S(t|t− 1)HT (t)R−1² (t)H(t)S(t|t− 1). (4.20)
All this can be summarized as follows:
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Algorithm 4.1.1 (Forward Recursion) Initialize the forward recursion with
xˆ(0|0) = 0 and S(0|0) = 0. Then, for t = 1, . . ., n compute
S(t|t− 1) = F (t− 1)S(t− 1|t− 1)F T (t− 1) +Ru(t− 1),
R²(t) = H(t)S(t− 1|t− 1)HT (t) +W (t),
²(t) = y(t)−H(t)F (t− 1)xˆ(t− 1|t− 1),
xˆ(t|t) = F (t− 1)xˆ(t− 1|t− 1) + S(t|t− 1)HT (t)R−1² (t)²(t),
K(t) = F (t)S(t|t− 1)HT (t)R−1² (t),
S(t|t) = S(t|t− 1)− S(t|t− 1)HT (t)R−1² (t)H(t)S(t|t− 1).
At the end of algorithm (4.1.1) we have computed
E[f(1)|y1],E[f(2)|y2], . . .,E[f(n)|yn].
But often times, what we want is
E[f(1)|yn],E[f(2)|yn], . . .,E[f(n)|yn],
and the backward recursion of the Kalman filter allows us to compute these quantities.
First, notice that
fˆ(t) = y(t)− E[e(t)|yn] (4.21)
Letting eˆ(t) = E[e(t)|yn], we then have
eˆ(t) = Cov[e(t),yn][Var(yn)]
−1yn (4.22)
and this is also equivalent to
eˆ(t) = E[e(t)|²n] (4.23)
with ²n = [²(1), . . ., ²(n)]
T . Then, the backward recursion works as follows:
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Algorithm 4.1.2 (Backward Recursion) Pass on the values K(t), ²(t) and R²(t)
from the forward recursion and set
d(n) = ²(n),
C(n) = R²(n),
R²(n) = I −R−1² (n),
and
²(n) = ²(n)C−1(n).
Then, for t = (n− 1), . . ., 1 compute
xˆ(t|n) = −[HT (t)C−1(t)dT (t)] + [F (t+ 1)
−K(t+ 1)HT (t)]T xˆ(t+ 1|n),
S(t|n) = HT (t)C−1(t)H(t)
+[F (t+ 1)−K(t+ 1)H(t)]TS(t|t+ 1)
×[F (t+ 1)−K(t+ 1)H(t)],
d(t) = ²(t),
C(t) = R²(t),
eˆ(t) = ²(t)C−1(t) +KT (t)xˆ(t|n),
R²(t) = I −R−1² (t)−KT (t)S(t|n)K(t).
Eubank and Wang (2002) showed that the Kalman filter is equivalent to a
Cholesky algorithm. Generally, the Cholesky decomposition requires computations
of order n2, unless the variance-covariance matrix Var[yn], of the system of equations
Var[yn]b = c, (4.24)
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possesses some type of structure, i.e., band limited. Eubank and Wang (2002) illus-
trated that the state-space structure in model (4.1) allows for the development of a
smart Cholesky decomposition by writing
Var[yn] = LR²L
T (4.25)
with R² = diag{R²(t)}t=1,n, and L a lower triangular matrix. Then
²n = L
−1yn. (4.26)
Now, recall that
fˆn = Cov(f ,yn)[Var(yn)]
−1yn, (4.27)
for f = [fT (1), . . .,fT (n)]T . Hence, using (4.25) we can write
fˆn = yn −W (LT )−1R−1² ²n. (4.28)
But, by (4.22), we know that
eˆ = W (LT )−1R−1² L
−1yn
= W (LT )−1R−1² ²n, (4.29)
which is obtained after the backward Kalman filter algorithm.
Now, the question arises of what to do when it is not advisable to choose the
initial state vector to be zero. For example, there are some cases, e.g., the integrated
Brownian motion model, where the initial state vector is zero. But, this is not usually
the case. We may want to model the signal f(·) with some mean different from zero
but we have no idea of what values the state vector x(0) can take on. In this case, it
is suggested to model the second moment of x(0) with a diffuse prior (see Kohn and
Ansley, 1989; Koopman and Durbin, 1998).
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Without loss of generality, suppose that x(0|0) = µx, and that Var[x(0)] = νI.
The BLUP xˆ(t−1|t−1), and its respective variance-covariance matrix S(t−1|t−1),
are expressed in terms of conditional expectations (see (4.8)). In analogous ways as
the ones used to derived the conditional mean and variance of the Bayesian model in
Chapter II, it can be shown that the limits of the BLUP xˆ(t− 1|t− 1), its variance,
the innovations, etc. do not depend on the parameter ν and can be calculated but
not with the standard Kalman filter.
The problem is that our signal vector, f , now has the form
f = Tθ + Uγ
with Tθ representing the mean and Uγ the random part of the model and it is
precisely this type of model that we are dealing with here. The standard Kalman
filter only shows us how to deal with the random term Uγ.
There exists several algorithms to deal with diffuse initial conditions like the
ones proposed by Ansley and Kohn (1985), Kohn and Ansley (1989) and Koopman
and Durbin (1998). Some of these algorithms need additional multiplications, etc.,
in both, the forward and backward recursions, that make them more complicated
that the simple recursions for the standard case. Eubank, Huang and Wang (2003)
developed a way to circumvent such problems. We will illustrate their approach using
as an example the Bayesian model (2.64).
Consider observations y(ti) of the form
y(ti) = f(ti) + e(ti) (4.30)
for i = 1, . . ., n and with f(ti) = σbX(ti), where X(·) is the stochastic process
X(t) =
∫ 1
0
(t− u)m−1+
(m− 1)! dW (u), (4.31)
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with
(t)+ =
 0 if t < 0t if t ≥ 0 ,
and W (·) a Wiener process: i.e., a zero mean normal process with stationary inde-
pendent increments and W (0) = 0. Here we define
∫ 1
0
g(u)dW (u) as the limit of the
Riemann-Stieljes sum
∑
P g(ui)[W (ui+1) − W (ui)] with P a partition of [0, 1] and
assume that the Wiener process W (·) is independent of e(t1), . . ., e(tn). The errors
e(ti) are independently, normally distributed random variables with zero mean and
variance σ2e .
Notice that,
Cov[X(t), X(s)] = E
[∫ 1
0
(t− u)m−1+
(m− 1)! dW (u)
∫ 1
0
(s− u)m−1+
(m− 1)! dW (u)
]
.
Using the independent increments property and the Riemann-Stieljes integration we
have
Cov[X(t), X(s)] =
∫ 1
0
(t− u)m−1+
(m− 1)!
(s− u)m−1+
(m− 1)! du.
We are now going to show that f(ti) = σbX(ti) has state-space representation.
By definition (4.31) we can write
X(ti+1) =
∫ ti+1
0
(ti+1 − u)m−1
(m− 1)! dW (u)
=
∫ ti
0
(ti+1 − u)m−1
(m− 1)! dW (u) +
∫ ti+1
ti
(ti+1 − u)m−1
(m− 1)! dW (u) (4.32)
Let
u(ti) =
∫ ti+1
ti
(ti+1 − u)m−1
(m− 1)! dW (u) (4.33)
so that for ti < tj
Cov[u(ti), u(tj)] =
∫ tj
ti
(ti − u)m−1(tj − u)m−1
[(m− 1)!]2 du
= Rij.
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Now we need to work with∫ ti
0
(ti+1 − u)m−1
(m− 1)! dW (u).
Adding and subtracting ti in the numerator, we obtain∫ ti
0
(ti+1 − u)m−1
(m− 1)! dW (u) =
∫ ti
0
[(ti+1 − ti) + (ti − u)]m−1
(m− 1)! dW (u).
Applying the binomial theorem and interchanging the sum and the integration we get∫ ti
0
(ti+1 − u)m−1
(m− 1)! dW (u) =
m−1∑
k=0
(ti+1 − ti)k
k!
∫ ti
0
(ti − u)m−k−1
(m− k − 1)! dW (u),
=
m−1∑
k=0
(ti+1 − ti)k
k!
X(k)(ti). (4.34)
In this way, using (4.33) and (4.34) we can rewrite X(ti+1) as
X(ti+1) =
m−1∑
k=0
(ti+1 − ti)k
k!
X(k)(ti) + u(ti). (4.35)
Thus, define the state vector asX(ti) = [X(ti), X
(1)(ti), . . . , X
(m−1)(ti)]T . Then,
we can take
F (ti) =

1 (ti+1 − ti) (ti+1−ti)22! . . . (ti+1−ti)
m−1
(m−1)!
0 1 (ti+1 − ti) . . . (ti+1−ti)m−2(m−2)!
. 0 1 . . . (ti+1−ti)
m−3
(m−3)!
...
...
...
. . .
...
0 . . . 1

(4.36)
and using X(ti) and (4.36) in model (4.30), we have
y(ti) = h
TX(ti) + e(ti), (4.37)
and
X(ti+1) = F (ti)X(ti) + u(ti) (4.38)
70
with hT = (1, 0, . . . , 0)T an m × 1 vector. Together, equations (4.37) and (4.38)
define a simple state-space model with the same covariance structure that we have
been managing in the Bayesian model with the polynomial trend, i.e.,
Var[y] = σ2eQ,
for y = [y(t1), . . ., y(tn)]
T and
Q = (nλR + I),
where
R = {Rij}i,j=1,n .
This simple state-space model has the advantage of not needing an improper prior so
we can use the standard Kalman filter to compute predictors of the state vector and
the signal.
As we saw in (4.22), the implementation of the standard Kalman filter on the
vector y yields Q−1y (sinceW (ti) = σ2e for all i). We have shown that, in this setting,
the BLUP fˆ is given by
[I −Q−1(I − T (T TQ−1T )−1T TQ−1)]y.
Now, if we apply the Kalman filter to y and each of the m columns of T , we obtain:
Q−1T and Q−1y. So, if we set C = Q−1T and z = Q−1y, the computation of fˆ
reduces to computing T (T TC)−1T Tz. This can be done by solving the system of
equations T TCB = T Tz, for some matrix B, and this can be accomplished in order
m operations since T TC is an m×m matrix and T Tz is an m× 1 vector.
Usually, as we saw in previous chapters, we are required to estimate not only
f but also the smoothing parameter and/or the variance components of the random
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terms. The sample likelihood can be obtained after the forward Kalman recursion
has been completed. De Jong (1988) showed that the likelihood for a state space
model can be evaluated using the Kalman filter with initial conditions xˆ(0|0) = 0
and S(0|0) = 0 and established that, apart from a constant
−2`[y(1) . . .,y(n)] =
n∑
t=1
log|R²(t)|+
n∑
t=1
²T (t)R−1² (t)²(t). (4.39)
The GCV and UBR criteria can also be used to estimate the smoothing parameter and
the variance components by computing the diagonal elements of the matrix (I −Aλ)
after the backward recursion (see Eubank et al., 2003). Another advantage of the
Kalman filter is that it allow us to compute the predictors of the derivatives of f(t).
Notice that if we interchange the 1 and the firs zero in the vector h in our simple
model, what we are obtaining is the firs derivative of f . In this way, we can obtain
estimates of any of the (m− 1) derivatives of the signal with the same computational
effort.
4.2 Examples
One of the goals of this dissertation is to show how to employ the Kalman filter for
different types of scenarios. In the existing literature, when working with smoothing
spline estimators, it has been shown how to obtain the estimator using, e.g., the SAS
procedure PROC MIXED. But, when suggesting the use of the Kalman filter no code
has been shown. In this section, we will explicitly illustrate the different vectors and
matrices for two different settings: a signal-plus-noise model whose errors are mod-
eled with an autoregressive process of order 1, AR(1), and a functional linear model.
The codes to compute the corresponding estimators are provided in Appendix A and
B.
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4.2.1 Models with Correlated Random Errors
Our first example involves models with correlated random errors. Along the devel-
opment of this dissertation, we have assumed that the errors e(ti) are uncorrelated
with the same error variance σ2e . But often times, it is required to assume some other
type of covariance structure. We will show that, as long as the covariance structure
of the errors can be written with a state-space representation, we can still apply the
Kalman filter algorithm. To illustrate this case, we use an example taken from Wang
(1998a).
Wang used a data set taken from the Box and Jenkins’s book “Time Series
Analysis” (1976). The data set consists of 197 measurements of the “uncontrolled”
concentration in a continuous chemical process sampled every two hours (see Figure
3).
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Figure 3: Time Series A from Box and Jenkin’s book (1976). The data consists of 197
measurements of the “uncontrolled” concentration in a continuous chemical process
sampled every two hours.
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We will now illustrate how to compute the cubic smoothing spline estimator for
this series using the Kalman filter. For this purpose, first note that we can represent
our function as
y = f + e (4.40)
with y = [y(t1), . . ., y(tn)] the vector of responses and f = [f(t1), . . ., f(tn)] modeled
as
f = Tθ +Rb, (4.41)
where T , θ, b and R are as is in (2.41)-(2.44). The vector of random errors, e, is
normally distributed with zero mean and variance-covariance matrix given by
Var[e] = W (4.42)
with W depending on some correlation parameter ρ and variance σ2e but otherwise
having a known structure.
Then, the smoothing spline estimator of f will be the minimizer of
(y − Tθ −Rb)TW−1(y − Tθ −Rb) + 1
nλ
bTRb.
Similarly to the steps taken to obtain equations (2.51) and (2.52), we can find θ and
b by solving the system of equations:
T TW−1Tθ = T TW−1(y − b) (4.43)
QWb = nλ(y − Tθ), (4.44)
with
QW = nλR +W. (4.45)
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Solving for θ and b, it can be proved that the estimator fˆ will then have the form:
[I −Q−1W (I − T (T TQ−1W T )−1T TQ−1W )]y.
To apply the standard Kalman filter to the columns of T and to y we need to
write y(ti) using a state-space representation. For this, we will use again our simple
model. We know that the numerical solution of the smoothing spline estimator is the
same as the one for the Bayesian model
y = Tθ + σbX + e,
with assumptions as in (2.64). But we have shown previously that, for the simple
model σbX + e with independent errors e, we can find a state-space representation.
So, we need to show that we can express σbX + e as a state-space model with the e
being generated by an AR(1).
We will proceed as follows: since the errors e(ti) are generated by an AR(1)
process, they can be written as
e(ti+1) = be(ti) + v(ti), (4.46)
with b a non random coefficient and the v(ti) independently, normally distributed
random errors with zero mean and variance σ2e . Then, we can write y(ti) as
y(ti) = h
T
∗ (ti)X∗(ti), (4.47)
X∗(ti+1) = F∗(ti)X∗(ti) + u∗(ti), (4.48)
with
hT∗ = [h
T (ti), 1]
T , (4.49)
and
X∗(ti) = [XT (ti), e(ti)]T . (4.50)
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The errors are represented by
u∗(ti) = [u(ti), v(ti)], (4.51)
with h(ti) = (1, 0)
T , and X(ti) and u(ti) as in (4.31) and (4.33), respectively. The
matrix F∗ takes the form  F (ti) 0
0 b
 , (4.52)
with F (ti) defined as in (4.36).
The resulting smoothing spline estimator is shown in Figure 4. We estimated the
correlation coefficient b using the GML method and found it to be = 0.99999. The
variance was estimated to be 0.0052 and λˆGML = 0.0000552.
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Figure 4: Smoothing spline estimator of the time series A from Box and Jenkin’s
book (1976) using the Kalman filter. The parameters were estimated using the GML
criterion and were found to be: bˆ = 0.99999, σˆ2e = 0.0052 and λˆ = 0.0000552.
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4.2.2 A Functional Linear Model for Nested and Crossed Samples of Curves
The purpose of this example is twofold: first, we want to exemplify the use of the
Kalman filter in the context of functional data analysis. Secondly, we want to give
the reader an idea of the computational advantages of applying the Kalman filter
versus other approaches. To accomplish these objectives we have chosen to compare
our method with the approach taken by Brumback and Rice (1998) in their arti-
cle “Smoothing Spline Models for the Analysis of Nested and Crossed Samples of
Curves”.
In their article, the goal was to analyze metabolite progesterone profileus, mea-
sured daily in urine over the course of a menstrual cycle in a group of 51 women.
The study is part of a continuing study of early pregnancy loss carried out by the
Institute for Toxicology and Environmental Health at the University of California,
Davis, in collaboration with the Reproductive Epidemiology Section of the California
Department of Health Services, Berkeley.
The sample comes from patients with healthy reproductive function participating
in an artificial insemination clinic. The women in the study were divided into two
groups: 29 in the non-conceptive group and 22 in the conceptive group. Each woman
contributed a different number of cycles, ranging from 1 to 5 cycles, and some of the
cycles have missing values. Figure 5 shows profiles for the same women corresponding
to different cycles.
For illustration purposes, we will adopt the model proposed by Brumback and
Rice: i.e., we consider functions of the form
yijk(t) = fi(t) + fi,j(t) + fijk(t) + eijk(t), (4.53)
with i = 1, 2, j = 1, . . ., , ni, k = 1, . . ., nij and t = −8,−7, . . ., 15. Here, yijk(t) is
the hormone measurement observed at time t from the kth cycle belonging to the jth
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woman in the ith group.
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Figure 5: Observed progesterone measurements for subject 11 in the non-conceptive
group. The plots correspond to three of the four cycles for subject 11 and show the
log concentration versus day in the cycle. All cycles have missing observations. Days
corresponding to the menses were excluded.
The functions fi(·), fij(·) and fijk(·), represent smooth functions corresponding
to a group mean, subject departure from the group mean, and cycle departure from
78
the subject mean, respectively. The errors eijk(t) are iid normal random variables
with zero mean and variance σ2e . The errors do not depend on t. The notation
eijk(t) is meant to indicate that it is the unexplained variability corresponding to the
measurement taken at time t for individual j, cycle k and group i.
In their paper, Brumback et al. made use of the relationship between smoothing
spline estimators and mixed-effects models to write an individual profile by its vector
representation
yijk = T
ijkθi + U
ijkγi + T
ijkθij + U
ijkγij + T
ijkθijk + U
ijkγijk + eijk,(4.54)
with yijk = [yijk(−8), . . ., yijk(15)]T , T ijkθi + U ijkγi the mixed-effects model rep-
resentation of the group mean function, T ijkθij + U
ijkγij the mixed-effects model
representation of the subject departure from the group mean, and T ijkθijk+U
ijkγijk
the mixed-effects model representation of the cycle departure from the subject mean.
The design matrices T ijk and U ijk indicate the time points specific to curve ijk. Once
having written the mixed-effects model representation for each individual curve, they
took the ordered set of unique observation times from all curves taken together, and
then they defined the terms of each of the mixed-effects models in (4.54) in the same
way Wang (1998b) defined his in model 3 (see Chapter II, pp. 31): e.g., Rijk is defined
as in (2.44) and having the decomposition Rijk = Zijk(Zijk)T and the U ijk = Zijk.
Setting the random effects of curves in different grouping factor to be indepen-
dent of each other (i.e., γ1 is independent of γ2, γij is independent of γij
′
, for j 6= j′
and of the γi, etc.), and of the random errors eijk, for all i, j and k, they stacked the
curves in an analogous way to the univariate case (1.11), resulting in a big ANOVA
model
y = T gθg + U
gγg + T
sθs + U
sγs + T
cθc + U
cγc + e, (4.55)
with y = [y1,1,1, . . .,y2,29,1], T
g = diag{T ijk}, etc.
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After writing (4.55), they wrote its equivalent penalized least squares represen-
tation
argmin
∑
i
∑
k
∑
k
∑
t
[yijk(t)− fi(t)− fi,j(t)− fijk(t)]2
+λg
∫
[f
(2)
i (t)]
2dt+ λs
∫
[f
(2)
ij (t)]
2dt+ λc
∫
[f
(2)
ijk (t)]
2dt.
Brumback and Rice pointed out that computation of the smoothing spline estimator
can then be done using standard software, like SAS, using the mixed-effects model
framework. But, since this data set consists of 2183 observations, already imple-
mented routines will take a massive amount of time trying to invert the matrices
required. So, they proposed a transformation of the data.
Notice that (4.55) can be reduce even further as
y = Tθ + Uγ + e (4.56)
where
T = [T g, T s, T c],
θ = [θg,θs,θc]
T ,
U = [U g, U s, U c]
and
γ = [γc,γc,γc]
T .
Based on this fact, they proposed to use a transformation matrix whose rows are the
orthogonal eigenvectors of TT T corresponding to the zero eigenvalues. Then they
applied the EM algorithm of Dempster, Laird and Rubin (1977) to maximize the
restricted likelihood in the variance components and thus, obtaining estimators of
the smoothing parameters λg, λs and λc which they assumed were equal. Estimation
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of the function corresponding to the conceptive and non-conceptive groups took ap-
proximately one hour and twenty minutes, including the numerical optimization for
the smoothing parameters. Figure 6 shows the smoothing spline estimators for both,
conceptive and non conceptive groups.
Figure 6: Sample of urinary metabolite progesterone curves measured over 21 con-
ceptive and 70 non conceptive menstrual cycles. Smooth estimates for the non con-
ceptive and conceptive group means obtained by Brumback and Rice. The picture
was scanned from the Brumback and Rice article published by JASA (1998).
Using their model formulation, we applied the Kalman filter to obtain the smooth-
ing spline estimators for both group functions. We separated the observation in their
respective groups and ordered them according to time t. Then, we ran the forward
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pass of the Kalman filter to adaptively select the smoothing parameters. Once the
smoothing parameters were selected, we ran the Kalman filter to obtain the smoothing
spline estimators. Our fitted functions (Figure 7) give a pretty close visual agreement
to those in Brumback and Rice (1998) work.
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Figure 7: Sample of urinary metabolite progesterone curves measured over 21 con-
ceptive and 70 non conceptive menstrual cycles. Smooth estimates obtained using
the Kalman filter.
To get an idea of the variability of the mean group functions, Brumback and Rice
proposed a bootstrap algorithm using a hierarchical sampling scheme. To obtain the
bootstrap sample they did the following
1. Draw a sample of size g with replacement from the total number of women in
group i.
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2. For the jth sampled woman, j = 1, . . ., g, draw a sample with replacement of
size cj from the total number of cycle curves belonging to that woman.
Now, for each bootstrap sample it is necessary to calculate the eigenvalue decompo-
sition of the resulting matrices TT T and this will require about one and a half hours
each. So, instead of using the non-parametric approach, they applied a partially
parametric version of the bootstrap that required about 45 minutes to construct 35
bootstrap samples and their estimated fitted group means. In contrast to the Brum-
back an Rice approach, we decided to construct Bayesian confidence intervals. Recall
that in Chapter II we showed that, by using the Bayesian approach, we are able to
get (1− α)100% Bayesian confidence intervals with the formula
fˆi(t) ± z1−α/2
√
σˆ2eaii
where σˆ2e = [(yi − fˆ i)T (yi − fˆ i)]/(n−m), and the aii are the diagonal values of the
corresponding matrix (I − Aiλ). Here, yi denotes all the responses for group i and fˆ i
is the fitted function for the ith group mean function. The diagonal values can be
calculated by using the R²(t) and the innovations produced by the algorithm (4.1.2).
We will proceed to illustrate how to obtain them.
After applying the algorithm (4.1.2) to yi and to each of the columns of the
corresponding matrix T i, we have the vectors eˆyi , eˆTi1 , eˆTi2 , . . ., eˆTi(m−1) , where Tik,
k = 1, . . ., (m− 1) denotes the kth column of T i. Arrange the vectors in a matrix like
this
Z =
[
eˆTi1 , . . ., eˆTi(m−1) , eˆyi
]
. (4.57)
Let zi, i = 1, . . ., n, denote the ith row of Z. Then, the leverage values for time t = i
are given by
aii = R²(i)− zib, (4.58)
83
with b being the solution to the system of equations
ZTT ib = ZT [I : eˆyi ].
Our 95% confidence bands help to give us a better idea of how the functions vary.
The functions resulting from the permutation test in Figure 8 show some variability
but it is hard to quantify it. Our estimators with respective confidence bands are
shown in Figure 9.
Figure 8: 35 bootstrap simulations to compare fitted group means. The original fit
is displayed in the first panel for comparison. The picture was scanned from the
Brumback and Rice article published by JASA (1998)
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Figure 9: Smooth estimates for non conceptive, (a), and conceptive, (b), mean groups
with respective 95% confidence bands.
Table 4 shows run time comparisons between the time it took to compute the
fitted group mean function for the non conceptive group using the Kalman filter
and the mixed-effects model with the SAS procedure Proc Mixed. The smoothing
parameter was found via GML and the function optimize in R. The values of λˆ =
0.0005130205 and σˆ2e = .82, were obtained from both, the Kalman filter and the
mixed-effects model procedure. The calculation of the GML estimate of λ took about
1 minute CPU time in R.
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Table 4: These are the run time comparisons between the Kalman filter and SAS
PROC MIXED. I used the non conceptive group which has 1656 observations. The
computations were done on a 2.00GHz processor with 512 MB of RAM memory.
Method Real Time CPU Time
Kalman Filter 1.14 secs. 0.9 secs.
PROC MIXED 29 mins. 27 mins.
.
4.3 Pre´cis
In this chapter we have showed how to take advantage of the relationships established
by theorem (3.1.1) between the PLS criterion and the Bayesian model to apply an
efficient O(n) Kalman filter algorithm. This algorithm is flexible enough to allow
us to cover the case of correlated errors, when the errors can be represented in a
state-space formulation. We also showed the computer time savings reached when
applying the Kalman filter.
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CHAPTER V
CONCLUSIONS AND FUTURE RESEARCH
5.1 Conclusions
When we started the research for this dissertation, we had very specific goals. Our
intention was to provide a general framework to work specifically in the context of
functional data analysis. We focused our attention on proposed functional models
that were associated with popular inferential methods derived from the theory of
mixed-effects models or smoothing splines. However, in establishing results for this
case we realized that our approach could be generalized and applied in generic mixed-
effects, penalized least squares or Bayesian model settings.
We began in Chapter II by showing the numerical equivalence of
a) the BLUP of Tθ + γ from data following a mixed-effects model of the form
y = Tθ + γ + e, (5.1)
with y = [y(t1), . . ., y(tn)]
T the vector of responses, T the n × m matrix whose jth
column is equal to φj = [φj(t1), . . ., , φj(tn)]
T , for j = 1, . . .,m, and φj(ti) =
tj−1
(j−1)! .
The vector of fixed-effects θ is an m × 1 vector of unknown coeffincidents, γ is a
random vector with zero mean and variance-covariance matrix σ2bR, and independent
of the random errors e. The vector e is normally distributed with zero mean and
variance-covariance matrix σ2eI.
b) the smoothing spline estimator
fˆ = argminθ,γ(y − f)T (y − f) + λbTRb, (5.2)
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for f = Tθ + Rγ, with the matrix T , θ, and e as in (5.1), b is a vector of unknown
coeffincidents,
R =
{∫ min(tj ,ti)
0
(tj − u)m−1(ti − u)m−1
[(m− 1)!]2 du.
}
i,j=1,n
, (5.3)
and λ the smoothing parameter.
c) the limit as ν →∞ of the posterior mean of Tθ + γ from the model
y = Tθ + γ + e, (5.4)
with T , and e as before, and θ is a random vector with a prior distribution given by
N(0, νI). The random vector γ = σbX, with X(t), t ∈ [0, 1], a zero-mean Gaussian
stochastic process with covariance function
E[X(ti)X(tj)] =
∫ min(tj ,ti)
0
(tj − u)m−1(ti − u)m−1
[(m− 1)!]2 du.
The random vectors θ, γ and e are independent of each other.
The BLUP of (5.1), the smoothing spline estimator in (5.2), and the posterior
mean of (5.4), all have the same form
[I −Q−1(I − T (T TQ−1T )−1T TQ−1)]y, (5.5)
with Q = nλR+ I. These relationships have been know for some time now and they
have been utilized by people like Wahba (1978, 1983), Wang (1996), and Brumback
and Rice (1998) just to mention a few.
Accompanying these results, we have methods to estimate some of the parameters
involved in (5.5): e.g., the smoothing parameter and the variance components. We
have shown that the method of REML is equivalent to the GML method to estimate
variance components. The method of GCV, UBR and GML are choices for estimating
λ in (5.2).
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In Chapter III, we generalized these results by considering a general mixed-effects
model, the penalized least squares criterion and a general Bayesian model, i.e.,
a) the BLUP of Tθ + Uγ when
y = Tθ + Uγ + e, (5.6)
with T and U design matrices for the fixed and random effects, θ and γ, respectively,
and the assumptions on the random vectors are as in (5.1),
b) the estimator fˆ = T θˆ + U γˆ with θˆ and γˆ obtained by minimizing
PLS(θ,γ) = (y − Tθ − Uγ)T (y − Tθ − Uγ) + γTR−1λ γ, (5.7)
c) and the posterior mean of Tθ + Uγ from the Bayesian model
y = Tθ + Uγ + e, (5.8)
where T , U , γ, and e are as in (5.6), the vector θ is normally distributed with mean
zero, variance-covariance matrix νW , for some positive-definite matrix W and ν is
allowed to approach infinity. The vectors θ, γ, e are independent of each other.
We have proved that (5.6), (5.7) and (5.8) yield the same numerical answer
[I −Q−1(I − T (T TQ−1T )−1T TQ−1)]y
with Q = nλURUT + I. This result allows us to compute any of the numerical solu-
tions of (5.6), (5.7) or (5.8) using the other two settings. The choice of the estimation
procedure to use then will depend entirely on computational efficiency or software
availability.
Estimation of the variance components in the mixed-effects model setting or in
the Bayesian model context, is usually done via GML. We showed that the GCV and
UBR methods can also be utilized for estimation of the variance components. The
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GML method is maximized by the ratio of the variance components, and the GCV
and UBR approaches are minimized by the same ratio. A small Monte Carlo study
was conducted to compare the GCV and GML techniques. The GML estimators
showed a smaller root mean squared error (RMSE) than the GCV estimator in al-
most all cases. However, there were two cases when the GCV estimate of the random
components had smaller RMSE than its GML counterpart.
In chapter IV we dealt with our second goal for this research: the implementation
of an efficient algorithm to compute corresponding point and interval estimators. We
introduced the notion of state-space models and showed that, if we can assume that
our responses y have a state-space structure, then we can apply the Kalman filter
algorithm.
The assumption on the y’s is not as restrictive as it seems. When we assume
a state-space structure on our responses, what we are doing is to assume a special
structure in the variance-covariance matrix of our model, and this is what we usually
do in practice, for example, assuming that the errors are generated by an autoregres-
sive moving average (ARMA) process, Brownian motion, or just white noise. The
cases mentioned above all have state-space representation.
We have illustrated the application of the Kalman fiter with two cases: one in
which the errors are generated by an AR(1) process, and the other a functional linear
model. We have provided the code for these cases in Appendix A and B. We also
provided run time comparisons between the estimators obtained via Kalman filter
and by using the SAS procedure Proc Mixed. Our results show the great savings in
computer time when using the Kalman filter.
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5.2 Future Research
We have seen the great advantage of applying the Kalman filter when computing
BLUP’s in the mixed-effects model context or smoothing spline estimators. Due to
its computational efficiency, application of the Kalman filter in state-space oriented
problems has increased. There is an active area of research in areas where, like
atmospheric or oceanic sciences, besides the temporal dimension there exists the in-
fluence of a spatial effect (see, e.g., Wickle and Cressie, 1999; Huang et al., 2002). A
known approach for this type of spatial-temporal problems is the use multi-resolution
analysis (MRA). It would be of interest to explore the random-effects model and
penalized least squares regression in the MRA setting and study its connection to
kriging.
We would like to generalized the techniques used in this dissertation to the vary-
ing coefficient models. Eubank et al. (2004) considered the use of smoothing splines as
estimators of coefficient curves for varying coefficient models with a single effect mod-
ifying covariate. They showed that smoothing spline estimators for varying coefficient
models can be represented using the Bayesian setting discussed here and hence, the
Kalman filter can be applied to obtain the estimators. It would be of interest to apply
the methods found in this dissertation to that case and to extend it to the case with
more than one modifying covariate.
In this dissertation we briefly explored the sampling distribution of the GCV
estimate. We would like to explore in more detail the sampling and asymptotic prop-
erties of the GCV and UBR estimates of the variance components in the mixed-effects
models.
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APPENDIX A
SAS PROGRAMS
fmat
/*********************************************************************/
/* begin module fmat to compute the transition matrix F in the KF. */
/* it has as arguments the vector of ordinates ti, the order of the */
/* derivative in the penalty term or the number of fixed parameters */
/* to estimate in the mixed models effects and the number of */
/* observations at which F(t) is computed. */
/* It requires to initialize the proc iml software. */
/*********************************************************************/
*call to iml;
proc iml;
*This makes the storage library for modules and matrices;
*in the Kalman library;
*and the storage kstor;
reset storage=kalman.kstor;
*This initializes the module;
start fmat(t,m,k);
/*TODO: check that the values are valid*/
nr=nrow(t);
nc=ncol(t);
mr=round(m,1);
*checks for k being a positive integer since it ;
*indicates the kth point to evaluate in F;
if k<1 then do;
print "k must be positive integers";
stop;
end;
*check that the order of derivative is a positive integer;
if m<1 | m^=mr then do;
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print m "m must be positive integers";
stop;
end;
*Check that t is an n by 1 vector;
if nc^=1 then do;
print "t must be an n by 1 vector";
stop;
end;
*check that the kth point is inside the length of t;
if k>nr then do;
print "k must be a number between 1 and the length of t";
stop;
end;
/* get values for t_k and t_k-1; */
t_k = t[k,1];
if ( k = 1 ) then t_k1 = t_k;
else t_k1 = t[k-1,1];
*print t_k;
*print t_k1;
f=I(m);
*print f;
*start the loop to make the F matrix;
do r=1 to m;
do c=(r+1) to m;
a=c-r;
b=gamma(a+1);
d=t_k - t_k1;
f[r,c]=(d**a)/b;
end;
end;
return (f);
finish fmat;
*This stores the module fmat in kalman.kstor and shows that;
* it is in there;
store module=(fmat);
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*show storage;
quit;
umat
/**********************************************************************/
/* begin module umat to compute the covariance matrix U in the KF. */
/* it has as arguments the vector of ordinates ti, the order of the */
/* derivative in the penalty term or the number of fixed parameters */
/* to estimate in the mixed models effects and the number of */
/* observation at which F(t) is computed and the smoothing parameter */
/* lambda. It requires to initialize the proc iml software. */
/**********************************************************************/
proc iml;
*This makes the storage library for modules and matrices;
* in the Kalman library and the storage kstor;
reset storage=kalman.kstor;
*This initializes the module;
start umat(t,m,k,lambda);
/*TODO: check that the values are valid*/
mr=round(m,1);
nr=nrow(t);
nc=ncol(t);
*checks for k being a positive integer since it indicates the kth;
*point to evaluate in F;
if k<1 then do;
print k " k must be positive integers";
stop;
end;
*check that the order of derivative is a positive integer;
if m<1 | m^=mr then do;
print m "m must be positive integers";
stop;
end;
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*Check that t is an n by 1 vector;
if nc^=1 then do;
print "t must be an n by 1 vector";
stop;
end;
*check that the kth point is inside the length of t;
if k>nr then do;
print k "k must be a number between 1 and the length of t: " nr;
stop;
end;
*check that lambda is bigger than 0;
if lambda<0 then do;
print lambda "lambda must be non negative";
stop;
end;
/* get values for t_k and t_k-1; */
t_k = t[k,1];
if ( k = 1 ) then t_k1 = t_k;
else t_k1 = t[k-1,1];
*print t_k;
*print t_k1;
u=j(m,m,0);
*start the loop to make the F matrix;
do r=1 to m;
do c=1 to m;
ex1=2*m-c-r+1;
fac1=fact(m-r);
fac2=fact(m-c);
d=t_k - t_k1;
u[r,c]=(d**ex1)/(ex1*fac1*fac2);
end;
end;
u=lambda*u;
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return (u);
finish umat;
*This stores the module umat in kalman.kstor;
* and shows that it is in there;
store module=(umat);
*show storage;
quit;
polymat
/*********************************************************************/
/* This function creates a matrix of polynomial basis #t_i^j/j! for */
/* i=1,...n and j=0,...,m-1. */
/* t is a vector of times or distances t and */
/* m is the order of the polynomial */
/*********************************************************************/
proc iml;
*This makes the storage library for modules and matrices;
*in the Kalman library and the storage kstor;
reset storage=kalman.kstor;
*This initializes the module;
start polymat(t,m);
*checking that all arguments are correct;
nr=nrow(t);
nc=ncol(t);
mr=round(m,1);
*check that the order of derivative is a positive integer;
if m<1 | m^=mr then do;
print "m must be a positive integer " m;
stop;
end;
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*Check that t is an n by 1 vector;
if nc^=1 then do;
print "t must be an n by 1 vector";
stop;
end;
PB=j(nr,m,.);
PB[,1]=1;
do i=2 to m;
expo=i-1;
PB[,i]=t##expo/fact(expo);
end;
return(PB);
finish polymat;
*This stores the module polymat in kalman.kstor;
* and shows that it is in there;
store module=(polymat);
*show storage;
quit;
kff
/**********************************************************************/
/* This function computes the forward recursion of the Kalman filter */
/* to obtain the estimator of a function. ti is the vector of */
/* ordinates, y is the vector of responses, m is the mth */
/* derivative in the penalty term, lambda is the smoothing parameter */
/* and w is the weight for the random errors. */
/* This is a subroutine so we need to pass the names of the matrices */
/* we want to obtain which : the innovations=inov, the temporary */
/* matrix, K=kmat, which is necessary for the backward recursion, */
/* res=r the residuals, and the vector stvec to check the program. */
/**********************************************************************/
proc iml;
*This makes the storage library for modules and matrices;
* in the Kalman library and the storage kstor;
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reset storage=kalman.kstor;
*This initializes the module;
start kff(inov,kmat,res,stvec,t,y,m,lambda,w,dev);
ni=nrow(t);
Ti=polymat(t,m);
Z=j(ni,(m+1),0);
X=j(m,(m+1),0);
S=j(m,m,0);
K=j(m,ni,0);
a=j(ni,1,0);
r=j(ni,1,0);
h=j(m,1,0);
h[dev,1]=1;
Z[,1:m]=Ti;
Z[,m+1]=y;
W=j(ni,1,w);
do i=1 to ni;
F=Fmat(t,m,i);
U=Umat(t,m,i,lambda);
Ft=F‘;
ht=h‘;
S=(F*S*Ft)+U;
r[i,1]=(ht*S*h)+W[i,1];
Z[i,]=Z[i,]-(ht*F*X);
X=F*X+(S*h*Z[i,]/r[i,]);
a[i,1]=X[1,m+1];
K[,i]=F*S*h/r[i,1];
S=S-S*h*ht*S/r[i,1];
end;
inov=Z;
res=r;
kmat=K;
stvec=a;
finish kff;
*This stores the module kff in kalman.kstor;
* and shows that it is in there;
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store module=(kff);
*show storage;
quit;
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kfb
/**********************************************************************/
/* This function computes the backward recursion of the Kalman filter*/
/* to obtain the smooth estimator of a function. ti is the vector of */
/* ordinates, y is the vector of responses, m is the mth derivative */
/* in the penalty term, lambda is the smoothing parameter and w is */
/* the weight for the random errors. */
/* inov is the matrix of innovations from the forward recursion, kmat*/
/* is the matrix K necessary to compute the variances s(t|t), and the*/
/* residuals res. */
/* The program will return the modified matrix inov, and r. */
/**********************************************************************/
proc iml;
*This makes the storage library for modules and matrices;
* in the Kalman library and the storage kstor;
reset storage=kalman.kstor;
*This initializes the module;
start kfb(inovs,ress,inov,kmat,res,t,m,dev);
n=nrow(t);
Z=inov;
K=kmat;
r=res;
X=j(m,(m+1),0);
S=j(m,m,0);
b=Z[n,];
c=r[n,1];
r[n,1]=1-(1/r[n,1]);
Z[n,]=Z[n,]/c;
h=j(m,1,0);
h[dev,1]=1;
do i=(n-1) to 1 by -1;
F=Fmat(t,m,(i+1));
X=(-(h*b)/c)+(F-K[,i+1]*h‘)‘*X;
S=(h*h‘/c)+(F-K[,i+1]*h‘)‘*S*(F-K[,i+1]*h‘);
b=Z[i,];
c=r[i,1];
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Z[i,]=(Z[i,]/c)+(X‘*K[,i])‘;
r[i,1]=1-(1/r[i,1])-K[,i]‘*S*K[,i];
end;
inovs=Z;
ress=r;
finish kfb;
*This stores the module kff in kalman.kstor;
* and shows that it is in there;
store module=(kfb);
*show storage;
quit;
kf
/*********************************************************************/
/* This code calls the kalman filter forward and backward recursions*/
/* and obtains the fitted values and their respective residuals of a*/
/* smooth function f. */
/* t is the vector of ordinates. */
/* y is the vector of responses. */
/* m is the order of the derivative in the penalty term. */
/* lambda is the smoothing parameter. */
/* dev is the order of the derivative we want to estimate,.i.e, */
/* if dev=1 then we are estimating f, if dev=2 we are estimating f’ */
/* , etc. and w is the weights for the random errors. */
/*********************************************************************/
proc iml;
*This makes the storage library for modules and matrices;
* in the Kalman library and the storage kstor;
reset storage=kalman.kstor;
*This initializes the module;
start kf(fhat,r,inovs,inov,kmat,ress,res,stvec,
t,y,m,lambda,w,dev,update);
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load module=(kff kfb fmat umat polymat);
run kff(inov,kmat,res,stvec,t,y,m,lambda,dev,w);
run kfb(inovs,ress,inov,kmat,res,t,m,dev);
n=nrow(t);
*This gives Q^(-1)y;
Z=inovs[,m+1];
*this gives Q^(-1)Ti;
V=inovs[,1:m];
Ti=polymat(t,m);
C=j(n,n+1,1);
iden=i(n);
C[,1:n]=iden;
C[,(n+1)]=Z;
a=Ti‘*V;
b=Ti‘*C;
*This solves the system Ti^TV=Ti^T[I:z];
B=solve(a,b);
fhat=Z-V*B[,(n+1)];
fhat=y-fhat;
*This computes the residual values;
update=inovs[,1:m]*B[,1:n];
temp1=j(n,1,1);
temp2=diag(update)*temp1;
r=ress+temp2;
finish kf;
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APPENDIX B
R PROGRAMS
Fmat
Fmat=function(ti,m,j){
#this function computes the transition matrix in the state-space
# model
#ti is the vector of time or distance points
#m is the number of derivatives in the penalty term
#j is the point at which we are obtaining the matrix.
ni=length(ti)
if (!is.numeric(ti)) {
stop("ti needs to be a numeric vector")
}
else if (!m>0) {
stop("m must be a nonnegative integer")
}
else if (j==0 || j>ni) {
stop("the range of j must be an integer between 1 and length
of ti")
}
#initial value t0 equals the first value of input vector ti.
t0=ti[1]
#including the value t0 in ti
ti=c(t0,ti)
#reindexing the jth point of ti
j=j+1
Fi=matrix(0,m,m)
for(r in 1:m){
for(c in r:m){
Fi[r,c]=((ti[j]-ti[j-1])^(c-r))/factorial(c-r)
}
}
return(Fi)
}
Umat
Umat=function(ti,m,j,lambda){
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#this function computes the covariance matrix of the
#wiener process u(t_i).
#ti is the vector of time or distance points
#m is the number of derivatives in the penalty term
#j is the point at which we are obtaining the matrix.
ni=length(ti)
if (!is.numeric(ti)) {
stop("ti needs to be a numeric vector")
}
else if (!m>0) {
stop("m must be a nonnegative integer")
}
else if (j==0 || j>ni) {
stop("the range of j must be an integer between 1 and length of
ti")
}
else if (lambda<0 || lambda==0) {stop("lambda must be nonnegative")}
Ui=matrix(NA,m,m)
#initial value t0 equals the first value of input vector ti.
t0=ti[1]
#including the value t0 in ti
ti=c(t0,ti)
#reindexing the jth point of ti
j=j+1
for(r in 1:m){
for(c in 1:m){
Ui[r,c]=(ti[j]-ti[j-1])^(2*m-r-c+1)/((2*m-r-c+1)
*factorial(m-r)*factorial(m-c))
}
}
Ui=(lambda)*Ui
return(Ui)
}
kff
kff=function(ti,y,m,lambda,w){
#This function computes the forward recursion
#of the Kalman filter to obtain the estimator of a function.
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#ti is the vector of ordinates.
#y is the vector of responses.
#m is the mth derivative in the penalty term.
#lambda is the smoothing parameter.
#w is the weight for the random errors.
ni=length(ti)
Ti=polymat(ti,m)
Z=matrix(NA,ni,(m+1))
X=matrix(0,m,(m+1))
S=matrix(0,m,m)
K=matrix(NA,m,ni)
a=matrix(NA,ni,1)
r=rep(0,ni)
h=rep(0,m)
h[1]=1
Z[,1:m]=Ti
Z[,m+1]=y
W=rep(w,ni)
for(i in 1:ni){
F=Fmat(ti,m,i)
U=Umat(ti,m,i,lambda)
S=F%*%S%*%t(F)+U
r[i]=t(h)%*%S%*%h+W[i]
Z[i,]=Z[i,]-t(h)%*%F%*%X
X=F%*%X+(S%*%h%*%Z[i,]/r[i])
a[i,1]=X[1,m+1]
K[,i]=F%*%S%*%h/r[i]
S=S-S%*%h%*%t(h)%*%S/r[i]
}
#added X and S in the return.
list(Z=Z,r=r,K=K,a=a)
}
kfb
kfb=function(ti,m,Z,r,K){
#This function computes the backward recursion
#of the Kalman filter to obtain the estimator of a function.
#ti is the vector of ordinates.
#m is the mth derivative in the penalty term.
#Z is the matrix of innovations at time t_i|t_(i-1),...,t_1
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#r is the vector of variances for the innovations
#K is the matrix of updates variances of the state vector.
n=length(ti)
X=matrix(0,m,(m+1))
S=matrix(0,m,m)
b=Z[n,]
c=r[n]
r[n]=1-(1/r[n])
Z[n,]=Z[n,]/c
a=matrix(NA,n,1)
h=rep(0,m)
dev=1
h[dev]=1
for(i in (n-1):1)
{
F=Fmat(ti,m,(i+1))
X=(-(h%*%t(b))/c)+t(F-K[,i+1]%*%t(h))%*%X
S=(h%*%t(h)/c)+t(F-K[,i+1]%*%t(h))%*%S%*%(F-K[,i+1]%*%t(h))
b=Z[i,]
c=r[i]
Z[i,]=(Z[i,]/c)+t(X)%*%K[,i]
r[i]=1-(1/r[i])-t(K[,i])%*%S%*%K[,i]
a[i,1]=X[1,m+1]
}
list(Z=Z,r=r,a=a)
}
kf
kf=function(ti,y,m,lambda,w){
#This code estimates a single smooth function
#via Kalman Filtering.
#ti is the vector of ordinates
#y is the vector of responses
#m is the mTh derivative in the penalty term
#lambda is the smoothing parameter
#w is the weight of random errors.
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ni=length(ti)
#lambdahat=gml(
#this computes the forward recursion of the Kalman filter.
xf=kff(ti,y,m,lambda,w)
#this computes the backward recursion of the Kalman filter.
xb=kfb(ti,m,xf$Z,xf$r,xf$K)
#this gives Q^(-1)y
z=xb$Z[,(m+1)]
#this gives Q^(-1)Ti
V=xb$Z[,1:m]
V=as.matrix(V)
Ti=polymat(ti,m)
C=matrix(NA,ni,ni+1)
iden=diag(1,ni)
C[,1:ni]=iden
C[,(ni+1)]=z
a=t(Ti)%*%V
b=t(Ti)%*%C
#This solves the system Ti^TV=Ti^T[I:z]
B=solve(a,b)
fhat=z-V%*%B[,(ni+1)]
fhat=y-fhat
#This computes the residual values
r=xb$r
#for(i in 1:ni)
#{
#r[i]=r[i]+xb$Z[i,1:m]%*%B[,i]
#}
update=diag(xb$Z[,1:m]%*%B[,1:ni])
r=r+update
list(fhat=fhat,r=r,lambda=lambda,X=xf$a,Xb=xb$a,Zf=xf$Z,Zb=xb$Z)
}
gmll
gmll=function(lam,data)
{
#this function maximizes the likelihood with respect to lambda
x=kff(ti=data$ti,y=data$y,m=data$m,lambda=lam,w=data$w)
R=sum(log(x$r))
Rinv=diag(1/x$r)
a=t(x$Z[,data$m+1])%*%Rinv%*%x$Z[,data$m+1]
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lik=-2*(R+a)
return(lik)
}
The following are the modified Kalman recursions for the case of autocorrelate of
order 1.
kff
kff=function(ti,y,m,lambda,w,q){
#This function computes the forward recursion
#of the Kalman filter to obtain the estimator of a function.
#ti is the vector of ordinates.
#y is the vector of responses.
#m is the mth derivative in the penalty term.
#lambda is the smoothing parameter.
#w is the weight for the random errors.
#q is the correlation for the errors.
ni=length(ti) #number of observations
Ti=polymat(ti,m) #matrix T of polynomial terms
Z=matrix(NA,ni,(m+1)) #innovations
X=matrix(0,(m+1),(m+1)) #state-vector
S=matrix(0,(m+1),(m+1)) #variance of the state-vectors
K=matrix(NA,(m+1),ni) #Kalman gain
a=matrix(NA,ni,2) #storage matrix for the state-vectors
r=rep(0,ni) #variance of the innovations
h=rep(0,(m+1)) #vector in the observation equation
h[1]=1
h[m+1]=1
Z[,1:m]=Ti
Z[,m+1]=y
W=rep(w,ni) #vector of variances for the iid errors.
F=matrix(0,(m+1),(m+1))
U=matrix(0,(m+1),(m+1))
for(i in 1:ni){
Fx=Fmat(ti,m,i)
F[1:m,1:m]=Fx
F[(m+1),(m+1)]=q
Ux=Umat(ti,m,i,lambda)
U[1:m,1:m]=Ux
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U[(m+1),(m+1)]=W[i]
S=F%*%S%*%t(F)+U
r[i]=t(h)%*%S%*%h+1
Z[i,]=Z[i,]-t(h)%*%F%*%X
X=F%*%X+(S%*%h%*%Z[i,]/r[i])
a[i,1]=X[1,m+1]
a[i,2]=X[1,1]
K[,i]=F%*%S%*%h/r[i]
S=S-S%*%h%*%t(h)%*%S/r[i]
}
#added X and S in the return.
list(Z=Z,r=r,K=K,a=a)
}
kfb
kfb=function(ti,m,Z,r,K,q){
#This function computes the backward recursion
#of the Kalman filter to obtain the estimator of a function.
#ti is the vector of ordinates.
#m is the mth derivative in the penalty term.
#Z is the matrix of innovations at time t_i|t_(i-1),...,t_1
#r is the vector of variances for the innovations
#K is the matrix of updates variances of the state vector.
n=length(ti)
X=matrix(0,(m+1),(m+1))
S=matrix(0,(m+1),(m+1))
b=Z[n,]
c=r[n]
r[n]=1-(1/r[n])
Z[n,]=Z[n,]/c
a=matrix(NA,n,2)
a[n,1]=X[1,m+1]
a[n,2]=X[1,1]
h=rep(0,m+1)
dev=1
h[dev]=1
h[m+1]=1
F=matrix(0,(m+1),(m+1))
for(i in (n-1):1)
{
Fx=Fmat(ti,m,(i+1))
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F[1:m,1:m]=Fx
F[(m+1),(m+1)]=q
X=(-(h%*%t(b))/c)+t(F-K[,i+1]%*%t(h))%*%X
S=(h%*%t(h)/c)+t(F-K[,i+1]%*%t(h))%*%S%*%(F-K[,i+1]%*%t(h))
b=Z[i,]
c=r[i]
Z[i,]=(Z[i,]/c)+t(X)%*%K[,i]
r[i]=1-(1/r[i])-t(K[,i])%*%S%*%K[,i]
a[i,1]=X[1,m+1]
a[i,2]=X[1,1]
}
list(Z=Z,r=r,a=a)
}
kf
kf=function(ti,y,m,lambda,w,q){
#This code estimates a single smooth function
#via Kalman Filtering.
#ti is the vector of ordinates
#y is the vector of responses
#m is the mTh derivative in the penalty term
#lambda is the smoothing parameter
#w is the weight of random errors.
ni=length(ti)
#lambdahat=gml(
#this computes the forward recursion of the Kalman filter.
xf=kff(ti,y,m,lambda,w,q)
#this computes the backward recursion of the Kalman filter.
xb=kfb(ti,m,xf$Z,xf$r,xf$K,q)
#this gives Q^(-1)y
z=xb$Z[,(m+1)]
#this gives Q^(-1)Ti
V=xb$Z[,1:m]
V=as.matrix(V)
Ti=polymat(ti,m)
C=matrix(NA,ni,ni+1)
iden=diag(1,ni)
C[,1:ni]=iden
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C[,(ni+1)]=z
a=t(Ti)%*%V
b=t(Ti)%*%C
#This solves the system Ti^TV=Ti^T[I:z]
B=solve(a,b)
fhat=z-V%*%B[,(ni+1)]
fhat=y-fhat
#This computes the residual values
r=xb$r
#for(i in 1:ni)
#{
#r[i]=r[i]+xb$Z[i,1:m]%*%B[,i]
#}
update=diag(xb$Z[,1:m]%*%B[,1:ni])
r=r+update
list(fhat=fhat,r=r,lambda=lambda,X=xf$a,Xb=xb$a,Zf=xf$Z,Zb=xb$Z)
}
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