Intuitionistic fuzzy sets (IFSs) provide mathematical framework based on fuzzy sets to describe vagueness in data. It finds interesting and promising applications in different domains. Here, we develop an intuitionistic fuzzy possibilistic C means (IFPCM) algorithm to cluster IFSs by hybridizing concepts of FPCM, IFSs, and distance measures. IFPCM resolves inherent problems encountered with information regarding membership values of objects to each cluster by generalizing membership and nonmembership with hesitancy degree. The algorithm is extended for clustering interval valued intuitionistic fuzzy sets (IVIFSs) leading to interval valued intuitionistic fuzzy possibilistic C means (IVIFPCM). The clustering algorithm has membership and nonmembership degrees as intervals. Information regarding membership and typicality degrees of samples to all clusters is given by algorithm. The experiments are performed on both real and simulated datasets. It generates valuable information and produces overlapped clusters with different membership degrees. It takes into account inherent uncertainty in information captured by IFSs. Some advantages of algorithms are simplicity, flexibility, and low computational complexity. The algorithm is evaluated through cluster validity measures. The clustering accuracy of algorithm is investigated by classification datasets with labeled patterns. The algorithm maintains appreciable performance compared to other methods in terms of pureness ratio.
Introduction
Clustering algorithms [1, 2] form an integral part of computational intelligence and pattern recognition research. Clustering analysis is commonly used as an important tool to classify collection of objects into homogeneous groups, such that objects within a given group are similar to each other whereas objects within different groups are dissimilar to each other. The concept is based on the notion of similarity, which is a basic component of intelligence and ubiquitous to scientific endeavor. Clustering finds numerous applications [3] across a variety of disciplines such as taxonomy, image processing, information retrieval, data mining, pattern recognition, microbiology, archaeology and geographical analysis, and so forth. It is an exploratory tool for deducing the nature of data by providing labels to individual objects that describe how the data separate into groups. It has improved the performance of other systems by separating the problem domain into manageable subgroups [4] . Often researchers are confronted with the challenging datasets that are large and unlabeled. There are many methods available in exploratory data analysis [5, 6] by which researchers can elucidate these data.
Clustering an unlabeled dataset = { 1 , . . . , } ⊂ R is partitioning of into 1 < < subgroups such that each subgroup represents natural substructure in . This is done by assigning labels to vectors in and hence to objects generating . A partition of is a set of values that can be conveniently represented as × matrix = [ ]. There are generally three sets of partition matrices [7, 8] 
The matrix in (1) has the property that for any there exists at least an index such that is greater than 0. The matrix in (2) states that if ∑ =1 is equal to 1 for any , it is obvious that ∑ =1 is greater than 0.
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The matrix ℎ in (3) is formed by boolean matrices as a subset of matrix in (2) . The equations (1), (2) , and (3) thus define the sets of possibilistic, fuzzy, or probabilistic and crisp partitions of , respectively. Hence, there are thus four kinds of label vectors, but fuzzy and probabilistic label vectors are mathematically identical having entries between 0 and 1 that sum to 1 over each column. The reason these matrices are called partitions follows from the interpretation of their entries. If is crisp or fuzzy, is taken as a membership of x in th partitioning fuzzy subset or cluster of . If in is probabilistic, is the posterior probability Prob( /x ). If in is possibilistic, it has entries between 0 and 1 that do not necessarily sum to 1 over any column. In this case, is taken as the possibility that x belongs to class . An alternate interpretation of possibility is that it measures the typicality of x to cluster . It is observed that ℎ ⊂ ⊂ . A clustering algorithm C finds ∈ ℎ ( , ) which best explains and represents an unknown structure in with respect to the model that defines C. For in , = 1 is represented uniquely by the hard 1 partition, 1 = [1 ⋅ ⋅ ⋅ 1] ⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟ times which unequivocally assigns all objects to a single cluster, and = is represented uniquely by = , the × identity matrix up to a permutation of columns. In this case, each object is in its own singleton cluster. Choosing = 1 or = rejects the hypothesis that contains clusters.
In the last few decades, variety of clustering techniques [3, 5, 6, 9, 10] has been developed to classify data. Clustering techniques are broadly divided into hierarchical and partition methods. Hierarchical clustering [5] generates hierarchical tree of clusters called dendrogram which can be either divisive or agglomerative [3] . The former is a top-down splitting technique which starts with all objects in one cluster and forms hierarchy by dividing objects into smaller clusters in an iterative procedure until the desired number of clusters is achieved or considered objects which is constituted as unique cluster. The latter starts by considering each object as cluster, followed by comparing them amongst themselves using distance measure. The clusters with smaller distance are considered as constituting unique group and then merged. The merging procedure is repeated until the desirable number of clusters is achieved or only one cluster is left with all considered objects. Partition clustering method gives single partition of objects, with being the predefined number of clusters [11] . One of the most widely used partition clustering algorithms is fuzzy C means (FCM). FCM is a combination of means clustering algorithm and fuzzy logic [1, 7] . It works iteratively in which the desired number of clusters and initial seeds are predefined. FCM algorithm assigns memberships to x which are inversely proportional to relative distance of x to point prototypes {k } that are cluster centers. For = 2, if x is equidistant from two prototypes, the membership of x in each cluster will be the same regardless of absolute value of the distance of x from two centroids as well as from other points. The problem this creates is noise points which are far but equidistant from central structure of two clusters that can never be given equal membership, when it seems far more natural that such points are given very low or no membership in either cluster. This problem was overcome by Krishnapuram and Keller [8] , who proposed possibilistic C means (PCM) which relaxes column sum constraint in (2) so that sum of each column satisfies the constraint 0 < ∑ =1 ≤ . In other words, each element of th column can be between 0 and 1, as long as at least one of them is positive. They suggested that value should be interpreted as typicality of relative to cluster . They interpreted each row of as possibility distribution over . The objective function of PCM algorithm sometimes helps to identify outliers, that is, noise points. However, Barni et al. [12] pointed that PCM pays price for its freedom to ignore noise points such that it is very sensitive to initializations and sometimes generates coincident clusters. Moreover, typicality can be very sensitive to the choice of additional parameters needed by PCM algorithm. The coincident cluster problem of PCM algorithm was avoided by two possibilistic fuzzy clustering algorithms proposed by Timm et al. [13] [14] [15] . They modified PCM objective function by adding an inverse function of distances between the cluster centers. This term acts in repulsive nature and avoids coincident clusters. In [13, 14] , Timm et al. used the same concept to modify objective function as used by Gustafson and Kessel [16] clustering algorithm. These algorithms exploit benefits of both fuzzy and possibilistic clustering. Pal et al. [17] justified the need for both possibility, that is, typicality and membership values, and proposed a model and corresponding algorithm called fuzzy possibilistic C means (FPCM). This algorithm normalizes possibility values, so that the sum of possibilities of all data points in a cluster is 1. Although FPCM is much less prone to errors encountered by FCM and PCM, possibility values are very small when size of dataset increases.
The notion of intuitionistic fuzzy set (IFS) coined by Atanassov [22] for fuzzy set generalizations has interesting and useful applications in different domains such as logic programming, decision making problems, and medical diagnostics [23] [24] [25] [26] . This generalization presents degrees of membership and nonmembership with a degree of hesitancy. Thus, knowledge and semantic representation become more meaningful and applicable [27, 28] . Sometimes it is not appropriate to assume that membership and nonmembership degree of an object are exactly defined [29] , but value ranges or value intervals can be assigned. In such cases, IFS can be generalized and interval valued intuitionistic fuzzy set (IVIFS) [29] can be defined whose components are intervals rather than exact numbers. IFSs and IVIFSs have been found to be very useful to describe and deal with vague and uncertain data [28, 30] . With this motivation, it is desirable to develop some practical approaches to clustering IFSs and IVIFSs. Intuitionistic fuzzy similarity matrix was defined by [31] and thereby intuitionistic fuzzy equivalence matrix was developed. The work in [31] gave an approach to transform intuitionistic fuzzy similarity matrices into intuitionistic fuzzy equivalence matrices, based on which a procedure for clustering intuitionistic fuzzy sets was proposed. Some methods for calculating association coefficients of IFSs or IVIFSs and corresponding clustering algorithm were introduced by [32] . The algorithm used derived association coefficients of IFSs or IVIFSs to construct an association matrix and utilized Advances in Fuzzy Systems 3 the procedure to transform it into an equivalent association matrix. Reference [33] introduced an intuitionistic fuzzy hierarchical algorithm for clustering IFSs which is based on traditional hierarchical clustering procedure and intuitionistic fuzzy aggregation operator. These algorithms cannot provide information about membership degrees of objects to each cluster.
In this work, an intuitionistic fuzzy possibilistic C means (IFPCM) algorithm to cluster IFSs is developed. IFPCM is obtained by applying IFSs to FPCM which is a known clustering method based on basic distance measures between IFSs [34, 35] . At each stage of the algorithm seeds are modified and for each IFS membership and typicality degrees to each of the clusters are estimated. The algorithm ends when all given IFSs are clustered according to estimated membership and typicality degrees. It overcomes the inherent problems encountered with information regarding membership values of objects to each cluster by generalizing membership and nonmembership with hesitancy degree. The algorithm is then extended to interval valued intuitionistic fuzzy possibilistic C means (IVIFPCM) for clustering IVIFSs. The algorithms are illustrated through conducting experiments on different datasets. The evaluation of the algorithm is performed through cluster validity measures. The clustering accuracy of the algorithm is determined by classification datasets with labeled patterns. IFPCM algorithm is simple and flexible in nature and provides information about membership and typicality degrees of samples to all clusters with low computational complexity.
This paper is organized as follows. In the next section, the concepts of IFSs and IVIFSs are defined. FPCM clustering algorithm is given in Section 3. The next section presents IFPCM clustering algorithms for IFSs and IVIFSs, respectively. The experimental results on both real world and simulated datasets are illustrated in Section 5. Finally, in Section 6 conclusions are given.
Intuitionistic Fuzzy Sets and Interval Valued Intuitionistic Fuzzy Sets
In this section, we present some basic definitions associated with IFSs and IVIFSs.
Definition 1.
Considering as universe of discourse [22] , then IFS is defined as
In (4) ( ) and V ( ) are the membership and nonmembership degrees, respectively, satisfying the following constraints:
Equation (5) is subject to the condition that ( )+V ( ) ≤ 1, ∀ ∈ . [36] of to . Obviously ( ) is specified in the range 0 ≤ ( ) ≤ 1; especially if ( ) = 0 ∀ ∈ , then IFS is reduced to fuzzy set. If ( ) and V ( ) have 0 values such that ( ) = V ( ) = 0 ∀ ∈ , then IFS is completely intuitionistic.
Considering the fact that the elements ; = 1, . . . , in universe have different importance, let us assume = ( 1 , . . . , ) should be the weight vector of ; = 1, . . . , with
Xu [37] defined the following weighted Euclidean distance between IFSs and :
In particular, if = (1/ , . . . , 1/ ), then (7) is reduced to normalized Euclidean distance [34] which is defined as follows:
Atanassov and Gargov [29] pointed out that sometimes it is not appropriate to assume that membership and nonmembership degrees of the element are exactly defined but value ranges or value intervals can be given. In this context, Atanassov and Gargov [29] extended IFS and introduced the concept of IVIFS, which is characterized by a membership degree and a nonmembership degree, whose values are intervals rather than exact numbers.
Definition 3. An IVIFS̃over is an object having the following form [29] :
Here,̃̃(
, where
In particular, if̃( ) =̃̃( ) =̃̃( ) and Ṽ( ) =Ṽ̃( ) = Ṽ( ), theñis reduced to an IFS. Now we extend the weighted Euclidean distance measure given in (7) to IVIFS theory:
Particularly, if = (1/ , . . . , 1/ ), then (10) is reduced to normalized Euclidean distance which is given as follows:
Fuzzy Possibilistic C Means Clustering Algorithm
This section illustrates FPCM clustering algorithm proposed by Pal et al. [17] in 1997 to exploit the benefits of fuzzy and possibilistic modeling while circumventing their weaknesses.
To correctly interpret the data substructure, FPCM clustering uses both memberships (relative typicality) and possibilities (absolute typicality). When we want to crisply label a data point, membership is a plausible choice as it is natural to assign a point to cluster whose prototype is closest to the point. On the other hand, while estimating the centroids, typicality is an important means for alleviating the undesirable effects of outliers. Here, the number of clusters is fixed a priori to a default value considering the dataset used in the application such that it is completely data driven. Generally it is advisable to avoid trivial clusters which may be either too large or small.
FPCM extends FCM clustering algorithm [17] by normalizing possibility values so that sum of possibilities of all data points in a cluster is 1. Although FPCM is much less prone to the problems of both FCM and PCM, the possibility values are very small when size of the dataset increases. Analogous to FCM clustering algorithm, the membership term in FPCM is a function of data point and all centroids. The typicality term in FPCM is a function of data point and cluster prototype alone. That is, the membership term is influenced by the positions of all cluster centers whereas typicality term is affected by only one. Incorporating the abovementioned facets the FPCM model is defined by the following optimization problem [17] :
The transpose of admissible 's is member of set . is viewed as a typicality assignment of objects to clusters. The possibilistic term ∑ =1 ∑ =1 2 distributes { } with respect to all data points, but not with respect to all clusters. Under the usual conditions placed on c-means optimization problems, the first order necessary conditions for extrema of , are stated in terms of the following theorem.
Theorem FPCM (see [17] ). If = ‖ − v ‖ > 0 ∀ and , , > 1 and contains at least distinct data points, then
The proof of the above theorem follows from [38] . FPCM has the same type of singularity as FCM. FPCM does not suffer from the sensitivity problem that PCM seems to exhibit. Unfortunately, when the number of data points is large, the typicality values will be very small. Thus, after FPCM-AO algorithm [38] for approximating solutions to (12) based on iteration through (17) terminates, the typicality values may need to be scaled up. Conceptually, this is not different than scaling typicality as is done in PCM. While scaling seems to solve the small value problem which is caused by row 
Intuitionistic Fuzzy Possibilistic C Means Clustering Algorithms
In this section, we discuss intuitionistic fuzzy possibilistic C means clustering algorithms for IFSs and IVIFSs, respectively.
Intuitionistic Fuzzy Possibilistic C Means Algorithm for
IFSs. We develop the intuitionistic fuzzy possibilistic C means (IFPCM) model and corresponding algorithm for IFSs. We take the basic distance measure in (7) as proximity function of IFPCM; the objective function of IFPCM model can then be defined as follows:
Here = { 1 , . . . , } are IFSs each with elements, is the number of clusters (1 ≤ ≤ ), and = { 1 , . . . , } are the prototypical IFSs, that is, centroid of the clusters. The parameter is the fuzzy factor, is the membership degree of th sample to the th cluster, = ( ) × is matrix of order × , parameter is the typicality factor, is the typicality of th sample to the th cluster, and = ( ) × is typicality matrix.
To solve the optimization problem stated in (18), we make use of Lagrange multiplier method [39] , which is discussed below. Considering
where,
Furthermore, ∀1 ≤ ≤ , 1 ≤ ≤ ; let
From the above system of equations, we have the following expressions:
Now we proceed to compute ; = 1, . . . , , the prototypical IFSs. Let us assume that
From the above expression we have
For simplicity, we define weighted average operator for IFSs as follows. Let = { 1 , . . . , } be a set of IFSs each with elements; let = { 1 , . . . , } be a set of weights for IFSs, respectively, with ∑ =1 = 1; and then the weighted operator is defined as
6
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According to (25) to (28), if we assume
the prototypical IFSs = { 1 , . . . , } of the IFPCM model can be computed as follows:
Since the above equations (22), (23), and (30) are computationally interdependent, we exploit an iterative procedure similar to the FPCM algorithm to solve these equations. The steps of algorithm are as follows.
IFPCM Algorithm
Step 1. Initialize the seed values (0); let = 0 and set > 0.
Step 2(i). Calculate ( ) = ( ( )) × , where
Step 2(ii). Calculate ( ) = ( ( )) × , where
and ( ) = 0 ∀ ̸ = .
Step 3. Calculate ( + 1) = { 1 ( + 1), . . . , ( + 1)}, where
Step 4. If ∑ =1 ( ( ( ), ( + 1))/ ) < , then go to Step 5; otherwise, let = + 1, and return to Step 2.
Step 5. End
The pseudocode of the IFPCM algorithm is given in Algorithm 1.
Interval Valued Intuitionistic Fuzzy Possibilistic C Means
Algorithm for IVIFSs. If the collected data are expressed as IVIFSs, then we extend IFPCM to interval valued intuitionistic fuzzy possibilistic C means (IVIFPCM) model. We take the basic distance measure in (10) as the proximity function of the IVIFCM. The objective function of IVIFPCM model can be defined as follows:
Herẽ= {̃1, . . . ,̃} are IVIFSs each with elements, is the number of clusters (1 < < ), and̃= {̃1, . . . ,̃} are the prototypical IVIFSs, that is, centroids of the clusters. The parameter is the fuzzy factor, is the membership degree of th samplẽto the th cluster, = ( ) × is matrix of order × , parameter is the typicality factor, is the typicality of th samplẽto the th cluster, and = ( ) × is typicality matrix.
To solve the optimization problem stated in (30) to (35), we make use of Lagrange multiplier method [39] , which is discussed below. Considering
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Given an unlabeled dataset = { 1 , . . . , }, partition into 1 < < clusters such that objective function , ( , , ; ) is minimized (1) Input: Consider the seed values (0) and assume = 0 and set > 0 (2) Output: Generate clusters using the IFPCM clustering algorithm for IFSs (3) begin procedure 
The solution for the above system of equations is
where
Because (41) and (42) are computationally interdependent, we exploit a similar iteration procedure as follows.
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IVIFPCM Algorithm
Step 1. Initialize the seed values̃(0); let = 0 and set > 0.
Step 3. Calculatẽ( + 1) = {̃1( + 1), . . . ,̃( + 1)}, wherẽ
Step 4. If ∑ =1 ( (̃( ),̃( + 1))/ ) < , then go to Step 5; otherwise let = + 1, and return to Step 2.
Step 5. End The pseudocode of the IVIFPCM algorithm is given in Algorithm 2.
Experimental Results
In this section, we enumerate the results of experiments performed on both real world and simulated datasets [32] in order to demonstrate the effectiveness of IFPCM clustering algorithm. IFPCM algorithm is implemented through MAT-LAB. We first explain the steps of the algorithm by the use of some experimental data which is evaluated through cluster validity measures. Next, the algorithm is applied to some classification datasets, that is, data with labeled patterns in order to examine its clustering accuracy.
Application of IFPCM Algorithm on Experimental Data.
The parameters set in IFPCM algorithm are shown in Table 1 . It is to be noted that if ( ) = 0 ∀ ∈ , then IFPCM is reduced to FPCM algorithm. Hence, we present a comparative performance of both the algorithms.
The experimental data used here is investment portfolio dataset which contains information regarding ten investments at the disposal of the investor to invest some money to be classified in ICICI prudential financial services, India. Let Table 1 : IFPCM parameters.
Parameter
Description Name of input file Number of clusters (default value = 3) Fuzzy factor (default value = 2) Typicality factor (default value = 2) Type of sample weights (default value = 0 (equal); user specified value = 1) Type of initial centroids (default value = 0 (random); user specified value = 1) Maximum number of iterations till convergence (default value = 100) Threshold for iterations stoppage (default value = 0.001) ; = 1, . . . , 10 be the investments described by six attributes, namely 1 : investment price; 2 : advance mobilization; 3 : time period; 4 : return on investment; 5 : risk factor; 6 : security factor. The weight vector of these attributes is = (0.20, 0.10, 0.30, 0.15, 0.10, 0.15). The characteristics of ten investments under six attributes are represented by IFSs in Table 2 . Simulated datasets are used for comparing with the experimental data. We assume that there are three classes in the simulated dataset, ; Considering this, we generate simulated dataset as follows:
Here, ( , ) is the uniform distribution on the interval [ , ] . We thus generate a simulated dataset which consists of 3 classes comprising 900 IFSs.
Cluster Validity Measures.
In IFPCM algorithm big challenge lies in setting the parameter , that is, the number of clusters. To resolve this, we use two relative measures for fuzzy cluster validity mentioned in [40] , namely, partition coefficient (PC) and classification entropy (CE). The descriptions of these two measures are given in Table 3 . In PC and CE is number of samples in the dataset.
IFPCM Algorithm on Investment Portfolio Dataset.
IFPCM algorithm is used to cluster ten investments ; = 1, . . . , 10, involving the following steps.
Step 1. Let = 3 and = 0.005. Now randomly select initial centroids (0) from the dataset:
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Given an unlabeled dataset = { 1 , . . . , }, partition into 1 < < clusters such that objective function , ( , , ; ) is minimized (1) Input: Consider the seed values̃(0) and assume = 0 and set > 0 (2) Output: Generate clusters using the IFPCM clustering algorithm for IVIFSs (3) begin procedure
Step 2(i). Calculate the membership degrees and centroids iteratively. According to (15) , we have 
(45)
Step 2(ii). Calculate the typicality degrees and centroids iteratively. According to (16), we have 
Step 3. According to (17) , we update the centroids as follows: 
Step 4. We made a check whether to stop the iterations:
( (0) , (1) 
Since this value exceeds the chosen threshold value, we continue with the next iteration. ( (2) , (3)) 3 = 0.003 < 0.005.
Since this value is less than the threshold value, we stop the iterations and calculate the values of (3) and (3) when = 3: 
According to (4) and (4), cluster validation measures PC and CE are calculated as
If we further assume that ≥ 0.75, ≥ 0.65 ⇒ ∈ (1 ≤ ≤ 10, 1 ≤ ≤ 3), where denotes cluster , then we have clusters as shown in Table 4 .
5.1.3.
Convergence of IFPCM Algorithm. Now, we proceed to investigate the convergence of IFPCM algorithm on investment portfolio dataset. The movements of objective function values , ( , , ; ) are shown in Figure 1 along the iterations. As evident from Figure 1 , the IFPCM algorithm decreases the objective function value continuously by iterating two phases, namely, updating the membership and typicality degrees in (15) and (16) and updating prototypical IFSs in (17) . The IFPCM algorithm has lower computational complexity as compared to other clustering algorithms [1-3, 5-7, 9] . The space and time complexities of IFPCM algorithm are ( ( + ) + ) and ( ), where is the number of samples, is the number of IFSs in sample, is the number of clusters, and is the maximum number of iterations preset for optimal value search process. Some advantages of IFPCM algorithm include simplicity and flexibility, information about the membership, and typicality degrees of samples to all clusters and relatively low computational complexity.
Comparative Performance of IFPCM and FPCM on
Investment Portfolio Dataset. In this subsection, we present a comparative performance of IFPCM and FPCM algorithms. We first experiment IFPCM algorithm on the simulated dataset. Here, we set a series of values in the range of 2 to 10 and compute PC and CE measures for each clustering result. The results are given in Table 5, where is the objective function value after convergence of IFPCM algorithm. The optimal values of cluster validity measures are highlighted.
As evident from Table 5 , when = 4 PC reaches its optimal value 0.9664 (maximum) and CE also reaches its optimal value 0.1866 (minimum), this implies that both PC and CE are capable of finding optimal number of clusters, that is, . However, this is not the case for objective function value. From Figure 2 , as the number of clusters increases, decreases continuously and finally reaches 1.1969 when = 4. Hence, the usage of PC and CE is justified in the evaluation of clustering results produced by IFPCM algorithm. Next, we experiment FPCM algorithm on the simulated dataset for comparison purpose. The results are given in Table 6 . The optimal values of cluster validity measures are highlighted. As indicated by PC and CE values in Table 6 , FPCM algorithm prefers to cluster the modified simulated datasets into three clusters which are actually away from four true clusters in the data. In other words, FPCM algorithm cannot identify all four classes precisely. This further signifies the importance of uncertainty information in IFSs.
Examining Clustering Accuracy of IFPCM Algorithm.
To assess the ability of IFPCM algorithm to explore natural clusters in real world data, 11 classification and two clustering datasets with numerical attributes are chosen from the University of California at the Irvine Machine Learning Repository [41] and Knowledge Extraction based on Evolutionary Learning Repository [42] . In Table 7 , these datasets are summarized.
The accuracy of IFPCM algorithm is adhered by removing the class labels of data before applying the algorithm. ( Table 3 : Description of two cluster validity criteria.
Validity criteria Functional description
Optimal cluster number
argmax ⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟ ( PC , , , ) Each attribute value of all datasets is rescaled to a unit interval [0, 1] via linear transformation. The clustering results of the application of IFPCM algorithm on 11 classification datasets are shown in Table 8 , where FPCM algorithm results as a benchmark fuzzy clustering method are also provided. The threshold for effectiveness measure is set to 0.1 for all the datasets, provided that at least two clusters are explored. For fairness of comparison between IFPCM and FPCM algorithms, the number of clusters that are needed by FPCM as a parameter for each dataset is set to the number of clusters that are explored by IFPCM. In this table, two super cells for each dataset are confusion matrices [43] , which represent the clustering accuracy of IFPCM and FPCM algorithms on that data. In confusion matrix, cell contains the number of patterns with class label which are grouped by cluster . Accordingly, the cells in each row of actual class label are summed up to the number of patterns in that class. In addition, the summation of each column's cells represents the number of patterns in that cluster. Ideally, optimal clusters are achieved when patterns of each class are covered by only one cluster and each cluster just contains patterns of one class. Such a case occurred for the first class of the Iris dataset in both clustering methods. As evident from results in Table 8 , the performance of IFPCM is better as compared to FPCM algorithm in all datasets. Although confusion matrices for Vehicle and WDBC datasets show almost identical overall performance, the clustering accuracy of IFPCM algorithm for Iris, Thyroid, Cancer, Glass, and Sonar datasets is comparatively better. On the other hand, FPCM algorithm obtains better performance for Ecoli, Vowel, Wine, and Ionosphere datasets. IFPCM algorithm explores potential clusters that are embedded in datasets and needs only a distinguishing threshold for effectiveness measure while the number of clusters in FPCM algorithm is provided in advance. The clusters obtained by FPCM algorithm convey no specific cognitive interpretation while those clusters explored by IFPCM algorithm are identified by intuitionistic measure. This intuitionistic interpretability which represents the clusters justifies the claim that IFPCM algorithm is more suitable for knowledge discovery in datasets. The IFPCM algorithm is more robust to outliers and noise in data. Moreover, the computational cost of IFPCM algorithm is higher than that of FPCM algorithm as given in Table 9 . Although some of the datasets which are used in the experiments are high dimensional, they are not too large. The application of IFPCM algorithm on large datasets consumes greater CPU time. Since, threshold for effectiveness measure is set to 0.1 for all data given in Table 8 , the number of clusters that are explored for multiclass datasets is less than their classes. Consequently, IFPCM algorithm needs a lower threshold to explore more clusters. Table 10 illustrates clustering results obtained for these datasets when threshold is set to 0.01.
To compare the effectiveness of IFPCM algorithm with other fuzzy clustering methods, some recently developed algorithms have been considered and their results on some real world datasets are presented in Table 11 . The performance of these methods is expressed in terms of pureness ratio which is the average pureness of clusters after cluster labeling that is based on maximum number of sample classes in each cluster. Along with FPCM algorithms, some other clustering algorithms that run on these datasets are FCM, PCM [8] , -cut FCM (AFCM) [18] , entropy based fuzzy clustering (EFC) [19] , fuzzy mixture of Student's t factor analyzers (FMSFA) [20] , and fuzzy principal component analysis guided robust k-means (FPRk) [21] . The IFPCM algorithm maintains appreciable performance compared to other methods in terms of pureness ratio although this is not true for clustering accuracy. The specification of threshold in IFPCM algorithm for effectiveness measure is more intuitionistic and less data dependent in nature.
Conclusion
In this paper, we have proposed IFPCM and IVIFPCM algorithms to cluster IFSs and IVIFSs, respectively. Both the algorithms are developed by integrating concepts of FPCM, IFSs, IVIFSs, and basic distance measures. In interval valued intuitionistic fuzzy environments, the clustering algorithm has membership and nonmembership degrees as intervals rather than exact numbers. The algorithms overcome problems involved with membership values of objects to each cluster by generalizing degrees of membership of objects to each cluster. This is achieved by extending membership and nonmembership degrees with hesitancy degree. The algorithms also provide information about membership and typicality degrees of samples to all clusters. Experiments on both real world and simulated datasets show that IFPCM has some notable advantages over FPCM. IFPCM algorithm is simple and flexible. It generates valuable information and produces overlapped clusters where instances have different membership degrees in accordance with different real world applications. The algorithm has relatively lower computational complexity. It also takes into account inherent uncertainty in information captured by IFSs which becomes crucial for success of some clustering tasks. The evaluation of the algorithm is performed through cluster validity measures. The clustering accuracy of the algorithm is determined by classification datasets with labeled patterns. IFPCM maintains appreciable performance compared to other methods in terms of pureness ratio although this is not true for clustering accuracy. For multiclass datasets there is a chance for exploring fewer clusters than classes. This is handled by 
