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Özet 
Popülasyon temelli sezgisel yöntemlerden biri olan Parçacık Sürü Optimizasyonu (PSO), kuş ve balık sürü-
lerinin sosyal davranışlarından etkilenerek geliştirilen yeni bir eniyileme yöntemidir. Bu makalede, zor çi-
zelgeleme problemleri arasında yer alan Atölye Tipi Çizelgeleme problemlerinin çözümü için, bir PSO mo-
deli, Değişken Komşuluk Arama yöntemi ile birlikte geliştirilmiştir. Oluşturulan bu model, tamamlanma za-
manı performans ölçütüne göre literatürde yer alan bazı zor test problemleri üzerindeki sonuçları incelenmiş 
ve iyi sonuçlar veren diğer sezgisel yöntemlerin sonuçlarıyla karşılaştırılmıştır. Sonuçta genel olarak öneri-
len modelin diğer yöntemlere göre daha iyi veya eşdeğer seviyede olduğu görülmüştür.  
Anahtar Kelimeler: Atölye tipi çizelgeleme, parçacık sürü optimizasyonu, sezgiseller. 
 
A particle swarm optimization for the job shop scheduling problems 
Abstract 
Particle Swarm Optimization (PSO) is one of the population based optimization technique inspired by social 
behavior of bird flocking and fish schooling. PSO inventers were inspired of such natural process based sce-
narios to solve the optimization problems. In PSO, each single solution, called a particle, is considered as a 
bird, the group becomes a swarm (population) and the search space is the area to explore. Each particle has 
a fitness value calculated by a fitness function, and a velocity of flying towards the optimum, food. All parti-
cles fly across the problem space following the particle nearest to the optimum. PSO starts with initial popu-
lation of solutions, which is updated iteration-by-iteration. Therefore, PSO can be counted as an evolution-
ary algorithm besides being a metaheuristics method, which allows exploiting the searching experience of a 
single particle as well as the best of the whole swarm. In this paper, A PSO model for the job shop schedul-
ing problem is proposed. In addition, a simple but efficient local search method called Variable Neighbor-
hood Search (VNS) is embedded to the PSO model and applied to several hardest benchmark suites. The re-
sults for the PSO algorithm with VNS are also presented and compared with many efficient meta-heuristic 
algorithms in literature. As a final result, PSO with VNS results are generally found to be better than other 
results. 
Keywords: Job shop scheduling, particle swarm optimization, Meta-Heuristics.
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Giriş 
Son yıllarda kombinatoriyel problemlerin çözül-
mesinde sezgisel yöntemlerin kullanımları önemli 
oranda artmaktadır. Jones ve diğerlerine, (2002) 
göre sezgisel yöntemlerin popülaritesinin 1991 
yılından itibaren hızlı bir şekilde artış göster-
mesinin nedenleri arasında da birincisi, hesapla-
ma gücünün iyi olması ikincisi, dönüştürülebilir 
yönünün olmasıdır. Sezgisel yöntemlerin en bü-
yük avantajları arasında çözüm zamanının sayım 
(enumeration) tekniğine göre çok kısa olması ve 
her tür problem için kolay bir şekilde entegre edi-
lebilmesidir. Dezavantajları ise bu yöntemlerin 
optimum çözümü garanti etmemesi ve iyi çözüm 
verebilmesi için bir çok parametrenin uygun bir 
şekilde ayarlanması gerekli-liğidir. 
 
Bu sezgisel yöntemlerden biri olan Parçacık Sü-
rü Optimizasyonu (PSO), kuş ve balık sürü-
lerinin iki boyutlu hareketlerinden esinlenerek 
ilk olarak 1995 ve 1996 yıllarında Kennedy ve 
Eberhart tarafından geliştirilmiştir. PSO bireyler 
arasındaki sosyal bilgi paylaşımını esas alır. 
PSO'da arama işlemi genetik algoritmada ol-
duğu gibi popülasyondaki bireyler tarafından ve 
belirlenen nesil sayısınca yapılır. Her bireye 
parçacık denir ve parçacıklardan oluşan popü-
lasyona da sürü (swarm) ismi verilir. Her bir 
parçacık kendi pozisyonunu, bir önceki tecrübe-
sinden yararlanarak bir önceki sürüdeki en iyi 
pozisyona doğru ayarlar (Eberhard ve Kennedy, 
1995). Literatürde PSO bir çok alanda başarı ile 
uygulanmıştır. Bunlar şu şekilde sıralanabilir: 
Sipariş miktarı belirleme (lot sizing) problemi 
(Tasgetiren ve Liang, 2003), sinir ağları (neural 
network) eğitimi (Van den Bergh ve Engelbecht, 
2000), akış tipi çizelgeleme problemleri (Tasgetiren 
vd., 2004a; 2004b), güç ve voltaj kontrolü 
(Yoshida vd., 2000; Abido, 2002), tek makine 
toplam pozitif gecikme problemi (Tasgetiren 
vd., 2004c), tedarik seçimi ve sıralama problem-
leri (Yeh, 2003) ve iş atama problemi (Salman 
vd., 2003).   
 
Genel Atölye tipi çizelgeleme problemi, sonlu 
sayıda m tane tezgahta işlenmek üzere yine son-
lu sayıda n tane işi, önceden belirlenen bir sıra 
ve kapasite kısıtlarını yerine getirerek, amaç 
fonksiyonunu optimum kılacak şekilde her bir 
işlemin başlama zamanını belirlemek olarak ta-
nımlanabilir. Bu problemde her bir işin tezgah-
lara uğrayacağı sıra farklıdır ve iki tip kısıt-
lamadan söz edilebilir. Birincisi, bir işin bir ope-
rasyonu bitmeden diğer operasyonunun baş-
layamamasıdır. Aynı zamanda bir iş bir anda 
sadece bir tezgah tarafından işlenebilir. İkincisi 
ise bir tezgah aynı anda sadece bir işin bir ope-
rasyonunu gerçekleştirir. 
 
Atölye tipi çizelgeleme probleminde n iş m tez-
gah olmak üzere mümkün çizelgelerin sayısı 
(n!)m’dir. Bu sayı tezgah ve iş sayısının artması 
durumunda çok büyüyecektir ve bunlar arasında 
en iyi çizelgenin tespiti için harcanacak zaman 
aşırı fazla olacaktır. Pinedo (1995)`in ifadesiyle, 
eğer bir çizelgeleme problemini en iyi çözecek 
etkin, yani polinomsal bir zaman algoritması 
yoksa bu problemler NP-zor olarak sınıflan-
dırılır. Genel atölye tipi çizelgeleme problemi 
NP-zor (Non-Deterministic Polynomial hard) 
problem sınıfına girer (Rinnooy, 1976).  
 
Literatürdeki atölye tipi çizelgeleme problem-
lerinin çözüm yöntemleri, optimum ve yaklaşık 
çözümler olmak üzere ikiye ayırabilir. Optimum 
çözümü veren algoritmalar küçük çaplı prob-
lemler için uygundur. Örneğin dal sınır algorit-
ması ve tamsayılı programlama bu algoritmalar 
içerisindedir. Büyük çaplı problemlerde ise opti-
mum çözümü bulmak çok zaman aldığından op-
timum ya da optimuma yakın çözümleri elde 
edebilmek için sezgisel algoritmalar kullanılır. 
Bu sezgisellerin başında değişen darboğaz yön-
temi gelmektedir (Adams vd., 1988). Diğer 
önemli sezgisel yöntemler şu şekilde sıralana-
bilir: Genetik Algoritmalar (Dorndorf ve Pesch, 
1995; Kumar vd., 1996; Zhou vd., 2001; Wang 
ve Zeng, 2001; Steinhofel vd., 2002; Murovec 
ve Suhel, 2004), Benzetim Tavlaması (Matsuo 
vd., 1988; Laarhoven vd., 1992; Kolonko, 1999; 
Satake vd., 1999, Aydin ve Fogarty, 2004), Ta-
bu Arama (Tailard, 1994; Dell'Amico ve 
Trubian, 1993; Nowicki ve Smutnicki, 1996; 
Pezzella ve Merelli, 2000) ve Karınca Koloni-
leri (Blum ve Sampels, 2004). 
 
Bu çalışmada, çözümü zor olan genel atölye tipi 
çizelgeleme problemlerinin çözümünde yeni bir 
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sezgisel yöntem olan PSO’yu değişken komşu-
luk arama yöntemi ile birlikte çalıştırıp, tamam-
lanma zamanı başarım ölçütüne göre perfor-
mansları incelenmiştir. Bu çalışmanın ikinci bö-
lümünde PSO modeli açıklanmakta bir sonraki 
bölümde de deneysel çalışma ve sonuç-lar yer 
almaktadır. 
Atölye tipi çizelgeleme problemi için 
yerel aramalı parçacık sürü  
optimizasyonu modeli 
Önerilen PSO modelinde ilk olarak kullanılacak 
parametreler belirlenir. İkinci olarak ise popü-
lasyon değerleri rasgele belirlendikten sonra bu 
değerlere karşılık gelen amaç fonksi-yon değeri 
hesaplanır. Amaç fonksiyon değeri en iyi olan 
parçacık küresel en iyi olarak atanır ve bu par-
çacık değerleri küresel komşular olarak saklanır. 
Aynı şekilde başlangıçtaki her bir parçacığın 
amaç fonksiyon değerleri yerel en iyiler olarak 
saklanıp parçacık değerleri de yerel komşular 
olarak saklanır.  
 
Parametreleri Belirle 
Her bir Parçacık İçin{ 
-Başlangıç Pozisyon Vektörünü Oluştur 
-Başlangıç Hız Vektörünü Oluştur 
-Pozisyon Vektöründen Operasyon Sırası Elde 
Et 
-Operasyon Sırasından, Operasyon Tabanlı 
Gösterim Sırasını Elde Et 
-Amaç Fonksiyon Değerlerini Bul 
-Yerel En İyiyi Bul 
} 
-Küresel En İyiyi Bul 
Yap { 
Her bir Parçacık İçin { 
-Başlangıç Pozisyon Vektörünü Oluştur 
-Başlangıç Hız Vektörünü Oluştur 
-Pozisyon Vektöründen Operasyon Sırası Elde 
Et 
-Operasyon Sırasından, Operasyon Tabanlı 
Gösterim Sırasını Elde Et 
-Amaç Fonksiyon Değerlerini Bul 
-Yerel En İyiyi Bul 
} 
-Küresel En İyiyi Bul 
-Küresel En İyiye Yerel Arama Uygula 
} Durdurma Kriteri 
Şekil 1. Atölye tipi çizelgeleme problemi için 
önerilen PSO modelinin yapısı 
Bir sonraki nesli oluştururken hız vektörü, küre-
sel ve yerel komşular değerleri kullanılır. Bu 
işlem bir durdurma kriterine kadar devam eder. 
Önerilen Parçacık Sürü Optimizasyonu modeli-
nin benzetim kodu, Şekil 1’de verilmiştir. Bu 
yöntemde kullanılan temel unsurlar şu şekilde 
sıralanabilir. 
 
Pozisyon vektörü: kiX  ile ifade edilir, problem 
boyutu kadar eleman içerir. Burada problem bo-
yutu mnj ×= ’dir. Pozisyon vektörü, proble-mi 
ifade etmekte kullanılır. Parçacığın pozisyon 
vektörünün sürü içerisinde gösterimi ,x{X k1i
k
i =  
}x,...,x k )mn(i
k
2i × şeklindedir. Burada yer alan k1ix ,  
k. iterasyonda i. parçacığın pozisyon vektörün-
deki birinci elemanını gösterir. Öyle ki ρ parça-
cık sayısını ifade etmektedir ( i=1,2,...,ρ). 
 
Hız vektörü: Parçacığın bir sonraki konumunu 
belirleyen parametrelerinden biri olan hız vektö-
rü, kiV  ile ifade edilir. Parçacığın hız vektörü 
sürü içerisinde, }v,...,v,v{V k )mn(i
k
2i
k
1i
k
i ×=  şek-
linde gösterilir. Burada yer alan k1iv , k. iteras-
yonda i. parçacığın hız vektöründeki birinci 
elemanını gösterir. 
 
Operasyon sırası vektörü: Parçacığın pozisyon 
vektöründen elde edilir ve kiT  ile ifade edilir. 
Sürü içerisinde, }t,...,t,t{T k )mn(i
k
2i
k
1i
k
i ×=  şeklin-
de gösterilir. 
 
Operasyon tabanlı gösterim sırası vektörü: Par-
çacığın operasyon sırası vektöründen elde edilir 
ve kiΠ  ile ifade edilir ve sürü içerisinde, 
},...,,{ k )mn(i
k
2i
k
1i
k
i ×πππ=Π  şeklinde gösterilir. 
 
Yerel en iyi değer: i. parçacığın o ana kadar elde 
edilmiş en iyi amaç fonksiyon değeridir (f(Pi)). 
Sürü içerisinde yerel en iyilerin sayısı parçacık 
sayısı kadardır.  
 
Yerel en iyi komşular: Yerel en iyilere karşılık 
gelen vektördür. Bu vektör değerlerini pozisyon 
vektöründen alır. i. parçacığın yerel en iyi kom-
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şuları }p,...,p,p{P ij2i1ii =  şeklinde ifade edilir. 
Buradaki 1ip , i. yerel en iyi vektörünün 1. değe-
rini göstermektedir. 
 
Küresel en iyi değer: Elde edilen en iyi amaç 
fonksiyon değeridir f(G).  
 
Küresel en iyi komşular: Küresel en iyinin po-
zisyon değerleridir. }g,...,g,g{G )mn(21 ×= .  
 
Atalet ağırlığı: Bir önceki hız vektörünün mev-
cut hız vektörü üzerindeki etkisini kontrol eden 
parametreye atalet ağırlığı denir ve wk şeklinde 
gösterilir. Atalet ağırlığı, arama işleminin küre-
sel veya yerel yapılmasını sağlayan bir paramet-
redir. Bu parametrenin yüksek bir değer (0.5-
2.5) seçilmesi, küresel bir şekilde arama gerçek-
leştirilmesini, küçük bir değer (0.1-0.5) seçilme-
si ise, yerel bir arama gerçekleştirilmesini sağlar 
(Kennedy vd., 2001). 
 
Tablo 1. Örnek: 2 iş-2 tezgah problemi 
 
 Operasyonlar 
İşler 1 2 
 İşlem Zamanları 
1 3 2 
2 2 3 
 Tezgah Sırası 
1 1 2 
2 1 2 
 
Modelin gösterimi 
Bu çalışmada, atölye tipi çizelgeleme proble-
minin gösterim şekli olarak, hem diğer göste-
rim yöntemlerine göre kolay olması hem de da-
ha iyi performans vermesi (Ponnambalam vd., 
2001) açısından  Operasyon Tabanlı Gösterim 
(Cheng vd., 1996) yöntemi seçilmiştir. Tablo 
2’de 2 iş-2 tezgah problemi için uyarlanmış par-
çacığın elemanları verilmiştir.  
 
Normal PSO yönteminde parçacık sadece pozis-
yon ve hız vektöründen oluşmaktadır. Burada 
pozisyon vektörü, aday çözüm ifade etmemek-
tedir. Dolayısıyla iki ara vektör olan operasyon 
sırası vektörü ve operasyon tabanlı gösterim sı-
rası vektörü çözümü ifade etmek için oluşturu-
lur. Kullanılan gösterim şekli operasyon tabanlı 
olduğu için operasyon sayısı kadar vektör değeri 
yer alacaktır. Bu da n iş sayısını m de tezgah 
sayısını göstermek üzere problemin boyutu 
mn × ’dir (Bierwirth vd., 1996). 
 
Tablo 2. 2 iş-2 tezgah problemi için parçacık 
elemanları  
 
Pozisyon 1 2 3 4 
k
iX  1.8 -0.99 3.01 0.72 
k
iV  -3.5 2.5 0.89 3.85 
k
iT  2 4 1 3 
k
iΠ  1 2 1 2 
 
Operasyon tabanlı gösterim sırasını elde etmek 
için kiX ’de oluşturulan değerler bulundukları 
pozisyonlara göre küçükten büyüğe doğru sıra-
lanarak kiT  değerleri oluşturulur. Şöyle ki, Tab-
lo 2’de en küçük pozisyon değeri 
99.0xk2i −= ’dir ve 2. pozisyonda bulunmakta-
dır. Dolayısıyla k1it  değeri 2 olarak alınır. Aynı 
şekilde -0.99 ten sonra gelen en küçük değer  
72.0xk4i = ’dir ve 4. pozisyonda yer almaktadır. 
Dolayısıyla k2it  değeri de 4 olur bu işlem  
k
iX ’de yer alan bütün değerler için devam eder. 
Uygulanan bu işlem (Bean, 1994) tarafından 
önerilen rasgele gösterim metodunun permü-
tasyonlu akış tipi çizelgeleme problemindeki 
uyarlamasıdır. Elde edilen kiT  operasyon taban-
lı sırası, (1)’de verilen formül kullanarak ope-
rasyon tabanlı gösterim sırasına dönüştü-rülür. 
(1)’de verilen formülde bir işin operasyon sayısı 
(m) kadar ortaya çıkması için kijt  değeri toplam 
iş sayısına (n) bölünüp çıkan değer bir üst sayı-
ya yuvarlanır. Örneğin 3tk4i =  değe-rinin ope-
rasyon tabanlı gösterim değeri 
    25.1)2/3( == ’dir. 
 



=π
n
t kijk
ij      (1) 
M. Şevkli, M. M. Yenisey 
 62
Tablo 1’de kiΠ  operasyon tabanlı gösterim sıra-
sı verilmiştir. Bu değerler ntO , n. işin t. operas-
yonunu göstermek üzere  [ 11O , 21O , 12O , 22O ] 
şeklinde ifade edilebilir. Dolayısıyla Tablo 
1’deki problem için kiΠ  değerleri yardımıyla 
oluşturulan aktif çizelge Şekil 2’de görülmekte-
dir. 
 
 
 
Şekil 2. kiΠ  değerlerinden elde edilen aktif  
çizelge 
 
Modelin işleyişi  
Geliştirilen PSO modelinin tüm hesaplama iş-
lemleri şu şekilde özetlenebilir. 
 
Adım 1: Başlangıç değerlerini oluştur. 
- İterasyon sayısını 0’a eşitle (k=0) ve 
parçacık sayısını belirle 
- Başlangıç pozisyon vektörü değerlerini 
[ ]maxmax d,d−  aralığında rastgele oluştur. 
}x,...,x,x{X 0 )nm(i
0
2i
0
1i
0
i ×= . Bu değerler ke-
sikli değil süreklidir. Diğer bir deyişle 
gerçek sayılardır.  
- Başlangıç hız vektörü değerlerini [ ]maxmax V,V−  aralığında rastgele oluş-
tur. }0 )nm(i
0
2i
0
1i
0
i v,...,v,v{V ×= . Bu değer-
ler de gerçek sayılardır.   
- Pozisyon vektörünü kullanarak operas-
yon sırası vektörünü oluştur. Başka bir 
deyişle sürekli olan başlangıç pozisyon 
değerlerini kesikli hale dönüştür. 
][ 0 )nm(i
0
2i
0
1i
0
i t,..,t,tT ×= .  
- Elde edilen operasyon sırası vektörünü 
(1)’deki formül yardımıyla operasyon 
tabanlı gösterim sırasına dönüştür. 
][ 0 )nm(i
0
2i
0
1i
0
i ,..,, ×πππ=Π  
- Amaç fonksiyon değerini elde edilen ki∏   
 
vektörü yardımıyla hesapla. )(ff ki
k
i ∏= . 
- Her bir parçacığın yerel en iyi değerleri-
ni hesapla. Başlangıç parçacıklarının en 
iyi değerine iP  denirse bu değer başlan-
gıçta 0ii XP =  değerine eşittir. 
- }xp,...,xp,xp{P 0ijij02i2i01i1ii ====  ve bu 
değerlere karşılık gelen amaç fonk-
siyonu değerleri ise pbif ’dir.  
- En iyi amaç fonksiyon değerine sahip 
olan parçacığı küresel en iyi olarak al ve 
pozisyon değerlerini de küresel en iyi 
komşular olarak sakla. }{ 0ib ff min= , 
},...,2,1i;i{b ρ=∈  ve, ,xg{G 1b1 ==  
}xg,...,xg )mn(bn2b2 ×==  amaç fonksi-
yon değeri de b
gb ff = ’dir. 
 
Adım 2: İterasyon sayısını güncelleştir 
- k=k+1 
 
Adım 3: Atalet ağırlığını güncelleştir. 
- β×=+ k1k ww   
 
Adım 4: Hız vektörünü güncelleştir. 
- ( ) ( )+−××+×= ++ kijij11kij1k1kij xprcvwv  ( )kijj22 xgrc −××  Burada belirtilen 1r  ve 
2r  (0,1) arasında yer alan rassal değerler, 
1c  ve 2c  ise sosyal (social) ve kavram-
sal (cognitive) parametre değerlerini ifa-
de eder. Elde edilen kijv  değeri (2)’deki 
formül yardımıyla kısıtlandırılır.  
 
( )



−<−
≤
>
=
max
i
ijmax
max
i
ij
i
ij
max
i
ijmax
i
ij
Vveğer,V
Vveğer,v
Vveğer,V
vh   (2) 
 
Adım 5: Pozisyon vektörünü güncelleştir. 
- 1kijkij1kij vxx ++ +=  
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Adım 6: Operasyon sırasını oluştur. 
- Pozisyon vektörü değerlerini kullanarak 
operasyon sırası vektörünü oluştur. 
][ kij
k
2i
k
1i
k
i t,..,t,tT =  
 
Adım 7: Operasyon tabanlı sırayı oluştur. 
- ][ kijk2ik1iki ,..,, πππ=Π  
 
Adım 8: Değerlendir. 
- Güncelleştirilmiş sürü içerisinde yer alan 
her bir parçacığın ki∏  değerlerini kulla-
narak yeni amaç fonksiyon değerlerini 
bul.  )(ff ki
k
i ∏=  
 
Adım 9: Yerel en iyi değerlerini güncelleştir. 
- Güncelleştirilen her bir parçacığı bir ön-
ceki amaç fonksiyonu değeri ile karşılaş-
tır. Bir öncekinden daha iyi ise parçacı-
ğın değerlerini güncelleştir, aksi takdirde 
aynısını al. Eğer pbi
k
i ff < , ise  kii XP =  
ve ki
pb
i ff = ’dir. 
 
Adım 10: Küresel en iyi değeri güncelleştir. 
- Güncelleştirilen her bir parçacığı bir ön-
ceki sürüdeki amaç fonksiyonu değeri en 
iyi olan ile karşılaştır. Bir öncekinden 
daha iyi ise parçacığın değerlerini gün-
celleştir, aksi takdirde aynısını al. 
}{ pbi
k
b ff min= , Eğer gbkb ff <  ise 
k
bXG =  ve kbgb ff = ’dir. 
 
Adım 11: Küresel en iyiye yerel arama uygula. 
- Küresel en iyi parçacığının operasyon 
tabanlı gösterim sırasına değişken kom-
şuluk arama yöntemi uygula  
 
Adım 12: Durdurma kriteri. 
- Belirtilen maksimum iterasyon sayısına 
veya işlem zamanına erişildiğinde dur 
aksi halde 2. adıma git. 
- Modelin komşuluk yapısı 
Komşuluk yapısı mevcut bir çözümü değiştire-
rek yeni çözümler üretme şeklidir. Atölye tipi 
çizelgeleme problemlerinde bu tür bir yapı 
mevcut bir çizelgeden, komşuluk yapısının içe-
riğine göre yeni çizelgeler üretmek için kullanı-
lır ve bu tür çizelgelere komşu çizelgeler den-
mektedir. Dolayısıyla yerel algoritma uygula-
madan önce komşuluk yapısı-nın belirlenmesi 
gerekmektedir. Modelde kom-şuluk yapısı po-
zisyon vektörüne veya operasyon tabanlı sıraya 
uygulanabilir. Yerel Arama yönte-mi olarak ise 
basit ekle ve değiştir yöntemini içeren değişken 
komşuluk arama (VNS) yönte-mi seçilmiştir. 
 
Önerilen modelde komşuluk yapısı şu şekilde 
açıklanabilir. Örneğin Tablo 3’te pozisyon vektö-
ründeki ikinci pozisyonda bulunan 
99.0xk2i −= değeri beşinci pozisyona eklendi-
ğinde yeni bir çizelge elde edilmiş olur (Ekle 
Yöntemi). Görüldüğü gibi amaç fonksiyon değeri 
k
iΠ  vektörü yardımıyla bulunmaktadır. Yerel 
arama yöntemi kiX  vektörüne uyguladığında 
amaç fonksiyonundaki değişimi görmek için kiT  
ve kiΠ  değerlerinin bulunması gerekmektedir. 
Dolayısıyla bu işlem zaman harcayacağı için al-
goritmanın performansı düşecektir. Ancak yerel 
arama işlemi kiΠ  değerleri üzerinde yapılırsa da-
ha az zamanda gerçekleştirilmiş olacaktır. Fakat 
bu işlem yapıldığında da en son elde edilen kiΠ  
değerle-rine karşılık gelen kiX  ve 
k
iT  değerleri 
değişmiş olacaktır. Bu karışıklığı da engellemek 
için yerel arama ile elde edilen en son kiΠ ’ye 
karşılık gelen kiX  ve 
k
iT  vektörleri bulunur.  
 
Bu işlem şu şekilde açıklanabilir. Tablo 4’den 
de görüldüğü gibi operasyon tabanlı gösterim 
sırası vektöründeki 1 ve 2 yer değiştirdiği halde 
(Değiştirme Yöntemi) bunlara karşılık gelen 2, 
3 ve -0.99, 3.01 değerlerinin yeri değişmemiştir. 
Bir sonraki iterasyonda küresel en iyi parçacığı-
nın pozisyon vektörü değerleri kullanılacağı için 
elde edilen bu son operasyon sırası vektörü de-
ğerleri pozisyon değerlerine karşılık gelmemek-
tedir. Dolayısıyla yerel arama işlemi bittiğinde 
operasyon tabanlı sıraya karşılık gelen kiT  ve 
k
iX  değerleri yerine yazılır (Düzenle Fonksiyo-
nu ile). Tablo 5’te bu işlemler görülmektedir. 
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Tablo 3. Pozisyon vektöründe komşuluk yapısı 
(Ekle) 
 
Pozisyon 1 2 3 4 
k
iX  1.8 -0.99 3.01 0.72 
k
iV  -3.5 2.5 0.89 3.85 
k
iT  2 4 1 3 
k
iΠ  1 2 1 2 
k
iX  
1.8 3.01 0.72 -0.99 
k
iV  
-3.5 2.5 0.89 3.85 
k
iT  
4 3 1 2 
k
iΠ  2 2 1 1 
 
Tablo 4. Yerel aramanın operasyon tabanlı gös-
terim sırasına uygulanışı (önce) 
 
Pozisyon 1 2 3 4 
k
iX  1.8 -0.99 3.01 0.72 
k
iV  -3.5 2.5 0.89 3.85 
k
iT  2 4 1 3 
k
iΠ  1 2 1 2 
k
iX  
1.8 -0.99 3.01 0.72 
k
iV  
-3.5 2.5 0.89 3.85 
k
iT  
2 4 1 3 
k
iΠ  2 2 1 1 
 
Tablo 5. Yerel aramanın operasyon tabanlı gös-
terim sırasına uygulanışı (sonra) 
 
Pozisyon 1 2 3 4 
k
iX  1.8 -0.99 3.01 0.72 
k
iV  -3.5 2.5 0.89 3.85 
k
iT  2 4 1 3 
k
iΠ  1 2 1 2 
k
iX  
1.8 3.01 -0.99 0.72 
k
iV  
-3.5 2.5 0.89 3.85 
k
iT  
3 4 1 2 
k
iΠ  2 2 1 1 
Diğer bir deyişle kiΠ  değerlerine yerel arama 
uygulama sonucu 1k1i =π  ve 2k4i =π  yer değiş-
miştir. Bunlara karşılık gelen operasyon sırası 
ve pozisyon vektörü değerleri de değiştirilir. 
Yani operasyon sırası vektöründeki 32k1i →=τ  
ve 23k4i →=τ olarak, pozisyon vektöründeki 
01.399.0xk2i →−=  ve 99.001.3xk3i −→=  ola-
rak değiştirilir. 
 
Yerel arama metodu 
Önerilen modelde yerel arama işlemi, her bir 
iterasyon sonucunda küresel en iyi parçacığının 
operasyon tabanlı sıra vektörüne uygulanır. Ye-
rel aramanın performansı seçilen iki tür komşu-
luk yapısına bağlıdır. Bunlar  
- Operasyon tabanlı gösterim sırasındaki 
rassal olarak oluşturulan .η  ve .κ  değer-
lerinin yer değiştirilmesi ile yapılır ki, 
κη ≠  (Değiştirme). 
- Operasyon Tabanlı sıradaki rassal olarak 
oluşturulan .η  değer .κ  değerinin arası-
na eklenir ki yine κη ≠ ’dir (Ekle). 
Modelde yerel arama yöntemi olarak değişken 
komşuluk arama (variable neighborhood search) 
yöntemi kullanılmıştır (Mladenovic ve Hansen, 
1997). Değişken komşuluk arama yönteminin 
yukarıda belirtilen komşuluk yapısı incelen-
diğinde ekle+değiştir ve değiştir+ekle olmak 
üzere iki gruba ayrılır. Bu modelde Ek-
le+Değiştir yöntemi incelenmiştir. Uygula-
nan bu yerel arama yönteminin benzetim ko-
du Şekil 3’te verilmiştir.  
 
Burada yer alan S0 değeri küresel en iyi parçacı-
ğının operasyon tabanlı gösterim sırasını ifade 
etmektedir. Elde edilen en iyi değeri basit yerel 
arama yöntemleriyle bozup, değişken komşu 
arama metodu daha sonra uygulandığın-da daha 
iyi sonuçlar vermektedir (Besten vd., 2001; 
Stützle, 1998). Dolayısıyla o ana kadar elde edi-
len en iyi operasyon tabanlı sıra, rassal olarak 
mn×  arasında oluşturulan iki sayı ile ekleme ve 
değiştirme işlemi gerçekleştirerek bozulur 
(Boz(S0)). 
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S0=∏k  Küresel En İyi Sırası (G) 
S1 =Boz(S0) 
Yap{ 
 döngü=0; 
 maks_metot=2; 
 sayaç=0; 
 Yap{ 
  Eğer (sayaç==0) S2 =Değiştir(S1); 
  Eğer (sayaç==1) S2 =Ekle (S1); 
  Eğer f(S2) <= f(S1) { 
   S1= S2; 
   sayaç=0; 
 } 
  Değilse 
  sayaç++; 
 }sayaç <maks_metot; 
 
}döngü<n×m 
 
Eğer f(S1) <= f(S0) { 
 G= S1; 
 Düzenle(G); 
} 
 
Şekil 3. Uygulanan değişken komşu arama    
yönteminin benzetim kodu 
 
Daha sonra sayaç şeklinde parametre tanımla-
nır. Bu parametre yardımıyla ilk önce değiştir-
me (interchange) işlemi yapılır. Amaç fonksi-
yonunda iyileşme var ise sayaç parametresi sıfı-
ra eşitlenir. İyileşme yok ise bu parametre bir 
arttırılır. Sayaç=1 olduğu zaman bu defa ekle 
(insert) işlemi yapılır. Aynı şekilde iyileşme ol-
duğu zaman bu işleme devam edilir, iki defa üst 
üste iyileşme olmadığı zaman ise tekrar değiş-
tirme işlemi gerçekleştirilir. Bu işlem mn×  de-
fa tekrar edilir. Sonuçta elde edilen operasyon 
tabanlı gösterim sırasına karşılık gelen operas-
yon sırası ve pozisyon vektörü değerleri Düzen-
le(G) fonksiyonu yardımıyla güncelleştirilir. 
Deneysel çalışma ve sonuçları 
Yukarıda aşamaları belirtilen ve C programında 
yazılmış yerel aramalı PSO modeli; Tablo 6'da 
verilen PSO parametreleri kullanılarak Intel P4 
2.6 Ghz, 512 RAM kapasiteli bilgisayarda, lite-
ratürdeki bazı zor test problemlerine 20 defa 
tekrar edecek şekilde uygulandığında Tablo 
7’de verilen sonuçlar elde edilmiştir.  
 
Bu modelde, optimumdan sapmaları göstermek 
için ortalama bağıl hata (Mean Relative Percent 
Deviation) ele alınmıştır. Ortalama bağıl hatanın 
bulunabilmesi için öncelikle bağıl hatanın bu-
lunması gerekmektedir. Bağıl hatanın formülü 
(3)’te verilmiştir. 
 
Bağıl Hata=RE 100
O
OS ×−=    (3) 
 
Burada yer alan S değeri önerilen algoritmanın 
bulduğu en iyi amaç fonksiyon değerini, O ise 
problemin optimum çözüm değerini veya şu ana 
kadar bilinen en iyi değerini göstermektedir. Or-
talama bağıl hata (MRE) ise toplam bağıl hata-
larının problem sayına bölümüyle elde edilir.  
 
Tablo 6. Önerilen PSO modelinde kullanılan 
parametreler 
 
Parametreler  
Popülasyon Sayısı (ρ) n×m×2 
Başlangıç Atalet Ağırlığı (w) 0.9 
Azaltma Fonksiyonu (β) 0.975 
Pozisyon Vektör Aralığı ([dmin,dmax]) [0,10] 
Hız Vektör Aralığı([Vmin,Vmax]) [-4,+4] 
Tekrar (Replication) Sayısı 20 
Sosyal ve Kavramsal Değerler 2 
 
Literatürdeki çalışmalarda genellikle algorit-
manın performansını ölçmek için zor kabul edi-
len (Beasley, 2004) ve Tablo 7’de görülen zor 
test problemleri kullanılır. Bu test problemlerin-
de en iyi sonuç veren sezgisel yöntemler şu şe-
kilde sıralanabilir; 
- DT, Tabu Arama (Dell'Amico, 1993).  
- TSAB, Tabu Arama (Nowicki ve Smu-
nitcki, 1996).  
- SB-RGLS2, Darboğaz yordamı tabanlı 
yerel arama yöntemi (Balas ve Vaza-
copoulos, 1998). 
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Tablo7 Yerel aramalı PSO algoritması ile elde edilen sonuçların diğer algoritmaların sonuçlarıyla 
karşılaştırılması 
 
En İyi. TSAB SB-RGLS2 dESA KSA ACO_GSS GA_TS PSO Problem n m 
Değer UB RE UB RE UB RE UB RE UB RE UB RE UB RE 
FT10 10 10 930 930 0.00 930 0.00 - - - - - - 930 0.00 930 0.00
LA02 10 5 655 655 0.00 655 0.00 - - - - - - - - 655 0.00
LA19 10 10 842 842 0.00 842 0.00 - - 842 0.00 - - 842 0.00 842 0.00
LA21 15 10 1046 1047 0.10 1046 0.00 1046 0.00 1047 0.10 1047 0.10 1046 0.00 1047 0.10
LA24 15 10 935 939 0.43 935 0.00 935 0.00 938 0.32 944 0.96 935 0.00 935 0.00
LA25 15 10 977 977 0.00 977 0.00 977 0.00 977 0.00 977 0.00 977 0.00 977 0.00
LA27 20 10 1235 1236 0.08 1235 0.00 1240 0.40 1236 0.08 1243 0.65 1235 0.00 1235 0.00
LA29 20 10 1152 1160 0.69 1164 1.04 1176 1.99 1167 1.30 1168 1.39 1153 0.09 1164 1.04
LA36 15 15 1268 1268 0.00 1268 0.00 - - 1268 0.00 - - 1268 0.00 1268 0.00
LA37 15 15 1397 1407 0.72 1397 0.00 - - 1401 0.29 - - 1397 0.00 1397 0.00
LA38 15 15 1196 1196 0.00 1196 0.00 - - 1201 0.42 1196 0.00 1196 0.00 1196 0.00
LA39 15 15 1233 1233 0.00 1233 0.00 - - - - - - 1233 0.00 1233 0.00
LA40 15 15 1222 1229 0.57 1224 0.16 1228 0.49 1226 0.33 1228 0.49 1222 0.00 1224 0.16
Ortalama   0.20   0.09   0.48   0.28   0.51   0.01   0.1 
 
- KSA, Benzetim Tavlama (Kolonko, 
1999).  
- TSSB, Tabu Arama (Pezzella ve Merelli, 
2000).  
- ACO_GSS, Tabu arama tabanlı karınca 
kolonileri yöntemi (Blum ve Sampel, 
2004). 
- dESA, Evrimsel benzetim tavlaması 
(Aydin ve Fogarty, 2004). 
- GA_TS, Genetik algoritma tabanlı tabu 
arama yöntemi (Murovec ve Suhel, 
2004).  
 
Tablo 7’den de görüldüğü gibi Ortalama bağıl 
hatalara bakıldığında PSO (0.10) yönteminin, 
TSAB (0.20), dESA (0.48), KSA (0.28) ve 
ACO_GSS (0.51)’den daha iyi olduğu, SB-
RGLS2 (0.09)’e göre ise eşdeğer seviyede oldu-
ğu görülmektedir. GA_TS (0.01) ise PSO’ya 
göre bir üstünlük sağlamaktadır. Murovec ve 
Suhel makalesinde elde edilen bu değerlerin 
5000 defa tekrar sonucu elde edildiğini ifade 
etmektedir ki bu da önemli bir dezavantajı gös-
termektedir. 
 
Bilgisayar işlem zamanları açısından incelendi-
ğinde ise, diğer algoritmaların kullandıkları bil-
gisayarlar birbirinden farklı olduğundan işlem 
zamanları verilmemiştir.  
Sonuç ve öneriler 
Bu çalışmada, zor problemler sınıfına giren ve 
üretimde önemli bir yeri teşkil eden atölye tipi 
çizelgeleme problemlerinin çözümünde alter-
natif yeni sezgisel yöntem olan Parçacık Sürü 
Optimizasyonu ile bir model geliştirilmiştir. 
 
Önerilen PSO modelinin sonuçları, literatürde 
iyi sonuçlar veren diğer sezgisel yöntemlerin  
(benzetim tavlaması, tabu arama, karınca kolo-
nileri ve genetik algoritma) sonuçlarıyla ortala-
ma bağıl hata dikkate alınarak karşılaş-tırılmış, 
PSO modelinin genel olarak diğer algoritmalarla 
eşit seviyede veya daha iyi oldu-ğu görülmüştür.  
 
PSO modelinin diğer sezgisel yöntemlere göre 
avantajları; 
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- Kullanılan komşuluk yapısının basit ek-
leme veya değiştirme işlemleri yapılarak 
gerçekleştirilmesiyle, karmaşık komşu-
luk yapılarını kullanmadan da daha iyi 
sonuçlar elde edilebileceğini göstermesi. 
- Daha az parametre içermesi ve program 
yapısının daha kolay oluşturulup diğer 
çizelgeleme problemlerine kısa sürede 
entegre edilebilmesi. 
 
Bu çalışmanın literatüre katkıları ise;  
 
- Partikül Sürü Optimizasyonu atölye tipi 
çizelgeleme problemlerine literatürde ilk 
olarak uygulanmıştır. 
- Atölye tipi çizelgeleme problemi için 
permütasyonlu sıradan operasyon tabanlı 
gösterim sırası elde edilerek literatüre 
yeni bir gösterim metodu kazandırıl-
mıştır. 
 
şeklinde özetlenebilir. 
 
Gelecekteki çalışma konuları ise şu şekilde sıra-
lanabilir: Birincisi benzetim tavlaması ve tabu 
arama gibi meta sezgisel yöntemlerin geliştirilen 
gösterim metodu ile performansları incelenip  
PSO yöntemiyle karşılaştırma yapıla-bilir. İkin-
ci olarak ise önerilen PSO yönteminde sürekli 
değişkenler yerine kesikli değişkenler kullanılıp 
yeni bir model geliştirilebilir. 
Kısaltmalar 
UB :Belirtilen algoritma tarafında bulunan en 
iyi değer 
TSAB :Nowicki ve Smunitcki'nin (Nowicki ve 
Smutnicki, 1996) tabu arama yöntemi  
SB-RGLS2:Balas ve Vazacopoulos (Balas ve 
Vazacopoulos, 1998) tarafından geliştirilen darbo-
ğaz yordamı tabanlı yerel arama yöntemi  
dESA :Aydin ve Fogarty (Aydin ve Fogarty, 2004 ) 
tarafından geliştirilen evrimsel benzetim tavlama 
KSA :Kolonko'nun (Kolonko, 1999) benzetim tav-
laması yöntemi 
ACO_GSS :Blum ve Sampels tarafından geliş-
tirilen (Blum ve Sampel, 2004) tabu arama tabanlı 
karınca kolonileri metodu 
GA_TS :Murovec ve Suhel tarafından (Murovec ve 
Suhel, 2004) geliştirilen genetik algoritma tabanlı 
tabu arama yöntemi 
PSO :Yerel Aramalı PSO modeli 
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