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1 Einführung
Die hier vorliegende Arbeit behandelt im weitesten Sinne die Darstellung von und
den Umgang mit speziellen mathematischen Objekten. Daher beginnen wir mit einer
kurzen Einführung in dieses Themenfeld.
1.1 Darstellung mathematischer Objekte in der Numerik
Jedes mathematische Problem behandelt einen oder mehrere Typen speziﬁscher ma-
thematischer Objekte - z.B. Funktionen, Mengen, Zahlen oder auch komplexere
Datenstrukturen wie Matrizen oder spezielle Unterkategorien davon. Zur Lösung
des zugrundeliegenden Problems ist die problembezogene eﬃziente Darstellung eine
Grundvoraussetzung, dies macht die Darstellung solcher Objekte an sich für die Ma-
thematik interessant. Insbesondere für die numerische Behandlung ist die Darstellung
solcher Objekte auf dem Computer wichtig. Hierbei sind schon bei der Darstellung
reeller Zahlen gravierende Einschränkungen gegeben, denn nur eine kleine endliche
Menge von Zahlen kann überhaupt exakt dargestellt werden, und selbst die exakt
darstellbaren Zahlen können nicht von in der Nähe liegenden Nachbarn unterschie-
den werden. Wir beﬁnden uns also grundsätzlich im Bereich der machine precision
oder Maschinengenauigkeit. Wenn schon die exakte Darstellung von vergleichsweise
einfachen Objekten wie reellen Zahlen nicht mehr möglich ist, so gilt dies in verstärk-
tem Maße für komplexere, zusammengesetzte oder auch höherdimensionale Objekte
wie Matrizen oder Tensoren. Wenn wir also von der Darstellung mathematischer
Objekte in der Numerik sprechen, so meinen wir damit implizit die approximative
Darstellung solcher Objekte auf dem Computer.
Da selbst die exaktest-mögliche Darstellung eines mathematischen Objektes auf
dem Computer schon eine Approximation und der zur Verfügung stehende Spei-
cherplatz begrenzt ist, sollten wir von vorneherein versuchen, alle Objekte durch
geeignete Approximationen zu ersetzen, wobei geeignet sehr stark von der Art der
zu untersuchenden Fragestellung abhängt. So wird man z.B. Matrizen ganz unter-
schiedlich behandeln, je nachdem ob man die Inverse möglichst exakt bestimmen will
oder nur den größten Eigenwert bei begrenzter Genauigkeit.
Ein weiteres Problem ergibt sich daraus, dass der verwendete Speicherplatz prinzi-
piell in direktem Zusammenhang mit den Kosten für bestimmte arithmetische Ope-
rationen steht, die zur Lösung des Ausgangsproblems durchgeführt werden müssen.
Um Speicher- und Rechen-Kosten zu sparen, sollte der Speicherplatz möglichst klein
gehalten werden, aber je mehr man hier reduziert, desto ungenauer werden die Er-
gebnisse. Es gilt also die Balance zu wahren zwischen der Genauigkeit einerseits
und Speicher- und Recheneﬃzienz andererseits. Wir müssen also schon bei der Wahl
oder Konstruktion einer geeigneten Darstellung immer auch die benötigten arithme-
tischen Operationen des mathematischen Objektes im Blick haben. Darstellung und
Arithmetik sind in den meisten Fällen eng miteinander verknüpft.
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1.2 Darstellung von Tensoren
Vereinfacht gesagt sind Tensoren multidimensionale Datenstrukturen. Will man all-
gemeine Tensoren in Volldarstellung möglichst exakt behandeln, so steht man vor
einem im wahren Wortsinne großen Problem: Der Speicherbedarf hängt exponentiell
von der Dimension ab, dies gilt ebenso für die Rechenzeit. Diese exponentielle Ab-
hängigkeit bezeichnet man nach Bellmann als curse of dimensionality. Dieser Fluch
stellt die entscheidende Herausforderung für alle Tensorformate dar. Wir werden in
dieser Arbeit aufzeigen, welche Möglichkeiten das neue hierarchische Format bietet,
um diesen Fluch der Dimensionalität zu überwinden.
Wir hatten bereits ausgeführt, dass wir, wenn wir von Darstellung sprechen, die
Arithmetik schon mitdenken müssen. Im Hinblick auf das Rechnen mit oder allge-
meiner die mathematische Behandlung von Tensoren müssen die Darstellungen oder
Formate besonders leistungsfähig sein und insbesondere die eﬃziente Berechnung
von Approximationen mit niedrigem Speicherbedarf (data-sparse) ermöglichen. Dies
ist entscheidend für die Eﬃzienz einer solchen inexakten Tensor-Arithmetik, da zur
Beschränkung des Speicherbedarfs für die meisten exakten arithmetischen Operatio-
nen eine anschließende Kürzung unumgänglich ist. Bei hochdimensionalen Problemen
und insbesondere bei Problemen mit Tensorstruktur lässt der hohe Speicherbedarf
i.d.R. kaum Spielraum, während bei vielen Rechenoperationen das bis auf die Ma-
schinengenauigkeit exakte Ergebnis einen deutlich größeren Speicherbedarf hat als
ein einzelner Operand. So kann sich der Speicherbedarf durch eine einzige Operation
mit nur zwei Operanden vervielfachen, und zwar nicht nur um den Faktor 2, sondern
um ungleich größere Faktoren. So ist etwa beim Hadamardprodukt von Matrizen der
Rang von A ◦B beschränkt durch das Produkt der Ränge von A und B. Wird diese
Operation mit Niedrigrangmatrizen durchgeführt, so vergrößert sich der Rang multi-
plikativ. Dies macht es umso wichtiger, eine leistungsfähige inexakte Arithmetik zur
Hand zu haben, vergleichbar etwa der Arithmetik der H-Matrizen. Im Fall höherdi-
mensionaler Tensoren steht man vor vergleichbaren oder sogar größeren Problemen.
Ein Schwerpunkt dieser Arbeit - im theoretischen und praktischen Teil - liegt auf
der Herleitung und Testung von verschiedenen Kürzungsmethoden, die solch eine
inexakte Arithmetik erst möglich machen.
Wir wollen noch auf das kürzlich erschienene Buch Tensor spaces and numerical
tensor calculus, [22], verweisen, dass den gesamten Bereich der Tensorformate um-
fasst.
1.3 Ziel der vorliegenden Arbeit
Wir wollen ein neues Tensorformat deﬁnieren, das es erlaubt,
• Tensoren exakt darzustellen,
• Approximationen mit niedrigem Speicherbedarf zu berechnen,
• Approximationen mit einer vorgegebenen Genauigkeit zu berechnen,
• verschiedene Rechenoperationen exakt oder approximativ durchzuführen,
• Tensoren aus anderen Formaten exakt in das neue Format umzurechnen bei
vergleichbarem Speicherbedarf,
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• auch Tensoren aus unendlich-dimensionalen Tensorräumen (z.B. im Falle eines
Tensorproduktes von Funktionenräumen) zu behandeln,
• alle für obige Punkte erforderlichen Berechnungen mit einfachen, stabilen und
leicht zu implementierenden Methoden der linearen Algebra durchzuführen.
Außerdem soll ein C++-Programm entstehen, das diese (oder fast alle dieser) theo-
retischen Eigenschaften umsetzt. Im Programm enthalten sein sollen mindestens fol-
gende Punkte:
• Umrechnung von Tensoren im r-Term-Format (kanonisches Format),
• Umrechnung von Tensoren in Unterraum- (Tucker-Format) bzw. Volldarstel-
lung,
• Approximation/Kürzung (verschiedene Varianten),
• Addition von Tensoren,
• Skalarprodukt von Tensoren, Norm eines Tensors
• Behandlung von Tensoren aus unendlich-dimensionalen Tensorräumen.
Der Schwerpunkt dieser Arbeit liegt hierbei auf der eﬃzienten numerischen Behand-
lung von Tensoren. Dabei werden Tensoren zumeist nur als multidimensionale Ar-
rays behandelt, die zugrundeliegende Theorie des Tensorproduktes von Vektorräu-
men wird zur Vervollständigung der Darstellung in Grundzügen skizziert.
1.4 Notation
Um Tensoren und ihre mathematische Behandlung korrekt zu beschreiben, ist die
Verwendung teils komplizierter Multiindex-Notationen und ähnlich leicht zu Missver-
ständnissen führender Bezeichnungen unumgänglich. Wir sollten daher zuerst eine
einheitliche Notation für oft verwendete mathematische Objekte festlegen. Trotz-
dem kann es vereinzelt zu Mehrdeutigkeiten kommen, etwa im Falle der Notaton
Vj , hierbei kann ein Eintrag des Objektes V bezeichnet sein oder das j-te Element
einer Liste von Objekten, z.B. Vektorräumen. Eventuelle Unklarheiten lassen sich
jedoch entweder aus dem Kontext klären oder ﬁnden an Ort und Stelle gesondert
Erwähnung.
• Indexmengen werden in der Regel mit I, J, . . . oder I1, I2, . . . , Ik bezeichnet.
Die oft vorkommende Indexmenge {1, . . . , d} wird mit J bezeichnet, ebenso
wird der Lauﬁndex j oft für j ∈ J verwendet werden.
• Das Produkt von Indexmengen I1, . . . , Ik wird i.d.R. mit
I = I1 × I2 × . . .× Ik bezeichnet. I ist eine (Index-)Menge von Multiindizes.
• Die Anzahl der Elemente einer Menge M wird mit #M bezeichnet, für unend-
liche Mengen M sei #M =∞ unabhängig von der Kardinalität von M .
• R und C bezeichnen die Körper der reellen bzw. komplexen Zahlen. K steht
i.d.R. für R oder C. Steht K für etwas anderes, so wird dies gesondert angege-
ben.
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• Vektorräume werden i.d.R. mit V, V1, Vi, . . . bezeichnet, Untervektorräume mit
U,U1, Ui, . . .. Für eine Indexmenge I mit #I = n bezeichneKI den n-dimensionalen
Vektorraum KI = ×i∈IK. Im Falle von n = ∞ ist KI dann isomorph zum
Vektorraum aller Funktionen von I nach K. Für die Menge I = {1, . . . , n}
verwenden wir die übliche Bezeichnung KI = Kn weiterhin immer dann, wenn
die Indexmenge sowieso angeordnet werden muss, z.B. um eine QR-Zerlegung
zu berechnen. Hilberträume werden manchmal auch mit H bezeichnet.
• Vektoren werden i.d.R. mit u, v, w, . . . bezeichnet.
• Tensorräume oder Tensorprodukte werden i.d.R. mit U,V,W, . . . bezeichnet.
Die für die hierarchische Tensordarstellung benötigten Hilfstensorräume wer-
den dagegen mit U12, V12, U1234, V1234, . . . bzw. allgemein mit Uα bezeichnet,
α ⊂ {1, . . . , d}; die Mengenklammern lassen wir der Einfachheit halber weg.
• Tensoren werden i.d.R. mit u,v,w, . . . bezeichnet.
• Allgemeine Matrizen werden i.d.R. mit A,B,M,Ai, . . . bezeichnet.
• Einheitsmatrizen werden mit I bzw. In für I ∈ Kn×n bezeichnet. Aus dem
Kontext wird sich ergeben, wann es sich um eine Matrix und wann es sich um
eine Indexmenge handelt.
• Obere Dreiecksmatrizen werden i.d.R. mit R bezeichnet.
• Orthogonale Matrizen werden i.d.R. mit Q,U, V,Qi, . . . bezeichnet. Aus dem
Kontext wird sich ergeben, wann es sich bei U, V um Matrizen oder (Unter-
)Vektorräume handelt.
• Diagonalmatrizen werden i.d.R. mit D,S oder Σ bezeichnet.
Ein besonderes Augenmerk dieser Arbeit liegt auf der Angabe bzw. Abschätzung
des Speicher- und Rechenaufwandes für alle Datenstrukuren und mathematischen
Operationen im Rahmen des hierarchischen Tensorformates. Deshalb werden wir
einheitliche Bezeichner dafür gesondert festlegen. Generell werden wir für die An-
zahl an Rechenoperationen den Buchstaben R verwenden mit einem Subskript, was
den Bezug zur jeweiligen arithmetischen Operation herstellt. Für den Speicherauf-
wand verwenden wir den Buchstaben S mit einem Subskript, welches das jeweilige
mathematische Objekt bzw. die jeweilige Datenstruktur beschreibt.
• Der Speicheraufwand für Objekt X wird mit SX bezeichnet.
• Der Rechenaufwand für die Prozedur Y wird mit RY bezeichnet.
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2 Lineare Algebra und Funktionalanalysis
In diesem Kapitel werden die im Rahmen der vorliegenden Arbeit benötigten Begriﬀe
und Hilfsmittel aus Funktionalanalysis und linearer Algebra vorgestellt. Vertiefende
Informationen ﬁnden sich für die Funktionalanalysis z.B. in [47] und [1], für die hier
vorgestellten Begriﬀe und Methoden der linearen Algebra verweisen wir auf [17] und
[18].
Seien zwei endlichdimensionale Indexmengen I und J gegeben mit #I = m und
#J = n. Wenn keine Festlegung der Ordnung der Indexmengen gefordert ist, kön-
nen wir den allgemeinen Matrixraum KI×J anstelle von Km×n verwenden. Die In-
dexmengen I und J können ja selber wieder keine oder eine andere Ordnung haben
als die Mengen {1, . . . ,m} und {1, . . . , n}, es kann I, J 6⊂ N gelten. Ist allerdings die
Festlegung einer Ordnung erforderlich, z.B. wenn Dreiecks- oder Diagonalmatrizen
ins Spiel kommen, dann beziehen wir uns auf Km×n. K sei entweder R oder C. Zuerst
benötigen wir einige grundlegende Begriﬀe.
2.1 Sesquilinearform und Skalarprodukt
Gegeben seien zwei Vektorräume V , W über demselben Körper K.
Deﬁnition 2.1 (Sesquilinearform). Eine Sesquilinearform ist eine Abbildung
〈·, ·〉 : V ×W → K
mit den folgenden Eigenschaften:
1. Linearität im ersten Argument:
〈λv,w〉 = λ〈v, w〉, (2.1)
〈v1 + v2, w〉 = 〈v1, w〉+ 〈v2, w〉, (2.2)
2. Semilinearität im zweiten Argument:
〈v, λw〉 = λ〈v, w〉, (2.3)
〈v, w1 + w2〉 = 〈v, w1〉+ 〈v, w2〉, (2.4)
λ ∈ K, v, v1, v2 ∈ V , w,w1, w2 ∈W .
Im Fall K = R ist jede Sesquilinearform eine Bilinearform.
Für den Vektorraum V über dem Grundkörper K sei nun eine Sesquilinearform
〈·, ·〉 : V × V → K gegeben. Sie heißt hermitesch, falls zusätzlich
3. hermitesch:
〈v1, v2〉 = 〈v2, v1〉 (2.5)
gilt. Im Fall K = R wird eine hermitesche Sesquilinearform zu einer symmetrischen
Bilinearform.
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Deﬁnition 2.2 (Skalarprodukt). Ein Skalarprodukt auf dem Vektorraum V ist eine
postiv deﬁnite hermitesche Sesquilinearform
〈·, ·〉 : V × V → K,
d.h. zusätzlich zu den Bedingungen für eine hermitesche Sesquilinearform (2.1)-(2.5)
gelten die Bedingungen
4. Deﬁnitheit:
〈v, v〉 = 0 ⇔ v = 0 (2.6)
und
5. Nichtnegativität:
〈v, v〉 ≥ 0 ∀ v ∈ V. (2.7)
Im Fall K = R ist ein dann reelles Skalarprodukt deﬁniert als positiv deﬁnite sym-
metrische Bilinearform.
Ein Vektorraum mit Skalarprodukt heißt Prähilbertraum oder Innenproduktraum.
Ein Skalarprodukt auf V induziert auf kanonische Weise eine Norm auf V , nämlich
über die Vorschrift
‖v‖ =
√
〈v, v〉. (2.8)
Ist ein normierter Vektorraum vollständig, so heißt er Banachraum. Ein vollständiger
normierter Prähilbertraum, bei dem die Norm vom Skalarprodukt vermittels (2.8)
abgeleitet ist, heißt Hilbertraum.
Zwei Vektoren v1, v2 ∈ V eines (Prä-)Hilbertraumes V heißen orthogonal, falls 〈v1, v2〉 =
0. Gilt zusätzlich ‖v1‖ = ‖v2‖ = 1, sind also beide Vektoren schon auf Einheitslänge
normiert, dann heißen sie orthonormal.
Eine Menge von Vektoren 0 6= vi ∈ V , i ∈ I, heißt Orthogonalsystem, wenn die
vi paarweise linear unabhängig und orthogonal sind. Sind alle Vektoren zusätzlich
schon auf Einheitslänge normiert, so ist es ein Orthonormalsystem. Handelt es sich
zusätzlich um eine Basis von V , dann nennt man sie entsprechend Orthogonalbasis
bzw. Orthonormalbasis.
Da in Hilberträumen die Norm durch das Skalarprodukt deﬁniert ist, gilt für zuein-
ander orthogonale Vektoren v1, v2
‖v1 + v2‖2 = 〈v1 + v2, v1 + v2〉 = 〈v1, v1〉+ 〈v2, v2〉+ 〈v1, v2〉+ 〈v2, v1〉
= ‖v1‖2 + ‖v2‖2 . (2.9)
2.2 Matrizen, insbesondere semideﬁnite
In diesem Abschnitt seien alle Vektorräume - z.B. der Matrixraum KI×J - mit dem
zugehörigen Standardskalarpodukt und (falls nötig) der daraus abgeleiteten Norm
versehen, d.h. sie seien (Prä-)Hilberträume.
Sei eine Matrix M ∈ KI×J gegeben. Das Bild der Matrix M , also der von den
Spalten aufgespannte Raum, sei mit range M bezeichnet.MH = M
T
bezeichnet die
konjugiert komplexe transponierte Matrix. Eine Matrix M heißt hermitesch, wenn
M = MH gilt. Für K = R sind symmetrisch und hermitesch identisch.
M heißt orthogonal, falls die Spalten mj ∈ KJ paarweise orthonormal sind. Eine
quadratische orthogonale Matrix M ∈ KI×I bezeichnet man auch als unitär, wir
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verwenden auch in diesem Fall den Begriﬀ orthogonal.
M heißt positiv semideﬁnit, wenn gilt:
M = MH und 〈Mx, x〉 ≥ 0 ∀ x ∈ KI .
M heißt positiv deﬁnit, wenn gilt:
M = MH und 〈Mx, x〉 > 0 ∀ 0 6= x ∈ KI .
Positiv deﬁnite Matrizen besitzen nur positive1 Eigenwerte, positiv semideﬁnite Ma-
trizen nur nichtnegative. Wir werden folgenden Begriﬀ öfter benötigen:
Deﬁnition 2.3 (Spur einer Matrix). Die Spur einer Matrix M ∈ KI×I ist deﬁniert
über
trace(M) :=
m∑
i=1
Mii. (2.10)
Für die Spur gilt eine ganze Reihe interessanter Eigenschaften, von denen wir einige
auﬂisten:
Eigenschaft 2.4.
(i) trace(AB) = trace(BA), A ∈ KI×J , B ∈ KJ×I ,
(ii) Linearität: trace(r ·A+ s ·B) = r · trace(A) + s · trace(B),
(iii) trace(UHAU) = trace(A) für A ∈ KI×I und alle orthogonalen Matrizen U ∈
KI×J ,
(iv) trace(A) =
∑m
i=1 λi, wenn die λi die Eigenwerte unter Berücksichtigung der
jeweiligen Vielfachheit sind.
Auf der Menge der positiv semideﬁniten Matrizen des Matrixraumes KI×I lässt sich
vermittels
A  B :⇔ B −A ist positiv semideﬁnit
eine Halbordnung einführen. Die Verwendung von  im Zusammenhang mit Ma-
trizen impliziert immer, dass diese Matrizen hermitesch sind: M = MH . Einige
Eigenschaften, die wir später benötigen werden, sollten wir kurz festhalten.
Bemerkung 2.5.
(i) Aus A  B folgt traceA ≤ traceB.
(ii) Aus A  B folgt CHAC  CHBC für eine beliebige Matrix C geeigneter
Größe.
(iii) Aus (i) und (ii) folgt für A  B und eine beliebige Matrix C geeigneter Größe
traceCHAC  traceCHBC.
1und damit insbesondere reelle
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Wir betrachten nun für ein n-Tupel von Vektoren vi ∈ KI , 1 ≤ i ≤ n die Matrix
G = G(v1, . . . , vn), die alle paarweisen Skalarprodukte als Einträge enthält:
Gi,j = 〈vi, vj〉, 1 ≤ i, j ≤ n.
Eine solche Matrix heißt Gram-Matrix der Vektoren v1, . . . , vn. Ist M eine beliebige
Matrix, so bezeichnen wir mit G(M) die Gram-Matrix der Spaltenvektoren von M .
Eine Gram-Matrix ist immer positiv semideﬁnit und genau dann positiv deﬁnit, wenn
die Vektoren linear unabhängig sind.
Deﬁnition 2.6 (Pseudoinverse). Zu einer Matrix M ∈ KI×J deﬁnieren wir die
Pseudoinverse oder Moore-Penrose-Pseudoinverse M † über die folgenden vier Eigen-
schaften:
1. MM †M = M ,
2. M †MM † = M †,
3.
(
MM †
)H
= MM †,
4.
(
M †M
)H
= M †M .
Die Moore-Penrose-Inverse existiert und ist eindeutig bestimmt.
Wir wollen nun noch kurz die zwei wichtigsten Matrixnormen angeben, die Frobeni-
usnorm und die Spektralnorm. Die Frobeniusnorm ist abgeleitet vom Frobeniusska-
larpodukt
〈A,B〉F := trace(BHA)
für A,B ∈ KI×J . Die Frobeniusnorm von A ∈ KI×J ist dann deﬁniert als
‖A‖F :=
√
〈A,A〉F =
√
trace(AHA) =
√∑
i
λi(AHA) =
√∑
i,j
Aij .
Es gilt aufgrund der Eigenschaften der Spur ‖A‖F = ‖UAV ‖F für quadratische or-
thogonale (oder unitäre) Matrizen U ∈ KI×I und V ∈ KJ×J und damit insbesondere
‖A‖F = ‖UA‖F = ‖AV ‖F .
Die Spektralnorm ist die von der euklidischen Norm induzierte Operatornorm, also
für A ∈ KI×J und x ∈ KJ ist
‖A‖2 := sup
x6=0
{‖Mx‖2
‖x‖2 | x ∈ K
J
}
=
√
λmax(AHA).
Auch für die Spektralnorm gilt ‖A‖2 = ‖UAV ‖2 für orthogonale oder unitäre Ma-
trizen U ∈ KI×I und V ∈ KJ×J und damit insbesondere ‖A‖2 = ‖UA‖2 = ‖AV ‖2.
2.3 Matrix-Methoden
Die Arithmetik im neuen Format soll auf verlässlichen Methoden der linearen Al-
gebra basieren. Im Folgenden beschreiben wir kurz die benötigten Verfahren. Jede
Methode benötigt Input-Daten und erzeugt daraus nach einer bestimmten Zahl von
Rechenschritten Output-Daten mit einem bestimmten Speicheraufwand. Diese Grö-
ßen werden jeweils angegeben, wobei i.d.R. nur die führende Größenordnung berück-
sichtigt wird. Eine entsprechende Methoden-Übersicht ﬁndet sich am Ende dieses
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Kapitels, siehe Abschnitt 2.7.
Wir verwenden in diesem Abschnitt sowohl KI mit #I = n, als auch den isomorphen
Vektorraum Kn.
Wenn im Folgenden von Matrizen vom Rang r die Rede ist, so sei der triviale Fall
r = 0, also der Fall der Nullmatrix hiermit ausgeschlossen.
2.3.1 Eigenwerte und Eigenvektoren
Die Bestimmung von Eigenwerten und Eigenvektoren einer Matrix wird später eine
wichtige Rolle für die hierarchische Tensorapproximation spielen. Sei eine Matrix
A ∈ KI×I mit #I = n gegeben. Die Eigenwerte λi von A sind diejenigen Skalare
λ ∈ K, für die es nichttriviale Vektoren x ∈ KI gibt, die durch A auf ein Vielfaches
abgebildet werden, also für die gilt:
∃ KI 3 x 6= 0 : Ax = λx⇔ (A− λI)x = 0.
Man nennt x einen Eigenvektor zum Eigenwert λ. Genau dann sind alle Eigenwerte
positiv (nichtnegativ), wenn die Matrix A positiv deﬁnit (semideﬁnit) ist.
Sei nun A ∈ KI×I hermitesch, also gelte zusätzlich A = AH = AT . Dann gilt
Satz 2.7.
1. A hat nur reelle Eigenwerte.
2. Eigenvektoren zu verschiedenen Eigenwerten sind orthogonal.
Beweis. Sei λ ∈ K ein Eigenwert von A, sei x 6= 0 ein Eigenvektor zu λ. Dann gilt
λ ‖x‖2 = λxHx = λxTx
= Ax
T
x = xHAHx
= xHAx = λxHx = λ ‖x‖2 .
Seien nun λ1 6= λ2 zwei verschiedene Eigenwerte von A, x 6= 0 ein Eigenvektor zu λ1
und y 6= 0 ein Eigenvektor zu λ2. Dann ist
λ1x
Hy = (Ax)Hy = xHAHy = xHAy = λ2x
Hy.
Da nur ein Eigenwert gleich Null sein kann, folgt xHy = 0. 
Da für hermitesche Matrizen die geometrische und algebraische Vielfachheit der Ei-
genwerte gleich ist, können wir jede hermitesche Matrix diagonalisieren in der Form
A = QDQH
mit einer OrthogonalmatrixQ und einer DiagonalmatrixD. Die konkrete Berechnung
kann über eine QR-Zerlegung
A = QR
erfolgen, hierbei bestimmt man die Eigenwerte von A als die Norm der Spalten von R.
Eﬃziente Realisierungen dieser Vorgehensweise ﬁnden sich in [17]. Die QR-Zerlegung
ist Thema des nächsten Abschnitts.
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2.3.2 Gram-Schmidt-Verfahren, QR-Zerlegung
Wir beﬁnden uns jetzt in einem (Prä-)Hilbertraum V über dem Körper K. Da wir
später Orthonormalbasen für die hierarchischen Unterräume benötigen werden, brau-
chen wir natürlich eine Methode zur Orthonormalisierung, d.h. im Fall von zu or-
thonormalisierenden Matrizen ein Verfahren zur Bestimmung einer QR-Zerlegung.
In Frage kommen hier Methoden, die mit Householder-Spiegelungen oder Givens-
Rotationen arbeiten, sowie Gram-Schmidt-Verfahren. Wir stellen im Folgenden die
Funktionsweise eines Gram-Schmidt-Verfahrens dar.
Gram-Schmidt Das modiﬁzierte Gram-Schmidt-Verfahren bestimmt zu n gege-
benen Vektoren vi ∈ V , i = 1, . . . , n, eine Orthonormalbasis u1, . . . , um des von den
vi aufgespannten Unterraumes U ⊂ V der Dimension m ≤ n. Es ist numerisch stabi-
ler als das ursprüngliche Gram-Schmidt-Verfahren, wobei die Kosten identisch sind.
Sind die vi oBdA linear unabhängig, ist also dimU = n, so geht man wie folgt vor
(vgl. Algorithmus 3.10 in [32] bzw. Abschnitt 3.2):
q1 :=
v1
‖v1‖ ,
q′2 := v2 − 〈v2, q1〉q1,
q2 :=
q′2
‖q′2‖
,
...
...
q′i := vi −
i−1∑
j=1
〈vi, qj〉qj ,
qi :=
q′i
‖q′i‖
,
...
...
q′n := vn −
n−1∑
j=1
〈vn, qj〉qj ,
qn :=
q′n
‖q′n‖
.
Damit hat man ein Orthonormalsystem {q1, . . . , qn} für U konstruiert. Im allgemei-
nen Fall können aufgrund der nicht mehr gegebenen linearen Unabhängigkeit der vi
einige q′i = 0 sein, diese werden dann natürlich bei der Summation ausgelassen und
sind logischerweise auch nicht Teil der ONB. Setzt man
r11 := ‖v1‖ ,
rii :=
∥∥q′i∥∥ , 2 ≤ i ≤ n,
rji := 〈vi, qj〉, 2 ≤ i ≤ n, j < i,
rji := 0, 1 ≤ i ≤ n, j > i,
so hat man die obere Dreiecks-Matrix R einer QR-Zerlegung berechnet. Außerdem
hat man bei der Berechnung der Koeﬃzienten für die Darstellung der q′i auch schon
die (Pseudo-)Inverse R† implizit mitbestimmt.
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QR-Zerlegung Im endlichdimensionalen Fall kann man mit dem Gram-Schmidt-
Verfahren die QR-Zerlegung einer Matrix deﬁnieren. Die volle QR-Zerlegung fakto-
risiert eine n×m-Matrix A = Q′R′ mit einer n× n-Orthogonalmatrix Q′ und einer
n × m-oberen Dreiecksmatrix R′. Wir benötigen jedoch nur eine reduzierte Versi-
on. Unsere Methode QR-Zerlegung benötigt als Input eine n × m-Matrix A vom
Rang r und liefert als Output eine n× r-Orthogonalmatrix Q und eine r ×m-obere
Dreiecksmatrix R, so dass gilt:
Kn×m 3 A = QR, Q ∈ Kn×r, R ∈ Kr×m.
Zwischen den Matrizen der vollen und reduzierten QR-Zerlegung bestehen die Zu-
sammenhänge Q′ = [Q Q′′] und R′ = [R 0]T , die Matrix Q′′ ist hierbei eine beliebige
Orthogonalmatrix der entsprechenden Größe mit der Einschränkung, dass Q′ eine
Orthogonalmatrix ist.
2.3.3 Orthonormale Basiserweiterung
In der Arithmetik des hierarchischen Formates, insbesondere bei der Addition von
Tensoren in Abschnitt 6.4, wird es erforderlich sein, ein bestehendes Orthonormal-
system (ONS) zu erweitern. Dies erfolgt ebenfalls über das eben beschriebene Gram-
Schmidt-Verfahren. Sei also ein (Prä-)Hilbertraum V beliebiger Dimension gege-
ben, sowie ein ONS BONS = {v1, . . . , vs} und eine Menge von Elementen BErw =
{vs+1, . . . , vs+t} aus V . Gesucht ist nun ein Orthonormalsystem
B = {u1, . . . , ur} mit s ≤ r ≤ s+ t
mit der Eigenschaft
spanB = span (BONS ∪BErw) .
Die Basiserweiterung funktioniert analog zu Gram-Schmidt, siehe Abschnitt 2.3.2,
mit dem einzigen Unterschied, dass die Berechnung der ersten s Elemente des ON-
Systems nichts kostet, da diese schon ein ONS bilden. Es müssen also nur t neue
Vektoren q′i, i = s + 1, . . . , s + t berechnet und, falls q
′
i 6= 0, anschließend normiert
werden:
q1 := v1,
...
...
qs := vs,
q′s+1 := vs+1 −
s∑
j=1
〈vs+1, qj〉qj ,
qs+1 :=
q′s+1∥∥q′s+1∥∥ ,
...
...
q′s+t := vs+t −
s+t−1∑
j=1
〈vs+t, qj〉qj ,
qs+t :=
q′s+t∥∥q′s+t∥∥ .
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Im endlichdimensionalen Fall dimV = n < ∞ haben wir für BONS eine zugehörige
orthogonale Matrix QONS ∈ Kn×s und für BErw eine zugehörige Matrix MErw ∈
Kn×t. Nun bestimmen wir eine QR-Zerlegung der Matrix
M = (QONS MErw) = QR.
Hierbei hat Q ∈ Kn×(s+r) die folgende Gestalt:
Q = (QONS QErw) ,
wobei QErw ∈ Kn×r eine Orthogonalmatrix mit 0 ≤ r ≤ t ist. Im Fall r = 0 liegen
alle Spalten von MErw schon im Bildraum von QONS , es gilt also range MErw ⊂
range QONS . Dann gilt natürlich Q = QONS .
Die Matrix R ∈ K(s+r)×(s+t) hat die folgende Gestalt:
R =
(
Is RErw,1
0 RErw,2
)
,
hierbei ist
RErw =
(
RErw,1
RErw,2
)
∈ K(s+r)×t
deﬁniert über
MErw = QRErw.
Hier können ebenfalls Kosten gegenüber einer kompletten QR-Zerlegung gespart wer-
den, da ja nur die Matrizen QErw und RErw bestimmt werden müssen und nicht die
größeren Matrizen Q und R. Dies ist vor allem wichtig, wenn die Basis nur um wenige
Elemente ergänzt werden soll. Die Kosten sind i.a. von der gleichen Größenordnung
wie bei der QR-Zerlegung.
2.3.4 Singulärwertzerlegung (SVD)
Die Singulärwertzerlegung (Singular Value Decomposition, SVD) spielt eine zentrale
Rolle für das hierarchische Format. Die verschiedenen Kürzungsmethoden für Tenso-
ren im neuen Format werden alle eine Sequenz von hierarchisch organisierten SVDs
verwenden. Auf die Bedeutung der SVD für die Matrix-Approximation werden wir
in den Abschnitten 2.5 und 2.6 eingehen.
SVD Die volle SVD faktorisiert eine n×m-Matrix
A = U ′S′(V ′)T
mit einer n×m-Diagonalmatrix S′ und orthogonalen Matrizen U ′ ∈ Kn×n und V ′ ∈
Km×m. Analog zur QR-Zerlegung benötigen wir jedoch nur eine reduzierte Version.
Unsere Methode SVD-Zerlegung benötigt als Input eine n×m-Matrix A vom Rang
r und liefert als Output eine r × r-Diagonalmatrix S, eine n × r-Orthogonalmatrix
U und eine m× r-Orthogonalmatrix V , so dass gilt:
Kn×m 3 A = USV T , S ∈ Kr×r, U ∈ Kn×r, V ∈ Km×r. (2.11)
Wir verwenden hier auch für den Fall K = C die Formulierung
A = USV T ,
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wenn ein Bezug zu Tensoren gegeben ist, und nicht die sonst übliche Formulierung
A = USV H ,
da die Struktur des Tensorproduktes dies nahelegt. Für das Tensorpordukt zweier
Vektoren gilt nämlich
v ⊗ w = vwT
auch im komplexen Fall. In Abschnitt 7.2 werden wir sehen, warum diese Festlegung
sinnvoll ist. Für die Ergebnisse dieser Arbeit ist dies ohnehin nicht von Belang, wir
treﬀen diese Wahl vor dem Hintergrund der Einfachheit der Darstellung.
Etwas allgemeiner können wir die SVD auch ohne Festlegung einer Reihenfolge der
Indexmengen I und J mit #I = n und #J = m formulieren. Dann müssen wir al-
lerdings auf die kompaktere Matrixschreibweise verzichten und schreiben stattdessen
mit k = min(#I,#J)
KI×J 3 A =
k∑
i=1
siuiv
T
i , ui ∈ KI , vi ∈ KJ , (2.12)
hierbei sind die ui und vi die Spalten der Matrizen U und V . Die positiven Sin-
gulärwerte si = Sii, 1 ≤ i ≤ r - die Einträge der Diagonalmatrix S - sind ein-
deutig bestimmt, die Matrizen U und V dagegen nicht. So erhält man z.B. durch
Permutation der zu gleichen Singulärwerten gehörigen Spalten von U und V an-
dere Matrizen. Da man die Spalten von U und V , die auch als Links- und Rechts-
Singulärvektoren bezeichnet werden, auch als Eigenvektoren zu den Eigenwerten von
AAH und AT
(
AT
)H
auﬀassen kann, siehe dazu auch den folgenden Abschnitt, ist
eine Basis des Eigenraumes zu einem Eigenwert der Vielfachheit mindestens 2 durch
eine gänzlich andere Basis aus Eigenvektoren austauschbar, sie müssen nur den glei-
chen Raum aufspannen. Auch bei einem einfachen Singulärwert si ist keine Eindeu-
tigkeit der Matrizen U und V gegeben, da man für k ∈ K mit |k| = 1 die zugehörigen
Spalten ui von U und vi von V durch kui und 1kvi ersetzen kann.
Einseitige SVD Manchmal benötigen wir nur die Matrizen U (oder V ) und S
oder S2. Dazu genügt es, die linksseitige (rechtsseitige) SVD zu berechnen. A sei wie
oben eine n×m-Matrix vom Rang r und besitze die volle SVD A = U ′S′(V ′)T . Zur
Bestimmung der linksseitigen SVD geht man wie folgt vor:
• Berechne M = AAH ∈ Kn×n, M ist oﬀensichtlich hermitesch positiv semideﬁ-
nit und damit diagonalisierbar mit reellen Eigenwerten.
• DiagonalisiereM = QDQH mit n×n-DiagonalmatrixD und n×n-Orthogonal-
matrixQ, die Einträge dii seien der Größe nach geordnet. WegenA = U ′S′(V ′)T
folgt dann M = U ′(S′)2(U ′)H und damit Q = U ′ und D = (S′)2.
• Deﬁniere die Diagonalmatrix S darüber, dass sii =
√
dii für i = 1, . . . , r gilt,
deﬁniere U als die Beschränkung von Q auf die ersten r Spalten.
Man kann sofort ablesen, dass dieses Vorgehen gegenüber der Bestimmung einer vol-
len SVD insbesondere dann Vorteile bietet, wenn n >> m (oder m >> n). Nur
die Kosten für die Matrixmultiplikation AAH in Höhe von O(mn2) hängen von der
dominierenden Größe m ab.
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Für die Bestimmung der vollen SVD ist dieses Verfahren aus Stabilitätsgründen nicht
geeignet, man könnte V ′ ja auch über (V ′)T = (S′)†UHA berechnen.
Das Vorgehen für die Bestimmung der rechtsseitigen SVD ist vollkommen analog,
man zerlegt dann AT
(
AT
)H
. In den Kürzungsverfahren werden wir von beiden Me-
thoden in leicht abgeänderter Form Gebrauch machen.
Wir benötigen noch
Satz 2.8. Seien zwei Matrizen A ∈ KI×J und B ∈ KI×J ′ mit der Eigenschaft
AAH  BBH gegeben. Dann gilt für die Singulärwerte2 si(A) und si(B), 1 ≤ i ≤ #I
si(A) ≤ si(B), 1 ≤ i ≤ #I. (2.13)
Beweis. Das ist eine Folge des Courant-Fischer-Max-Min-Theorems, welches die Ei-
genwerte positiv deﬁniter Matrizen charakterisiert. Es gilt für eine positiv deﬁnite
Matrix M ∈ Kn×n mit Eigenwerten 0 ≤ λ1 ≤ . . . ≤ λn
λk := min
U⊂Kn
dimU≤k−1
max
x∈Kn
xHx=1, x⊥U
xHMx.
Es folgt sofort, dass für positiv deﬁnite Matrizen M1 ∈ Kn und M2 ∈ Kn die Unglei-
chung
λk(M1) ≤ λk(M1 +M2)
gilt. Daraus folgt für AAH und BBH mit AAH  BBH unmittelbar die Behauptung
mit M1 := AAH und M2 := BBH −AAH  0. 
Das nächste Lemma wird später ebenfalls eine Rolle spielen.
Lemma 2.9. Sei M ∈ Kr×r gegeben mit M  0, weiter seien beliebige Matrizen
Ai ∈ Kn×m, i = 1, . . . , r gegeben. Dann gilt
r∑
i=1
r∑
j=1
MijA
i
(
Aj
)H  0. (2.14)
Beweis. Wegen M  0 gilt M = UDUH mit einer Diagonalmatrix D  0 und einer
2Aufgrund der unterschiedlichen Größen der Indexmengen J und J ′ können Singulärwerte fehlen,
diese werden dann formal gleich Null gesetzt.
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orthogonalen Matrix U . Damit folgt
r∑
i=1
r∑
j=1
MijA
i
(
Aj
)H
=
r∑
i=1
r∑
j=1
[
UDUH
]
ij
Ai
(
Aj
)H
=
r∑
i=1
r∑
j=1
[
r∑
k=1
dkkuku
H
k
]
ij
Ai
(
Aj
)H
=
r∑
i=1
r∑
j=1
r∑
k=1
dkkukiukjA
i
(
Aj
)H
=
r∑
k=1
dkk
(
r∑
i=1
ukiA
i
) r∑
j=1
ukj
(
Aj
)H
=
r∑
k=1
dkk
(
r∑
i=1
ukiA
i
)
︸ ︷︷ ︸
=:Bk
 r∑
j=1
ukjA
j
H
=
r∑
k=1
dkkB
k
(
Bk
)H  0.

2.3.5 Berechnung der Pseudoinversen (PI)
Die Moore-Penrose-PseudoinverseM † einer MatrixM werden wir mit Hilfe der SVD
berechnen, vergleiche dazu [18]. Hier verwenden wir die SVD in der Form
A = USV H ,
denn die Berechnung der Pseudoinversen hat nichts mit der Struktur des Tensorpro-
duktes zu tun. Wir legen zuerst fest, wie die Pseudoinverse einer (verallgemeinerten)
Diagonalmatrix D berechnet wird.
Sei also eine Diagonalmatrix D ∈ Kn×m gegeben. Wir deﬁnieren die Diagonalmatrix
D† ∈ Km×n über
D†ii :=
{
1
Dii
, 1 ≤ i ≤ min {n,m} und Dii 6= 0,
0, sonst.
Sei nun M ∈ Km×n mit Singulärwertzerlegung
M = USV H
gegeben. Die Pseudoinverse M † deﬁnieren wir dann über
M † = V S†UH .
2.4 Orthogonale Projektionen
Für das Konzept der Orthogonalität benötigen wir ein Skalarprodukt, dieses steht
in (Prä-)Hilberträumen zur Verfügung. Zuerst müssen wir einige elementare Begriﬀe
einführen, vgl. dazu [47] und [1].
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2.4.1 Operatoren
Seien X,Y zwei normierte Vektorräume über dem Körper K. Eine stetige lineare Ab-
bildung T : X → Y heißt stetiger Operator. Wir bezeichnen mit L(X,Y ) die Menge
der stetigen linearen Abbildungen oder stetigen Operatoren T : X → Y . Anstelle
von L(X,X) schreiben wir abkürzend L(X), anstelle von T (x) schreiben wir Tx.
Sei nun H ein Hilbertraum über dem Körper K mit zugehörigem Skalarprodukt
〈·, ·〉 := 〈·, ·〉H . Zu einem Operator T ∈ L(H) deﬁnieren wir den adjungierten Opera-
tor T ∗ ∈ L(H) über die Bedingung
〈Tx, y〉 = 〈x, T ∗y〉 ∀ x, y ∈ H.
Ist z.B. A ∈ L(Kn)3 eine lineare Abbildung, die wir oBdA mit ihrer darstellenden
Matrix identiﬁzieren können, so ist die adjungierte Abbildung A∗ = AH .
Ein Operator T ∈ L(H) heißt selbstadjungiert oder hermitesch, wenn T ∗ = T gilt.
Für selbstadjungierte Operatoren gilt also
〈Tx, y〉 = 〈x, Ty〉 ∀ x, y ∈ H.
2.4.2 Projektionen
Eine Projektion ist eine Abbildung Φ ∈ L(H) mit der Eigenschaft Φ2 = Φ. Sei Φ(H)
das Bild von Φ. Dann nennt man Φ eine Projektion auf Φ(H).
Eine Projektion P ist eine orthogonale Projektion, wenn P = P ∗ gilt, also wenn P
selbstadjungiert ist.
Beispiel 2.10 (Endlichdimensionaler Fall). Für 1 ≤ m ≤ n und H1 = Kn und
H2 = Km, jeweils versehen mit dem euklidischen Skalarpodukt, betrachten wir eine
lineare Abbildung U : Kn → Km. Wir identiﬁzieren U mit ihrer darstellenden Matrix
U ∈ Kn×m. U habe die Eigenschaft UHU = Im. Dann ist die Matrix P = UUH ∈
eine orthogonale Projektion auf das Bild von U .
P = UUH ist trivialerweise selbstadjungiert, die Projektionseigenschaft ist ebenfalls
oﬀensichtlich wegen UHU = Im.
Wir fassen einige Eigenschaften orthogonaler Projektionen zusammen.
Eigenschaft 2.11 (Orthogonale Projektion).
(a) Das Bild P (H) einer orthogonalen Projektion P ∈ L(H) ist abgeschlossen.
(b) Eine orthogonale Projektion P zerlegt den zugrundeliegenden Hilbertraum in
die direkte Summe aus dem Bild P (H) und dem orthogonalen Komplement
P (H)⊥, es gilt also H = P (H)⊕ P (H)⊥.
(c) Es sind äquivalent:
(i) x ∈ P (H),
(ii) Px = x.
(d) P wird charakterisiert durch folgende Eigenschaft:
Px =
{
x für x ∈ P (H),
0 für x ∈ P (H)⊥. (2.15)
3Kn sei mit dem euklidischen Skalarprodukt versehen.
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(e) Für eine orthogonale Projektion 0 6= P ∈ L(H) gilt ‖P‖L(H) = 1, hierbei ist
‖·‖L(H) die Operatornorm auf L(H).
(f) Für eine orthogonale Projektion P mit Bild P (H) ist durch I −P die orthogo-
nale Projektion auf P (H)⊥ deﬁniert, I ist die Identität.
(g) Seien ein n-dimensionaler Unterraum R von H mit zugehöriger Orthonormal-
basis b1, . . . , bn gegeben. Dann ist die orthogonale Projektion P auf R, also mit
Bild P (H) = R, gegeben durch
P =
n∑
i=1
bib
∗
i oder Px =
n∑
i=1
〈x, bi〉bi.
Im endlichdimensionalen Fall (dim(H) <∞) gilt dann analog zu Beispiel 2.10
mit der Matrix U = [b1| . . . |bn]
P =
n∑
i=1
bib
H
i oder P = UU
H .
Mit Hilfe orthogonaler Projektionen kann man Lösungen von Optimierungsproble-
men angeben. Wir formulieren
Problem 2.12. Sei H ein Hilbertraum über K, sei ein abgeschlossener Unterraum
R ⊂ H gegeben und x ∈ H. Finde
arg min
y∈R
‖x− y‖ .
Bemerkung 2.13. Seien R, H und x wie in Problem 2.12 und sei P die orthogonale
Projektion auf R, charakterisiert durch (2.15). Dann gilt
Px = arg min
y∈R
‖x− y‖ .
Wir benötigen noch
Lemma 2.14. Seien P ∈ L(H) eine orthogonale Projektion und sei T ∈ L(H) ein
stetiger Operator. Dann gilt
‖x− PTx‖2 ≤ ‖x− Px‖2 + ‖x− Tx‖2 .
Beweis. Wir formulieren um: x−PTx = (I −P )x+P (I − T )x. Wegen Eigenschaft
2.11(f) sind I − P und P orthogonal zueinander, daher folgt
‖x− P (Tx)‖2 = ‖(I − P )x+ P (I − T )x‖2
= ‖(I − P )x‖2 + ‖P (I − T )x‖2 + 2 〈(I − P )x, P (I − T )x〉F︸ ︷︷ ︸
=0
≤ ‖(I − P )x‖2 + ‖P‖2L(H)︸ ︷︷ ︸
=1
‖(I − T )x‖2
= ‖x− Px‖2 + ‖x− Tx‖2 .

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Mit ‖P‖L(H) ist die Operatornorm von P gemeint. Wir erhalten sofort die
Folgerung 2.15. Für 1 ≤ i ≤ n seien Pi ∈ L(H) orthogonale Projektionen. Dann
gilt ∥∥∥∥∥x−
(
n∏
i=1
Pi
)
x
∥∥∥∥∥
2
≤
n∑
i=1
‖x− Pix‖2
für jede beliebige Reihenfolge der Pi. Insbesondere gilt für n = 2
‖x− P1P2x‖2 ≤ ‖x− P1x‖2 + ‖x− P2x‖2 .
2.5 Low-Rank-Approximation
In diesem Abschnitt verwenden wir die SVD in der Formulierung
A = USV H .
Die Singulärwertzerlegung spielt eine wichtige Rolle bei der Low-Rank- oder Niedri-
grangapproximation von Matrizen bezüglich der Frobenius- und der Spektralnorm,
vergleiche auch [17]. Der Begriﬀ Low Rank ist naturgemäß etwas schwammig. In der
Praxis geht es meist darum, den Rang so niedrig wie möglich zu halten, ohne dass der
Fehler eine bestimmte vorgegebene Schranke überschreitet oder der Speicherbedarf
zu groß wird. Der Rang ist also eine Steuergröße, mit der versucht wird, Genauigkeit
und Speicherbedarf gleichzeitig zu kontrollieren.
Wir wollen hier kurz die wichtigsten Eigenschaften der SVD im Zusammenhang
mit der Niedrigrangapproximation darstellen. Dazu deﬁnieren wir zuerst die auf den
Rang r gekürzte Singulärwertzerlegung einer n×m-Matrix A vom Rang R.
Seien also eine Matrix A ∈ Kn×m vom Rang R ≥ r und ihre reduzierte Singulärwert-
zerlegung A = USV H gegeben. Die auf den Rang r gekürzte Singulärwertzerlegung
von A ist dann die Matrix
Ar = UrSrV
H
r , Ur ∈ Kn×r, Sr ∈ Kr×r, Vr ∈ Km×r,
wobei Ur und Vr jeweils die ersten r Spalten von U und V enthalten und Sr diejenige
Diagonalmatrix ist, die die r größten Singulärwerte von A, also die Einträge s1, . . . , sr
auf der Diagonalen stehen hat. Ar hat dann oﬀensichtlich4 den Rang r und löst die
folgenden beiden Niedrigrang-Approximationsprobleme
Problem 2.16.
min
Rang(B)≤r
‖A−B‖F
und
Problem 2.17.
min
Rang(B)≤r
‖A−B‖2
Für den Approximationsfehler gilt
4Die reduzierte Singulärwertzerlegung ist über die strikt positiven Singulärwerte deﬁniert.
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Lemma 2.18. Sei eine Matrix A ∈ Kn×m vom Rang R gegeben und sei r < R.
Dann gilt
‖A−Ar‖2F =
R∑
i=r+1
s2i ,
‖A−Ar‖2 = sr+1.
Beweis. In beiden Fällen lässt sich der Approximationsfehler direkt ausrechnen. Sei
dazu für die Matrix A die volle SVD A = USV H gegeben5. Für die Frobeniusnorm
gilt dann
‖A−Ar‖2F =
∥∥USV H − UrSrV Hr ∥∥2F
= trace(V SUHUSV H) + trace(VrSrU
H
r UrSrV
H
r )
−2 trace(VrSrUHr USV H)
= trace(S2V HV ) + trace(S2rV
H
r Vr)− 2 trace(S2rV HVr)
= trace(S2) + trace(S2r )− 2 trace(S2r )
= trace(S2 − S2r ) =
R∑
i=r+1
s2i .
Für die Spektralnorm gilt für beliebige Matrizen M und Orthogonalmatrizen L, R
der entsprechenden Größe ‖M‖ = ‖LMR‖. Damit folgt
‖A−Ar‖2 =
∥∥USV H − UrSrV Hr ∥∥2
=
∥∥S − UHUrSrV Hr V ∥∥2
UHUr ist eine n × r-Matrix der Form [Ir | 0]T (für V Hr V analog). Das Produkt
C = UHUrSrV
H
r V ist eine n×m-Matrix mit nur Nulleinträgen außer den Einträgen
Cii = Sii für 1 ≤ i ≤ r. Die Diﬀerenz D = S − C ist somit eine Diagonalmatrix mit
dem größten Eintrag sr+1, daraus folgt die Behauptung. 
Die SVD ermöglicht uns somit, Optimallösungen für diese beiden Approximations-
probleme direkt zu berechnen und den Fehler exakt anzugeben. Im Fall höherdi-
mensionaler Tensoren können wir nicht mehr auf solch umfassende Eigenschaften
hoﬀen, allerdings wollen wir zumindest quasi-optimale Approximierende berechnen
können. Einen Vorgeschmack darauf, wie man für kompliziertere Probleme quasi-
optimale Approximationen ﬁnden kann, gibt der nächste Abschnitt. Außerdem hat
die hier dargestellte Thematik sogar einen direkten Bezug zur Tensorapproximation
im hierarchischen Format, wie wir später sehen werden.
2.6 GLRAM
Die Abkürzung GLRAM steht für Generalized Low-Rank Approximation of Matrices,
siehe [31]. Hierbei geht es darum, Niedrigrangapproximationen für mehrere Matrizen
gleichzeitig zu bestimmen, wobei für alle Matrizen dieselben links- und rechtsseiti-
gen Transformationen verwendet werden sollen. Vorbild ist die gekürzte Singulär-
wertzerlegung. Betrachtet man die Singulärwertzerlegung als allgemeine Methode
5Wir setzen hier der Übersichtlichkeit halber U ′ = U usw., anders als in Abschnitt 2.3.4.
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zur Diagonalisierung einer Matrix und zum Bestimmen der entsprechenden Basi-
stransformationen, so geht es bei GLRAM darum, mehrere Matrizen vermittels der
gleichen Transformationen so weit wie möglich zu diagonalisieren, um dann die
bestmöglichen Low-Rank-Approximationen zu berechnen.
Ursprünglich ging es bei GLRAM darum, die Spalten einer Matrix wiederum als
Matrizen aufzufassen (falls möglich) und dann diese Kollektion von Matrizen zu
approximieren. Im hierarchischen Tensorformat werden die Matrizen auf natürliche
Weise gegeben sein als Koeﬃzientenvektoren bezüglich zweier Indizes oder analog
als Slices eines Hilfstensors der Ordnung 3. Die simultane Approximation steht dann
im Zusammenhang mit einer Matrizisierung dieses Hilfstensors und gleichzeitig mit
einer Matrizisierung des zu approximierenden Tensors6.
Im Folgenden wollen wir die in [31] präsentierten Ergebnisse darlegen und ergänzen.
Wir formulieren das Ausgangsproblem.
Problem 2.19. Seien k Matrizen Ai ∈ KN×M , 1 ≤ i ≤ k, gegeben. Seien n ≤ N
und m ≤M gegeben. Gesucht sind Orthogonalmatrizen L∗ ∈ KN×n und R∗ ∈ KM×m
und Matrizen Bi ∈ Kn×m, 1 ≤ i ≤ k, die das folgende Minimierungsproblem lösen:
min
L∈KN×n, LHL=In
R∈KM×m, RHR=Im
k∑
i=1
∥∥Ai − LBiRH∥∥2F . (2.16)
Wir können dieses Problem vereinfachen, da für L und R fest das Optimum bei
Bi = L
HAiR, 1 ≤ i ≤ k angenommen wird (Theorem 3.1 in [31]).
Satz 2.20. Seien L∗, R∗ und B∗i , 1 ≤ i ≤ k, eine Lösung für Problem 2.19. Dann
gilt
Bi = (L
∗)H AiR∗, 1 ≤ i ≤ k.
Beweis. Aufgrund der Eigenschaften der Frobeniusnorm und der Spur (siehe 2.2)
können wir folgendermaßen umformulieren:
k∑
i=1
∥∥Ai − LBiRH∥∥2F = k∑
i=1
trace
((
Ai − LBiRH
)H (
Ai − LBiRH
))
=
k∑
i=1
trace(AHi Ai) +
k∑
i=1
trace(RBHi L
HLBiR
H)
−
k∑
i=1
trace(RBHi L
HAi)−
k∑
i=1
trace(AHi LBiR
H)
=
k∑
i=1
trace(AHi Ai) +
k∑
i=1
trace(BHi Bi)
−2
k∑
i=1
trace(BHi L
HAiR).
Der Term
∑k
i=1 trace(A
H
i Ai) ist eine Konstante und kann für die Minimierung ver-
6Siehe auch die Deﬁnition der transfer tensors in [13].
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nachlässigt werden, Problem 2.19 ist daher äquivalent zu
min
L∈KN×n, LHL=In
R∈KM×m, RHR=Im
k∑
i=1
trace(BHi Bi − 2BHi LHAiR).
Es gilt nun
0 ≤ ∥∥Bi − LHAiR∥∥2F
= trace((Bi − LHAiR)H(Bi − LHAiR))
= trace(BHi Bi − 2BHi LHAiR) + trace(RHAHi LLHAiR)
⇔ trace(BHi Bi − 2BHi LHAiR) ≥ − trace(RHAHi LLHAiR).
Man sieht sofort, dass das Minimum nur für Bi = LHAiR angenommen wird, da
0 =
∥∥Bi − LHAiR∥∥2F nur für die Nullmatrix gilt. Die analoge Behauptung für die
Summe folgt direkt. 
Damit vereinfacht sich Problem 2.19 erheblich, da nur die links- und rechtsseitigen
Transformationsmatrizen L und R bestimmt werden müssen. Die neue Formulierung
wird uns später in abgewandelter Form in den Kürzungsalgorithmen des hierachi-
schen Formates als Teilproblem begegnen.
Problem 2.21. Seien k Matrizen Ai ∈ KN×M , 1 ≤ i ≤ k, gegeben. Seien n ≤ N und
m ≤ M gegeben. Gesucht sind Orthogonalmatrizen L∗ ∈ KN×n und R∗ ∈ KM×m,
die das folgende Minimierungsproblem lösen:
min
L∈KN×n, LHL=In
R∈KM×m, RHR=Im
k∑
i=1
∥∥Ai − LLHAiRRH∥∥2F . (2.17)
Wir können für dieses Problem keine Optimallösung, aber eine quasi-optimale Lösung
angeben, d.h. die Lösung ist bis auf einen konstanten Faktor optimal. Für obiges
Problem ist zuerst einmal die Frage der Existenz einer Bestapproximierenden zu
klären, dies ist eine erste Ergänzung der Ergebnisse in [31].
Lemma 2.22. Das Problem 2.19 - und damit auch seine Umformulierung 2.21 -
besitzt eine Lösung.
Beweis. Für festes i ist
∥∥Ai − LBiRH∥∥2F eine stetige Funktion in L,R und Bi, damit
ist die Summe ebenfalls stetig. Setzt man für Bi jeweils die Nullmatrix ein, so erhält
man als obere Schranke
∑k
i=1 ‖Ai‖2F . Die Menge der Matrizen-Tupel (L,R,B1, . . . , Bk)
mit
∑k
i=1
∥∥Ai − LBiRH∥∥2F ≤ ∑ki=1 ‖Ai‖2F ist kompakt. Der Grenzwert einer kon-
vergenten Folge von Orthogonalmatrizen ist wiederum eine Orthogonalmatrix vom
gleichen Rang, für die Bi liegen keinerlei Einschränkungen vor, dies genügt für die
noch zu zeigende Abgeschlossenheit. Damit folgt die Existenz eines Minimums. 
Eindeutigkeit können wir nicht erwarten, da die Frobeniusnorm unter orthogonalen
Transformationen invariant ist.
Nun kommen wir zu dem Ansatz, der uns zur Berechnung einer quasi-optimalen
Lösung führen wird. Dazu formulieren wir
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Problem 2.23. Seien k Matrizen Ai ∈ KN×M , 1 ≤ i ≤ k, gegeben. Seien n ≤ N und
m ≤ M gegeben. Gesucht sind Orthogonalmatrizen L∗ ∈ KN×n und R∗ ∈ KM×m,
die das folgende Maximierungsproblem lösen:
max
L∈KN×n, LHL=In
R∈KM×m, RHR=Im
k∑
i=1
∥∥LHAiR∥∥2F . (2.18)
Lemma 2.24. Jede Lösung L∗, R∗ für Problem 2.23 löst auch Problem 2.21 und
umgekehrt.
Beweis.
k∑
i=1
∥∥Ai − LLHAiRRH∥∥2F = k∑
i=1
trace
[
(Ai − LLHAiRRH)H(Ai − LLHAiRRH)
]
=
k∑
i=1
[
trace(AHi Ai)− trace(RHAHi LLHAiR)
]
=
k∑
i=1
‖Ai‖2F −
k∑
i=1
∥∥LHAiR∥∥2F .
Da
∑k
i=1 ‖Ai‖2F konstant ist, folgt die Behauptung. 
Wir betrachten nun Problem 2.23 mit festem R = Rˆ. Dann gilt
k∑
i=1
∥∥∥LHAiRˆ∥∥∥2
F
=
k∑
i=1
∥∥∥RˆHAHi L∥∥∥2
F
=
k∑
i=1
trace(LHAiRˆRˆ
HAHi L)
= trace
(
LH
(
k∑
i=1
AiRˆRˆ
HAHi
)
L
)
.
Wir zitieren nun noch ein allgemein bekanntes Ergebnis, welches man durch eine
einfache Umformulierung aus den Eigenschaften der Singulärwertzerlegung ableiten
kann, siehe auch Bemerkung 2.29.
Lemma 2.25. Betrachte Problem 2.23. Wir deﬁnieren für festes Rˆ
ML(Rˆ) :=
k∑
i=1
AiRˆRˆ
HAHi und analog für festes Lˆ
MR(Lˆ) :=
k∑
i=1
AHi LˆLˆ
HAi.
1. Zu fest vorgegebenem Rˆ besteht die optimale Lösung L(Rˆ) von Problem 2.23
aus den zu den n größten Eigenwerten der Matrix ML(Rˆ) gehörigen n ersten
Eigenvektoren.
2. Zu fest vorgegebenem Lˆ besteht die optimale Lösung R(Lˆ) von Problem 2.23
aus den zu den m größten Eigenwerten der Matrix MR(Lˆ) gehörigen m ersten
Eigenvektoren.
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Damit können wir analog zu [31] ein allgemeines Iterationsverfahren deﬁnieren.
Algorithmus 2.1 GLRAM
Input:
Ai ∈ KN×M , 1 ≤ i ≤ k
Reduzierte Dimensionen n, m
Startwert R0 ∈ KM×m
Output:
L ∈ KN×n orthogonal
R ∈ KM×m orthogonal
Bi ∈ Kn×m, 1 ≤ i ≤ k
Start:
Setze j = 1.
repeat
Bestimme Lj = L(Rj−1) und Rj = R(Lj) nach Lemma 2.25.
Setze j = j + 1.
until Abbruchkriterium erfüllt
L := Lj
R := Rj
for i = 1 bis k do
Bi := L
HAiR
end for
Alternativ kann natürlich auch ein Startwert L0 ∈ KN×n vorgegeben werden ge-
folgt von der Bestimmung von Rj = R(Lj−1) usw. Dieses Verfahren konvergiert im
Hinblick auf den Approximationsfehler
E =
k∑
i=1
∥∥Ai − LLHAiRRH∥∥2F
von Problem 2.21, da mit 0 eine triviale untere Schranke für den Fehler existiert
und der Approximationsfehler in jedem Schritt kleiner wird oder gleich bleibt, also
monoton fällt. Es liegt daher nahe, E für die Deﬁnition eines Abbruchkriteriums zu
verwenden. Diesbezüglich sind aber noch weitere Untersuchungen nötig, z.B. stellt
sich die Frage, wie sich der Approximationsfehler genau verhält. Hierbei sind insbe-
sondere die Diﬀerenzen
Ej,j−1 = Ej−1 − Ej
=
k∑
i=1
∥∥Ai − Lj−1LHj−1AiRj−1RHj−1∥∥2F − k∑
i=1
∥∥Ai − LjLHj AiRjRHj ∥∥2F
von Interesse. Fallen diese monoton, so hätte man ein sinnvolles Abbruchkriterium
gefunden.
Das Verfahren muss allerdings nicht gegen das globale Optimum konvergieren, inso-
fern ist hier noch Raum für Verbesserungen. Auch die Matrizen L und R konvergieren
nicht notwendigerweise.
Wir haben das ursprünglich sehr allgemein aussehende Problem 2.19, in dem die
Matrizen L,R und Bi, 1 ≤ i ≤ k, gesucht waren, auf das Problem reduziert, ein
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optimales L (oder R) zu ﬁnden. Dies war das ﬁnale theoretische Ergebnis in [31],
wir gehen nun einen Schritt weiter. Da wir nicht ohne Weiteres ein optimales L
oder R ﬁnden können, konzentrieren wir uns stattdessen auf die Bestimmung einer
quasi-optimalen Lösung. Dazu formulieren wir
Problem 2.26. Seien k Matrizen Ai ∈ KN×M , 1 ≤ i ≤ k, gegeben, sowie n ≤ N .
Gesucht ist eine Orthogonalmatrix L∗ ∈ KN×n, die das folgende Minimierungspro-
blem löst:
min
L∈KN×n, LHL=In
k∑
i=1
∥∥Ai − LLHAi∥∥2F . (2.19)
Das Analogon für R ist
Problem 2.27. Seien k Matrizen Ai ∈ KN×M , 1 ≤ i ≤ k, gegeben, sowie m ≤ M .
Gesucht ist eine Orthogonalmatrix R∗ ∈ KM×m, die das folgende Minimierungspro-
blem löst:
min
R∈KN×n, RHR=Im
k∑
i=1
∥∥Ai −AiRRH∥∥2F . (2.20)
Wir leiten eine Lösung für Problem 2.26 her, die Lösung des zweiten Problems liegt
dann auf der Hand. Das Vorgehen ist analog zur Behandlung von Problem 2.21, die
Probleme 2.26 und 2.27 sind die beiden wichtigsten Spezialfälle. Allerdings können
wir diesmal eine optimale Lösung berechnen. Es gilt
k∑
i=1
∥∥Ai − LLHAi∥∥2F = k∑
i=1
trace
[(
Ai − LLHAi
)H (
Ai − LLHAi
)]
=
k∑
i=1
trace
(
AHi Ai
)− k∑
i=1
trace
(
AHi LL
HAi
)
= trace
(
k∑
i=1
AHi Ai
)
− trace
(
k∑
i=1
AHi LL
HAi
)
.
Wiederum erhalten wir ein zum Ausgangsproblem äquivalentes Maximierungspro-
blem
max
L∈KN×n, LHL=In
trace
(
k∑
i=1
AHi LL
HAi
)
.
Wir können weiter umformulieren:
trace
(
k∑
i=1
AHi LL
HAi
)
=
k∑
i=1
trace
(
AHi LL
HAi
)
=
k∑
i=1
trace
(
LHAiA
H
i L
)
= trace
(
LH
[
k∑
i=1
AiA
H
i
]
L
)
.
Wir setzen
ML :=
k∑
i=1
AiA
H
i und MR :=
k∑
i=1
AHi Ai,
dann folgt aus Lemma 2.25
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Folgerung 2.28. Problem 2.26 wird gelöst durch die Matrix L∗, die als Spalten die
ersten n Eigenvektoren zu den größten n Eigenwerten der Matrix ML besitzt.
Problem 2.27 wird gelöst durch die Matrix R∗, die als Spalten die ersten m Eigen-
vektoren zu den größten m Eigenwerten der Matrix MR besitzt.
Bemerkung 2.29. Da die Eigenwerte von ML die quadrierten Singulärwerte von
A := (A1 | A2 | . . . |Ak) = USV H
sind, erhalten wir als Fehlerabschätzung für die optimale Lösung von Problem 2.26
die der Singulärwertzerlegung, d.h. es gilt mit der Zerlegung ML = AAH = US2UH
k∑
i=1
∥∥Ai − L∗(L∗)HAi∥∥2F = ∑
j>n
S2jj .
Eine analoge Aussage gilt für 2.27.
Die Lösungen L∗ oder R∗ können z.B. als Startwert für die GLRAM-Iteration 2.1 ver-
wendet werden. Dies hat einen bestimmten Vorteil gegenüber einer zufälligen Wahl,
den wir im Folgenden erklären werden. Wir werden zeigen, dass durch L∗ und R∗
eine quasi-optimale Lösung des Problems 2.21 gegeben ist, daraus folgt alles Weitere.
Wir bezeichnen für bezüglich der Vorgaben aus Problem 2.21 zulässige Matrizen L
und R den zugehörigen quadratischen Approximationsfehler mit
ε(L,R) :=
k∑
i=1
∥∥Ai − LLHAiAiRRH∥∥2F .
Lemma 2.30. Seien k Matrizen Ai ∈ KN×M , 1 ≤ i ≤ k, gegeben, sowie n ≤ N
und m ≤ M . Seien L∗ und R∗ Lösungen für die Probleme 2.26 und 2.27 bezüglich
obiger Daten. Seien Lopt und Ropt eine optimale Lösung von Problem 2.21 bezüglich
derselben Daten. Dann gilt
ε(L∗, R∗) ≤ 2ε(Lopt, Ropt). (2.21)
Beweis. Die Matrizen LLH und RRH mit dem jeweiligen Bezeichner sind orthogo-
nale Projektionen, damit ist Lemma 2.14 bzw. Folgerung 2.15 anwendbar. Es gilt
somit für festes i∥∥Ai − LLHAiAiRRH∥∥2F ≤ ∥∥Ai − LLHAiAi∥∥2F + ∥∥Ai −AiAiRRH∥∥2F ,
damit gilt es auch für die Summe über alle i. Wegen der Optimalität von L∗ und R∗
gelten
k∑
i=1
∥∥Ai − L∗(L∗)HAi∥∥2F ≤ k∑
i=1
∥∥Ai − LoptLHoptAi∥∥2F ,
k∑
i=1
∥∥Ai −AiR∗(R∗)H∥∥2F ≤ k∑
i=1
∥∥Ai −AiRoptRHopt∥∥2F .
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Weiter gelten die folgenden Beziehungen:
k∑
i=1
∥∥Ai − LoptLHoptAi∥∥2F ≤ k∑
i=1
∥∥Ai − LoptLHoptAiRoptRHopt∥∥2F ,
k∑
i=1
∥∥Ai −AiRoptRHopt∥∥2F ≤ k∑
i=1
∥∥Ai − LoptLHoptAiRoptRHopt∥∥2F .
Wir beweisen die erste Behauptung, die zweite folgt analog. Der Übersichtlichkeit
halber setzen wir A := Ai, L := Lopt, R := Ropt. Es gilt:∥∥A− LLHARRH∥∥2
F
− ∥∥A− LLHA∥∥2
F
= trace(AHA)− trace(LHARRHAHL)− trace(AHA) + trace(LHAAHL)
= trace
(
LHA
(
I −RRH)AHL) .
I −RRH ist positiv semideﬁnit, deshalb existiert eine Faktorisierung
I −RRH = UDUH
mit einer Diagonalmatrix D mit nichtnegativen Einträgen, wir können also D =
D
1
2D
1
2 schreiben und es folgt
I −RRH = UD 12D 12UH .
Damit ist
trace
(
LHA
(
I −RRH)AHL) = trace(LHAUD 12D 12UHAHL)
=
∥∥∥D 12UHAHL∥∥∥2
F
≥ 0.
Wir fassen zusammen:
ε(L∗, R∗) =
k∑
i=1
∥∥Ai − L∗(L∗)HAiR∗(R∗)H∥∥2F
≤
k∑
i=1
∥∥Ai − L∗(L∗)HAi∥∥2F + k∑
i=1
∥∥Ai −AiR∗(R∗)H∥∥2F
≤
k∑
i=1
∥∥Ai − LoptLHoptAi∥∥2F + k∑
i=1
∥∥Ai −AiRoptRHopt∥∥2F
≤ 2
k∑
i=1
∥∥Ai − LoptLHoptAiAiRoptRHopt∥∥2F = 2ε(Lopt, Ropt).

Mithilfe dieser Abschätzung können wir nun überprüfen, wie gut eine Iterierte un-
seres allgemeinen Iterationsverfahrens 2.1 ist. Bei der Wahl von R∗ (oder L∗) als
Startwert können wir von der Fehlerabschätzung Gebrauch machen, um eine nichttri-
viale untere Schranke für den quadratischen Approximationsfehler zu berechnen, das
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GLRAM-Verfahren kann ja maximal den quadratischen Fehler bezüglich der ersten
Iterierten halbieren. Erzielt das Verfahren nur sehr wenig Abstieg, so kann entweder
der Startwert schon sehr gut sein oder das Verfahren funktioniert schlecht. In die-
sem Fall können wir also nichts aussagen. Erzeugt das Verfahren dagegen deutlichen
Abstieg, also wird der quadratische Fehler nahezu halbiert, so müssen wir in der
Nähe des Optimums sein. In jedem Fall sollten einige wenige Iterationen ausreichen,
um herauszuﬁnden, ob man den Startwert noch nennenswert verbessern kann. Inter-
essant wäre es auch zu überprüfen, ob (und falls ja, wieviel) die Wahl der Startwerte
R∗ bzw. L∗ besser ist als die Wahl zufälliger oder anderweitig generierter Startwerte.
Wir wollen nun noch die Diﬀerenz zwischen der Optimallösung und der quasi-optimalen
Lösung genauer untersuchen, dies ist Gegenstand von
Lemma 2.31. Seien k Matrizen Ai ∈ KN×M , 1 ≤ i ≤ k, gegeben, sowie n ≤ N und
m ≤ M . Seien L ∈ KN×n und R ∈ KM×m gegeben mit LHL = In und RHR = Im.
Setze
Xi := LL
HAiRR
H ,
Yi := LL
HAi,
Zi := AiRR
H .
Dann gelten
‖Ai − Yi‖2F + ‖Ai − Zi‖2F − ‖Ai −Xi‖2F = ‖Ai +Xi − Yi − Zi‖2F (2.22)
und
k∑
i=1
‖Ai − Yi‖2F +
k∑
i=1
‖Ai − Zi‖2F −
k∑
i=1
‖Ai −Xi‖2F =
k∑
i=1
‖Ai +Xi − Yi − Zi‖2F .
(2.23)
Weiter gelten
‖Ai +Xi − Yi − Zi‖2F =
∥∥(I − LLH)Ai(I −RRH)∥∥2F (2.24)
und
k∑
i=1
‖Ai +Xi − Yi − Zi‖2F =
k∑
i=1
∥∥(I − LLH)Ai(I −RRH)∥∥2F . (2.25)
Beweis. Wir beweisen die ersten beiden Gleichungen. Oﬀensichtlich folgt (2.23) aus
(2.22). Wir setzen A = Ai, X := Xi, Y := Yi, Z = Zi. Es gelten die folgenden
Beziehungen:
trace(XHX) = trace(XHA) = trace(XHY ) = trace(XHZ) = trace(Y HZ),
trace(Y HY ) = trace(AHY ),
trace(ZHZ) = trace(AHZ),
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denn mit LHL = In und RHR = Im und den Eigenschaften der Spur folgt
trace(Y HZ) = trace(AHLLHARRH) = trace(AHLLHAR(RHR)RH)
= trace(RRHAHLLHARRH) = trace(XHZ)
= trace(RRHAHL(LHL)LHARRH) = trace(XHX),
= trace(R(RHR)RHAHL(LHL)LHA) = trace(XHY )
= trace(AHL(LHL)LHARRH) = trace(AHX),
trace(Y HY ) = trace(AHL(LHL)LHA) = trace(AHY ),
trace(ZHZ) = trace(RRHAHARRH) = trace(AHAR(RHR)RH) = trace(AHZ).
Damit folgern wir
‖A− Y ‖2F + ‖A− Z‖2F − ‖A−X‖2F
= trace(AHA)− trace(AHY ) + trace(AHA)− trace(AHZ)− trace(AHA) + trace(AHX)
= trace(AHA) + trace(AHX)− trace(AHY )− trace(AHZ)
= trace(AHA)
+ trace(XHX) + 2 trace(AHX) + 2 trace(Y HZ)− 2 trace(XHY )− 2 trace(XHZ)︸ ︷︷ ︸
=trace(AHX)
+ trace(Y HY )− 2 trace(AHY )︸ ︷︷ ︸
=− trace(AHY )
+ trace(ZHZ)− 2 trace(AHZ)︸ ︷︷ ︸
=− trace(AHZ)
= trace(AHA) + trace(XHX) + trace(Y HY ) + trace(ZHZ)
+2 trace(AHX)− 2 trace(AHY )− 2 trace(AHZ)
−2 trace(XHY )− 2 trace(XHZ) + 2 trace(Y HZ)
= ‖A+X − Y − Z‖2F .
Die letzten beiden Gleichungen (2.24) und (2.25) gelten aufgrund von
(I − LLH)A(I −RRH) = A+ LLHARRH − LLHA−ARRH = A+X − Y − Z.

Formulieren wir dieses Ergebnis in der Sprache der orthogonalen Projektionen, so gilt
mit LLH = P1 und RRH = P2 und wegen A+P1P2A−P1A−P2A = (I−P1)(I−P2)A
‖A− P1A‖2F + ‖A− P2A‖2F = ‖A− P1P2A‖2F + ‖(I − P1)(I − P2)A‖2F .
Folgende Beobachtung wollen wir noch festhalten:
Lemma 2.32. Seien k Matrizen Ai ∈ KN×M , 1 ≤ i ≤ k, gegeben, sowie n ≤ N und
m ≤M . Seien L∗ und R∗ Lösungen für die Probleme 2.26 und 2.27. Seien Lopt und
Ropt eine optimale Lösung für Problem 2.21. Dann gilt mit
Xi,opt := LoptL
H
optAiRoptR
H
opt, X
∗
i = L
∗(L∗)HAiR∗(R∗)H ,
Yi,opt := LoptL
H
optAi, Y
∗
i = L
∗(L∗)HAi,
Zi,opt := AiRoptR
H
opt, Z
∗
i = AiR
∗(R∗)H
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die folgende Ungleichung
k∑
i=1
‖Ai +X∗i − Y ∗i − Z∗i ‖2F ≤
k∑
i=1
‖Ai +Xi,opt − Yi,opt − Zi,opt‖2F .
Beweis. Aufgrund der Optimalität von L∗, R∗ bzw. Lopt, Ropt gelten
k∑
i=1
‖Ai − Y ∗i ‖2F ≤
k∑
i=1
‖Ai − Yi,opt‖2F ,
k∑
i=1
‖Ai − Z∗i ‖2F ≤
k∑
i=1
‖Ai − Zi,opt‖2F ,
−
k∑
i=1
‖Ai −X∗i ‖2F ≤ −
k∑
i=1
‖Ai −Xi,opt‖2F .
Die Summe dieser drei Ungleichungen ergibt wegen (2.23) aus Lemma 2.31 die Be-
hauptung. 
Diese Beobachtung weist darauf hin, dass man evtl. auch ein Maximierungsproblem
mit der Zielfunktion
F (L,R) :=
k∑
i=1
‖Ai +Xi − Yi − Zi‖2F
betrachten könnte (unter geeigneten Nebenbedingungen), um das Ausgangsproblem
2.19 bzw. das vereinfachte Problem 2.21 zu lösen. In jedem Fall sollte man das Ver-
halten der Funktion F (L,R) zumindest in der Nähe des Optimums des Ausgangs-
problems untersuchen.
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2.7 Methoden-Übersicht
Wir fassen den Speicher- und Rechenaufwand der bisher behandelten Methoden in
einer Übersicht zusammen. Die Kosten für die Berechnung der Eigenwerte und -
vektoren einer hermiteschen bzw. symmetrischen Matrix sind nicht gesondert aufge-
führt, da wir hierfür die QR-Zerlegung verwenden.
Methode 2.2 Gram-Schmidt (GS)
Input:
Kollektion von Vektoren K = {v1, . . . , vm}, vi ∈ V , mit dim span K = r
Output:
R ∈ Km×r obere Dreiecksmatrix, die die Koeﬃzienten der Linearkombinationen
einer ONB von span K bezüglich des Erzeugendensystems v1, . . . , vs enthält
SGS = rm
RGS ≤ m(m+1)2 R〈·,·〉V + rm2 = O(m2
(
r +R〈·,·〉V
)
)
Methode 2.3 QR-Zerlegung (QR)
Input:
A ∈ Kn×m vom Rang r
Output:
Q ∈ Kn×r orthogonal
R ∈ Kr×m obere Dreiecksmatrix mit A = QR
SQR = r(n+m)
RQR ≤ 2nm2 = O(nm2)
Methode 2.4 ONB-Erweiterung (ONBE)
Input:
A ∈ Kn×s orthogonal
B ∈ Kn×t mit Rang (A B) = r
Output:
QB ∈ Kn×(r−s) orthogonal (falls r − s > 0)
Q ∈ Kn×r orthogonal mit Q = (A QB)
RB ∈ Kr×t obere Dreiecksmatrix mit B = QRB und span (A B) = span Q
SONBE = r(n+ t)
RONBE ≤ 2n(s+ t)2 = O(n(s+ t)2)
Methode 2.5 Singulärwertzerlegung (SVD)
Input:
A ∈ Kn×m vom Rang r
Output:
S ∈ Kr×r Diagonalmatrix
U ∈ Kn×r orthogonal
V ∈ Km×r orthogonal mit A = USV
SSV D = r(n+m+ 1)
Seien a = max{n,m} und b = min{n,m}. Dann gilt:
RSV D = min{14ab2 + 8b3, 6ab2 + 20b3} = O(ab2 + b3)
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Methode 2.6 Einseitige SVD (LSVD, RSVD)
Input:
A ∈ Kn×m vom Rang r
Output:
U ∈ Kn×r orthogonal
S ∈ Kr×r Diagonalmatrix
SLSV D = r(n+ 1)
Seien a = max{n,m} und b = min{n,m}. Dann gilt:
RLSV D = O(ab2 + b3)
Methode 2.7 Pseudoinverse (PI)
Input:
A ∈ Kn×m
Output:
A† ∈ Km×n Pseudoinverse
SPI = nm
Seien a = max{n,m} und b = min{n,m}. Dann gilt:
RPI = RPI,SV D +RPI,Mult
RPI,SV D = min{14ab2 + 8b3, 6ab2 + 20b3} = O(ab2 + b3) = RSV D
RPI,Mult ≤ 2ab2
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3 Tensoren - die Grundlagen
Tensorprodukte, Tensoren und ihre Eigenschaften sind Gegenstand der multilinearen
Algebra. Der Schwerpunkt dieser Arbeit liegt allerdings - wie schon in der Einführung
beschrieben - auf der Behandlung von Tensoren als hochdimensionale Datenstruktu-
ren, genauer: Wir konzentrieren uns hauptsächlich auf die eﬃziente Darstellung und
Arithmetik. Die Theorie der Tensorprodukte wird uns daher nur soweit beschäftigen
wie nötig, zum Beispiel um die Existenz von Bestapproximierenden zu beweisen.
Später werden wir unsere Überlegungen meist auf den Spezialfall von Hilberträumen
beschränken, da wir für die hierarchische Tensordarstellung das Konzept der Ortho-
normalität und die Vollständigkeit der Räume benötigen. In diesem Kapitel stehen
jedoch grundlegendere Eigenschaften im Vordergrund.
3.1 Allgemeine Deﬁnition
Wir beginnen der Vollständigkeit halber mit der allgemeinen Deﬁnition des Tensor-
produktes im Sinne der multilinearen Algebra nach [19], Chapter I.
Deﬁnition 3.1 (Tensorprodukt). Seien E und F zwei beliebige Vektorräume und
sei ϕ : E×F → G eine bilineare Abbildung in einen Vektorraum G. Das Paar (G,ϕ)
heißt Tensorprodukt von E und F , wenn die folgenden beiden Bedingungen erfüllt
sind:
(i) Das Bild von ϕ ist ganz G.
(ii) Wenn ψ : E × F → H eine weitere bilineare Abbildung in einen beliebigen
Vektorraum H ist, so existiert eine lineare Abbildung f : G → H, so dass
ψ = f ◦ ϕ gilt.
Bemerkung 3.2. Die Bedingungen (i) und (ii) sind äquivalent zu der folgenden
Bedingung
(iii) Ist ψ : E × F → H eine bilineare Abbildung in einen beliebigen Vektorraum
H, so existiert eine eindeutig bestimmte lineare Abbildung f : G→ H, so dass
ψ = f ◦ ϕ gilt (universelle Eigenschaft des Tensorproduktes).
Die Verallgemeinerung von zwei Vektorräumen E,F auf eine beliebige endliche An-
zahl ist kanonisch. Wir kommen nach dieser recht abstrakten Deﬁnition, die die
Faktorisierung bestimmter Abbildungen behandelt, zu konkreten Beispielen.
3.2 Beispiele
Zur Einführung in die Thematik geben wir nun einige konkrete Beispiele für Tensor-
produkte bzw. Tensoren an.
3.2.1 Tensorprodukt von Vektoren
Seien d endlichdimensionale K-Vektorräume Vj , 1 ≤ j ≤ d, mit zugehörigen Dimen-
sionen nj ≥ 2 gegeben. Die Elemente vj ∈ Vj können von beliebiger Form sein, daher
vereinfachen wir die Darstellung, indem wir Elemente nicht direkt angeben, sondern
indirekt über ihre Koeﬃzientendarstellung bezüglich der Standardnormalbasis. Es
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gilt: Vj ist isomorph zu Knj , daher betrachten wir stattdessen oBdA die Vektorräu-
me Knj , 1 ≤ j ≤ d. Wir setzen Ij := {1, . . . , nj} und deﬁnieren damit eine Menge
von Multiindizes
I := I1 × . . .× Id. (3.1)
Es gilt
#I = #I1 · . . . ·#Id =
d∏
j=1
#Ij . (3.2)
Jedes i ∈ I ist dann gegeben durch i = (i1, i2, . . . , id) mit ij ∈ Ij . Nun seien für
j = 1, . . . , d Vektoren v(j) ∈ Knj gegeben. Wir deﬁnieren v ∈ KI als Tensorprodukt
der Vektoren v(j) über
vi = vi1,...,id := v
(1)
i1
· v(2)i2 · . . . · v
(d)
id
∈ K. (3.3)
Als Notation für das Tensorprodukt von Vektoren verwenden wir
v := v(1) ⊗ v(2) ⊗ . . .⊗ v(d) = ⊗dj=1v(j).
Jetzt können wir das Tensorprodukt der Vektorräume KIj deﬁnieren als
V := span
{
v(1) ⊗ v(2) ⊗ . . .⊗ v(d) : v(j) ∈ Knj , 1 ≤ j ≤ d
}
.
Wir schreiben dann
V = Kn1 ⊗Kn2 ⊗ . . .⊗Knd =
d⊗
j=1
Knj
oder allgemein
V = V1 ⊗ V2 ⊗ . . .⊗ Vd =
d⊗
j=1
Vj ,
wobei wir wieder die Isomorphie der Vektorräume Vj und Knj verwenden. Oﬀensicht-
lich gilt V ⊂ KI. Setzt man aber in (3.3) für die v(j) jeweils alle Einheitsvektoren
ein, so ergibt sich sofort V = KI.
Die Produkte v(1)⊗v(2)⊗ . . .⊗v(d) werden Elementartensoren genannt, die Elemente
von KI heißen Tensoren. KI ist selber ein K-Vektorraum mit der komponentenweisen
Addition (v +w)i := vi +wi und der Skalarmultiplikation (λv)i := λvi für λ ∈ K.
Die Dimension von KI ist dann aufgrund von (3.2)
dimKI = #I = n1 · n2 · . . . · nj =
∏
dimKnj .
Für d = 2 erhalten wir ein prominentes Beispiel für Tensoren, nämlich Matrizen. Wir
müssen aber einen wichtigen Aspekt beachten. Matrizen werden sowohl zur Beschrei-
bung von linearen Abbildungen zwischen Vektorräumen als auch zur Beschreibung
von Bilinearformen verwendet, nur in letzterem Fall lassen sich Matrizen als Tenso-
ren interpretieren. Eine ähnliche Mehrdeutigkeit gibt es auch bei der Interpretation
von Tensoren als darstellende Objekte multilinearer Abbildungen.
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3.2.2 Kronecker-Produkt von linearen Abbildungen
Seien nun für j = 1, . . . , d jeweils Paare von endlichdimensionalen K-Vektorräumen
Vj , Wj , 1 ≤ j ≤ d, gegeben. Die Dimensionen der Vj seien mit dimVj = nj und
die der Wj mit dimWj = mj bezeichnet. Die zugehörigen Indexmengen seien mit
Ij = {1, . . . , nj} und Jj = {1, . . . ,mj}, 1 ≤ j ≤ d, bezeichnet. Wir bilden die
zugehörigen Tensorräume
V =
d⊗
j=1
Vj , W =
d⊗
j=1
Wj
und die entsprechenden Produktindexmengen
I = I1 × . . .× Id, J = J1 × . . .× Jd.
Weiter seien für j = 1, . . . , d lineare Abbildungen
A(j) : Vj −→Wj
gegeben. Wir deﬁnieren eine Abbildung
A := ⊗dj=1A(j) = A(1) ⊗ . . .⊗A(d) : V −→W
über
⊗dj=1v(j) 3 V −→ A
(
⊗dj=1v(j)
)
:= ⊗dj=1
(
A(j)v(j)
)
∈W. (3.4)
Um das Kronecker-Produkt besser zu verstehen, nutzen wir nun aus, dass die Vj
isomorph zu Knj und die Wj isomorph zu Kmj sind. Vermittels dieser Isomorphis-
men sind die linearen Abbildungen A(j) gegeben durch ihre darstellenden nj ×mj-
Matrizen, die wir ebenfalls mit A(j) bezeichnen. Das Kronecker-Produkt der linearen
Abbildungen ist jetzt gegeben durch das Tensorprodukt der darstellenden Matrizen.
Dieses ist wiederum eine Matrix - oder genauer ein Tensor der Ordnung 2 - mit einer
speziellen Blockstruktur. Es gilt dann
⊗dj=1A(j) ∈ KI×J
und ⊗dj=1A(j) ist die darstellende Matrix des Kronecker-Produktes der linearen Ab-
bildungen.
Zur Veranschaulichung sei nun d = 2. Das Kronecker-Produkt zweier Matrizen
A ∈ Kn×m und B ∈ Kp×q ist eine Matrix A ⊗ B ∈ Knp×mq. Sie hat folgende
Struktur:
A⊗B =
a11B · · · a1mB... . . . ...
an1B · · · anmB

Um nur eine der wichtigsten Eigenschaften des Kronecker-Produktes von Matrizen
zu nennen:
Rang(A⊗B) = Rang(A)Rang(B).
Hierbei ist der Matrixrang gemeint. Für den noch zu deﬁnierenden Tensorrang (3.10)
gilt das nicht, es besteht i.a. kein Zusammenhang zwischen dem Matrixrang und dem
Tensorrang von Kronecker-Matrizen, Matrizen mit dem kleinsten Tensorrang können
den maximalen Matrixrang besitzen (z.B. Kroneckerprodukte von Einheitsmatrizen).
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3.2.3 Tensorprodukt von Funktionen
Bisher haben wir uns nur mit endlichdimensionalen Vektorräumen beschäftigt, d.h.
die zugrundeliegenden Indexmengen Ij waren endlich. In diesem Beispiel werden
wir nun allgemeinere Vektorräume betrachten, z.B. Funktionenräume wie L2([a, b])
7 oder den Raum C((0, 1)) der stetigen Funktionen f : (0, 1) −→ R. Dazu seien die
Ij ∈ R nun Intervalle, analog zu (3.1), und es seien für j = 1, . . . , d Vektorräume
Vj = L
2(Ij) gegeben. Wir bilden wieder die Produktindexmenge
I = I1 × I2 × . . .× Id ⊂ Rd.
Für univariate Funktionen fj ∈ Vj deﬁnieren wir nun ein Element des Tensorpro-
duktes der Vj als eine d-variate Funktion
f := f1 ⊗ f2 ⊗ . . .⊗ fd = ⊗dj=1fj
punktweise über
f(x1, x2, . . . , xd) := f1(x1)f2(x2) . . . fd(xd) =
d∏
d=1
fj(xj), xj ∈ Ij , 1 ≤ j ≤ d.
Da die fj Elemente aus L2(Ij) sind, gilt für f nun
f ∈ L2(I) und f ∈
d⊗
j=1
Vj = span {f1 ⊗ f2 ⊗ . . .⊗ fd, fj ∈ Vj , 1 ≤ j ≤ d} ,
aber beide Räume sind nach unserer bisherigen Deﬁnition des Tensorproduktes nicht
gleich! L2(I) ist nämlich vollständig, aber
⊗d
j=1 Vj liegt nur dicht in L
2(I). Es muss
also noch der Abschluss bezüglich der Norm auf L2(I) gebildet werden, um aus dem
Tensorprodukt von unendlich-dimensionalen Banachräumen wieder einen Banach-
raum zu machen, siehe Abschnitt 3.3.7. In unserem Beispiel handelt es sich sogar
jeweils um Hilberträume, das Tensorprodukt bzw. der entsprechende Abschluss ist
dann auch wieder ein Hilbertraum.
3.3 Eigenschaften
Im Folgenden wollen wir einige grundlegende Eigenschaften des Tensorproduktes be-
sprechen, sowie wichtige Bezeichnungen einführen. Gegeben seien also dK-Vektorräume
Vj , 1 ≤ j ≤ d. Diese Räume werden Ansatzräume genannt. Wir betrachten nun das
Tensorprodukt dieser Räume
V = V1 ⊗ V2 ⊗ . . .⊗ Vd. (3.5)
Die Zahl d ist die Ordnung des Tensorproduktes, Elemente von V sind dann entspre-
chend Tensoren der Ordnung d. Ein Tensor der Form
v = v1 ⊗ v2 ⊗ . . .⊗ vd (3.6)
7Das ist der Raum der quadratintegrierbaren messbaren Funktionen von [a, b] nach R. Die Ele-
mente sind deﬁniert als Äquivalenzklassen von Funktionen, sie können sich auf Lebesgue-Nullmengen
unterscheiden.
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heißt Elementartensor, siehe auch (3.3). Die Verwendung des Bezeichners d deutet
an, dass die Ordnung eines Tensors oftmals etwas mit einer (räumlichen) Dimension
zu tun hat.
Im Fall d = 1 ist V = V1, Tensoren der Ordnung 1 sind also Vektoren, im Falle d = 0
setzt man V := K. Um diese trivialen Fälle auszuschließen, sei im Folgenden d ≥ 2.
Im Fall d = 2 können - wie bereits an anderer Stelle erwähnt - Tensoren als Matrizen
interpretiert werden.
3.3.1 Modes, Fibers und Slices
Stellt man sich einen Tensor als d-dimensionales räumliches Objekt vor und wählt
eine Richtung bzw. einen Mode k ∈ {1, . . . , d} aus, so ist ein Tensor gegeben als
Ansammlung von Vektoren bezüglich dieses Modes. Genauer bedeutet dies, dass man
für den Mode k und feste Indizes i1, . . . , ik−1, ik+1, . . . , id einen Vektor(
vi1,...,ik−1,1,ik+1,...,id , . . . , vi1,...,ik−1,nk,ik+1,...,id
)T
(3.7)
deﬁniert. Diese Vektoren heißen Fibers zum Mode k. Analog zu den Bezeichnungen
bei Matrizen werden die Fibers zum Mode 1 auch als rows bezeichnet, die Fibers
zum Mode 2 heißen columns, die zum Mode 3 tubes.
Hält man alle Indizes bis auf zwei Modes j1, j2 fest, so erhält man für jedes Modepaar
eine Kollektion von Matrizen. Diese Matrizen nennt man Slices. Das Vorgehen bei
mehr als zwei Modes ist kanonisch.
3.3.2 Endlichdimensionale Räume
Haben alle Vj eine Dimension dim(Vj) = nj <∞, dann ist
V := span
{
v(1) ⊗ . . .⊗ v(d) | v(j) ∈ Vj , 1 ≤ j ≤ d
}
. (3.8)
Die Dimension des Tensorraumes ist
dimV =
d∏
j=1
dim(Vj) =
d∏
j=1
nj . (3.9)
Da jeder endlichdimensionale Vektorraum V der Dimension n über dem Körper K
isomorph zu Kn ist, ist hier V isomorph
V ∼= Kn1 ⊗Kn2 ⊗ . . .⊗Knd .
Wir können dann Tensoren interpretieren als multidimensionale Koeﬃzienten-Arrays
bezüglich der Standardnormalbasis, d.h. wir identiﬁzieren die Koeﬃzientendarstel-
lung oder den Koeﬃziententensor als Element von Kn1 ⊗ Kn2 ⊗ . . . ⊗ Knd mit dem
Tensor als Element von V. Die eigentliche Basis des Tensorraumes V taucht dann
nur noch implizit auf, durch die Angabe der Koeﬃzienten ist der Tensor vollständig
bestimmt. Eine ähnliche Form der impliziten Darstellung wird auch im hierarchischen
Format verwendet.
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3.3.3 Tensorrang
Jeder Tensor v ∈ V, dimV <∞, besitzt nach (3.8) eine Darstellung als Summe von
Elementartensoren
v =
R∑
k=1
v
(1)
k ⊗ . . .⊗ v(d)k . (3.10)
Die Anzahl R der Summanden nennt man Darstellungsrang. Jeder Tensor besitzt
einen minimalen Darstellungsrang, dies führt zu nachfolgender
Deﬁnition 3.3 (Tensorrang).
r := min
{
R ∈ N : v =
R∑
k=1
v
(1)
k ⊗ . . .⊗ v(d)k
}
. (3.11)
Die Zahl r heißt Tensorrang.
Der Tensorrang ist eine direkte Verallgemeinerung des Matrixranges bezogen auf die
Eigenschaft, dass sich jede Matrix vom Rang r als Summe von r Rang-1-Matrizen
schreiben lässt, hierbei kann r nicht verkleinert werden. Elementartensoren - als
Tensoren vom Rang 1 - verallgemeinern hier die Rang-1-Matrizen.
Es gibt noch andere Verallgemeinerungen des Matrixranges, z.B. den sog. Tucker-
Rang, der in Abschnitt 4.2 eingeführt wird. Auch für das hierarchische Format werden
wir später einen eigenen Rangbegriﬀ einführen, siehe Deﬁnition 5.22.
Maximaler Tensorrang Im Fall endlichdimensionaler Räume gibt es für das Ten-
sorprodukt auch einen maximalen Tensorrang Rmax, d.h. es lässt sich jeder Tensor
v ∈ V als Summe von maximal Rmax Elementartensoren schreiben. Eine einfach
herzuleitende obere Grenze für diesen maximalen Rang ist R ≤ ∏dj=1,j 6=i nj , wobei
i der Index mit ni ≥ nj∀j ist. Aufgrund der Linearität in jedem Faktor kann man
nämlich in jeder Darstellung von v, die alle Elemente der gegebenen Basis verwen-
det, die Summanden bezüglich eines Indexes zusammenfassen, in denen die Vektoren
bezüglich der anderen Indizes gleich sind. Man wählt dann praktischerweise den In-
dex mit der größten zugehörigen Dimension. Sind alle Dimensionen nj = n, dann
ist der maximale Tensorrang im Tensorraum der Dimension nd also trivialerweise
beschränkt durch nd−1. Tatsächlich ist er oft deutlich kleiner, z.B. ist R = 3 der
maximale Rang für Elemente aus V := R2 ⊗ R2 ⊗ R2, allerdings ist der Tensorrang
anders als im Matrixfall selbst bei exakter Arithmetik nur sehr schwer zu berechnen,
das Problem ist NP -vollständig, siehe dazu auch [26].
Typischer Rang Bei Kruskal [35] ﬁndet sich ein Verweis auf einen weiteren be-
merkenswerten Unterschied zwischen Tensoren der Ordnung d = 2, auch zu inter-
pretieren als Matrizen, und echten Tensoren der Ordnung d ≥ 3. Eine Matrix mit
zufällig bestimmten Einträgen hat mit Wahrscheinlichkeit 1 maximalen Rang. Für
Tensoren der Ordnung 3 oder höher ist das nicht mehr so, es gibt dann mehrere
sogenannte typische Ränge. Im Beispiel V := R2 ⊗ R2 ⊗ R2 kommen z.B. die bei-
den typischen Ränge 2 und 3 mit Wahrscheinlichkeiten ungleich Null vor. Auf den
Tensorrang werden wir in Abschnitt 4.1 genauer eingehen, dort wird die sogenannte
r-Term-Darstellung besprochen werden. Wir sehen aber schon an diesen Beispielen,
dass in Tensorprodukten der Ordnung d ≥ 3 einige grundlegende Dinge anders und
komplizierter sind als im Matrixfall d = 2.
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Unterschied zwischen R und C Im Falle echter Tensoren mit d ≥ 3 kann es
- im Gegensatz zu Matrizen mit d = 2 - einen Unterschied machen, ob man einen
gegebenen reellwertigen Tensor v, z.B. v ∈ Rn×n×n als Element eines Tensorpro-
duktes über dem Grundkörper der reellen Zahlen R oder der komplexen Zahlen C
betrachtet. Nun stellt sich folgende Frage: Ist der Tensorrang unabhängig von der
Wahl des Körpers? Die vielleicht etwas überraschende Antwort ist: Nein. Anders als
im Matrixfall d = 2 kann bei echten Tensoren der Rang von der Wahl des Körpers
abhängen, der komplexe Rang eines Tensors ist hierbei immer kleiner oder gleich
dem reellen Rang, siehe auch [3], Abschnitt 3.1.
3.3.4 Entartetes Tensorprodukt
Ist eine der Dimensionen ni = 1, so nennt man das Tensorprodukt entartet. Es han-
delt sich dann immer noch um ein Tensorprodukt, allerdings von der Ordnung d−1,
V ist isomorph zum Tensorprodukt
⊗d
j=1,j 6=i Vj . Unter Verwendung dieses Isomor-
phismus kann man aus jedem entarteten Tensorprodukt entweder ein nichtentartetes
Tensorprodukt niedrigerer Ordnung oder ein leeres Tensorprodukt der Ordnung 0
konstruieren.
3.3.5 Multilinearität
Für Tensoren gelten folgende Rechenregeln:
• v(1)⊗ . . .⊗ (v(j) + v′(j))⊗ . . .⊗ v(d) = v(1)⊗ . . .⊗ v(j)⊗ . . .⊗ v(d) + v(1)⊗ . . .⊗
v′(j) ⊗ . . .⊗ v(d),
• v(1) ⊗ . . .⊗ λv(j) ⊗ . . .⊗ v(d) = λ (v(1) ⊗ . . .⊗ v(j) ⊗ . . .⊗ v(d)) für λ ∈ K.
Die Multilinearität bedeutet insbesondere eine Nichteindeutigkeit der Darstellung.
Skalare Vorfaktoren können beliebig zwischen den einzelnen Tensor-Faktoren ver-
schoben werden.
3.3.6 Basis des Tensorprodukts
Besitzen die endlichdimensionalen Vektorräume Vj , 1 ≤ j ≤ d, die Basen
{
b
(j)
1 , . . . , b
(j)
nj
}
,
so ist die Menge aller Produkte{
b
(1)
i1
⊗ . . .⊗ b(d)id , 1 ≤ ij ≤ nj , 1 ≤ j ≤ d
}
eine Basis des Tensorproduktes V = V1 ⊗ . . .⊗ Vd.
3.3.7 Banachräume
Sind die Ansatzräume Vj alle endlichdimensionale Banachräume, so ist das Tensor-
produkt ebenfalls ein Banachraum. Ist mindestens einer der Ansatzräume dagegen
unendlichdimensional und soll der Tensorraum ebenfalls wieder vollständig und da-
mit ein Banachraum sein, so muss noch der Abschluss bezüglich der entsprechenden
Topologie, induziert durch die Norm auf V, gebildet werden:
V := span
{
v(1) ⊗ . . .⊗ v(d) | v(j) ∈ Vj , 1 ≤ j ≤ d
}
. (3.12)
3.4 Tensoren und Vektoren 51
Die Dimension von V ist dann ∞, unter Verwendung der üblichen Rechenregeln
n · ∞ =∞ · n =∞ ·∞ =∞ gilt wiederum (3.9).
Ist einer der Ansatzräume kein Banachraum, so ist das Tensorprodukt ebenfalls
keiner.
3.3.8 Tensorprodukt von (Prä-)Hilberträumen
Besitzen die endlichdimensionalen Vektorräume Vj , 1 ≤ j ≤ d, jeweils (Prä-)Hilbert-
raumstruktur, also sind Skalarprodukte 〈·, ·〉j , 1 ≤ j ≤ d, gegeben, durch die jeweilige
Norm induziert wird, so ist das Tensorprodukt V = V1 ⊗ . . . ⊗ Vd ebenfalls wieder
ein (Prä-)Hilbertraum.
Das Skalarprodukt auf V ist eindeutig bestimmt durch folgende Deﬁnition für Ele-
mentartensoren:
Deﬁnition 3.4 (Skalarprodukt aufV). Seien die Elementartensoren v = v(1)⊗. . .⊗
v(d) und w = w(1) ⊗ . . .⊗ w(d) gegeben. Das Skalarprodukt von v und w ist gegeben
durch
〈v,w〉 := 〈v(1), w(1)〉1 · 〈v(2), w(2)〉2 · . . . · 〈v(d), w(d)〉d =
d∏
j=1
〈v(j), w(j)〉j . (3.13)
Man kann leicht nachrechnen, dass durch diese Vorschrift wirklich ein Skalarpro-
dukt deﬁniert ist. Für allgemeine Tensoren - dargestellt als Linearkombination von
Elementartensoren - ergibt sich die Deﬁnition nun über die Bilinearität des Skalar-
produktes bzw. die Sesquilinearität im komplexen Fall.
3.4 Tensoren und Vektoren
Im Folgenden sei ein endlich-dimensionales Tensorprodukt
V = V1 ⊗ . . .⊗ Vd
gegeben, dimVj = nj , mit zugehöriger Produktindexmenge
I = I1 × . . .× Id,
vergleiche auch (3.1). Die Anzahl der Elemente von I sei mit
#I := n1 · . . . · nj =
d∏
j=1
nj =: N
bezeichnet.
3.4.1 Vektorisierung von Tensoren
Jeder Tensor ist als Element eines Vektorraumes darstellbar als Vektor, so wie wir
Matrizen auch als Vektoren auﬀassen können. Dabei wird allerdings seine implizit
gegebene Tensorstruktur ignoriert. Eine Vektorisierung ist nichts anderes als die Fest-
legung einer bestimmten Anordnung der Einträge eines Tensors. Dadurch ergibt sich
ein isometrischer Vektorraumisomorphismus, dieser ist bestimmt durch eine bijekti-
ve Abbildung der Produktindexmenge I von Multiindizes (i1, . . . , id) auf die einfache
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(ungeordnete oder geordnete) Indexmenge {1, . . . N}. Eine Abbildung auf eine ge-
ordnete Indexmenge ist z.B. gegeben durch die kanonische oder lexikographische
Anordnung:
(i1, . . . , id) −→ i = 1 +
d∑
k=1
(ik − 1)Jk mit Jk :=
k−1∏
m=1
nm. (3.14)
Wir bezeichnen die Vektorisierung eines Tensors vmit vec(v). Die Notation ist relativ
umständlich, allerdings ist die Idee der Vektorisierung einfach. Die Umkehrung dieser
Operation ist ungleich interessanter.
3.4.2 Tensorisierung von Vektoren
Da endlichdimensionale Tensoren vom numerischen Standpunkt betrachtet nichts
anderes sind als Vektoren bezüglich einer Indexmenge mit Produktstruktur, kann
man natürlich auch Vektoren tensorieren, indem man die zugehörige Indexmenge
mit einer entsprechenden Produktstruktur versieht (falls möglich). Damit ist auch
das hierarchische Format oder der einfachere Spezialfall des Tensor-Train- oder TT -
Formates zur Darstellung und Approximation einsetzbar. Anwendungen des hierar-
chischen Formates ﬁnden sich in [20] und [14].
Das TT -Format für Vektoren der Länge 2d ist auch unter dem Namen Quantics-TT
oder QTT bekannt. Mehr dazu ﬁndet sich in [38] und [40].
3.5 Tensoren und Matrizen
3.5.1 Matrizisierung von Tensoren
Will man z.B. eine Unterraum-Darstellung (4.2) für einen gegebenen Tensor berech-
nen, so benötigt man dafür die sogenannte Matrizisierung des Tensors (englisch:
Matricisation), genauer gesagt benötigt man bestimmte Matrizisierungen. Am ein-
fachsten deﬁniert man eine Matrizisierung analog zur Vektorisierung über eine Ab-
bildung der d-dimensionalen Produktindexmenge auf eine 2-dimensionale Produktin-
dexmenge. In der Regel benötigt man nur Matrizisierungen, die die Fibers zu einem
bestimmten Mode k des Tensors in einer Matrix anordnen. Wir deﬁnieren zum Mode
k eine Indexmenge I(k) über
I(k) := I1 × . . .× Ik−1 × Ik+1 × . . .× Id
und einen weiteren Tensorraum
V(k) := V1 ⊗ . . .⊗ Vk−1 ⊗ Vk+1 ⊗ . . .⊗ Vd
Damit deﬁnieren wir eine Abbildung
Mat : I = I1 × . . .× Ik × . . .× Id −→ Ik × I(k), (3.15)
wobei wir I(k) dann nicht mehr als Produktindexmenge, sondern als einfache In-
dexmenge mit der kanonischen Anordnung, siehe (3.14), auﬀassen. Diese Abbildung
vermittelt nun wiederum einen isometrischen Isomorphismus zwischen dem Tensor-
raum V der Ordnung d und dem Matrixraum Vk ×V(k) der Ordnung 2. Der Tensor
v ∈ V wird nun abgebildet auf
Vk ×V(k) 3 B(k)(v)←− v ∈ V1 ⊗ . . .⊗ Vk ⊗ . . .⊗ Vd = V. (3.16)
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Die Matrix B(k)(v) heißt dann die Matrizisierung von v zum Mode k. Die implizite
Tensorstruktur des Raumes V(k) spielt für diese Überlegung keine Rolle. Überhaupt
können auch die Ansatzräume Vj durchaus Tensorräume sein, dies spielt für die
theoretische Behandlung keine Rolle. Man fasst den Tensor i.a. als Koeﬃzienten-
Darstellung bezüglich der Standard-Basis des Tensorproduktes V auf, die Natur
oder innere Struktur der Ansatzräume braucht dann nicht berücksichtigt zu werden.
Später werden wir auch andere Matrizisierungen betrachten, bei der wir die Menge
der Modes M = {1, . . . , d} beliebig disjunkt aufteilen in M = M1 ∪M2 mit M2 =
MC1 = M \M1. Zuerst deﬁnieren wir für eine Indexmenge J ⊂ {1, . . . , d} und ihr
Komplement JC die Produktindexmengen
IJ := ×j∈JIj , (3.17)
I(J) := IJC (3.18)
Außerdem deﬁnieren wir die Tensorprodukte
V(J) :=
⊗
j∈J
Vj , (3.19)
V(J
C) :=
⊗
j /∈J
Vj =
⊗
j∈JC
Vj . (3.20)
Analog zur Mode-k-Matrizisierung (3.16) bilden wir nun den Tensor v ab auf eine
Matrix
V(M1) ⊗V(M2) = V(M1) ⊗V(MC1 ) 3 B(M1)(v)←− v ∈ V1 ⊗ . . .⊗ Vd = V. (3.21)
B(M1)(v) ist eine #IM1×#I(M1)-Matrix. Wiederum betrachten wir hier die Produkt-
indexmengen IM1 und I
(M1) als einfache (ungeordnete oder geordnete) Indexmengen.
Wenn wir mit einer konkreten Matrix rechnen wollen, so müssen wir natürlich eine
Anordnung festlegen.
3.5.2 Tensorisierung von Matrizen
Die Idee der Tensorisierung von Vektoren kann verallgemeinert werden auf den Fall
von Matrizen. Außerdem benötigen wir diese Operation auch als Umkehroperation
zur Matrizisierung von Tensoren. Zu diesem Fall ist im Prinzip schon alles in Ab-
schnitt 3.5.1 gesagt ist, die dortige Abbildung der d-dimensionalen Indexmenge auf
eine 2-dimensionale Indexmenge ist eine Bijektion. Allgemeinere Anwendungen im
Bereich der Tensorapproximation ﬁndet man z.B. in [20] und [38].
3.5.3 Retensorisierung von Tensoren
Allgemein kann man auch einen Tensor der Ordnung d auﬀassen als Tensor einer
anderen Ordnung d′, falls die zugrundeliegenden Indexmengen eine andere Faktori-
sierung zulassen. Eine 4 × 4-Matrix lässt sich problemlos als 2 × 2 × 2 × 2-Tensor
auﬀassen, analog kann man auch einen 4×4×4-Tensor der Ordnung 3 als 4×4×2×2-
Tensor der Ordnung 4 oder als 2× 2× 2× 2× 2× 2-Tensor der Ordnung 6 auﬀassen.
Im Rahmen des hierarchischen Formates tauchen zwar implizit solche Retensorisie-
rungen auf, doch auf der praktischen Ebene werden wir es in der Regel nur mit den
daraus resultierenden unterschiedlichen Matrizisierungen zu tun haben. Trotzdem
werden wir diese Technik hier kurz und etwas unvollständig formalisieren, da wir sie
an einer Stelle verwenden werden, siehe Abschnitt 8.2.
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Deﬁnition 3.5 (Retensorisierung). Sei ein Tensor v ∈ V = ⊗dj=1Vj der Ordnung
d gegeben mit J = {1, . . . , d} und endlichdimensionalen Ansatzräumen Vj der Di-
mension nj. Seien disjunkte Mengen α1, . . . , αd′ , d′ ≥ 2 gegeben mit ∪d′i=1αi = J .
Sei V (α) =
⊗
j∈α Vj. Sei Ij = {1, . . . , nj}, j = 1, . . . , d, sei Iαi die durch folgende
Vorschrift deﬁnierte Indexmenge
Iαi := ×j∈αiIj .
Wir deﬁnieren eine Abbildung
L : Iαi −→ Iαi ,
Iαi 3 (i1, . . . , i`) −→ i = 1 +
d∑
k=1
(ik − 1)Jk mit Jk :=
k−1∏
m=1
nm.
L ist eine Bijektion, wir interessieren uns hier für die als das Bild von L deﬁnierte
einfache Indexmenge Iαi . Wir verwenden damit die lexikographische Anordnung ge-
mäß (3.14), aber die folgende Methode ist auf beliebige Anordnungen und auch auf
ungeordnete Indexmengen übertragbar.
Weiter sei eine Bijektion
∆ : I1 × . . .× Id −→ Iα1 × . . .× Iαd′
gegeben. Dann deﬁnieren wir die Retensorisierung
R(v, α1, . . . , αd′) ∈ V (α1) ⊗ . . .⊗ V (αd′ )
von v bezüglich α1, . . . , αd′ und der Bijektion ∆ über
vi1,...,id := R(v, α1, . . . , αd′)∆(i1,...,id).
Die Umkehrabbildung ist wieder eine Bijektion.
Diese Deﬁnition umfasst insbesondere die Fälle, die wir im Rahmen dieser Arbeit be-
nötigen, nämlich das Zusammenfassen von Indexmengen (die Ij) in einer Obermenge
(die Iαi) - später werden je zwei Sohnmengen zu einer Vatermenge zusammengefasst
- bzw. die Aufteilung einer Vatermenge in disjunkte Teilmengen über die Umkehr-
abbildung. Man könnte natürlich auch eine beliebige Retensorisierung deﬁnieren, bei
der zwei verschiedene disjunkte Zerlegungen einer zugrundeliegenden Indexmenge
J gegeben sind, dann werden analog die entsprechenden Bijektionen deﬁniert. Die
Blätter j ∈ J können natürlich selber wieder Mengen von Indizes sein, dies werden
wir später auch benötigen. Es spielt für den Formalismus hier allerdings keine Rolle.
3.6 Multilineare Multiplikation
Seien ein endlichdimensionales TensorproduktV = V1⊗. . .⊗Vd und ein Tensor v ∈ V
gegeben, sowie k ∈ {1, . . . , d}. Weiter sei eine lineare Abbildung A(k) : Vk −→ Wk,
dimWk = mk < ∞, gegeben. Wir verwenden wiederum die Isomorphien Vj ∼= Knj
und Wk ∼= Kmk , um die Tensoren mit ihren Koeﬃzientendarstellungen zu identiﬁzie-
ren, wir identiﬁzieren auch die lineare Abbildung A(k) mit ihrer darstellenden Matrix,
die ebenfalls mit A(k) bezeichnet sei. Wir deﬁnieren nun das Mode-k-Produkt von v
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und A(k) als den Tensor w ∈ V1 ⊗ . . . ⊗Wk ⊗ . . . Vd, dessen Mode-k-Matrizisierung
B(k)(w) folgende Form hat:
w := A(k) ◦k v, (3.22)
B(k)(w) = A(k)B(k)(v). (3.23)
Sind für alle Modes lineare Abbildungen oder Matrizen A(j) : Vk −→ Wj , 1 ≤
j ≤ d, gegeben, so ist das Multimode-Produkt von v mit allen A(j) deﬁniert als
Hintereinanderausführung der einzelnen Mode-Produkte:
w := A(1) ◦1 A(2) ◦2 . . . A(d) ◦d v.
Die Reihenfolge spielt hierbei keine Rolle. Die Notation ist etwas unglücklich, da sie
suggeriert, A(1) wirke auf A(2) usw., was natürlich nicht der Fall ist.
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4 Klassische Tensorformate
In diesem Abschnitt werden wir die beiden klassischen Tensorformate - die r-Term-
Darstellung und die Unterraum-Darstellung, auch Tuckerformat genannt - kurz vor-
stellen und ihre Vor- und Nachteile besprechen. Darüberhinaus gibt es noch andere
bekannte Formate wie z.B. Sparse Grids, auf das wir an anderer Stelle kurz eingehen
werden, oder auch Hybridformate, die meist für spezielle Problemstellungen maßge-
schneidert sind.
Zwei Arbeiten von Hitchcock [27], [28] markieren den Beginn der Beschäftigung mit
Tensordarstellungen. Dort stellte er erstmals das r-Term-Format vor, später auch
mit PARAFAC (parallel factorisation) oder CANDECOMP (canonical decompositi-
on) oder CP (canonical polyadic) bezeichnet. Bekannt wurde die Thematik aber vor
allem durch die wegweisenden Arbeiten von Tucker in den 1960er Jahren, z.B. [42]
und [43]. Die Theorie wurde weiterentwickelt u.a. von Harshman (1970) [25], Kruskal
(1989) [35] und Hastad (1990) [26]. Eine gute Übersicht über die klassischen Formate
ﬁndet sich in [3], aktuelle Themen werden behandelt in den Arbeiten von de Lathau-
wer, z.B. [8], [7], Espig [10], Hackbusch [11], oder Khoromskij/Khoromskaia [33], [34].
Interessant ist, dass viele der frühen Arbeiten - und damit auch die grundlegenden
Modelle - in den Anwendungsgebieten entstanden sind (Chemometrics, Psychome-
trics).
Die für einen Vergleich der verschiedenen Formate zentralen Punkte sind der Speicher-
bedarf und die Komplexität der zugehörigen Arithmetik. Hierbei liegt das Haupt-
augenmerk auf der Berechnung von Approximationen. Die volle Speicherung eines
Tensors ist nur für Tensoren niedriger Ordnung d möglich, da der Speicherbedarf
exponentiell von d abhängt. Diese Eigenschaft bezeichnet man auch nach Bellmann
als Fluch der Dimensionalität oder curse of dimensionality8. Da der Rechenaufwand
für die Durchführung arithmetischer Operationen in aller Regel direkt proportional
vom Speicheraufwand abhängt, stellt der Fluch der Dimensionalität die große Her-
ausforderung für alle Tensorformate dar.
Bevor wir uns die Antwort anschauen, die das hierarchische Tensorformat gibt, wer-
fen wir jetzt einen Blick auf die beiden klassischen Formate. Beide können aufgefasst
werden als direkte Verallgemeinerung verschiedener Aspekte der Singulärwertzerle-
gung von Matrizen für höherdimensionale Tensoren. In diesem Sinne erfüllen beide
Formate nicht nur den Zweck der Darstellung, sondern sind zugleich auch Zerlegun-
gen mit einem bestimmten Informationsgehalt neben der exakten Darstellung des
darzustellenden Objektes. So kann man an der optimalen r-Term-Darstellung den
Rang eines Tensors ablesen. Die optimale Unterraum-Darstellung verrät dagegen die
Dimensionen der minimalen Unterräume (siehe [12] oder Abschnitt 7.1.1) und damit
die Dimension des kleinsten Tensorprodukt-Unterraumes, der den darzustellenden
Tensor enthält.
Als Tensorprodukt-Unterraum bezeichnen wir Unterräume, die selber wieder eine
Tensorproduktstruktur besitzen, die also ein Tensorprodukt von Unterräumen der
8Leider konnten wir nicht herausﬁnden, in welcher Arbeit dieser Begriﬀ zuerst auftaucht. In
verschiedenen Arbeiten anderer Autoren haben wir mehrere Jahresangaben gefunden, zumeist 1961
oder 1964.
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Ansatzräume sind.
Bemerkung 4.1. Nicht jeder Unterraum eines Tensorproduktes ist wieder ein Ten-
sorprodukt. Dies kann man schon am Beispiel von Matrixräumen - als Tensorprodukte
der Ordnung 2 - und deren Unterräumen sehen, z.B ist
span
{(
1 0
0 0
)
= e1e
T
1 ,
(
0 0
0 1
)
= e2e
T
2
}
mit e1 = (1 0)T und e2 = (0 1)T ein Unterraum der Dimension 2, der kleins-
te Tensorprodukt-Unterraum, in dem beide Matrizen enthalten sind, hat jedoch die
Dimension 4, da die minimalen Unterräume - in diesem Beispiel die kleinsten Unter-
räume, die e1 und e2 enthalten - der beiden Ansatzräume jeweils Dimension 2 haben.
Die Dimension des kleinsten Tensorprodukt-Unterraum ergibt sich dann als Produkt
dieser Dimensionen.
4.1 r-Term-Darstellung
Jedes Element v ∈ V = V1 ⊗ . . . ⊗ Vd eines endlichdimensionalen Tensorraumes
besitzt aufgrund von (3.8) eine sogenannte r-Term-Darstellung als Summe von Ele-
mentartensoren
v =
r∑
k=1
v
(1)
k ⊗ . . .⊗ v(d)k , v(j)k ∈ V j . (4.1)
Die r-Term-Darstellung verallgemeinert den Rang-Begriﬀ von Matrizen in dem Sin-
ne, dass eine Rang-r-Matrix sich als Summe von r Rang-1-Matrizen schreiben lässt,
wobei r nicht weiter reduziert werden kann. Im Falle von Matrizen kann man sogar
paarweise orthogonale Summanden wählen, die Singulärwertzerlegung für Matrizen
gewährleistet dies, siehe (2.12). Im Falle echter Tensoren (d ≥ 3) ist dies nicht mehr
möglich. Wären die Terme jeweils noch orthogonal, so hätte man eine vollständige
Analogie zur Singulärwertzerlegung für Matrizen, allerdings kann man i.a. kleinere
Ränge r ﬁnden mit nicht-orthogonalen Summanden.
Quellen für das r-Term-Format im allgemeinen und die hier angegebenen Eigenschaf-
ten sind [27], [26], [3] [10], [11]. Ein Vergleich mit den wichtigsten anderen Formaten
ﬁndet sich in [22].
4.1.1 Wichtige Eigenschaften der r-Term-Darstellung
Wir konzentrieren uns hier auf den Speicheraufwand des r-Term-Formates und die
Komplexität der Bestimmung von Approximationen. Für den Speicheraufwand er-
halten wir
Sr−Term =
d∑
j=1
rSVj ≤ drn
mit n = maxSVj . Der Speicherbedarf besitzt also auf den ersten Blick keine exponen-
tielle Abhängigkeit von der Dimension d. Allerdings kann der Rang für eine exakte
Darstellung sehr groß werden und der Fluch der Dimensionalität kehrt quasi durch
die Hintertür zurück. Bei der Durchführung einfacher arithmetischer Operationen wie
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der Addition wächst er ebenfalls an. Die Bestimmung von Approximationen ist daher
unverzichtbar, um den Rang entsprechend zu beschränken. Leider ist dies nicht mit
einfachen Methoden der linearen Algebra möglich, sondern es muss ein Optimierungs-
problem iterativ gelöst werden mit entsprechendem Aufwand. Die Kosten sind daher
nicht ohne Weiteres vergleichbar mit den Kosten für die Unterraum-Darstellung oder
die hierarchische Darstellung. Die Lösung ist dann auch - falls überhaupt existent -
nur ein lokales Minimum und es ist im allgemeinen nicht möglich, eine Abschätzung
in Bezug auf die Bestapproximation anzugeben. Daher erhalten wir auch qualitativ
ein anderes Ergebnis als im Fall der Unterraum-Darstellung oder des hierarchischen
Formates. Für ausführliche Analysen und Methodenbeschreibungen verweisen wir auf
die oben angegebene Literatur, von der Größenordnung her können wir aber im Hin-
terkopf behalten, dass ein Iterationsschritt des Alternating-Least-Squares-Verfahrens
(ALS, siehe [22]) zur Kürzung eines Tensors von Rang R auf Rang r einen Rechen-
aufwand von ca. 2drR2 benötigt, wobei wir die einmalig anfallenden Kosten für die
Vor- und Nachbereitung des ALS-Verfahrens der Einfachheit halber unterschlagen.
Der entscheidende Vorteil der r-Term-Darstellung ist der niedrige Speicherbedarf,
der linear in allen Größen ist (wobei der Rang r natürlich groß werden kann), au-
ßerdem sind arithmetische Operationen einfach durchzuführen. Allerdings existiert
keine qualitative Fehlerabschätzung, das zugrundeliegende Approximationsproblem
ist nicht immer lösbar und muss mit bestimmten Methoden regularisiert werden,
außerdem ist man auf iterative Optimierungsverfahren angewiesen, vergleiche dazu
z.B. [10].
4.2 Unterraum-Darstellung
Seien d Vektorräume Vj gegeben. Gibt es für einen Tensor v ∈ V = V1⊗V2⊗ . . .⊗Vd
endlich-dimensionale Untervektorräume Uj der Dimension dimUj = rj , so dass
v ∈ U1 ⊗ U2 ⊗ . . .⊗ Ud =: U, (4.2)
dann sagt man, der Tensor v besitzt bezüglich dieses Tensorunterraumes oder Ten-
sorproduktes von Unterräumen eine sogenannte Unterraum-Darstellung. Seien für
die Uj jeweils Basen9 Bj =
{
b
(j)
ij
, 1 ≤ ij ≤ rj
}
, gegeben. Dann lässt sich v schreiben
als
v =
r1∑
i1=1
r2∑
i2=1
. . .
rd∑
id=1
ci1,i2,...,id b
(1)
i1
⊗ b(2)i2 ⊗ . . .⊗ b
(d)
id
, (4.3)
wobei
c := (ci1,i2,...,id)i1,i2,...,id , 1 ≤ ij ≤ rj , 1 ≤ j ≤ d,
wiederum ein Tensor gleicher Ordnung, aber kleinerer Größe ist, der sog. core-tensor.
Sind die Basen Bj orthonormal und die Dimensionen (r1, . . . , rd) minimal, so erhält
man die orthonormale Unterraum-Darstellung oder Tucker-Darstellung. Das d-Tupel
(r1, . . . , rd) heißt dann auch Tucker-Rang des Tensors. In dieser Form ist (4.3) eine
Darstellung wie (4.1) mit paarweise orthonormalen Summanden, aber dafür poten-
tiell sehr großen Rang.
9Dies lässt sich problemlos direkt auf Erzeugendensysteme verallgemeinern.
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Wir können (4.3) auch anders formulieren mit Hilfe der multilinearen Multiplikation,
siehe Abschnitt 3.6. Mit dem core-tensor c und den Matrizen10
Bj :=
(
b
(j)
1 | . . . |b(j)rj
)
, 1 ≤ j ≤ d,
erhalten wir
v = B1 ◦1 B2 ◦2 . . . Bd ◦d c. (4.4)
Die Unterraum-Darstellung verallgemeinert sowohl den Rangbegriﬀ für Matrizen als
auch die Singulärwertzerlegung für Matrizen. Der Tucker-Rang einer Matrix A vom
Rang r ist immer (r, r), dies kann man z.B. anhand der Faktorisierung A = USV T
mittels Singulärwertzerlegung, siehe (2.11), direkt ablesen. Die Ränge von U und V
sind im Matrixfall immer gleich und S ist diagonal. Im Fall echter Tensoren (d ≥ 3)
stimmt dies nicht mehr. Die Matrizen B1, . . . , Bd aus (4.4) können auch im Falle
einer optimalen Darstellung, also mit jeweils minimalen Rängen, verschiedene Ränge
aufweisen, außerdem ist der core tensor c nicht mehr diagonal oder genauer hy-
perdiagonal. Der Speicheraufwand für c ist daher i.a. O(r1r2 · · · rd), d.h. im Falle
r = maxj rj ist er von der Größenordnung O(rd). Damit besitzt die Unterraum-
Darstellung einen entscheidenden Nachteil für größere Dimensionen d. Hier treﬀen
wir wieder auf den Fluch der Dimensionalität, wenn auch in abgeschwächtem Maße,
denn die ri können gegenüber den ni, also den Dimensionen der Ansatzräume, re-
lativ klein sein. Quellen für die Unterraum-Darstellung im allgemeinen und die im
Folgenden angegebenen Eigenschaften sind [42], [43], [8], [3]. Ein Vergleich mit den
wichtigsten anderen Formaten ﬁndet sich in [22].
4.2.1 Wichtige Eigenschaften der Unterraum-Darstellung
Wir konzentrieren uns hier auf den Speicheraufwand des Unterraum-Formates und
die Komplexität der Bestimmung von Approximationen. Für den Speicheraufwand
erhalten wir
SU−Raum =
d∑
j=1
rjSVj +
d∏
j=1
rj ≤ drn+ rd
mit r = maxj rj und n = maxSVj . Hier tritt also wieder der Fluch der Dimensiona-
lität auf.
Die Berechnung einer Unterraum-Darstellung oder einer entsprechenden Approxi-
mation hängt stark vom Format ab, indem der Tensor dargestellt ist. Liegt er in
Volldarstellung vor mit dimVj = nj ≤ ∞, so müssen d Singulärwertzerlegungen von
Matrizen der Größe nj×
∏
i 6=j ni bestimmt werden, die Kosten sind von der Größen-
ordnung O(∑j nj∏i ni). Dann muss der core tensor berechnet werden, dies erfordert
eine zusätzliche Anzahl Rechenoperation der gleichen Größenordnung. Dafür kann
man dann nicht nur eine exakte Unterraum-Darstellung, sondern auch entsprechende
Approximationen angeben. Die Singulärwerte können sowohl für die Bestimmung ei-
ner quantitativen, als auch einer quasioptimalen, also qualitativen Fehlerabschätzung
10Die b(j)ij waren bisher beliebige Vektoren aus Uj , daher sollten wir hier korrekterweise von
verallgemeinerten Matrizen sprechen oder anstelle der b(j)ij eine geeignete Koeﬃzientendarstellung
der Unterräume Uj verwenden.
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herangezogen werden, siehe [8]. Die dort angegebene Vorgehensweise wird durch das
hierarchische Format verallgemeinert.
Wir werden die zentrale Fehlerabschätzung aus [8] hier in Kurzform angeben. Sei
dazu v ∈ V gegeben, seien für alle j ∈ J Kürzungsränge rj ≤ nj = dimVj gegeben,
und seien für j ∈ J die sj,ij , ij = rj+1, . . . , nj die jeweils kleinsten Singulärwerte
der entsprechenden Singulärwertzerlegung der Matrizisierung zum Index j. Mit vbest
bezeichnen wir die Bestapproximation im Unterraum-Format bezüglich der Rang-
bedingungen rj , also mit Tucker-Rang (r1, . . . , rd), mit vU−Raum die durch die d
Singulärwertzerlegungen deﬁnierte Approximation. Dann gilt
‖v − vU−Raum‖22 ≤
d∑
j=1
nj∑
ij=rj+1
s2j,ij ≤ d ‖v − vbest‖22 . (4.5)
Ist dagegen das Input-Format das r-Term-Format, so muss man nur die Kollekti-
on der jeweiligen Vektoren b(j)ij ∈ Vj orthonormieren (und den core tensor aufstel-
len, doch dies ist für eine reine Darstellung nicht nötig), die Kosten für die QR-
Zerlegungen sind dann von der Größenordnung O(r2∑j nj). Für die Bestimmung
einer Approximation des ursprünglichen Tensors genügt es dann, eine Approximati-
on des core tensors zu bestimmen, dieser core tensor benötigt aber nur noch einen
Speicheraufwand von O(rd) ≤ O(∏j nj) ≤ O(nd), n = maxnj . Die Kosten sind
dann enstsprechend geringer als im ersten Fall, man ersetze nj in obiger Abschät-
zung durch r, genauer durch rj ≤ r, je nach Anzahl der linear unabhängigen b(j)ij ∈ Vj .
Wir halten fest, dass die Unterraum-Darstellung zwar wiederum einen Speicherbedarf
aufweist, der exponentiell von der Dimension d abhängt, aber auch einige klare Vor-
teile besitzt. Bei der Berechnung von Approximationen erhält man quantitative und
qualitative Fehlerabschätzungen, das zugrundeliegende Approximationsproblem ist
wohldeﬁniert und kann mit einfachen Methoden der linearen Algebra gelöst werden,
insbesondere benötigt man keine iterativen Optimierungsverfahren. Die orthonorma-
le Darstellung führt dazu, dass arithmetische Operationen stabil sind, vergleiche z.B.
[8].
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Das hierarchische Format, mittlerweile auch bekannt als H-Tucker, wurde erstmals
von Hackbusch und K. in [24] vorgestellt. Eine tiefere Analyse einiger Aspekte des
neuen Formates, insbesondere des Kürzungsalgorithmus', ﬁndet sich in [13]. Dort
wird eine etwas andere theoretische Herleitung verwendet als hier oder in [24], wel-
che die von Grasedyck gewählte Bezeichnung Hierarchical Tucker Format - H-Tucker
- rechtfertigt. Erste Anwendungen ﬁnden sich in [14] und [20], eine sehr ausführliche
Übersicht gibt [22].
Einen Spezialfall des hierarchischen Formates stellt das sog. TT-Format dar, abgelei-
tet von Tensor Trains11. Dieses Format wurde von einer Arbeitsgruppe um Tyrtyshni-
kov und Oseledets entwickelt. Erste Arbeiten dazu wurden kurz nach der Vorstellung
des hierarchischen Formates veröﬀentlicht, siehe [40] und [37]. Eine neuere Arbeit ist
z.B. [41]. Unter dem Namen Matrix Product States oder MPS wurde es allerdings
schon früher in der Quantenchemie verwendet, siehe [45] und [48].
Weitere hierarchische Formate werden ebenfalls schon länger u.a. in Anwendungen
in der Quantenchemie verwendet, siehe [5] und [46].
Der im Folgenden dargestellte Ansatz verallgemeinert und vervollständigt die in [24]
eingeführte Deﬁnition des hierarchischen Formates und auch das etwas anders her-
geleitete identische Format aus [13].
5.1 Ein übersichtliches Beispiel
Wir beginnen dieses Kapitel mit einem einführenden Beispiel, das die grundlegenden
Eigenschaften der neuen Darstellung vorstellen soll. Dieses Beispiel ﬁndet sich in
ähnlicher Form schon in [24]. Sei dafür d = 4 und seien die Vektorräume Vj , 1 ≤ j ≤ 4
gegeben mit dimVj = nj <∞. Das Tensorprodukt
V := V1 ⊗ V2 ⊗ V3 ⊗ V4
dieser Räume ist nun ein Vektorraum der Dimension
dimV =
4∏
j=1
dimVj =
4∏
j=1
nj .
Wir wollen einen Tensor v ∈ V darstellen. Dazu konstruieren wir eine Hierarchie
von Untervektorräumen
V ⊃ V0 ⊃ V1 ⊃ V2 = span {v} .
Dafür zerlegen wir die Indexmenge I = {1, 2, 3, 4} in die disjunkte Vereinigung zweier
Indexmengen, z.B. in I1 = {1, 2} und I2 = {3, 4}. Dann wählen wir geeignete12
Untervektorräume Uj ⊂ Vj , 1 ≤ j ≤ 4 und bilden die den Indexmengen I1 und I2
zugehörigen Tensorprodukte
V12 := U1 ⊗ U2 und V34 := U3 ⊗ U413.
11Der erste Entwurf dieses Es basiert auf Ideen von Hackbusch Formates besaß noch eine binäre
Baumstruktur und wurde mit Tree Tucker bezeichnet, was die gleiche Abkürzung ergab. Später
wurde der Tree zugunsten der linearen Train-Struktur aufgegeben.
12Was genau geeignet bedeutet, wird von der Aufgabenstellung abhängen.
13Wir schreiben diese Hilfstensorräume nicht fettgedruckt, siehe auch 1.4.
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Das Tensorprodukt der Räume V12 und V34 deﬁniert nun
V0 := V12 ⊗ V34 = U1 ⊗ U2 ⊗ U3 ⊗ U4.
Nun bilden wir im nächsten Schritt Paare der Indexmengen Ik, in unserem Beispiel
gibt es nur das Paar I1, I2. Wiederum wählen wir geeignete Unterräume U12 ⊂ V12
und U34 ⊂ V34 und wir bilden das Produkt
V1 = V1234 := U12 ⊗ U34.
Dann wählen wir wiederum einen geeigneten Unterraum U1234 aus, der aufgrund der
Aufgabenstellung - exakte Darstellung von v - gegeben ist als
V2 := U1234 := span {v} .
Die folgende Graﬁk veranschaulicht die enstehende binäre Baumstruktur:
V = V1 ⊗ V2 ⊗ V3 ⊗ V4
∪ ∪ ∪ ∪ ∪
V0 = U1 ⊗ U2 ⊗ U3 ⊗ U4︸ ︷︷ ︸ ︸ ︷︷ ︸
∪ V12 V34
∪ ∪
V1 = U12 ⊗ U34︸ ︷︷ ︸
∪ V1234
∪
V2 = U1234
Eine mögliche hierarchische Baumstruktur für d = 4
(5.1)
Baumstruktur Die Verwendung einer binären Baumstruktur für die Darstellung
eines Tensors ist die grundlegende Idee des hierarchischen Formates. Man kann zwei
unterschiedliche Blickwinkel einnehmen. Entweder betrachtet man den Baum von
den Blättern bezüglich der Einzelindizes {1} , {2} , . . . , {d} ausgehend bis zur Wur-
zel, gegeben durch die Indexmenge {1, 2, 3, 4}, dann beschreibt der Baum, wie die In-
dexmengen jeweils paarweise zu einer übergeordneten Indexmenge vereinigt werden.
Oder man betrachtet den Baum von der Wurzel zu den Blättern, dann beschreibt er
die disjunkte Aufteilung der Vater-Indexmengen in jeweils zwei Sohn-Indexmengen.
Diese beiden unterschiedlichen Blickwinkel wollen wir im Folgenden Leaves-To-Root
und Root-To-Leaves nennen. Gibt man eine andere Baumstruktur vor, so erhält man
i.a. eine andere hierarchische Darstellung des Tensors mit anderen Eigenschaften.
Wir werden später in Beispiel 5.35 sehen, dass die Wahl des Baumes eine große Rolle
für die Eﬃzienz der Darstellung spielen kann. Nichtsdestotrotz gibt es bestimmte
Isomorphien, so können wir in obigem Beispiel die Rollen von {1} und {2} oder
die von {3} und {4} vertauschen, gleiches gilt für die Rollen von {1, 2} und {3, 4}.
Wir kennen bereits einen solchen Isomorphismus aus dem Matrixfall, dort ist die
Vertauschung von Zeilen- und Spalten-Index als Transponieren bekannt. Im Falle
echter Tensoren kann man sozusagen bezüglich mehrerer Einzel-Indizes, aber auch
Teilmengen von Indizes transponieren.
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Geeignete Wahl der Unterräume Uα Die geeignete Wahl der Unterräume Uα,
α ⊂ {1, . . . d, }, ist in diesem Beispiel bestimmt durch die Vorgaben v ∈ Vi für
i = 0, 1, 2 und dimVi minimal, d.h. wir wollen den Tensor exakt darstellen im hier-
archischen Format bei optimalem Speicheraufwand bezüglich der vorgegeben Baum-
struktur. Aus diesen Vorgaben folgt natürlich auch, dass dann die Dimensionen der
Unterräume Uα minimal sein müssen. Wollen wir dagegen nicht den Tensor v, son-
dern eine Approximation v˜ von v darstellen, so werden wir andere Vorgaben zu
erfüllen haben. Allgemein gilt: Die Dimensionen der Räume Uα,...,β bestimmen den
Speicheraufwand und die Wahl der Uα bzw. die Konstruktion möglichst kleiner Räu-
me Uα wird eine der Hauptaufgaben sein.
Struktur der Räume Vi Alle Räume Vi, i = 0, 1, 2, enthalten den darzustellen-
den Tensor v und sind Unterräume von V, allerdings besitzen sie nicht unbedingt
eine Tensorproduktstruktur, d.h. sie lassen sich nicht notwendigerweise schreiben als
Produkt U1⊗U2⊗U3⊗U4 von Untervektorräumen Uj der Ansatzräume Vj , 1 ≤ j ≤ 4,
siehe auch Bemerkung 4.1. Diese Tensorstruktur besitzt i.a. nur der Raum V0, den
wir schon im Rahmen der Unterraum-Darstellung kennengelernt haben.
Darstellung von Elementen der Räume Vα Eine entscheidende Eigenschaft
der hierarchischen Darstellung kann man an diesem einfachen Beipiel schon ablesen:
Alle auftretenden Hilfstensorräume, in unserem Beispiel V12, V34 und V1234, lassen
sich betrachten als Tensorprodukte der Ordnung 2 bezogen auf ihre jeweiligen Söh-
ne. Damit sind sie gewissermaßen zu interpretieren als Matrixräume. Haben wir z.B.
je eine Basis für die Räume U12 und U34, so können wir alle Elemente aus V1234
darstellen bezüglich der Produktbasis dieser beiden Räume, siehe auch Abschnitt
3.3.6. Bezüglich dieser Produktbasis sind die Elemente dann durch ihre Koeﬃzi-
entendarstellung gegeben, diese Darstellung kann als Matrix interpretiert werden.
Deshalb können im hierarchischen Format die Basen für alle vorkommenden Tensor-
produkträume implizit durch ihre Koeﬃzientendarstellung in Matrixform angegeben
werden. Die hierarchische Darstellung eines Tensors ist also im Prinzip eine Kollek-
tion von Koeﬃzientenmatrizen. Für die Behandlung von Matrizen stehen eﬃziente
und stabile numerische Verfahren zur Verfügung stehen, dies wollen wir ausnutzen.
Zusätzlich müssen natürlich Basen für die Ansatzräume Vj gegeben sein, aber die
Darstellung oder Speicherung von Elementen aus Vj ist ein externes Problem und
keine Eigenschaft der hierarchischen Darstellung. Jedes andere Format ist ebenfalls
auf eine externe Darstellung der Elemente der Vj angewiesen.
5.2 Formale Deﬁnition
Die wesentlichen Komponenten der hierarchischen Darstellung - binäre Baumstruk-
tur, Tensorräume der Ordnung 2, Koeﬃzientendarstellung bezüglich Produktbasen -
haben wir jetzt informell kennengelernt. In den nächsten beiden Abschnitten wollen
wir die nötigen formalen Grundlagen einführen. Gegeben seine dafür folgende Daten:
• Eine endliche Indexmenge
J = {1, . . . , d} ,
hierbei sei zum Ausschluß trivialer Fälle d ≥ 2,
64 5 Das hierarchische Tensorformat
• beliebig-dimensionale Hilberträume Vj für alle j ∈ J , dimVj = nj mit nj =∞
oder nj ∈ N, zum Ausschluss trivialer Fälle sei nj ≥ 2,
• ein Tensorprodukt V dieser Vektorräume
V = V1 ⊗ . . .⊗ Vd =
d⊗
j=1
Vj ,
bzw. im unendlichdimensionalen Fall der Abschluss bezüglich der durch das
Skalarprodukt induzierten Norm
V =
d⊗
j=1
Vj .
Wir müssen zum unendlichdimensionalen Fall noch eine Anmerkung machen. Der
direkten numerischen Darstellung auf dem Computer zugänglich sind ohnehin nur
Tensoren, die eine endliche Darstellung zulassen, also sind die Tensoren aus
⊗d
j=1 Vj\⊗d
j=1 Vj nicht von primärem Interesse. Daher werden wir die hier zu präsentierende
Theorie im Wesentlichen auf Tensoren aus
⊗d
j=1 Vj beschränken. Dies umgeht auch
die eigentlichen theoretischen Schwierigkeiten, die unendlichdimensionale Tensorpro-
dukte mit sich bringen.
5.2.1 Dimensionsbaum
Zuerst werden wir die binäre Baumstruktur, die für die hierarchische Darstellung
grundlegend ist, deﬁnieren.
Deﬁnition 5.1 (Binärer Dimensionsbaum). Sei eine endliche Indexmenge J 6= ∅,
#J ≥ 2 gegeben. Wir bezeichnen einen Baum TJ als binären Dimensionsbaum zu J ,
wenn gilt:
1. Alle Knoten α ∈ TJ sind nichtleere Teilmengen von J : ∅ 6= α ⊂ J .
2. J ∈ TJ ist die Wurzel von TJ .
3. Jeder Knoten α ∈ TJ mit #α ≥ 2 hat genau zwei nichtleere Söhne σ1, σ2 ∈ TJ ,
für die gilt, dass α die disjunkte Vereinigung der Söhne ist:
σ1 6= ∅, σ2 6= ∅, α = σ1 ∪ σ2, σ1 ∩ σ2 = ∅.
Die Menge der Söhne eines Knotens α sei mit S(α) bezeichnet.
Die Menge der Blätter des binären Dimensionsbaumes TJ ist gegeben durch L(TJ) :=
{{1} , . . . , {d}}.
Die Menge der inneren Knoten des binären Dimensionsbaumes TJ ist gegeben durch
die Menge aller Knoten ohne die Wurzel und die Blätter:
I(TJ) := TJ \ (J ∪ L(TJ)) .
Die Bezeichnung Dimensionsbaum erklärt sich dadurch, dass später jedem Knoten ein
Raum mit entsprechender Dimension zugeordnet sein wird. Wenn wir im Folgenden
von einem Dimensionsbaum sprechen, so ist damit immer ein binärer Dimensions-
baum gemeint. Prinzipiell kann man auch Bäume betrachten, bei denen die Blätter
mehr als einen Index enthalten.
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Bemerkung 5.2. Wir geben einige Folgerungen aus dieser Deﬁnition an:
1. Für α = {k} ∈ L(TJ) gilt S(α) = ∅.
2. Gilt umgekehrt S(α) = ∅ für α ∈ TJ , so ist α ∈ L(TJ).
3. Die Anzahl der Knoten von TJ ist
#TJ = 2#J − 1 = 2d− 1.
4. Die Anzahl der inneren Knoten von TJ ist
#I(TJ) = #J − 2 = d− 2.
TJ enthält als Knoten Teilmengen von J . Wir wollen eine Ordnung auf TJ vorschrei-
ben. Dies wird hilfreich sein, wenn wir Tensor-Rechenoperationen im hierarchischen
Format deﬁnieren. Dann werden bestimmte Operationen bezüglich jedes Knotens
durchgeführt und wir müssen zumeist eine bestimmte Reihenfolge der Abarbeitung
einhalten. Dafür benötigen wir zumindest eine strikte Ordnung auf TJ , die jedoch
nicht unbedingt eine totale Ordnung sein muss.
Deﬁnition 5.3 (Anordnung des Dimensionsbaumes). Gegeben sei ein binärer Di-
mensionsbaum TJ . Wir deﬁnieren die Anordnung > als strikte Ordnungsrelation be-
züglich der Inklusion von Mengen auf TJ :
(i) Für zwei verschiedene Elemente α, β ∈ TJ mit α ⊃ β gilt α > β.
(ii) > ist transitiv, d.h. aus
α > β und β > γ folgt α > γ.
(iii) > ist irreﬂexiv, d.h. α 6> α.
In manchen Fällen benötigen wir eine totale Ordnung auf TJ , nämlich wenn wir für
eine arithmetische Operation eine Reihenfolge aller Knoten festlegen müssen. Diese
werden wir bei Bedarf geeignet wählen.
Bemerkung 5.4. Die Relation > legt eine Richtung auf dem Baum TJ fest, diese
Richtung sei mit Root-To-Leaves bezeichnet.
Wir deﬁnieren analog zu Deﬁnition 5.3 die Relation < über
α < β :⇔ β > α,
dann steht < für die Richtung Leaves-To-Root.
Jetzt wollen wir einige Beispiele für Dimensionsbäume betrachten.
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Beispiel 5.5. Sei J = {1, 2, 3, 4} die zugrundeliegende Indexmenge. Ein Beispiel für
einen balancierten Baum ist
Abbildung 5.1: Balancierter Baum
J = {1, 2, 3, 4}
{1, 2} {3, 4}
{3} {4}{2}{1}
U1234 ⊂ U12 ⊗ U34
U1 ⊗ U2 ⊃ U12 U34 ⊂ U3 ⊗ U4
U3
∩
V3
U4
∩
V4
U2
∩
V2
U1
∩
V1
Beispiel 5.6. Sei nun J = {1, 2, 3, . . . , d− 1, d} die zugrundeliegende Indexmenge.
Ein Beispiel für einen vollkommen unbalancierten Baum ist
Abbildung 5.2: Unbalancierter Baum - TT-Baum
J = {1, . . . , d}
{1} {2, . . . , d}
{2} {3, . . . , d}
{3}
{d− 1}
{d− 1, d}
{d}
U1...d ⊂ U1 ⊗ U2...d
U1 ⊂ V1
U2 ⊂ V2
U2...d ⊂ U2 ⊗ U3...d
U3...d ⊂ U3 ⊗ U4...d
U3 ⊂ V3
Ud−1 ⊂ Vd−1
Ud−1d ⊂ Ud−1 ⊗ Ud
Ud ⊂ Vd
Bemerkung 5.7. Unterschiedliche Bäume können zu unterschiedlichen hierarchi-
schen Darstellungen eines Tensors mit unterschiedlichen Eigenschaften führen, siehe
dazu Beispiel 5.35.
Deﬁnition 5.8 (Level, Tiefe). Für einen Knoten α ∈ TJ deﬁnieren wir das Level
rekursiv über
level(α) = 0, falls α = J und
level(σ) = level(α) + 1 für σ ∈ S(α).
Für den Dimensionsbaum TJ deﬁnieren wir die Tiefe über
depth(TJ) := max { level(α) | α ∈ TJ} .
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Bemerkung 5.9. Für die Tiefe eines Dimensionsbaumes TJ bezüglich der Index-
menge J = {1, . . . , d}, d ≥ 2, gilt
depth(TJ) ∈ {dlog2 de, . . . , d− 1} .
Hierbei ist n = dxe die natürliche Zahl n, für die n− 1 < dxe ≤ n gilt. Die minimale
Tiefe wird erreicht, falls für alle Knoten α ∈ TJ gilt:
|#σ1 −#σ2| ≤ 1 für σi ∈ S(α) und maximal ein σi ∈ L(TJ), i = 1, 2.
Deﬁnition 5.10 (Vorgänger, Nachfolger). Gilt für zwei Knoten α 6= β ∈ TJ α ⊂ β,
so nennt man α einen Nachfolger von β und β einen Vorgänger von α.
Deﬁnition 5.11 (Pfad). Ein Pfad Pα,β ⊂ TJ innerhalb eines Dimensionsbaumes TJ
vom Knoten α zum Knoten β ist durch folgende Eigenschaften deﬁniert:
(i) α, β ∈ Pα,β, β ⊂ α.
(ii) Für γ ∈ Pα,β \ {α, β} gilt:
• γ ist Nachfolger von α.
• γ ist Vorgänger von β.
Die Länge des Pfades Pα,β ist gegeben durch lenght(Pα,β) = #Pα,β − 1.
Bemerkung 5.12. Ein Pfad Pα,β enthält genau diejenigen Mengen γ ∈ TJ , für die
β ⊂ γ ⊂ α gilt.
Für die Länge gilt length(Pα,β) ≤ depth(TJ).
Für den längsten Pfad Pmaxα,β gilt
α = J, β ∈ LJ , length(Pmaxα,β ) = depth(TJ).
Die folgende Graﬁk zeigt einen Pfad von der Wurzel zum zweiten Blatt.
Abbildung 5.3: Pfad
α = J
γ
β
5.2.2 Hierarchische Unterräume
Gegeben sei jetzt ein Dimensionsbaum TJ . Wir wollen nun allen Knoten α einen
endlichdimensionalen Raum Uα zuordnen analog zu der Vorgehensweise in Abschnitt
5.1, siehe auch (5.1). Zuerst benötigen wir eine Hilfsdeﬁnition.
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Deﬁnition 5.13 (Partielles Tensorprodukt). Für α ⊂ J deﬁnieren wir das partielle
Tensorprodukt der Räume Vjα , jα ∈ α:
V(α) :=
⊗
jα∈α
Vjα .
Deﬁnition 5.14 (Hierarchische Unterraum-Familie). Für alle α ∈ TJ seien endlich-
dimensionale Unterräume Uα ⊂ V(α) gegeben. Eine solche Kollektion von endlichdi-
mensionalen Unterräumen bezeichnen wir als Unterraum-Familie.
Sei nun α /∈ L(TJ) mit den Söhnen σ1, σ2 gegeben. Wir setzen
Vα := Uσ1 ⊗ Uσ2 .
Erfüllen nun alle Unterräume Uα für α /∈ L(TJ) mit den Söhnen σ1, σ2 die folgende
Schachtelungseigenschaft
Uα ⊂ Vα = Uσ1 ⊗ Uσ2 , (5.2)
so bezeichnen wir die Unterraum-Familie {Uα | α ∈ TJ} als hierarchische Unterraum-
Familie. Wir bezeichnen eine hierarchische Unterraum-Familie im Folgenden mit
U(TJ) := {Uα ⊂ Vα : α ∈ TJ} .
Implizit meinen wir damit immer die Familie von Paaren {(Uα, Vα) | α ∈ TJ}. Die
Deﬁnition der Vα ist auch konsistent mit der Bezeichnung der Vj , j ∈ J , für die
Ansatzräume, die ja zu den Blättern α = {j} ∈ L(TJ) gehören. Wir identiﬁzieren
im Folgenden Vj und V{j} und verwenden generell wie schon in Abschnitt 5.1 auch
vereinfachende Bezeichnungen wie z.B. V12 anstelle von V{1,2}.
Aus Deﬁnition 5.14 können wir einige Eigenschaften sofort ableiten.
Bemerkung 5.15. Für α /∈ L(TJ) mit den Söhnen σ1, σ2 gilt:
1. dimUα ≤ dimVα = dimUσ1 dimUσ2.
2. dimUα ≤
∏
jα∈α dimUjα, insbesondere gilt
3. dimUJ ≤
∏
j∈J dimUj.
4. Die Unterräume Vα ⊂ V(α) sind Tensorprodukte der Ordnung 2. Darüber hin-
aus besitzen sie i.a. keine Tensorproduktstruktur, d.h. sie lassen sich nicht
schreiben als Tensorprodukt
⊗
jα∈α Ujα von Unterräumen Ujα ⊂ Vjα .
Nun wollen wir den Bezug zur Darstellung von Tensoren herstellen. Wir fassen die
bisherigen Begriﬀe zusammen in
Deﬁnition 5.16 (Hierarchische Unterraum-Darstellung, minimale Unterräume). Sei
ein Tensor v ∈ V gegeben. Eine hierarchische Unterraum-Darstellung von v ist gege-
ben durch einen Dimensionsbaum TJ und eine zugehörige hierarchische Unterraum-
Fmilie {Uα | α ∈ TJ}, die folgende Eigenschaft erfüllt:
1. v ∈ UJ .
Ist zusätzlich
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2. dimUα minimal für alle α ∈ TJ , so dass 1. gilt,
erfüllt, so nennen wir die hierarchische Darstellung optimal und bezeichnen diese
minimalen Unterräume mit
Uα,min, α ∈ TJ .
Die Frage der Existenz dieser minimalen Unterräume wurde in [12] ganz allgmein
beantwortet, wir kommen später in Abschnitt 7.1.1 noch darauf zurück. Aus diesen
beiden Eigenschaften folgt sofort
Folgerung 5.17. Für eine optimale hierarchische Darstellung eines Tensors v gilt:
UJ,min := span {v} und damit dimUJ,min = 1.
Deﬁnition 5.16 ist eine direkte Verallgemeinerung der Unterraum-Darstellung, siehe
Abschnitt 4.2, wie wir später sehen werden. Sie gibt auch eine erste Antwort auf
die Frage, was genau geeignet bedeuten kann für die Wahl der hierarchischen Unter-
räume Uα in Abhängigkeit von der Aufgabenstellung. Soll ein Tensor v dargestellt
werden, so ist v ∈ UJ oder UJ = span {v} logisch.Sollen mehrere Tensoren v1, . . . ,vk
bezüglich derselben hierarchischen Unterraum-Familie dargestellt werden, so ist es
dementsprechend deﬁniert über UJ = span {v1, . . . ,vk}. Soll dagegen eine Approxi-
mation v˜ von v dargestellt werden, so ist v˜ ∈ UJ oder UJ = span {v˜} logisch. Wir
können geeignet auch durch andere Bedingungen an die Unterräume Uα deﬁnieren,
z.B. durch eine obere Schranke für die Dimensionen dim(Uα). In diesem Fall wäre das
Ziel, die Unterräume so zu wählen, dass eine möglichst gute und speichereﬃziente
Approximation v˜ eines gegebenen Tensors v dargestellt werden kann.
Da die Dimensionen der hierarchischen Unterräume Uα für den Speicher- und Re-
chenaufwand, also für die Komplexität des hierarchischen Formates, von zentraler
Bedeutung sind, wollen wir noch einheitliche Bezeichner festlegen:
dim(Uα) =: rα.
Nach dieser rein algebraischen Konstruktion über eine Hierarchie geschachtelter Un-
terräume wollen wir jetzt angeben, wie Elemente aus UJ konkret dargestellt werden
können.
5.3 Hierarchische Koeﬃzientendarstellung
Gegeben seien nun ein Tensor v ∈ V und eine hierarchische Unterraum-Darstellung,
also ein Dimensionsbaum TJ und eine zugehörige hierarchische Unterraum-Familie
{Uα | α ∈ TJ}. Um eine Koeﬃzientendarstellung von v bezüglich dieser hierarchi-
schen Unterraum-Darstellung anzugeben, benötigen wir Erzeugendensysteme für alle
Unterräume Uα. Interessant sind hier in erster Linie Basen und insbesondere Ortho-
normalbasen.
Wie wir im Folgenden sehen werden, müssen wir die Erzeugendensysteme/Basen
nicht direkt darstellen, es reicht, sie für die Blätter des Baumes, also für die Räume
Uj , 1 ≤ j ≤ d, anzugeben. Aufgrund der geschachtelten Produktstruktur der Räu-
me können wir dann induktiv Erzeugendensysteme/Basen für alle weiteren Knoten α
bzw. die zugehörigen Räume Uα deﬁnieren, es müssen nur die Koeﬃzienten bezüglich
der Standard-Produktbasen oder -Erzeugendensysteme gespeichert werden. Da wir
nicht unbedingt Basen vorliegen haben, verwenden wir für die Anzahl der Elemente
70 5 Das hierarchische Tensorformat
der Erzeugendensysteme die Bezeichnung sα ≥ rα = dim(Uα). Auch wenn wir in
den meisten Fällen Basen für die Räume Uα gegeben oder konstruiert haben werden,
beginnen wir die Darstellung mit dem allgemeineren Fall von Erzeugendensystemen.
5.3.1 Erzeugendensysteme in den Blättern
Sei α = {j} ∈ L(TJ). Die Darstellung von Elementen der Ansatzräume Vj ist zusam-
men mit dem darzustellenden Tensor gegeben und keine Eigenschaft der hierarchi-
schen Tensordarstellung. Im Fall unendlichdimensionaler Räume kann man beliebige
Vektoren in der Regel nur als Linearkombination (oder Reihe) 'einfacher' Vektoren
darstellen. So ist jedes Polynom
p(x) =
k∑
j=0
ajx
j
oder jede Potenzreihe
P (x) =
∞∑
j=0
ajx
j
darstellbar als Summe bzw. Reihe von Monomen xj , allerdings ist es i.a. schwierig
bis unmöglich, eine einfachere14 Darstellung zu ﬁnden. Entscheidend ist in den meis-
ten Fällen, ob praktikable Vorschriften zur (näherungsweisen) Funktionsauswertung
und zur Berechnung von Skalarprodukten vorliegen, was z.B. für trigonometrische
Funktionen oder e-Funktionen der Fall ist15.
Der Speicheraufwand für ein Element w ∈ Vj sei mit SVj bezeichnet. Ist ein K-
Vektorraum Vj mit dim(Vj) = nj < ∞ gegeben, so kann man aufgrund der Iso-
morphie Vj ∼= Knj Elemente aus Vj mit Aufwand SVj = nj speichern bezüglich der
Standardnormalbasis.
Das Problem der Speicherung von Elementen der Ansatzräume soll uns an dieser
Stelle aber nicht weiter beschäftigen, wir betrachten für jeden Ansatzraum Vj eine be-
stimmte interne Darstellung als gegeben mit zugehörigem Speicheraufwand SVj . Wir
haben für die uns interessierenden rj-dimensionalen Unterräume Uj ⊂ Vj , 1 ≤ j ≤ d
zugehörige Erzeugendensysteme/Basen, so dass
Uj = span
{
φj,ij : ij = 1, . . . , sj
}
(5.3)
gilt. Die Darstellung der φj,ij ist hierbei extern gegeben. Elemente w aus Uj lassen
sich dann schreiben als
w =
sj∑
ij=1
a
(j)
ij
φj,ij . (5.4)
Anstelle der direkten Speicherung von w können wir auch den zugehörigen Koeﬃzi-
entenvektor a speichern. Damit benötigt man prinzipiell nur eine externe Darstellung
für die Elemente eines Erzeugendensystems oder einer Basis von Uj und nicht für alle
möglichen Elemente aus Uj . Dies wird eine wichtige Rolle z.B. bei der Darstellung
von Elementen aus unendlichdimensionalen Ansatzräumen spielen.
14Einfachheit ist hier im Sinne von Speichereﬃzienz aufzufassen.
15Vorausgesetzt sind hier Standardskalarprodukte in entsprechenden Funktionenräumen.
5.3 Hierarchische Koeﬃzientendarstellung 71
5.3.2 Erzeugendensysteme in den inneren Knoten und an der Wurzel
Da wir uns also in einem inneren Knoten oder an der Wurzel beﬁnden, hat dieser
Knoten α genau zwei Söhne, σ1 und σ2. Für die zugehörigen Räume gelte
Uσ1 = span
{
φσ1,iσ1 : iσ1 = 1, . . . , sσ1
}
,
Uσ2 = span
{
φσ2,iσ2 : iσ2 = 1, . . . , sσ2
}
.
Wir wissen schon aus Abschnitt 3.3.6, dass für Vα = Uσ1 ⊗ Uσ2 gilt:
Vα = span
{
φσ1,iσ1 ⊗ φσ2,iσ2 : iσ1 = 1, . . . , rσ1 , iσ2 = 1, . . . , rσ2
}
.
Für ein Element w ∈ Vα gilt damit
w =
sσ1∑
iσ1=1
sσ2∑
iσ2=1
aαiσ1 iσ2
φσ1,iσ1 ⊗ φσ2,iσ2 . (5.5)
Der Koeﬃzientenvektor (aαiσ1 iσ2 )iσ1 iσ2 besitzt zwei Indizes und damit auf natürliche
Weise Matrixstruktur. Diese Darstellung gilt oﬀensichtlich auch für die Elemente
des Erzeugendensystems φα,iα von Uα ⊂ Vα, wir erhalten für φα,iα eine zugehörige
Koeﬃzientenmatrix Aα,iα ∈ Ksσ1×sσ2 , die wir anstelle der direkten Speicherung von
φα,iα speichern können.
Deﬁnition 5.18 (α-Koeﬃzientenmatrix). Die zu φα,iα gehörigen durch (5.5) deﬁ-
nierten Matrizen werden wir α-Koeﬃzientenmatrizen nennen.
Bemerkung 5.19. Wie man an der hier beschriebenen Koeﬃzientendarstellung
sieht, unterscheidet sich die Wurzel nicht von einem inneren Knoten. Insbesonde-
re kann der zugehörige Raum UJ eine Dimension größer als 1 haben, dies entspricht
der gleichzeitigen Darstellung mehrerer Tensoren.
5.3.3 Eigenschaften der hierarchischen Koeﬃzientendarstellung
Wir fassen noch einmal die gesamte Darstellung zusammen.
• Tensorprodukt V = V1 ⊗ . . .⊗ Vd, bzw. V = V1 ⊗ . . .⊗ Vd,
• Dimensionsbaum TJ ,
• hierarchische Unterraum-Familie U(TJ) = {Uα | α ∈ TJ} mit
dim(Uα) = rα ≤ ∞,
• Erzeugendensysteme für die Uα = span
{
φα,iα : 1 ≤ iα ≤ sα
}
mit rα ≤ sα,
• Tensor v ∈ U1 ⊗ . . .⊗ Ud.
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Dann besitzt die hierarchische Koeﬃzientendarstellung von v die folgende Struktur
(S(α) = {σ1, σ2}):
v = φJ,1 = φJ =
sσ1(J)∑
iσ1(J)=1
sσ2(J)∑
iσ2(J)=1
aJiσ1(J)iσ2(J)
φσ1(J),iσ1(J) ⊗ φσ2(J),iσ2(J) (5.6)
...
φα,iα =
sσ1∑
iσ1=1
sσ2∑
iσ2=1
aα,iαiσ1 iσ2
φσ1,iσ1 ⊗ φσ2,iσ2 , α ∈ I(TJ), 1 ≤ iα ≤ sα
...
φj,ij ∈ Uj , 1 ≤ ij ≤ sj , 1 ≤ j ≤ d. (5.7)
Bemerkung 5.20. Da alle benötigten Basen/Erzeugendensysteme durch Koeﬃzien-
tenmatrizen bezogen auf Produktbasen/-Erzeugendensysteme implizit angegeben wer-
den können, ist es naheliegend, dass alle relevanten Operationen im hierarchischen
Format mit den Methoden der linearen Algebra deﬁniert und durchgeführt werden
können.
Für unendlichdimensionale Ansatzräume, aber auch in verschiedenen anderen Fällen
kann es sinnvoll sein, eine klare Trennung zwischen hierarchischer Koeﬃzientendar-
stellung und den extern gegebenen Darstellungen von Elementen der Ansatzräu-
me vorzunehmen. Wir nehmen dazu an, dass für 1 ≤ j ≤ d Erzeugendensysteme{
ψj,i
′
j , 1 ≤ i′j ≤ s′j
}
, gegeben sind, wir jedoch für die hierarchische Darstellung ein
anderes Erzeugendensystem verwenden wollen, also
Uj = span
{
φj,ij : ij = 1, . . . , sj
}
= span
{
ψj,i
′
j : i′j = 1, . . . , s
′
j
}
gilt. Dies kann hilfreich sein, wenn z.B. wie schon weiter oben erwähnt, die ψj,k
′
Funktionen sind, deren Linearkombination nicht vereinfacht gespeichert werden kann,
also wenn ohnehin die gesamte Linearkombination gespeichert werden müsste. Es
kann dann natürlich auch sj 6= s′j sein, etwa wenn die die ψj,i
′
j ein nichtminimales
Erzeugendensystem bilden und die φj,ij eine daraus konstruierte Orthonormalbasis
darstellen.
Wir können nun für die gesamte hierarchische Unterraum-Familie eine einheitliche
Koeﬀzientendarstellung angeben. Wir ersetzen dann (5.7) durch
φj,ij =
s′j∑
i′j=1
a
j,ij
i′j
ψj,i
′
j , 1 ≤ ij ≤ sj , (5.8)
ψj,i
′
j ∈ Uj , 1 ≤ i′j ≤ s′j , 1 ≤ j ≤ d. (5.9)
Bemerkung 5.21. Bisher hatten wir zuerst eine hierarchische Unterraum-Familie
vorgegeben und dann eine Koeﬃzientendarstellung bezüglich dieser Familie deﬁniert.
Umgekehrt deﬁniert natürlich die Festlegung von Koeﬃzienten in allen Knoten im-
plizit eine hierarchische Unterraum-Familie, wenn die zugehörigen Dimensionsbedin-
gungen eingehalten werden, also wenn gilt:
sα ≤ sσ1sσ2 .
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5.3.4 Hierarchischer Rang
Wir benötigen noch eine hilfreiche Deﬁnition, um eine wesentliche Eigenschaft der
hierarchischen Darstellung besser beschreiben zu können.
Deﬁnition 5.22 (Hierarchischer Rang).
1. Das Tupel
DR(v, TJ) := {sα | α ∈ TJ} (5.10)
deﬁnieren wir als hierarchischen Darstellungsrang von v bezüglich TJ und U(TJ)
zusammen mit den jeweiligen Erzeugendensystemen für die Uα.
2. Sind die Erzeugendensysteme jeweils Basen, so ist sα = rα = dimUα, und wir
bezeichnen das Tupel
HR(v, TJ) := {rα | α ∈ TJ} (5.11)
als hierarchischen Rang von v bezüglich TJ und U(TJ). Den Eintrag von HR =
HR(TJ) bezüglich α ∈ TJ werden wir mit HR(α) bezeichnen.
3. Der hierarchische Rang HRmin(v, TJ), für den gilt:
∀ HR(v, TJ) ∀ α ∈ TJ gilt rα,HRmin(v,TJ ) ≤ rα,HR(v,TJ ),
bezeichnen wir als minimalen hierarchischen Rang.
Bemerkung 5.23. Da die Dimensionen der hierarchischen Unterräume, also die
rα, nicht von der Wahl der Basen abhängen, ist der hierarchische Rang HR ebenfalls
unabhängig von der Wahl der Basis. Dies gilt nicht für den Darstellungsrang DR, der
natürlich von der Wahl des Erzeugendensystems abhängt. Der explizite Verweis auf
TJ in der Deﬁnition des hierarchischen Ranges soll noch einmal darauf hinweisen,
dass der hierarchische Rang, insbesondere der minimale hierarchische Rang funda-
mental von der Wahl des Dimensionsbaumes abhängt.
Wir sollten kurz überprüfen, ob der minimale hierarchische Rang wohldeﬁniert ist.
Lemma 5.24. Seien die Vi jeweils Hilberträume, sei v ∈ V = V1 ⊗ . . .⊗ Vd. Wir
betrachten ein v ∈ V, welches eine hierarchische Darstellung mit einem endlichen
Darstellungsrang DR besitzt16. Dann existiert für v ein eindeutig deﬁnierter mini-
maler hierarchischer Rang HRv.
Alle anderen v sind für unsere eher anwendungsorientierte Arbeit (vorerst) uninter-
essant, denn wenn keine endliche Darstellung existiert, dann können wir ihn auch
nicht ohne weiteres im Computer darstellen bzw. nur approximativ, was wiederum
eine endliche Darstellung erfordert.
Beweis. Der existierende Darstellungsrang ist oﬀensichtlich eine obere Schranke für
den minimalen hierarchischen Rang, d.h. wir müssen nur noch die endliche Menge
aller hierarchischen Darstellungen von v mit kleinerem Darstellungsrang betrachten.
Angenommen, es existieren zwei verschiedene minimale hierarchische Ränge HR1
und HR2 von v. Dann existieren also zwei verschiedene hierarchische Unterraum-
Familien U1 und U2 derart, dass keine die andere umfasst, dass also weder Uα,1 ⊂ Uα,2
16D.h. wir beschränken uns von vorneherein auf Tensoren mit endlichem hierarchischem Rang.
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für alle α noch die umgekehrte Inklusion gelten. Wir betrachten nun alle α mit einem
festen Level und die zugehörigen Tensorräume T1 =
⊗
Uα,1 und T2 =
⊗
Uα,2. Da
v ∈ Ti, i = 1, 2, gilt auch
v ∈ T1 ∩ T2 =
⊗
Uα,1 ∩
⊗
Uα,2
=
⊗
(Uα,1 ∩ Uα,2) .
Wir haben also eine hierarchische Unterraum-Familie
Umin = {Uα,min := Uα,1 ∩ Uα,2 | α ∈ TJ}
konstruiert mit der Eigenschaft
Uα,min ⊂ Uα,i, i = 1, 2.
Damit haben wir einen Widerspruch konstruiert. 
Eine auch die hier fehlenden allgemeineren Fälle umfassende Analyse ﬁndet sich in
[12].
Bemerkung 5.25. Für jeden hierarchischen Rang HR = {rα | α ∈ TJ} gilt mit
S(α) = {σ1, σ2}
rα ≤ rσ1rσ2 .
Dies ist oﬀensichtlich, da die rα jeweils den Dimensionen der zugehörigen Produk-
träume entsprechen.
Bemerkung 5.26. Man kann auch für einen Tensor v, der eine hierarchischen Dar-
stellung mit endlichem Darstellungsrang besitzt, jede mögliche hierarchische Unterraum-
Familie U(TJ) betrachten, die die Darstellung von v ermöglicht und keinen größeren
Darstellungsrang besitzt, und den hierarchischen Rang über den abzählbaren Durch-
schnitt
Uα,min :=
⋂
v darstellbar durch U(TJ )
Uα,U(TJ )
deﬁnieren. Diese Deﬁnition ist oﬀensichtlich wohldeﬁniert und deﬁniert die minima-
len Unterräume aus [12] für unseren endlichdimensionalen Anwendungsfall.
Deﬁnition 5.27. Sei zu TJ ein hierarchischer Rang HR(TJ) = {rα | α ∈ TJ} gege-
ben. Die Menge der Tensoren v ∈ V, für die eine hierarchische Unterraum-Familie
U(TJ) existiert mit v ∈ UJ und dimUα = rα ∀ α ∈ TJ sei mit HHR bezeichnet.
Nach Bemerkung 5.23 erhalten wir für verschiedene Wahlen von TJ i.a. verschiedene
Mengen HHR.
Als nächstes wollen wir den Speicheraufwand für eine solche Darstellung ganz allge-
mein angeben.
Bemerkung 5.28. Der Speicheraufwand für eine hierarchische Darstellung nach
(5.6) und (5.7) beträgt für
1. die Wurzel:
SJ = sσ1(J)sσ2(J),
5.4 Konversion von Tensoren in r-Term-Darstellung 75
2. die inneren Knoten I(TJ) mit S(α) = {σ1, σ2}:
SI(TJ ) =
∑
α∈I(TJ )
sαsσ1sσ2 ,
3. die Blätter L(TJ):
SL(TJ ) =
d∑
j=1
sjSVj .
Insgesamt ergibt sich bezüglich eines Dimensionsbaumes TJ und zugehöriger hierar-
chischer Unterraum-Familie U(TJ) für das hierarchische Format ein Speicheraufwand
von
SU(TJ ) = SJ + SI(TJ ) + SL(TJ ),
wobei die Koeﬃzientenmatrizen, die ja der eigentliche Anteil des hierarchischen For-
mates sind, einen Speicheraufwand von
SU(TJ ),Koeff = SJ + SI(TJ )
Ersetzen wir (5.7) durch (5.8), so ergibt sich für die Koeﬃzientenvektoren in den
Blättern ein zusätzlicher Aufwand von
SL(TJ ),Koeff =
d∑
j=1
s′jsj .
Der Aufwand für die Koeﬃzientenmatrizen bleibt unverändert, allerdings ist der zu-
sätzliche Speicheraufwand für die Koeﬃzientenvektoren in den Blättern ja auch dem
hierarchischen Format zuzurechnen, daher setzen wir dann
SU(TJ ),Koeff = SJ + SI(TJ ) + SL(TJ ),Koeff .
Haben wir dagegen Basen für die hierarchische Unterraum-Familie U(TJ) vorliegen,
so gilt sα = rα und der Speicheraufwand ändert sich entsprechend.
Man sieht es schon dieser recht allgemeinen Darstellung an, dass der Aufwand ku-
bisch in der Anzahl der Elemente der Erzeugendensysteme bzw. der Dimension der
Unterräume ist und linear in d.
Wir wollen nun diese recht abstrakte Darstellung mit Leben füllen und die Funkti-
onsprinzipien der hierarchischen Darstellung an zwei konkreten Beipielen schildern.
5.4 Konversion von Tensoren in r-Term-Darstellung
Bevor wir allgemein formulieren, wie und mit welchem Speicher- und Rechenaufwand
solch eine Konversion durchgeführt werden kann, betrachten wir ein erklärendes Bei-
spiel, welches an das Beispiel 5.1 vom Beginn dieses Abschnitts angelehnt ist. Hier
beschränken wir uns zuerst darauf, eine möglichst einfache Darstellung im hierarchi-
schen Format anzugeben, d.h. wir geben nur die Unterräume und möglichst einfache
Erzeugendensysteme für diese an. Für alle praktischen Zwecke möchte man natürlich
Orthonormalbasen oder sogar bestimmte ausgezeichnete Orthonormalbasen, dazu
kommen wir später in Abschnitt 6.3.3.
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Beispiel 5.29. Sei d = 4 und seien Räume Vj, 1 ≤ j ≤ 4 gegeben. Wir betrachten
einen Tensor in r-Term-Darstellung
v =
r∑
k=1
v
(1)
k ⊗ v(2)k ⊗ v(3)k ⊗ v(4)k ,
siehe dazu auch Abschnitt 4.1. Wir wählen als Dimensionsbaum den balancierten
Baum aus Abschnitt 5.1 und legen die zugehörige hierarchische Unterraum-Familie
samt Erzeugendensystemen fest durch:
Uj := span
{
v
(j)
k , 1 ≤ k ≤ r
}
,
U{1,2} := span
{
v
(1)
k ⊗ v(2)k , 1 ≤ k ≤ r
}
,
U{3,4} := span
{
v
(3)
k ⊗ v(4)k , 1 ≤ k ≤ r
}
,
U{1,2,3,4} := span
{
r∑
k=1
v
(1)
k ⊗ v(2)k ⊗ v(3)k ⊗ v(4)k
}
= span {v} .
Sei ek = (0, . . . , 0, 1︸︷︷︸
Index k
, 0, . . . , 0)T und I die Einheitsmatrix. Die zugehörigen Ko-
eﬃzientenvektoren für die Uj bzw. Koeﬃzientenmatrizen haben dann die Form
Kr×r 3 A{1,2},k := ekeTk , 1 ≤ k ≤ r,
A{3,4},k := ekeTk , 1 ≤ k ≤ r,
Kr×r 3 A{1,2,3,4} :=
r∑
k=1
eke
T
k = Ir.
Will man auch Elemente der Räume Uj, 1 ≤ j ≤ 4 über Koeﬃzientenvektoren bezüg-
lich der jeweiligen Erzeugendensysteme/Basen angeben, vergl. auch (5.8), so haben
diese Vektoren folgende Form:
Kr 3 c(j),k := ek, 1 ≤ k ≤ r, 1 ≤ j ≤ 4.
Wir halten einige wichtige Eigenschaften fest, die man sofort ablesen kann.
Bemerkung 5.30.
1. Für die hierarchischen Unterräume Uα, α ∈ TJ , gilt
rα = dimUα ≤ r.
2. Für den Speicheraufwand der Koeﬃzientenmatrizen gilt
SU(TJ ),Koeff = 2r
3 + r2 (= (d− 2)r3 + r2)
3. Falls benötigt, so gilt für den Speicheraufwand der Koeﬃzientenvektoren in den
Blättern
SL(TJ ),Koeff = 4r
2 (= dr2),
dann ändert sich auch SU(TJ ),Koeff ensprechend.
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Berücksichtigt man die einfache Struktur der Koeﬃzientenmatrizen, die ja symmetri-
sche Rang-1-Matrizen sind, sowie der Koeﬃzientenvektoren, die ja nur eine Nicht-
null enthalten, so reduziert sich der Speicheraufwand entsprechend. Allerdings ist
diese Darstellung für praktische Zwecke irrelevant, da sie nur für die Speicherung
und nicht für arithmetische Operationen interessant ist. Geht es aber nur um die
Speicherung, so wäre die Speicherung im r-Term-Format ohnehin eﬃzienter.
Trotzdem können wir auch die später benötigte orthnormale hierarchische Darstellung
hinsichtlich des Speicher- und Rechenaufwandes verbessern, indem wir die spezielle
Struktur der Koeﬃzientenmatrizen ausnutzen, wie wir in Abschnitt 8.1 sehen werden.
Nun formulieren wir allgemein.
Lemma 5.31. Sei ein Tensor
v =
r∑
k=1
v
(1)
k ⊗ . . .⊗ v(d)k , v(j)k ∈ V j ,
im r-Term-Format gegeben. Dann existiert für jeden Dimensionsbaum TJ eine hier-
archische Unterraum-Familie U(TJ), so dass für die Dimensionen der hierarchischen
Unterräume dimUα ≤ r gilt.
Beweis. Sei ein Dimensionsbaum TJ gegeben. Wir betrachtenen für Deﬁnition α ⊂ J
das partielle Tensorprodukt V(α), siehe 5.13. Wir deﬁnieren nun den zu α gehörigen
Unterraum
Uα := span
{
⊗j∈αv(j)k , 1 ≤ k ≤ r
}
.
Oﬀensichtlich gilt Uα ⊂ V(α), da die erzeugenden Vektoren jeweils in V(α) liegen. Da
Uα von r Vektoren aufgespannt wird, gilt dimUα ≤ r. Damit die Uα alle Bedingungen
von Deﬁnition 5.14 erfüllen, muss noch die Schachtelungseigenschaft (5.2) nachge-
wiesen werden. Seien dazu für einen inneren Knoten oder die Wurzel α /∈ L(TJ) die
zwei Söhne σ1 und σ2 gegeben zusammen mit den zugehörigen Unterräumen Uσ1 und
Uσ2 . Wir betrachten nun ein Element ⊗j∈αv(j)k des Erzeugendensystems von Uα. Es
gilt dann
⊗j∈αv(j)k =
⊗j∈σ1v(j)k︸ ︷︷ ︸
∈Uσ1
⊗
⊗j∈σ2v(j)k︸ ︷︷ ︸
∈Uσ2

und es folgt Uα ⊂ Vα = Uσ1 ⊗ Uσ2 . 
Implizit verwenden wir für unsere Notation hier und im Folgenden immer, dass für
eine beliebige Permutation pi der Elemente von α ⊂ J = {1, . . . , d}⊗
j∈α
Vj ∼=
⊗
j∈α
Vpi(j)
gilt. Daher können wir die Faktoren beliebig umordnen und müssen keine bestimmte
Reihenfolge festlegen. Allerdings ist für jeden konkreten Dimensionsbaum eine feste
Anordnung der Indizes vorgegeben, auf die wir uns dann beziehen, ohne das gesondert
zu erwähnen. Wir wenden uns nun dem Speicheraufwand zu.
Bemerkung 5.32. Es gelten für einen aus dem r-Term-Format ins hierarchische
Format konvertierten Tensor v =
∑r
k=1 v
(1)
k ⊗ . . . ⊗ v(d)k , v(j)k ∈ V j die folgenden
Abschätzungen:
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1. Für die Wurzel:
SJ ≤ r2,
2. für die inneren Knoten I(TJ):
SI(TJ ) ≤
∑
α∈I(TJ )
r3 = (d− 2)r3,
3. für die Blätter L(TJ):
SL(TJ ) ≤
d∑
j=1
rSVj = r
d∑
j=1
SVj .
Insgesamt ergibt sich bezüglich eines beliebigen Dimensionsbaumes TJ und zugehöri-
ger hierarchischer Unterraum-Familie U(TJ) für das hierarchische Format ein Spei-
cheraufwand von
SU(TJ ) = SJ + SI(TJ ) + SL(TJ ) ≤ r2 + (d− 2)r3 + r
d∑
j=1
SVj ,
wobei die Koeﬃzientenmatrizen, die ja der eigentliche Anteil des hierarchischen For-
mates sind, einen Speicheraufwand von
SU(TJ ),Koeff = SJ + SI(TJ ) ≤ r2 + (d− 2)r3
generieren. Sollen die Koeﬃzientenvektoren in den Blättern bezüglich einer anderen
Basis dargestellt werden, so ergibt sich ein zusätzlicher Aufwand von
SL(TJ ),Koeff ≤
d∑
j=1
r2 = dr2.
Dann ändert sich entsprechend
SU(TJ ),Koeff = SJ + SI(TJ ) + SL(TJ ),Koeff ≤ (d− 2)r3 + (d+ 1)r2.
Man beachte, dass diese Abschätzungen für jeden beliebigen Dimensionsbaum und
damit für alle Möglichkeiten, einen solchen Tensor ins hierarchische Format zu kon-
vertieren, gelten.
Bisher ist durch diese Art der Darstellung nichts gewonnen gegenüber der r-Term-
Darstellung, ganz im Gegenteil hat sich der Speicheraufwand um SU(TJ ),Koeff erhöht.
Hier ging es erst einmal nur darum zu zeigen, wie der zusätzliche Speicherbedarf ma-
ximal aussieht, es handelt sich also um eine worst-case-Betrachtung. Dieser Mehr-
aufwand an Speicherplatz wird in vielen wichtigen Anwendungen gegenüber dem
Speicheraufwand SVj für die Vektoren aus den Ansatzräumen kaum ins Gewicht fal-
len. Außerdem werden wir später, wenn Orthonormalbasen benötigt werden, noch
zeigen, wie wir die einfache Struktur der Koeﬃzientenmatrizen auf andere Art und
Weise ausnutzen können, um den zusätzlichen Speicherbedarf zu reduzieren.
Zu den - durch die scheinbar aufwendigere Art der Speicherung erst ermöglichten -
Vorteilen des hierarchischen Formates bezogen auf die Arithmetik kommen wir eben-
falls später. Wir werden dann auch ein Beispiel angeben, in dem die hierarchische
Darstellung der r-Term-Darstellung sogar vom Speicherbedarf her deutlich überlegen
ist.
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5.5 Konversion von Tensoren in Unterraum-Darstellung
Gegeben seien endlichdimensionale Unterräume Uj ⊂ Vj und zugehörige Tensorpro-
dukte
U1 ⊗ . . .⊗ Ud ⊂ V1 ⊗ . . .⊗ Vd.
Ein Tensor v ∈ U1 ⊗ . . .⊗ Ud besitzt die Unterraum-Darstellung
v =
r1∑
i1=1
r2∑
i2=1
. . .
rd∑
id=1
ci1,i2,...,id b
(1)
i1
⊗ b(2)i2 ⊗ . . .⊗ b
(d)
id
,
siehe (4.3). Es gilt für 1 ≤ j ≤ d jeweils
Uj = span
{
b
(j)
ij
, 1 ≤ ij ≤ rj
}
,
dabei spielt es für den Moment keine Rolle, ob die
{
b
(j)
ij
, 1 ≤ ij ≤ rj
}
Orthonormal-
systeme sind oder andere Basen oder nur endliche Erzeugendensysteme. Es gilt
Lemma 5.33. Für
v =
r1∑
i1=1
r2∑
i2=1
. . .
rd∑
id=1
ci1,i2,...,id b
(1)
i1
⊗ b(2)i2 ⊗ . . .⊗ b
(d)
id
,
und einen Dimensionsbaum TJ gibt es eine hierarchische Unterraum-Familie U(TJ)
mit den Eigenschaften
1. v ∈ UJ .
2. SU(TJ ),Koeff ≤
∑
α∈I(TJ )
∏
j∈α r
2
j +
∏
j∈J rj.
3. Berücksichtigt man die einfache Struktur der Koeﬃzientenmatrizen, die von
der Form C = ekeT` sind, so reduziert sich der Speicherbedarf auf SU(TJ ),Koeff ≤∑
α∈I(TJ ) 2
∏
j∈α rj+
∏
j∈J rj, wobei der Speicheraufwand pro Koeﬃzientenma-
trix C mit SC = 2 angesetzt wurde17. Hierbei ist ek ∈ Ks1 und e` ∈ Ks2, es
kann s1 6= s2 gelten.
Beweis. Wir setzen für die Blätter 1 ≤ j ≤ d
Uj := span
{
b
(j)
ij
, 1 ≤ ij ≤ rj
}
und für die inneren Knoten α ∈ I(TJ)
Uα := Vα = Uσ1 ⊗ Uσ1 .
Wir nehmen also jeweils die maximalen Unterräume versehen mit der Standardpro-
duktbasis, d.h. alle Koeﬃzientenmatrizen Aα,∗ sind von der Form Aα,∗ = eieTj . Für
die Dimensionen der Uα gilt dann
dimUα ≤
∏
j∈α
rj .
17Da die Koeﬃzientenmatrizen eine Standardnormalbasis des zugehörigen Matrixraumes bilden,
kann man sogar SC = 1 annehmen.
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Für die Wurzel J setzen wir
UJ = span {v} ,
die zugehörige Koeﬃzientenmatrix AJ ist dann die Matrizisierung des core tensors
c bezüglich der beiden Söhne σ1 und σ2 von J .
Zu zeigen ist nun nur noch die Abschätzung für den zusätzlichen Speicheraufwand.
Dazu betrachten wir für einen inneren Knoten α die beiden Söhne σ1 und σ2 und
die entsprechenden Räume Uσ1 und Uσ2 . Um ein Element von Uσi , i = 1, 2, dar-
zustellen, benötigt man einen Speicheraufwand von SUσi ≤
∏
j∈σi rj . Da der Raum
eine Dimension dimUσi(J) ≤
∏
j∈σi rj hat, kann eine beliebige Basis mit Speicherauf-
wand SUσi(J),Basis ≤
∏
j∈σi r
2
j dargestellt werden. An der Wurzel muss man nur ein
Element darstellen und hat dementsprechend den Speicheraufwand SJ =
∏
j∈J r
j .
Summation über alle inneren Knoten und die Wurzel liefert die zweite Behauptung.
Die dritte Behauptung folgt analog, man ersetzt nur den Speicherplatz pro Koeﬃzi-
entenmatrix durch 2. 
Praktisch bedeutet dies, dass man im hierarchischen Format in etwa einen Aufwand
der gleichen Größenordnung hat wie für die Unterraum-Darstellung, so ist z.B. im
Fall dimUj = r der Aufwand für die Koeﬃzientenmatrizen O(rd). Man speichert
ja genau wie bei der Unterraum-Darstellung im Wesentlichen nur die Basen für die
Ansatzräume und den core tensor, zusätzlich noch die Standardproduktbasen für
die hierarchischen Unterräume, die allerdings von einfachst-möglicher Form sind.
Insgesamt ist wie auch beim r-Term-Format die reine Speicherung etwas ungüns-
tiger, zu den Vorteilen kommen wir später. Eines sei aber an dieser Stelle schon
erwähnt: Im Unterraum-Format hat man für den core tensor immer einen exponen-
tiellen Speicheraufwand zu bewältigen, auch wenn man nicht die exakte Speicherung
beabsichtigt, sondern eine Approximation mit niedrigem Tuckerrang speichern möch-
te. Im hierarchischen Format dagegen hat man wesentlich mehr Freiheitsgrade bei der
Berechnung von Approximationen und kann auch Approximationen ohne exponen-
tiellen Speicheraufwand erzeugen. Außerdem werden wir später für Unterraum- und
r-Term-Darstellung sehen, wie man anstelle einer exakten Konversion auch gleich
eine Approximation an den gegebenen Tensor im hierarchischen Format berechnen
kann.
In diesem Abschnitt ging es hauptsächlich darum zu zeigen, dass das hierarchische
Format die beiden klassischen Formate umfasst, insbesondere kann es als direkte
Verallgemeinerung der Unterraum-Darstellung angesehen werden in dem Sinne, dass
das hierarchische Format anstelle der Speicherung eines core tensors wiederum eine
Unterraum-Darstellung des core tensors verwendet usw., die Idee der Unterraum-
Darstellung wird quasi iteriert. Dies wird auch in [13] deutlich, wir werden später
bei der Berechnung von Approximationen noch darauf zurückkommen.
Wir wollen nun noch zeigen, wie man eine Sparse-Grid-Struktur im hierarchischen
Format abbilden kann.
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5.6 Konversion von Tensoren in Sparse-Grid-Darstellung
Für jeden Ansatzraum Vj des Tensorproduktes V = V1 ⊗ . . . ⊗ Vd sei nun eine
Hierarchie von Unterräumen
V0,j ⊂ V1,j ⊂ . . . ⊂ VM,j = Vj
gegeben, die Ansatzräume Vj seien diesmal alle endlichdimensional. Der zugehörige
Sparse-Grids-Raum für m ≥M ist nun deﬁniert über
Vm =
∑
m1+m2+...+md≤m
Vm1,1 ⊗ Vm2,2 ⊗ . . .⊗ Vmd,d
mit 0 ≤ mj ≤M . Es gilt
Lemma 5.34. Sei ein Tensor v ∈ Vm gegeben. Dann gibt es für jeden Dimensi-
onsbaum TJ eine hierarchische Unterraum-Familie U(TJ), so dass UJ = span {v}
gilt.
Beweis. Wir deﬁnieren die hierarchischen Unterräume Uα über
Uα :=
∑
{mi : i∈α}∑
i∈αmi≤m
⊗
k∈α
Vmk,k.
Die Summation läuft hierbei über alle Kombinationen der mi mit
∑
i∈αmi ≤ m,
also über alle Tupel {mi : i ∈ α}, die diese Bedingung erfüllen. Wir müssen jetzt
die Schachtelungseigenschaft überprüfen, also
Uα ⊂ Uσ1(α) ⊗ Uσ2(α)
zeigen. Dazu betrachten wir
⊗
k∈α
Vmk,k =
 ⊗
a∈σ1(α)
Vma,a
⊗
 ⊗
b∈σ2(α)
Vmb,b
 ,
und für die beiden Faktoren gilt
⊗
a∈σ1(α) Vma,a ⊂ Uσ1 und
⊗
b∈σ2(α) Vmb,b ⊂ Uσ2 .
Außerdem sind die Partialsummen∑
{mi : i∈σ1(α)}∑
i∈σ1(α)mi≤m
und
∑
{mi : i∈σ2(α)}∑
i∈σ2(α)mi≤m
ebenfalls durch m beschränkt, damit folgt die Schachtelungseigenschaft. UJ kann
jetzt wie gewünscht als span {v} deﬁniert werden. 
Um einen ersten Eindruck von den Stärken des neuen Formates zu erhalten, be-
trachten wir nun eine für das hierarchische Format sehr günstige Situation, die die
klassischen Formate nicht eﬃzient behandeln können.
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5.7 Ein vorteilhaftes Beispiel
Das folgende Beispiel aus [24] ist in gewissem Sinne maßgeschneidert, nichtsdestotrotz
zeigt es eine vergleichsweise einfache und damit recht allgemeine Situation, in der
das neue Format den klassischen Formaten deutlich überlegen ist.
Beispiel 5.35. Sei d = 4 und seien vier endlichdimensionale (Funktionen-)Vektor-
räume Vj, 1 ≤ j ≤ 4 gegeben. Weiter seien die Funktionen
V1 ⊗ V2 3 f12(x1, x2) :=
r∑
i=1
gi,1(x1)gi,2(x2),
V3 ⊗ V4 3 f34(x3, x4) :=
r∑
i=1
gi,3(x3)gi,4(x4)
gegeben mit gi,j ∈ Vj für 1 ≤ i ≤ r. Wir wollen die Funktion
V1 ⊗ V2 ⊗ V3 ⊗ V4 3 f(x1, x2, x3, x4) := f12(x1, x2)f34(x3, x4) (5.12)
im hierarchischen Format darstellen. Dazu deﬁnieren wir die hierarchischen Unter-
räume wie folgt:
Uj := span {gi,j , 1 ≤ i ≤ r} , 1 ≤ j ≤ 4
U12 := span {f12}
U34 := span {f34}
U1234 := span {f1234}
Oﬀensichtlich ergeben obige Deﬁnitionen eine hierarchische Unterraum-Familie. Die
für den Speicheraufwand relevanten Dimensionen der Unterräume sind damit für die
Räume Uj, 1 ≤ j ≤ 4 beschränkt durch r, für alle anderen Räume ist die Dimension
1. Der Speicheraufwand durch die Koeﬃzientenmatrizen bezüglich der α /∈ L(TJ)
ist damit gegeben durch SJ + SI(TJ ) = 3r
2, für α ∈ L(TJ) ist der Speicheraufwand
SL(TJ ) ≤
∑4
j=1 rSVj , insgesamt gilt
SU(TJ ) ≤
4∑
j=1
rSVj + 3r
2.
Im s-Term-Format hat f1234 im allgemeinen die Darstellung
f(x1, x2, x3, x4) = f12(x1, x2)f34(x3, x4)
=
r∑
i=1
gi,1(x1)gi,2(x2)
r∑
k=1
gk,3(x3)gk,4(x4)
=
r∑
i=1
r∑
k=1
gi,1(x1)gi,2(x2)gk,3(x3)gk,4(x4).
Diese Darstellung hat einen Darstellungsrang von s = r2 und der Aufwand ist somit
i.a.
Ss = r
2
4∑
j=1
SVj .
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Gilt also SVj ≥ 2r, so ist der Aufwand der s-Term-Darstellung schon größer. In vielen
Anwendungen geht man sogar von SVj >> r aus. Die Unterraum-Darstellung ist i.a.
ohnehin teurer, da man einen exponentiellen Aufwand für den core tensor hat.
Dieses Beispiel lässt sich auf einfache Weise verallgemeinern. Sei dazu nicht d = 4 =
22, sondern allgemein d = 2L. Eine Funktion f =
∏2L−1
i=1 fi mit fi := fi(x2i−1, x2i) =∑r
k=1 g2i−1(x2i−1)g2i(x2i) lässt sich im hierarchischen Format mit einem Aufwand
von
SU(TJ ) ≤
d∑
j=1
rSVj + (d− 1)r2
darstellen, während für die s-Term-Darstellung
Ss = r
d/2
4∑
j=1
SVj
gilt, d.h. eine exponentielle Abhängigkeit des Ranges von der Dimension d vorliegt.
Man muss an dieser Stelle allerdings beachten, dass der Speicheraufwand des hier-
archischen Formates in diesem Beispiel ganz wesentlich davon abhängt, welcher Di-
mensionsbaum zugrundeliegt.
Bemerkung 5.36. In obigem Beispiel muss der Dimensionsbaum TJ die durch die
Deﬁnition der Funktionen f12 und f34 gegebene Separation der Variablen berücksich-
tigen, damit die Darstellung so eﬃzient ist, d.h. damit der Speicherbedarf so gering
ist. Der bestmögliche Dimensionsbaum wäre deﬁniert über
TJ = {{1} , {2} , {3} , {4} , {1, 2} , {3, 4} , {1, 2, 3, 4}} .
Für die Verallgemeinerung des Beispiels gibt es mehrere mögliche Dimensionsbäume,
da die Reihenfolge, in der die Indexpaare oder die Indextupel weiter zusammengefasst
werden, für den Speicherplatz keine Rolle spielt. Wichtig ist nur, dass die Indizes in
den Blättern in der korrekten Weise paarweise zusammengefasst werden.
Solche Beispiele treten in der Praxis z.B. in Anwendungen der Quantenchemie auf,
Variablenpaare oder allgemeiner Gruppen von Variablen sind dann voneinander un-
abhängig, wenn der Abstand der zugehörigen Teilchen groß genug ist. Berücksichtigt
der Dimensionsbaum solche problemimmanenten Separationen, dann kann das hier-
archische Format mit Abstand speichereﬃzienter sein als die klassischen Formate.
5.8 Konversion vom hierarchischen Format in ein klassisches For-
mat
Die Konversion eines Tensors aus dem hierarchischen Format in eines der klassi-
schen Formate ist zwar relativ einfach zu deﬁnieren, führt aber im Falle der r-Term-
Darstellung zu einem sehr großen Darstellungsrang r. Generell verliert man die durch
die Hierarchie von geschachtelten Unterräumen gegebenen zusätzlichen Informatio-
nen und damit Speicher- und Recheneﬃzienz.
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5.8.1 r-Term-Darstellung
Wir betrachten jetzt die hierarchische Koeﬃzientendarstellung, siehe auch (5.6):
v = φJ,1 = φJ =
sσ1(J)∑
iσ1(J)=1
sσ2(J)∑
iσ2(J)=1
aJiσ1(J)iσ2(J)
φσ1(J),iσ1(J) ⊗ φσ2(J),iσ2(J)
...
φα,iα =
sσ1∑
iσ1=1
sσ2∑
iσ2=1
aα,iαiσ1 iσ2
φσ1,iσ1 ⊗ φσ2,iσ2 , α ∈ I(TJ), 1 ≤ iα ≤ sα
...
φj,ij ∈ Uj , 1 ≤ ij ≤ sj , 1 ≤ j ≤ d.
Setzt man nun rekursiv, beginnend bei den Söhnen σ1(J) und σ2(J) der Wurzel
J , die jeweiligen Darstellungen der Basiselemente bezogen auf die Produktbasis der
Räume Vσ1(J) bzw. Vσ2(J) ein, so erhält man nach Erreichen der Blätter eine sehr
große Summe. Es wird letzten Endes für jedes α = {j} ∈ L(TJ) über einen Index
summiert, man kann dann noch bezüglich eines Indexes j ∈ J zusammenfassen.
Dadurch erhält man mit rmax := max {rj : 1 ≤ j ≤ d} eine s-Term-Darstellung mit
einem Darstellungsrang
s =
∏d
j=1 rj
rmax
.
Dies entspricht z.B. im Falle rj = r ∀j einem Darstellungsrang von s = rd−1.
Selbst wenn man einen Tensor in r-Term-Darstellung, also mit Darstellungsrang
s = r nimmt, ins hierarchische Format konvertiert, dort einige algebraische Um-
formungen - z.B. Wechsel der Erzeugendensysteme - macht, die nicht den Tensor,
sondern nur die hierarchische Darstellung des Tensors verändern, so gibt es (bisher)
keine einfache Möglichkeit, einen besseren Darstellungsrang als oben angegeben zu
ﬁnden, insbesondere ist es i.a. nicht ohne Weiteres möglich, einen Tensor vom Tensor-
rang r aus dem hierarchischen Format in eine entsprechende r-Term-Darstellung zu
überführen, selbst wenn man den tatsächlichen Rang des Tensors kennt. Dies zeigt,
dass auch bei der Konversion von Tensoren aus dem r-Term-Format ins hierarchi-
sche Format Informationen verloren gehen, insbesondere die Information über den
Tensorrang oder allgemeiner den Darstellungsrang.
Die Situation ist etwas anders, wenn wir die Konversion von der hierarchischen in
die Unterraum-Darstellung betrachten.
5.8.2 Unterraum-Darstellung
Die Konversion von der hierarchischen in die Unterraum-Darstellung ist sehr einfach,
da man die Daten in den Blättern unverändert übernehmen kann, während die Daten
in den Nichtblättern den core tensor deﬁnieren, der dann eine spezielle hierarchische
Struktur hat. Im Prinzip ist eine hierarchische Darstellung also auch gleichzeitig
eine Unterraum-Darstellung, daher kann die hierarchische Darstellung als direkte
Verallgemeinerung der Unterraum-Darstellung angesehen werden. Wir müssen nur
angeben, wie wir einen Eintrag des core tensors aus der hierarchischen Struktur
heraus berechnen können, wir wollen dies mit einem kleinem Trick tun. Dazu geben
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wir eine in der Theorie einfache, aber unpraktikable Methode an, einen Eintrag einen
Tensors in hierarchischer Darstellung zu berechnen. Seien also ein Tensor
w ∈W = W1 ⊗ . . .⊗We
und ein Multiindex
γ = (i1, . . . , ie), 1 ≤ ij ≤ dim(Wj), 1 ≤ j ≤ e
gegeben, wir wollen also den Eintrag wγ berechnen. Wir betrachten nun die Umrech-
nung der hierarchischen Darstellung von w in die r-Term-Darstellung (wir benötigen
nur die Existenz, nicht die genaue Form), dann gilt
w =
∑
β
φ1,β ⊗ . . .⊗ φd,β, φj,β ∈Wj , 1 ≤ j ≤ e
und damit
wγ =
∑
β
φ1,βi1 ⊗ . . .⊗ φ
e,β
ie
.
Wir wollen nun für
v ∈ V = V1 ⊗ . . .⊗ Vd
mit gegebener hierarchischer Darstellung eine Unterraum-Darstellung deﬁnieren. Die
Daten in den Blättern lassen wir wie schon erwähnt unverändert, also
Uj = span
{
φj,i : 1 ≤ i ≤ sj
}
d.h. wir müssen nur noch einen core tensor
c ∈ Ks1 ⊗ . . .⊗Ksd
deﬁnieren. Wir deﬁnieren nun diesen Tensor c durch die hierarchische Unterraum-
Familie
{Uα : α ∈ TJ , α /∈ L(TJ)}
und die entsprechenden Koeﬃzientenmatrizen, d.h. wir geben eine hierarchische Dar-
stellung von c an, indem wir die hierarchische Darstellung von v nehmen und die
Blätter streichen. Um nun zu einer Unterraum-Darstellung von v zu kommen, müs-
sen wir noch pro forma eine Volldarstellung von c angeben. Dies tun wir, indem wir
cγ für jeden Multiindex γ mit dem oben beschriebenen Trick berechnen. so haben
wir die Unterraum-Darstellung eines Tensors in hierarchischer Darstellung deﬁniert,
vergleiche Abschnitt 4.2. Da es formal keine Rolle spielt, wie wir den Tensor c der
Unterraum-Darstellung von v speichern, stellt jede hierarchische Darstellung gleich-
zeitig auch eine Unterraum-Darstellung dar.
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In diesem Kapitel wollen wir einige grundlegende arithmetische Operationen im hier-
archischen Format einführen. Einige davon - z.B. die Addition - wurden schon in [24]
und [13] kurz vorgestellt. Das hierarchische Format eignet sich aber auch für kom-
pliziertere Operationen, so wurde in [20] die Tensorisierung von Vektoren und ihre
Faltung im hierarchischen Format behandelt.
6.1 Berechnen eines Eintrages
Auch wenn die Berechnung eines Eintrages keine arithmetische Operation im eigent-
lichen Sinne darstellt, wollen wir damit beginnen, weil es eine recht grundlegende
Operation ist. Überdies wird der folgende Abschnitt zeigen, dass die hierarchische
Darstellung in der hier angegebenen Form wohldeﬁniert ist, denn wir können aus den
Daten des hierarchischen Formates - also den Koeﬃzientenmatrizen - jeden Eintrag
explizit berechnen. Wir beziehen uns hier auf eine Darstellung des Tensors bezüglich
eines beliebigen Erzeugendensystems, also v =
∑
i aibi und zeigen, wie die Koeﬃzi-
enten ai berechnet werden. Dies ist im Wesentlichen vergleichbar mit der Umrech-
nung eines Tensors von der hierarchischen Darstellung in die Unterraum-Darstellung,
siehe auch Abschnitt 5.8.2, da wir dort ja auch die Koeﬃzienten des core tensors in
Bezug auf ein Erzeugendensystem explizit angeben müssen.
Wir betrachten zur Einführung einen einfachen Fall, nämlich d = 4 zusammen mit
dem Baum TJ mit der Wurzel J = {1, 2, 3, 4} und den zwei Söhnen α1 = {1, 2} und
α2 = {3, 4}.
v = φJ,1 =
sα1∑
iα1=1
sα2∑
iα2=1
aJ,1iα1 iα2
φα1,iα1 ⊗ φα2,iα2 (6.1)
φα1,iα1 =
s1∑
i1=1
s2∑
i2=1
a
α1,iα1
i1i2
φ1,i1 ⊗ φ2,i2 , 1 ≤ iα1 ≤ sα1
φα2,iα2 =
s3∑
i3=1
s4∑
i4=1
a
α2,iα2
i3i4
φ3,i3 ⊗ φ4,i4 , 1 ≤ iα2 ≤ sα2
φj,ij ∈ Uj , 1 ≤ ij ≤ sj , 1 ≤ j ≤ 4. (6.2)
Setzen wir die Darstellungen für die φα1,iα1 und die φα2,iα2 in (6.1) ein, so erhalten
wir
v =
sα1∑
iα1=1
sα2∑
iα2=1
aJ,1iα1 iα2
(
s1∑
i1=1
s2∑
i2=1
a
α1,iα1
i1i2
φ1,i1 ⊗ φ2,i2
)
⊗
(
s3∑
i3=1
s4∑
i4=1
a
α2,iα2
i3i4
φ3,i3 ⊗ φ4,i4
)
(6.3)
=
s1∑
i1=1
s2∑
i2=1
s3∑
i3=1
s4∑
i4=1︸ ︷︷ ︸∑
i
 sα1∑
iα1=1
sα2∑
iα2=1
aJ,1iα1 iα2
a
α1,iα1
i1i2
a
α2,iα2
i3i4

︸ ︷︷ ︸
ai
φ1,i1 ⊗ φ2,i2 ⊗ φ3,i3 ⊗ φ4,i4︸ ︷︷ ︸
bi
.
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Damit sind mit i = (i1, i2, i3, i4) die Koeﬃzienten ai bezüglich des Erzeugendensys-
tems bi = φ1,i1 ⊗ φ2,i2 ⊗ φ3,i3 ⊗ φ4,i4 deﬁniert über
ai = ai1,i2,i3,i4 :=
sα1∑
iα1=1
sα2∑
iα2=1
aJ,1iα1 iα2
a
α1,iα1
i1i2
a
α2,iα2
i3i4
. (6.4)
Daraus kann man nun die generelle Darstellung ableiten. Für einen beliebigen Tensor
v bezüglich einer beliebigen hierarchischen Darstellung (5.6) und des Multiindex
i = (i1, . . . , id) gilt somit
Proposition 6.1. Die Koeﬃzienten ai der Darstellung v =
∑
i aibi sind deﬁniert
durch
ai = ai1,...,id =
sα∑
iα=1
∀α∈TJ\L(TJ )
∏
α∈TJ\L(TJ )
aα,iαiσ1(α)iσ2(α)
(6.5)
Hierbei entspricht iσk , k = 1 oder k = 2, dem jeweiligen Summationsindex, falls σk 6∈
L(TJ), und dem j-ten Eintrag des Multiindex i = (i1, . . . , id), falls σk = j ∈ L(TJ).
Die Formel ist so zu verstehen, dass zuerst alle Summenzeichen aufgelistet wer-
den und dann das Produkt aller aα,iαiσ1(α)iσ2(α)
. Sie ist auch konsistent mit dem Fall
dimUJ > 1.
Durch die rekursive Deﬁnition der hierarchischen Darstellung ist es sinnvoll, für die
konkrete Berechnung eine entsprechende Rekursionsvorschrift zu verwenden. Berück-
sichtigt man die möglichen Fälle für die Söhne eines Knotens α, jeweils Blatt oder
kein Blatt, so ergibt sich
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Algorithmus 6.1 Berechnen eines Eintrages
Input: Tensor v, Multiindex j = (j1, . . . , jd)
Output: Koeﬃzient aj1,...,jd bezüglich der Darstellung v =
∑
j ajbj

Rekursionsfunktion: Eintrag(α, iα)
Argumente: α ∈ TJ \ L(TJ), 1 ≤ iα ≤ sα
Söhne S(α) = {σ1, σ2}

Fall 1: Beide Söhne sind keine Blätter
if σ1 6∈ L(TJ) und σ2 6∈ L(TJ) then
for iσ1 = 1 to sσ1 do
cσ1iσ1
:= Eintrag(σ1, iσ1)
end for
for iσ2 = 1 to sσ2 do
cσ2iσ2
:= Eintrag(σ2, iσ2)
end for
Eintrag(α, iα) :=
sσ1∑
iσ1=1
sσ2∑
iσ2=1
aα,iαiσ1 iσ2
cσ1iσ1
cσ2iσ2

Fall 2: Nur der erste Sohn ist ein Blatt
else if σ1 ∈ L(TJ) und σ2 6∈ L(TJ) then
iσ1 := jσ1 , σ1-ter Eintrag aus dem Multiindex j
for iσ2 = 1 to sσ2 do
cσ2iσ2
:= Eintrag(σ2, iσ2)
end for
Eintrag(α, iα) :=
sσ2∑
iσ2=1
aα,iαiσ1 iσ2
cσ2iσ2

Fall 3: Nur der zweite Sohn ist ein Blatt
else if σ1 6∈ L(TJ) und σ2 ∈ L(TJ) then
for iσ1 = 1 to sσ1 do
cσ1iσ1
:= Eintrag(σ1, iσ1)
end for
iσ2 := jσ2 , σ2-ter Eintrag aus dem Multiindex j
Eintrag(α, iα) :=
sσ1∑
iσ1=1
aα,iαiσ1 iσ2
cσ1iσ1

Fall 4: Beide Söhne sind Blätter
else if σ1 ∈ L(TJ) und σ2 ∈ L(TJ) then
iσ1 := jσ1 , σ1-ter Eintrag aus dem Multiindex j
iσ2 := jσ2 , σ2-ter Eintrag aus dem Multiindex j
Eintrag(α, iα) := a
α,iα
iσ1 iσ2
end if

Start der Rekursion: Eintrag(J, 1)
Wie schon in Abschnitt 5.3.3 beschrieben kann es auch sein, dass für die Unterräume
Uj , 1 ≤ j ≤ d, der Ansatzräume Vj zwei verschiedene Erzeugendensysteme gegeben
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sind, so dass anstelle von (6.2)
φj,ij =
s′j∑
kj=1
a
j,ij
kj
ψj,kj , 1 ≤ ij ≤ sj , 1 ≤ j ≤ 4 (6.6)
gilt, vergleiche auch (5.8). Will man eine Koeﬃzientendarstellung bezüglich des durch
die ψj,kj induzierten Erzeugendensystems, so setzt man (6.6) in die Darstellung ge-
mäß (6.3) ein. Es ergibt sich dann
s1∑
i1=1
s2∑
i2=1
a
α1,iα1
i1i2
φ1,i1 ⊗ φ2,i2
=
s1∑
i1=1
s2∑
i2=1
a
α1,iα1
i1i2
 s′1∑
k1=1
a1,i1k1 ψ
1,k1
⊗
 s′2∑
k2=1
a2,i2k2 ψ
2,k2

=
s′1∑
k1=1
s′2∑
k2=1
(
s1∑
i1=1
s2∑
i2=1
a
α1,iα1
i1i2
a1,i1k1 a
2,i2
k2
)
ψ1,k1 ⊗ ψ2,k2 ,
analog folgt
s3∑
i3=1
s4∑
i4=1
a
α2,iα2
i3i4
φ3,i3 ⊗ φ4,i4
=
s′3∑
k3=1
s′4∑
k4=1
(
s3∑
i3=1
s4∑
i4=1
a
α2,iα2
i3i4
a3,i3k3 a
4,i4
k4
)
ψ3,k3 ⊗ ψ4,k4 ,
Damit erhalten wir als Verallgemeinerung von (6.4) als Darstellung bezüglich des
Erzeugendensystems b` = ψ1,k1 ⊗ . . .⊗ ψ4,k4 und des Multiindizes ` = (`1, . . . , `4)
a` =
sα1∑
iα1=1
sα2∑
iα2=1
aJ,1iα1 iα2
(
s1∑
i1=1
s2∑
i2=1
a
α1,iα1
i1i2
a1,i1`1 a
2,i2
`2
)(
s3∑
i3=1
s4∑
i4=1
a
α2,iα2
i3i4
a3,i3`3 a
4,i4
`4
)
.
(6.7)
Man erkennt unschwer, dass es sich hierbei um die gleiche Rekursion handelt mit
einer zusätzlichen Stufe. Wir erhalten
Proposition 6.2. Die Koeﬃzienten a` der Darstellung v =
∑
` a`b` sind deﬁniert
durch
a` = a`1,...,`d =
sα∑
iα=1∀α∈TJ
∏
α∈TJ\L(TJ )
aα,iαiσ1(α)iσ2(α)
∏
α∈L(TJ )
aα,iα`α (6.8)
Diese Formel ist wiederum konsistent mit dem Fall dimUJ > 1.
Der entsprechend angepasste Algorithmus lässt sich nun kompakter formulieren.
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Algorithmus 6.2 Verallgemeinertes Berechnen eines Eintrages
Input: Tensor v, Multiindex ` = (`1, . . . , `d)
Output: Koeﬃzient a`1,...,`d bezüglich der Darstellung v =
∑
` a`b`

Rekursionsfunktion: Eintrag(α, iα)
Argumente: α ∈ TJ , 1 ≤ iα ≤ sα
Söhne S(α) = {σ1, σ2}
if α = j ∈ L(TJ) then
Eintrag(α, iα) := a
j,ij
`j
.
else
for iσ1 = 1 to sσ1 do
cσ1iσ1
:= Eintrag(σ1, iσ1)
end for
for iσ2 = 1 to sσ2 do
cσ2iσ2
:= Eintrag(σ2, iσ2)
end for
Eintrag(α, iα) :=
sσ1∑
iσ1=1
sσ2∑
iσ2=1
aα,iαiσ1 iσ2
cσ1iσ1
cσ2iσ2
end if

Start der Rekursion: Eintrag(J, 1)
Diese Rekursionsvorschrift ist der Prototyp für eine Tensoroperation im hierarchi-
schen Format, genauer gesagt für eine Leaves-To-Root-Operation, siehe auch Bemer-
kung 5.4. Andere Operationen wie z.B. die Kürzung sind Root-To-Leaves-Operationen.
Manchmal werden auch beide Richtungen im Rahmen einer Operation vorkommen.
Jetzt schätzen wir die Kosten ab. Wir deﬁnieren dazu
cσ1 :=
(
cσ11 , . . . , c
σ1
sσ1
)T ∈ Ksσ1 ,
cσ2 :=
(
cσ21 , . . . , c
σ2
sσ2
)T ∈ Ksσ2 ,
Aα,iα :=
(
aα,iαiσ1 iσ2
)
iσ1 iσ2
∈ Ksσ1×sσ2 .
Die aufwendigste Operation ist
sσ1∑
iσ1=1
sσ2∑
iσ2=1
aα,iαiσ1 iσ2
cσ1iσ1
cσ2iσ2
= (cσ1)T Aα,iαcσ2 . (6.9)
Berücksichtigt man jetzt noch die Größen sσ1 und sσ2 und berechnet zuerst die
Matrix-Vektor-Multiplikation mit dem längeren Vektor, so ergibt sich eine Komple-
xität von 2mn + m − 1, wobei m := min {sσ1 , sσ2} und n := max {sσ1 , sσ2}. Man
erhält das
Lemma 6.3.
1. Die rekursive Berechnung von aj mittels Algorithmus 6.1 kostet
REintrag ≤
∑
α∈TJ\L
α∈K1 (TJ )
sα(2sσ2 − 1) +
∑
α∈TJ\L
α∈K2 (TJ )
sα(2sσ1sσ2 + sσ1 − 1),
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hierbei ist {σ1, σ2} = S(α) und es gelte oBdA jeweils sσ1 ≤ sσ2. K2(TJ) ist die
Menge aller Nichtblätter mit zwei inneren Knoten als Söhnen, analog enthält K1(TJ)
alle Nichtblätter mit genau einem Blatt als Sohn. Hat ein Knoten genau ein Blatt als
Sohn, so sei dieser Sohn oBdA mit σ1 bezeichnet.
Ist sα ≤ r ∀ α, so gilt
REintrag ≤
∑
α∈K1(TJ )
2r2 − r +
∑
α∈K2(TJ )
2r3 + r2 − r
= K1(2r
2 − r) +K2(2r3 + r2 − r)
= 2K2r
3 + (2K1 +K2)r
2 − (K1 +K2)r = O(dr3).
Hierbei bezeichnet K1 = #K1(TJ) und K2 = #K2(TJ).
2. Die rekursive Berechnung von a` mittels Algorithmus 6.2 kostet
REintragAllgemein ≤
∑
α∈TJ\L(TJ )
sα(2sσ1sσ2 + sσ1 − 1),
hierbei ist {σ1, σ2} = S(α) und es gelte oBdA jeweils sσ1 ≤ sσ2.
Ist sα ≤ r ∀ α, so gilt
REintrag ≤ 2dr3 +O(dr2) = O(dr3).
Beweis. Betrachten wir zuerst Algorithmus 6.1. Für die d−1 Knoten α ∈ TJ \L(TJ)
gelten drei Fälle. Entweder enstehen keine Kosten, weil beide Söhne Blätter sind,
oder keiner der Söhne ist ein Blatt (α ∈ K2(TJ)), dann sind die Kosten für das
Vektor-Matrix-Vektor-Produkt (6.9) durch 2sσ1sσ2 + sσ1 − 1 beschränkt, oder genau
einer der Söhne ist ein Blatt (α ∈ K1(TJ)), dann muss nur ein Skalarprodukt zweier
Vektoren berechnet werden mit Kosten von 2sσ2−1. Damit folgen die Behauptungen
für Algorithmus 6.1.
Nun kommen wir zu Algorithmus 6.2. Wir müssen für alle d − 1 inneren Knoten
α jeweils sα Vektor-Matrix-Vektor-Produkte der Form (6.9) berechnen mit einer
Kostenschranke von 2sσ1sσ2 + sσ1 − 1 pro Produkt. In den Blättern ist nichts zu
tun. 
Der Rechenaufwand ist also linear bezogen auf den Speicheraufwand. Dies ist allge-
mein betrachtet ein sehr wünschenswertes Verhältnis zwischen Speicher- und Rechen-
aufwand und wir werden sehen, dass auch die später vorgestellten komplizierteren
Rechenoperationen fast dieses lineare Verhältnis aufweisen.
Wir wollen im Folgenden nur noch von der allgemeinen Form des hierarchischen
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Formats ausgehen, d.h. mit S(α) = {σ1, σ2} erhalten wir
v = φJ,1 =
sσ1(J)∑
iσ1(J)=1
sσ2(J)∑
iσ2(J)=1
aJiσ1(J)iσ2(J)
φσ1(J),iσ1(J) ⊗ φσ2(J),iσ2(J) (6.10)
...
φα,iα =
sσ1∑
iσ1=1
sσ2∑
iσ2=1
aα,iαiσ1 iσ2
φσ1,iσ1 ⊗ φσ2,iσ2 , α ∈ I(TJ), 1 ≤ iα ≤ sα
...
φj,ij =
s′j∑
i′j=1
a
j,ij
i′j
ψj,i
′
j , 1 ≤ ij ≤ sj , 1 ≤ j ≤ d.
ψj,i
′
j ∈ U ′j , 1 ≤ i′j ≤ s′j , 1 ≤ j ≤ d.
Bereits am Beispiel der Berechnung eines Eintrages konnte man sehen, dass die
theoretische Behandlung nicht komplizierter ist, während die praktische Behandlung
durchaus einfacher und übersichtlicher wird. Wir werden außerdem bei den weiteren
arithmetischen Operationen sehen, dass wir zwei Erzeugendensysteme in den Blät-
tern benötigen werden, wenn wir z.B. den Fall unendlicher Ansatzräume ebenfalls
behandeln wollen bzw. wenn wir nur über Darstellungen ausgewählter Elemente der
Ansatzräume verfügen und Skalarprodukte ebenfalls nur für bestimmte Elemente be-
rechnen können bzw. die entsprechenden Werte kennen. Diese Erzeugendensysteme
werden allerdings nicht beliebig sein, sondern mit der Erzeugung und Darstellung
von Orthonormalbasen in den Blättern zusammenhängen.
Bisher hatten wir angenommen, dass die φj,ij , 1 ≤ ij ≤ sj und die ψj,i′j , 1 ≤ i′j ≤ s′j ,
den gleichen Raum Uj = U ′j aufspannen. Dies können wir ebenfalls verallgemeinern,
dann gilt Uj ⊂ U ′j , hier einmal ausnahmsweise andersherum. Z.B. könnten im Falle
dimVj < ∞ die ψj,i′j die Standardnormalbasis von Vj sein. Es können aber auch
s′ = s und ψj,i
′
j = φj,ij für alle ij gelten, dann ist die zugehörige Koeﬃzientenmatrix
die Einheitsmatrix Isj .
6.2 Mode-α, k-Produkt
Eine weitere grundlegende Operation, die allerdings für das hierarchische Format spe-
ziﬁsch ist, ist das im Folgenden zu deﬁnierende Mode-α, k-Produkt, eine Spezialform
des in Abschnitt 3.6 vorgestellten Mode-k-Produktes für einen bestimmten Tensor,
der eine zentrale Rolle im hierarchischen Format einnimmt. Diese Operation wird für
die wichtigsten Tensoroperationen - Orthonormalisierung, Addition, Skalarprodukt,
Kürzung - benötigt. Wir wollen sie hier als eigenständige Operation ganz allgemein
einführen, auch wenn sie ihre Bedeutung erst im Bezug zu anderen arithmetischen
Operation erhält.
Gegeben sei ein Tensor v in hierarchischer Darstellung. In Abschnitt 3.6 haben wir
bereits das Mode-k-Produkt für allgemeine Tensoren w mit einer Matrix M kennen-
gelernt. Wir wollen nun ein Produkt einführen für alle inneren Knoten α ∈ I(TJ) =
TJ \ (J ∪ L(TJ)). Zu einem inneren Knoten α ist jeweils eine Kollektion von Koeﬃ-
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zientenmatrizen
Aα,iα , 1 ≤ iα ≤ sα
gegeben. Diese Koeﬃzientenmatrizen sind eigentlich zu interpretieren gewesen als
Koeﬃzientenvektoren, die auf natürliche Weise eine Matrixstruktur besitzen. Diese
Matrizen stellen gewissermaßen die Verbindung zwischen den beiden Sohn-Knoten
σ1, σ2 und dem Vater-Knoten α her. Die Anzahl der Matrizen ist sα (Vater), die An-
zahl Zeilen ist sσ1 (Sohn 1), die Anzahl Spalten ist sσ2 (Sohn 2). Betrachtet man alle
Koeﬃzientenmatrizen bezüglich eines Knotens α zusammen, so ergibt sich eine wei-
tere Interpretationsmöglichkeit. Diese Matrizen können als Slices (siehe Abschnitt
3.3.1) eines Koeﬃziententensors der Ordnung 3 aufgefasst werden, diese Herange-
hensweise wurde z.B. von Grasedyck gewählt, siehe den Begriﬀ transfer tensor in
[13].
Ignorieren wir jetzt die natürliche Matrixstruktur der Koeﬃzientenvektoren, so er-
halten wir eine Kollektion von Vektoren, die wir auch als Spalten einer Matrix be-
trachten können. Dieser Sichtweise entspräche dann eine Matrizisierung des eben
beschriebenen Koeﬃziententensors, so dass die Anzahl Spalten gegeben ist durch sα
und die Anzahl Zeilen durch sσ1sσ2 .
Wir bevorzugen eher die Sichtweise als Kollektion von Koeﬃzientenvektoren/-matrizen,
aber die Koeﬃziententensor-Sichtweise ermöglicht einen kompakten Formalismus,
den wir in Teilen ebenfalls verwenden wollen. Wir deﬁnieren daher analog zum Be-
griﬀ des transfer tensors aus [13] den
Deﬁnition 6.4 (Koeﬃziententensor). Wir bezeichnen den Tensor Aσ1,σ2,α der Ord-
nung 3, dessen Slices die Matrizen Aα,iα , 1 ≤ iα ≤ sα sind, für den also
Aσ1,σ2,α∗,∗,iα := A
α,iα
gilt, als Koeﬃziententensor zu α oder als α-Koeﬃziententensor. Der erste Mode
(rows) gehört zu σ1, der zweite Mode (columns) zu σ2 und der dritte Mode (tubes)
zu α.
Wir wollen für diesen Koeﬃziententensor nun drei wichtige Operation deﬁnieren.
Deﬁnition 6.5 (Mode-α, k-Produkt).
1. Das Mode-α, 1-Produkt des α-Koeﬃziententensors Aσ1,σ2,α ∈ Ksσ1×sσ2×sα bezüg-
lich eines inneren Knotens α ∈ I(TJ) mit einer Matrix M ∈ Ks′σ1×sσ1 wird nun
deﬁniert als ein neuer Tensor
A˜σ1,σ2,α := Aσ1,σ2,α ◦α,1 M ∈ Ks′σ1×sσ2×sα .
Für die Slices des neuen α-Koeﬃziententensors A˜σ1,σ2,α gilt
A˜σ1,σ2,α∗,∗,iα = A˜
α,iα := MAα,iα ∈ Ks′σ1×sσ2 . (6.11)
2. Das Mode-α, 2-Produkt des α-Koeﬃziententensors Aσ1,σ2,α bezüglich eines inneren
Knotens α ∈ I(TJ) mit einer Matrix M ∈ Ks′σ2×sσ2 wird deﬁniert als ein neuer
Tensor
A˜σ1,σ2,α := Aσ1,σ2,α ◦α,2 M ∈ Ksσ1×s′σ2×sα .
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Für die Slices des neuen α-Koeﬃziententensors A˜σ1,σ2,α gilt
A˜σ1,σ2,α∗,∗,iα = A˜
α,iα := Aα,iαMT ∈ Ksσ1×s′σ2 . (6.12)
3. Das Mode-α, 3-Produkt des α-Koeﬃziententensors Aσ1,σ2,α bezüglich eines inneren
Knotens α ∈ I(TJ) mit einer MatrixM ∈ Ks′α×sα wird deﬁniert als ein neuer Tensor
A˜σ1,σ2,α := Aσ1,σ2,α ◦α,3 M ∈ Ksσ1×sσ2×s′α .
Für die Slices des neuen α-Koeﬃziententensors A˜σ1,σ2,α gilt
A˜σ1,σ2,α∗,∗,i′α := A˜
α,i′α :=
sα∑
iα=1
Mi′αiαA
α,iα ∈ Ksσ1×sσ2 . (6.13)
Das Symbol ◦α,k für die Mode-α, k-Produkte steht in engem Zusammenhang mit
dem in Abschnitt 3.6 über die multilineare Multiplikation eingeführten Symbol ◦.
Die oben deﬁnierten Mode-α, k-Produkte lassen sich alternativ auch über die Mode-
k-Matrizisierungen des α-Koeﬃziententensors deﬁnieren.
Bemerkung 6.6. 1. Das Mode-α, 1-Produkt A˜σ1,σ2,α von Aσ1,σ2,α und M wie in
(6.11) kann man äquivalent deﬁnieren über
A˜σ1,σ2,α := Aσ1,σ2,α ◦α,1 M
:⇔ B(1)
A˜σ1,σ2,α
:= MB
(1)
Aσ1,σ2,α .
2. Das Mode-α, 2-Produkt A˜σ1,σ2,α von Aσ1,σ2,α und M wie in (6.12) kann man
äquivalent deﬁnieren über
A˜σ1,σ2,α := Aσ1,σ2,α ◦α,2 M
:⇔ B(2)
A˜σ1,σ2,α
:= MB
(2)
Aσ1,σ2,α .
3. Das Mode-α, 3-Produkt A˜σ1,σ2,α von Aσ1,σ2,α und M wie in (6.13) kann man
äquivalent deﬁnieren über
A˜σ1,σ2,α := Aσ1,σ2,α ◦α,3 M
:⇔ B(3)
A˜σ1,σ2,α
:= MB
(3)
Aσ1,σ2,α .
Dies ergibt sich unmittelbar. Für die verschiedenen Matrizisierungen von Aσ1,σ2,α
gilt nämlich
Bemerkung 6.7. Wir erhalten
B
(1)
Aσ1,σ2,α =
(
Aα,1 . . . Aα,sα
)
,
B
(2)
Aσ1,σ2,α =
((
Aα,1
)T
. . . (Aα,sα)T
)
und
B
(3)
Aσ1,σ2,α =
 vec(A
α,1)T
...
vec(Aα,sα)T
 .
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Bemerkung 6.8. Die Mode-α, k-Produkte sind die bereits bekannten Mode-k-Produkte
für den α-Koeﬃziententensor. Da diese Tensoren jedoch in einen größeren Zusam-
menhang eingebettet sind, nämlich in die hierarchische Datenstruktur des hierarchi-
schen Formates, müssen die Konsequenzen einer solchen Änderung eines Koeﬃzi-
ententensors berücksichtigt werden; deshalb haben sie auch eine eigene Bezeichnung
bekommen.
Bemerkung 6.9. Durch ein Mode-α, k-Produkt kann sich die hierarchische Unterraum-
Familie eines Tensors verändern, die neuen Unterräume können kleiner sein. Aller-
dings ist die sich ergebende neue hierarchische Unterraum-Familie durch die Daten -
also die Koeﬃziententensoren/-matrizen - implizit festgelegt, siehe auch Bemerkung
5.21.
Bemerkung 6.10. Auch die Koeﬃzienten im Vater-Knoten β ⊃ α müssen im Fall
des Mode-α, 3-Produktes angepasst werden, um die Darstellung an das geänderte Er-
zeugendensystems eines möglicherweise kleineren Unterraums anzupassen. Dies führt
in bestimmten Fällen zu einem anderen Tensor und damit zu einem Fehler in der
Darstellung des ursprünglichen Tensors. Dies wird später im Rahmen der Kürzung
oder Tensorapproximation präzisiert.
Ein einfaches Beispiel hierfür wäre ein Mode-α, k-Produkt mit einer Nullmatrix ei-
ner kompatiblen Größe. Das Ergebnis wäre der Nulltensor und alle Unterräume für
α und alle Vorgänger β ⊃ α wären trivialerweise die jeweiligen Null-Unterräume.
Wir wollen nun einen genaueren Blick auf diese Operationen werfen, denn obwohl
sie auf den ersten Blick in der hier gewählten Formulierung als multilineare Tensor-
Matrix-Produkte formal gleichberechtigt zu sein scheinen, spielen sie jedoch für das
hierarchische Format eine unterschiedliche Rolle. Diese Operationen - mit gewissen
Zusatzbedingungen resultierend aus der jeweiligen Tensor-Operation - werden im
Folgenden unsere Werkzeuge sein, um die den Tensor deﬁnierenden Daten zu mani-
pulieren. Wir beginnen mit dem Mode-α, 3-Produkt.
6.2.1 Mode-α, 3-Produkt
Wir wollen nun das Mode-α, 3-Produkt wieder aus der Perspektive der Koeﬃzien-
tenmatrizen Aα,iα betrachten. Seien also ein Tensor v, ein innerer Knoten α mit
zugehörigem α-Koeﬃziententensor Aσ1,σ2,α und eine Matrix M ∈ Ks′α×sα gegeben.
Sei
A˜σ1,σ2,α := Aσ1,σ2,α ◦α,3 M
das Mode-α, 3-Produkt von Aσ1,σ2,α und M . Nach (6.13) gilt für die neuen α-
Koeﬃzientenmatrizen
A˜α,i
′
α :=
sα∑
iα=1
Mi′αiαA
α,iα .
Hierbei entsteht also im Knoten α eine eventuell andere Anzahl neuer α-Koeﬃzienten-
matrizen von gleicher Größe. Betrachtet man nun dieses Produkt eingebettet in
die hierarchische Struktur, so stehen die α-Koeﬃzientenmatrizen ja für ein Erzeu-
gendensystem des Raumes Uα. Ist z.B. s′α = sα, M invertierbar und bilden die
Aα,iα eine Basis von Uα, so beschreibt das Mode-α, 3-Produkt einen Basiswechsel
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des Raumes Uα, es gilt U ′α = Uα. Auch wenn sich in diesem Fall die hierarchi-
sche Unterraum-Familie nicht ändert, so muss doch die Koeﬃzientendarstellung im
Vater-Knoten an den Basiswechsel angepasst werden. Allgemein gesprochen mani-
puliert das Mode-α, 3-Produkt das Erzeugendensystem des Raumes Uα, so dass das
neue Erzeugendensystem möglicherweise einen kleineren neuen Raum U ′α ⊆ Uα auf-
spannt. Dementsprechend hat diese Operation Konsequenzen für den Vaterknoten
β, denn Uβ ⊆ Vβ = Uσ1(β) ⊗ Uσ2(β) mit α ∈ S(β) = {σ1(β), σ2(β)}. Es gilt also
Uα
◦α,3−→ U ′α,
Uα ⊇ U ′α,
und die Frage ist nun, was das für Vβ und Uβ bedeutet.
Zum besseren Verständnis wollen wir zuerst einige interessante Fälle betrachten.
Wird durch die Matrix M ein Basiswechsel vermittelt, ist natürlich U ′α = Uα und
außerdem sα = s′α = rα = dimUα. M ist dann invertierbar und deﬁniert eine Dar-
stellung der 'alten' Basis von Uα als Linearkombination der 'neuen' Basis. Wir können
die Inverse M−1 benutzen, um den umgekehrten Zusammenhang darzustellen, also
die Elemente Aα,iα der 'alten' Basis von Uα als Linearkombinationen der Elemente
A˜α,i
′
α der 'neuen' Basis von U ′α = Uα darzustellen. Mit N = M−1 können wir in
diesem Fall folgende Zusammenhänge aufstellen:
A˜α,i
′
α =
sα∑
iα=1
Mi′αiαA
α,iα , (6.14)
Aα,iα =
sα∑
i′α=1
Niαi′αA˜
α,i′α . (6.15)
Das Mode-α, 3-Produkt bietet uns also die Möglichkeit, Basiswechsel durchzuführen,
insbesondere um zum Beispiel aus einer Basis in eine Orthonormalbasis zu wechseln.
Etwas allgemeiner ist der Fall Uα = U ′α mit der Erweiterung, dass die Erzeugen-
densysteme nicht unbedingt mehr Basen sein müssen. Dann muss auch nicht mehr
s′α = sα gelten. In diesem Fall ist die Matrix M ist auch nicht mehr notwendiger-
weise quadratisch und es gibt nicht unbedingt eine inverse Matrix M−1, selbst wenn
s′α = sα gilt. Wir können dann aber die Pseudoinverse N = M †, siehe Deﬁnition 2.6,
verwenden, und damit gilt (6.14) unverändert, während (6.15) in leicht veränderter
Form gilt:
Aα,iα =
s′α∑
i′α=1
Niαi′αA˜
α,i′α . (6.16)
Der oben beschriebene erste Fall ist darin eingeschlossen. Insbesondere können wir
also mit dem Mode-α, 3-Produkt aus einem Erzeugendensystem in eine Basis wech-
seln, z.B. in eine Orthonormalbasis.
Der allgemeine Fall ist nun U ′α ⊂ Uα, wir haben für beide Räume jeweils nur Erzeu-
gendensysteme und nicht notwendigerweise Basen vorliegen und sα und s′α können
demnach beliebig sein. Auch dann können wir zu M im allgemeinen keine Inverse
mehr bestimmen, aber die Pseudoinverse N = M † deﬁnieren. Wiederum gilt (6.14)
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unverändert, aber (6.15) verändert sich in einem wesentlichen Punkt:
Aα,iα ≈
s′α∑
i′α=1
Niαi′αA˜
α,i′α . (6.17)
Da in (6.17) keine Gleichheit mehr gilt, führt das Mode-α, 3-Produkt im allgemeinen
Fall also zu einem Fehler, denn der ursprüngliche Tensor lässt sich i.a. nicht mehr
exakt in der geänderten hierarchischen Unterraum-Familie darstellen. Damit bietet
uns das Mode-α, 3-Produkt auch die Möglichkeit, Approximationen zu erzeugen.
Bisher haben wir nur die Änderungen der Koeﬃzienten bezüglich α realisiert. Die
Auswirkungen auf die Koeﬃzienten bezüglich der anderen Knoten werden das Thema
des nächsten Abschnittes sein.
6.2.2 Mode-α, 1- und Mode-α, 2-Produkt
Wir beﬁnden uns im Knoten α und nehmen an, dass soeben im Knoten σ1, al-
so im ersten Sohn, ein Mode-σ1, 3-Produkt durchgeführt wurde mit einer Matrix
M ∈ Ks′σ1×sσ1 . Die Pseudoinverse von M sei mit N ∈ Ksσ1×′σ1 bezeichnet. Da die
Elemente φα,iα des Erzeugendensystems von Uα dargestellt sind bezüglich des Pro-
dukterzeugendensystems von Uσ1⊗Uσ2 , müssen wir nun diese Darstellung anpassen.
Dabei wird im allgemeinen ein Approximationsfehler auftreten, dies wird in Kapitel
7 genauer behandelt. Es gilt nach (6.10)
φα,iα =
sσ1∑
iσ1=1
sσ2∑
iσ2=1
aα,iαiσ1 iσ2
φσ1,iσ1 ⊗ φσ2,iσ2 .
Ersetzen wir nun φσ1,iσ1 gemäß (6.17) durch
φσ1,iσ1 ≈
s′σ1∑
i′σ1=1
Niσ1 i′σ1
φ˜σ1,i
′
σ1 ,
so erhalten wir
φα,iα ≈
sσ1∑
iσ1=1
sσ2∑
iσ2=1
aα,iαiσ1 iσ2
 s′σ1∑
i′σ1=1
Niσ1 i′σ1
φ˜σ1,i
′
σ1
⊗ φσ2,iσ2
=
s′σ1∑
i′σ1=1
sσ2∑
iσ2=1
 sσ1∑
iσ1=1
aα,iαiσ1 iσ2
Niσ1 i′σ1
 φ˜σ1,i′σ1 ⊗ φσ2,iσ2 .
Setzen wir nun
a˜α,iαi′σ1 iσ2
:=
sσ1∑
iσ1=1
aα,iαiσ1 iσ2
Niσ1 i′σ1
,
so erhalten wir neue α-Koeﬃzientenmatrizen
A˜α,iα := NTAα,iα ∈ Ks′σ1×sσ2 (6.18)
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und damit den neuen α-Koeﬃziententensor
A˜σ1,σ2,α := Aσ1,σ2,α ◦α,1 NT ∈ Ks′σ1×sσ2×sα ,
wie man leicht nachrechnet. Analog zeigt man, dass ein Mode-σ2, 3-Produkt im
Knoten σ2 mit einer Matrix M ∈ Ksσ2×s′σ2 und entsprechender Pseudoinverser
N ∈ Ks′σ2×sσ2 zu neuen α-Koeﬃzientenmatrizen der Form
A˜α,iα := Aα,iαN ∈ Ksσ2×s′σ2 (6.19)
und damit zu einem neuen α-Koeﬃziententensor der Form
A˜σ1,σ2,α := Aσ1,σ2,α ◦α,2 NT ∈ Ksσ1×s′σ2×sα
führt.
6.2.3 Die Blätter
Wir können (und müssen) auch die Blätter in diesen Formalismus einbeziehen. Für
jedes Blatt j ∈ {1, . . . , d} ist ja gemäß (6.10) eine Koeﬃzientenmatrix Aj ∈ Ks′j×sj
bezüglich eines Erzeugendensystems φj,ij , 1 ≤ ij ≤ sj , des Raumes Uj gegeben,
welches bezüglich eines zweiten Erzeugendensystems ψj,i
′
j , 1 ≤ i′j ≤ s′j , des Raumes
U ′j ⊃ Uj deﬁniert ist. Analog zum Mode-α, 3-Produkt, welches ja eine lineare Trans-
formation des Raumes Uα und des entsprechenden Erzeugendensystems vermittelt,
können wir nun eine lineare Transformation des Raumes Uj realisieren, indem wir
diese Koeﬃzientenmatrix mit einer passenden Matrix M ∈ Ksj×s′′j multiplizieren.
Im Fall eines inneren Knotens machen wir ja genau das gleiche, nur haben in diesem
Fall die Koeﬃzientenvektoren wiederum Matrixstruktur. Dies spielt in den Blättern
keine Rolle, die Matrix Aj entspricht schon der Mode-3-Matrizisierung des Koef-
ﬁzententensors, wenn wir die Matrix als Element des Tensorraumes K1×s
′
j×sj der
Ordnung 3 auﬀassen. Analog zieht solch ein Produkt, also solch eine Änderung des
Erzeugendensystems, auch ein entsprechendes Mode-α, 1- oder Mode-α, 2-Produkt
im Vater-Knoten α von j nach sich, je nachdem ob j der erste oder zweite Sohn ist.
Analog zu (6.13) deﬁnieren wir nun eine lineare Transformation des Erzeugendensys-
tems von Uj über die entsprechende lineare Transformation der Koeﬃzientenvektoren
bzw. der Koeﬃzientenmatrix. Wir formulieren die folgende
Deﬁnition 6.11 (Mode-j, 3-Produkt). Für ein Blatt j ∈ {1, . . . , d} mit Koeﬃzien-
tenmatrix Aj ∈ Ks′j×sj sei eine Matrix M ∈ Ks′′j×sj gegeben. Wir bezeichnen die
Operation
A˜j := Aj ◦j,3 M
:⇔
(
A˜j
)T
:= M
(
Aj
)T
⇔ A˜j := AjMT
analog zu Deﬁnition 6.5 als Mode-j, 3-Produkt von Aj und M .
Diese Deﬁnition ist etwas kontraintuitiv, wie wir in den folgenden Abschnitten sehen
werden, und wurde nur gewählt, um formal die gleiche Struktur wie beim Mode-
α, 3-Produkt zu erhalten, siehe auch Bemerkung 6.6. Damit können wir vollkommen
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analog zu den in Abschnitt 6.2.1 beschriebenen Möglichkeiten nun auch in den Blät-
tern Basiswechsel oder die Berechnung von Approximationen usw. vornehmen.
Wir wollen nun noch den allgemeinen Zusammenhang zwischen den verschiedenen
Produkten festhalten.
Lemma 6.12. Sei α ∈ I(TJ) gegeben mit S(α) = {σ1, σ2}. Werden in σ1 ein Mode-
σ1, 3-Produkt mit einer Matrix M (σ1) ∈ Ks′σ1×sσ1 und in σ2 ein Mode-σ2, 3-Produkt
mit einer MatrixM (σ2) ∈ Ks′σ2×sσ2 durchgeführt - die entsprechenden Pseudoinversen
seien N (σ1) und N (σ2) - so führt dies im Knoten α zu folgender Änderung des α-
Koeﬃziententensors bzw. der α-Koeﬃzientenmatrizen:
A˜σ1,σ2,α := Aσ1,σ2,α ◦α,1
(
N (σ1)
)T ◦α,2 (N (σ2))T ,
A˜α,iα :=
(
N (σ1)
)T
Aα,iαN (σ2).
Dies folgt unmittelbar aus den Deﬁnitionen 6.11 und 6.5, sowie (6.18) und (6.19).
Ein Wechsel des Erzeugendensystems kann natürlich auch in anderer Form gege-
ben sein, nämlich durch eine Faktorisierung der entsprechenden (transponierten!)
Mode-α, 3-Matrizisierung B :=
(
B
(3)
Aσ1,σ2,α
)T
des α-Koeﬃziententensors oder der
Koeﬃzientenmatrix B := Aj im Blatt j:
B = BneuC. (6.20)
Dann deﬁniert Bneu den entsprechend geänderten neuen α-Koeﬃziententensor bzw.
die neue j-Koeﬃzientenmatrix und C wird für das entsprechende Mode-α, 1- oder
Mode-α, 2-Produkt im Vaterknoten benötigt. C übernimmt direkt die Rolle der Pseu-
doinversen N . In dieser Formulierung wird uns ein Wechsel des Erzeugendensystems
bei der Orthonormalisierung in Abschnitt 6.3 begegnen (QR-Zerlegung), er ist oﬀen-
sichtlich äquivalent zu
Bneu = BC
†.
Kommen wir nun zu den Kosten.
Lemma 6.13.
1. Die Kosten für ein Mode-α, 1-Produkt von Aσ1,σ2,α ∈ Ksσ1×sσ2×sα und M ∈
Ks
′
σ1
×sσ1 belaufen sich auf
RMode-α,1 = s′σ1sσ2sα (2sσ1 − 1) .
2. Die Kosten für ein Mode-α, 2-Produkt von Aσ1,σ2,α ∈ Ksσ1×sσ2×sα und M ∈
Ks
′
σ2
×sσ2 belaufen sich auf
RMode-α,2 = sσ1s′σ2sα (2sσ2 − 1) .
3a. Die Kosten für ein Mode-α, 3-Produkt von Aσ1,σ2,α ∈ Ksσ1×sσ2×sα und M ∈
Ks′α×sα belaufen sich auf
RMode-α,3 = sσ1sσ2s′α (2sα − 1) .
3b. Die Kosten für ein Mode-j, 3-Produkt von Aj ∈ Ks′j×sj und M ∈ Ks′′j×sj belaufen
sich auf
RMode-j,3 = sjs′′j
(
2s′j − 1
)
.
Dieser Abschnitt sollte auf recht allgemeine Weise zeigen, wie wir mit den Daten-
strukturen des hierarchischen Formates operieren. Nun werden wir dies für die Deﬁ-
nition und Analyse der weiteren arithmetischen Operationen verwenden.
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6.3 Orthonormalisierung
Bisher sind wir immer von beliebigen Erzeugendensystemen φα,iα der Räume Uα
ausgegangen. Für die numerische Behandlung von Tensoren im hierarchischen For-
mat ist es aber wesentlich sinnvoller, wenn Orthonormalbasen vorliegen. Dies liegt
zum einen daran, dass eine Orthonormaldarstellung für weitere arithmetische Ope-
rationen wie Addition oder Kürzung sehr günstige Stabilitätseigenschaften besitzt
(Fehlerfortpﬂanzung), und zum anderen daran, dass die Verwendung einer Basis in
vielen Fällen zu speicheroptimierten Darstellungen führt (gegenüber der Verwendung
von Erzeugendensystemen). Außerdem werden die noch vorzustellenden Kürzungs-
methoden auf ganz natürliche Weise Orthonormalbasen erzeugen.
Diese Eigenschaften mögen auf den ersten Blick trivial erscheinen, sind es aber nicht.
So erhält man im r-Term-Format speicheroptimale Darstellungen nur durch den Ver-
zicht auf Orthonormalität, der Darstellungsrang einer orthonormalen Darstellung
wäre in vielen Fällen wesentlich höher. Genau diesen Nachteil wird das hierarchische
Format nicht mehr aufweisen, d.h. wir können den Vorteil der Niedrigrangdarstel-
lung mit linearer Abhängigkeit des Speicheraufwandes von der Dimension d kombi-
nieren mit dem Vorteil der Unterraum- oder Tucker-Darstellung der durchgängigen
Verwendung von Orthonormalbasen und den daraus resultierenden günstigen Sta-
bilitätseigenschaften. Um diesen Gedanken noch etwas abzurunden, verweisen wir
auf Remark 3.2 aus [24] bzw. auf Proposition 6.21 weiter unten, die eine wichtige
Stabilitätseigenschaft der hierarchischen Orthonormaldarstellung ganz allgemein for-
muliert.
Das formale Werkzeug zur Erzeugung einer orthonormalen hierarchischen Tensor-
darstellung, d.h. zur entsprechenden Manipulation der Datenstrukturen des hierar-
chischen Formates, haben wir bereits im letzten Abschnitt kennengelernt, nun wollen
wir das konkrete Vorgehen erklären. Wir beginnen diesmal bei den Blättern, die Or-
thonormalisierung wird ein weiteres Beispiel einer Leaves-To-Root-Operation sein.
Im Folgenden werden wir auch erklären, warum wir in den Blättern zwei verschiedene
Erzeugendensysteme ψj,i
′
j und φj,ij benötigen, siehe (6.10).
6.3.1 Die Blätter
In jedem Blatt j ∈ {1, . . . , d} = L(TJ) ist nach (6.10) eine Koeﬃzientenmatrix
Aj ∈ Ks′j×sj gegeben, die ein Erzeugendensystem φj,ij , 1 ≤ ij ≤ sj des Raumes Uj
über eine Koeﬃzientendarstellung der φj,ij bezüglich eines Erzeugendensystems ψj,i
′
j ,
1 ≤ i′j ≤ s′j des Raumes U ′j ⊃ Uj deﬁniert. Bisher haben wir nicht genau erklärt,
warum wir diese beiden Erzeugendensysteme überhaupt benötigen und wieso wir
nicht generell mit einem einzigen Erzeugendensystem arbeiten können. Die folgende
Fallunterscheidung wird diese Fragen beantworten. Wir unterscheiden zwei Fälle.
Der Fall dimVj <∞ Ist Vj ein endlichdimensionaler Raum mit dimVj = nj <∞,
so können wir aufgrund der Isomorphie
Vj ∼= Knj
annehmen, dass die ψj,i
′
j bereits eine Orthonormalbasis (ONB) von Vj bilden, be-
züglich der die φj,ij dargestellt sind. Es gilt dann
s′j = nj = dimVj
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und U ′j = Vj . So könnten die ψ
j,i′j die Standardnormalbasis bilden, bezüglich der die
Koeﬃzientenmatrix Aj ∈ Knj×sj gegeben ist. Bilden die ψj,i′j bereits eine ONB, so
ist die darstellende Matrix einer weiteren ONB bezüglich der ψj,i
′
j automatisch eine
Orthogonalmatrix. Daher genügt es, eine QR-Zerlegung der Matrix Aj zu berechnen,
um auch die φj,ij durch eine ONB zu ersetzen, siehe auch Abschnitt 2.3.2:
Aj = QjRj , Qj ∈ Knj×rj , Rj ∈ Krj×sj . (6.21)
Hierbei ist rj = dimUj , Qj ist eine Orthogonalmatrix mit paarweise orthonormalen
Spalten und Rj ist eine obere Dreiecksmatrix. Die Spalten von Qj deﬁnieren nun
eine Orthonormalbasis φj,ij , 1 ≤ ij ≤ rj von Uj . Im Unterschied zu Abschnitt 6.2.3
ist hier der Wechsel des Erzeugendensystems andersherum formuliert, siehe (6.20),
das alte Erzeugendensystem ist gegeben als Linearkombination der neuen Orthonor-
malbasis, d.h. die Matrix Rj entspricht schon direkt der transponierten Pseudoin-
versen NT =
(
M †
)T ∈ Krj×sj mit M wie in Deﬁnition 6.11. Wir erhalten daher
folgende Vorschrift für das entsprechende Mode-α, 1-Produkt bzw. das Update der
α-Koeﬃzientenmatrizen im Falle j = σ1(α) = σ1
A˜σ1,σ2,α = Aσ1,σ2,α ◦α,1 Rσ1 , (6.22)
A˜α,iα = Rσ1Aα,iα
und für das entsprechende Mode-α, 2-Produkt bzw. das Update der α-Koeﬃzienten-
matrizen im Falle j = σ2(α) = σ2
A˜σ1,σ2,α = Aσ1,σ2,α ◦α,2 Rσ22, (6.23)
A˜α,iα = Aα,iα (Rσ2)T
Für die Berechnung der QR-Zerlegung benötigt man nur die Skalarprodukte der
Spaltenvektoren von Aj .
Der allgemeine Fall Im allgemeinen Fall ist Vj ein beliebiger unendlichdimensio-
naler (Prä-)Hilbertraum, dessen Skalarprodukt beliebig kompliziert sein kann, ebenso
kann die direkte Darstellung von Elementen vj ∈ Vj beliebig kompliziert sein. Wir
müssen daher davon ausgehen, dass wir zwar Linearkombinationen der extern gege-
benen ψj,i
′
j bilden können, diese aber weder explizit berechnen und damit darstellen,
noch deren Skalarprodukte explizit berechnen können. Wir benötigen daher (vorerst)
immer das Erzeugendensystem der ψj,i
′
j und die Werte ihrer Skalarprodukte bzw. die
Gram-Matrix G(ψ) und müssen jedes andere Erzeugendensystem bezüglich der ψj,i
′
j
darstellen, auch wenn s′j >> rj sein sollte. Es ist auch möglich, dieses Problem di-
rekt anzugehen, allerdings werden wir im Rahmen dieser Arbeit nicht mehr darauf
eingehen können.
Für den Moment bedeutet das allerdings, dass die Matrix Aj ∈ Ks′×sj immer be-
züglich der ψj,i
′
j deﬁniert ist. Der eigentliche Nachteil davon wird erst im Rahmen
der Addition deutlich werden, aber auch für die Orthonormalisierung bedeutet das
Komplikationen. In diesem Fall gilt natürlich U ′j
⊂
6=Vj . Wir können davon ausgehen,
dass dann die beiden Erzeugendensysteme der ψj,i
′
j und φj,ij vor der Orthonormali-
sierung identisch sind, also U ′j = Uj und s
′
j = sj gilt. Wir benötigen ja kein zweites
beliebiges Erzeugendensystem, sondern eine Orthonormalbasis. Es ist dann Aj = Isj .
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Wenn wir jetzt eine Orthonormalbasis berechnen wollen, so können wir nicht einfach
eine QR-Zerlegung von Aj berechnen, diese ist ja schon orthogonal, sondern müssen
noch der Nicht-Orthonormalität der ψj,ij Rechnung tragen. Wir können auch eine
ONB nicht mehr daran erkennen, dass die Matrix Aj paarweise orthonormale Spal-
ten hat.
Für die Erzeugung einer ONB verwenden wir die Skalarprodukte der ψj,i
′
j bzw. die
Gram-Matrix G(ψ), die diese enthält. Damit können wir jetzt eine Gram-Schmidt-
Orthonormalisierung durchführen. Wir erhalten dann eine obere Dreiecks-Matrix
Rj ∈ Krj×sj ,
deren Spalten die Vektoren ψj,i
′
j als Linearkombinationen der neuen ONB φj,ij , 1 ≤
ij ≤ rj = dimUj , deﬁnieren. Die Pseudoinverse
(
Rj
)†
deﬁniert dann die Darstellung
der φj,ij bezüglich der ψj,i
′
j . Es ist dann wegen Aj = Isj(
Rj
)†
= Ajneu := A
j
(
Rj
)†
.
Gemäß Abschnitt 6.2.3 entspricht dies einemMode-j, 3-Produkt vonAj und
((
Rj
)†)T
und zieht daher ein entsprechendes Update im Vaterknoten nach sich analog zu (6.22)
bzw. (6.23).
Eine unwesentlich andere, formal vielleicht befriedigendere Alternative zu diesem
Vorgehen wäre, zuerst mittels Gram-Schmidt wie eben beschrieben eine ONB von
Uj zu berechnen, die Matrix
(
Rj
)†
extern zu speichern und als Matrix Aj = Irj
die Einheitsmatrix zu verwenden. Damit deﬁniert
(
Rj
)†
quasi die externe ONB von
Uj als Analogon zur Verwendung der Standardnormalbasis im endlichdimensionalen
Fall, die ja auch extern gegeben ist, aber auf die wir hier nicht zurückgreifen können.
Zusätzlich deﬁniert Aj = Irj für alle weiteren Operationen die orthogonale Matrix A
j
als j-Koeﬃzientenmatrix. Der Vorteil wäre, dass wir dann eine Orthonormaldarstel-
lung direkt daran erkennen könnten, dass alle Koeﬃzientenmatrizen orthogonal sind
und wir alle weiteren Berechnungen mit diesem Tensor nur mit orthogonalen Matri-
zen durchführen müssen, was aus Stabilitätsgründen wünschenswert ist. Allerdings
werden bei den grundlegenden Operationen in den Blättern ausschließlich Matrix-
Multiplikationen durchgeführt und bei komplizierteren Operationen oder Operatio-
nen mit anderen Tensoren wie z.B. der Addition benötigt man letzten Endes doch
wieder die Matrix
(
Rj
)†
. Ein Nachteil besteht außerdem im höheren Speicherauf-
wand. Im Prinzip sind aber beide Methoden gleichwertig, weswegen wir hier die
erste und übersichtlichere Methode aufgreifen wollen.
Bemerkung 6.14. Auch im endlichdimensionalen Fall dimVj = nj < ∞ kann
es sein, dass nur das extern gegebene Erzeugendensystem ψj,ij praktisch verfügbar
ist und der im vorherigen Abschnitt verwendete Isomorphismus Vj ∼= Knj nur für
theoretische Zwecke gut ist. Dann können wir natürlich auch die hier beschriebene
Herangehensweise verwenden, daher ist dieser Abschnitt auch mit Der allgemeine
Fall überschrieben.
6.3.2 Die inneren Knoten
Sei nun α ∈ I(TJ) ein innerer Knoten mit S(α) = {σ1, σ2}. Um eine Orthonor-
malbasis für Uα zu erzeugen, berechnen wir analog zu (6.21) eine QR-Zerlegung der
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transponierten Mode-3-Matrizisierung von Aσ1,σ2,α, also
(
B
(3)
Aσ1,σ2,α
)T
= QαRα. (6.24)
Wir müssen hier die Transponierte verwenden, da nach Bemerkung 6.6 die vektori-
sierten α-Koeﬃzientenmatrizen die Zeilen von B(3)Aσ1,σ2,α sind. Für den Vater β von
α muss nun noch ein Update des β-Koeﬃziententensors erfolgen, dies ist in Ab-
schnitt 6.2.2 beschrieben und erfolgt vollständig analog zu (6.22) oder (6.23), d.h.
wir erhalten im Vaterknoten β entweder die neuen β-Koeﬃzientenmatrizen
A˜β,iβ = RαAβ,iβ
oder
A˜β,iβ = Aβ,iβ (Rα)T .
Wiederum deﬁnieren die Spalten von Qα eine Orthonormalbasis von Uα. Für die
Berechnung der QR-Zerlegung benötigt man wiederum die Skalarprodukte der Spal-
tenvektoren von
(
B
(3)
Aσ1,σ2,α
)T
, bzw. die Gram-Matrix G(
(
B
(3)
Aσ1,σ2,α
)T
), die wir ab-
kürzend mit
G(Aσ1,σ2,α) := G(
(
B
(3)
Aσ1,σ2,α
)T
)
bezeichnen wollen. Für die Einträge der Gram-Matrix gilt nun
G(Aσ1,σ2,α)k,` =
〈
Aα,k, Aα,`
〉
F
, (6.25)
d.h. dies sind genau die Frobenius-Skalarprodukte der α-Koeﬃzientenmatrizen Aα,iα .
6.3.3 Orthonormalisierung eines Tensors in hierarchischer Darstellung
Mit den Ergebnissen aus den beiden vorangegangenen Abschnitten formulieren wir
nun die Rekursionsvorschrift zur Orthonormalisierung eines Tensors in hierarchi-
scher Darstellung. Dazu sei ein Tensor v gegeben mit einem zugehörigen Dimensi-
onsbaum TJ und einer hierarchischen Unterraum-Familie U(TJ) = {Uα | α ∈ TJ}.
Die Unterraum-Familie wird durch die Orthonormalisierung nicht verändert, nur der
Darstellungsrang, siehe Abschnitt 5.3.4.
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Algorithmus 6.3 Orthonormalisierung eines Tensors
Input: Tensor v
Output: Orthonormaldarstellung von v

Rekursionsfunktion: Ortho(α)
Argument: α ∈ TJ
Söhne S(α) = {σ1, σ2}
if α = j ∈ L(TJ) then
[Qj , Rj ] = QR(Aj) (allgemein: Bestimme Rj über Gram-Schmidt)
Aj = Qj (allgemein: Aj =
(
Rj
)†
)
Ortho(α) := Rj
else
Rσ1 := Ortho(σ1)
Rσ2 := Ortho(σ2)
Aσ1,σ2,α ← Aσ1,σ2,α ◦α,1 Rσ1 ◦α,2 Rσ2
if α ∈ I(TJ) then
Rσ1 := Ortho(σ1)
Rσ2 := Ortho(σ2)
Aσ1,σ2,α ← Aσ1,σ2,α ◦α,1 Rσ1 ◦α,2 Rσ2
Aα :=
(
B
(3)
Aσ1,σ2,α
)T
[Qα, Rα] = QR(Aα)
Deﬁniere orthonormierten α-Koeﬃziententensor Aσ1,σ2,α über(
B
(3)
Aσ1,σ2,α
)T
:= Qα
Ortho(α) := Rα
end if
end if

Start der Rekursion: Ortho(J)
Mit dieser Vorschrift werden in allen Knoten mit Ausnahme der Wurzel α = J Or-
thonormalbasen der Unterräume Uα erzeugt. Für die Wurzel benötigen wir keine
ONB mehr. Die Hilfsfunktion QR(A) erzeugt eine QR-Zerlegung der Matrix A und
hat die in der Methodenübersicht 2.7 zusammengefassten Eigenschaften. Wir wollen
nun den Rechenaufwand abschätzen und den Speicheraufwand für den orthonormali-
sierten Tensor v˜ = v angeben. Es müssen folgende Rechenoperationen durchgeführt
werden:
(i) Für α = j ∈ L(TJ) im Fall dimVj = nj < ∞: QR-Zerlegung einer nj × sj-
Matrix:
RQR ≤ 2njs2j = O(njs2j ).
Im allgemeinen Fall: Berechnung von Rj ∈ Krj×sj und (Rj)† ∈ Ksj×rj , hier-
bei kostet die Berechnung der Pseudoinversen gemäß Abschnitt 2.3.5 und Ab-
schnitt 2.7
RPI = O(sjr2j + r3j ). (6.26)
Die Kosten für das Gram-Schmidt-Verfahren belaufen sich nach Abschnitt 2.3.2
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und Abschnitt 2.3.5 auf
RGS =
s′j(s
′
j + 1)
2
R〈·,·〉V + sj
(
s′j
)2
= O(s′j 2
(
sj +R〈·,·〉V
)
). (6.27)
(ii) Für α ∈ I(TJ): ◦α,1- und ◦α,2-Produkt eines sσ1×sσ2×sα-Koeﬃziententensors
mit einer rσ1 × sσ1-Dreiecks-Matrix und einer rσ2 × sσ2-Dreiecks-Matrix:
RMode-α,1 +RMode-α,2 = sα (rσ1sσ2 (2sσ1 − rσ1) + rσ1rσ2 (2sσ2 − rσ2))
= sαrσ1 (sσ2 (2sσ1 − rσ1) + rσ2 (2sσ2 − rσ2)) .
QR-Zerlegung einer rσ1rσ2 × sα-Matrix:
RQR ≤ 2rσ1rσ2s2α = O(rσ1rσ2s2α).
(iii) Für α = J : ◦α,1- und ◦α,2-Produkt eines sσ1 × sσ2 × sJ -Koeﬃziententensors
mit einer rσ1 × sσ1-Dreiecks-Matrix und einer rσ2 × sσ2-Dreiecks-Matrix:
RMode-α,1+RMode-α,2 = sJrσ1(J)
(
sσ2(J)
(
2sσ1(J) − rσ1(J)
)
+ rσ2(J)
(
2sσ2(J) − rσ2(J)
))
.
Hierbei ist im Falle der Orthonormalisierung eines einzelnen Tensors sJ = 1.
Bemerkung 6.15. Hierbei wurde verwendet, dass der Aufwand für die Multiplika-
tion einer oberen Dreiecksmatrix R ∈ Kk×n, k ≤ n, mit einer Matrix M ∈ Kn×m
nur mk(2n− k) Rechenoperationen beträgt im Gegensatz zu mk(2n− 1) Rechenope-
rationen für das Produkt beliebiger Matrizen gleicher Größe.
Bemerkung 6.16. Man kann die hier angegeben Abschätzungen noch verbessern,
in dem man die Reihenfolge der Matrixmultiplikationen R1A(R2)T bei der Durchfüh-
rung der jeweiligen Mode-α, k-Produkte, siehe Deﬁnition 6.5, optimiert, hier wurden
sie von links nach rechts durchgeführt. Aus Gründen der Übersichtlichkeit wurde hier
darauf verzichtet.
Wir erhalten unmittelbar
Lemma 6.17. Die Orthonormalisierung der hierarchischen Darstellung eines Ten-
sors v kostet
ROrtho = ROrtho,L(TJ ) +ROrtho,I(TJ ) +ROrtho,J ,
wobei
ROrtho,I(TJ ) ≤
∑
α∈I(TJ )
[
sαrσ1 (sσ2 (2sσ1 − rσ1) + rσ2 (2sσ2 − rσ2)) + 2rσ1rσ2s2α
]
.
und
ROrtho,J ≤ rσ1(J)
(
sσ2(J)
(
2sσ1(J) − rσ1(J)
)
+ rσ2(J)
(
2sσ2(J) − rσ2(J)
))
.
Die Kosten für die Blätter hängen von der Dimension der Ansatzräume ab. Sind alle
Vj endlichdimensional, so erhalten wir
ROrtho,L(TJ ) ≤
∑
j∈J
2njs
2
j .
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Für jeden Raum mit unendlicher Dimension verändert sich dies gemäß (6.26) und
(6.27).
Gilt die obere Schranke sα ≤ s für alle α ∈ TJ und zusätzlich nj ≤ n für alle j ∈ J ,
so erhalten wir die Abschätzung
ROrtho,≤s,n ≤ 4s3 + 2dns2 + 8(d− 2)s4 = 2s2(2s+ dn+ 4(d− 2)s2)
= O(ds2(s2 + n)).
Der Speicheraufwand für die neue Darstellung von v beträgt
SOrtho = rσ1(J)rσ2(J) +
d∑
j=1
njrj +
∑
α∈I(TJ )
rσ1rσ2rα.
Gilt die obere Schranke rα ≤ r für alle α ∈ TJ und zusätzlich nj ≤ n für alle j ∈ J ,
so erhalten wir die Abschätzung
SOrtho,≤r,n ≤ r2 + drn+ (d− 2)r3 = r(r + dn+ (d− 2)r2)
= O(dr(r2 + n)).
Bemerkung 6.18. Wichtig ist hierbei, dass nur eine andere Darstellung des Tensors
v erzeugt wird. Selbstverständlich kann man durch eine leichte Abwandlung dieser
Rekursion auch beliebige andere Wechsel der Erzeugendensysteme vornehmen, wenn
dies gewünscht wird. Man kann an dieser Operation auch schon ablesen, dass der
Rechenaufwand fast linear ist bezogen auf den Speicherbedarf (s4 zu s3), insbeson-
dere linear in der Ordnung des Tensors oder Dimension d. Dies wird auch bei allen
weiteren Operationen, die wir besprechen werden, der Fall sein.
Bemerkung 6.19. Die orthonormalisierte Darstellung eines Tensors im hierarchi-
schen Format ist die erste Standardform der hierarchischen Darstellung. Die Ver-
wendung von Orthonormalbasen garantiert Stabilität bei allen weiteren Rechenopera-
tionen. Nur bei der Erzeugung einer orthonormalen Darstellung können Eﬀekte wie
Auslöschung gültiger Stellen (cancellation) eintreten.
Bemerkung 6.20. Auch wenn es auf den ersten Blick so ausieht, als ob nach der
Erzeugung der orthonormalen Darstellung der Speicheraufwand gleich oder gerin-
ger sei als vorher, muss das nicht immer der Fall sein. Ein Beispiel dafür werden
wir kennenlernen, wenn wir später noch einmal die Behandlung eines Tensors in
r-Term-Darstellung betrachten. Vor der Orthonormalisierung können nämlich die α-
Koeﬃzientenmatrizen bzw. α-Koeﬃziententensoren bestimmte einfache Strukturen
besitzen, schwach besetzt sein oder eine Niedrigrangstruktur haben (sparse oder data-
sparse). Diese Eigenschaften gehen bei der Orthonormierung i.a. verloren, so dass
die Orthonormaldarstellung in manchen Fällen einen höheren Speicherbedarf hat.
Wir wollen noch kurz eine Eigenschaft der hierarchischen Orthonormaldarstellung
angeben, die die in Bemerkung 6.19 angesprochenen Themen, insbesondere bezüglich
der Stabilität vertieft.
Proposition 6.21. Sei V ein Hilbertraum über K, sei v ∈ V in hierarchischer
Orthonormaldarstellung gegeben. Dann gilt für α ∈ TJ∥∥∥∥∥
rα∑
iα=1
ciαφ
α,iα
∥∥∥∥∥
2
=
rα∑
iα=1
|ciα |2
∥∥φα,iα∥∥2 = rα∑
iα=1
|ciα |2.
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Beweis. Da V =
⊗
j∈J Vj ein Hilbertraum ist, gilt dies auch für V
(α) =
⊗
j∈α Vj .
Damit ist (2.9) anwendbar - die φα,iα sind paarweise orthonormal - und die Behaup-
tung folgt direkt. 
6.4 Addition
Wenn wir zwei Tensoren v und w im hierarchischen Format addieren wollen, so
müssen beide bezüglich desselben Dimensionsbaumes TJ dargestellt sein. Diese Be-
dingung stellt sicher, dass für alle α ∈ TJ die hierarchischen Unterräume Uα,v und
Uα,w beides Unterräume von V(α) sind,
Uα,v ⊂ V(α), (6.28)
Uα,w ⊂ V(α), (6.29)
eine notwendige Bedingung für die Formulierung unserer Additionsvorschrift; zur
Deﬁnition von V(α) siehe 5.13. Andernfalls ist unklar, wie man einen gemeinsamen
Dimensionsbaum und eine zugehörige hierarchische Unterraum-Familie für die Sum-
me deﬁnieren soll. Man kann diese Bedingung allerdings noch etwas relaxieren, so
spielt es keine Rolle, in welcher Reihenfolge die Söhne eines Knoten α numeriert
sind. Solch eine Vertauschung kann durch Transponieren realisiert werden, d.h. die
Daten sind bis auf Transponieren der jeweiligen α-Koeﬃzientenmatrizen dieselben.
Man müsste dann nur für die Durchführung der Addition eine Reihenfolge der Söh-
ne festlegen. Der Einfachheit halber fordern wir aber denselben zugrundeliegenden
Dimensionsbaum TJ für beide (bzw. alle) Summanden.
Das Grundprinzip der Addition ist recht einfach. Wir haben für v und w jeweils
die zugehörigen hierarchischen Unterraum-Familien Uv und Uv gegeben:
Uv = {Uα,v | α ∈ TJ} ,
Uw = {Uα,w | α ∈ TJ} .
Wir deﬁnieren nun die Summe
z := v +w
über die lineare Hülle der Vereinigung der Unterräume
Uα,z := span (Uα,v ∪ Uα,w) . (6.30)
(6.30) ist wohldeﬁniert wegen (6.28) und (6.29). Als Erzeugendensystem für Uα,z
erhalten wir trivialerweise
Uα,z = span
({
φ
α,iα,v
v | 1 ≤ iα,v ≤ sα,v
}
∪
{
φ
α,iα,w
w | 1 ≤ iα,w ≤ sα,w
})
,
d.h. wir erhalten als Elemente der Erzeugendensystems
φα,kz = φ
α,k
v für 1 ≤ k ≤ sα,v,
φα,kz = φ
α,k−sα,v
w für sα,v + 1 ≤ k ≤ sα,v + sα,w.
Hierbei haben wir oBdA eine bestimmte Reihenfolge der Elemente des Erzeugenden-
systems festgelegt. Diese kann beliebig anders gewählt werden, allerdings hängt die
Koeﬃzientendarstellung von dieser Reihenfolge ab. Wir wollen nun betrachten, wie
die Koeﬃzientendarstellung der Elemente des obigen Erzeugendensystems aussieht.
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Lemma 6.22. Die formale Addition zweier Tensoren v+w = z liefert die folgende
Darstellung:
(i) Blatt j:
(i.1) dimVj = nj <∞:
Ajz :=
(
Ajv A
j
w
)
∈ Knj×(sj,v+sj,w)
(i.2) dimVj =∞:
Ajz :=
(
Ajv 0
0 Ajw
)
∈ K(s′j,v+s′j,w)×(sj,v+sj,w)
Im Fall dimVj = ∞ müssen wir noch ein gemeinsames Erzeugenden-
system ψ
j,i′j,z
z des Raumes U
j
z aus den Erzeugendensystemen ψ
j,i′j,v
v des
Raumes U jv und ψ
j,i′j,w
w des Raumes U
j
w bilden. Hierbei gilt{
ψ
j,i′j,z
z | 1 ≤ i′j,z ≤ s′j,z
}
:=
{
ψ
j,i′j,v
v | 1 ≤ i′j,v ≤ s′j,v
}
∪
{
ψ
j,i′j,w
w | 1 ≤ i′j,w ≤ s′j,w
}
.
Insbesondere gilt s′j,z = s
′
j,v + s
′
j,w.
(ii) Knoten α ∈ I(TJ):
Die α-Koeﬃzientenmatrizen Aα,kz haben die folgende Form:
für 1 ≤ k ≤ sα,v:
Aα,kz :=
(
Aα,kv 0
0 0
)
∈ K(sσ1,v+sσ1,w)×(sσ2,v+sσ2,w)
für sα,v + 1 ≤ k ≤ sα,v + sα,w:
Aα,kz :=
(
0 0
0 A
α,k−sα,v
w
)
∈ K(sσ1,v+sσ1,w)×(sσ2,v+sσ2,w)
(iii) Wurzel α = J :
AJ,1z :=
(
AJ,1v 0
0 AJ,1w
)
∈ K(sσ1,v+sσ1,w)×(sσ2,v+sσ2,w)
Hierbei werden nur die Daten beider Tensoren umformatiert und in einer Datenstruk-
tur gespeichert. Diese triviale Form der Addition benötigt daher keinen zusätzlichen
Aufwand. Es kann natürlich sein, dass
Uα,v ∩ Uα,w 6= {0} ,
dass also beide Unterräume einen nichttrivialen Schnitt haben. Dann ist
dimUα,z < dimUα,v + dimUα,w
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und wir können die Darstellung noch vereinfachen. Es könnte ja z.B. auch sein, dass
die Erzeugendensysteme von Uα,v und Uα,w für alle (oder auch einen Teil) der Kno-
ten α übereinstimmen, dann hätte man lediglich die beiden J-Koeﬃzientenmatrizen
addieren müssen. Da wir jedoch ohnehin an einer Orthonormaldarstellung von z in-
teressiert sind und die Summe zweier Tensoren i.a. nicht in Orthonormaldarstellung
vorliegt, selbst wenn beide Summanden in Orthonormaldarstellung vorliegen, so er-
folgt zusätzlich eine Orthonormalisierung. Diese kann parallel zur Addition ablaufen
oder nachträglich erfolgen. Ist einer der beiden Summanden schon in Orthonormal-
darstellung gegeben, so müssen nur noch die schon vorhandenen Orthonormalsysteme
zu Basen ergänzt werden, dies spart einigen Rechenaufwand.
Jetzt wollen wir dieses Vorgehen inklusive der Orthonormalisierung auf einer allge-
meinen Ebene formulieren. Dabei werden wir in der ersten, allgemeinen Version nicht
konkret angeben, wie wir für die Unterräume Uα,z eine Orthonormalbasis bestimmen
bzw. die zugehörige Koeﬃzientendarstellung, da das optimale Vorgehen stark vom
Einzelfall abhängt. Stattdessen werden wir annehmen, dass zusammen mit dem Un-
terraum Uα,z eine Orthonormalbasis bzw. deren Koeﬃzientendarstellung gegeben
ist in Form der transponierten Mode-3-Matrizisierung des α-Koeﬃziententensors.
Diese Matrix enthält die vektorisierten α-Koeﬃzientenmatrizen als Spalten und der
Span dieser Spalten - bezogen auf die zugrundeliegende Produktbasis in den inneren
Knoten - ist dann Uα,z. Mithilfe dieser Matrix können wir dann angeben, wie die β-
Koeﬃzientenmatrizen von v und w bezüglich des Vaterknotens β von α aktualisiert
werden müssen.
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Algorithmus 6.4 Addition zweier Tensoren
Input: Tensoren v, w bezüglich desselben Dimensionsbaumes TJ
Output: Summe z = v +w in Orthonormaldarstellung

Rekursionsfunktion: Add(α)
Argument: α ∈ TJ
Söhne S(α) = {σ1, σ2}
if α = j ∈ L(TJ) then
Bestimme (im Fall dimVj = nj < ∞ orthonormale) Koeﬃzientenmatrix Ajz ∈
Ks
′
j,z×rj,z mit der Eigenschaft
range Ajz = Uj,z = Uj,v + Uj,w
Bestimme Matrix Cjv ∈ Krj,z×sj,v mit der Eigenschaft Ajv = AjzCjv
Bestimme Matrix Cjw ∈ Krj,z×sj,w mit der Eigenschaft Ajw = AjzCjw
Add(j) := [Cjv C
j
w]
else
[Cσ1v C
σ1
w ] = Add(σ1)
[Cσ2v C
σ2
w ] = Add(σ2)
if α ∈ I(TJ) then
Aσ1,σ2,αv ← Aσ1,σ2,αv ◦α,1 Cσ1v ◦α,2 Cσ2v
Aσ1,σ2,αw ← Aσ1,σ2,αw ◦α,1 Cσ1w ◦α,2 Cσ2w
Bestimme orthonormale Matrix Aαz ∈ Krσ1,zrσ2,z×rα,z mit der Eigenschaft
range Aαz = Uα,z = Uα,v + Uα,w
Deﬁniere Aσ1,σ2,αz über
(
B
(3)
A
σ1,σ2,α
z
)T
:= Aαz
Aαv :=
(
B
(3)
A
σ1,σ2,α
v
)T
Aαw :=
(
B
(3)
A
σ1,σ2,α
w
)T
Bestimme Matrix Cαv ∈ Krα,z×sα,v mit der Eigenschaft Aαv = AαzCαv
Bestimme Matrix Cαw ∈ Krα,z×sα,w mit der Eigenschaft Aαw = AαzCαw
Add(α) := [Cαv C
α
w]
else
AJz := C
σ1
v A
J
v (C
σ2
v )
T + Cσ1w A
J
w (C
σ2
w )
T ∈ Krσ1,z×rσ2,z
end if
end if

Start der Rekursion: Add(J)
In dieser allgemeinen Form bleiben einige Fragen oﬀen. Wie genau erzeugt man die
Matrizen Ajz bzw. Aαz ? Diese wollen wir in den folgenden Abschnitten beantworten.
Prinzipiell kann man immer die formale Deﬁnition der Summe z der Tensoren v und
w aus Lemma 6.22 verwenden, um eine noch nicht orthonormalisierte Darstellung der
Summe zu erhalten, die man dann gemäß Algorithmus 6.3 orthonormalisiert. Hierbei
entstehen aber unnötige Kosten, falls mindestens einer der Summanden in Orthonor-
maldarstellung vorliegt, dazu kommen wir in den folgenden Abschnitten. Der kos-
tenrelevante Teil der Addition ist allerdings in jedem Fall die Orthonormalisierung,
daher sind die Kosten auch i.a. von der in Lemma 6.17 angegebenen Größenordnung.
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6.4.1 Die Blätter
Wieder unterscheiden wir zwei Fälle je nach der Dimension von Vj .
Der Fall dimVj <∞ In diesem Fall ist s′j,v = s′j,w = s′j,z = nj = dimVj , siehe
auch Abschnitt 6.3.1. Die Matrix Ajz entsteht dann als Orthogonalmatrix Q der
zugehörigen QR-Zerlegung:
M jz :=
(
Ajv A
j
w
)
= QjRj ,
Ajz := Q
j ∈ Knj×rj,z .
Wir haben hier der Übersichtlichkeit halber oBdA die MatrixM jz so konstruiert, dass
die ersten Spalten aus den Spalten von Ajv gebildet werden. Eine beliebige andere
Reihenfolge der Spalten ist denkbar. Für Qj gilt mit obiger Wahl
Qj =
(
Qjv Q
j
w,Erw
)
,
range Qjv = range A
j
v.
Für die obere Dreiecksmatrix Rj gilt
Krj,z×(rj,v+rj,w) 3 Rj =
(
Rjv R
j
w
)
,
QjRjv = A
j
v,
QjRjw = A
j
w.
Liegen v oder w schon in Orthonormaldarstellung vor, oBdA sei dies im Folgen-
den für v der Fall, so können wir einigen Rechenaufwand sparen. Wir können dann
annehmen, dass
Qjv = A
j
v,
Rjv =
(
Irj,v
0
)
gelten und müssen nur noch Qjw,Erw und R
j
w bestimmen. Liegen beide Summanden
schon in Orthonormaldarstellung vor, so erweitert man praktischerweise das größere
Orthonormalsystem.
Der Fall dimVj =∞ Zur Durchführung der Orthonormalisierung benötigen wir
jetzt nicht nur die Skalarprodukte der ψ
j,i′j,v
v untereinander und der ψ
j,i′j,w
w unterein-
ander sondern auch noch die gemischten Skalarprodukte
〈
ψ
j,i′j,v
v , ψ
j,i′j,w
w
〉
, 1 ≤ i′j,v ≤
s′j,v, 1 ≤ i′j,w ≤ s′j,w. Diese müssen also entweder extern gegeben oder berechen-
bar sein. Es muss nun mittels Gram-Schmidt eine Orthonormalisierung durchgeführt
werden. Hierbei muss man jeweils Bezug nehmen auf die Vereinigung der beiden ψ-
Systeme. Wir formulieren die entsprechende Faktorisierung ebenfalls mit den Buch-
staben Q und R, da hier ein Analogon zur QR-Zerlegung vorliegt. Allerdings sind
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die mit Qj∗ bezeichneten Matrizen nicht notwendigerweise orthogonal. Man erhält
s′j,z := s
′
j,v + s
′
j,w,{
ψ
j,i′j,z
z | 1 ≤ i′j,z ≤ s′j,z
}
:=
{
ψ
j,i′j,v
v | 1 ≤ i′j,v ≤ s′j,v
}
∪
{
ψ
j,i′j,w
w | 1 ≤ i′j,w ≤ s′j,w
}
,
M jz :=
(
Ajv 0
0 Ajw
)
∈ Ks′j,z×(sj,v+sj,w),
M jz = Q
jRj ,
Ajz := Q
j ,
Qj =
(
Qjv Q
j
Erw,w
)
∈ Ks′j,z×rj,z ,
Rj =
(
Rjv R
j
w
)
∈ Krj,z×(sj,v+sj,w).
Wiederum haben wir die Matrix M jz oBdA so konstruiert, dass zuerst die Spalten
von Ajv berücksichtigt worden sind und dann die Spalten von A
j
w. Eine beliebige
andere Reihenfolge der Spalten ist möglich.
Ist bereits einer der Summanden in Orthonormaldarstellung gegeben, oBdA sei dies
v, so spart man Rechenaufwand. Es ist dann sj,v = rj,v und es gilt in Analogie zum
endlichdimensionalen Fall
Qjv =
(
Ajv
0
)
,
Rjv =
(
Irj,v
0
)
.
Liegen beide Summanden in Orthonormaldarstellung vor, so kann man wiederum
das größere Orthonormalsystem erweitern, es gilt dann sj,v = rj,v und sj,w = rj,w.
Der Speicheraufwand für die Matrix Ajz beträgt
S
Ajz
= s′j,zrj,z =
(
s′j,v + s
′
j,w
)
rj,z. (6.31)
Eine Anmerkung: Will man auch in allen inneren Knoten Rechenaufwand sparen, so
muss man sich für einen der beiden orthonormalen Tensoren v oder w entscheiden
und jeweils das zugehörige Orthonormalsystem erweitern. Wir kommen im nächsten
Abschnitt noch kurz darauf zurück.
6.4.2 Die inneren Knoten
Im Knoten α ∈ I(TJ) muss die orthogonale Matrix Aαz berechnet werden, die den α-
Koeﬃziententensor Aσ1,σ2,αz in Orthonormaldarstellung deﬁniert. Wir haben im vor-
angegangenen Additionsschritt Matrizen Rσ1v , R
σ2
v , R
σ1
w und R
σ2
w durch entsprechende
QR-Zerlegung bzw. ein entsprechendes Gram-Schmidt-Verfahren erzeugt, diese sind
in Algorithmus 6.4 mit C anstelle von R bezeichnet, siehe den Fall α ∈ I(TJ). Die
entsprechenden Mode-α, k-Produkte liefern
A˜σ1,σ2,αv ← Aσ1,σ2,αv ◦α,1 Rσ1v ◦α,2 Rσ2v , (6.32)
A˜σ1,σ2,αw ← Aσ1,σ2,αw ◦α,1 Rσ1w ◦α,2 Rσ2w . (6.33)
6.4 Addition 113
Wir können nun eine Matrix Mαz deﬁnieren über
Mαz :=
((
B
(3)
A˜
σ1,σ2,α
v
)T (
B
(3)
A˜
σ1,σ2,α
w
)T)
, (6.34)
Krσ1,zrσ2,z×(sα,v+sα,w) 3Mαz = QαRα und damit
Aαz := Q
α. (6.35)
Um die konkrete Berechnung zu veranschaulichen, betrachten wir die α-Koeﬃzienten-
matrizen Aα,iα,vv und A
α,iα,w
w . Durch (6.32) und (6.33) werden diese abgebildet auf
Krσ1,z×rσ2,z 3 A˜α,iα,vv ← Rσ1v Aα,iα,vv (Rσ2v )T , (6.36)
Krσ1,z×rσ2,z 3 A˜α,iα,ww ← Rσ1w Aα,iα,ww (Rσ2w )T . (6.37)
Nachdem diese Matrizen nun alle dieselbe Größe haben, werden sie vektorisiert und
bilden die Spalten der Matrix Mαz , dies entspricht (6.34). OBdA. wurde M
α
z so
konstruiert, dass die ersten sα,v Spalten zu v gehören und die restlichen sα,w zu w.
Wiederum ist eine beliebige andere Anordnung erlaubt, dies ist ja nichts anderes als
eine andere Reihenfolge der Elemente des Erzeugendensystems zu wählen. Für die
Matrizen Qα und Rα gilt analog zum Fall der Blätter
Qα =
(
Qαv Q
α
Erw,w
) ∈ Krσ1,zrσ2,z×rα,z ,
range Qαv = range
(
B
(3)
A˜
σ1,σ2,α
v
)T
,
Rα =
(
Rαv R
α
w
) ∈ Krα,z×(sα,v+sα,w),
QαRαv =
(
B
(3)
A˜
σ1,σ2,α
v
)T
,
QαRαw =
(
B
(3)
A˜
σ1,σ2,α
w
)T
.
Auch hier können wir wieder Rechenoperationen sparen, wenn einer der Summanden,
oBdA sei das v, schon in Orthonormaldarstellung gegeben ist. Zum einen erhalten
wir
Qαv =
(
B
(3)
A˜
σ1,σ2,α
v
)T
,
Rαv =
(
Irα,v
0
)
.
Zum anderen sparen wir aber schon bei der Berechnung von (6.32), denn die dort
durchzuführenden Produkte bedeuten dann nur eine Umformatierung. Auf der Ebene
der α-Koeﬃzientenmatrizen bedeutet dies nichts anderes als
A˜
α,iα,v
v =
(
A
α,iα,v
v 0
0 0
)
← Aα,iα,vv (6.38)
Sind beide Summanden bereits orthonormiert, so können wir wählen, ob wir die zu v
oder zuw gehörigen Orthonormalsysteme erweitern. Wir müssen nur für alle Knoten,
auch die Blätter, dieselbe Entscheidung treﬀen, da sonst beim Update der Koeﬃzien-
tenmatrizen (6.36) oder (6.37) die Orthogonalität der Koeﬃzientenmatrizen verloren
gehen würde. Wir sparen also entsprechend Operationen bei der Durchführung von
(6.32) und (6.33), sowie der Berechnung der entsprechenden Matrizen Qα∗ und Rα∗ .
Wir fassen die Ergebnisse bezüglich der Kosten der Addition kurz zusammen.
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Lemma 6.23. Die Kosten für die Addition zweier Tensoren v und w entsprechen
der Größenordnung nach den Kosten der Orthonormalisierung - siehe Lemma 6.17
- der formalen Summe z von v und w gemäß Lemma 6.22, d.h.
RAdd(v,w) ≤ ROrtho(z).
Liegt keiner der Summanden in Orthonormaldarstellung vor, so empﬁehlt es sich aus
Kostengründen, einen Summanden vorab zu orthonormieren.
Liegen v und/oder w schon in Orthonormaldarstellung vor, so können gemäß der in
den Abschnitten 6.4.1 und 6.4.2 geschilderten Vorgehensweise Kosten gespart werden.
OBdA sei v schon orthogonal, die Matrixmultipikationen in (6.37) werden von links
nach rechts durchgeführt. Wir erhalten
RAdd,z = RAdd,z,L(TJ ) +RAdd,z,I(TJ ) +RAdd,z,J . (6.39)
Hierbei ist
RAdd,z,I(TJ ) =
∑
α∈I(TJ )
rσ1(α),z
[
2rσ2(α),z (rα,v + sα,w)
2 +
sα,w
((
2sσ1(α),w − 1
)
sσ2(α),w +
(
2sσ2(α),w − 1
)
rσ2(α),z
)]
(6.40)
und
RAdd,z,J = rσ1(J),z
((
2sσ1(J),w − 1
)
sσ2(J),w +
(
2sσ2(J),w − 1
)
rσ2(J),z
)
+ rσ1(J),zrσ2(J),z.
(6.41)
Die Kosten RAdd,z,L(TJ ) hängen wiederum ab von der Natur der Ansatzräume. Sind
alle Vj endlichdimensional mit dimVj = nj, so sind die Kosten beschränkt durch
RAdd,z,L(TJ ) ≤
J∑
j=1
2nj (rj,v + sj,w)
2 ,
siehe auch Lemma 6.17. Für jeden Raum mit unendlicher Dimension ändern sich die
Kosten entsprechend, die Orthonormaliserung erfolgt dann gemäß (6.26) und (6.27)
mit entsprechendem Aufwand.
Gelten rα,v ≤ r und sα,w ≤ r für α ∈ I(TJ), so ist rα,z ≤ 2r und wir erhalten
RAdd,z,J,≤r ≤ 12r3,
RAdd,z,I(TJ ),≤r ≤ 44(d− 2)r4.
Gilt für alle Ansatzräume dimVj ≤ n < ∞ und gelten in den Blättern rj,v ≤ r und
sj,w ≤ r, so erhalten wir
RAdd,z,L(TJ ),≤n ≤ 4dnr2.
Insgesamt erhalten wir
RAdd,z,≤r,n ≤ 4dnr2 + 44(d− 2)r4 + 12r3 = O(dr2(n+ r2)). (6.42)
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Für den Speicherplatz der Summe z = v + w im Fall ausschließlich endlichdimen-
sionaler Ansatzräume Vj gilt nach Bemerkung 5.28
SAdd = SJ + SI(TJ ) + SL(TJ ),
SJ = rσ1(J),zrσ2(J),z,
SI(TJ ) =
∑
α∈I(TJ )
rα,zrσ1(α),zrσ2(α),z,
SL(TJ ) =
d∑
j=1
SVjrj,z.
Hier kann SVj = nj gewählt werden aufgrund der Isomorphie Vj ∼= Knj . Für jeden
Ansatzraum Vj mit unendlicher Dimension ergibt sich
SL(TJ ) = s′j,zSVj ,
außerdem ergibt sich ein zusätzlicher Speicheraufwand von
SL(TJ ),Koeff = s′j,zrj,z
gemäß (6.31). Gilt für alle α ∈ TJ jeweils rα,v ≤ r und rα,w ≤ r und damit rα,z ≤ 2r,
so ist der Speicheraufwand der Summe z in Orthonormaldarstellung im Fall endlich-
dimensionaler Ansatzräume beschränkt durch
SAdd,≤r ≤ 8(d− 2)r3 + 4r2 + 2r
d∑
j=1
SVj ,
im unendlichdimensionalen Fall ändert er sich entsprechend.
Liegen v und/oder w schon in Orthonormaldarstellung vor, hier sei es oBdA v, so
reduziert sich dieser Aufwand auf
SAdd,z,≤r ≤ 5(d− 2)r3 + 4r2 + 2r
d∑
j=1
SVj ,
entsprechendes gilt im unendlichdimensionalen Fall.
Beweis. Die Kosten für den Speicheraufwand ergeben sich sofort mit Ausnahme der
letzten Aussage. Die Ersparnis ergibt sich daraus, dass man gemäß (6.38) für den
von v stammenden Teil der ONB von Uα,z einen geringeren Speicheraufwand hat,
nämlich
rα,vrσ1,vrσ2,v + (rα,z − rα,v)(rσ1,zrσ2,z),
dies ergibt für rα,v ≤ r und rα,w ≤ r einen Aufwand von r3 + 4r3 = 5r3 anstelle von
8r3.
Zum Rechenaufwand: Ist v schon orthonormal, so müssen wir den Aufwand der
QR-Zerlegungen, den Aufwand für (6.33) (trivial), sowie die Addition der Koeﬃzi-
entenmatrizen an der Wurzel berücksichtigen (trivial). Die QR-Zerlegungen in den
inneren Knoten betreﬀen Matrizen der Größe rσ1,zrσ2,z(rα,v + sα,w), die Kosten sind
entsprechend RQR = 2rσ1,zrσ2,z(rα,v + sα,w)2. Alle weiteren Behauptungen ergeben
sich durch direktes Nachrechnen. 
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Der Speicheraufwand, der durch die hierarchische Struktur bedingt ist, vergrößert
sich also bei einer Verdopplung des hierarchischen (Darstellungs-)Ranges i.a. unge-
fähr um den Faktor 23 = 8, er ist kubisch in r. Selbst im günstigsten Fall erhalten
wir immer noch den Faktor 5. Der Rechenaufwand für alle weiteren Operationen
vergrößert sich entsprechend, typischerweise ist er von der Größenordnung r4, das
ergibt den Faktor 16 bei einer Verdopplung von r. Die Notwendigkeit einer eﬃzienten
Kürzungsmethode wird hieran deutlich18.
6.4.3 Weitere Kostenreduktion
Unvollständige QR-Zerlegung Der Hauptaufwand entsteht durch die QR-Zerle-
gungen. Wir können hier sogar noch mehr sparen, wenn wir im Falle eines oder beider
schon orthonormalisierter Summanden ausnutzen, dass keine volle QR-Zerlegung
mehr berechnet werden muss.
Sind für den Knoten α zwei Matrizen Qαv ∈ Krσ1rσ2×rα,v , Qαw ∈ Krσ1rσ2×rα,w gegeben
mit Qαv orthogonal, so müssen nicht wie im allgemeinen Fall
1
2(rα,v + rα,w)(rα,v +
rα,w−1) Skalarprodukte, sondern nur 12rα,w(2rα,v+rα,w−1). Man muss also 12(r2α,v−
rα,v) Skalarprodukte weniger berechnen.
Eine weitere Ersparnis ergibt sich daraus, dass man maximal rα,w neue Basisvektoren
berechnen muss.
Unvollständige Dreiecks-Struktur Des Weiteren kann man im Falle eines oder
beider schon orthonormalisierter Summanden noch ausnutzen, dass die Matrizen Rαw
eine gewisse Struktur besitzen - hier sei oBdA v schon orthonormal. Zwar sind sie
keine Dreiecksmatrizen mehr, aber sie sind mit rα,z−v = rα,z − rα,v von der Form
Rαw =
sα,w︷ ︸︸ ︷
R1,1 ∗ · · · ∗ ∗ · · · ∗
... ∗ · · · ∗ ∗ · · · ∗
Rrα,v+1,1 ∗ · · · ∗ ∗ · · · ∗
0 Rrα,v+2,2 · · · ∗ ∗ · · · ∗
... 0
. . . ∗ ∗ · · · ∗
0 · · · 0 Rrα,z,rα,z−v ∗ · · · ∗

=

R1
R2
 (6.43)
mit R1 ∈ Krα,v×sα,w und R2 ∈ Krα,z−v×sα,w . Setzen wir Rαw = R und sα,w = sα, so
erhalten wir für die Kosten der Multiplikation von R mit einer Matrix A ∈ Ksα×sβ
die folgenden Kosten (ohne stehe für R ohne spezielle Struktur, mit stehe für R mit
der Struktur aus (6.43)):
• RRA,ohne = sβrα,z (2sα − 1)
• RR1A = sβrα,v (2sα − 1)
• RR2A = sβrα,z−v (2sα − rα,z−v)
• RRA,mit = RR1A +RR2A = RRA,ohne − sβrα,z−v (rα,z−v − 1)
18Da in den Blättern oftmals r << n gilt, wird der Gesamtrechenaufwand dann entprechend
weniger stark beeinﬂusst, ohnehin ist der Rechenaufwand in den Blättern nur quadratisch in r.
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Die Ersparnis beträgt also sβrα,z−v (rα,z−v − 1) Operationen. Für jede γ-Koeﬃzienten-
matrix Aγ,iγw müssen zwei dieser Matrix-Produkte berechnet werden, d.h. in jedem
Knoten 2sγ,w. Man beachte, dass dann entsprechend α zu σ1(γ) und β zu σ2(γ)
werden.
Rαw ist im Fall rα,z−v > 1 nicht vollbesetzt. Im typischen Fall rα,v ≈ rα,w und
rα,z ≈ rα,v + rα,w führt dies schon zu einer spürbaren Ersparnis.
Sonstiges Eine weitere kleinere Einsparung erhält man, wenn man die Reihenfolge
der Matrixprodukte in (6.36) und (6.37) optimiert. Dies gilt allgemein für den Fall,
dass mehr als zwei Matrizen miteinander multipliziert werden sollen.
6.5 Skalarprodukt
Um das Skalarprodukt zweier Tensoren v und w berechnen zu können, müssen beide
bezüglich desselben Dimensionsbaumes TJ gegeben sein. Es gibt nun mehrere Mög-
lichkeiten, das Skalarprodukt zu berechnen. Die einfachste und zugleich aufwendigste
besteht darin, die Grundidee der Addition zu kopieren.
Für die Addition wurde im ersten Schritt eine gemeinsame hierarchische Unterraum-
Familie konstruiert über die Konstruktion entsprechender Orthonormalbasen, bezüg-
lich der sich beide Tensoren und damit auch die Summe darstellen lassen. Sind aber
zwei Tensoren bezüglich der gleichen Basen der gleichen hierarchischen Unterräume
gegeben, so besteht die Addition nur darin, die beiden J-Koeﬃzientenmatrizen zu
addieren. Ein ähnliches Vorgehen kann auch bei der Berechnung des Skalarproduk-
tes angewendet werden. Man erzeugt eine hierarchische Unterraum-Familie über die
Konstruktion entsprechender Orthonormalbasen, bezüglich derer sich beide Tensoren
darstellen lassen. Dann ist das Skalarprodukt in direkter Analogie nichts anderes als
das Skalarprodukt der J-Koeﬃzientenmatrizen. Der Aufwand entspricht dann dem
der Addition.
Diese Vorgehensweise ist oﬀensichtlich suboptimal, aber sie lässt sich für den Fall,
dass einer der Tensoren bereits in Orthonormaldarstellung vorliegt, geschickt abwan-
deln, wir werden darauf später zu sprechen kommen. Zuerst wollen wir uns aber dem
Standardansatz im allgemeinen Fall von nicht-orthonormalisierten Tensoren widmen.
6.5.1 Beliebige Darstellung
Seien zwei Tensoren v, w bezüglich desselben Dimensionsbaumes TJ gegeben, nicht
notwendigerweise in Orthonormaldarstellung. Die zugehörigen hierarchischen Unter-
raumfamilien U(TJ)v und U(TJ)w können sich aber beliebig unterscheiden. Wir be-
rechnen das Skalarprodukt rekursiv und beginnen bei der Wurzel J mit den Söhnen
σ1 und σ2, die Skalarprodukte beziehen sich immer auf das jeweils zugrundeliegende
partielle Tensorprodukt V(α), siehe Deﬁnition 5.13, wir bezeichnen es mit 〈·, ·〉α.
〈v,w〉V :=
sσ1,v∑
iσ1,v=1
sσ2,v∑
iσ2,v=1
sσ1,w∑
iσ1,w=1
sσ2,w∑
iσ2,w=1
aJ,1,viσ1,viσ2,v
aJ,1,wiσ1,wiσ2,w
〈
φ
σ1,iσ1,v
v ⊗ φσ2,iσ2 ,vv , φσ1,iσ1,ww ⊗ φσ2,iσ2,ww
〉
J
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und damit folgt
〈v,w〉V =
sσ1,v∑
iσ1,v=1
sσ2,v∑
iσ2,v=1
sσ1,w∑
iσ1,w=1
sσ2,w∑
iσ2,w=1
aJ,1,viσ1,viσ2,v
aJ,1,wiσ1,wiσ2,w
〈
φ
σ1,iσ1,v
v , φ
σ1,iσ1,w
w
〉
σ1
〈
φ
σ2,iσ2,v
v , φ
σ2,iσ2,w
w
〉
σ2
.
Daraus ergibt sich eine Rekursion für die inneren Knoten α ∈ I(TJ ) mit den Söhnen
σ1 und σ2. Sie ist ganz analog deﬁniert durch〈
φ
α,iα,v
v , φ
α,iα,w
w
〉
α
:= (6.44)
sσ1,v∑
iσ1,v=1
sσ2,v∑
iσ2,v=1
sσ1,w∑
iσ1,w=1
sσ2,w∑
iσ2,w=1
a
α,iα,v,v
iσ1,viσ2,v
a
α,iα,w,w
iσ1,wiσ2,w
〈
φ
σ1,iσ1,v
v , φ
σ1,iσ1,w
w
〉
σ1
〈
φ
σ2,iσ2,v
v , φ
σ2,iσ2,w
w
〉
σ2
.
Die Skalarprodukte bezüglich α deﬁnieren eine Matrix Sα über
Sαiα,viα,w :=
〈
φ
α,iα,v
v , φ
α,iα,w
w
〉
α
∈ Ksα,v×sα,w .
Damit lässt sich (6.44) schreiben als〈
φ
α,iα,v
v , φ
α,iα,w
w
〉
α
=
sσ1,v∑
iσ1,v=1
sσ2,v∑
iσ2,v=1
sσ1,w∑
iσ1,w=1
sσ2,w∑
iσ2,w=1
a
α,iα,v,v
iσ1,viσ2,v
a
α,iα,w,w
iσ1,wiσ2,w
Sσ1iσ1,viσ1,w
Sσ2iσ2,viσ2,w
=
sσ1,w∑
iσ1,w=1
sσ2,w∑
iσ2,w=1
 sσ1,v∑
iσ1,v=1
sσ2,v∑
iσ2,v=1
Sσ1iσ1,viσ1,w
a
α,iα,v,v
iσ1,viσ2,v
Sσ2iσ2,viσ2,w
 aα,iα,w,wiσ1,wiσ2,w
=
〈
(Sσ1)T Aα,iα,vSσ2 , Aα,iα,w
〉
F
. (6.45)
In den Blättern müssen wir wieder die übliche Fallunterscheidung vornehmen.
dimVj <∞ In diesem Fall können wir die Matrix Sj ∈ Ksj,v×sj,w problemlos be-
rechnen über
Sjij,vij,w :=
〈
φ
j,ij,v
v , φ
j,ij,w
w
〉
j
=
nj∑
i′j,v=1
nj∑
i′j,w=1
Aj,v
i′j,v,ij,v
Aj,w
i′j,w,ij,w
〈
ψ
j,i′j,v
v , ψ
j,i′j,w
w
〉
j︸ ︷︷ ︸
=δi′
j,v
i′
j,w
=
nj∑
i′j=1
Aj,v
i′j ,ij,v
Aj,w
i′j ,ij,w
=
nj∑
i′j=1
Aj,v
i′j ,ij,v
((
Aj,w
)H)
ij,w,i′j
⇔ Sj :=
((
Aj,w
)H
Aj,v
)T
, (6.46)
da wir in diesem Fall ja für die beiden ψ-Systeme annehmen können, dass sie die
gleiche ONB des Raumes Vj darstellen, z.B. die Standardnormalbasis19.
19Andernfalls übernimmt man die Vorgehensweise des allgemeinen Falles dimVj =∞, die als
nächstes dargestellt wird.
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dimVj =∞ Wir erhalten
Sjij,vij,w :=
〈
φ
j,ij,v
v , φ
j,ij,w
w
〉
j
=
s′j,v∑
i′j,v=1
s′j,w∑
i′j,w=1
Aj,v
i′j,v,ij,v
Aj,w
i′j,w,ij,w
〈
ψ
j,i′j,v
v , ψ
j,i′j,w
w
〉
j
. (6.47)
Deﬁnieren wir nun die Matrix S′j ∈ Ks′j,v×s′j,w über
S′j
i′j,vi
′
j,w
:=
〈
ψ
j,i′j,v
v , ψ
j,i′j,w
w
〉
j
,
so wird (6.47) zu
Sjij,vij,w :=
s′j,v∑
i′j,v=1
s′j,w∑
i′j,w=1
Aj,v
i′j,v,ij,v
S′j
i′j,vi
′
j,w
Aj,w
i′j,w,ij,w
(6.48)
=
s′j,w∑
i′j,w=1
Aj,w
i′j,w,ij,w
 s′j,v∑
i′j,v=1
Aj,v
i′j,v,ij,v
S′j
i′j,vi
′
j,w
 .
Deﬁnieren wir M j ∈ Ksj,v×s′j,w über
M j
i′j,wij,v
:=
s′j,v∑
i′j,v=1
Aj,v
i′j,v,ij,v
S′j
i′j,vi
′
j,w
⇔M j := (Aj,v)T S′j ,
so wird (6.48) zu
Sjij,vij,w =
s′j,w∑
i′j,w=1
Aj,w
i′j,w,ij,w
M j
i′j,wij,v
⇔ Sj := Mj
((
Aj,w
)H)T
=
(
Aj,v
)T
S′j
((
Aj,w
)H)T
=
((
Aj,w
)H (
S′j
)T
Aj,v
)T
. (6.49)
Damit können wir nun die Rekursion zur Berechnung des Skalarproduktes aufstellen.
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Algorithmus 6.5 Skalarprodukt zweier Tensoren
Input: Tensoren v, w bezüglich desselben Dimensionsbaumes TJ
Output: Skalarprodukt sv,w = 〈v,w〉V

Rekursionsfunktion: Skalar(α)
Argument: α ∈ TJ
Söhne S(α) = {σ1, σ2}
if α = j ∈ L(TJ) then
if dimVj = nj <∞ then
Sj :=
((
Aj,w
)H
Aj,v
)T ∈ Ksj,v×sj,w
else
Deﬁniere Matrix S′j ∈ Ks′j,v×s′j,w über
S′j
i′j,vi
′
j,w
:=
〈
ψ
j,i′j,v
v , ψ
j,i′j,w
w
〉
j
Deﬁniere
Sj :=
((
Aj,w
)H (
S′j
)T
Aj,v
)T ∈ Ksj,v×sj,w
end if
Skalar(j) := Sj
else
if α ∈ I(TJ) then
Sσ1 := Skalar(σ1)
Sσ2 := Skalar(σ2)
Deﬁniere Matrix Sα ∈ Ksα,v×sα,w über
Sαiα,viα,w :=
〈
(Sσ1)T Aα,iα,vSσ2 , Aα,iα,w
〉
F
Skalar(α) := Sα
else
Sσ1(J) := Skalar(σ1(J))
Sσ2(J) := Skalar(σ2(J))
sv,w =
〈(
Sσ1(J)
)T
AJ,1,vSσ2(J), AJ,1,w
〉
F
end if
end if

Start der Rekursion: Skalar(J)
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Kommen wir nun zu den Kosten.
Lemma 6.24. Es gilt mit S(α) = {σ1, σ2}
R〈·,·〉 = R〈·,·〉,L(TJ ) +R〈·,·〉,I(TJ ) +R〈·,·〉,J ,
R〈·,·〉,J = sσ1(J),w
[
sσ2(J),v
(
2sσ1(J),v − 1
)
+ sσ2(J),w
(
2sσ2(J),v − 1
)]
+ 2sσ1(J),wsσ2(J),w − 1
= sσ1(J),w
[
sσ2(J),v
(
2sσ1(J),v − 1
)
+ sσ2(J),w
(
2sσ2(J),v − 1
)
+ 2sσ2(J),w
]− 1,
R〈·,·〉,I(TJ ) =
∑
α∈I(TJ )
sα,vsσ1,w [sσ2,v (2sσ1,v − 1) + sσ2,w (2sσ2,v − 1)]
+ sα,vsα,w (2sσ1,wsσ2,w − 1)
=
∑
α∈I(TJ )
sα,vsσ1,w [sσ2,v (2sσ1,v − 1) + sσ2,w (2sσ2,v − 1) + 2sα,wsσ2,w]− sα,vsα,w.
Hierbei wurden die Matrix-Produkte in (6.44) von links nach rechts berechnet.
Im Fall dimVj = nj <∞ für alle j ∈ J gilt
R〈·,·〉,L(TJ ) =
d∑
j=1
R〈·,·〉,j =
d∑
j=1
sj,vsj,w (2nj − 1) .
Für jedes Blatt j mit dimVj =∞ ändert sich der Aufwand entsprechend zu
R〈·,·〉,j,∞ = s′j,vs′j,wR〈·,·〉j + sj,w
[
s′j,v
(
2s′j,w − 1
)
+ sj,v
(
2s′j,v − 1
)]
.
Hierbei wurden die Matrix-Produkte in (6.49) von links nach rechts berechnet.
Gelten nj ≤ n und sα,v, sα,w ≤ s für alle α ∈ TJ , so folgt
R〈·,·〉,J ≤ 4s3,
R〈·,·〉,I(TJ ) ≤ 6(d− 2)s4,
R〈·,·〉,L(TJ ) ≤ 2dns2,
R〈·,·〉 = O(ds2(n+ s2)).
Beweis. R〈·,·〉,J setzt sich gemäß (6.45) mit α = J und damit sJ,v = sJ,w = 1 aus
den Kosten für das Matrixprodukt, sowie den Kosten für das Frobeniusskalarpro-
dukt zusammen, dies rechnet man unmittelbar nach unter Berücksichtigung der hier
gewählten Multiplikationsreihenfolge von links nach rechts.
Ebenso ergeben sich die Kosten R〈·,·〉,L(TJ ) und R〈·,·〉,j,∞ unmittelbar, wiederum ist
die Reihenfolge der Durchführung der Matrixmultiplikationen in (6.49) zu beachten.
R〈·,·〉,I(TJ ) ergibt sich aus den Kosten für Matrixmultiplikationen und Berechnung
des Frobeniusskalarprodukts. Hierbei ist zu beachten, dass die Matrixprodukte aus
(6.45) nicht für jeden Eintrag der Matrix Sα neu berechnet werden müssen, das Pro-
dukt (Sσ1)T Aα,iα,vSσ2 muss nur für alle sα,v Matrizen Aα,iα,v berechnet werden. Das
Frobenius-Skalarprodukt muss dagegen für alle sα,vsα,w Einträge von Sα berechnet
werden.
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Wir geben die wesentlichen Kosten einmal ausführlich an:
• M = (Sσ1)T Aα,iα,v : sσ1,wsσ2,v (2sσ1,v − 1) Operationen
• N = MSσ2 : sσ1,wsσ2,w (2sσ2,v − 1) Operationen
• 〈N,Aα,iα,w〉F : 2sσ1,wsσ2,w − 1 Operationen
Alle weiteren Behauptungen ergeben sich unmittelbar. 
Bemerkung 6.25. Man kann noch weitere Rechenoperationen sparen, wenn man
die Reihenfolge der Matrixprodukte optimiert. Man kann insgesamt das Frobenius-
Skalarprodukt aus (6.44) anders aufstellen, falls dies günstiger sein sollte.
6.5.2 Orthonormalisierte Darstellung
Wie schon zu Beginn angekündigt, kann man im Fall, dass bereits einer der Tensoren,
hier sei es oBdA w, schon in Orthonormaldarstellung vorliegt, einen anderen Ansatz
wählen. In diesem Fall kann man verwenden, dass
〈v,w〉 = 〈Pw(v),w〉
gilt, hierbei bezeichnet Pw die orthogonale Projektion auf span w. Anders formuliert:
Man kann v eindeutig zerlegen in v = k1w + k2w⊥, k1, k2 ∈ K, w⊥ bezeichnet den
entsprechenden Vektor aus dem orthogonalen Komplement zu span w. Dann gilt für
das Skalarprodukt
〈v,w〉 = k1〈w,w〉.
Dies kann man verwenden, um mithilfe von Orthogonalprojektionen das Skalarpro-
dukt für den hier vorliegenden Fall zu deﬁnieren. Dabei muss man nun die zu v
gehörigen Basen φα,iαv der hierarchischen Unterräume Uα,v orthogonal auf die zu w
gehörigen Unterräume projizieren. Wir werden das Vorgehen kurz skizzieren.
• Blatt j: OBdA sei dimVj <∞. Die Matrix Ajw ∈ Knj×rj,w ist dann orthogonal,
die orthogonale Projektion auf den Unterraum U jw ist gemäß Beispiel 2.10
gegeben durch
P
Ujw
:= Ajw
(
Ajw
)H
.
Damit erhalten wir als Transformationsmatrix, die wir für das Update im Va-
terknoten zu j benötigen, die Matrix
Cj := Cjv :=
(
Ajw
)H
Ajv.
Dies ergibt sich daraus, dass wir durch die Projektion die Matrix Ajv auf
Ajw
(
Ajw
)H
Ajv abbilden, und die hierarchische Darstellung nun bezüglich der
durch Ajw deﬁnierten Basis aktualisiert werden muss. Die Matrix Cj ist nun
aber exakt die Matrix
(
Sj
)T
aus (6.46). Für den Tensor w ist nichts zu tun.
• Innerer Knoten α: Wir haben also bereits Transformationsmatrizen Cσ1 , Cσ2
berechnet, nun müssen wir die α-Koeﬃzientenmatrizen updaten:
Aα,iαv ← Cσ1Aα,iαv (Cσ2)T .
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Dieses Update entspricht exakt der Berechnung der Matrizen (Sσ1)T Aα,iα,vSσ2
aus (6.45).
Dann muss wiederum die orthogonale Projektion berechnet werden. Wir erhal-
ten analog zu den Blättern
B
(3)
A
σ1,σ2,α
v
← B(3)
A
σ1,σ2,α
w
(
B
(3)
A
σ1,σ2,α
w
)H
B
(3)
A
σ1,σ2,α
v
,
und damit erhalten wir als Transformationsmatrix
Cα :=
(
B
(3)
A
σ1,σ2,α
w
)H
B
(3)
A
σ1,σ2,α
v
.
Dies entspricht exakt der Deﬁntion der Matrix (Sα)T aus (6.45).
• Die Wurzel J : Nachdem alle Projektionen durchgeführt wurden, können wir das
Skalarprodukt von v und w als Frobenius-Skalarprodukt der J-Koeﬃzienten-
matrizen AJ,1,v und AJ,1,w deﬁnieren, wobei wir berücksichtigen müssen, dass
vorher
AJ,1,v ← Cσ1AJ,1,v (Cσ2)T
berechnet werden muss. Dies entsprich aber exakt der Berechnung von sv,w in
Algorithmus 6.5:
sv,w =
〈(
Sσ1(J)
)T
AJ,1,vSσ2(J), AJ,1,w
〉
F
.
Wir erhalten also exakt den gleichen Algorithmus mit denselben Kosten und können
diesmal nicht vom Vorliegen einer Orthonormalbasis proﬁtieren. Dies ist allerdings
auch logisch, da wir für die Durchführung der orthogonalen Projektionen ja genau die
jeweiligen Skalarprodukte berechnen müssen. Wir haben aber eine alternative und
wesentlich kompaktere Formulierung zur Berechnung der Matrizen Sα hergeleitet.
Der Fall dimVj =∞ wurde hier ausgeklammert, da er auch zum bereits bekannten
Ergebnis führt.
Lemma 6.26. Für die Norm ‖v‖V =
√〈v,v〉V eines Tensors v ∈ V in hierarchi-
scher Orthonormaldarstellung mit J-Koeﬃzientenmatrix AJ,1v gilt
‖v‖V =
√
〈AJ,1v , AJ,1v 〉F .
Dies folgt unmittelbar.
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In diesem Kapitel wollen wir zwei Kürzungsmethoden vorstellen und analysieren.
Grundsätzlich muss man unterscheiden zwischen Root-To-Leaves- und Leaves-To-
Root-Methoden, wobei die Letzteren nur in speziellen Situationen zum Einsatz kom-
men. Daher werden wir diese auch erst später im Kontext eines solchen Spezialfalles
vorstellen.
Die Grundidee der Root-To-Leaves-Methoden wurde zuerst in [24] vorgestellt, aller-
dings konnte dort aus Platzgründen keine ausführliche Analyse der Eigenschaften
vorgenommen werden. In [13] wurde dann solch eine Analyse für die Standard-Root-
To-Leaves-Kürzung (HOSVD) durchgeführt, außerdem wurde eine Leaves-To-Root-
Kürzung vorgestellt (LTR-HOSVD), die parallel auch im Rahmen dieser Arbeit ent-
wickelt wurde. Wir werden die schon vorliegenden Ergebnisse erweitern und teilweise
verbessern, außerdem wird eine schnelle Variante der Root-To-Leaves-Kürzung (Fast-
HOSVD) analysiert, diese entspricht der in [24] ursprünglich vorgestellten Methode.
Zentrales Werkzeug für die Root-To-Leaves-Methoden wird eine besonders ausge-
zeichnete Orthonormaldarstellung sein, die wir nach [13] als HOSVD-Basis bezeich-
nen wollen. Die Abkürzung HOSVD deutet an, dass diese Darstellung eine Verall-
gemeinerung der in [8] eingeführten Higher Order Singular Value Decomposition -
HOSVD -ist.
Bevor wir jedoch die Approximationsmethoden besprechen, benötigen wir einiges
theoretisches Rüstzeug. Da wir die Qualität der erzeugten Approximationen in Be-
zug auf die Bestapproximation messen wollen, benötigen wir für die Existenz dieser
Bestapproximationen nun auch die Vollständigkeit des zugrundeliegenden Tensor-
raumes. Damit beschränken wir uns in diesem Abschnitt auf Hilberträume.
7.1 Existenz von Bestapproximationen
Zuallererst wollen wir überprüfen, ob das der Approximation zugrundeliegende Mi-
nimierungsproblem wohldeﬁniert ist, d.h. wir wollen herausﬁnden, ob eine Bestap-
proximation existiert. Dazu formulieren wir
Problem 7.1. Zu gegebenem Tensor v mit hierarchischem Rang HRv := HR(v, TJ)
und einem vorgegebenen hierarchischen Zielrang HR ≤ HRv wird eine Lösung w∗
des Problems
‖v −w∗‖ = inf
w∈HHR
‖v −w‖ (7.1)
gesucht, hierbei ist ‖·‖ die durch das Skalarprodukt 〈·, ·〉V induzierte Norm.
Um zu zeigen, dass bzw. unter welchen Bedingungen Problem 7.1 eine Lösung hat,
benötigen wir zwei wichtige Konzepte.
7.1.1 Minimale Unterräume
Ähnlich wie im Fall der Unterraum-Darstellung aus Abschnitt 4.2 ist die hierarchi-
sche Darstellung eines Tensors v im Wesentlichen deﬁniert durch eine Kollektion von
Unterräumen Uα. Es stellt sich die Frage, wie eine optimale Darstellung (siehe Deﬁni-
tion 5.16) von v aussieht in Bezug auf diese Unterräume Uα und deren Dimensionen
rα. Im Fall der Unterraum-Darstellung gilt, dass für j ∈ J ein minimaler Unterraum
Uj,min ⊂ Vj
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existiert, der unabhängig von allen anderen j 6= j′ ∈ J ist, siehe [8]. Wir benötigen
für das hierarchische Format eine entsprechende Verallgemeinerung. Diese ist bereits
in Lemma 5.24 für den uns hier interessierenden einfacheren Fall behandelt worden,
der minimale hierarchische Rang ist danach wohldeﬁniert.
In allgemeiner Form ﬁndet sich eine solche Aussage in [12], Abschnitt 3.2.3. Analog
zum Unterraum-Format gibt es demnach auch für das hierarchische Format minimale
Unterräume
Uα,min ⊂ V(α) =
⊗
j∈α
Vj ,
die für alle α ∈ TJ unabhängig voneinander bestimmt werden können. Die Schachte-
lungseigenschaft der Unterräume bleibt hierbei erhalten. Wären diese Eigenschaften
nicht gegeben, so könnte es verschiedene minimale hierarchische Ränge HR1 und
HR2 für denselben Tensor geben mit der Eigenschaft, dass weder HR1 ≤ HR2 noch
HR2 ≤ HR1 gilt. Damit wäre das Konzept des hierarchischen Ranges nicht wohlde-
ﬁniert. Aufgrund der Existenz (und Eindeutigkeit) der minimalen Unterräume gilt
für den minimalen hierarchischen Rang
HRv = {rα : α ∈ TJ} ,
rα = dimUα,min. (7.2)
Mit dem Konzept der minimalen Unterräume wird die hierarchische Darstellung
dahingehend präzisiert, dass wir nun immer von der Existenz einer optimalen hier-
archischen Darstellung sprechen können, also auch im allgemeinen unendlichdimen-
sionalen Fall. Außerdem ist es für die theoretische Behandlung von großem Nutzen,
da man damit auch allgemeinere Räume als Hilberträume untersuchen kann.
7.1.2 Schwache Abgeschlossenheit von HHR
Sind alle Ansatzräume Vj endlichdimensional, so kann man die Existenz von Bestap-
proximationen mit einem einfachen Kompaktheitsargument zeigen. Wir skizzieren
dieses:
Für eine konvergente Folge von Tensoren wn → w mit wn ∈ HHR gilt dann für die
minimalen Unterräume dimUα,min,wn ≤ HR(α) für alle n und es folgt sofort, dass
dann auch dimUα,min,w ≤ HR(α) gelten muss, da alle Unterräume Uα abgeschlossen
sind, auch die für α = j ∈ J . Damit ist v ∈ HHR, d.h. HHR ist abgeschlossen und es
existiert die Lösung für Problem 7.1, da wir nur in der durch N = 2 ‖v‖ beschränkten
(und wegen der endlichen Dimension abgeschlossenen) Menge M = BN (v) ∩ HHR
suchen müssen. M ist nichtleer, denn es gilt ja trivialerweise 0 ∈ M , damit ist auf-
grund der Kompaktheit von M alles gezeigt.
Im allgemeinen Fall, also falls dimVj =∞ für mindestens einen Index j gilt, sind die
minimalen Unterräume Uj,wn nicht notwendigerweise abgeschlossen. Wir benötigen
ein anderes Argument.
Die allgemeine Antwort ﬁndet sich in [12], Korollar 5.3. Der entscheidende Punkt
ist, dass die Menge HHR schwach abgeschlossen ist in V, was es ebenfalls erlaubt,
einen Kompaktheitsschluss anzuwenden (schwache Folgenkompaktheit). Die Exis-
tenz von Bestapproximierenden ist also gesichert und Problem 7.1 hat (für unseren
Hilbertraum-Fall) immer eine Lösung. Über die Eindeutigkeit können wir i.a. nichts
aussagen.
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7.1.3 Existenz von Bestapproximationen - ein einfacher Beweis
Wir wollen jetzt noch unabhängig von [12] einen eigenen einfachen Beweis für den
uns hier interessierenden Spezialfall angeben. Sei ein Tensorproduktraum
V = V1 ⊗ · · · ⊗ Vd
von d beliebig-dimensionalen Hilberträumen Vi gegeben, dazu noch ein Tensor v ∈ V
bezüglich eines hierarchischen Dimensionsbaumes TJ mit endlichem minimalen hier-
archischen Rang HRv = {rα = dimUα | α ∈ TJ} mit zugehöriger hierarchischer Un-
terraumfamilie U(TJ) = {Uα | α ∈ TJ}. Zu j = 1, . . . , d betrachten wir die zugehöri-
gen rj-dimensionalen Unterräume Uj ⊂ Vj und das endlichdimensionale Tensorpro-
dukt
U = U1 ⊗ . . .⊗ Ud.
Weiter sei ein hierarchischer Zielrang HR∗ ≤ HRv gegeben. Wir formulieren das
folgende Approximationsproblem
Problem 7.2. Zu gegebenem Tensor v mit endlichem hierarchischen Rang HRv
und einem vorgegebenen hierarchischen Zielrang HR∗ ≤ HRv betrachte
inf
w∈HHR∗
‖v −w‖ . (7.3)
Gibt es eine Lösung, d.h. existiert w∗ mit der Eigenschaft
‖v −w∗‖ = inf
w∈HHR∗
‖v −w‖? (7.4)
Diese Frage wurde für das hierarchische Format bereits ganz allgemein im Kontext
von reﬂexiven Banachräumen positiv beantwortet in [12]. Verwandte Ergebnisse für
andere Tensorformate ﬁnden sich in [44]. Wir wollen diese Fragestellung nun noch
einmal direkt für den Hilbertraumfall und das hierarchische Format untersuchen
mit einem anderen Ansatz als in [12]. Da das TT-Format immer auch als hierarchi-
sches Format interpretiert werden kann mit dem TT-Baum als zugrundeliegendem
Dimensionsbaum, gelten alle Ergebnisse automatisch auch für das TT-Format. Wir
beginnen mit
Lemma 7.3. Seien V,U und v wie oben. Dann gilt
∀ w ∈ HHR∗ ∃ wˆ ∈ U ∩HHR∗ : ‖v − wˆ‖ ≤ ‖v −w‖ .
Falls also überhaupt eine Lösung für Problem 7.2 existiert, so gibt es auch eine Lö-
sung, die in U liegt. Bevor wir dies beweisen, wollen wir eine Konsequenz davon
herausstellen. U ist ein endlichdimensionaler Raum, die Existenz der Lösung ei-
nes Approximationsproblems kann mit einem einfachen Kompaktheitsschluss gezeigt
werden. In unserem Fall muss also nur die Menge
S := U ∩HHR∗
abgeschlossen sein. Dies gilt jedoch, da U und HHR∗ jeweils abgeschlossen sind, wie
wir noch sehen werden.
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Beweis. Sei also ein w ∈ HHR∗ gegeben. Wir deﬁnieren nun orthogonale Projektio-
nen P1, . . . , Pd wie folgt:
• P1 ist die orthogonale Projektion auf den Raum
U1 ⊗ V2 ⊗ · · · ⊗ Vd,
• Pj ist die orthogonale Projektion auf den Raum
V1 ⊗ · · · ⊗ Vj−1 ⊗ Uj ⊗ Vj+1 ⊗ · · · ⊗ Vd,
• Pd ist die orthogonale Projektion auf den Raum
V1 ⊗ · · · ⊗ Vd−1 ⊗ Ud.
Diese Unterräume sind nach Konstruktion abgeschlossen, damit existieren die Pro-
jektionen auch im unendlichdimensionalen Fall. Alle diese Projektionen lassen v
unverändert. Wir wenden jetzt die Projektionen der Reihe nach auf w an und ver-
gleichen die Abstände. Es gilt
‖v − PjPj−1 · · ·P2P1(w)‖ = ‖Pj(v − Pj−1 · · ·P2P1(w))‖
≤ ‖Pj‖op ‖v − Pj−1 · · ·P2P1(w)‖
= ‖v − Pj−1 · · ·P2P1(w)‖
aufgrund von ‖Pj‖op = 1, hierbei ist die Operatornorm gemeint, siehe auch Eigen-
schaft 2.11(e). Damit folgt unmittelbar
‖v − Pd · · ·P1(w)‖ ≤ ‖v −w‖ .
Aufgrund der Deﬁnition der Pj folgt unmittelbar Pd · · ·P1(w) ∈ U = U1 ⊗ · · · ⊗Ud.
Zu zeigen ist noch, dass ebenfalls Pd · · ·P1(w) ∈ HHR∗ gilt. Betrachte dazu eine
orthonormale hierarchische Koeﬃzientendarstellung von w mit hierarchischem Rang
HRw ≤ HR∗. Es gibt dann zu j ∈ J jeweils rj = HRw(j) paarweise orthonor-
male Vektoren v1, . . . , vrj . Diese werden durch die Projektion Pj auf Uj orthogo-
nal projiziert, d.h. wir erhalten die rj Vektoren Pj(v1), . . . , Pj(vrj ) ∈ Uj . Eine (i.a.
nicht orthonormale) hierarchische Koeﬃzientendarstellung von Pd · · ·P1w ist nun
gegeben durch diese Vektoren für j = 1, . . . , d, und für die verbleibenden α ∈ TJ
übernehmen wir die Koeﬃzienten der Darstellung von w abgeändert nur durch die
durch die Projektionen induzierten Mode-Produkte20 in den Vaterknoten der Blät-
ter α = {1} , . . . , {j}. Diese Darstellung hat oﬀensichtlich einen hierarchischen Rang
HRwˆ ≤ HRw, da eine Orthonormalisierung den Darstellungsrang nicht vergrößert.
Damit folgt die Behauptung. 
Lemma 7.4. Die Menge HHR∗ ist abgeschlossen.
In [12] wird gezeigt, dass sie sogar schwach abgeschlossen ist, was wir jedoch nicht
benötigen werden.
20Man könnte die Projektionsmatrizen auch direkt angeben gemäß Eigenschaft 2.11 (g).
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Beweis. Sei eine konvergente Folge vn → v gegeben mit minimalem hierarchischen
Rang HRvn ≤ HR∗. Zu zeigen ist, dass dann auch für den minimalen hierarchischen
Rang HRv ≤ HR∗ gilt.
Wir nehmen das Gegenteil an, sei also HRv 6≤ HR∗. Der Ausdruck 6≤ ist hier zu
verstehen im Sinne nicht kleiner oder gleich, d.h. es existiert mindestens ein α ∈ TJ
mit rα,v > HR∗(α). Daraus folgt, dass für alle n ∈ N ein Index k(n) ∈ 1, . . . , rα,v
existiert, für den gilt, dass der zugehörige Basisvektor φα,k,v der ONB von Uα,v nicht
in Uα,vn liegt. Da es nur endlich viele Möglichkeiten für k gibt, existiert eine Teilfolge,
die wir oBdA mit vn identiﬁzieren, mit der Eigenschaft dass für alle Folgenglieder
k(n) = k gilt, also jeweils derselbe Basisvektor nicht in Uα,vn enthalten ist.
Betrachten wir nun mit s1 = σ1(J) und s2 = σ2(J) die Darstellung
v =
rs1∑
is1=1
rs2∑
is2=1
aJis1 is2
φs1,is1 ⊗ φs2,is2 ,
so existiert mindestens ein Summand aJis1 is2φ
s1,is1 ⊗ φs2,is2 mit aJis1 is2 6= 0, der von
φα,k,v abhängt. Andernfalls könnte man diesen Vektor ja weglassen und das wäre ein
Widerspruch zur Minimalität, v hätte dann einen kleineren hierarchischen Rang.
Nun gilt jedoch für alle n:
‖v − vn‖ ≥ |aJis1 is2 | 6→ 0
aufgrund der Orthonormalität der Darstellung. Dies ist ein Widerspruch, daher muss
die Annahme falsch sein. 
Wir formulieren unser Ergebnis.
Satz 7.5. Problem 7.2 besitzt eine Lösung in w∗ ∈ U.
Beweis. Nach Lemma 7.3 existiert für alle w ∈ HHR∗ ein wˆ ∈ U ∩HHR∗ mit
‖v −w‖ ≤ ‖v − wˆ‖ .
U ist ein endlichdimensionaler Unterraum, also insbesondere abgeschlossen. Existiert
in U eine Lösung des Approximationsproblems, so ist dies auch eine Lösung auf dem
gesamten Raum, da es außerhalb von U nach Lemma 7.3 keine bessere Lösung geben
kann. Setze R := ‖v‖ und betrachte in U den abgeschlossenen Ball
M1 = BR(v)
und die weiter oben schon deﬁnierte abgeschlossene Menge S := U ∩ HHR∗ . Die
Menge
M = M1 ∩ S
ist nichtleer, da 0 ∈ M , als endlicher Schnitt von abgeschlossenen Mengen abge-
schlossen und nach Konstruktion trivialerweise beschränkt. Sie liegt im endlichdi-
mensionalen Raum U, ist damit kompakt, also existiert eine Lösung w∗ des Appro-
ximationsproblems bezüglich M . Dies ist dann aber schon die Lösung des Appro-
ximationsproblems bezüglich U und damit global, da ‖v −w∗‖ ≤ ‖v − 0‖ = ‖v‖,
während für alle w ∈ U \M1 die strikte Ungleichung ‖v −w‖ > ‖v‖ gilt. 
Damit folgt die Existenz einer Bestapproximation im Hilbertraumfall schon aus
der Abgeschlossenheit von HHR∗ . Wir benötigen nicht die stärkere Eigenschaft der
schwachen Abgeschlossenheit wie im allgemeineren Fall reﬂexiver Banachräume und
eventuell unendlichdimensionaler minimaler Unterräume, siehe [12].
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7.2 Die HOSVD-Approximation
Der Terminus Higher Order Singular Value Decomposition oder abgekürzt HOSVD
wurde von de Lathauwer, de Moor und Vandewalle in [8] für eine multilineare Verall-
gemeinerung der Singulärwertzerlegung eingeführt. Diese HOSVD ist deﬁniert durch
d SVDs der Matrizisierungen eines Tensors v bezüglich der Indizes 1, . . . , d. Ver-
allgemeinert unter ähnlichem Namen auf die von uns hier verwendete Bedeutung
wurde er von Grasedyck, siehe das Paper Hierarchical Singular Value Decomposition
of Tensors [13]. Hierbei spielen nicht nur die Blätter 1, . . . , d eine Rolle, sondern es
wird für alle Knoten α ∈ TJ \ J eines Dimensionsbaumes TJ eine SVD berechnet.
7.2.1 Matrizisierungen und das hierarchische Format
Wir wollen nun kurz auf Matrizisierungen von Tensoren in hierarchischer Darstellung
eingehen. Diese wurden ebenfalls in [13] untersucht, siehe Lemma 31 (Matricisation
of tensors in hierarchical Tucker format).
Was das konkret für die Interpretation der hierarchischen Darstellung und auch für
die Kürzungsmethoden bedeutet, zeigt die folgende Überlegung. Sei J 6= α ∈ TJ ein
beliebiger Knoten. In (3.21) hatten wir die Matrizisierung bezüglich α deﬁniert als
Matrix21
B(α) := B(α)(v) ∈ V(α) ⊗V(αC),
wobei αC = J \ α das Komplement von α war, hier seien alle Vj endlichdimensional
mit dimVj = nj . Wir können nun wieder über den kanonischen Isomorphismus
Vj ∼= Knj
die Matrix B(α) auﬀassen als
B(α) ∈ Knα×n(α) ,
mit
nα =
∏
j∈α
nj ,
n(α) =
∏
j 6∈α
nj
Hat nun der minimale hierarchische Unterraum Uα,min die Dimension dimUα,min =
rα, so bedeutet das, dass B(α) den Rang rα besitzt, dass also
Rang B(α) = dimUα,min = rα,
range B(α) = Uα,min
gelten. Die hierarchische Koeﬃzientendarstellung bezüglich α, d.h. die Kollektion
von α-Koeﬃzientenmatrizen, deﬁniert also eine Orthonormalbasis von range B(α).
Wir können B(α) daher faktorisieren in
B(α) = UV T (7.5)
21Korrekterweise ist diese Matrizisierung eine lineare Abbildung, die wir oBdA mit ihrer Ma-
trixdarstellung identiﬁzieren wollen.
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mit orthogonalem U ∈ Knα×rα und V ∈ Kn(α)×rα , und die α-Koeﬃzientenmatrizen
deﬁnieren über die hierarchische Struktur letztendlich die Spalten von U . Wir ver-
wenden wiederum nicht die übliche Zerlegung B = UV H aufgrund der gleichen
Überlegungen wie bei der Singulärwertzerlegung, siehe Abschnitt 2.3.4.
Die i.a. sehr großen Matrizen U und V werden für die folgenden Berechnungen nur
implizit benötigt, alle Methoden werden ihre direkte Verwendung zu vermeiden wis-
sen, siehe auch [13], Deﬁnition 32 (accumulated transfer tensor) und Lemma 34
(Gram matrices of complementary frames).
Ist nun ein Vj unendlichdimensional, so beziehen wir unsere Überlegungen nur auf
den endlichdimensionalen Unterraum Uj , bzw. auf das Tensorprodukt, in dem der
Ansatzraum Vj ersetzt ist durch Uj . Dann können wir wieder obigen Isomorphismus
anwenden und die Matrizisierungen und ihre Faktorisierungen analog herleiten. Nach
diesen Überlegungen können wir jede Manipulation der α-Koeﬃzientenmatrizen auch
als Manipulation der α-Matrizisierung von v interpretieren und umgekehrt.
Im Folgenden besprechen wir die konkrete Berechnung von Approximationen. Dafür
werden wir zuerst eine besonders ausgezeichnete Basisdarstellung kennenlernen.
7.2.2 HOSVD-Basis
Wir betrachten noch einmal die allgemeine hierarchische Darstellung eines Ten-
sors v in Orthonormaldarstellung mit hierarchischem Rang HRv := HRv(TJ) =
{rα | α ∈ TJ} gemäß (6.10). Wir wollen jetzt die Konstruktion der HOSVD-Basis
herleiten und ihre Bedeutung erklären. Wir beginnen diesmal an der Wurzel, denn
es handelt sich um eine Root-To-Leaves-Operation.
Die Wurzel An der Wurzel hat die Orthonormal-Darstellung von v die folgende
Form:
v = φJ,1 =
rσ1(J)∑
iσ1(J)=1
rσ2(J)∑
iσ2(J)=1
aJiσ1(J)iσ2(J)
φσ1(J),iσ1(J) ⊗ φσ2(J),iσ2(J) (7.6)
mit einer J-Koeﬃzientenmatrix
AJ,1 :=
(
aJiσ1(J)iσ2(J)
)
iσ1(J)iσ2(J)
∈ Krσ1(J)×rσ2(J) .
Im vorigen Abschnitt hatten wir den Zusammenhang zwischen den α-Koeﬃzienten-
matrizen und den Matrizisierungen hergeleitet, insbesondere (7.5). Wir betrachten
nun die Söhne σ1 = σ1(J) und σ2 = σ2(J) und die entsprechenden Matrizisierungen
B(σ1) = U˜σ1 V˜
T
σ1 ,
B(σ2) = U˜σ2 V˜
T
σ2 .
Bisher sind die Matrizen U˜σ1 und U˜σ2 beliebige Orthogonalmatrizen gewesen, so wie
wir bisher auch keine Unterschiede zwischen den verschiedenen Orthonormaldarstel-
lungen eines Tensors v gemacht haben. Es gibt aber für Matrizen eine besonders
ausgezeichnete Faktorisierung, die (reduzierte) Singulärwertzerlegung, die entspre-
chend besonders ausgezeichnete Linkssingulärvektoren oder Linksfaktoren U besitzt.
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Wählen wir diese nun für unsere Faktorisierung, so erhalten wir:
B(σ1) = Uσ1Sσ1V
T
σ1 ,
B(σ2) = Uσ2Sσ2V
T
σ2 .
Oﬀensichtlich gelten für die Wurzel J (und zwar nur dort, denn nur dort ist σ2 = σC1 )
die folgenden Beziehungen:
B(σ1) =
(
B(σ2)
)T
, (7.7)
Uσ1 = Vσ2 , (7.8)
Uσ2 = Vσ1 , (7.9)
Sσ1 = Sσ2 . (7.10)
Die Matrizen Uσ1 und Uσ2 deﬁnieren nun die Linksfaktoren der jeweiligen Matrizi-
sierungen. Da uns diese Matrizen aber nur implizit, also deﬁniert durch die hierar-
chische Struktur, zur Verfügung stehen und wir sie auch nur implizit manipulieren
können, also durch Manipulation der hierarchischen Struktur, müssen wir nun noch
den Zusammenhang zu AJ,1 ∈ Krσ1(J)×rσ2(J) herstellen, denn diese Matrix deﬁniert
die beiden Matrizisierungen implizit. Betrachten wir dafür oBdA nur den ersten Sohn
σ1. Wir haben zwei verschiedene Orthonormalbasen zu betrachten, die aktuell vorlie-
gende beliebige Orthonormalbasis und die gewünschte HOSVD-Basis, charakterisiert
durch
B(σ1) = U˜ V˜ T (beliebige Basis, nur U˜ orthogonal),
B(σ1) = Uσ1Sσ1V
T
σ1 (HOSVD-Basis, Vσ1 uninteressant).
Betrachten wir nun die (volle) Singulärwertzerlegung der Matrix V˜ T ∈ Krσ1×n(σ1)
(es gilt an der Wurzel und nur dort n(σ1) = nσ2)
V˜ T = USV T ,
so erhalten wir
B(σ1) = U˜U︸︷︷︸
=Uσ1
SV T
und es folgt S = Sσ1 , V ist uninteressant
22. Um die HOSVD-Basis für σ1 bestimmen
zu können, müssen wir noch die kleinen Matrizen
U ∈ Krσ1×rσ1 ,
S ∈ Krσ1×rσ1
berechnen. Nach [13] Deﬁnition 32 und Lemma 34 gilt mit den hier verwendeten
Bezeichnungen23
AJ,1
(
AJ,1
)H
= V˜ T
(
V˜ T
)H
= USV T
(
V T
)H
SUH (7.11)
= US2UH ∈ Krσ1×rσ1 . (7.12)
22Nur im Knoten α = J ist auch V von Interesse, siehe (7.7). Da wir hier aber auch das generelle
Vorgehen motivieren wollen, vernachlässigen wir diesen Aspekt vorerst.
23In den folgenden Überlegungen müssen wir beachten, dass im komplexen Fall die Inverse der
Orthogonalmatrix U nicht UT ist, sondern UH .
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Da die Singulärwerte reell sind, ist S = SH . Damit können wir U und S über die
QR-Zerlegung von
MJ,1 = A
J,1
(
AJ,1
)H
= Q1R1 = Q1S
2
1Q
H
1 (7.13)
bestimmen24. Damit die hierarchische Koeﬃzientendarstellung die HOSVD-Basis de-
ﬁniert, muss nun ein entsprechender Basiswechsel vorgenommen werden. Dieser ist
nach (7.11) deﬁniert durch U = Q1.
Analog leitet man den Basiswechsel für den zweiten Sohn σ2 über die QR-Zerlegung
von
MJ,2 =
(
AJ,1
)T ((
AJ,1
)T)H
= Q2R2 = Q2S
2
2Q
H
2 (7.14)
her, die entsprechende Matrizisierung ist ja durch Transponieren gegeben. Die durch
S21 und S
2
2 deﬁnierten quadratischen Gewichte werden wir im Folgenden noch benö-
tigen. Es gelten mit der (reduzierten) Singulärwertzerlegung von
AJ,1 = XΣY T
die Beziehungen
MJ,1 = A
J,1
(
AJ,1
)H
= XΣ2XH , (7.15)
MJ,2 =
(
AJ,1
)T ((
AJ,1
)T)H
= Y Σ2Y H , (7.16)
X = Q1, (7.17)
Y = Q2, (7.18)
Σ = S1 = S2, (7.19)
daher kann an der Wurzel auch die SVD von AJ,1 zur Berechnung aller notwendigen
Größen verwendet werden, dies spart Rechenoperationen.
Für die Basiswechsel in den Räumen Uσ1 und Uσ2 erhalten wir mit
S(σi) = {γj(σi) : j = 1, 2}, i = 1, 2 die Vorschriften
A˜γ1(σ1),γ2(σ1),σ1 = Aγ1(σ1),γ2(σ1),σ1 ◦σ1,3 QH1 , (7.20)
A˜γ1(σ2),γ2(σ2),σ2 = Aγ1(σ2),γ2(σ2),σ2 ◦σ2,3 QH2 , (7.21)
wie man leicht nachrechnet. Durch (7.20) und (7.21) werden jetzt ein Mode-J, 1- und
ein Mode-J, 2-Produkt bedingt, und zwar
A˜J,1 = QH1 A
J,1
(
QT2
)H
= QH1 Q1ΣQ
T
2
(
QT2
)H
= Σ. (7.22)
Die HOSVD-Basis zeichnet sich also unter anderem dadurch aus, dass die J-Koeﬃzien-
tenmatrix diagonal ist bezüglich dieser Basis, was im übrigen auch bedeutet, dass
die Darstellung bezüglich der HOSVD-Basis i.a. die speichereﬃzienteste Orthonor-
maldarstellung ist, auch wenn die Ersparnis marginal ist.
24Hierbei müssen die Spalten von R1 der Norm nach sortiert sein, also benötigt man prinzipiell
eine QR-Zerlegung mit Pivotsuche.
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Die inneren Knoten Nun wollen wir das eben beschriebene Vorgehen, das extra
allgemein gehalten wurde, auf die inneren Knoten übertragen. Wir stellen erst die
Methodik vor und zeigen dann, dass sie exakt mit der in [13] in Deﬁnition 32 und
Lemma 34 hergeleiteten Methodik übereinstimmt. Daraus wird auch ersichtlich, dass
beide Herangehensweisen das gleiche hierarchische Format mit der gleichen Arith-
metik deﬁnieren.
Sei also α ∈ I(TJ) ein innerer Knoten. Bei der Erzeugung der HOSVD-Basis sei im
Vaterknoten zu α die Matrix
Qα ∈ Krα×rα (7.23)
bestimmt worden gemeinsam mit Gewichten sα,iα , iα = 1, . . . , rα bzw. einer Diago-
nalmatrix
Sα ∈ Krα×rα (7.24)
mit den entsprechenden Diagonaleinträgen. Für α seien außerdem die α-Koeﬃzienten-
matrizen Aα,iα ∈ Krσ1×rσ2 bzw. der α-Koeﬃzientensor Aσ1,σ2,α ∈ Krσ1×rσ2×rα ge-
geben. Zuerst muss Aσ1,σ2,α nun gemäß (7.20) bzw. (7.21) aktualisiert werden. Wir
formulieren das Vorgehen diesmal auf der Ebene der α-Koeﬃzientenmatrizen Aα,iα ,
dies wird unsere spätere Analyse erleichtern. Nach Abschnitt 6.2.2 bedingt ein Mode-
σ1, 3-Update mit einer MatrixM ∈ Ks′×s ein Mode-α, 1-Update mit der transponier-
ten (Pseudo-)Inversen
(
M †
)T
. In unserem Kontext bedeutet dies, dass das Mode-
α, 3-Update mit der Matrix QTα erfolgen muss:
A˜α,i
′
α =
rα∑
iα=1
(Qα)iαi′α A
α,iα , 1 ≤ i′α ≤ rα. (7.25)
Dann berechnen wir zwei Matrizen
M1 := Mσ1 =
rα∑
i′α=1
s2α,i′αA˜
α,i′α
(
A˜α,i
′
α
)H ∈ Krσ1×rσ1 , (7.26)
M2 := Mσ2 =
rα∑
i′α=1
s2α,i′α
(
A˜α,i
′
α
)T ((
A˜α,i
′
α
)T)H
(7.27)
=
rα∑
i′α=1
s2α,i′α
((
A˜α,i
′
α
)H
A˜α,i
′
α
)T
∈ Krσ2×rσ2 . (7.28)
Nun berechnen wir für diese hermiteschen und positiv semideﬁniten Matrizen jeweils
eine QR-Zerlegung mit Pivotsuche, so dass die Spalten der Matrizen R1 und R2
jeweils der Norm nach geordnet seien.
M1 = Q1R1, Q1, R1 ∈ Krσ1×rσ1 (7.29)
M2 = Q2R2, Q2, R2 ∈ Krσ2×rσ2 . (7.30)
Dafür müssen wir die Norm der Spalten berechnen, wir erhalten also
s21,iσ1
:=
∥∥(R1)∗,iσ1 ,∥∥2 , 1 ≤ iσ1 ,≤ rσ1 ,
s22,iσ2
:=
∥∥(R2)∗,iσ2 ,∥∥2 , 1 ≤ iσ2 ,≤ rσ2 .
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Damit deﬁnieren wir die reellen und nichtnegativen Diagonalmatrizen
S21 ∈ Krσ1×rσ1 , (7.31)
S22 ∈ Krσ2×rσ2 . (7.32)
Da die Matrizen M1 und M2 hermitesch sind, folgt
M1 = Q1S
2
1Q
H
1 , (7.33)
M2 = Q2S
2
2Q
H
2 . (7.34)
Nun haben wir für die Söhne σ1 und σ2 jeweils wieder Matrizenpaare Q1, S1 (ge-
mäß (7.29) und (7.31)) und Q2, S2 (gemäß (7.30) und (7.32)) deﬁniert, wobei die Qi
einen orthonormalen Basiswechsel deﬁnieren in eine Basis, die wir als HOSVD-Basis
bezeichnen wollen. Die Matrizen Si enthalten die Gewichte, die später für die Be-
rechnung des Approximationsfehlers eine zentrale Rolle spielen werden.
Anschaulich ist klar, dass die MatrizenM1 undM2 sehr viel mit den Basen der Söhne
σ1 und σ2 zu tun haben. Der (kollektive) Spaltenraum der α-Koeﬃzientenmatrizen
Aα,iα , jeweils mit dem entsprechenden sα,iα gewichtet, wird gewissermaßen von M1
repräsentiert, eine analoge Aussage gilt für M2. Dies kann man verdeutlichen, indem
man (7.29) und (7.30) umformuliert. Zuerst deﬁnieren wir Matrizen
C1 :=
[
sα,1A
α,1 | . . . | sα,iαAα,iα | . . . | sα,rαAα,rα
]
,
C2 :=
[
sα,1
(
Aα,1
)T | . . . | sα,iα (Aα,iα)T | . . . | sα,rα (Aα,rα)T ] .
Das Bild der Matrizen C1 und C2 ist nun der Spalten- respektive Zeilenraum der
Koeﬃzientenmatrizen, die Rolle der Gewichte wird sich im Rahmen der Analyse der
Approximationsmethode klären. Damit folgt
M1 = C1C
H
1 , (7.35)
M2 = C2C
H
2 . (7.36)
Wir wollen noch anmerken, dass die Deﬁnition von M1 und M2 gemäß (7.26) und
(7.28) nach Folgerung 2.28 einen direkten Bezug zu den Problemen 2.26 (M1) bzw.
2.27 (M2) besitzt. Wir kommen später noch darauf zurück.
Nun wollen wir zeigen, dass dieses Vorgehen auch wirklich sinnvoll ist, d.h. dass es
einen direkten Bezug zu den Matrizisierungen B(α)v des Tensors v gibt. Dazu zeigen
wir, dass die Matrix M2 die Deﬁnition 32 aus [13] erfüllt (für M1 gilt ein entspre-
chendes Ergebnis analog), dann ist entsprechend Lemma 34 (ebenda) anwendbar und
das bedeutet, dass wir tatsächlich die von uns als HOSVD-Basis bezeichnete Basis
konstruiert haben und dass wir daher auch die von Grasedyck als Hierarchical Sin-
gular Value Decomposition bezeichnete Kürzungsmethode anwenden können, doch
dazu später.
Zuallererst stellen wir fest, dass sich die transfer tensors nach [13] Deﬁnition 11 von
unseren α-Koeﬃziententensoren aus Deﬁnition 6.4 nur durch die unterschiedliche
Indizierung unterscheiden: α, σ1, σ bei den transfer tensors und σ1, σ, α bei den α-
Koeﬃziententensoren. [13] Deﬁnition 32 liest sich unter Berücksichtigung der leicht
anderen Indizierung der transfer tensors und der Verallgemeinerung auf K = R,C in
unserem Formalismus so:
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Deﬁnition 7.6 (accumulated transfer tensor nach Grasedyck). Sei ein Tensor v be-
züglich des Dimensionsbaumes TJ mit hierarchischem Rang HRv(TJ) = {rα | α ∈ TJ}
und orthonormaler hierarchischer Koeﬃzientendarstellung, deﬁniert durch die α-
Koeﬃziententensoren Aσ1,σ2,α gegeben. Sei ein Pfad von der Wurzel J = t0, t1, . . . , tp
bis zum Knoten tp gegeben. Seien AJ,1 = A
σ1,σ2,α
0 , . . . ,A
σ1,σ2,α
p−1 die zugehörigen Koef-
ﬁziententensoren bis zum Knoten tp−1. Dann deﬁnieren wir den accumulated transfer
tensor Bˆp über(
Bˆ1
)
j1,s1
:=
rσ2(t0)∑
i1=1
AJ,1j1,i1A
J,1
s1,i1
, falls t1 = σ1(t0),
(
Bˆ1
)
j1,s1
:=
rσ1(t0)∑
i1=1
AJ,1i1,j1A
J,1
i1,s1
, falls t1 = σ2(t0),
t` = σ1(t`−1) :(
Bˆ`
)
j`,s`
:=
rα∑
s`−1=1
rσ2∑
i`=1
 rα∑
j`−1=1
(
Bˆ`−1
)
j`−1,s`−1
(
Aσ1,σ2,α`−1
)
j`,i`,j`−1
(Aσ1,σ2,α`−1 )
s`,i`,s`−1
,
t` = σ2(t`−1) :(
Bˆ`
)
j`,s`
:=
rα∑
s`−1=1
rσ1∑
i`=1
 rα∑
j`−1=1
(
Bˆ`−1
)
j`−1,s`−1
(
Aσ1,σ2,α`−1
)
i`,j`,j`−1
(Aσ1,σ2,α`−1 )i`,s`,s`−1 .
für 2 ≤ ` ≤ p.
Wir beweisen jetzt analog zu [13] den Zusammenhang zwischen den Matrizisierungen
und den accumulated transfer tensors.
Lemma 7.7. Unter den in Deﬁnition 7.6 angegeben Voraussetzungen gilt mit α =
tp−1 und σ2 = tp
Mσ2 =: M2 = Bˆ
p.
Beweis. Induktion: Sei ein Pfad wie oben gegeben mit p = 1. Es gilt dann
Bˆ1 = AJ,1
(
AJ,1
)H
= M1 = Mσ1(J) oder
Bˆ1 =
((
AJ,1
)H
AJ,1
)T
= M2 = Mσ2(J).
Sei nun ein Pfad wie oben gegeben.
Induktionsvoraussetzung (IV): Die Behauptung sei wahr bis tp−1 = α.
Wir wollen nun für tp = σ2 := σ2(α) zeigen, dass die Behauptung dann auch gilt
(σ1 analog). Wir verwenden der Übersichtlichkeit halber zur Indizierung p und p− 1
anstelle von tp und tp−1. Wir betrachten gemäß (7.34) die Zerlegung
Bˆp−1 = Mα = US2UH .
Gemäß (7.25) erfolgt jetzt das Update der α-Koeﬃzientenmatrizen über die Matrix
U nach folgender Vorschrift:
A˜p−1,ip−1 =
rα∑
sp−1=1
Usp−1,ip−1A
p−1,sp−1 , 1 ≤ ip−1 ≤ rα.
136 7 Kürzungsmethoden
Wir erhalten nun gemäß (7.28) die folgende Vorschrift:
Mp =
rα∑
ip−1=1
S2ip−1,ip−1
(
A˜p−1,ip−1
)T
A˜p−1,ip−1
=
rα∑
ip−1=1
S2ip−1,ip−1
 rα∑
sp−1=1
Usp−1,ip−1A
p−1,sp−1
T rα∑
jp−1=1
U jp−1,ip−1A
p−1,jp−1
=
rα∑
sp−1=1
rα∑
jp−1=1

rα∑
ip−1=1
S2ip−1,ip−1Usp−1,ip−1U jp−1,ip−1︸ ︷︷ ︸
=(US2UH)sp−1,jp−1

(
Ap−1,sp−1
)T
Ap−1,jp−1
n.IV.
=
rα∑
sp−1=1
rα∑
jp−1=1
(Mp−1)jp−1,sp−1
(
Ap−1,sp−1
)T
Ap−1,jp−1 . (7.37)
Nun erhalten wir für den Matrix-Index jp, sp den zugehörigen Eintrag
(Mp)jp,sp =
rα∑
sp−1=1
rα∑
jp−1=1
(Mp−1)jp−1,sp−1
rσ1∑
ip=1
Ap−1,jp−1 ip,jpA
p−1,sp−1
ip,sp
=
rα∑
sp−1=1
rσ1∑
ip=1
 rα∑
jp−1=1
(Mp−1)jp−1,sp−1 A
p−1,jp−1 ip,jp
Ap−1,sp−1ip,sp ,
dies entspricht genau Deﬁnition 7.6. 
Wir haben damit insbesondere gezeigt, dass die einfacheren Formulierungen gemäß
(7.26) bzw. (7.28) oder die alternative Formulierung gemäß (7.35) bzw. (7.36) die
Vorschrift zur Berechnung des accumulated transfer tensors aus Deﬁnition 7.6 er-
setzen kann. Weiterhin stellen wir fest, dass wir immer nur die Matrizen S21 und S
2
2
verwenden, also nirgends die Singulärwerte (s1)ii direkt benötigen. Dies führt zu einer
hohen Genauigkeit der hier dargestellten Berechnungen, insbesondere auch der aus
der HOSVD-Basis-Darstellung direkt abgeleiteten Kürzung, auf die auch Grasedyck
in [13], Chapter 6, verweist. Beim Berechnen der Wurzeln würde es zur Auslöschung
gültiger Stellen kommen, dies kann jedoch vermieden werden.
Eine sehr wichtige Eigenschaft der HOSVD-Darstellung fehlt noch.
Satz 7.8. Die HOSVD-Darstellung besitzt den minimalen hierachischen Rang.
Beweis. Wir bezeichnen den hierarchischen Rang der HOSVD-Darstellung mit
HRHOSV D. Nehmen wir an, dass ein kleinerer minimaler Rang HR existiert. Dann
gilt aufgrund von Lemma 5.24 (siehe Beweis):
dimUHR,α ≤ dimUα,HOSV D.
und für mindestens ein α gilt<. Dies ist aber einWiderspruch, denn dimUα,HOSV D =
Rang Sα, also die Dimension entspricht der Anzahl der nichtverschwindenden Sin-
gulärwerte bzw. dem exakten Rang der entsprechenden Matrizisierung. Daher ist die
HOSVD-Darstellung minimal. 
Dies ist eine sehr wichtige Eigenschaft, insbesondere im Hinblick auf die Speicheref-
ﬁzienz und damit auch die Rechenkosten für Folgeoperationen.
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Der HOSVD-Algorithmus Wir formulieren jetzt den vollständigen Algorithmus
zur Erzeugung der HOSVD-Basis. Die Dimension der Ansatzräume Vj spielt diesmal
keine Rolle, da alle Berechnung in den inneren Knoten und an der Wurzel durchge-
führt werden, zuletzt werden nur die Orthonormalbasen in den Blättern gewechselt.
Die Erzeugung der HOSVD-Basis ist eine Root-To-Leaves-Methode.
Algorithmus 7.1 HOSVD-Basis
Input: Tensor v in Orthonormaldarstellung
Output: HOSVD-Basisdarstellung von v

Rekursionsfunktion: HOSV D(α, S,Q)
Argumente:
α ∈ TJ
Diagonalmatrix S ∈ Rrα×rα (Gewichte)
Q ∈ Krα×rα (Basiswechsel)
Söhne S(α) = {σ1, σ2}
if α = J then
AJ,1 = Q1SQ
T
2
AJ,1 ← S = QH1 AJ,1
(
QT2
)H
HOSV D(σ1, S
2, Q1)
HOSV D(σ2, S
2, Q2)
else if α ∈ I(TJ) then
Aσ1,σ2,α ← Aσ1,σ2,α ◦α,3 QT
M1 =
∑rα
iα=1
Siα,iαA
α,iα
(
Aα,iα
)H
= Q1S1Q
H
1
M2 =
∑rα
iα=1
Siα,iα
(
Aα,iα
)T ((
Aα,iα
)T)H
= Q2S2Q
H
2
Aσ1,σ2,α ← Aσ1,σ2,α ◦α,1 QH1 ◦α,2 QH2
HOSV D(σ1, S
2
1 , Q1)
HOSV D(σ2, S
2
2 , Q2)
else
Aj ← AjQ
end if

Start der Rekursion: HOSV D(J, 1, 1)
Diese Formulierung besitzt eine kleine Besonderheit: Bei der Berechnung der Matri-
zen M1 und M2 tauchen die Gewichte Siα,iα nicht quadriert auf, denn die Matrix S
wird schon quadriert übergeben.
Der generelle Speicheraufwand ist natürlich nach der Basistransformation genau-
so hoch wie vorher, allerdings ist die Matrix AJ,1 nun diagonal, man kann also
ein klein wenig sparen. Diagonalität ist eine Eigenschaft, die die gesamte HOSVD-
Basisdarstellung auszeichnet. Wir hatten schon den Bezug zu Abschnitt 2.6 und den
darin formulierten Problemen 2.26 und 2.27 angesprochen. Bei diesen Problemen
geht es bildlich gesprochen darum, eine Kollektion von Matrizen gleichzeitig - so
weit wie möglich - zu diagonalisieren. Daher ist die HOSVD-Basis diejenige Basis,
in der alle α-Koeﬃzientenmatrizen weitestgehend diagonalisiert sind im folgenden
Sinne:
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Lemma 7.9. Für einen Tensor v in HOSVD-Basisdarstellung gelten im Knoten α
rα∑
iα=1
s2α,iαA
α,iα
iσ1 iσ2
(
Aα,iαiσ1 iσ2
)H
= S2σ1 = S
2
1 , (7.38)
rα∑
iα=1
s2α,iα
(
Aα,iαiσ1 iσ2
)T ((
Aα,iαiσ1 iσ2
)T)H
= S2σ2 = S
2
2 . (7.39)
Dies folgt direkt durch Anwendung der entsprechenden Basistransformationen in
Algorithmus 7.1.
Bemerkung 7.10. Da wir an der Wurzel J eine (reduzierte) SVD berechnen, be-
sitzen die Matrizen Q1 und Q2 die gleiche Anzahl Spalten. Ist also rσ1(J) 6= rσ2(J),
so wird durch die HOSVD-Basis eine Speicheroptimierung erzielt. Man kann sogar
aus der Perspektive der Unterräume von einer Kürzung sprechen, denn nach der
HOSVD-Transformation liegen in den Knoten σ1 und σ2 die minimalen Unterräu-
me vor. Diese Kürzung verursacht allerdings keinen Fehler, da nur Basiselemente
zum Singulärwert 0 weggelassen werden: Entwickelt man die hierarchische HOSVD-
Basisdarstellung gemäß 5.8.1 in eine r-Term-Darstellung, so hätten die entsprechen-
den Summanden den Vorfaktor 0.
Bemerkung 7.11. Man kann i.a. nicht schon bei der ersten Orthonormalisierung ei-
nes Tensors die HOSVD-Basisdarstellung erzeugen. Die Orthonormalisierung war ei-
ne Leaves-To-Root-Operation, während die HOSVD-Basistransformation eine Root-
To-Leaves-Operation ist, die nur auf einen bereits in Orthonormaldarstellung vorlie-
genden Tensor angewendet werden kann.
Bemerkung 7.12. Im Gegensatz zu der in Abschnitt 6.2 angegebenen Darstellung
werden bei der Erzeugung der HOSVD-Basis zuerst die Mode-α, 1- und Mode-α, 2-
Produkte berechnet und erst danach das - nach der Herleitung eigentlich ursächliche
- Mode-α, 3-Produkt, welches ja für den Basiswechsel verantwortlich ist. Die Reihen-
folge der Durchführung dieser Produkte spielt jedoch oﬀensichtlich keine Rolle, da sie
direkt aufeinander folgen.
Wir wollen noch zeigen, dass die HOSVD-Basis unabhängig ist von der vor der
Erzeugung der HOSVD-Basis vorliegenden Orthonormalbasis ist.
Lemma 7.13. Die HOSVD-Basis und die Singulärwerte sind im Wesentlichen ein-
deutig, d.h. die von den zugehörigen Singulärvektoren sind eindeutig.
Im Fall eines einzelnen Singulärwertes bedeutet dies eindeutig bis auf Skalarmultipli-
kation mit k ∈ K mit ‖k‖ = 1. Bei Gleichheit von beispielsweise m der Singulärwerte
bezieht sich die Eindeutigkeit auf den von den zugehörigen Singulärvektoren auf-
gespannten m-dimensionalen Teilraum, der natürlich mehr als eine ONB besitzt.
Diese Eindeutigkeitseigenschaften erbt die HOSVD-Basis gewissermaßen von der
Matrix-SVD.
Beweis. Wir beﬁnden uns im Knoten α mit den Söhnen σ1 und σ2 und betrachten
nun, wie sich ein Basiswechsel in den Sohnknoten auf die Berechnung der Matrix
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M1 (M2 analog) auswirkt. Die Basiswechsel seien durch die Orthogonalmatrizen Uσ1
und Uσ2 repräsentiert. Es gilt ohne Anwendung der Basiswechsel
M1,ohne =
rα∑
iα=1
Siα,iαA
α,iα
(
Aα,iα
)H
= Q1S
2
1Q
H
1 .
Mit Basiswechsel erhalten wir
M1,mit =
rα∑
iα=1
Siα,iαU
H
σ1A
α,iαUσ2
(
UHσ1A
α,iαUσ2
)H
= UHσ1Q1S
2
1Q
H
1 Uσ1 ,
d.h. sowohl die Singulärwerte als auch die HOSVD-Basis (bei Gleichheit einiger Sin-
gulärwerte die entsprechenden Teilräume) sind dieselben. 
Die Kosten An der Wurzel J habe wir zwei Möglichkeiten. Wir können entweder
die SVD direkt berechnen oder, da wir die erzeugte Gewichtsmatrix S nicht direkt
benötigen, sondern nur S2, wir können die SVD über zwei QR-Zerlegungen berech-
nen, siehe auch (7.13) und (7.14). Dies erklärt die im Vergleich zur direkten SVD
anderen Kosten.
Alle Matrixmultiplikationen werden wieder von rechts nach links durchgeführt, ent-
sprechend gibt es noch Einsparmöglichkeiten, wenn man diese Reihenfolge optimiert.
Für das Produkt QH1 A
J,1
(
QT2
)H
gelte oBdA rσ1 ≤ rσ2 , da wir die Reihenfolge der
Söhne so wählen dürfen.
Lemma 7.14. Die Kosten für die Transformation einer beliebigen Orthonormaldar-
stellung des Tensors v bezüglich des Dimensionsbaumes TJ mit zugehörigem hierar-
chischen Rang HR = {rα : α ∈ TJ} in die HOSVD-Basis betragen
RHOSV D = RHOSV D,J +RHOSV D,I(TJ ) +RHOSV D,L(TJ ),
RHOSV D,J = (2rσ1 + 2rσ2 − 1)
(
r2σ1 + r
2
σ2
)
+ rσ1 (rσ1 (2rσ2 − 1) + rσ2 (2rσ1 − 1)) ,
RHOSV D,I(TJ ) =
∑
α∈I(TJ )
2
(
r3σ1 + r
3
σ1
)
+ 2rαrσ1rσ2 (2rσ1 + 2rσ2 + rα − 2) ,
RHOSV D,L(TJ ) =
∑
j∈J
s′jrj (2rj − 1) .
Gelten s′j ≤ n ∀ j und rα ≤ r, so erhalten wir
RHOSV D,J = 4r2 (3r − 1) ,
RHOSV D,I(TJ ) = 10(d− 2)r4,
RHOSV D,L(TJ ) = dnr (2r − 1) ,
RHOSV D = dnr (2r − 1) + 10(d− 2)r4 + 12r3 − 4r2
= O(dr2(n+ r2)).
Beweis. Die Kosten in den Blättern sind trivial.
Die Kosten an der Wurzel J setzen sich zusammen aus den Kosten für die Matrix-
multiplikationen AAH : r2σ1 (2rσ2 − 1) und AT
(
AT
)H
: r2σ2 (2rσ1 − 1), den Kosten für
die QR-Zerlegungen: 2
(
r3σ1 + r
3
σ2
)
und den Kosten für das Produkt QH1 A
(
QT2
)H
:
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rσ1rσ2 (2rσ1 − 1) + r2σ1 (2rσ2 − 1).
Die Kosten in den inneren Knoten setzen sich zusammen aus den Kosten für die
drei Mode-α, k-Produkte: rαrσ1rσ2 (2rα + 2rσ1 + 2rσ2 − 3), den Kosten für die Be-
rechnung von M1 und M2: rαrσ1rσ2 (2rσ1 + 2rσ2 − 1) und den Kosten für die QR-
Zerlegungen: 2
(
r3σ1 + r
3
σ2
)
.
Alle weiteren Behauptungen ergeben sich unittelbar. 
Wir wollen noch kurz begründen, warum die Bezeichnung als HOSVD-Basis - also
der Verweis auf eine Verallgemeinerung der Singulärwertzerlegung - gerechtfertigt
ist. Der hier beschriebene Ansatz verwendet zwar die QR-Zerlegung bestimmter Ma-
trizen für die konkrete Berechnung, bestimmt dabei aber die Linkssingulärvektoren
- die Orthogonalmatrix U - und Gewichte - die Diagonalmatrix S - einer Singulär-
wertzerlegung, siehe auch Abschnitt 2.3.4. An der Wurzel wird sogar die SVD direkt
verwendet, falls dimUJ = 1 gilt und somit nur eine Matrix AJ,1 vorliegt. Ist dagegen
dimUJ > 1, sind also mehrere Tensoren bezüglich desselben Orthonormalsystems
gegeben und möchte man diese simultan kürzen, so verwendet man auch für die
Wurzel die Vorschriften für die inneren Knoten.
7.2.3 HOSVD-Approximation
Die HOSVD-Approximation wurde in [13] ausführlich dargestellt und untersucht. Ist
die HOSVD-Basis einmal erzeugt, so ist die zugehörige Kürzung im Prinzip schon
komplett bestimmt. Durch die Gewichte der jeweiligen Basiselemente werden alle In-
formationen für die Berechnung einer quasioptimalen Fehlerschranke bereitgestellt.
Gegeben seien nun
• ein Tensor v in hierarchischer HOSVD-Basisdarstellung mit Gewichten sα,iα ,
1 ≤ iα ≤ rα, J 6= α ∈ TJ ,
• zugehörige Koeﬃzientenmatrizen Aα,iα für α ∈ TJ \L(TJ) und Aj ∈ Ks′j×rj für
j ∈ L(TJ),
• ein hierarchischer Zielrang HR ≤ HRv,
zur hierarchischen Koeﬃzientendarstellung siehe auch (6.10). Den Eintrag HR(α)
wollen wir mit rHR,α bezeichnen. Damit HR ein wohldeﬁnierter hierarchischer Rang
ist, muss nach Bemerkung 5.25 rHR,α ≤ rHR,σ1rHR,σ2 gelten, diese Bedingung ist in
der Deﬁnition 5.22 des hierarchischen Ranges implizit enthalten.
Die Kürzung besteht nun darin, nur die Basiselemente φα,iα , 1 ≤ iα ≤ rHR,α zu
behalten bzw. die entsprechenden Koeﬃzienten, da die Basiselemente ja nicht direkt
gespeichert werden. Wir formulieren nun den Kürzungsalgorithmus.
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Algorithmus 7.2 HOSVD-Approximation
Input: Tensor v in HOSVD-Basisdarstellung, hierarchischer Zielrang HR
Output: Tensor w als Approximation an v mit hierarchischem Rang HR, quadra-
tischer Fehlerschätzer ∆

∆ = 0
S(α) = {σ1, σ2}
for α = J do
KrHR,σ1×rHR,σ2 3 AJ,1w =
(
AJ,1v
)
1:rHR,σ1 ,1:rHR,σ2
end for
for all α ∈ I(TJ) do
KrHR,σ1×rHR,σ2 3 Aα,iαw =
(
Aα,iαv
)
1:rHR,σ1 ,1:rHR,σ2
if α 6= σ2(J) then
for k = rHR,σ1 + 1→ rσ1 do
∆ = ∆ + s2α,k
end for
end if
end for
for all j ∈ L(TJ) do
Ksj×rHR,j 3 Ajw =
(
Ajv
)
1:sj ,1:rHR,j
for k = rHR,j + 1→ rj do
∆ = ∆ + s2j,k
end for
end for
Eine einfache Folgerung können wir sofort ableiten.
Folgerung 7.15. Lemma 7.9 gilt analog.
Die Erzeugendensysteme ψj,i
′
j , 1 ≤ i′j ≤ s′j , 1 ≤ j ≤ d, müssen i.a. vollständig
beibehalten werden. Da sie aber nicht direkt benötigt werden, sondern nur ihre Ska-
larprodukte, die ja schon berechnet wurden, bzw. eine entsprechende Vorschrift zur
Berechnung derselben, ist damit kein zusätzlicher Speicher- oder Rechenaufwand
verbunden. Durch die Kürzung geht allerdings die Orthonormalität der Darstellung
verloren, daher muss nach Abschluss der Kürzung noch eine Reorthonormalisierung
erfolgen mit entsprechenden Kosten, siehe dazu Abschnitt 6.3.
Wir bestimmen nun die Qualität der nach Algorithmus 7.2 berechneten Approxima-
tion gemäß [13], Theorem 3.11 und Remark 3.12. Wir bezeichnen die Bestapproxi-
mation an v mit hierarchischem Rang HR mit vHR,best.
Satz 7.16. Es gelten
‖v −w‖22 ≤ (2d− 3) ‖v − vHR,best‖22 , (7.40)
‖v −w‖22 ≤ ∆ =
∑
α∈TJ\{J}
α 6=σ2(J)
rα∑
k=rHR,α+1
s2α,k. (7.41)
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Genauer gilt sogar
‖v −w‖22 ≤ ∆ ≤ (2d− 3) ‖v − vHR,best‖22 .
Beweis. Im Folgenden sei ‖·‖ := ‖·‖2.
Zuallererst bemerken wir, dass jede Kürzung in einem Knoten α als Wirkung einer or-
thogonalen Projektion auf den Tensor v dargestellt werden kann, nämlich derjenigen
Projektion Pα, die Vα abbildet auf den von den ersten rHR,α Spalten aufgespannten
Unterraum. Die Kürzung kann also als Hintereinanderausführung von orthogonalen
Projektionen Pα für alle α 6= J aufgefasst werden. Für jede dieser Projektionen gilt
mit Folgerung 2.28, dass sie eine Optimallösung darstellt für eines der Probleme 2.26
bzw. 2.27 mit entsprechender Fehlerabschätzung gemäß Bemerkung 2.29.
Weiter stellen wir fest, dass wir eine der beiden Projektionen Pσ1(J) oder Pσ2(J)
weglassen können, da diese Projektionen zur Singulärwertzerlegung einer einzigen
Matrix M = MJ,1 gehören. Mit den entsprechenden die HOSVD-Basisdarstellung
beschreibenden, also ungekürzten orthogonalen Matrizen Uσ1 und Uσ2 bzw. den
die Kürzung auf die ersten k Spalten beschreibenden gekürzten Matrizen Uσ1,trunc
und Uσ2,trunc erhalten wir nämlich
UHσ1,truncM
(
UTσ2,trunc
)H
= UHσ1,truncUσ1SU
T
σ2
(
UTσ2,trunc
)H
= SkU
T
σ2
(
UTσ2,trunc
)H
= Sk = U
H
σ1Uσ1SU
T
σ2
(
UTσ2,trunc
)H
= UHσ1M
(
UTσ2,trunc
)H
,
also gilt für die Söhne σ1, σ2 von J
Pσ2 = Pσ2Pσ1 = Pσ1Pσ2 = Pσ1 .
Hierbei ist zu beachten, dass beide Projektionen auf dasselbe k kürzen, da die Kür-
zung deﬁniert ist über die Anzahl der Singulärwerte Sii, 1 ≤ i ≤ k, die beibehalten
werden. Dies ist allerdings i.a. nur für die Söhne von J richtig.
Wir können also die HOSVD-Kürzung darstellen als Hintereinanderausführung von
orthogonalen Projektionen Pα, wobei wir α 6= J und oBdA α 6= σ2(J) annehmen
können. Die Reihenfolge der Projektionen spielt natürlich eine wichtige Rolle, aller-
dings nicht für die hier zu beweisenden Aussagen. Wir erhalten also
w :=
 ∏
α∈TJ\{J,σ1(J)}
Pα
v.
Wir setzen ein und erhalten mit Folgerung 2.15
‖v −w‖2 =
∥∥∥∥∥∥v −
 ∏
α∈TJ\{J,σ2(J)}
Pα
v
∥∥∥∥∥∥
2
≤
∑
α∈TJ\{J,σ2(J)}
‖v − Pαv‖2 .
7.2 Die HOSVD-Approximation 143
Pαv ist aufgrund der Eigenschaft der Singulärwertzerlegung die beste Approximation
an v bezüglich der durch den hierarchischen Zielrang HR vorgegebenen Rangbedin-
gung25 rHR,α, die auch die Bestapproximation vHR,best erfüllt (die ja alle Rangbe-
dingungen in den jeweiligen Knoten erfüllen muss), daher gilt
‖v − Pαv‖2 ≤ ‖v − vHR,best‖2
für alle hier relevanten α. Da wir insgesamt 2d − 3 Projektionen berücksichtigen
müssen, erhalten wir die erste Behauptung
‖v −w‖2 ≤ (2d− 3) ‖v − vHR,best‖2 .
Man beachte, dass dies gemäß Bemerkung 5.2 unabhängig vom Baum TJ gilt, da
alle binären Bäume 2d− 1 Knoten haben. Damit gilt die Aussage für jeden binären
Baum.
Die anderen Behauptungen ergeben sich aus der Fehlerabschätzung der Singulärwert-
zerlegung und der Optimalität von Pαv. Es gilt nach Lemma 2.18 bei einer Kürzung
auf den Rang rHR,α
‖v − Pαv‖2 =
∑
k>rHR,α
s2α,k ≤ ‖v − vHR,best‖2 .

Im Beweis wurde erwähnt, dass die Reihenfolge der Projektionen für die zu be-
weisenden Aussagen irrelevant, allgemein jedoch von Bedeutung ist. Hierbei geht
es darum, dass die durch die Anwendung der Projektionen erzeugte Approximati-
on ja einen bestimmten hierarchischen Rang besitzen soll. In [13] ﬁndet sich auch
ein Beispiel (Example 3.14), das illustriert, warum die Projektionen im allgemei-
nen von der Wurzel in Richtung der Blätter, also in der Richtung Root-To-Leaves
angewendet werden müssen. In der durch die Algorithmen 7.1 und 7.2 deﬁnierten
Standard-Kürzung stellt sich diese Frage durch die Art und Weise der Formulierung
gar nicht. Die entsprechenden Rangbedingungen sind oﬀensichtlich erfüllt, da vor
der Kürzung alle mit den Projektionen verbundenen Basistransformationen durch-
geführt wurden und die konkrete Anwendung der Projektionen, sprich die eigentliche
Kürzung, dann keinen rangvergrößernden Eﬀekt mehr haben kann. Nichtsdestotrotz
muss man sich über die Möglichkeit einer falschen Reihenfolge der Projektionen im
Klaren sein, denn die bisher gezeigten Aussagen lassen jede mögliche Reihenfolge der
Projektionen zu. Im Rahmen des hierarchischen Formates müssen aber entsprechen-
de Zusatzbedingungen erfüllt sein, damit eine Approximation im richtigen Format,
also bezüglich einer geeigneten hierarchischen Unterraumfamilie erzeugt wird. Dies
wird später bei der Leaves-To-Root-Kürzung wichtig sein, aber auch, wenn es um
die Frage geht, welche Möglichkeiten wir überhaupt haben, mit den hier verwendeten
Techniken eine geeignete Kürzungsmethode zu deﬁnieren.
Wir halten einige grundlegende Beobachtungen fest.
Bemerkung 7.17.
25Zur Erinnerung: Diese Rangbedingung kann interpretiert werden als Bedingung an den Rang
der entsprechenden Matrizisierung oder als Dimension des entsprechenden Unterraumes.
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(i) Für die Wurzel J mit den Söhnen σ1 und σ2 gilt
Pσ1 = Pσ1Pσ2 = Pσ2
für die durch die HOSVD-Kürzungsvorschrift deﬁnierten orthogonalen Projek-
tionen Pσ1 und Pσ2.
(ii) Für zwei Knoten α und β mit α ∩ β = ∅ gilt
PβPα = PαPβ
für die durch die HOSVD-Kürzungsvorschrift deﬁnierten orthogonalen Projek-
tionen Pα und Pβ. Allgemein gilt dies nicht.
(iii) Sind Pα, Pβ orthogonale Projektionen auf Unterräume Uα, Uβ mit Uα ⊂ Uβ,
so gilt
Pα = PβPα = PαPβ.
Die erste Aussage hatten wir schon im Beweis von Satz 7.16 gezeigt. Die zweite Aus-
sage ist oﬀensichtlich klar, da beide Projektionen sich gegenseitig nicht beeinﬂussen
können, insbesondere ist dann die Hintereinanderausführung wieder eine orthogona-
le Projektion. Momentan von Interesse ist jetzt aber der allgemeine Fall, nämlich
falls die Projektionen nicht vertauschbar sind. Dies hat entscheidenden Einﬂuss auf
die Möglichkeiten, eine hierarchische Kürzungsmethode zu deﬁnieren. Zum besseren
Verständnis betrachten wir für einen Knoten α ∈ I(TJ) mit den Söhnen σ1 und σ2
die Wirkungen von PαPσ2Pσ1 und Pσ2Pσ1Pα auf einen Tensor u ∈ Uα, hierbei kürze
die jeweilige Projektion zum Knoten β immer von sβ auf rβ . Es gelten dann mit
u =
sα∑
iα=1
cα,iαφ
α,iα
und
φα,iα =
sσ1∑
iσ1=1
sσ2∑
iσ2=1
aα,iαiσ1iσ2
φσ1,iσ1 ⊗ φσ2,iσ2 ,
wobei die φ die entsprechende HOSVD-Basis für den jeweiligen Knoten bilden, die
folgenden Beziehungen:
Pαu =
rα∑
iα=1
cα,iαφ
α,iα ,
Pσ2Pσ1Pαu =
rα∑
iα=1
cα,iα
rσ1∑
iσ1=1
rσ2∑
iσ2=1
aα,iαiσ1iσ2
φσ1,iσ1 ⊗ φσ2,iσ2 .
Dies entspricht der HOSVD-Standard-Approximation, alle Dimensionen werden von
s auf r gekürzt. Insbesondere ist die notwendige Schachtelungseigenschaft der hier-
archischen Unterräume, siehe (5.2) in der Deﬁnition 5.14 der hierarchischen Unter-
raumfamilie, weiterhin gewährleistet, denn aufgrund von
φ˜α,i
′
α :=
rσ1∑
iσ1=1
rσ2∑
iσ2=1
aα,iαiσ1iσ2
φσ1,iσ1 ⊗ φσ2,iσ2
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gilt oﬀensichtlich
φ˜α,i
′
α ∈ U˜α ⊂ U˜σ1 ⊗ U˜σ2 ,
wobei U˜σ1 und U˜σ2 die gekürzten Unterräume zu σ1 und σ2 sind. Die Rangbedin-
gungen in den drei beteiligten Knoten sind ebenfalls erfüllt.
Wenden wir dagegen zuerst Pσ1 und Pσ2 an, so erhalten wir
Pσ2Pσ1u =
sα∑
iα=1
cα,iα
rσ1∑
iσ1=1
rσ2∑
iσ2=1
aα,iαiσ1iσ2
φσ1,iσ1 ⊗ φσ2,iσ2 .
Dies ist nun i.a. keine Orthonormaldarstellung mehr, d.h. die weiter oben deﬁnierten
φ˜α,i
′
α bilden keine ONB. Die Projektion Pα projiziert Pσ2Pσ1u nun auf einen Vektor
u˜ ∈ span{φα,iα , 1 ≤ iα ≤ rα} 6= U˜α. Dies verletzt i.a. die Schachtelungseigenschaft,
selbst die Rangbedingungen in den Sohnknoten können verletzt sein, wie das oben
angesprochene Beispiel aus [13] ganz explizit deutlich macht.
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Die HOSVD-Basisdarstellung besitzt alle Eigenschaften, die wir von einer Verallge-
meinerung der Singulärwertzerlegung für Matrizen auf den Fall von höherdimensio-
nalen Tensoren erwarten, insbesondere durch die HOSVD-Approximation, die eine
quasi-optimale Abschätzung und einen Schätzer des absoluten Fehlers liefert.
Ursprünglich hatten wir erwartet, diese Eigenschaften bei einer sehr ähnlichen Me-
thode vorzuﬁnden, nämlich der in [24] vorgestellten Kürzungsmethode. Ihr beson-
derer Vorteil liegt darin, weniger Rechenaufwand zu benötigen als die HOSVD-
Approximation, allerdings zahlt man dafür einen Preis, nämlich in Form einer i.a.
schlechteren - bzw. auf den ersten Blick schlechter aussehenden - Fehlerabschätzung.
Später werden wir beide Methoden anhand von ausgewählten Beispielen vergleichen,
siehe 9.3 und 9.4.
Die Grundidee dieser Methode, die wir im Folgenden als FastHOSVD bezeichnen
wollen besteht darin, bereits beim Erzeugen der HOSVD-Basis zu kürzen26. Wie das
konkret aussieht, werden wir nun beschreiben.
26Genau dieses Kürzen vor Erzeugung der kompletten HOSVD-Basis führt dazu, dass nicht die
HOSVD-Basis erzeugt wird, und damit besitzt die FastHOSVD eben nicht die Eigenschaften der
HOSVD.
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Algorithmus 7.3 FastHOSVD-Approximation
Input: Tensor v in Orthonormaldarstellung, hierarchischer Zielrang HR
Output: Tensor w als Approximation an v mit hierarchischem Rang HR, Fehler-
schätzer ∆

Rekursionsfunktion: FastHOSV D(α, S,Q,HR)
Argumente:
α ∈ TJ
Diagonalmatrix S ∈ RrHR,α×rHR,α (Gewichte)
Q ∈ Krα×rHR,α (Basiswechsel)
Hierarchischer Rang HR
Söhne S(α) = {σ1, σ2}
if α = J then
AJ,1v = Q1SQ
T
2
Q1,trunc = (Q1)1:rσ1 ,1:rHR,σ1
Q2,trunc = (Q2)1:rσ1 ,1:rHR,σ2
AJ,1w ← Strunc = QH1,truncAJ,1v
(
QT2,trunc
)H
∆σ1 = ∆σ2 = 0
for i = rHR,σ1 + 1→ rσ1 do
∆σ1 = ∆σ1 + S
2
ii
end for
FastHOSV D(σ1, S
2
trunc, Q1,trunc, HR)
FastHOSV D(σ2, S
2
trunc, Q2,trunc, HR)
else if α ∈ I(TJ) then
Aσ1,σ2,αw ← Aσ1,σ2,αv ◦α,3 QT
M1 =
∑rα,HR
iα=1
Siα,iαA
α,iα
v
(
Aα,iαv
)H
= Q1S1Q
H
1
M2 =
∑rα,HR
iα=1
Siα,iα
(
Aα,iαv
)T ((
Aα,iαv
)T)H
= Q2S2Q
H
2
Q1,trunc = (Q1)1:rσ1 ,1:rHR,σ1
Q2,trunc = (Q2)1:rσ1 ,1:rHR,σ2
Aσ1,σ2,αw ← Aσ1,σ2,αw ◦α,1 QH1,trunc ◦α,2 QH2,trunc
S1,trunc = (S1)1:rHR,σ1 ,1:rHR,σ1
S2,trunc = (S2)1:rHR,σ2 ,1:rHR,σ2
for i = rHR,σ1 + 1→ rσ1 do
∆σ1 = ∆σ1 + S
2
ii
end for
for i = rHR,σ2 + 1→ rσ2 do
∆σ2 = ∆σ2 + S
2
ii
end for
FastHOSV D(σ1, S
2
1,trunc, Q1,trunc, HR)
FastHOSV D(σ2, S
2
2,trunc, Q2,trunc, HR)
else
Ajw ← AjvQ
end if
for ` = 1→ L do
∆` =
√∑
level(α)=` ∆α
∆ = ∆ + ∆`
end for

Start der Rekursion: FastHOSV D(J, 1, 1, HR)
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Im Prinzip entspricht der Ablauf des FastHOSVD-Algorithmus genau dem Ablauf
der HOSVD-Standard-Kürzung, wenn man die beiden getrennt formulierten Teile -
Basiswechsel 7.1 und Kürzung 7.2 - in einer einzigen Methode formuliert. Es gibt al-
lerdings eine wichtige Änderung, nämlich die Berechnung der Matrizen M1 und M2.
Bei der Standard-HOSVD-Methode berücksichtigt man alle rα Koeﬃzientenmatri-
zen, bei der FastHOSVD-Methode kürzt man dagegen sofort und berücksichtigt nur
noch die ersten rHR,α Koeﬃzientenmatrizen. Dies hat insbesondere eine wichtige
Konsequenz. Bei der Standard-HOSVD-Methode berechnet man für jeden Knoten
α eine orthogonale Projektion Pα und damit (theoretisch) eine Approximation Pαv,
die optimal ist bezogen auf die Rangbedingung, die durch rHR,α gegeben ist, d.h.
man erhält
‖v − Pαv‖2 ≤ ‖v −w‖2
für alle w, die diese Rangbedingung erfüllen. Bei der FastHOSVD-Methode berech-
net man auch für alle α eine solche orthogonale Projektion P˜α, doch hier ist P˜αv
nicht im selben Sinne optimal bezüglich der Rangbedingung27. Es ist gar nicht so
leicht zu sagen (und glücklicherweise wird dies hier auch gar nicht benötigt), für
welche(n) Tensor(en) die FastHOSVD-Projektionen optimal sind/wären.
Wir werden auch die im Rahmen der FastHOSVD-Methode berechneten orthogo-
nalen Projektionen mit Pα bzeichnen, obwohl es sich i.a. um andere Projektionen
handelt als bei der Standard-HOSVD-Methode. Wiederum seien ein Tensor v und
ein hierarchischer ZielrangHR gegeben. Der folgende Satz enthält eines der zentralen
Resultate dieser Arbeit.
Satz 7.18. Sei K` die Anzahl der Knoten α ∈ TJ mit level(α) = `, 1 ≤ L =
depth(TJ) (siehe Deﬁnition 5.8). Dann gelten für v und die durch Algorithmus 7.3
erzeugte Approximation w mit hierarchischem Rang HR
‖v −w‖2 ≤
(
1 +
L∑
`=2
√
K`
)
‖v − vHR,best‖2 , (7.42)
‖v −w‖2 ≤ ∆ =
√√√√√ rσ1(J)∑
k=rHR,σ1(J)+1
s2σ1(J),k +
L∑
`=2
√√√√ ∑
level(α)=`
rα∑
k=rHR,α+1
s2α,k. (7.43)
Genauer gilt sogar
‖v −w‖2 ≤ ∆ ≤
(
1 +
L∑
`=2
√
K`
)
‖v − vHR,best‖2 . (7.44)
Beweis. Zuerst halten wir fest, dass die Form des Dimensionsbaumes eine entschei-
dende Rolle spielt. Es ist nun auch wichtig, eine bestimmte Reihenfolge der Projek-
tionen festzulegen, die Behauptungen (7.42)-(7.44) gelten nun nicht mehr für jede be-
liebige Reihenfolge der Projektionen, sondern es muss die Richtung Root-To-Leaves
eingehalten werden. Hierbei ist die Reihenfolge allerdings nicht komplett vorgeschrie-
ben, da Projektionen bezüglich Knoten desselben Levels oder allgemeiner bezüglich
disjunkter Mengen α1 und α2 vertauscht werden können.
Außerdem gilt hier wie auch schon im Beweis von Satz 7.16
Pσ1(J)Pσ2(J) = Pσ1(J) = Pσ2(J) = Pσ2(J)Pσ1(J),
27Nur für Pσ1(J) und Pσ2(J) gilt dies natürlich.
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und wir haben uns in Algorithmus 7.3 entschieden, Pσ1(J) zu verwenden. Dies ist
auch in der Berechnung von
∆ =
√√√√√ rσ1(J)∑
k=rHR,σ1(J)+1
s2σ1(J),k +
L∑
`=2
√√√√ ∑
level(α)=`
rα∑
k=rHR,α+1
s2α,k
berücksichtigt. Wir können also die FastHOSVD-Approximation w an v mit hierar-
chischem Rang HR schreiben als
w :=
L∏
`=1
∏
level(α)=`
Pαv,
wobei dies so zu lesen ist, dass außen die Projektionen mit Level L und dann nach
innen absteigend die Projektionen mit den niedrigeren Leveln folgen. Da für je zwei
verschiedene α1 6= α2 mit gleichem Level ` Disjunktheit vorliegt, also α1 ∩ α2 = ∅
gilt, folgt mit Bemerkung 7.17, dass wir die zugehörigen Projektionen vertauschen
können, oder anders formuliert, dass die Hintereinanderausführung dieser orthogo-
nalen Projektionen wiederum eine orthogonale Projektion ist. Wir bezeichnen diese
Projektion mit
P` :=
∏
level(α)=`
Pα.
Wir können nun mit der Dreiecksungleichung folgern, dass
‖v −w‖ =
∥∥∥∥∥v −
L∏
`=1
P`v
∥∥∥∥∥
≤ ∥∥v − Pσ1(J)Pσ2(J)v∥∥+ L∑
k=2
∥∥∥∥∥
k−1∏
`=1
P`v −
k∏
`=1
P`v
∥∥∥∥∥
gilt. Der erste Summand ist exakt abschätzbar über die Fehlerabschätzung der Singu-
lärwertzerlegung. Wir müssen also noch einen der anderen Summanden abschätzen.
Betrachten wir für festes k ∈ {2, . . . , L} den Summanden∥∥∥∥∥
k−1∏
`=1
P`v −
k∏
`=1
P`v
∥∥∥∥∥ = ‖z− Pkz‖
mit
z :=
k−1∏
`=1
P`v.
Aufgrund der Deﬁnition von P` und den Eigenschaften orthogonaler Projektionen
(siehe Folgerung 2.15) erhalten wir
‖z− Pkz‖ =
∥∥∥∥∥∥z−
∏
level(α)=k
Pαz
∥∥∥∥∥∥
≤
√ ∑
level(α)=k
‖z− Pαz‖2.
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Das eigentliche Problem besteht nun darin, dass wir wie oben schon erwähnt
‖z− Pαz‖2
nicht direkt abschätzen können, da die orthogonale Projektion Pα nicht für z optimal
bezüglich des entsprechenden Ranges rHR,α ist. Wir haben aber für den Knoten α
Singulärwerte sα,iα berechnet und eine Basistransformation. Für den Moment wollen
wir annehmen, dass wir den Kürzungsfehler wie folgt abschätzen können:
‖z− Pαz‖2 ≤
∑
iα>rHR,α
s2α,iα . (7.45)
Wir wollen damit eine Abschätzung bezüglich der Bestapproximation herleiten. Da-
für greifen wir zu einem Trick und vergleichen die berechneten FastHOSVD-Singulär-
werte mit denen einer HOSVD-Approximation bezüglich desselben hierarchischen
Ranges HR. Diese Vergleichs-Singulärwerte sind unabhängig von der konkreten
HOSVD-Approximation gemäß Lemma 7.13 eindeutig aufgrund der Eindeutigkeit
der HOSVD-Basis28. Trotz der Gleichheit der Singulärwerte können unterschiedliche
HOSVD-Approximationen entstehen, da man nicht immer den kompletten zu diesen
gleichen Singulärwerten gehörigen Teilraum behalten kann. Die Singulärwerte der
FastHOSVD werden dagegen vom Verlauf der Kürzung beeinﬂusst. Das Ergebnis,
welches wir im Folgenden herleiten wollen, ist aber unabhängig davon für alle mögli-
chen FastHOSVD-Approximationen mit dem vorgegebenen hierarchischen Rang HR
gültig.
Dazu seien wir im Knoten α eines Tensors v, der ursprünglich in beliebiger Ortho-
normaldarstellung gegeben war. Bisher haben wir nicht gekürzt, sondern nur die
HOSVD-Basis bis zum Vaterknoten von α berechnet. Im Knoten α wird nun der ers-
te Kürzungsschritt vorgenommen, d.h. die Anzahl der α-Koeﬃzientenmatrizen wird
von Rα auf rα reduziert. Wir vergleichen nun, wie sich diese Kürzung auf die Sin-
gulärwerte auswirkt im Vergleich zur reinen HOSVD-Basiserzeugung ohne Kürzung.
Wir führen dies oBdA für den ersten Sohn σ1 von α durch, das Vorgehen für σ2 ist
analog. Dazu berechnen wir
M1,HOSV DM
H
1,HOSV D =
Rα∑
iα=1
s2α,iαA
α,iα
(
Aα,iα
)H
und
M1,FastM
H
1,Fast =
rα∑
iα=1
s2α,iαA
α,iα
(
Aα,iα
)H
.
Oﬀensichtlich gilt M1,FastMH1,Fast  M1,HOSV DMH1,HOSV D und mit Satz 2.8 folgt
daher, dass für die Singulärwerte
si(M1,Fast) ≤ si(M1,HOSV D) (7.46)
gilt. Dieses Ergebnis nehmen wir als Induktionsanfang. Im nächsten, also dem In-
duktionsschritt wird die Situation etwas komplizierter. Wir haben Matrizen
Mβ,1,FastM
H
β,1,Fast = UFastS
2
FastU
H
Fast,
Mβ,1,HOSV DM
H
β,1,HOSV D = UHOSV DS
2
HOSV DU
H
HOSV D
28Wenn im Knoten α auf den Rang rα gekürzt werden soll, aber die Singulärwerte srα und srα+1
gleich sind, hat man Wahlmöglichkeiten bei der Kürzung. Die Singulärwerte sind jedoch eindeutig.
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gegeben, die die Induktionsvoraussetzung und
Mβ,1,FastM
H
β,1,Fast Mβ,1,HOSV DMHβ,1,HOSV D (7.47)
erfüllen. Wegen Satz 2.8 gilt dann auch SFast  SHOSV D. Im Knoten α = σ1(β)
werden die Matrizen
M1,HOSV DM
H
1,HOSV D =
Rα∑
i=1
Rα∑
j=1
[
Mβ,1,HOSV DM
H
β,1,HOSV D
]
ij
Aα,i
(
Aα,j
)H
und
M1,FastM
H
1,Fast =
Rα∑
i=1
Rα∑
j=1
[
Mβ,1,FastM
H
β,1,Fast
]
ij
Aα,i
(
Aα,j
)H
berechnet, wobei wir in beiden Fällen die Charakterisierung gemäß (7.37) über die
accumulated transfer tensors verwendet haben. Die Koeﬃzientenmatrizen Aα,i der
ursprünglichen Orthonormalbasis sind in beiden Fällen dieselben. Wir wollen nun
zeigen, dass
M1,FastM
H
1,Fast M1,HOSV DMH1,HOSV D (7.48)
gilt. Dazu betrachten wir die beiden Matrizen
M1 := Mβ,1,HOSV DM
H
β,1,HOSV D ∈ KRα×Rα ,
M2 := Mβ,1,FastM
H
β,1,Fast ∈ KRα×Rα ,
für die aufgrund der Induktionsvoraussetzung (7.47)
M2 M1 ⇔ M1 −M2  0
gelte. Mit Lemma 2.9 folgt dann
M1,HOSV DM
H
1,HOSV D −M1,FastMH1,Fast =
rα∑
i=1
rα∑
j=1
(M1 −M2)ij Aα,i
(
Aα,j
)H  0.
Mit Satz 2.8 folgt die gewünschte Behauptung, also die generelle Gültigkeit von
(7.46). Wir haben gezeigt, dass durch eine FastHOSVD-Kürzung alle Singulärwerte
in den Knoten der höheren Level nur kleiner werden. Damit können wir bei Kürzung
auf densselben Zielrang rα sofort folgern, dass
s˜α,i ≤ sα,i
für alle α gilt, wobei die s∗ durch die HOSVD-Methode und die s˜∗ durch die
FastHOSVD-Methode erzeugt wurden. Insbesondere können wir dann
‖z− Pαz‖2 ≤
∑
i>rHR,α
s˜2α,i ≤
∑
i>rHR,α
s2α,i ≤ ‖v − vbest,HR‖2
abschätzen.
Nun bleibt nur noch zu zeigen, dass (7.45) erfüllt ist. Dies ist jedoch eine direkte
Konsequenz von Satz 7.22 (wird im Anschluss vorbereitet und gezeigt), wobei die
in (7.53) und (7.54) verwendeten Gewichte sα,iα gemäß der FastHOSVD-Methode
berechnet wurden. 
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Lemma 7.19. Die während der FastHOSVD berechneten Basen und die Singulär-
werte sind unabhängig von der vor der Kürzung vorliegenden Orthonormalbasis.
Beweis. Der Beweis ist vollständig analog zum Beweis von Lemma 7.13. 
Mehrdeutigkeiten können nur auftreten, wenn bei einer Kürzung von Rα auf rα
die Singulärwerte srα und srα+1 gleich sind, diese Mehrdeutigkeiten sind aber un-
abhängig von der vorher vorliegenden ONB. Der gekürzte Tensor und damit auch
die im Verlauf der FastHOSVD-Kürzung erzeugten Singulärwerte hängen nur davon
ab, welche Basisvektoren man behält und welche man kürzt. Dies ist auch bei der
HOSVD-Kürzung der Fall, allerdings sind die Singulärwerte dort immer eindeutig,
da sie unter Verwendung der ungekürzten Daten berechnet werden.
Lemma 7.20. Sei für einen Tensor v in HOSVD-Darstellung die entsprechende
HOSVD-Kürzung nur für den Knoten σ1(α) durchgeführt worden. Wir formulieren
die Kürzung diesmal gleich zusammen mit der Basistransformation:
A˜α,iα = UHσ1,tA
α,iα , 1 ≤ iα ≤ Rα,
mit Uσ1,t ∈ KRσ1×rσ1 . Die neuen Koeﬃzientenmatrizen A˜α,iα stehen nun für das neue
Erzeugendensystem φ˜α,iα, das aus der HOSVD-Orthonormalbasis φα,iα hervorgegan-
gen ist. Dann gilt für die zugehörigen Grammatrizen G := G(φα,iα , 1 ≤ iα ≤ Rα)
und G˜ := G(φ˜α,iα , 1 ≤ iα ≤ Rα) (siehe (6.25))
G˜  G = IRα . (7.49)
Beweis. Zunächst ist oﬀensichtlich, dass für jede Orthonormalbasis φ die zugehörige
Grammatrix, also die Matrix, die alle paarweisen Skalarprodukte der Basisvektoren
enthält, die Einheitsmatrix ist. Die Orthonormalität der Basis ist also durch die ent-
sprechende Bedingung an die Grammatrix deﬁnierbar.
Fassen wir nun die α-Koeﬃzientenmatrizen Aα,iα als Spalten einer Matrix B auf
(nämlich der entsprechenden transponierten Mode-3-Matrizisierung, siehe auch Be-
merkung 6.7), so erhalten wir für die Grammatrix die Gleichung
G = BHB.
Die Kürzung - realisiert durch die Multiplikation der Koeﬃzientenmatrizen mit der
Matrix UHσ1,t, die U
H
σ1,tUσ1,t = Irσ1 erfüllt (Uσ1,t ist orthogonal) - stellt sich nun aus
Sicht der Matrix B als Multiplikation mit einer Matrix V H dar. Die Matrix V hat
die folgende Form:
V =

Uσ1,t 0 · · · 0
0 Uσ1,t · · · 0
...
. . .
...
0 · · · 0 Uσ1,t

︸ ︷︷ ︸
Rσ2 mal
.
Für Uσ1,t gilt oﬀensichtlich Uσ1,tU
H
σ1,t  IRσ1 . Dies impliziert unmittelbar
V V H  I. (7.50)
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Es ergibt sich also für die aus den als Spalten aufgefassten transformierten α-Koeﬃzien-
tenmatrizen A˜α,iα gebildete Matrix
B˜ = V HB,
daraus folgt unmittelbar
G˜ = B˜HB˜ = BHV V HB.
Da für hermitesche Matrizen A,B mit A  B und eine beliebige Matrix C geeigneter
Größe auch
CHAC  CHBC
gilt, siehe Bemerkung 2.5, können wir letztlich aus (7.50)
G˜ = BHV V HB  BHIB = G = I
folgern. 
Dies bedeutet, dass alle Kürzungsschritte - sowohl bei der FastHOSVD- als auch bei
der HOSVD-Methode - Basen erzeugen, die im durch Gleichung (7.49) deﬁnierten
Sinne suborthonormal sind. Diese Eigenschaft hat günstige Auswirkungen auf die
Fehlerfortpﬂanzung, die wir nun untersuchen wollen.
Lemma 7.21. Sei ein Tensor v in HOSVD-Darstellung gegeben, sei φα,iα , 1 ≤ iα ≤
rα, die Basis im Knoten α, seien mit Aα,iα die zugehörigen α-Koeﬃzientenmatrizen
bezeichnet, die Gewichte seien mit sα,iα bezeichnet. Sei φ
σ1,iσ1 , 1 ≤ iσ1 ≤ rσ1, die
Basis im Sohnknoten σ1 von α, seien die Gewichte sσ1,iσ1 gegeben
29. Zu jedem φσ1,iσ1
sei eine Störung δφσ1,iσ1 gegeben mit
ησ1 :=
√√√√ rσ1∑
iσ1=1
s2σ1,iσ1
∥∥δφσ1,iσ1∥∥2. (7.51)
Dann gilt für die durch die δφσ1,iσ1 verursachten Störungen δφα,iα
ηα :=
√√√√ rα∑
iα=1
s2α,iα ‖δφα,iα‖
2 = ησ1 . (7.52)
Dies bedeutet letztendlich, dass sich ein Fehler in den Basisvektoren, also z.B. ein
durch eine Kürzung erzeugter Approximationsfehler, beim Übergang vom Sohn- auf
den Vaterknoten nicht verstärkt, eine im Prinzip zu erwartende Stabilitätseigenschaft
bei der Verwendung von Orthonormalbasen. Interessant ist hierbei allerdings, wie der
Fehler gewichtet ist. Diese Gewichtung ist für unsere Zwecke besonders geeignet, wie
sich noch zeigen wird.
Beweis. Es gilt
∥∥δφα,iα∥∥2 =
∥∥∥∥∥∥
rσ1∑
iσ1=1
rσ2∑
iσ2=1
aα,iαiσ1 iσ2
δφσ1,iσ1 ⊗ φσ2,iσ2
∥∥∥∥∥∥
2
=
rσ2∑
iσ2=1
∥∥∥∥∥∥
rσ1∑
iσ1=1
aα,iαiσ1 iσ2
δφσ1,iσ1
∥∥∥∥∥∥
2
29Das gleiche Ergebnis gilt natürlich für den zweiten Sohn σ2.
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aufgrund der Orthonormalität der φσ2,iσ2 . Weiter gilt
rσ2∑
iσ2=1
∥∥∥∥∥∥
rσ1∑
iσ1=1
aα,iαiσ1 iσ2
δφσ1,iσ1
∥∥∥∥∥∥
2
=
rσ2∑
iσ2=1
〈 rσ1∑
iσ1=1
aα,iαiσ1 iσ2
δφσ1,iσ1 ,
rσ1∑
i′σ1=1
aα,iαi′σ1 iσ2
δφσ1,i
′
σ1
〉
=
rσ2∑
iσ2=1
rσ1∑
iσ1=1
rσ1∑
i′σ1=1
aα,iαiσ1 iσ2
aα,iαi′σ1 iσ2
〈
δφσ1,iσ1 , δφσ1,i
′
σ1
〉
.
Die Skalarprodukte
〈
δφσ1,iσ1 , δφσ1,i
′
σ1
〉
deﬁnieren eine positiv semideﬁnite Matrix,
nämlich die Grammatrix
G := G(δφσ1,iσ1 ) = MMH ∈ Krσ1×rσ1 .
Es folgt
rσ2∑
iσ2=1
rσ1∑
iσ1=1
rσ1∑
i′σ1=1
aα,iαiσ1 iσ2
aα,iαi′σ1 iσ2
〈
δφσ1,iσ1 , δφσ1,i
′
σ1
〉
= trace
((
Aα,iα
)H
GAα,iα
)
= trace
((
Aα,iα
)H
MMHAα,iα
)
= trace
(
MHAα,iα
(
Aα,iα
)H
M
)
wegen der Eigenschaften der Spur (siehe 2.4(i)). Es gilt mit Lemma 7.9
rα∑
iα=1
s2α,iαA
α,iα
(
Aα,iα
)H
= S2σ1 .
Wir fassen zusammen:
rα∑
iα=1
s2α,iα
∥∥δφα,iα∥∥2 = rα∑
iα=1
s2α,iα trace
(
MHAα,iα
(
Aα,iα
)H
M
)
= trace
(
MH
[
rα∑
iα=1
s2α,iαA
α,iα
(
Aα,iα
)H]
M
)
= trace
(
MHS2σ1M
)
= trace
(
MHSσ1Sσ1M
)
= trace
(
Sσ1MM
HSσ1
)
= trace (Sσ1GSσ1) =
rσ1∑
iσ1=1
s2σ1,iσ1
∥∥δφσ1,iσ1∥∥2 .

Wir müssen nun herausﬁnden, wie es sich mit der Fehlerfortpﬂanzung bei einem
bereits gekürzten Tensor verhält. Dazu betrachten wir noch einmal, wie eine Kürzung
die Basen verändert. Gemäß Lemma 7.20 werden die Basen im Sinne von Gleichung
(7.49) suborthonormal. Im Beweis von Satz 7.18 hatten wir hergeleitet, dass die
tatsächlichen Gewichte einer HOSVD-Darstellung eines gekürzten Tensors immer
kleiner sind als die Gewichte der HOSVD-Darstellung des ungekürzten Tensors. Dies
zusammen führt uns zu
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Satz 7.22. Sei ein Tensor v gegeben, so dass für alle α ∈ TJ \ J die Basen oder
Erzeugendensysteme30 im Sinne von (7.49) suborthonormal sind. Weiterhin seien für
diese α Gewichte sα,iα derart gegeben, dass jeweils eine abgeschwächte Variante von
(7.38) bzw. (7.39) gilt, nämlich
rα∑
iα=1
s2α,iαA
α,iα
(
Aα,iα
)H  S2σ1 , (7.53)
rα∑
iα=1
s2α,iα
(
Aα,iα
)T ((
Aα,iα
)T)H  S2σ2 , (7.54)
die Diagonalmatrizen Sσ1 und Sσ2 enthalten die Gewichte sσk,iσk , k = 1, 2. Sei in
α eine Störung δφα,iα der Basis bzw. des Erzeugendensystems φα,iα gegeben, die wir
wie in (7.51) gewichten:
ηα =
√√√√ rα∑
iα=1
s2α,iα ‖δφα,iα‖
2.
Dann verursacht diese Störung einen Gesamtfehler δv mit
‖δv‖ ≤ ηα. (7.55)
Beweis. Für eine übersichtlichere Beweisführung sei α der erste Sohn seines Va-
terknotens, d.h. wir verlagern das Setting oBdA in den Knoten σ1 (für σ2 ist die
Argumentation analog). Dort seien nun Störungen δφσ1,iσ1 der Elemente des Erzeu-
gendensystems δφσ1,iσ1 , 1 ≤ iσ1 ≤ rσ1 , wie oben beschrieben gegeben, die anderen
Bedingungen gelten entsprechend umformuliert. Im Knoten σ2 sei ebenfalls ein sub-
orthonormales Erzeugendensystem φσ2,iσ2 gegeben. Die Störung wirkt sich dann wie
folgt auf das Erzeugendensystem φα,iα aus:
∥∥δφα,iα∥∥ =
∥∥∥∥∥∥
rσ2∑
iσ2=1
rσ1∑
iσ1=1
aα,iαiσ1 iσ2
δφσ1,iσ1 ⊗ φσ2,iσ2
∥∥∥∥∥∥
2
.
Wir setzen
ϕiσ2 :=
rσ1∑
iσ1=1
aα,iαiσ1 iσ2
δφσ1,iσ1 , 1 ≤ iσ2 ≤ rσ2
Gϕ := G(ϕ
iσ2 , 1 ≤ iσ2 ≤ rσ2),
Gσ2 := G(φ
σ2,iσ2 , 1 ≤ iσ2 ≤ rσ2),
hierbei sind mit G(·) die entsprechenden Grammatrizen gemeint. Wir formulieren
30Durch einen Kürzungsschritt verlieren wir nicht nur die Orthonormalität, sondern i.a. auch die
Basiseigenschaft.
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um:
∥∥δφα,iα∥∥2 =
∥∥∥∥∥∥
rσ2∑
iσ2=1
ϕiσ2 ⊗ φσ2,iσ2
∥∥∥∥∥∥
2
=
〈 rσ2∑
iσ2=1
ϕiσ2 ⊗ φσ2,iσ2 ,
rσ2∑
i′σ2=1
ϕi
′
σ2 ⊗ φσ2,i′σ2
〉
=
rσ2∑
iσ2=1
rσ2∑
i′σ2=1
〈
ϕiσ2 , ϕi
′
σ2
〉〈
φσ2,iσ2 , φσ2,i
′
σ2
〉
= trace (GϕGσ2) .
Da die Grammatrizen wiederum positiv semideﬁnit sind, können wir Gϕ = MMH
schreiben, damit erhalten wir
trace (GϕGσ2) = trace
(
MMHGσ2
)
= trace
(
MHGσ2M
)
.
Wegen Gσ2  I gilt
trace
(
MHGσ2M
) ≤ trace (MHIM) = trace (MMH) = traceGϕ
=
rσ2∑
iσ2=1
〈
ϕiσ2 , ϕiσ2
〉
=
rσ2∑
iσ2=1
∥∥∥∥∥∥
rσ1∑
iσ1=1
aα,iαiσ1 iσ2
φσ1,iσ1
∥∥∥∥∥∥
2
.
Diesen Ausdruck haben wir im Beweis von Lemma 7.21 schon berechnet. Wir führen
den Beweis wie dort fort, wobei wir (7.38) durch (7.53) ersetzen, dann erhalten wir
statt = am Ende ein ≤ aufgrund von Bemerkung 2.5(iii).
rα∑
iα=1
s2α,iα
∥∥δφα,iα∥∥2 = rα∑
iα=1
s2α,iα trace
(
MHAα,iα
(
Aα,iα
)H
M
)
= trace
(
MH
[
rα∑
iα=1
s2α,iαA
α,iα
(
Aα,iα
)H]
M
)
≤ trace (MHS2σ1M) = trace (MHSσ1Sσ1M)
= trace
(
Sσ1MM
HSσ1
)
= trace (Sσ1GSσ1)
=
rσ1∑
iσ1=1
s2σ1,iσ1
∥∥δφσ1,iσ1∥∥2 .
Damit haben wir
ηα ≤ ησ1
gezeigt. Die gleiche Aussage für σ2 erhält man analog.
Da sich also der Fehler beim Übergang vom Sohn- auf den Vaterknoten auch bei
suborthonormalen Basen/Erzeugendensystemen nicht verstärkt bzw. da der Fehler
durch dieselbe Schranke beschränkt ist, können wir den Gesamtfehler an der Wurzel
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induktiv abschätzen (oBdA sei σ1(J) ein Vorgänger von σ1, also σ1 ⊂ σ1(J)), wir
erhalten
‖δv‖ =
∥∥∥∥∥∥
rσ1(J)∑
iσ1(J)=1
rσ2(J)∑
iσ2(J)=1
aJ,1iσ1(J)iσ2(J)
δφσ1(J),iσ1(J) ⊗ φσ2(J),iσ2(J)
∥∥∥∥∥∥
≤ ησ1(J) ≤ . . . ≤ ησ1 .

Nun müssen wir überlegen, ob bzw. unter welchen Umständen die Voraussetzungen
von Satz 7.22 erfüllt sind. Hierbei geht es um die Bedingungen (7.53) und (7.54).
Das Problem ist, dass diese Voraussetzungen sehr stark sind und im allgemeinen nur
für eine spezielle Basiswahl erfüllt sind. Eigentlich benötigen wir ja nur eine Aussage
über die Singulärwerte, die im Rahmen der FastHOSVD berechnet werden, nämlich
dass wir mit diesen den Projektionsfehler geeignet abschätzen können. Die berechne-
ten Singulärwerte sind natürlich von der Wahl der konkreten Orthonormalbasis vor
der Kürzung unabhängig, siehe Lemma 7.19.
Für die Voraussetzungen von Satz 7.22 gilt dies aber nicht, dort spielen die α-
Koeﬃzientenmatrizen und damit die Basis eine entscheidende Rolle. Daher müssen
wir zeigen, dass es eine Orthonormalbasis gibt, bezüglich der die Voraussetzungen
von Satz 7.22 erfüllt sind, dies ist Gegenstand von
Lemma 7.23. Es existiert eine Orthonormalbasis, bezüglich der die Bedingungen
(7.53) und (7.54) für die im Rahmen der FastHOSVD-Methode berechneten Ba-
sen/Erzeugendensysteme in den jeweiligen Knoten erfüllt sind.
Beweis. Betrachten wir im Knoten α vor der Kürzung in den Sohnknoten die be-
reits von Rα auf rα reduzierte Basis, repräsentiert durch die entsprechenden α-
Koeﬃzientenmatrizen Aα,iα , 1 ≤ iα ≤ rα. Im nächsten Schritt würden wir für σ1
folgende Matrix und die entsprechende Zerlegung berechnen:
rα∑
iα=1
s2α,iαA
α,iα
(
Aα,iα
)H
= Uσ1S
2
σ1U
H
σ1 ∈ KRσ1×Rσ1
und für σ2 analog
rα∑
iα=1
s2α,iα
(
Aα,iα
)T ((
Aα,iα
)T)H
= Uσ2S
2
σ2U
H
σ2 ∈ KRσ2×Rσ2 .
Die Kürzung in den Sohnknoten ist deﬁniert durch die Kürzungen der Matrizen
KRσ1×Rσ1 3 Uσ1 → Uσ1,t ∈ KRσ1×rσ1
und
KRσ2×Rσ2 3 Uσ2 → Uσ2,t ∈ KRσ2×rσ2 .
Diese Kürzungen führen zu folgendem Update der Koeﬃzientenmatrizen
Aˆα,iα ← UHσ1,tAα,iαUσ2,t,
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die Größe der Matrizen ist nun rσ1 × rσ2 anstelle von Rσ1 ×Rσ2 vorher, d.h. es liegt
i.a. keine ONB mehr vor. Für dieses Erzeugendensystem müssten nun (7.53) und
(7.54) gelten, im allgemeinen erhalten wir aber
rα∑
iα=1
s2α,iαAˆ
α,iα
(
Aˆα,iα
)H
=
rα∑
iα=1
s2α,iαU
H
σ1,tA
α,iαUσ2,t
(
UHσ1,tA
α,iαUσ2,t
)H
,
(7.56)
rα∑
iα=1
s2α,iα
(
Aˆα,iα
)T ((
Aˆα,iα
)T)H
=
rα∑
iα=1
s2α,iα
(
UHσ1,tA
α,iαUσ2,t
)T ((
UHσ1,tA
α,iαUσ2,t
)T)H
.
(7.57)
Wir werden nun anhand von Gleichung (7.56) herleiten, welche Bedingung wir an die
ONB vor der Kürzung stellen müssen, damit (7.53) gilt, die aus (7.57) abzuleitende
Bedingung folgt analog. Wir müssen nun eine Basis ﬁnden, für die
rα∑
iα=1
s2α,iαU
H
σ1,tA
α,iαUσ2,t
(
UHσ1,tA
α,iαUσ2,t
)H  S2σ1
gilt. Wir formulieren um:
rα∑
iα=1
s2α,iαU
H
σ1,tA
α,iαUσ2,t
(
UHσ1,tA
α,iαUσ2,t
)H
= UHσ1,t
[
rα∑
iα=1
s2α,iαA
α,iαUσ2,t (Uσ2,t)
H (Aα,iα)H]Uσ1,t.
In einem ersten Schritt zeigen wir nun, dass
rα∑
iα=1
s2α,iαA
α,iαUσ2,t (Uσ2,t)
H (Aα,iα)H  S2σ1
für eine bestimmte Wahl der Basis gilt. Seien dazu die Aα,iα schon derart, dass
Rα∑
iα=1
s2α,iαA
α,iα
(
Aα,iα
)H
= S2σ1 ,
d.h. es liegt schon diejenige Basis vor, die wir normalerweise erst während der Kür-
zung erhalten. Die Kürzung kann dann also dadurch realisiert werden, dass wir die
überzähligen α-Koeﬃzientenmatrizen - iα = rα + 1, . . . , Rα - einfach weglassen. Wir
wissen also, dass
rα∑
iα=1
s2α,iαA
α,iα
(
Aα,iα
)H  S2σ1
gilt. Nun betrachten wir
rα∑
iα=1
s2α,iαA
α,iα
(
Aα,iα
)H − rα∑
iα=1
s2α,iαA
α,iαUσ2,t (Uσ2,t)
H (Aα,iα)H (7.58)
=
rα∑
iα=1
s2α,iαA
α,iα
[
I − Uσ2,t (Uσ2,t)H
] (
Aα,iα
)H  0, (7.59)
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da I − Uσ2,t (Uσ2,t)H positiv semideﬁnit ist:
xH
(
I − Uσ2,t (Uσ2,t)H
)
x = ‖x‖2 −
∥∥∥(Uσ2,t)H x∥∥∥ ≥ 0
wegen ‖Uσ2,t‖op = 1. Daher existiert eine Zerlegung I − Uσ2,t (Uσ2,t)H = CCH , die
Folgerung ist dann oﬀensichtlich. Aufgrund von Bemerkung 2.5(ii) gilt dann auch
UHσ1,t
[
rα∑
iα=1
s2α,iαA
α,iαUσ2,t (Uσ2,t)
H (Aα,iα)H]Uσ1,t  (Uσ1,t)H S2σ1Uσ1,t.
Wegen der speziellen Wahl der Basis gilt aber, dass Uσ1,t folgende Form hat:
KRσ1×rσ1 3 Uσ1,t =
(
Irσ1
0
)
.
Daher folgt sofort, dass
(Uσ1,t)
H S2σ1Uσ1,t = S
2
σ1,t  S2σ1
gilt, und damit folgt die Behauptung. Die analoge Überlegung für σ2 vervollständigt
den Beweis.
Für eine spezielle Wahl der Basis, nämlich diejenige Basis, die normalerweise erst
während der FastHOSVD-Kürzung erzeugt werden würde31, sind die Voraussetzun-
gen von Satz 7.22 erfüllt. 
Folgerung 7.24. Die FastHOSVD erfüllt alle notwendigen Voraussetzungen für die
Anwendung von Satz 7.22. Insbesondere die Bedingungen (7.53) und (7.54) sind für
eine spezielle Basiswahl erfüllt. Der Beweis von Satz 7.18 ist damit vollständig. Damit
gelten alle dort angegebenen angegebenen Eigenschaften auch unabhängig von der
Basis, da nach Lemma 7.19 die während der Kürzung erzeugten Singulärwerte und
Basen von der vor der Kürzung vorliegenden ONB unabhängig sind. Wir haben das
Vorliegen einer speziellen ONB vor der Kürzung nur aus beweistechnischen Gründen
benötigt.
Es wäre sicherlich noch interessant, einen Beweis ohne diese Voraussetzung herzulei-
ten.
Bemerkung 7.25. Wir haben quasioptimale Fehlerabschätzungen für die HOSVD-
und die FastHOSVD-Methode hergeleitet. Zumindest für die HOSVD kann diese Ab-
schätzung verwendet werden, um Approximationen zu erzeugen, die bei einer vorgege-
benen absoluten Genauigkeit/Fehlerschranke oder auch relativen Genauigkeit in Be-
zug auf die Bestapproximation den kleinsten Speicherplatz benötigen oder den kleins-
ten hierarchischen Rang besitzen. Dies stellt quasi eine Umkehrung der bisherigen
Vorgehensweise dar, bei der ein Zielrang gegeben war und eine entsprechende Feh-
lerschranke berechnet wurde. Nun wird eine gewünschte Genauigkeit vorgegeben und
eine entsprechende Approximation generiert.
31Wir beziehen uns hier auf die Basis im Knoten α, die vor der Kürzung in α und den Sohnk-
noten vorliegt, also wenn man im Rahmen der FastHOSVD das Update in α mit der kompletten,
ungekürzten Matrix Uα ∈ KRα×Rα anstelle von Uα,t ∈ KRα×rα durchführt. Durch die Kürzung in
α wird diese Basis ja anschließend verkleinert, und durch die Kürzung in den Söhnen verliert sie
i.a. Orthonormalität und Basiseigenschaft.
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Bei der HOSVD-Approximation ist dieses Vorgehen einfach umzusetzen, da alle Sin-
gulärwerte in allen Knoten vor der eigentlichen Kürzung berechnet werden, die Kür-
zungen in den einzelnen Knoten sind ja auch vollkommen unabhängig voneinander.
Bei der FastHOSVD-Methode muss man dagegen andere Strategien verwenden, wir
werden jedoch im Rahmen dieser Arbeit nicht näher darauf eingehen können.
Wir wollen noch kurz auf einen wichtigen Unterschied zwischen HOSVD und Fast-
HOSVD hinweisen.
Lemma 7.26. Die in der Fehlerabschätzung der FastHOSVD-Methode vorkommende
Konstante
CFast,TJ := 1 +
L∑
`=2
√
K`
hängt - anders als die Konstante CHOSV D =
√
2d− 3 bei der HOSVD-Methode - vom
zugrundeliegenden Baum TJ ab. Für einen perfekten binären Baum, also im Falle
d = 2L und entsprechender Aufteilung der Indexmengen in jeweils zwei gleichgroße
Sohnmengen erhalten wir K` = 2`, und damit gilt
CFast,TJ =
√
d
(
2 +
√
2
)
− 2
√
2− 1.
Für den Baum mit der größtmöglichen Tiefe depth(TJ) = d − 1 - den TT-Baum -
gilt dagegen
CFast,TT = 1 +
√
2(d− 1),
dies ist der worst case.
Beweis. Zuerst berechnen wir für m ∈ N
2m−1∑
`=0
2
`+2
2 =
m−1∑
`=0
2`+1 +
√
2
m−1∑
`=0
2`+1
=
m∑
`=1
2` +
√
2
m∑
`=1
2`
= 2m+1 − 2 +
√
2
(
2m+1 − 2) , (7.60)
wobei die Summationsindizes geeignet transformiert wurden.
Ist nun L = 2m+ 1 ungerade, so erhalten wir mit (7.60)
L∑
`=2
√
2` =
L−2∑
`=0
2
`+2
2 =
2m−1∑
`=0
2
`+2
2
= 2m+1 − 2 +
√
2
(
2m+1 − 2)
= 2
L+1
2 − 2 +
√
2
(
2
L+1
2 − 2
)
= 2
L
2
(
2 +
√
2
)
− 2
√
2− 2.
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Ist L = 2m+ 2 gerade, so erhalten wir mit (7.60)
L∑
`=2
√
2` =
L−2∑
`=0
2
`+2
2 =
2m∑
`=0
2
`+2
2
= 2
2m+2
2 +
2m−1∑
`=0
2
`+2
2
= 2m+1 + 2m+1 − 2 +
√
2
(
2m+1 − 2) =
= 2
L
2
(
2 +
√
2
)
− 2
√
2− 2.
Damit folgt
CFast,TJ = 1 +
L∑
`=2
√
2`
= 1 +
√
d
(
2 +
√
2
)
− 2
√
2− 2
=
√
d
(
2 +
√
2
)
− 2
√
2− 1.
Die worst-case-Abschätzung ist trivial. 
Zwei letzte Anmerkungen zum Schluss: Bei der HOSVD-Methode spielt der Baum
zwar für die Konstante in der Fehlerabschätzung keine Rolle, aber da die Baum-
struktur für die Parallelisierbarkeit und damit die eﬃziente Berechenbarkeit eine
große Bedeutung besitzt, sind - falls das Problem es erlaubt - möglichst balancier-
te Bäume zu bevorzugen. So können beispielsweise alle Knoten des gleichen Levels
gleichzeitig bearbeitet werden, was im Falle eines balancierten Baumes den in der
Komplexitätsanalyse auftretenden Faktor d = 2L auf log2 d = L reduziert, wenn
genug Prozessoren zur Verfügung stehen.
Die beiden Kürzungsmethoden HOSVD und FastHOSVD lassen sich auf nahezu be-
liebige Weise miteinander kombinieren. Die erhaltenen Mischformen besitzen dann
theoretische Eigenschaften, die sozusagen zwischen denen der beiden Grundmetho-
den angesiedelt sind. Andererseits kann man auch die Idee der FastHOSVD noch
weiter ausbauen und z.B. die Kürzungsinformation durch die Kürzung in σ1(α) bei
der Berechnung der Kürzung für σ2(α) verwenden, indem man das zugehörige Update
der α-Koeﬃzientenmatrizen vor der Berechnung von M2 durchführt (siehe Algorith-
mus 7.3). Hier lassen sich zum einen weitere Kosten einsparen, zum anderen ergibt
sich ein interessanter Bezug zu der GLRAM-Methodik aus Abschnitt 2.6, auf den
wir leider an dieser Stelle nicht weiter eingehen können, da dies den Rahmen dieser
Arbeit sprengen würde.
Die hier vorgestellten Methoden beziehen sich alle auf eine bestimmte Norm, die
euklidische Norm ‖·‖2. In der Praxis ist man auch an anderen Normen interessiert,
z.B. der Maximumsnorm ‖·‖∞. Eine Möglichkeit, sich diesem Thema unter Verwen-
dung der hier dargestellten Methodik zu nähern, wird in [21] vorgestellt.
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8 Besondere Anwendungen
In diesem Kapitel soll näher auf zwei spezielle Anwendungssituationen eingegangen
werden. Hierbei stehen die klassischen Tensorformate - r-Term- und Unterraum-
Darstellung inklusive Volldarstellung - im Fokus.
8.1 r-Term-Darstellung
8.1.1 Orthonormalisierung
Zuerst wollen wir untersuchen, wie Tensoren in r-Term-Darstellung besonders spei-
chereﬃzient in das hierarchische Format - genauer in eine hierarchische Orthonor-
maldarstellung - überführt werden können und wie man darauf basierend beson-
ders recheneﬃzient eine Kürzung berechnen kann. Das Vorgehen ist anwendbar für
die HOSVD- und die FastHOSVD-Kürzung. Wir werden die Abschätzungen des
Speicher- und Rechenaufwandes in diesem Kapitel nur der Größenordnung nach an-
geben. Wichtig ist uns hier, dass man in einem wichtigen Spezialfall Kosten sparen
kann, die konkrete algorithmische Umsetzung steht nicht im Vordergrund. Theore-
tisch können auch weitere arithmetische Operationen basierend auf dieser speziellen
Orthonormaldarstellung besonders eﬃzient umgesetzt werden, dies können wir im
Rahmen dieser Arbeit nicht mehr ausführen.
In Abschnitt 5.4 hatten wir die Konversion von Tensoren aus dem r-Term- in das
hierarchische Format allgemein besprochen. Allerdings ging es dort nur um die reine
Umformatierung ohne anschließende Orthonormalisierung. Die Standard-Darstellung
im hierarchischen Format ist nun aber die hierarchische Orthonormaldarstellung, und
die Kürzungsmethoden basieren im Wesentlichen auf der HOSVD-Basis.
Sei also ein Tensor
v =
r∑
k=1
v
(1)
k ⊗ . . .⊗ v(d)k , v(j)k ∈ V j ,
im r-Term-Format gegeben, außerdem ein beliebiger Dimensionsbaum TJ . Eine tri-
viale hierarchische Darstellung von v war deﬁniert durch folgende Festlegung der
hierarchischen Unterräume:
Uα := span
{
⊗j∈αv(j)ij , 1 ≤ ij ≤ r
}
.
Die zugehörige Koeﬃzientendarstellung ist von besonders einfacher Struktur, es gilt
für j ∈ J
φj,ij := v
(j)
ij
,
und für die restlichen α gilt
Aα,iα := eiαe
T
iα ∈ Kr×r.
Diese Darstellung hatten wir schon in Abschnitt 5.4 hergeleitet. Nun muss eine Or-
thonormaldarstellung von v berechnet werden. Dazu müssen wie in Abschnitt 6.3
beschrieben Orthonormalbasen für alle hierarchischen Unterräume Uα bestimmt wer-
den, d.h. es werden entsprechende QR-Zerlegungen berechnet. Seien nun solche QR-
Zerlegungen in allen Blättern, also für alle j ∈ J gegeben. Im allgemeinen Fall sind
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dann in den Blättern Orthonormalbasen
ψj,i
′
j , 1 ≤ i′j ≤ rj ≤ r, 1 ≤ j ≤ d,
gegeben und obere Dreiecksmatrizen Rj ∈ Krj×r mit rj ≤ r, deren Spalten die
Koeﬃzienten der Linearkombination für die Darstellung der φj,ij enthalten und die
für das Update im Vaterknoten zu j benötigt werden. Der Speicheraufwand für diese
Matrizen ist gegeben durch
SRj ≤
r(r + 1)
2
,
Sei nun für die Knoten σ1 und σ2 die Orthonormalisierung durchgeführt und sei α
der Knoten mit den Söhnen S(α) = {σ1, σ2}. Das erforderliche Update im Knoten
α ist dann gegeben durch
A˜α,iα = Rσ1Aα,iα (Rσ2)T
= Rσ1eiαe
T
iα (R
σ2)T = Rσ1eiα (R
σ2eiα)
T
= Rσ1iα
(
Rσ2iα
)T
, (8.1)
wobei Rσ1iα die iα-te Spalte der Matrix R
σ1 bezeichnet etc. Die Matrizen A˜α,iα sind
nach wie vor Rang-1-Matrizen, die vollständig durch die Matrizen Rσ1 und Rσ2
bestimmt sind.
Nun muss für Uα eine ONB bestimmt werden. Dazu verwenden wir wiederum das
modiﬁzierte Gram-Schmidt-Verfahren aus Abschnitt 2.3.2, d.h. wir bestimmen eine
QR-Zerlegung von(
B
(3)
Aσ1,σ2,α
)T
= QαRα, Qα ∈ Krσ1rσ2×rα , Rα ∈ Krα×r,
vergleiche Algorithmus 6.3. Wir erhalten eine ONB, die wir mit
φˆα,iα , 1 ≤ iα ≤ rα ≤ r,
bezeichnen wollen und die zugehörigen α-Koeﬃzientenmatrizen mit Aˆα,iα . Wir spei-
chern diese neue Basis, d.h. die α-Koeﬃzientenmatrizen nicht direkt, sondern nur die
Matrizen Rσ1 und Rσ2 .
Da nach der Konstruktion der Matrizen Rα auch die (Pseudo-)Inversen (Rα)†, impli-
zit deﬁniert durch das modiﬁzierte Gram-Schmidt-Verfahren, Dreiecksstruktur besit-
zen, folgt unmittelbar, dass die neuen α-Koeﬃzientenmatrizen Aˆα,iα als Linearkombi-
nationen von je iα linear unabhängigen Rang-1-Matrizen nun Matrizen vom Rang iα
sind (vergleiche die Konstruktion der ONB mittels Gram-Schmidt, die Rangstruktur
ist dann unmittelbar evident). Dies sieht man auch an(
B
(3)
Aσ1,σ2,α
)T
= QαRα ⇔ Qα =
(
B
(3)
Aσ1,σ2,α
)T
(Rα)† , (8.2)
wenn man die Dreiecksstruktur der Matrizen (Rα)† berücksichtigt. Wir erhalten
unter Verwendung der Pseudoinversen
Pα := (Rα)†
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die folgende Darstellung gemäß Abschnitt 2.3.2
Aˆα,iα =
r∑
k=1
PαkiαA˜
α,k (8.3)
=
iα∑
k=1
PαkiαA˜
α,k,
da Pαkiα = 0 für k > iα gilt. Wir halten dieses Ergebnis fest:
Lemma 8.1. Für jeden Tensor v mit Tensorrang r (bzw. für den eine r-Term-
Darstellung existiert, der also einen Darstellungsrang r besitzt) lässt sich eine hier-
archische Orthonormaldarstellung angeben, so dass folgende Eigenschaften gelten:
(i) Für die Dimensionen der hierarchischen Unterräume gilt
rα ≤ r.
(ii) Die α-Koeﬃzientenmatrizen besitzen eine spezielle Rangstruktur, es gilt
Rang(Aˆα,iα) = iα,
wobei sich alle Aˆα,iα als Linearkombination derselben rα Rang-1-Matrizen dar-
stellen lassen (rα < r, falls es lineare Abhängigkeiten geben sollte).
Dies ist ein bedeutender Unterschied zu einem beliebigen Tensor mit der Eigenschaft
dim Uα = rα ≤ r ∀ α. Die Koeﬃzientenmatrizen sind dann beliebige Elemente ei-
nes rσ1rσ2-dimensionalen Raumes. Selbst wenn sie solch eine Rangstruktur besitzen,
müssen sie trotzdem nicht alle im selben rα-dimensionalen Unterraum liegen. Und
selbst wenn sie in einem solchen kleineren Unterraum liegen sollten, muss dieser kei-
ne Basis aus Rang-1-Matrizen besitzen. Man kann anhand dieser Besonderheit der
hierarchischen Darstellung eines Tensors mit Tensorrang r und auch an Beispiel 5.35
erkennen, dass es i.a. sehr schwierig ist, den Tensorrang anhand der hierarchischen
Darstellung zu erkennen, denn eine solch spezielle Rangstruktur geht durch beliebige
Basiswechsel i.a. sofort verloren. Sie wäre zwar durch entsprechende Transformatio-
nen wiederherstellbar, aber wir haben noch keine Möglichkeit gefunden, anhand einer
gegebenen hierarchischen Darstellung zu überprüfen, ob es sich um einen Tensor ei-
nes bestimmten Tensorranges handelt. Und selbst wenn man den Tensorrang kennt
(oder allgemeiner eine nichttriviale obere Schranke), ist uns keine einfache Methode
bekannt, eine derartige Darstellung aus einer beliebigen hierarchischen Darstellung
heraus auch zu erzeugen.
Wir wissen i.a. nur, dass der Tensorrang eine obere Schranke für die Dimension der
(minimalen) hierarchischen Unterräume darstellt bzw. in Umkehrung, dass die Di-
mension der (minimalen) hierarchischen Unterräume eine untere Schranke für den
Tensorrang darstellt. Es gilt
max
α∈TJ
rα ≤ r,
wenn r der Tensorrang ist und die rα die Dimensionen der (minimalen) hierarchischen
Unterräume sind.
Für die folgenden Berechnungen seien die α-Koeﬃzientenmatrizen wieder mit Aα,iα
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bezeichnet. Wir müssen nun untersuchen, wie teuer die Durchführung des Gram-
Schmidt-Verfahrens ist. In den Blättern j = 1, . . . , d sind die Kosten gemäß 2.2
jeweils von der Größenordnung O(r2(r+R〈·,·〉j )). Für die inneren Knoten α ∈ I(TJ)
gilt nun
〈Aα,i1 , Aα,i2〉F = trace
[(
Aα,i2
)H
Aα,i1
]
= trace
[(
Rσ1ei2e
T
i2 (R
σ2)T
)H
Rσ1ei1e
T
i1 (R
σ2)T
]
= trace
[(
(Rσ2ei2)
T
)H
(Rσ1ei2)
H Rσ1ei1e
T
i1 (R
σ2)T
]
= trace
[
(Rσ1ei2)
H Rσ1ei1e
T
i1 (R
σ2)T
(
(Rσ2ei2)
T
)H]
= trace
[
eHi2 (R
σ1)H Rσ1ei1
(
eHi2 (R
σ2)H Rσ2ei1
)T]
= trace [G(Rσ1)i2i1G(R
σ2)i1i2 ] = G(R
σ1)i2i1G(R
σ2)i1i2 ,
hierbei bezeichnet G(R) := RHR die jeweilige Grammatrix. Es werden also nur die
beiden Grammatrizen
G(Rσ1) = (Rσ1)H Rσ1 , RG(Rσ1 ) ≤ r2σ1(2r − 1) ≤ 2r3,
G(Rσ2) = (Rσ2)H Rσ2 , RG(Rσ2 ) ≤ r2σ2(2r − 1) ≤ 2r3
benötigt, dann sind alle Skalarprodukte bestimmt. Die Normalisierung der neu be-
rechneten Basis benötigt ebenfalls nur diese schon berechneten Skakarprodukte und
daher maximal O(r2) Rechenoperationen für jede Matrix, das ergibt einen Aufwand
von O(r3) für jeden Knoten α. Damit können wir die Orthonormalisierung in allen
inneren Knoten in O(dr3) durchführen. Die Kosten reduzieren sich sogar noch, wenn
man die Dreiecksstruktur berücksichtigt bzw. die eventuell niedrigeren Dimensionen
rα ≤ r.
Gespeichert werden müssen die Daten in den Blättern, hier ist keine Einsparung
möglich, außerdem in den Knoten α ∈ T \ L(T ) die Matrizen Rσ1 und Rσ2 . Anders
formuliert muss also für alle α ∈ TJ \ J eine (obere Dreiecks-)Matrix Rα gespeichert
werden. Alle diese Matrizen benötigen einen Speicheraufwand von O(r2α) ≤ O(r2).
Wir halten das bisherige Zwischenergebnis fest.
Lemma 8.2. Für jeden Tensor v =
∑r
k=1 v
(1)
k ⊗ . . . ⊗ v(d)k , v(j)k ∈ V j, kann eine
hierarchische Orthonormaldarstellung mit einem Rechenaufwand von
ROrtho,rTerm ≤ O(dr2(r +N))
berechnet werden, wobei N = maxj∈J R〈·,·〉j ist.
Der Speicheraufwand für die hierarchische Darstellung beträgt
SOrtho,rTerm ≤ O(dr(r + n)),
wobei n = maxj∈J S(Vj) ist. Oftmals gilt N = O(n).
Wir haben also in einem ersten Schritt eine hierarchische Orthonormaldarstellung
erzeugt, die weniger Speicheraufwand benötigt als die eines allgemeinen Tensors mit
gleichem hierarchischen Rang, außerdem ist der Rechenaufwand geringer als im all-
gemeinen Fall.
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8.1.2 Kürzung
Für diese spezielle hierarchische Orthonormaldarstellung von Tensoren mit Tensor-
rang r könnte man eine eigene besonders eﬃziente Arithmetik deﬁnieren, die alle
Operationen aus Kapitel 6 und mit Einschränkungen32 aus Kapitel 7 umfasst. Al-
lerdings beschränken wir uns hier auf die Skizzierung einer eﬃzienten Kürzungsme-
thode. Wir werden dazu eine Vorschrift für die Berechnung der accumulated transfer
tensors, vergleiche Deﬁnition 7.6, und eine Vorschrift für die Berechnung der neuen
α-Koeﬃzientenmatrizen angeben. Die Kosten sind von der Größenordnung O(dr3),
wie wir im Folgenden herleiten wollen.
Die Anzahl der Spalten und Zeilen aller accumulated transfer tensors sind jeweils
durch r beschränkt, so dass eine Eigenwertzerlegung Kosten von der Größenordnung
O(r3) verursacht, für alle Knoten erhalten wir dann Kosten von O(dr3). Ein zweiter
Kostenfaktor ist die Berechnung der (Pseudo-)Inversen Pα der Matrizen Rα, diese
Kosten sind ebenfalls von der Größenordnung O(dr3). Die weiteren Kosten - für die
Berechnung der accumulated transfer tensors und für die Berechnung der neuen α-
Koeﬃzientenmatrizen - werden wir jetzt abschätzen.
Wir beginnen an der Wurzel J . Dort müssen wir eine SVD der Matrix
Krσ1×rσ2 3 AJ,1 = Rσ1 (Rσ2)T = Uσ1SJ (Uσ2)T
berechnen. Die Kosten betragen O(r3).
Wir speichern SJ und berechnen die neuen Koeﬃzientenmatrizen in den Söhnen σ1
und σ2. Das Update im Knoten σ1 (σ2 analog) ist von der Form
Aσ1,i
′
σ1 =
rσ1∑
iσ=1
(Uσ1)iσ1 i′σ1
Aˆσ1,iσ1 , (8.4)
vergleiche (7.25).
Wir ersetzen jetzt σ1 durch α und betrachten die allgemeine Situation in einem
inneren Knoten. Die α-Koeﬃzientenmatrizen sind jetzt gemäß (8.3) deﬁniert über
Aˆα,iα =
iα∑
k=1
PαkiαA˜
α,k =
r∑
k=1
PαkiαA˜
α,k,
wobei wir die Dreiecksstruktur von Pα der Einfachheit halber außer Acht lassen.
Setzen wir dies ein in die Vorschrift für das Update (8.4), so erhalten wir
Aα,i
′
α =
rα∑
iα=1
(Uα)iαi′α
r∑
k=1
PαkiαA˜
α,k
=
r∑
k=1
A˜α,k
rα∑
iα=1
(Uα)iαi′α P
α
kiα .
Wir deﬁnieren nun
Cαki′α =
rα∑
iσ=1
(Uα)iαi′α P
α
kiα ,
32Nach einer Kürzung geht allerdings die besondere Struktur verloren.
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daraus folgt unmittelbar
Cα = PαUα ∈ Kr×rα . (8.5)
Die Kosten für dieses Produkt sind von der Größenordnung O(rr2α) ≤ O(r3), für alle
Knoten erhalten wir Kosten von der Größenordnung O(dr3). Damit sind die Kosten
für alle Basisupdates abgeschätzt.
Der nächste Schritt besteht in der Berechnung von
M1 =
rα∑
iα=1
s2iαA
α,i′α
(
Aα,i
′
α
)H
,
M2 =
rα∑
iα=1
s2iα
(
Aα,i
′
α
)T ((
Aα,i
′
α
)H)T
.
Wir untersuchen nun, welche Kosten bei der Berechnung von M1 entstehen, die
Kosten für M2 sind dementsprechend. Wir betrachten zuerst einen einzelnen Sum-
manden:
Aα,i
′
α
(
Aα,i
′
α
)H
=
r∑
k=1
Cαki′αA˜
α,k
r∑
`=1
Cα`i′α
(
A˜α,`
)H
=
r∑
k=1
r∑
`=1
Cαki′αC
α
`i′α
A˜α,k
(
A˜α,`
)H
.
Nun betrachten wir die Summe:
M1 =
rα∑
iα=1
s2iαA
α,i′α
(
Aα,i
′
α
)H
=
rα∑
iα=1
s2iα
r∑
k=1
r∑
`=1
Cαki′αC
α
`i′α
A˜α,k
(
A˜α,`
)H
=
r∑
k=1
A˜α,k

r∑
`=1
(
rα∑
iα=1
s2iαC
α
ki′αC
α
`i′α
)
︸ ︷︷ ︸
=:Cˆαk`
(
A˜α,`
)H

=
r∑
k=1
A˜α,k
r∑
`=1
Cˆαk`
(
A˜α,`
)H
.
Die Berechnung der Matrix Cˆα kostet O(r2) Rechenoperationen. Wir erinnern uns,
dass die hier vorkommenden ursprünglichen α-Koeﬃzientenmatrizen A˜α,k Rang-1-
Matrizen waren, deﬁniert durch (8.1). Setzen wir dies hier ein, so erhalten wir
M1 =
r∑
k=1
Rσ1k
(
Rσ2k
)T r∑
`=1
Cˆαk`
(
Rσ1`
(
Rσ2`
)T)H
=
r∑
k=1
Rσ1k
[
r∑
`=1
Cˆαk`
(
Rσ2k
)T ((
Rσ2`
)T)H (
Rσ1`
)H]
.
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Da wir die Grammatrizen G(Rσ2) und G(Rσ1) (für die Berechnung von M2) schon
berechnet haben, sind die Kosten für die Berechnung des Klammerausdrucks von der
Größenordnung O(r2). Das Produkt von Rσ1k mit dem Klammerausdruck benötigt
ebenfalls O(r2) Rechenoperationen. Wir müssen r Summanden berechnen und diese
addieren, dies ergibt einen Gesamtaufwand von O(r3) pro Knoten oder O(dr3) insge-
samt. Die Singulärwert- oder Eigenwertzerlegungen kosten O(dr3) Operationen für
alle Knoten. Das Update in Blatt j kostet im endlichdimensionalen Fall O(njr2), ist
die Dimension von Vj unendlich, so ändert sich dies entsprechend, vergleiche Lemma
6.17. Damit haben wir ein weiteres zentrales Resultat dieser Arbeit gezeigt:
Satz 8.3. Für einen Tensor in r-Term-Darstellung kann die HOSVD-Basis mit ei-
nem Rechenaufwand von
RrTerm,HOSV D = O(dr(r2 + n))
berechnet werden, wenn n = maxj∈J nj gilt. Damit können die HOSVD-Kürzung
und die FastHOSVD-Kürzung mit einem Gesamtaufwand von O(dr(r2 +n) berechnet
werden im Gegensatz zum allgemeinen Fall mit Kosten der Größenordnung O(dr(r3+
n)).
Bisher haben wir uns nur um die konkrete Kürzung gekümmert, d.h. wir haben die
Berechnung der Matrizen M1 und M2 behandelt und die entsprechenden Zerlegun-
gen. Die Kürzung von rα auf r′α im Knoten α wird bei der Berechnung der Matrix
Cˆ gemäß (8.5) mit der gekürzten Matrix Uα,t ∈ Krα×r′α anstelle der vollen Matrix
Uα ∈ Krα×rα realisiert, wir erhalten also
Cα,t = PαUα,t ∈ Kr×r′α .
Wir haben bisher noch nicht berücksichtigt, dass die Kürzung in den Sohnknoten
σ1 und σ2 eine entsprechende Änderung der α-Koeﬃzientenmatrizen nach sich zieht.
Da wir die α-Koeﬃzientenmatrizen nicht explizit gespeichert haben, sondern nur die
Matrizen Rσ1 , Rσ2 und Cα,t, erfolgt dieses Update nicht wie üblich, sondern durch
ein Update der Matrizen Rσ1 und Rσ2 . Wir werden dies im Folgenden motivieren.
Das durch die Kürzung in den Sohnknoten induzierte Update ist von der Form
Aneu = U
H
σ1,tAalt
(
UTσ2,t
)H
,
wobei aus Gründen der Übersichtlichkeit hier ausnahmsweise U∗ anstelle von U∗
verwenden. Schreiben wir
Aalt =
s∑
i=1
viw
T
i ∈ KRσ1×Rσ2
als Summe von Rang-1-Matrizen, so erhalten wir
Aneu =
s∑
i=1
UHσ1,tvi
(
UHσ2,twi
)T
,
d.h. das Update durch Uσ1,t erzeugt eine Kollektion von Vektoren
v˜i = U
H
σ1,tvi ∈ Krσ1 ,
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analog erhalten wir
w˜i = U
H
σ2,twi ∈ Krσ2 .
In unserem Fall sind die vi die Spalten der Matrix Rσ1 und die wi dementsprechend
die Spalten der Matrix Rσ2 . Das Update durch die Kürzung in σ1 kann also durch
R˜σ1 = UHσ1,tR
σ1 ∈ Kr′σ1×r
realisiert werden. Entsprechend erhalten wir für die Kürzung in σ2
R˜σ2 = UHσ2,tR
σ2 ∈ Kr′σ2×r.
Die Kosten sind für alle Knoten von der Größenordnung O(dr3).
Das Erzeugendensystem im Knoten α nach der kompletten Kürzung ist also deﬁ-
niert durch die Matrizen R˜σ1 , R˜σ2 und Cα,t, der Speicheraufwand ist gegeben durch
O(r(r′α + r′σ1 + r′σ2)) ≤ O(r2). Dies bedeutet, dass der Speicheraufwand in dieser
Darstellungsform immer noch vom ursprünglichen Tensorrang r abhängt. Speichert
man dagegen die α-Koeﬃzientenmatrizen direkt, so erhält man eine Aufwand von
O(r′αr′σ1r′σ2). Hier hängt es von den Größen r′α ab, welche Art der Speicherung ef-
ﬁzienter ist. Die anschließende Orthonormalisierung, auf die wir hier nicht mehr
eingehen wollen, ist davon natürlich ebenfalls betroﬀen.
Wir wollten mit diesem Exkurs hauptsächlich zeigen, in welcher Richtung noch Op-
timierungspotentiale liegen. Man kann den hier vorgestellten Ansatz ausbauen und
in andere Kontexte übertragen, also für andere arithmetische Operationen nutzbar
machen (Addition etc.).
8.2 Unterraum- und Volldarstellung
Die Idee, die wir im Folgenden vorstellen wollen, wurde im Rahmen dieser Arbeit,
aber auch zeitgleich von Grasedyck entwickelt und zuerst in [13] veröﬀentlicht. Es
handelt sich um eine spezielle Variante der Kürzung, die nicht wie bei den Standard-
Methoden in der Richtung Root-To-Leaves, sondern umgekehrt abläuft, die also eine
Leaves-To-Root-Operation ist. Diese Kürzungsmethode, die wir LTR-HOSVD nen-
nen wollen, ist insbesondere geeignet, Tensoren in Unterraum- oder Volldarstellung
besonders eﬃzient in das hierarchische Format zu überführen, mit oder ohne Kür-
zung, in direkter Analogie zur HOSVD-Methode. Später werden wir zeigen, dass
auch die gleiche Fehlerabschätzung für diese Methode gilt, was eine Verbesserung
gegenüber der in [13] veröﬀentlichten Fehlerabschätzung darstellt. Die Beweisidee
geht auf W. Hackbusch zurück, vergleiche auch [22]. Wir hatten bei der Entwicklung
der Methode ebenfalls die auch von Grasedyck in [13] angegebene Abschätzung her-
geleitet.
Den zugrundeliegenden Ansatz wollen wir hier anschaulich in einer besonders ein-
fachen Situation darstellen, wobei wir vorerst keine Kürzung vornehmen. Sei ein
Tensor
v ∈ V1 ⊗ . . .⊗ Vd
mit d = 2L mit endlichdimensionalen Ansatzräumen Vj der Dimension nj in Voll-
darstellung gegeben, außerdem der vollständig balancierte hierarchische Dimensions-
baum TJ aus Beispiel 5.5, verallgemeinert auf d = 2L. Im ersten Schritt bestimmt
man eine Unterraumdarstellung
v = B1 ◦1 B2 ◦2 . . . Bd ◦d c
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mit orthogonalen Matrizen Bj ∈ Knj×rj und einem core tensor c ∈ Kr1×...×rd , verglei-
che (4.4). Dann betrachtet man den core tensor als Element von Kr1r2×r3r4×...×rd−1rd
und bestimmt eine Unterraumdarstellung
c = B1,2 ◦1 B3,4 ◦2 . . . ◦ d
2
−1 Bd−1,d ◦ d
2
c′
mit einem neuen core tensor c′. Dieses Vorgehen, welches man auch als sukzessive
Retensorisierung - vergleiche Abschnitt 3.5.3 - bezeichnen könnte, wird iteriert, bis
der verbliebene core tensor ein Tensor der Ordnung 2, also eine Matrix ist. Diese
ist dann die Matrix AJ,1 in der Terminologie des hierarchischen Formates. Dieser
Ansatz exempliﬁziert die Bedeutung der Bezeichnung hierarchische Unterraumdar-
stellung oder H-Tucker-Format, die auch für das hierarchische Format verwendet
werden, am deutlichsten, da hier sukzessive Tucker-Zerlegungen bzw. Unterraum-
darstellungen generiert werden.
Die Matrizen Bα werden durch Singulärwertzerlegungen (bzw. QR-Zerlegungen, da
man nur die Linkssingulärvektoren benötigt) der zugehörigen Matrizisierung des je-
weiligen core tensors bestimmt, vergleiche [8]:
c→Mc,α = VαSαV TαC ,
Bα := Vα.
Sind die orthogonalen Matrizen Vα für alle α des gleichen Levels bestimmt, so erzeugt
man den neuen core tensor c′ durch die Vorschrift
c′ =
 ∏
level(α)=`
V Hα ◦α
 c.
Die Spalten der Matrizen Vα deﬁnieren die α-Koeﬃzientenmatrizen, d.h. durch dieses
Vorgehen ist eine hierarchische Koeﬃzientendarstellung des Tensors v vollständig
deﬁniert.
Eine naheliegende Kürzungsmöglichkeit besteht nun darin, anstelle einer kompletten
Singulärwertzerlegung eine gekürzte Singulärwertzerlegung zu verwenden:
Mc,α = VαSαV
T
αC → Vα,tSα,tV TαC .
Die Matrix V T
αC
spielt hierbei keine Rolle, da man nur die Linkssingulärvektoren be-
nötigt. Die Matrix Sα enthält die zu den Spalten der Matrix Vα gehörigen Gewichte.
Der Approximationsfehler kann wiederum durch diese Gewichte, also die gekürzten
Singulärwerte abgeschätzt werden.
Die eigentliche Besonderheit dieser Methode besteht darin, dass die von der LTR-
HOSVD erzeugten Basen immer noch die für die hierarchische Darstellung zentra-
le Schachtelungseigenschaft erfüllen. Es gilt also für die hierarchischen Unterräume
Uα ⊂ Uσ1 ⊗ Uσ2 , wobei σ1 und σ2 die Söhne von α sind. Dies ist nicht selbst-
verständlich, wie wir in Abschnitt 7.2.3 schon besprochen hatten. Die Reihenfolge
der Projektionen zur Erzeugung der HOSVD-Approximation war dort wichtig, sie
mussten in der Richtung Root-To-Leaves angeordnet sein, um die Schachtelungsei-
genschaft zu gewährleisten.
Außerdem erzeugt die LTR-HOSVD Approximationen, die bereits wieder in hierar-
chischer Orthonormaldarstellung vorliegen, d.h. man muss im Gegensatz zu HOSVD
und FastHOSVD keine Reorthonormalisierung vornehmen, was sich wiederum güns-
tig auf die Gesamtkosten auswirkt.
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8.2.1 Formale Konstruktion der LTR-HOSVD
Gegeben seien ein Tensor v ∈ V = V1⊗. . .⊗Vd mit Dimensionen nj <∞, 1 ≤ j ≤ d,
ein Dimensionsbaum TJ und ein hierarchischer Zielrang HR, für den die folgenden
Bedingungen gelten müssen:
• rj ≤ nj , j = 1, . . . , d,
• rα ≤ rσ1rσ2 mit S(α) = {σ1, σ2}.
Daraus folgt z.B. rα ≤
∏
j∈α nj , was immer erfüllt sein muss, andernfalls wären
die Ränge größer als überhaupt möglich. Der nachfolgende Algorithmus skizziert die
Leaves-To-Root-Kürzung.
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Algorithmus 8.1 LTR-HOSVD
Input: Tensor v in Volldarstellung, Dimensionsbaum TJ , hierarchischer Rang HR
Output: Tensor w als Approximation an v mit hierarchischem Rang HR, quadra-
tischer Fehlerschätzer ∆

∆ = 0
L = depth(TJ)
vL := v
Für α /∈ L: Söhne S(α) = {σ1, σ2}, nα = rσ1rσ2

for ` = L→ 1 do
if ` < L then
Anzahl der Knoten mit level(α) = `:
k` = # {α ∈ TJ : level(α) = `}
Komplement zur Vereinigung aller Knoten mit level(α) = `:
αc` = J \ ∪k`i=1α`,i , zugehörige Dimension rαc`
Retensorisierung gemäß Vorgabe durch hierarchischen Dimensionsbaum:
if αc` = ∅ then
v` ←− R(v˜`+1, α`,1, . . . , α`,k`)
else
v` ←− R(v˜`+1, α`,1, . . . , α`,k` , αc`)
end if
end if
for all α mit level(α) = ` do
Matrizisierung bezüglich α:
B(α) := B(α)(v`)←− v`
Bestimme Linkssingulärvektoren und Singulärwerte, z.B. über
B(α)
(
B(α)
)H
= VαS
2
αV
H
α
Knα×rα 3 Vα,t ←− Vα ∈ Knα×nα
Deﬁniere α-Koeﬃzientenmatrizen des Tensors w:
if α = j ∈ L(TJ) then
Ajw ←− Vα,t
else
Aα,iαw ist deﬁniert als iα-te Spalte von Vα,t, 1 ≤ iα ≤ rα:
B
(3)
A
σ1,σ2,α
w
←− Vα,t
end if
if α 6= σ2(J) then
∆ = ∆ +
∑nα
i=rα+1
(Sα)
2
ii
end if
end for
Update des core tensors:
if αc` = ∅ then
v˜`−1 ←− V Hα1,t ◦1 . . . V Hαk` ,t ◦k` v` ∈ K
rα`,1×···×rα`,k`
else
v˜`−1 ←− V Hα1,t ◦1 . . . V Hαk` ,t ◦k` v` ∈ K
rα`,1×···×rα`,k`×rαc`
end if
end for
AJ,1w ←− v˜0
172 8 Besondere Anwendungen
Wir fassen die Eigenschaften dieser Kürzungsmethode zusammen.
Satz 8.4. Für die mit Algorithmus 8.1 erzeugte Approximation w mit hierarchischem
Rang HR des Tensors v gilt:
‖v −w‖2 ≤ ∆ ≤ (2d− 3) ‖v − vHR,best‖2 ,
wobei vHR,best die Bestapproximation an v mit hierarchischem Rang HR ist.
Beweis. Durch die Vα,t wird jeweils eine orthogonale Projektion nicht nur für den
jeweiligen core tensor v`, sondern für die bisher erzeugte Approximation an v deﬁ-
niert, der wir gleich auch einen Namen geben wollen. Diese Projektion werden wir
wieder mit Pα bezeichnen. Da die Anwendung der Projektionen levelweise erfolgt,
deﬁnieren wir für ` = 1, . . . , L
P` :=
∏
level(α)=`
Pα.
Da alle α mit gleichem Level paarweise disjunkt sind, sind sie vertauschbar und somit
ist P` selbst eine orthogonale Projektion nach Bemerkung 7.17(ii). Wir setzen
wL := v,
w` := P`+1(w`+1) = P`+1 . . . PL(v), ` = L− 1, . . . , 1,
w0 := w = P1(w1).
Wir können nun folgende triviale Abschätzung vornehmen:
‖v −w‖ = ‖wL −w0‖ ≤
L∑
`=1
‖w` −w`−1‖ .
Zuerst untersuchen wir einen einzelnen Term ‖w` −w`−1‖. Für die Approximation
w`−1 gilt
w`−1 ∈
 ⊗
level(α)=`
Uα
⊗
⊗
j∈αc`
Vj
 ,
wobei die Unterräume Uα die durch Algorithmus 8.1 erzeugten hierarchischen Un-
terräume der Dimension rα sind. Entweder gilt Uα = Uj ⊂ Vj , falls α = j ∈ L(TJ)
ist, oder Uα ⊂ Uσ1(α) ⊗ Uσ2(α) nach Konstruktion. Da wir also auf jedem Level
eine eventuell unvollständige33 Unterraumdarstellung bzw. eine entsprechende Ap-
proximation des core tensors v` und damit auch eine ensprechende Approximation
des Tensors w` berechnen, gelten hier die bekannten Fehlerabschätzungen für die
Unterraumdarstellung, vergleiche [8]. Ist also
w`,best ∈
 ⊗
level(α)=`
Uα,min(w`,best)
⊗
⊗
j∈αc`
Vj

33Es kann ja αc` 6= ∅ gelten.
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die Bestapproximation an w` mit dimUα,min(w`,best) = rα, so gilt
‖w` −w`−1‖2 =
∥∥∥∥∥∥
 ∏
level(α)=`
Pα
 (w`)−w`
∥∥∥∥∥∥
2
≤
∑
level(α)=`
∑
i>rα
(Sα)
2
ii ≤ k` ‖w` −w`,best‖2 , (8.6)
wobei k wie oben die Anzahl der Knoten mit Level `. Wir wollen nun die hierarchische
Bestapproximation vHR,best ins Spiel bringen. Dies erreichen wir über einen kleinen
Umweg. Dazu betrachten wir für das Level ` ein spezielles Approximationsproblem
und eine zugehörige Lösung
v`,best := arg min
x∈V
dimUα(x)≤rα
∀α : level(α)=`
‖v − x‖
Wir suchen also die globale Bestapproximation an v, die gerade die Rangbedingungen
des Levels ` erfüllt. Diese existiert oﬀensichtlich und es gilt
‖v − v`,best‖ ≤ ‖v − vHR,best‖ ,
da vHR,best dieselben Rangbedingungen (und noch weitere) erfüllen muss. Seien nun
für das Level ` Pα,`,best diejenigen Projektionen auf den Unterraum Uα,min(v`,best),
die zur - bezogen auf die Rangbedingungen für Level ` - globalen Bestapproximation
v`,best gehören. Sei
P`,best =
∏
level(α)=`
Pα,`,best
die Projektion, die durch die Hintereinanderausführung der zu den paarweise dis-
junkten α mit level(α) = ` gehörigen Projektionen. Aufgrund von Bemerkung 7.17
ist P`,best wiederum eine orthonormale Projektion. Wir erhalten
‖w` −w`,best‖ ≤ ‖w` − P`,best(w`)‖
= ‖P`+1 · · ·PL(v)− P`,bestP`+1 · · ·PL(v)‖ .
Aufgrund der Schachtelungseigenschaft der hierarchischen Unterräume und Bemer-
kung 7.17(iii) gilt dann
‖P`+1 · · ·PL(v)− P`,bestP`+1 · · ·PL(v)‖ = ‖P`+1 · · ·PL(v)− P`+1 · · ·PLP`,best(v)‖
= ‖P`+1 · · ·PL(v − P`,best(v))‖
≤ ‖v − P`,best(v)‖ = ‖v − v`,best‖
≤ ‖v − vHR,best‖ .
Zu zeigen ist nun noch, dass für `1 6= `2
w`1 −w`1−1 ⊥ w`2 −w`2−1
gilt. Sei dazu oBdA `1 > `2. Es gilt
w`2 −w`2−1 = P`2 . . . P`1 . . . PL(v).
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Wegen der Schachtelungseigenschaft kann wiederum Bemerkung 7.17(iii) angewendet
werden, es ist dann w`2 −w`2−1 = P`1(w`2 −w`2−1) orthogonal zu w`1 −w`1−1 =
(I − P`1)(w`1). Damit können wir abschätzen:
‖wL −w0‖2 ≤
(
L∑
`=1
‖w` −w`−1‖
)2
=
L∑
`=1
‖w` −w`−1‖2
≤
(
L∑
`=1
k`
)
‖v − vHR,best‖2 .
Für ` = 1 können wir wegen Bemerkung 7.17(i) k1 = 1 annehmen, da Pσ1(J) =
Pσ2(J) = Pσ1(J)Pσ2(J) gilt. Insgesamt erhalten wir
∑L
`=1 k` = 2d− 3.
Für den in Algorithmus 8.1 berechneten quadratischen Fehlerschätzer ∆ gilt
∆ =
∑
α∈TJ\{J,σ2(J)}
∑
i>rα
(Sα)
2
ii ,
in Verbindung mit (8.6) ist alles gezeigt. 
Bemerkung 8.5. Auch bei dieser Kürzungsmethode hat man einen gewissen Frei-
raum, da keine Reihenfolge der Knoten desselben Levels festgelegt ist. Die Berechnung
lässt sich daher levelweise parallelisieren.
Man kann allerdings auch eine andere Herangehensweise wählen und die Knoten auf
jedem Level in einer festen Reihenfolge abarbeiten, also eine totale Anordnung der
Knoten vorgeben und dann nach jeder einzelnen Kürzung den core tensor aktualisie-
ren. Damit hätte man eine vollständig sequentielle Kürzung deﬁniert, die bezüglich
des Rechenaufwandes einen substantiellen Vorteil gegenüber der hier angegebenen
LTR-HOSVD hätte, da in jedem Schritt die Größe des core tensors - und damit die
Größe der im nächsten Schritt zu behandelnden Matrix - verkleinert wird. Bei der
LTR-HOSVD ist diese Größe für alle Knoten desselben Levels gleich. Diese Ände-
rung der Vorgehensweise hätte auch Einﬂuss auf die Fehlerabschätzung. Man kann
also auch für die LTR-HOSVD eine FastLTR-HOSVD deﬁnieren in ungefährer Ana-
logie zur HOSVD/FastHOSVD-Methodik.
8.2.2 Kostenabschätzung für die LTR-HOSVD
Wir wollen noch die Kosten der Größenordnung nach bestimmen und mit denen ei-
ner Standard-HOSVD-Kürzung vergleichen. Hierbei werden wir die Kosten für die
abschließende Orthonormalisierung der HOSVD-Approximation der Einfachheit hal-
ber nicht mit einbeziehen. Diese hängen zu stark von den Kürzungsvorgaben ab und
sind im Falle kleiner Zielränge ohnehin vernachlässigbar gegenüber den Kosten der
Kürzung bzw. Erzeugung der HOSVD-Basis. Selbst ohne Kürzung wären die Kosten
einer anschließenden Orthonormalisierung auch nur von der gleichen Größenordnung
wie die Kosten zur Erzeugung der HOSVD-Basis. In diesem Fall wäre natürlich keine
weitere Orthonormalisierung erforderlich, er wird hier nur zur Abschätzung der Ma-
ximalkosten der Reorthonormalisierung angeführt. Wir schätzen zuerst die Kosten
für die einzelnen Schritte der LTR-HOSVD der Größenordnung nach ab.
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Es müssen auf Level ` die Matrizen Bα (Bα)H für alle α mit level(α) = ` bestimmt
werden. Die Kosten für diese Produkte belaufen sich für jedes α 6= J auf
RBα := O
n2α ∏
level(β)=`
β 6=α
nβ
∏
j∈αc`
nj
 = O
nα ∏
level(β)=`
nβ
∏
j∈αc`
nj

für jedes α. Dann müssen die entsprechenden Eigenwert- bzw. QR-Zerlegungen be-
stimmt werden, die Kosten belaufen sich hierbei für jedes α 6= J auf
RQR = O(n3α).
Zuletzt müssen noch die Kosten für das Update des core tensors berücksichtigt wer-
den, diese belaufen sich für jedes α auf
Rcore,α = O
rαnα ∏
level(β)=`
β 6=α
nβ
∏
j∈αc`
nj
 ≤ O
nα ∏
level(β)=`
nβ
∏
j∈αc`
nj
 .
Damit können wir für jedes α 6= J die Kosten abschätzen durch
RLTR,α ≤ O
n3α + nα ∏
level(β)=`
nβ
∏
j∈αc`
nj
 .
Lemma 8.6. Die Kosten für die Berechnung einer LTR-HOSVD-Approximation
eines Tensors v ∈ V = V1 ⊗ . . . ⊗ Vd mit dimVj = nj ≤ ∞ in Volldarstellung
belaufen sich auf
RLTR =
∑
α∈TJ
α 6=J
RLTR,α.
Aufgrund der grundsätzlich anderen Vorgehensweise sind die Kosten der LTR-HOSVD
kaum allgemein mit denen einer HOSVD (oder FastHOSVD) zu vergleichen. Daher
betrachten wir hier nur einen wichtigen Beispielfall.
Beispiel 8.7. Sei d = 2L, sei nj = n für j = 1, . . . , d, sei TJ der perfekt balancierte
Dimensionsbaum aus Beispiel 5.5, verallgemeinert auf beliebige Zweierpotenzen, und
sei rα = r für alle α 6= J . Bei der Standard-HOSVD muss im ersten Schritt eine
SVD einer n
d
2 ×n d2 -Matrix berechnet werden, dies kostet O(n 3d2 ) Rechenoperationen,
die weiteren Kosten sind geringer.
Die höchsten Kosten für die LTR-HOSVD entstehen entweder in den Blättern, dort
sind sie von der Größenordnung O(dnd+1), es müssen Matrizen der Größe n× nd−1
multipliziert werden. Oder sie entstehen im zweiten Schritt, dort sind die Matrizen
von der Größe r2 × rd−2, dann sind die Kosten von der Größenordnung O(d2rd+2),
danach nehmen die Kosten ab. Selbst im worst case r = n ist schon für d > 4 der
Exponent 3d2 größer als d+2 (gleich für d = 4). Dies zeigt die auf den Rechenaufwand
bezogene Überlegenheit der LTR-HOSVD für nahezu alle Dimensionen zumindest bei
Verwendung balancierter Dimensionsbäume.
Für unbalancierte Bäume wie den TT-Baum sollte die LTR immer noch Vorteile
besitzen zumindest gegenüber der HOSVD, da durch die sofortige Kürzung die Teil-
probleme immer kleiner werden.
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9 Numerische Ergebnisse
In diesem Kapitel werden wir einige der im Rahmen dieser Arbeit erzielten theoreti-
schen Ergebnisse einem Praxistest unterziehen. Zuerst werden wir einige Operationen
anhand von Zufallsdaten testen. Das verwendete Programm wurde in C++ erstellt,
der Zufallsgenerator (Mersenne Twister 19937) entstammt dem boost library packa-
ge, dokumentiert ist das Verfahren in [36].
Danach werden wir die verschiedenen Kürzungsmethoden genauer untersuchen in
Bezug auf Laufzeit, theoretisch garantierte Genauigkeit und praktisch erreichte Ge-
nauigkeit. Da die Leaves-To-Root-Variante LTR-HOSVD (Alg. 8.1) nur für die Kon-
version von Tensoren in Unterraum- bzw. Volldarstellung geeignet ist und nicht für
die Kürzung von Tensoren, die im hierarchischen Format vorliegen, werden wir uns
diese Kürzung betreﬀend auf solche Beispiele beschränken.
HOSVD- und FastHOSVD-Kürzung werden wir ausführlich gegenüberstellen und so-
wohl Zufallsdaten als auch praxisnahe Beispiele behandeln.
Es wurde jeweils die Standardvorgehensweise implementiert. Daher lassen sich in
den meisten Fällen noch Verbesserungen erzielen, wenn bestimmte strukturelle Ei-
genschaften berücksichtigt werden, wie dies z.B. in Abschnitt 6.4.3 für die Addition
beschrieben ist.
Wir verwenden zwei verschiedene Dimensionsbäume, der jeweils zugrundeliegende
Baum ist bei jedem Test angegeben. Der erste Baum ist ein möglichst balancier-
ter Dimensionsbaum, bei dem jede Vaterindexmenge in zwei möglichst gleichgroße
Sohnindexmengen unterteilt wird Dieser Baum hat die minimale Tiefe, er wird hier
als balancierter Baum bezeichnet, siehe auch Beispiel 5.5.
Der zweite ist ein möglichst unbalancierter Baum, bei dem jede Vaterindexmenge in
zwei möglichst ungleiche Sohnindexmengen unterteilt wird, bei dem also jeweils nur
ein einzelner Index abgespalten wird. Der zweite Baum besitzt daher die maximale
Tiefe. Er liegt dem TT-Format zugrunde, wenn man dieses direkt in das hierarchische
Format überführt bzw. als einen Spezialfall des hierarchischen Formates betrachtet.
Daher bezeichnen wir diesen Baum hier als TT-Baum, siehe auch Beispiel 5.6.
Der Unterschied zwischen diesen beiden Extremen wird beim Vergleich der Kürzungs-
methoden eine Rolle spielen, da z.B. der Fehlerschätzer der FastHOSVD-Methode
von der Struktur des Baumes abhängt.
9.1 Liste der Operationen
Die folgenden zentralen Operationen sind im Rahmen dieser Arbeit implementiert
worden:
• Orth: Erzeugt eine Orthonormaldarstellung eines im hierarchischen Format
gegebenen Tensors unter Verwendung der in der lapack-Routine dgeqrf imple-
mentierten QR-Zerlegung (Alg. 6.3)
• Pivot-Orth: Erzeugt eine Orthonormaldarstellung eines im hierarchischen
Format gegebenen Tensors unter Verwendung der in der lapack-Routine dgeqp3
implementierten QR-Zerlegung mit Spaltenpivotisierung (analog zu Alg. 6.3)
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• Add: Addiert zwei Tensoren im hierarchischen Format (formale Addition ohne
Orthonormalisierung, Lemma 6.22, für die Addition inklusive Orthonormali-
sierung siehe Alg. 6.4)
• HOSVD-Basis: Erzeugt die HOSVD-Basisdarstellung eines hierarchischen
Tensors, Input-Tensor muss in Orthonormaldarstellung vorliegen (Alg. 7.1)
• HOSVD-Truncation: Erzeugt eine HOSVD-Approximation mit kleinerem
hierarchischen Rang, Input-Tensor muss in Orthonormaldarstellung vorliegen
(Alg. 7.2)
• FastHOSVD-Truncation: Erzeugt eine FastHOSVD-Approximation mit klei-
nerem hierarchischen Rang, Input-Tensor muss in Orthonormaldarstellung vor-
liegen (Alg. 7.3)
• LTR-Truncation: Erzeugt eine Approximation im hierarchischen Format zu
einem gegebenen Tensor in Volldarstellung unter Verwendung der LTR-HOSVD-
Approximationsmethode, implementiert nur für d = 2L (Alg. 8.1)
• ConvertFullToHT: Erzeugt die HOSVD-Basisdarstellung eines Tensors in
Volldarstellung
• TruncateFullToHT: Erzeugt eine HOSVD-Approximation zu einem gegebe-
nen Tensor in Volldarstellung ohne vorherige Darstellung des Tensors im hier-
archischen Format
• ConvertRTermToHT: Erzeugt eine triviale hierarchische Darstellung eines
in r-Term-Darstellung gegebenen Tensors
Zusätzlich sind verschiedene Methoden zur Erzeugung von Zufallstensoren mit un-
terschiedlichen Eigenschaften implementiert worden.
• CreateRandomHTensor: Erzeugt einen Zufallstensor im hierarchischen For-
mat, dessen Koeﬃzientenmatrizen gleichverteilte Zufallszahlen zwischen -1 und
1 enthalten
• CreateRandomOrthHTensor: Erzeugt einen hierarchischen Zufallstensor in
Orthonormaldarstellung
• CreateRandomRTermHTensor: Erzeugt eine triviale hierarchische Darstel-
lung eines in r-Term-Darstellung gegebenen Zufallstensors
• CreateRandomFullTensor.
Daneben sind diverse weitere Hilfsfunktionen implementiert worden, die hier nicht
aufgeführt werden müssen.
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9.2 Performance-Tests mit Zufallsdaten
Alle Berechnungen wurden auf einem HP Compaq 6715s mit einem Dual-Core-
Prozessor vom Typ AMD Turion(tm) 64 X2 Mobile Technology TL-60 mit jeweils
800 MHz und einer geschätzten Rechengeschwindigkeit von 1595.68 bogomips34 pro
Core durchgeführt.
Die Größe des Arbeitsspeichers beträgt 1887 MB.
Die maximale Größe der behandelten Tensoren liegt bei ungefähr 740 MB. Dies liegt
daran, dass wir bei jeder Operation, z.B. bei einer Orthonormalisierung, den gegebe-
nen Tensor nicht überschreiben, sondern einen neuen Tensor initialisieren. Dadurch
ergibt sich in den meisten Fällen in etwa eine Verdoppelung des Speicherbedarfs.
9.2.1 Orthonormalisierung
Die wichtigste Operation für die Arithmetik des hierarchischen Formates ist die Or-
thonormalisierung. Wir haben die lapack-Methode dgeqrf für die QR-Zerlegung und
dgeqp3 für die QR-Zerlegung mit Spaltenpivotsuche verwendet. Die folgenden Ta-
bellen zeigen verschiedene Test-Szenarien, die neben der jeweiligen Laufzeit auch die
Größe der Tensoren enthalten. Die verschiedenen Szenarien werden jeweils bestimmt
durch die Ordnung d des zugrundeliegenden Tensorraumes V, die Dimensionen nj
der Ansatzräume Vj und weiter durch den hierarchischen Rang bzw. die Dimensio-
nen rα der hierarchischen Unterräume Uα für α ∈ TJ . Wir wählen der Einfachheit
halber für alle j = 1, . . . , d die gleiche Dimension nj = n und für alle α den loka-
len Rang dimUα = rα = r. Dies gilt für alle im folgenden behandelten Tensoren
mit Ausnahme der Tensoren in Volldarstellung, bei denen die Dimensionen der hier-
archischen Unterräume nicht konstant, sondern jeweils maximal sind, es gilt daher
rα = rσ1(α)rσ2(α) für alle α ∈ I(TJ).
Test 1 Für diesen Test wurde n = 100 vorgegeben, die Ordnung d und die Di-
mension r der hierarchischen Unterräume variieren. Der zugrundeliegende Baum ist
balanciert, die Ergebnisse sind in Tabelle 9.1 enthalten. Für den maximal unbalan-
cierten TT-Baum werden wir im Anschluss für r = 80 und verschiedene d in Tabelle
9.2 einige Ergebnisse präsentieren. Die Laufzeiten sollten vom verwendeten Baum
unabhängig sein.
34Auch wenn dieser Wert keine Vergleichbarkeit mit anderen Prozessoren garantiert, so kann er
hier als ungefährer Richtwert dienen.
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Tabelle 9.1: Test 1 - Orth und PivotOrth - n=100
r d= 10 20 40 50 60 80 100
10 Größe [MB] 0.138 0.291 0.596 0.748 0.901 1.206 1.511
10 Orth [sec] 0.01 0.01 0.02 0.02 0.02 0.02 0.02
10 Pivot [sec] 0.01 0.01 0.02 0.03 0.03 0.03 0.03
20 Größe [MB] 0.644 1.407 2.933 3.696 4.459 5.984 7.510
20 Orth [sec] 0.02 0.03 0.06 0.09 0.12 0.19 0.23
20 Pivot [sec] 0.02 0.03 0.07 0.10 0.15 0.20 0.25
30 Größe [MB] 1.884 4.173 8.750 11.039 13.328 17.905 22.483
30 Orth [sec] 0.06 0.18 0.40 0.50 0.61 0.83 1.04
30 Pivot [sec] 0.06 0.20 0.44 0.54 0.67 0.90 1.12
40 Größe [MB] 4.224 9.412 19.788 24.976 30.164 40.540 50.916
40 Orth [sec] 0.25 0.59 1.23 1.56 1.84 2.64 3.14
40 Pivot [sec] 0.27 0.62 1.33 1.67 2.03 2.72 3.36
50 Größe [MB] 8.030 17.948 37.785 47.703 57.621 77.457 97.294
50 Orth [sec] 0.78 1.76 3.73 4.76 5.60 7.52 9.56
50 Pivot [sec] 0.81 1.85 4.04 5.00 5.81 7.91 9.87
60 Größe [MB] 13.669 30.606 64.481 81.418 98.355 132.230 166.104
60 Orth [sec] 1.61 3.66 7.65 9.94 11.64 15.83 19.80
60 Pivot [sec] 1.68 3.84 8.02 10.46 12.24 16.35 21.03
70 Größe [MB] 21.507 48.209 101.615 128.318 155.021 208.427 261.832
70 Orth [sec] 3.03 6.79 14.23 18.04 21.57 29.07 36.32
70 Pivot [sec] 3.11 6.99 14.81 18.84 22.50 30.93 37.79
80 Größe [MB] 31.909 71.582 150.918 190.601 230.273 309.619 388.965
80 Orth [sec] 5.25 11.86 25.34 31.57 37.46 50.25 64.13
80 Pivot [sec] 5.36 12.12 26.22 32.68 39.40 55.70 67.68
90 Größe [MB] 45.243 101.548 214.158 270.463 326.768 439.378 551.987
90 Orth [sec] 8.65 19.54 41.23 51.85 74.44 94.56 115.11
90 Pivot [sec] 8.77 19.64 41.38 52.17 78.93 97.70 123.88
100 Größe [MB] 61.874 138.931 293.045 370.102 447.159 601.273 -
100 Orth [sec] 12.16 27.35 57.52 72.34 100.30 143.30 -
100 Pivot [sec] 12.52 28.27 59.21 75.92 112.42 155.49 -
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
r: Dimension der hierarchischen Unterräume
Operationen:
Orth: Standard-Orthonormalisierung ohne Spaltenpivotsuche, vgl. Alg. 6.3
Pivot: Orthonormalisierung mit Spaltenpivotsuche, analog zu Alg. 6.3
Erklärung:
Es wurden Zufallstensoren der angegebenen Speziﬁkation (d,n,r) in eine hierarchische Orthonor-
maldarstellung überführt ohne und mit Spaltenpivotsuche. Es sind jeweils die Größen auf dem
Datenträger und die Programmlaufzeiten angegeben. Der zugrundeliegende Dimensionsbaum ist
balanciert.
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Tabelle 9.2: Test 1 - TT-Baum - Orth und PivotOrth - n=100
r d= 10 20 40 50 60 80 100
80 Größe [MB] 31.909 71.582 150.918 190.601 230.273 309.619 388.965
80 Orth [sec] 5.38 11.75 25.02 31.19 38.11 50.98 64.16
80 Pivot [sec] 5.48 12.05 25.52 33.13 39.56 52.55 68.82
Alle Bezeichnungen und Operationen sind wie in Tabelle 9.1, der zugrundeliegende Baum ist der
TT-Baum.
Den Speicheraufwand können wir gemäß 6.17 abschätzen durch
SOrtho,≤r,n ≤ r2 + drn+ (d− 2)r3.
Da in unserem Beispiel sogar Gleichheit gilt (rα = r∀α), können wir die Tensorgrößen
exakt überprüfen,. Wir tun dies exemplarisch für einige Werte von r für d = 50
und für einige Werte von d für r = 10. Wir erhalten die folgenden theoretischen
Tensorgrößen.
Tabelle 9.3: Test 1 - Tensorgrößen für d=50, n=100
d r= 10 20 40 50 60 80 100
50 Größe [MB] 0.748 3.696 24.976 47.703 81.418 190.601 370.102
Bezeichnungen wie in Tabelle 9.1
Tabelle 9.4: Test 1 - Tensorgrößen für r=10, n=100
r d= 10 20 40 50 60 80 100
10 Größe [MB] 0.138 0.290 0.596 0.748 0.901 1.206 1.511
Bezeichnungen wie in Tabelle 9.1
Diese Werte entsprechen den tatsächlichen Werten aus Tabelle 9.1.
Den Rechenaufwand können wir ebenfalls gemäß Lemma 6.17 abschätzen durch
ROrtho,≤r,n ≤ 4r3 + 2dnr2 + 8(d− 2)r4.
Anhand dieser oberen Schranke können wir ungefähre Richtwerte für die Verhältnisse
der Laufzeiten ableiten. Exemplarisch erhalten wir für d = 50, n = 100 und einige
Beispielverhältnisse r′/r die theoretischen Verhältnisse der Laufzeiten für das Pro-
gramm Orth für r′ und r unter der Annahme, dass die tatsächlichen Kosten nahe
bei der angegebenen Schranke liegen.
Tabelle 9.5: Test 1 - Orth-Laufzeitverhältnisse für d=50, n=100
d r′/r: 40/30 60/30 60/40 80/40 80/50 100/50 100/80
50 Theorie 3.12 15.66 5.02 15.81 6.51 15.87 2.44
50 Praxis 3.12 19.88 6.37 20.24 6.63 15.20 2.29
Bezeichnungen wie in Tabelle 9.1, untersuchte Operation: Orth, Dimensionsbaum: balanciert
Dieser Vergleich zeigt eine recht gute Übereinstimmung.
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Test 2 In einem weiteren Test wollen wir nun untersuchen, wie sich die Programme
Orth und PivotOrth in höheren Dimensionen verhalten. Für diesen Test wurde n =
20 vorgegeben, die Ordnung d und die Dimension r der hierarchischen Unterräume
variieren, der zugrundeliegende Baum ist balanciert. Die Ergebnisse sind in Tabelle
9.6 zusammengefasst.
Tabelle 9.6: Test 2 - Orth und PivotOrth - n=20
r d= 10,000 20,000 40,000 60,000 80,000 100,000
2 Größe [MB] 3.662 7.324 14.648 21.973 29.297 36.621
2 Orth [sec] 0.15 0.31 0.56 0.88 1.23 1.49
2 Pivot [sec] 0.19 0.38 0.75 1.14 1.47 1.91
4 Größe [MB] 10.985 21.972 43.944 65.917 87.890 109.862
4 Orth [sec] 0.28 0.57 1.17 1.64 2.27 2.84
4 Pivot [sec] 0.38 0.72 1.45 2.21 2.91 3.77
6 Größe [MB] 25.632 51.267 102.536 153.806 205.075 256.345
6 Orth [sec] 0.54 1.04 2.18 3.14 4.59 5.69
6 Pivot [sec] 0.68 1.33 2.76 3.94 5.63 7.24
8 Größe [MB] 51.262 102.532 205.071 307.610 410.149 512.688
8 Orth [sec] 1.00 2.07 4.07 6.17 8.16 10.05
8 Pivot [sec] 1.26 2.51 5.03 7.55 10.06 12.61
10 Größe [MB] 91.538 183.091 366.196 549.302 732.407 -
10 Orth [sec] 2.01 4.03 8.01 11.95 15.97 -
10 Pivot [sec] 2.38 4.74 9.59 14.16 18.80 -
15 Größe [MB] 280.330 560.711 - - - -
15 Orth [sec] 6.90 13.71 - - - -
15 Pivot [sec] 7.86 15.73 - - - -
20 Größe [MB] 640.750 - - - - -
20 Orth [sec] 19.66 - - - - -
20 Pivot [sec] 21.39 - - - - -
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
r: Dimension der hierarchischen Unterräume
Operationen:
Orth: Standard-Orthonormalisierung ohne Spaltenpivotsuche, vgl. Alg. 6.3
Pivot: Orthonormalisierung mit Spaltenpivotsuche, analog zu Alg. 6.3
Erklärung:
Es wurden Zufallstensoren der angegebenen Speziﬁkation (d,n,r) in eine hierarchische Orthonor-
maldarstellung überführt, mit und ohne Spaltenpivotsuche. Es sind jeweils die Größen auf dem
Datenträger und die Programmlaufzeiten angegeben. Der zugrundeliegende Dimensionsbaum ist
balanciert.
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Mit zunehmendem Rang relativiert sich der Vorteil der Standard-Orthonormalisierung,
während die Pivotsuche immer den Vorteil besitzt, den tatsächlichen (numerischen)
Rang der jeweiligen Matrizen bestimmen zu können. In den Zufallszahlentests bringt
dies natürlich keinen Laufzeitgewinn, da alle Matrizen mit Wahrscheinlichkeit 1 vol-
len Rang besitzen, insofern ist dieser Test der worst case. Den Vorteil der Pivotsuche
wird man aber bei der in den nächsten Tests behandelten Addition sehen können,
wo wir zum Vergleich den best case gegenüberstellen werden.
9.2.2 Addition
Die Addition zweier Tensoren v + w = z besteht im Wesentlichen aus zwei Teilen.
In einem ersten Schritt werden die Koeﬃzientenmatrizen der Summe z auf triviale
Weise aus den Koeﬃzientenmatrizen der Summanden v und w konstruiert - die sog.
formale Addition, siehe Lemma 6.22. Danach erfolgt eine Orthonormalisierung. Die
Laufzeit für die formale Addition ist deutlich kleiner als die der Orthonormalisie-
rung, es müssen keine Rechenoperationen durchgeführt werden. Trotzdem bleibt im
Vergleich zur Orthonormalisierung eines Tensors gleicher Größe ein kleiner zusätzli-
cher Zeitaufwand. Da jedoch die lapack-Routinen aufgrund der speziellen Struktur
der Daten eﬃzienter arbeiten, ergibt sich letzten Endes eine deutliche Zeitersparnis,
wie man an den Laufzeiten sehen wird. Dies liegt nicht an der Orthonormalität der
Summanden, denn das gleiche Verhalten lässt sich auch bei der Addition nichtortho-
normalisierter Tensoren beobachten, sondern anscheinend an der Blockstruktur mit
den großen Nullblöcken.
Test 3 Wieder wählen wir n = 100, die folgende Tabelle enthält die Tensorgrößen
und Laufzeiten für verschiedene Werte für d und r, wobei letzteres der Einfachheit
halber in diesem ersten Test für beide Tensoren gleich ist. Der zugrundeliegende
Baum ist balanciert. Die Programm-Laufzeiten sollten ungefähr der Laufzeit der Or-
thonormalisierung eines Tensors mit r′ = 2r entsprechen, aufgrund der speziellen
Datenstruktur kann man jedoch einen deutlichen Geschwindigkeitsvorteil erkennen.
Angegeben werden die Laufzeiten für die formale Addition (Add), die Standard-
Orthonormalisierung der formalen Summe (Orth) und die Orthonormalisierung mit
Spalten-Pivot-Suche (Pivot). Als Vergleichswert für den theoretisch maximal mög-
lichen Zeitgewinn durch die Verwendung der Pivotsuche geben wir die Laufzeit der
Methode PivotOrth für die Berechnung einer Orthonormaldarstellung von z = v+v
an, dieser Wert wird in der Tabelle mit Pivot2 bezeichnet. Diese Situation entspricht
der günstigsten Möglichkeit obzw. dem best case. Das Ergebnis kann in derselben
hierarchischen Basis dargestellt werden wie die Summanden. Die Addition zweier
verschiedener Zufallstensoren stellt dagegen i.a. den worst case dar. Für die Stan-
dardmethode Orth spielt dieser Unterschied keine Rolle, die Laufzeiten sind in bei-
den Fällen gleich und werden daher nur einmal angegeben.
Im Fall z = v + v (Pivot2) ist der Speicherbedarf für z bei Verwendung von Pi-
votOrth natürlich auch erheblich kleiner, er entspricht genau dem für v, während
im Falle verschiedener orthonormaler Zufallstensoren eine Verdoppelung des Ranges
eine ungefähre Verfünﬀachung des Speicheraufwandes für alle Nichtblätter und eine
Verdoppelung des Speicheraufwandes für alle Blätter bedeutet, vergleiche Lemma
6.23.
Die Werte für r sind die Werte für den Summanden v, nicht für die Summe z, die ent-
sprechend doppelt so groß sind. Die Ergebnisse sind in Tabelle 9.7 zusammengefasst.
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Tabelle 9.7: Test 3 - Add, Orth und PivotOrth - n=100
r d= 10 20 30 40 50
10 Größe v [MB] 0.138 0.291 0.443 0.596 0.748
10 Größe z [MB] 0.644 1.407 2.170 2.933 3.696
10 Add [sec] 0.01 0.01 0.01 0.02 0.02
10 Orth [sec] 0.02 0.03 0.05 0.06 0.08
10 Pivot [sec] 0.02 0.03 0.05 0.08 0.10
10 Pivot2 [sec] 0.02 0.03 0.05 0.08 0.09
20 Größe v [MB] 0.644 1.407 2.170 2.933 3.696
20 Größe z [MB] 4.224 9.412 14.600 19.788 24.976
20 Add [sec] 0.02 0.06 0.08 0.12 0.14
20 Orth [sec] 0.19 0.43 0.66 0.90 1.14
20 Pivot [sec] 0.23 0.50 0.78 1.04 1.33
20 Pivot2 [sec] 0.13 0.18 0.29 0.40 0.51
30 Größe v [MB] 1.884 4.173 6.461 8.750 11.039
30 Größe z [MB] 13.669 30.606 47.543 64.481 81.418
30 Add [sec] 0.09 0.21 0.34 0.46 0.52
30 Orth [sec] 1.09 2.44 3.77 5.04 6.44
30 Pivot [sec] 1.23 2.66 4.32 5.84 7.26
30 Pivot2 [sec] 0.42 0.92 1.40 1.87 2.32
40 Größe v [MB] 4.224 9.412 14.600 19.788 24.976
40 Größe z [MB] 31.909 71.582 111.255 150.928 190.601
40 Add [sec] 0.24 0.51 0.78 1.07 1.31
40 Orth [sec] 3.58 7.68 11.93 16.27 20.60
40 Pivot [sec] 3.92 8.62 13.96 18.29 23.79
40 Pivot2 [sec] 1.43 3.01 4.58 6.21 7.81
50 Größe v [MB] 8.030 17.948 27.887 37.745 47.703
50 Größe z [MB] 61.874 138.931 215.988 293.045 370.102
50 Add [sec] 0.48 1.04 1.63 2.16 2.77
50 Orth [sec] 8.20 18.52 28.67 38.89 49.58
50 Pivot [sec] 8.41 20.09 32.26 42.94 60.68
50 Pivot2 [sec] 3.44 7.64 11.85 16.00 20.09
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
r: Dimension der hierarchischen Unterräume
Operationen:
Add: Formale Addition, vgl. Alg. 6.4
Orth: Standard-Orthonormalisierung ohne Spaltenpivotsuche, vgl. Alg. 6.3
Pivot: Orthonormalisierung mit Spaltenpivotsuche (analog zu Alg. 6.3)
Pivot2: Orthonormalisierung mit Spaltenpivotsuche angewendet auf v + v
Erklärung:
Add: Es wurde nur die Zeit für die Erstellung der formalen Summe gemessen. Hierbei werden keine
Rechenoperationen durchgeführt.
Orth, Pivot: Es wurden zwei verschiedene, aber gleichgroße Zufallstensoren bezüglich desselben
balancierten Dimensionsbaumes addiert.
Pivot2: Ein Tensor wurde zu sich selbst addiert, dies ist der bestmögliche Fall für die Orthonor-
mierung mit Pivotsuche.
Der zugrundeliegende Dimensionsbaum ist der balancierte Baum.
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Tabelle 9.8: Test 4 - Add, Orth und PivotOrth - n=20
r d= 10,000 20,000 40,000 60,000 80,000 100,000
2 Größe v [MB] 3.662 7.324 14.648 21.973 29.297 36.621
2 Größe z [MB] 10.986 21.972 43.945 65.917 87.890 109.862
2 Add [sec] 0.11 0.22 0.40 0.57 0.81 1.06
2 Orth [sec] 0.26 0.54 1.13 1.68 2.23 2.67
2 Pivot [sec] 0.36 0.73 1.47 2.20 2.95 3.67
2 Pivot2 [sec] 0.32 0.63 1.28 1.95 2.58 3.30
3 Größe v [MB] 6.637 13.275 26.550 39.825 53.100 66.375
3 Größe z [MB] 25.632 51.267 102.536 153.806 205.075 256.345
3 Add [sec] 0.17 0.36 0.70 1.05 1.39 1.76
3 Orth [sec] 0.51 1.04 2.11 3.09 4.18 5.21
3 Pivot [sec] 0.68 1.34 2.74 4.08 5.70 6.68
3 Pivot2 [sec] 0.56 1.16 2.29 3.46 4.61 5.78
4 Größe v [MB] 10.986 21.972 43.945 65.917 87.890 109.862
4 Größe z [MB] 51.262 102.532 205.071 307.610 410.149 512.688
4 Add [sec] 0.26 0.51 1.04 1.59 2.12 2.59
4 Orth [sec] 0.92 1.81 3.72 5.46 7.39 9.03
4 Pivot [sec] 1.19 2.37 4.82 7.18 9.65 12.05
4 Pivot2 [sec] 0.88 1.75 3.56 5.46 7.21 9.03
5 Größe v [MB] 17.164 34.331 68.663 102.995 - -
5 Größe z [MB] 91.538 183.091 366.196 549.302 - -
5 Add [sec] 0.41 0.84 1.71 2.54 - -
5 Orth [sec] 1.66 3.31 6.83 10.04 - -
5 Pivot [sec] 2.13 4.24 8.52 12.85 - -
5 Pivot2 [sec] 1.34 2.68 5.44 8.12 - -
10 Größe v [MB] 91.532 - - - - -
10 Größe z [MB] 640.75 - - - - -
10 Add [sec] 2.71 - - - - -
10 Orth [sec] 14.86 - - - - -
10 Pivot [sec] 17.55 - - - - -
10 Pivot2 [sec] 8.74 - - - - -
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
r: Dimension der hierarchischen Unterräume
Operationen:
Add: Formale Addition z = v +w, vgl. Alg. 6.4
Orth: Standard-Orthonormalisierung ohne Spaltenpivotsuche, vgl. Alg. 6.3
Pivot: Orthonormalisierung mit Spaltenpivotsuche (analog zu Alg. 6.3)
Pivot2: Orthonormalisierung mit Spaltenpivotsuche angewendet auf z = v + v = 2v
Erklärung:
Add: Es wurde nur die Zeit für die Erstellung der formalen Summe gemessen. Hierbei werden keine
Rechenoperationen durchgeführt.
Orth, Pivot: Es wurden zwei verschiedene, aber gleichgroße Zufallstensoren bezüglich desselben
balancierten Dimensionsbaumes addiert.
Pivot2: Ein Tensor wurde zu sich selbst addiert, dies ist der bestmögliche Fall für die Orthonor-
mierung mit Pivotsuche.
Der zugrundeliegende Dimensionsbaum ist der balancierte Baum.
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Test 4 In diesem Test untersuchen wir wiederum die Situation in höheren Di-
mensionen. Es wurde n = 20 vorgegeben, die Ordnung d und die Dimension r der
hierarchischen Unterräume variieren. Der zugrundeliegende Baum ist balanciert, die
Ergebnisse sind in Tabelle 9.8 auf der vorherigen Seite zusammengefasst.
Im Prinzip ist die Addition nicht viel mehr als die Orthonormalisierung eines Tensors
mit spezieller Datenstruktur. Diese Struktur kann noch deutlich stärker ausgenutzt
werden, als wir das hier getan haben, siehe auch Abschnitt 6.4.3. Die vorliegenden
Beispiele zeigen aber schon, dass einfache arithmetische Operationen auch in großen
Dimensionen d oder mit großen Rängen r durchgeführt werden können. Allerdings
vergrößert sich i.a. der Speicheraufwand durch exakte arithmetische Operationen wie
die Addition.
Im Folgenden werden wir daher die verschiedenen Kürzungsmethoden analysieren.
Diese erlauben es uns, eine inexakte Arithmetik mit beschränktem Speicherbedarf
einzuführen, indem wir nach einer eventuellen Vergrößerung des hierarchischen Ran-
ges durch eine exakte arithmetische Operation eine Kürzung auf den Ausgangsrang
oder einen anderen gewünschten Zielrang, oder allgemeiner eine Kürzung des gege-
benen hierarchischen Ranges HR = {rα | α ∈ TJ} auf einen kleineren hierarchischen
Rang HR′ = {r′α | α ∈ TJ} durchführen.
9.3 Vergleich der Kürzungsmethoden
Insgesamt haben wir drei Kürzungsmethoden im Rahmen dieser Arbeit diskutiert,
die sich wie bereits in den entsprechenden Kapiteln dargelegt in mehreren wesentli-
chen Punkten unterscheiden.
Die in [13] erstmals vorgestellte HOSVD-Kürzung berechnet die Kürzung für jedes
α ∈ TJ unabhängig ausgehend von der HOSVD-Basisdarstellung. Dies bedeutet u.a.,
dass das Vorgehen vollständig festgelegt ist.
Die FastHOSVD-Kürzung dagegen lässt Spielraum für verschiedene adaptive Ansät-
ze. So können z.B. in jedem Knoten α 6∈ L(TJ) mittels der GLRAM-Methode (vgl.
Abschnitt 2.6) die Kürzungen für die Söhne σ1 und σ2 adaptiv verbessert werden.
Dieses Vorgehen und verschiedene ähnliche Ansätze sollen hier nur als Ideen erwähnt
werden. Sie werden in weiterführenden Arbeiten genauer untersucht werden.
Die LTR-Kürzung, die wir für den Fall der direkten Kürzung/Umrechnung vom
Unterraum-Format ins hierarchische Format vorgestellt hatten35, erlaubt ebenfalls
die Verwendung adaptiver oder iterativer Ansätze.
Basierend auf der GLRAM-Methodik und verwandten Ideen können prinzipiell so-
wohl für die Root-To-Leaves-Richtung (HOSVD und FastHOSVD) als auch für die
Leaves-To-Root-Richtung (LTR-HOSVD) Alternating-Least-Squares-ähnliche Ver-
fahren (ALS) deﬁniert werden, die aufgrund der Konvergenzeigenschaften der GLRAM-
Methode günstige theoretische Eigenschaften aufweisen sollten.
35Natürlich kann man die LTR-HOSVD auch auf im hierarchischen Format vorliegende Tensoren
anwenden, z.B. indem man die hierarchische Struktur nur verwendet, um die Volldarstellung zu
berechnen und davon ausgehend die LTR-Kürzung. Allerdings ist ein solches Vorgehen mit hohen
Kosten verbunden und daher i.a. nicht sinnvoll.
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9.3.1 HOSVD versus FastHOSVD
Wir beginnen diesen Abschnitt mit einem Performance-Vergleich der beiden wich-
tigsten Kürzungsmethoden - HOSVD und FastHOSVD.
Test 5 In einem ersten Test wollen wir die Laufzeiten für HOSVD und FastHOSVD
vergleichen. Wir wählen n = 100 und variieren d und r wie in Test 3, siehe Tabelle
9.7. Der zugrundeliegende Baum ist balanciert. Im Anschluss werden wir wieder für
r = 80 einige Vergleichswerte für den TT-Baum präsentieren, es sind keine nennens-
werten Laufzeitunterschiede zu erwarten.
Es werden drei verschiedene Kürzungsszenarien nebeneinandergestellt, und zwar die
Kürzung auf rtrunc = r − 1, rtrunc = r/2 und rtrunc = 1.
Die angegebenen Zeiten betreﬀen nur die reine Kürzungsmethode und nicht die
für die Wiedererlangung der Orthonormalität notwendige Orthonormalisierung. Die
FastHOSVD benötigt für die kleineren Probleme mit rtrunc ≈ r teilweise sogar etwas
längere Laufzeiten. Dies hängt mit der etwas umständlichen Berechnung der Feh-
lerschätzers zusammen, den wir auch hier bestimmen, obwohl er nicht Gegenstand
der Untersuchung ist. Die theoretisch garantierte Genauigkeit ist aber dennoch eine
wichtige im Rahmen der Kürzung gewonnene Information, die Berechnung desselben
ist somit auch ein wesentlich Bestandteil der Kürzungsmethode.
Die Ergebnisse sind in den Tabellen 9.9, 9.10 und 9.11 zusammengefasst.
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Tabelle 9.9: Test 5 - HOSVD und FastHOSVD - n=100
r d= 10 20 40 60 80 100
20 Größe r [MB] 0.644 1.407 2.933 4.459 5.985 7.510
20 Größe r-1 [MB] 0.566 1.235 2.571 3.908 5.244 6.581
20 HOSVD [sec] 0.04 0.06 0.11 0.18 0.23 0.29
20 FastHOSVD [sec] 0.06 0.09 0.11 0.17 0.23 0.29
20 Größe r/2 [MB] 0.138 0.291 0.596 0.901 1.206 1.511
20 HOSVD [sec] 0.02 0.04 0.09 0.13 0.18 0.22
20 FastHOSVD [sec] 0.02 0.03 0.07 0.10 0.14 0.17
20 Größe 1 [MB] 0.008 0.015 0.031 0.046 0.062 0.077
20 HOSVD [sec] 0.02 0.03 0.07 0.12 0.15 0.20
20 FastHOSVD [sec] 0.01 0.02 0.03 0.05 0.07 0.08
40 Größe r [MB] 4.224 9.412 19.788 30.164 40.450 50.916
40 Größe r-1 [MB] 3.930 8.753 18.399 28.046 37.692 47.339
40 HOSVD [sec] 0.30 0.66 1.32 1.99 2.68 3.43
40 FastHOSVD [sec] 0.31 0.61 1.29 1.98 2.66 3.34
40 Größe r/2 [MB] 0.644 1.407 2.933 4.459 5.985 7.510
40 HOSVD [sec] 0.23 0.45 0.96 1.47 1.98 2.61
40 FastHOSVD [sec] 0.15 0.29 0.59 0.89 1.19 1.51
40 Größe 1 [MB] 0.008 0.015 0.031 0.046 0.062 0.077
40 HOSVD [sec] 0.21 0.43 0.91 1.42 1.84 2.32
40 FastHOSVD [sec] 0.03 0.08 0.16 0.24 0.31 0.40
60 Größe r [MB] 13.669 30.606 64.481 98.355 132.230 166.104
60 Größe r-1 [MB] 13.012 29.131 61.371 93.609 125.847 158.086
60 HOSVD [sec] 1.46 3.26 6.82 10.40 13.94 17.64
60 FastHOSVD [sec] 1.44 3.24 6.77 10.31 13.85 17.45
60 Größe r/2 [MB] 1.884 4.173 8.750 13.328 17.905 22.483
60 HOSVD [sec] 1.03 2.36 4.87 7.43 9.97 12.57
60 FastHOSVD [sec] 0.62 1.37 2.88 4.40 5.91 7.54
60 Größe 1 [MB] 0.008 0.015 0.031 0.046 0.062 0.077
60 HOSVD [sec] 0.95 2.11 4.39 6.71 8.99 11.32
60 FastHOSVD [sec] 0.10 0.23 0.47 0.71 0.95 1.16
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
r: Dimension der hierarchischen Unterräume
Operationen:
HOSVD: HOSVD-Kürzung, vgl. Alg. 7.1
FastHOSVD: FastHOSVD-Kürzung, vgl. Alg. 7.3
Erklärung:
Es wurden Approximationen mit rtrunc = r−1, r/2, 1 bestimmt. Die angegebenen Laufzeiten bezie-
hen sich nur auf den Kürzungsschritt. Zur Wiedererlangung der Orthonormalität der Darstellung
müsste im Anschluss noch eine Orthonormalisierung durchgeführt werden. Der zugrundeliegende
Dimensionsbaum ist der balancierte Baum.
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Tabelle 9.10: Test 5 Fortsetzung - HOSVD und FastHOSVD - n=100
r d= 10 20 40 60 80 100
80 Größe r [MB] 31.909 71.582 150.928 230.273 309.619 388.965
80 Größe r-1 [MB] 30.743 68.962 145.399 221.836 298.273 3.74.711
80 HOSVD [sec] 4.51 10.06 22.34 32.61 43.78 58.46
80 FastHOSVD [sec] 4.47 9.96 21.72 32.56 43.75 56.81
80 Größe r/2 [MB] 4.224 9.412 19.788 30.164 40.540 50.916
80 HOSVD [sec] 3.31 7.37 16.10 24.04 32.10 45.21
80 FastHOSVD [sec] 1.90 4.22 9.03 13.90 19.96 27.05
80 Größe 1 [MB] 0.008 0.015 0.031 0.046 0.062 0.077
80 HOSVD [sec] 3.00 6.73 14.35 21.64 28.83 39.85
80 FastHOSVD [sec] 0.22 0.47 0.96 1.53 1.99 2.58
100 Größe r [MB] 61.874 138.931 293.045 447.159 601.273 -
100 Größe r-1 [MB] 60.052 134.836 284.402 433.969 583.535 -
100 HOSVD [sec] 11.09 25.33 52.87 91.35 118.95 -
100 FastHOSVD [sec] 11.04 25.11 52.39 88.03 109.81 -
100 Größe r/2 [MB] 8.030 17.948 37.785 57.621 77.457 -
100 HOSVD [sec] 8.13 18.71 39.38 68.40 89.24 -
100 FastHOSVD [sec] 4.57 10.53 22.73 38.13 50.16 -
100 Größe 1 [MB] 0.008 0.015 0.031 0.046 0.062 -
100 HOSVD [sec] 7.41 16.89 36.95 60.94 83.22 -
100 FastHOSVD [sec] 0.40 0.87 1.83 2.81 3.73 -
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
r: Dimension der hierarchischen Unterräume
Operationen:
HOSVD: HOSVD-Kürzung, vgl. Alg. 7.1
FastHOSVD: FastHOSVD-Kürzung, vgl. Alg. 7.3
Erklärung:
Es wurden Approximationen mit rtrunc = r−1, r/2, 1 bestimmt. Die angegebenen Laufzeiten bezie-
hen sich nur auf den Kürzungsschritt. Zur Wiedererlangung der Orthonormalität der Darstellung
müsste im Anschluss noch eine Orthonormalisierung durchgeführt werden. Der zugrundeliegende
Dimensionsbaum ist der balancierte Baum.
Tabelle 9.11: Test 5 - TT-Baum - HOSVD und FastHOSVD - n=100
r d= 10 20 40 60 80 100
80 Größe r [MB] 31.909 71.582 150.928 230.273 309.619 388.965
80 Größe r-1 [MB] 30.743 68.962 145.399 221.836 298.273 3.74.711
80 HOSVD [sec] 4.50 10.17 21.39 32.70 44.00 55.05
80 FastHOSVD [sec] 4.51 10.10 21.22 32.31 43.47 54.55
80 Größe r/2 [MB] 4.224 9.412 19.788 30.164 40.540 50.916
80 HOSVD [sec] 3.31 7.66 15.65 23.86 32.21 40.24
80 FastHOSVD [sec] 1.91 4.30 9.01 13.70 18.43 26.42
80 Größe 1 [MB] 0.008 0.015 0.031 0.046 0.062 0.077
80 HOSVD [sec] 2.99 6.76 14.21 21.68 29.23 38.44
80 FastHOSVD [sec] 0.22 0.49 0.97 1.49 1.99 2.50
Bezeichnungen etc. wie in Tabelle 9.10, TT-Baum anstelle des balancierten Dimensionsbaums
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Der Geschwindigkeitsvorteil der FastHOSVD gegenüber der HOSVD-Kürzung ist gut
zu erkennen. Allerdings benötigt die Erzeugung der Orthonormaldarstellung vor der
Kürzung den größten Zeitaufwand, wenn man alle zugehörigen Operationen zusam-
men betrachtet. Die Kosten der Reorthonormalisierung nach der Kürzung hängen
wesentlich von rtrunc ab und variieren daher stark.
Nichtsdestotrotz ist die FastHOSVD im Falle rtrunc << r erheblich günstiger als
die HOSVD. Selbst im Fall rtrunc ≈ r/2 - dies entspräche in der Praxis z.B. dem
typischen Fall einer Kürzung im Anschluss an die Addition zweier Tensoren zwecks
Rangreduktion auf den Ausgangsrang der Summanden - ist die FastHOSVD um den
Faktor 2 − 3 schneller. Wie wir später sehen werden, ist die Kürzung in den meis-
ten Fällen auch exakter. Insofern kann die FastHOSVD für Standardanwendungen
als Methode der Wahl bezeichnet werden. Wird dagegen eine genauere theoretische
Fehlerabschätzung benötigt, muss man i.d.R. auf die aufwendigere HOSVD-Methode
zurückgreifen, aber auch hier zeigt sich die FastHOSVD-Methode in unseren späteren
Praxistests erstaunlich konkurrenzfähig.
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Test 6 Wiederum testen wir die Verfahren in hohen Dimensionen. Wir wählen
n = 20 und variieren d und r wie in Test 4, siehe Tabelle 9.8, der zugrundeliegende
Baum ist balanciert. Wir stellen wieder drei verschiedene Kürzungsszenarien neben-
einander: Kürzung auf rtrunc = r − 1, rtrunc = r/2 und rtrunc = 1.
Die angegebenen Zeiten betreﬀen nur die reine Kürzungsmethode und nicht die für
die Wiedererlangung der Orthonormalität notwendige Orthonormalisierung. Die Er-
gebnisse sind in den Tabellen 9.12 und 9.13 zusammengefasst.
Tabelle 9.12: Test 6 - HOSVD und FastHOSVD - n=20
r d= 10,000 20,000 40,000 60,000 80,000 100,000
2 Größe r [MB] 3.662 7.324 14.648 21.973 29.297 36.621
2 Größe 1 [MB] 1.602 3.204 6.409 9.613 12.817 16.022
2 HOSVD [sec] 0.11 0.22 0.46 0.66 0.99 1.15
2 FastHOSVD [sec] 0.11 0.22 0.45 0.65 0.95 1.15
4 Größe r [MB] 10.986 21.972 43.945 65.917 87.890 109.862
4 Größe r-1 [MB] 6.637 13.275 26.550 39.825 53.100 66.375
4 HOSVD [sec] 0.48 1.01 1.90 2.88 3.79 4.96
4 FastHOSVD [sec] 0.49 1.00 1.95 2.86 3.77 4.87
4 Größe r/2 [MB] 3.662 7.324 14.648 21.973 29.297 36.621
4 HOSVD [sec] 0.47 0.97 1.87 2.79 3.70 4.74
4 FastHOSVD [sec] 0.44 0.94 1.82 2.66 3.51 4.61
4 Größe 1 [MB] 1.602 3.204 6.409 9.613 12.817 16.022
4 HOSVD [sec] 0.44 0.93 1.78 2.67 3.54 4.58
4 FastHOSVD [sec] 0.41 0.86 1.70 2.47 3.29 4.23
6 Größe r [MB] 25.632 51.267 102.536 153.806 205.075 256.345
6 Größe r-1 [MB] 17.164 34.331 68.663 102.995 137.327 171.660
6 HOSVD [sec] 1.11 2.16 4.44 6.33 8.89 11.46
6 FastHOSVD [sec] 1.11 2.12 4.50 6.30 8.86 11.14
6 Größe r/2 [MB] 6.637 13.275 26.550 39.825 53.100 66.375
6 HOSVD [sec] 1.04 1.97 4.18 5.92 8.33 10.51
6 FastHOSVD [sec] 0.97 1.96 3.92 5.54 7.84 9.81
6 Größe 1 [MB] 1.602 3.204 6.409 9.613 12.817 16.022
6 HOSVD [sec] 1.00 1.92 4.01 5.67 7.99 10.05
6 FastHOSVD [sec] 0.85 1.69 3.39 4.80 6.78 8.54
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
r: Dimension der hierarchischen Unterräume
Operationen:
HOSVD: HOSVD-Kürzung, vgl. Alg. 7.1
FastHOSVD: FastHOSVD-Kürzung, vgl. Alg. 7.3
Erklärung:
Es wurden Approximationen mit rtrunc = r−1, r/2, 1 bestimmt. Die angegebenen Laufzeiten bezie-
hen sich nur auf den Kürzungsschritt. Zur Wiedererlangung der Orthonormalität der Darstellung
müsste im Anschluss noch eine Orthonormalisierung durchgeführt werden. Der zugrundeliegende
Dimensionsbaum ist der balancierte Baum.
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Tabelle 9.13: Test 6 Fortsetzung - HOSVD und FastHOSVD - n=20
r d= 10,000 20,000 40,000 60,000 80,000 100,000
8 Größe r [MB] 51.262 102.532 205.071 410.149 309.619 512.688
8 Größe r-1 [MB] 30.743 73.695 147.395 221.095 294.795 368.495
8 HOSVD [sec] 2.14 4.31 8.65 12.26 17.28 20.59
8 FastHOSVD [sec] 2.10 4.20 8.39 11.94 16.03 19.96
8 Größe r/2 [MB] 10.986 21.972 43.945 65.917 87.890 109.862
8 HOSVD [sec] 1.91 3.85 7.86 10.92 14.78 18.28
8 FastHOSVD [sec] 1.74 3.49 7.02 9.88 13.18 16.47
8 Größe 1 [MB] 1.602 3.204 6.409 9.613 12.817 16.022
8 HOSVD [sec] 1.82 3.63 7.47 10.25 13.72 17.22
8 FastHOSVD [sec] 1.43 2.73 5.74 7.97 10.70 13.29
10 Größe r [MB] 91.538 183.091 366.196 549.302 732.407 -
10 Größe r-1 [MB] 69.341 138.692 277.294 416.097 554.799 -
10 HOSVD [sec] 3.98 7.69 15.31 23.01 32.13 -
10 FastHOSVD [sec] 3.92 7.49 15.14 22.54 31.19 -
10 Größe r/2 [MB] 17.164 34.331 68.663 102.995 137.327 -
10 HOSVD [sec] 3.41 6.53 13.08 19.59 27.40 -
10 FastHOSVD [sec] 2.92 5.57 11.24 16.66 23.48 -
10 Größe 1 [MB] 1.602 3.204 6.409 9.613 12.817 -
10 HOSVD [sec] 3.06 6.11 12.34 18.27 25.63 -
10 FastHOSVD [sec] 2.18 4.09 8.18 12.16 17.49 -
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
r: Dimension der hierarchischen Unterräume
Operationen:
HOSVD: HOSVD-Kürzung, vgl. Alg. 7.1
FastHOSVD: FastHOSVD-Kürzung, vgl. Alg. 7.3
Erklärung:
Es wurden Approximationen mit rtrunc = r−1, r/2, 1 bestimmt. Die angegebenen Laufzeiten bezie-
hen sich nur auf den Kürzungsschritt. Zur Wiedererlangung der Orthonormalität der Darstellung
müsste im Anschluss noch eine Orthonormalisierung durchgeführt werden. Der zugrundeliegende
Dimensionsbaum ist der balancierte Baum.
Da in diesen Fällen die Ränge kleiner sind und die hohe Dimension alle anderen Grö-
ßen dominiert, ist der Geschwindigkeitsgewinn der FastHOSVD ebenfalls kleiner. Es
ergibt sich jedoch nach wie vor ein substantieller Vorteil bei Kürzung auf kleine Ränge
rtrunc. Angesichts der Größe der Tensoren erscheinen aber auch die Programmlauf-
zeiten der HOSVD relativ kurz. Berücksichtigt man wiederum die Kosten der i.a.
notwendigen Orthonormalisierungen vor und nach der Kürzung, so sollten insbe-
sondere in hochdimensionalen Anwendungsfällen nicht nur die Laufzeiten eine Rolle
spielen, sondern auch quantitative und qualitative Überlegungen in Bezug auf die
Approximationseigenschaften. Genau diese werden in den nächsten Test untersucht.
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Test 7 Nun vergleichen wir HOSVD und FastHOSVD in Bezug auf die Appro-
ximationsgüte. Wir wählen n = 20, r = 10 und d = 4, erzeugen Zufallstensoren
und berechnen Kürzungen auf verschiedene Ränge rtrunc = 1, . . . , 9 = r − 1, der
zugrundeliegende Baum ist balanciert. Insgesamt berechnen wir jede Kürzung 1000
mal und zählen die jeweils beste Approximation. Die verwendeten hierarchischen
Zufallstensoren sind auf 1 normiert. Die Approximationen werden als gleichwertig
angesehen, wenn sie bis auf einen relativen Fehler von 1e-06 übereinstimmen. Da wir
hier Zufallsdaten behandeln, steigen die relativen Approximationsfehler mit wach-
sender Dimension stark an. Dies führt dann dazu, dass die Approximationen auch
bei Verwendung eines strikten Kriteriums als qualitativ gleichwertig angesehen wer-
den. Wir beschränken uns daher für diesen Test auf d = 4.
Wir vergleichen die zur jeweiligen Kürzung gehörenden Fehlerschätzer, siehe Ab-
schnitt 7.2.3 und Abschnitt 7.3, nach demselben Vergleichskriterium. Die Ergebnisse
sind in Tabelle 9.14 zusammengefasst.
Tabelle 9.14: Test 7a - HOSVD und FastHOSVD - d=4, n=20, r=10
Tatsächlicher Fehler Garantierter Fehler
rtrunc FastHOSVD HOSVD Gleich FastHOSVD HOSVD Gleich
9 366 365 269 0 1000 0
8 544 451 5 0 1000 0
7 643 355 2 0 1000 0
6 745 254 1 0 1000 0
5 840 160 0 0 1000 0
4 903 97 0 0 1000 0
3 932 68 0 0 1000 0
2 961 39 0 438 562 0
1 1000 0 0 1000 0 0
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
r: Dimension der hierarchischen Unterräume
Operationen:
HOSVD: HOSVD-Kürzung, vgl. Alg. 7.1
FastHOSVD: FastHOSVD-Kürzung, vgl. Alg. 7.3
Erklärung:
Es wurden zu einem gegebenen Zufallstensor HOSVD- und FastHOSVD-Approximationen mit
rtrunc = 9, . . . , 1 bestimmt, die relativen Kürzungsfehler - Spalte Tatsächlicher Fehler - und theo-
retischen Fehlerschätzer - Spalte Garantierter Fehler - berechnet und verglichen. Es wurde die
jeweils beste Methode gewertet. Waren beide bis auf einen relativen Fehler von 1e-06 gleich, so
wurden sie als Gleich gewertet. Dieser Versuch wurde 1000 mal wiederholt. Der zugrundeliegende
Dimensionsbaum ist der balancierte Baum.
Betrachtet man nur die theoretischen Fehlerabschätzungen, so scheint in diesem Feld
die HOSVD grundsätzlich überlegen zu sein. Allerdings erzeugt die FastHOSVD im
Verlauf der Kürzung kleinere Singulärwerte als die HOSVD, und so wird der schein-
bar eindeutige theoretische Vorteil der HOSVD insbesondere bei Kürzung auf kleine
Ränge rtrunc durch die kleineren Singulärwerte wieder wettgemacht.
Dies ist sicherlich ein etwas überraschendes Ergebnis dieses ersten Praxistests, vor
allem wenn man bedenkt, dass Zufalltensoren i.a. sehr schlecht approximiert werden
können.
Auf den ersten Blick würden wir denken, dass diese Situation eher der HOSVD ent-
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gegenkommt, da die Singulärwerte bei der Verwendung von Zufallszahlen quasi nicht
abfallen. Es ist aber auf den zweiten Blick nicht klar, ob das tatsächlich stimmt, da
bei der FastHOSVD durch den entsprechend großen Kürzungsfehler in jedem Kür-
zungsschritt prinzipiell auch alle Singulärwerte mehr oder weniger deutlich kleiner
werden sollten. Dies könnte dazu führen, dass der Kürzungsfehler mit jeder weiteren
Kürzung abnimmt. Bei der HOSVD ist der Kürzungsfehler jedoch für jede lokale
Kürzung ungefähr gleichgroß, er wird quasi mehrmals einberechnet.
Da die theoretischen Eigenschaften der FastHOSVD vom Dimensionsbaum abhän-
gen - die quasioptimale Fehlerabschätzung in Bezug auf die Bestapproximation hängt
vom zugrundeliegenden Dimensionsbaum, insbesondere seiner Tiefe, ab - führen wir
den Test mit dem Setting von Test7a (vgl. Tabelle 9.14) nun mit dem TT-Baum
durch. Der balancierte Baum und der TT-Baum stellen die beiden Extreme dar: Mi-
nimale versus maximale Tiefe, beste versus schlechteste Parallelisierbarkeit etc. Die
Ergebnisse sind in Tabelle 9.15 zusammengefasst.
Tabelle 9.15: Test 7a - TT-Baum - HOSVD und FastHOSVD - d=4, n=20, r=10
Tatsächlicher Fehler Garantierter Fehler
rtrunc FastHOSVD HOSVD Gleich FastHOSVD HOSVD Gleich
9 900 100 0 0 1000 0
8 946 54 0 0 1000 0
7 976 24 0 0 1000 0
6 989 11 0 0 1000 0
5 989 11 0 0 1000 0
4 990 10 0 0 1000 0
3 993 7 0 0 1000 0
2 991 9 0 0 1000 0
1 1000 0 0 996 4 0
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
r: Dimension der hierarchischen Unterräume
Operationen:
HOSVD: HOSVD-Kürzung, vgl. Alg. 7.1
FastHOSVD: FastHOSVD-Kürzung, vgl. Alg. 7.3
Erklärung:
Es wurden zu einem gegebenen Zufallstensor HOSVD- und FastHOSVD-Approximationen mit
rtrunc = 9, . . . , 1 bestimmt, die relativen Kürzungsfehler - Spalte Tatsächlicher Fehler - und theo-
retischen Fehlerschätzer - Spalte Garantierter Fehler - berechnet und verglichen. Es wurde die
jeweils beste Methode gewertet. Waren beide bis auf einen relativen Fehler von 1e-06 gleich, so
wurden sie als Gleich gewertet. Dieser Versuch wurde 1000 mal wiederholt. Der zugrundeliegende
Dimensionsbaum ist der TT-Baum.
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Zum Vergleich führen wir den Test mit r = 20 bei ansonster identischer Parameter-
wahl durch, die Ergebnisse sind in Tabelle 9.16 enthalten. Wir verwenden wieder den
balancierten Baum.
Tabelle 9.16: Test 7b - HOSVD und FastHOSVD - d=4, n=20, r=20
Tatsächlicher Fehler Garantierter Fehler
rtrunc FastHOSVD HOSVD Gleich FastHOSVD HOSVD Gleich
19 438 453 109 0 1000 0
18 502 497 1 0 1000 0
17 504 496 0 0 1000 0
15 514 486 0 0 1000 0
12 539 461 0 0 1000 0
10 573 427 0 0 1000 0
8 620 380 0 0 1000 0
6 669 331 0 0 1000 0
5 705 295 0 0 1000 0
4 707 293 0 12 988 0
3 742 258 0 999 1 0
2 765 235 0 1000 0 0
1 1000 0 0 1000 0 0
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
r: Dimension der hierarchischen Unterräume
Operationen:
HOSVD: HOSVD-Kürzung, vgl. Alg. 7.1
FastHOSVD: FastHOSVD-Kürzung, vgl. Alg. 7.3
Erklärung:
Es wurden zu einem gegebenen Zufallstensor HOSVD- und FastHOSVD-Approximationen mit
rtrunc = 9, . . . , 1 bestimmt, die relativen Kürzungsfehler - Spalte Tatsächlicher Fehler - und theo-
retischen Fehlerschätzer - Spalte Garantierter Fehler - berechnet und verglichen. Es wurde die
jeweils beste Methode gewertet. Waren beide bis auf einen relativen Fehler von 1e-06 gleich, so
wurden sie als Gleich gewertet. Dieser Versuch wurde 1000 mal wiederholt. Der zugrundeliegende
Dimensionsbaum ist der balancierte Baum.
Der tatsächliche Fehler zeigt das zu erwartende Verhalten. Bei Kürzung auf größere
Rängen gibt es keine großen Unterschiede, bei kleineren Rängen wird die FastHOSVD
signiﬁkant besser. Da die FastHOSVD auch von der Laufzeit her bei kleineren Rängen
immer mehr gegenüber der HOSVD gewinnt, zeigt sich hier die Leistungsfähigkeit der
FastHOSVD am deutlichsten. Dies gilt im Falle kleiner Kürzungsränge sogar für den
theoretisch garantierten Fehler, sodass die FastHOSVD überraschenderweise in allen
Bereichen die beste Methode ist. Dies war angesichts der deutlichen Unterschiede in
der theoretischen Behandlung nicht unbedingt zu erwarten.
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9.3.2 LTR versus HOSVD versus FastHOSVD
Test 8 Jetzt vergleichen wir FastHOSVD, HOSVD und die LTR-Kürzung in Bezug
auf die Approximationsgüte. Wir wählen n = rj = 4 für j = 1, . . . , d und betrachten
Zufallstensoren in Volldarstellung, d.h. die Ränge rα = rσ1rσ2 der inneren Knoten
sind jeweils maximal und wachsen an, sind also nicht mehr konstant. Daher können
wir auch n = rj nicht allzu groß wählen, gleiches gilt für d.
Wir werden kürzen für diesen ersten Vergleich der drei Kürzungsmethoden auf die
konstanten Ränge rtrunc = 4, 3, 2, 1. Für rtrunc = 4 müssten alle Approximationen der
Theorie nach identisch sein. Gleichheit - wiederum gemessen als relative Abweichung
kleiner als 1e-06 - haben wir diesmal nicht als eigenständigen Fall berücksichtigt,
sondern dann entsprechend beide Methoden (oder alle drei) gewertet, wenn es der
Bestwert war. Der Versuch wurde wiederum 1000 mal durchgeführt, die Ergebnisse
sind in Tabelle 9.17 zusammengefasst.
Tabelle 9.17: Test 8a - FastHOSVD, HOSVD und LTR - n = rj = 4
Tatsächlicher Fehler Garantierter Fehler
d rtrunc FastHOSVD HOSVD LTR FastHOSVD HOSVD LTR
4 4 1000 1000 1000 1000 1000 1000
4 3 496 0 504 0 0 1000
4 2 776 0 224 8 0 992
4 1 976 0 24 1000 0 0
8 4 184 0 817 1000 0 0
8 3 1 0 999 1000 0 0
8 2 4 0 996 1000 0 0
8 1 839 18 168 1000 0 0
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
rj : Dimension der hierarchischen Unterräume in den Blättern
Operationen:
HOSVD: HOSVD-Kürzung, vgl. Alg. 7.1
FastHOSVD: FastHOSVD-Kürzung, vgl. Alg. 7.3
LTR: LTR-HOSVD-Kürzung, vgl. Alg. 8.1
Erklärung:
Es wurden zu einem gegebenen Zufallstensor in Volldarstellung mit angegebener Speziﬁkation
(d,n,rj) HOSVD-, FastHOSVD- und LTR-HOSVD-Approximationen mit rtrunc = 4, . . . , 1 be-
stimmt, die relativen Kürzungsfehler - Spalte Tatsächlicher Fehler - und theoretischen Fehler-
schätzer - Spalte Garantierter Fehler - berechnet und verglichen. Es wurde(n) die jeweils beste(n)
Methode(n) gewertet, d.h. waren die besten Ergebnisse bis auf einen relativen Fehler von 1e-06
gleich, so wurden beide bzw. alle drei gewertet. Dieser Versuch wurde 1000 mal wiederholt. Der
zugrundeliegende Dimensionsbaum ist der balancierte Baum.
Wir wiederholen den Test mit n = rj = 3 (Tabelle 9.18) und kürzen entsprechend
auf rtrunc = 3, 2, 1. Für rtrunc = 3 müssten alle Approximationen der Theorie nach
identisch sein.Die Ergebnisse bestätigen den Vergleich zwischen HOSVD und FastHOSVD und
zeigen, dass für den speziellen Anwendungsrahmen der LTR-Kürzung diese qualitativ
ähnlich einzustufen ist wie die FastHOSVD. Angesichts der weiteren Vorteil der
LTR-HOSVD - z.B. direkte Kürzung in eine hierarchische Orthonormaldarstellung -
würden wir sie innerhalb ihres eingeschränkten Einsatzgebietes als insgesamt beste
Methode ansehen.
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Tabelle 9.18: Test 8b - FastHOSVD, HOSVD und LTR - n = rj = 3
Tatsächlicher Fehler Garantierter Fehler
d rtrunc FastHOSVD HOSVD LTR FastHOSVD HOSVD LTR
4 3 1000 1000 1000 1000 1000 1000
4 2 624 0 376 0 0 1000
4 1 982 0 18 793 0 207
8 3 718 0 282 1000 0 0
8 2 125 0 875 981 0 19
8 1 924 3 77 1000 0 0
Bezeichnungen, Operationen und Erklärungen wie in Tabelle 9.17
9.3.3 Anmerkungen zu den bisherigen Tests
Die Leistungsfähigkeit der Arithmetik und der Kürzungsmethoden ist durch die Tests
mit Zufallszahlen hinreichend illustriert worden. Die aufwendigste und für das gesam-
te Konzept der hierarchischen Tensordarstellung zentrale Operation - die Orthonor-
malisierung - ist selbst in hohen Dimensionen auf einem älteren Laptop in kurzer Zeit
durchführbar. Die vorgestellten Kürzungsmethoden haben letzlich alle ihre Vorteile.
Die HOSVD besitzt auf den ersten Blick die bessere theoretische Fehlerabschätzung,
während die FastHOSVD in den meisten Fällen eine bessere Approximation liefert
und zumindest für die hier gewählten Beispiele mit Zufallszahlen und kleinen Rängen
auch den besseren Fehlerschätzer.
Die LTR-Kürzung ﬁndet nur in einem speziellen Rahmen Verwendung und ist dort
ohnehin aufgrund des i.a. geringeren Rechenaufwandes zu bevorzugen. Die Quali-
tät der Approximationen scheint dem ersten Eindruck nach ungefähr der der Fast-
HOSVD zu entsprechen. Ein weiterer Vorteil der LTR-HOSVD ist die Erzeugung ei-
ner Orthonormaldarstellung parallel zur Kürzung, dadurch entfällt die im Anschluss
an HOSVD oder FastHOSVD notwendige und auch relativ teure Reorthonormalisie-
rung.
Zuguterletzt wollen wir noch ein wirklich hochdimensionales Beispiel behandeln und
in d = 1, 000, 000 mit r = 20 zwei Rang-1-Tensoren addieren und das Ergebnis - einen
Tensor mit Tensorrang 2 und hierarchischem Rang 2 - wieder auf Rang 1 kürzen.
Die Laufzeiten der einzelnen Schritte sind in Tabelle 9.19 enthalten.
Tabelle 9.19: Alle Operationen - n=20, d=1,000,000
Operation Add Orth PivotOrth FastHOSVD HOSVD
Laufzeit [sec] 6.20 14.36 18.99 11.24 11.73
Bezeichnungen und Operationen wie bei den bisherigen Tests
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9.4 Tests mit echten Daten
9.4.1 Tests mit Tensoren in Volldarstellung
Test 9 Nun wollen wir die verschiedenen Kürzungsmethoden anhand echter bzw.
realitätsnaher Daten testen. Diesmal werden wir alle drei vorgestellten Kürzungen
untersuchen. Wir beginnen mit einem Problem in d = 4. Wir wollen eine Reihe
von Funktionen fi auf M = [0.05, 1.05]4 diskretisieren mit n = 11 Punkten in jeder
Raumrichtung. Die so erzeugten Tensoren vi ∈ Rn ⊗ Rn ⊗ Rn ⊗ Rn werden noch
durch einen kleinen Zufallsterm gestört und anschließend im hierarchischen Format
approximiert, der zugrundeliegende Baum ist balanciert.
Im Blickpunkt stehen diesmal nicht die Laufzeiten, sondern ausschießlich die Appro-
ximationsfehler und die Fehlerschätzer, welche jeweils relativ, also in Bezug auf die
Norm des zugrundeliegenden Tensors angegeben werden.
Zum Vergleich werden wir einen Zufallstensor derselben Größe mit Einträgen zwi-
schen -1 und 1 approximieren.
Als Test-Funktionen wählen wir mit x = (x1, . . . , xd)
f1(x) =
d∑
i=1
ix2i , (9.1)
f2(x) =
1
f1(x)
, (9.2)
f3(x) =
√
f1(x), (9.3)
f4(x) =
1
f3(x)
, (9.4)
f5(x) = log(f1(x)), (9.5)
f6(x) =
1
f5(x)
. (9.6)
Die Gewichtung der i-ten Raumrichtung mit dem Faktor i bei f1 führt zu unsymme-
trischen bzw. anisotropen Tensoren. Allerdings wären die Ergebnisse bei Weglassen
dieser zusätzlichen Gewichtung ähnlich.
Zu den durch die Diskretisierung der Funktionen fi gewonnenen Tensoren vi addieren
wir jeweils kleine Störterme, d.h. auf 1 normierte Zufallstensoren, die anschließend
mit dem Faktor 1e-04‖vi‖ gewichtet werden. Dies stellt sicher, dass die verwendeten
Tensoren nicht zu gut approximierbar sind. Die Daten ähneln dadurch auch eher
realen Daten, z.B. Messdaten, die ja ebenfalls immer durch äußere Einﬂüsse gestört
sind. Die Ergebnisse sind in Tabelle 9.20 dargelegt.
Es gibt auch einen Grund für die Wahl des Gebietes M . Auf M ′ = [1, 2]d z.B. wä-
ren die resultierenden Tensoren fast alle viel zu gut mit niedrigem hierarchischem
Rang approximierbar, der größte relative Fehler bei Kürzung auf Rang 1 wäre in der
Größenordnung von 0.03, also im niedrigen einstelligen Prozentbereich. Der Erkennt-
nisgewinn aus dem Vergleich der verschiedenen Kürzungsmethoden wäre dann ent-
sprechend begrenzt, denn die zu approximierenden Tensoren wären eﬀektiv nur leicht
gestörte Rang-1-Tensoren. Daher war es uns wichtig, die Funktionen in der Nähe des
Nullpunktes zu approximieren, wo dies in allen Fällen unzweifelhaft schwieriger ist,
insbesondere bei 1/ log(z). Es geht hier primär um Aussagen über die Kürzungs-
methoden und dafür ist es hilfreich, das Verhalten der Kürzungsmethoden in eher
ungünstigen praxisnahen Situationen zu beobachten, wo Unterschiede zwischen den
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Methoden stärker deutlich werden können. Mit f0 bezeichnen wir den Zufallstensor.
Tabelle 9.20: Test 9 - FastHOSVD, HOSVD und LTR - d=4, n=rj=11
Tatsächlicher Fehler Garantierter Fehler
fi rtrunc FastHOSVD HOSVD LTR FastHOSVD HOSVD LTR
f0 10 0.884915 0.889649 0.879321 1.08696 1.01943 0.898248
f0 5 0.981747 0.990409 0.981672 1.37112 1.69723 1.43413
f0 2 0.996919 0.999955 0.999011 1.35099 2.02833 1.78245
f0 1 0.999274 1.000000 0.999992 1.28526 2.13335 1.89249
f1 10 8.91e-05 8.96e-05 8.87e-05 1.09e-04 1.03e-04 9.08e-05
f1 5 9.89e-05 9.92e-05 9.85e-05 1.36e-04 1.72e-04 1.45e-04
f1 2 9.98e-05 9.98e-05 9.98e-05 1.20e-04 2.06e-04 1.81e-04
f1 1 0.104772 0.104804 0.104804 0.179612 0.166869 0.150557
f2 10 9.19e-05 9.22e-05 9.19e-05 1.08e-04 1.07e-04 9.40e-05
f2 5 0.001419 0.001419 0.001419 0.001998 0.001541 0.001446
f2 2 0.147570 0.147723 0.147715 0.225372 0.203879 0.177748
f2 1 0.464845 0.466035 0.466034 0.766663 0.774336 0.673769
f3 10 9.11e-05 9.16e-05 9.09e-05 1.09e-04 1.06e-04 9.31e-05
f3 5 1.01e-04 1.01e-04 1.01e-04 1.31e-04 1.77e-04 1.49e-04
f3 2 0.004503 0.004505 0.004504 0.006766 0.005895 0.005239
f3 1 0.072592 0.072611 0.072611 0.123163 0.118047 0.105552
f4 10 9.17e-05 9.21e-05 9.16e-05 1.09e-04 1.07e-04 9.40e-05
f4 5 5.01e-04 5.01e-04 5.01e-04 7.09e-04 5.64e-04 5.23e-04
f4 2 0.051279 0.051546 0.051530 0.078407 0.071878 0.062907
f4 1 0.174507 0.175054 0.175054 0.281540 0.303767 0.265739
f5 10 9.14e-05 9.19e-05 9.14e-05 1.09e-04 1.09e-04 9.35e-05
f5 5 2.42e-04 2.42e-04 2.42e-04 3.46e-04 3.00e-04 2.71e-04
f5 2 0.028488 0.028553 0.028547 0.043256 0.039537 0.034713
f5 1 0.231546 0.23338 0.23338 0.383829 0.394536 0.350336
f6 10 0.504999 0.505012 0.505011 0.519093 0.505647 0.505011
f6 5 0.812458 0.866465 0.835630 1.058516 1.037360 0.862266
f6 2 0.998813 1.000010 0.999917 1.451170 1.704308 1.451858
f6 1 0.983282 1.000000 0.999992 1.349337 1.946161 1.701867
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
rj : Dimension der hierarchischen Unterräume in den Blättern
Operationen:
HOSVD: HOSVD-Kürzung, vgl. Alg. 7.1
FastHOSVD: FastHOSVD-Kürzung, vgl. Alg. 7.3
LTR: LTR-HOSVD-Kürzung, vgl. Alg. 8.1
Erklärung:
Es wurden 7 Tensoren in Volldarstellung approximiert, f0 steht für einen Zufallstensor, f1 bis
f6 stehen für Tensoren vi, i = 1, . . . , 6, die durch Diskretisierung der Funktionen (9.1)-(9.6) auf
M = [0.05, 1.05]4 entstanden sind. Zusätzlich wurde als Störterm jeweils ein Zufallstensor mit
der Norm 1e-04‖vi‖ addiert. Der zugrundeliegende Dimensionsbaum ist der balancierte Baum. In
Tabelle 9.21 die Vergleichsergebnisse des TT-Baumes.
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Insbesondere der Zufallstensor f0 ist schlecht approximierbar. Die relativen Fehler
sind daher sehr groß, es handelt sich schließlich um den worst case. Nichtsdestotrotz
sind die Fehlerschätzer aufschlussreich, denn man erkennt hier sehr schön, dass er
bei der FastHOSVD mit kleiner werdendem rtrunc wieder kleiner wird, während er
bei HOSVD und LTR wächst. Dies ist durch das schon angesprochene Abfallen der
Singulärwerte im Verlauf der FastHOSVD zu erklären. Die FastHOSVD scheint also
für kleinere Zielränge rtrunc zumindest bei Zufallstensoren in den hier untersuchten
Bereichen - praktische und theoretische Approximationsgüte - im Vergleich besser zu
werden und den anderen Methoden ab einem gewissen Punkt überlegen zu sein.
Die Ergebnisse der Approximation der leicht gestörten function-related tensors vi,
abgeleitet von den Test-Funktionen f1 bis f6 ((9.1)-(9.6)), lassen vermuten, dass
man diese Analyse zum Großteil verallgemeinern kann. Die FastHOSVD liefert beim
tatsächlichen Approximationsfehler diesmal immer das beste Ergebnis, während die
LTR beim theoretisch garantierten Approximationsfehler etwas besser abschneidet.
Die HOSVD ist in allen Bereichen nicht ganz auf dem Niveau der beiden anderen
Methoden, aber die Unterschiede sind in den meisten Fällen klein. Die Ergebnisse
sind insgesamt nahezu gleichwertig.
Die Laufzeit lässt sich für den Spezialfall von Input-Tensoren in Volldarstellung (oder
Unterraumdarstellung) schlecht vegleichen. Die FastHOSVD ist der HOSVD logi-
scherweise immer überlegen. Ein allgemeiner Vergleich mit der LTR-HOSVD fällt
aber aufgrund der andersgearteten Vorgehensweise - Leaves-To-Root versus Root-
To-Leaves - schwer. Einen sicherlich oft vorkommenden Fall haben wir in Beispiel
8.7 analysiert, dort schneidet die LTR besser ab. Außerdem sind die mit der LTR-
HOSVD erzeugten Approximationen bereits orthonormiert.
Wie wiederholen den Test mit dem TT-Baum als zugrundeliegendem Dimensions-
baum. Die Struktur des Baumes hat u.a. Einﬂuss auf den Fehlerschätzer der Fast-
HOSVD, d.h. die garantierte Genauigkeit der Approximation. Wir werden dies im
Folgenden anhand der Testfunktionen f0 − f6 untersuchen, die Ergebnisse sind in
Tabelle 9.21 zusammengefasst.
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Tabelle 9.21: Test 9 - TT-Baum - FastHOSVD und HOSVD - d=4, n=rj=11
Tatsächlicher Fehler Garantierter Fehler
fi rtrunc FastHOSVD HOSVD FastHOSVD HOSVD
f0 10 0.882409 0.884834 1.290558 0.952435
f0 5 0.984528 0.991165 1.777700 1.453396
f0 2 0.998193 0.999386 1.668252 1.719416
f0 1 0.998364 0.999987 1.508936 1.807066
f1 10 8.96e-05 8.98e-05 1.31e-04 9.74e-05
f1 5 9.87e-05 9.91e-05 1.77e-04 1.47e-04
f1 2 9.97e-05 9.97e-05 1.61e-04 1.73e-04
f1 1 0.099450 0.099508 0.206826 0.166271
f2 10 9.21e-05 9.22e-05 1.32e-04 1.00e-04
f2 5 0.001466 0.001466 0.002569 0.001655
f2 2 0.161364 0.161489 0.312721 0.225043
f2 1 0.488102 0.489309 1.014588 0.814659
f3 10 9.10e-05 9.12e-05 1.31e-04 9.87e-05
f3 5 1.01e-04 1.01e-04 1.79e-04 1.51e-04
f3 2 0.004294 0.004296 0.007990 0.005740
f3 1 0.067801 0.067826 0.140160 0.114804
f4 10 9.18e-05 9.21e-05 1.32e-04 9.99e-05
f4 5 5.37e-04 5.37e-04 9.40e-04 6.13e-04
f4 2 0.050428 0.050659 0.097724 0.072563
f4 1 0.170757 0.171203 0.345169 0.300699
f5 10 9.21e-05 9.22e-05 1.33e-04 1.00e-04
f5 5 5.16e-04 5.16e-04 8.99e-04 5.92e-04
f5 2 0.060890 0.060977 0.116207 0.087805
f5 1 0.625399 0.753438 1.292433 1.058003
f6 10 0.708081 0.708087 0.756056 0.709871
f6 5 0.948997 0.976783 1.768615 1.323633
f6 2 0.992137 1.000017 1.817028 1.716453
f6 1 0.995767 1.000000 1.661544 1.847110
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
rj : Dimension der hierarchischen Unterräume in den Blättern
Operationen:
HOSVD: HOSVD-Kürzung, vgl. Alg. 7.1
FastHOSVD: FastHOSVD-Kürzung, vgl. Alg. 7.3
Erklärung:
Es wurden 7 Tensoren in Volldarstellung approximiert, f0 steht für einen Zufallstensor, f1 bis
f6 stehen für Tensoren vi, i = 1, . . . , 6, die durch Diskretisierung der Funktionen (9.1)-(9.6) auf
M = [0.05, 1.05]4 entstanden sind. Zusätzlich wurde als Störterm jeweils ein Zufallstensor mit der
Norm 1e-04‖vi‖ addiert. Der zugrundeliegende Dimensionsbaum ist der TT-Baum. In Tabelle 9.20
die Vergleichsergebnisse des balancierten Baumes.
Im Vergleich zum balancierten Baum verschlechtert sich der garantierte Fehler der
FastHOSVD. Dies entspricht der theoretischen Vorhersage, der TT-Baum stellt für
den Fehlerschätzer der FastHOSVD den worst case dar, vergleiche Lemma 7.26.
Wir wollen noch auf ein interessantes Detail dieser beiden letzten Test hinweisen.
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Die HOSVD-Approximationen von f6 mit rtrunc = 2 sind jeweils schlechter als die
HOSVD-Approximationen f6 mit rtrunc = 1. Dies ist bemerkenswert, intuitiv wür-
de man eher vermuten, dass Approximationen mit größerem rtrunc immer genauer
sein sollten. Noch bemerkenswerter ﬁnden wir, dass dieses unerwartete Verhalten bei
unseren Tests nur bei der HOSVD bzw. überhaupt bei der HOSVD auftrat. Hier-
bei wird ja die jeweilige Kürzung immer ausgehend von derselben Basisdarstellung
(HOSVD-Basis) berechnet, d.h. obwohl die lokalen Kürzungen (Projektionen) auf
rtrunc = 1 immer schlechter sind als die auf rtrunc = 2, ist die Anwendungen aller lo-
kalen Projektionen - die globale Kürzung - tatsächlich besser. Wir wissen natürlich,
dass ein ähnliches Verhalten für die zur globalen Optimallösung des Approximati-
onsproblem gehörenden lokalen Projektionen zu erwarten ist. Allerdings wäre dann
zu erwarten, dass diese lokalen Projektionen denselben Rang besitzen. Hier führen
ja jeweils Projektionen mit kleinerem Rang zu einem besseren Gesamtergebnis, ein
wirklich unerwartetes Resultat.
Die von uns zu Beginn von Abschnitt 9.3 angesprochenen ALS-ähnlichen Verfah-
ren, die auf der Verbesserung lokaler Kürzungsfehler basieren, müssten solch einem
Verhalten Rechnung tragen. Letzten Endes kann es sogar sein, dass man bei der Ver-
wendung solcher Iterationsverfahren nur den garantierten Fehler minimiert, nicht
den tatsächlichen Fehler. Hier ergeben sich einige Ansatzpunkte für weitere Unter-
suchungen und möglicherweise auch ein Bezug zu den für das GLRAM-Verfahren
erzielten theoretischen Ergebnissen aus Abschnitt 2.6.
9.4.2 Tests mit Tensoren in r-Term-Darstellung
Test 10 Gegeben sei der Tensor
wi1,...,id =
 d∑
j=1
i2j
−1/2 , ij = 1, . . . , n.
Wir erzeugen nun eine Approximation
v =
r∑
k=1
v
(1)
k ⊗ . . .⊗ v(d)k
an diesen Tensor mittels Exponentialsummen. Dieser Ansatz wurde in [2] vorgestellt.
Es gilt dann
v =
r∑
k=1
ωk ⊗dj=1 a(j)k , (a(j)k )ij = exp(−i2jαk).
Wir wählen n = 1000 und r = 35. Die zugehörigen Gewichte ωk und die Exponenten
αk wurden von W. Hackbusch berechnet und sind auf der Homepage
http://www.mis.mpg.de/scicomp/EXP_SUM
zu ﬁnden. Wir haben als Parameter k = 35 und R=1E07=10,000,000 gewählt. Ach-
tung: Der Rangparameter k heißt bei uns r, das zugehörige File heißt
1_sqrtxk35_1E7.
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Jeder Eintrag des Tensors v ist dann bezüglich der Maximumsnorm auf
 =1.320e-10 genau. Wir approximieren also im hierarchischen Format eine im r-
Term-Format gegebene Approximation v an die Funktion
f(‖x‖2) = 1√
‖x‖2
=
1
‖x‖ ,
die auf [1, R]d diskretisiert wurde mit n = 1000 Punkten in jeder Raumrichtung.
Das gleiche Problem für d = 8, 16, 32, 64 wurde in [13] kurz behandelt, daher ha-
ben wir uns dafür und auch für diese Parameterwahl entschieden. Wir konnten für
d = 8, 16, 32, 64 insgesamt eine Genauigkeit bezüglich der euklidischen Norm von
mindestens ca. ε ≈1e-13 erreichen, wobei diese mit wachsender Dimension nicht
schlechter wurde, bei d = 64 lag sie z.B. bei ε ≈1e-14. Grasedyck hat in [13] eine
erreichbare Genauigkeit von ca. ε ≈1e-13 angegeben. Dies kommt der maximal er-
reichbaren Genauigkeit schon sehr nahe, so liegt der Fehler bei einer in der Theorie
exakten Operation wie z.B. der Erzeugung der HOSVD-Basis ohne Kürzung in der
Größenordnung von 5e-15 und damit quasi im Bereich der Maschinengenauigkeit.
Unser Test ist anders strukturiert als der Vergleichstest in [13]. Dort wurde ein Kür-
zungsfehler für die lokale Kürzung in allen Knoten vorgegeben und dann der globale
Fehler, sowie der Speicheraufwand bestimmt. Wir dagegen kürzen weiterhin auf einen
festen Rang und bestimmen dann den globalen Fehler.
In der Praxis sind beide Vorgehensweisen suboptimal, insbesondere wenn wir die
FastHOSVD verwenden, allerdings sind sie vergleichsweise einfach zu implementie-
ren. Bei der FastHOSVD hängen nämlich die lokalen Kürzungsfehler in jedem Kno-
ten α von den Kürzungen in allen vorhergehenden Knoten β ⊃ α ab. Auch bei
der HOSVD ist solch eine globale Vorgabe problematisch, da die eigentlich relevan-
ten Größen ja der globale Speicherplatz und der globale Fehler sind. Die lokalen
Kürzungen führen aber bei selbst bei gleichem lokalen Fehler zu unterschiedlichen
Änderungen dieser wichtigen Größen. So reduziert eine Kürzung in der Nähe der
Blätter den Speicherplatz erheblich mehr als eine Kürzung in der Nähe der Wurzel,
während eine einheitliche globale Vorgabe - sei es nun ein Rang oder ein lokaler Feh-
ler - dies nicht berücksichtigt. Diese Vorgaben garantieren allerdings entweder eine
bestimmte maximale Tensorgröße oder einen bestimmten maximalen Fehler.
Will man dagegen ein optimales Verfahren deﬁnieren, so müsste man z.B. im Falle
der HOSVD alle lokalen Kürzungen zusammen betrachten und sich eine Optimie-
rungsstrategie überlegen, mit der man den minimalen Speicherplatz bei einer vorge-
gebenen maximalen Fehlerschranke erzielt. Dazu müssten die lokalen Fehler entspre-
chend ihres Einﬂusses auf den Speicherplatz gewichtet werden und man erhält eine
Art knapsack problem, welches nicht einfach zu lösen ist, zumindest nicht exakt.
Im Falle der FastHOSVD müsste man wiederum anders vorgehen aufgrund der Ab-
hängigkeiten der Kürzungsfehler untereinander, hier kommen adaptive Verfahren in
Betracht.
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Kommen wir nun zu den Ergebnissen, die in den Tabellen 9.22-9.25 zusammengefasst
sind.
Tabelle 9.22: Test 10a - FastHOSVD und HOSVD - d=8, n=1000, r=35
Tatsächlicher Fehler Garantierter Fehler
rtrunc Größe [MB] FastHOSVD HOSVD FastHOSVD HOSVD
35 4.108 2.41e-15 2.41e-15 - -
27 2.555 1.45e-14 1.45e-14 2.43e-14 1.62e-14
20 1.590 2.26e-10 2.28e-10 3.93e-10 2.75e-10
15 1.072 2.08e-08 2.11e-08 3.33e-08 2.33e-08
10 0.657 9.70e-06 9.95e-06 1.62e-05 1.17e-05
5 0.311 0.000132 0.000136 0.000225 0.000174
3 0.184 0.001772 0.001798 0.003077 0.002551
2 0.122 0.008585 0.008637 0.015228 0.013619
1 0.061 0.054317 0.054346 0.108282 0.119377
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
r: Dimension der hierarchischen Unterräume
Operationen:
HOSVD: HOSVD-Kürzung, vgl. Alg. 7.1
FastHOSVD: FastHOSVD-Kürzung, vgl. Alg. 7.3
Erklärung:
Es wurde ein Tensor in r-Term-Darstellung mit r = 35 auf verschiedene Ränge rtrunc gekürzt.
In der ersten Zeile mit rtrunc = 35 steht jeweils der Fehler, der bei der Erzeugung der HOSVD-
Basis ohne Kürzung entsteht (Minimalfehler). In der zweiten Zeile steht der größte Kürzungsrang,
bei dem der Kürzungsfehler signiﬁkant größer ist als dieser Minimalfehler. Der zugrundeliegende
Dimensionsbaum ist der balancierte Baum.
Tabelle 9.23: Test 10b - FastHOSVD und HOSVD - d=16, n=1000, r=35
Tatsächlicher Fehler Garantierter Fehler
rtrunc Größe [MB] FastHOSVD HOSVD FastHOSVD HOSVD
35 8.861 3.94e-15 3.94e-15 - -
15 2.193 1.40e-14 1.30e-14 2.30e-14 1.66e-14
10 1.328 2.26e-10 2.28e-10 4.04e-10 2.95e-10
5 0.624 2.64e-06 2.65e-06 4.31e-06 3.03e-06
3 0.369 0.000126 0.000126 0.000220 0.000161
2 0.245 0.001343 0.001343 0.002508 0.002008
1 0.122 0.021395 0.021395 0.049511 0.053672
Bezeichnungen, Operationen und Erklärungen wie in Tabelle 9.22
Die Tabellen beginnen immer mit dem Fehler, der bei der Erzeugung der HOSVD-
Basis ohne Kürzung anfällt (rtrunc = 35), der zweite Rang ist jeweils der größte Rang,
bei dem der Kürzungsfehler signiﬁkant größer ist als der Fehler bei der Erzeugung der
HOSVD-Basis. Man erkennt sehr schön, dass die Funktion mit wachsender Dimension
immer besser durch hierarchische Niedrigrangtensoren approximiert werden kann.
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Tabelle 9.24: Test 10c - FastHOSVD und HOSVD - d=32, n=1000, r=35
Tatsächlicher Fehler Garantierter Fehler
rtrunc Größe [MB] FastHOSVD HOSVD FastHOSVD HOSVD
35 18.368 4.56e-15 4.56e-15 - -
7 1.788 1.27e-13 1.27e-13 2.16e-13 1.79e-13
5 1.250 8.49e-10 8.49e-10 1.38e-09 1.09e-09
3 0.739 4.35e-06 4.35e-06 7.59e-06 5.53e-06
2 0.490 0.000215 0.000215 0.000418 0.000324
1 0.244 0.009575 0.009575 0.024342 0.027037
Bezeichnungen, Operationen und Erklärungen wie in Tabelle 9.22
Tabelle 9.25: Test 10d - FastHOSVD und HOSVD - d=64, n=1000, r=35
Tatsächlicher Fehler Garantierter Fehler
rtrunc Größe [MB] FastHOSVD HOSVD FastHOSVD HOSVD
35 37.380 7.15e-15 7.15e-15 - -
4 1.984 3.95e-14 3.92e-14 6.09e-14 5.81e-14
3 1.478 5.38e-10 5.38e-10 9.45e-10 7.88e-10
2 0.980 3.00e-06 3.00e-06 5.99e-06 4.93e-06
1 0.489 0.002768 0.002768 0.007411 0.008719
Bezeichnungen, Operationen und Erklärungen wie in Tabelle 9.22
9.4.3 Ein Mehrschrittverfahren
Wir hatten gerade eben und auch an anderer Stelle erwähnt, dass bestimmte Mög-
lichkeiten zur Verbesserung der hier vorgestellten Verfahren existieren, seien es ALS-
Verfahren oder Verfahren, die auf der GLRAM-Idee basieren oder Kombinationen
davon. Es handelt sich hierbei in erster Linie um Iterationsverfahren. Wir wollen
nun einen etwas anderen Ansatz vorstellen, der zwar prinzipiell ähnlich ist, aber nur
die bereits vorgestellten und getesteten Methoden benötigt. Die Idee ist einfach. Man
führt die Kürzung auf einen gewünschten Zielrang in mehreren Schritten durch, wo-
bei der Rang auf jeder Stufe kleiner wird. Die Hoﬀnung hierbei ist, dass durch die
mehrfachen Reorthonormaliserungen die anschließenden Kürzungen exakter sind.
Test 11 Wir werden diesen Mehrschrittansatz jetzt an den aus den Funktionen
f1 − f6 aus Abschnitt 9.4.1 abgeleiteten Tensoren und an einem Zufallstensor - alle
in Volldarstellung - testen, wobei wir als Zielränge rtrunc = 2 und rtrunc = 5 wählen.
Wir stellen also zwei Vorgehensweisen gegenüber, einmal wird in einem Schritt von
der Volldarstellung auf rtrunc = 2 bzw. rtrunc = 5 gekürzt, und das andere Mal in
zehn bzw. sechs Schritten von r′trunc = 11 auf rtrunc = 5 bzw. rtrunc = 2. Wir weisen
darauf hin, dass es sogar sein kann, dass die schrittweise Kürzung ein schlechteres
Ergebnis liefert.
Wir bezeichnen die Standard- oder Einschrittvorgehensweise mit E und das Mehr-
schrittverfahren mit M.
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Tabelle 9.26: Test 11 - FastHOSVD und HOSVD - d=4, n=rj=11
FastHOSVD HOSVD
fi rtrunc E M E/M E M E/M
f0 2 0.998723 0.997564 1.001162 0.999965 0.997895 1.002074
f1 2 9.97e-05 9.97e-05 1.000000 9.97e-05 9.97e-05 1.000000
f2 2 0.161336 0.161471 0.999161 0.161491 0.161489 1.000010
f3 2 0.004296 0.004296 0.999991 0.004297 0.004297 1.000007
f4 2 0.050368 0.050406 0.999241 0.050660 0.050651 1.000174
f5 2 0.060863 0.060866 0.999966 0.060978 0.060975 1.000053
f6 2 0.999894 0.988257 1.011776 1.000001 0.986427 1.013762
f0 5 0.987218 0.982806 1.004489 0.992446 0.983184 1.009420
f1 5 9.86e-05 9.85e-05 1.002252 9.91e-05 9.86e-05 1.004913
f2 5 0.001465 0.001465 0.999983 0.001465 0.001465 0.999998
f3 5 0.000102 0.000102 0.999998 0.000102 0.000102 1.000699
f4 5 0.000536 0.000536 0.999980 0.000536 0.000536 1.000001
f5 5 0.000517 0.000517 0.999971 0.000518 0.000518 1.000018
f6 5 0.956864 0.915140 1.048285 0.992889 0.916949 1.082817
Bezeichnungen:
d: Ordnung des Tensors
n: Dimension der Ansatzräume
r: Dimension der hierarchischen Unterräume in den Blättern
E: Einschritt-Kürzung von r auf rtrunc
M: Mehrschritt-Kürzung von r auf r − 1, . . . , rtrunc
Operationen:
HOSVD: HOSVD-Kürzung, vgl. Alg. 7.1
FastHOSVD: FastHOSVD-Kürzung, vgl. Alg. 7.3
Erklärung:
Es wurde 7 Zufallstensoren in Volldarstellung approximiert. f0 ist ein Zufallstensor, f1 bis f6 sind
abgeleitet aus den Funktionen (9.1)-(9.6), vergleiche auch Abschnitt 9.4.1. Angegeben sind jeweils
die relativen Fehler (E und M) und der Quotient der relativen Fehler (E/M). Der zugrundeliegende
Dimensionsbaum ist der balancierte Baum.
Unsere Ergebnisse und einige weitere hier nicht mit aufgenommene Tests lassen ver-
muten, dass das Mehrschrittverfahren am ehesten bei schlecht approximierbare Ten-
soren und nicht zu kleinen Kürzungsrängen funktioniert.
Bei der HOSVD kann man mit dieser Vorgehensweise in den meisten Fällen we-
nigstens eine kleine Verbesserung erzielen. Bei der FastHOSVD funktioniert es eher
schlecht, dafür sind die Ergebnisse der Einschritt-Methode wohl schon zu gut. Au-
ßerdem ist in der FastHOSVD ohnehin eine Art Mehrschritt-Prinzip enthalten, denn
man kürzt ja eigentlich in jedem Schritt einen anderen Tensor. Die Verbesserungen
bei der Mehrschritt-FastHOSVD sind für größere Ränge rtrunc besser bzw. die Ver-
schlechterungen sind kleiner.
Insgesamt konnte überhaupt nur bei der Funktion f6 eine nennenswerte Verbesse-
rung - immerhin im Prozentbereich - erzielt werden, bei f0− f5 sind Einschritt- und
Mehrschrittmethode gleichauf, weitere Testläufe ergaben Quotienten E/M sowohl
knapp unter als auch knapp über 1. Angesichts des mehrfachen Rechenaufwandes
lohnt sich das Mehrschrittverfahren wohl i.a. nicht. Dies kann aber durchaus als In-
diz dafür gewertet werden, dass oftmals keine allzu große Verbesserung mehr möglich
ist, dass also im Fall der HOSVD der Fehler der Bestapproximation nicht um einen
Faktor von
√
2d− 3 besser ist, sondern dass die HOSVD- oder auch FastHOSVD-
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Approximationen in vielen Fällen deutlich näher am Optimum liegen als die jewei-
lige allgemeine Fehlerabschätzung garantiert. Vergleiche der bei den Tests aus Ab-
schnitt 9.4 auftretenden tatsächlichen und garantierten Approximationsfehler lassen
dies ebenfalls vermuten.
Der gleiche Test mit dem TT-Baum liefert quasi identische Ergebnisse, in Tabel-
le 9.27 ist die Übersicht für rtrunc = 2.
Tabelle 9.27: Test 11 - TT-Baum - FastHOSVD und HOSVD - d=4, n=rj=11
FastHOSVD HOSVD
fi rtrunc E M E/M E M E/M
f0 2 0.998567 0.997733 1.001202 0.999781 0.997423 1.002364
f1 2 9.97e-05 9.97e-05 1.000000 9.97e-05 9.97e-05 1.000000
f2 2 0.161366 0.161473 0.999340 0.161491 0.161490 1.000010
f3 2 0.004294 0.004294 0.999994 0.004296 0.004296 1.000007
f4 2 0.050427 0.050455 0.999445 0.050658 0.050649 1.000174
f5 2 0.060890 0.060891 0.999988 0.060978 0.060974 1.000053
f6 2 0.992133 0.986757 1.005448 1.000017 0.986252 1.013957
Bezeichnungen, Operationen und Erklärungen wie in Tabelle 9.26, der zugrundeliegende Dimensi-
onsbaum ist der TT-Baum
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In dieser Arbeit wurde ein neues Tensorformat vorgestellt bzw. die bereits in [24]
erfolgte Vorstellung deutlich erweitert und verbessert, grundlegende arithmetische
Operationen deﬁniert und mehrere Kürzungsmethoden theoretisch und praktisch
untersucht. Das hierarchische Format besitzt gegenüber den klassischen Formaten
diverse Vorteile und es ist allgemeiner - vergleiche etwa [16] - und auch in der Praxis
z.B. durch die Möglichkeit des Einsatzes von Parallelisierung eher leistungsfähiger
als das TT-Format, welches selbst schon sehr leistungsfähig ist, wie viele aktuelle
Veröﬀentlichungen deutlich machen, siehe z.B. [30] oder [39]. Insbesondere die Fast-
HOSVD scheint im Fall balancierter Dimensionsbäume, die nur im hierarchischen
Format möglich sind, am besten zu funktionieren.
Die in dieser Arbeit behandelte Thematik ist gegenwärtig Gegenstand intensiver For-
schung vieler Arbeitsgruppen, es ist daher gut möglich, dass einige neuere Veröﬀentli-
chungen und entsprechend dort enthaltene Ergebnisse nicht mehr hier aufgenommen
werden konnten.
In den numerischen Tests wurden im hierarchischen Format größere Probleme in
Dimensionen bis zu d = 100, 000 behandelt, dazu noch ein Beispielproblem in d =
1, 000, 000 mit kleinem Rang, alles auf einem älteren Laptop. Die Ergebnisse insbe-
sondere bei den praxisnahen Tests sind alles in allem sehr gut. Wir müssen hierbei
die in dieser Arbeit erstmals ausführlich analysierte FastHOSVD hervorheben, die
in quasi allen getesteten Bereichen am besten abgeschnitten hat. Die theoretische
Behandlung ist allerdings schwieriger als die der HOSVD und die Theorie ließ auch
nicht unbedingt auf solch gute Ergebnisse im Vergleich mit der HOSVD schließen.
Die LTR-HOSVD schnitt ebenfalls im Vergleich mit den anderen Methoden sehr gut
ab, ist aber auf eine spezielle Anwendungssituation. Dort ist sie dann allerdings die
beste Methode.
Es wurden einige Verbesserungsmöglichkeiten für die bestehende Methodik ausführ-
lich dargelegt, etwa in Kapitel 8. Außerdem wurde in vielen Bereichen mögliche
Weiterentwicklungen angedeutet, so etwa in Abschnitt 6.4.3 für die Addition. Vie-
les davon konnte aus Zeit- und Platzgründen bzw. aus Gründen der thematischen
Beschränkung im Rahmen dieser Arbeit nicht ausführlicher dargelegt bzw. imple-
mentiert und numerisch untersucht werden.
In jedem Fall dürften die Leistungsfähigkeit der Standardmethoden des hierarchi-
schen Tensorformates, aber auch das Potential für weitere Optimierung hinreichend
deutlich geworden sein.
Die in der Einführung in Abschnitt 1.3 aufgelisteten Vorgaben konnten in allen we-
sentlichen Punkten umgesetzt werden, an vielen Stellen geht die vorliegende Arbeit
über diese Vorgaben hinaus.
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