Comparison of model electron densities and temperatures with Millstone Hill observations during undisturbed periods and the geomagnetic storms of 16?23 March and 6?12 April 1990 by Pavlov, A. V. & Buonsanto, M. J.
Comparison of model electron densities and
temperatures with Millstone Hill observations during
undisturbed periods and the geomagnetic storms of
16?23 March and 6?12 April 1990
A. V. Pavlov, M. J. Buonsanto
To cite this version:
A. V. Pavlov, M. J. Buonsanto. Comparison of model electron densities and temperatures with
Millstone Hill observations during undisturbed periods and the geomagnetic storms of 16?23
March and 6?12 April 1990. Annales Geophysicae, European Geosciences Union, 1997, 15 (3),
pp.327-344. <hal-00316209>
HAL Id: hal-00316209
https://hal.archives-ouvertes.fr/hal-00316209
Submitted on 1 Jan 1997
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.

Comparison of model electron densities and temperatures
with Millstone Hill observations during undisturbed periods
and the geomagnetic storms of 16–23 March and 6–12 April 1990
A. V. Pavlov1;2 M. J. Buonsanto2
1 Institute of Terrestrial Magnetism, Ionosphere and Radio-Wave Propagation, Russia Academy of Science (IZMIRAN), Troitsk,
Moscow Region, 142092, Russia
2 Haystack Observatory, Massachusetts Institute of Technology, Westford, Mass., USA
Received: 9 October 1995 / Revised: 31 July 1996 / Accepted: 6 August 1996
Abstract. Measurements of F-region electron density
and temperature at Millstone Hill are compared with
results from the IZMIRAN time-dependent mathema-
tical model of the Earth’s ionosphere and plasmasphere
during the periods 16–23 March and 6–12 April 1990.
Each of these two periods included geomagnetically
quiet intervals followed by major storms. Satisfactory
agreement between the model and the data is obtained
during the quiet intervals, provided that the recombina-
tion rate of O4S ions was decreased by a factor of 1.5
at all altitudes during the nighttime periods 17–18
March, 19–20 March, 6–8 April and 8–9 April in order
to increase the NmF2 at night better to match
observations. Good model/data agreement is also
obtained during the storm periods when vibrationally
excited N2 brings about factor-of-2-4 reductions in
daytime NmF2. Model calculations are carried out
using different expressions for the O ÿ O collision
frequency for momentum transfer, and the best agree-
ment between the electron-density measurements and
the model results is obtained when the CEDAR interim
standard formula for the O ÿ O collision frequency is
used. Deviations from the Boltzmann distribution for
the first five vibrational levels of N2 were calculated. The
calculated distribution is highly non-Boltzmann at
vibrational levels j > 2, and the Boltzmann distribution
assumption results in the increase of 10–30% in
calculated NmF2 during the storm-time periods. During
the March storm at solar maximum the model results
obtained using the EUVAC solar flux model agree a
little better with the observations in comparison with the
EUV94 solar flux model. For the April storm period of
moderate solar activity the EUV94X model results agree
better with the observations in comparison to the
EUVAC model.
1 Introduction
There are many physical models of electron density, Ne,
in the F region of the ionosphere. These models solve
the ion and electron continuity, momentum, and energy
equations and have the capability to predict day-to-day
variability of the ionosphere. The large uncertainties in
the calculated neutral winds lead to errors in the plasma
drift and, as a result, to errors in the calculated peak
height of the F2 layer (hmF2). This problem was largely
overcome when Buonsanto (1986), Miller et al. (1986),
and Richards (1991) develped a technique for deriving
equivalent neutral winds from the observed hmF2. This
method with some modification is used in our model to
carry out a comprehensive study of the response of the
ionosphere to the March and April 1990 geomagnetic
storms. These modeled results are compared with the
data (Buonsanto et al., 1992a) and with ionospheric
densities and temperatures calculated using the mea-
sured neutral winds and electric fields given by
Buonsanto et al. (1992a) as input parameters for our
theoretical model. However, we often do not have the
observed hmF2, and the problem of uncertainties in the
calculated neutral winds arises again. In this case we can
use the IRI hmF2, (Bilitza, 1990) to avoid some errors in
the electron density during magnetic storms (Pavlov,
1996). In this paper, we use this new approach for the
March and April 1990 geomagnetic storms (Buonsanto
et al., 1992a) to estimate the inaccuracies in the
prediction of the modeled NmF2 and hmF2. We
compare our results and conclusions with modeling
results given by Richards et al. (1994b) for the March
1990 magnetic storm.
The resonant charge transfer interaction between O
and O is of great importance in ionospheric modeling
(Moffett et al., 1990). Uncertainties in their crossections
give inaccurate values for the momentum transfer
collision frequency of O ÿ O: The commonly accepted
value of the O ÿ O frequency is given by Banks (1966) asCorrespondence to: A. V. Pavlov
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minB  3:5  10ÿ17 T 0:5 1 ÿ 0:065 log T 
2
O; 1
where T  Ti  Tn=2:
The most recent theoretical developments of this ion-
neutral collision frequency can be represented (Pesnell
et al., 1993) by
minP  5:9  10ÿ17 T 0:5 1 ÿ 0:096 log T 
2
O 2
From indirect measurements of this frequency it follows
that the value of minB must be increased by factor 1.2–
2.4 (Burnside et al., 1987; Sipler et al., 1991., Buonsanto
et al., 1992b; Reddy et al.,1994; Davis et al., 1995). The
recommended interim standard for momentum transfer
collision frequency of O ÿ O adopted at the 1992
CEDAR meeting is given by Salah (1993) as
minS  4  10ÿ17 T 0:5 O: 3
The difference between minP and min(S) is not only in the
number coefficient but also in the temperature depen-
dence of this frequency. In this paper, we examine which
collision-frequency formula, that of Banks (1966),
Pesnell et al. (1993), or Salah (1993) can produce the
best agreement between observed and predicted values
of NmF2 and hmF2 at Millstone Hill.
The March and April 1990 geomagnetic storms were
at solar maximum and moderate solar-activity condi-
tions when the vibrationally excited nitrogen played an
important role in the ionosphere (Torr and Torr, 1982;
Pavlov, 1988; Richards and Torr, 1986; Pavlov, 1994).
That is why it is important to investigate the role of the
vibrationally excited nitrogen in producing the negative
phases of these ionospheric storms.
In earlier studies, Newton et al. (1974) and Pavlov
(1989) found that deviation from a Boltzmann distribu-
tion of N2m was large in the SAR-arc region at the
vibrational energy levels v > 2, and this deviation
significantly affected the loss rate, L, of the O(4S) ions
at F2-region altitudes. Torr and Torr (1982) calculated a
vibrational distribution of N2v during undisturbed
conditions at middle latitudes. Richards et al. (1986)
studied the effects of the vibrationally excited nitrogen
on the electron temperature, Te, during quiet periods for
a non-Boltzmann distribution of N2v: Pavlov and
Namgaladze (1988) calculated a vibrational distribution
of N2v and found that the difference between the
Boltzmann and non-Boltzmann distribution of N2v
does not have any effect on the electron density and
temperature at solar minimum. Previous work concern-
ing the role played by vibrationally excited molecular
nitrogen in the formation of the disturbed F-region
electron density and temperature have assumed a
Boltzmann distribution of N2v: In this paper we will
examine the effect of a non-Boltzmann distribution of
N2(v) on the electron density and temperature during
geomagnetic storms.
Large, short-lived electric fields are often observed in
the mid-latitude trough (Rodger et al., 1992). The
perpendicular electric fields E
?
(with respect to the
magnetic field) produce significant effects in Ne and the
ion temperature, Ti (Schunk et al., 1975; Raitt et al.,
1976). These changes in the electron density and ion
temperature are the reason for the electron-temperature
disturbances. These electric fields were stronger during
the April 1990 storm than during the March 1990 storm
at Millstone Hill (Buonsanto et al., 1992a). During the
day on 10 April 1990, extremely low values of
hmF2 < 200 km (indicating an F1 peak due to
molecular ions) and high ion velocities in excess of 500
msÿ1 were observed above Millstone Hill (Buonsanto
et al., 1992a). These could be due to the perpendicular
electric fields. An important aim of this paper is to study
the effects of these E
?
on Ne. Our task is also to estimate
the values of these electric fields needed to produce
agreement between the measured and calculated hmF2
and the measured and calculated ion temperatures
during the day on 10, April 1990 and to compare these
electric fields with the measured electric fields given by
Buonsanto et al. (1992a).
By using a theoretical model we can forecast the
values of NmF2 and hmF2 during magnetic storms.
Such predictions of NmF2 and hmF2 are also possible
to carry out using the semiempirical IRI approach
described by Kishcha (1995). During geomagnetic
storms and substorms this analytical approach gives
deviations of NmF2 and hmF2 from quiet condition
values of NmF2 and hmF2. We also compare the
accuracy of the theoretical and semiempirical IRI
approach.
2 IZMIRAN model
The model of the thermal plasma in the ionosphere and
plasmasphere used in the present study is described in
detail by Pavlov (1994), and hence only a brief
description will be given here. The IZMIRAN model
is a one-dimensional model that uses a titled dipole
approximation to the Earth’s magnetic field and takes
into account the difference between geographic and
magnetic axes. In the model, coupled time-dependent
equations of continuity, momentum, and energy balance
for O4S and H ions and electrons, are solved along
a centered-dipole magnetic field line for the concentra-
tions, field-aligned diffusion velocities, and temperatures
of ions and electrons from a base altitude (160 km in the
present study) in the northern hemisphere through the
plasmasphere to the same base altitude in the southern
hemisphere. Electron heating due to photoelectrons is
provided by a solution of the Boltzmann equation for
photoelectron flux along the entire flux tube using the
method of Krinberg and Tashchilin (1984) on the same
field-line grid used in solving the densities and
temperatures. In the northern and southern hemispheres
the IZMIRAN model solves time-dependent continuity
equations for O2D; O2P;O1D vibrationally
excited nitrogen quanta, and the momentum equations
for the horizontal components of thermospheric wind
within the altitude range 120–700 km and time-
dependent continuity equations for NO, O2 , and N

2
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ions in the region between 120 and 500 km in altitude. In
order to take into account the strong dependence of the
O4S  N2 ! NO + N reaction rate on vibrational
excitation of N2 (Schmeltekopf et al., 1968; Van Zandt
and O’ Malley, 1973; Pavlov, 1988) the number densities
of excited molecular nitrogen at the first five vibrational
levels are determined from the Boltzmann distribution
using the calculated vibrationally excited nitrogen
quanta. In the photochemical scheme described by
Pavlov (1994) we changed the rate coefficients of the
reactions of O(2P) with N2 and O as recommended by
Chang et al. (1993). To calculate more exactly the
electron temperature from the electron-energy equation,
we used the approximation to the multicomponent
electron thermal conductivity coefficient given by Pavlov
(1996). The model includes the option to use the models
of the O – O collision frequency given by Banks (1966),
Pesnell (1993), and Salah (1993).
The distribution of ionization in the topside iono-
sphere and plasmasphere is strongly controlled by the
geomagnetic field, and therefore the IZMIRAN model
calculations are valid up to L  6 L is the shell value of
the geomagnetic field) where the geomagnetic field is close
to the dipole approximation (Krinberg and Tashchilin,
1984). The model cannot give a correct description of the
ionosphere between –20 and 20 magnetic latitude,
which would require taking into account the exchange by
ions and electrons between all magnetic tubes because of
the action of electromagnetic drift.
The three key inputs to the IZMIRAN model are the
concentrations and temperature of the neutral constitu-
ents, the solar EUV fluxes, and the plasma drift velocity.
To simulate the magnetic-storm effects on the neutral
atmosphere, the MSIS-86 model (Hedin, 1987) was run
using the 3-h Ap indices, while the solar EUV fluxes are
from the EUVAC model (Richards et al., 1994a) or
EUV94X model (Tobiska, 1993, 1994). To maintain the
model nighttime E and Fl regions of the ionosphere, the
simple approach to describe the neutral ionization by
scattered solar 121.6-, 102.6-, and 58.4-nm radiation
fluxes is used (Kashirin, 1986). The large uncertainties in
the plasma drift velocity lead to errors in the calculated
peak height of the F2 layer. Therefore, in the northern
hemisphere, instead of calculating thermospheric wind
components by solving the momentum equations given
by Pavlov (1994), we use the approach developed by
Richards (1991) to calculate an equivalent neutral wind
from the hmF2 measurements given by Buonsanto et al.
(1992a). Our implementation of the Richards (1991)
method is explained in Appendix A. For the March and
April 1990 magnetic storms we also use the measured
neutral winds and electric fields given-by Buonsanto
et al. (1992a) as input parameters for our theoretical
model. The major enhancement to the IZMIRAN
model described by Pavlov (1994) is the inclusion of
electric-field effects on Ne and Ti in the frame of the one-
dimensional IZMIRAN model as described by Pavlov
(1996). Finally, the new approach given by Pavlov
(1996) is applied to estimate the errors in NmF2 and
hmF2 for the geomagnetic storms when the observed
hmF2 are unavailable.
3 Undisturbed period and storms of 16–23 March 1990
The undisturbed period of 16–17 March 1990 (Ap of 8
and 3) and the 18–23 March 1990 magnetic storms (Ap
between 14 and 73) occurred at solar maximum where
the 10.7-cm solar flux increased from 180 on 16 March
to 247 on 23 March. During 18–23 March 1990 two
geomagnetic storms took place: a minor storm with a
gradual commencement time near 0400 UT on 18
March and a major storm with a sudden commencement
time near 2245 UT on 20 March. The data used in this
paper (the variations of electron density and tempera-
ture) were taken by the incoherent-scatter radar at
Millstone Hill, Massachusetts (Buonsanto et al., 1992a).
Figure 1 is a plot of the measured hmF2 and NmF2
for the period 16–23 March 1990 and the model results
with and without effects of vibrationally excited N2
included in the calculated O(4S) recombination rate
Fig. 1. Observed (crosses) and calculated F2 peak parameters above
Millstone Hill for 16–23 March 1990. (Top) hmF2. (Bottom) NMF2.
The solid lines are hmF2 and NmF2 from the IZMIRAN model
when the non-Boltzmann populations of the first five vibrational
levels of N2(v) are included in the calculated O


4S recombination
rate, and this recombination rate was decreased by the factor 1.5
during the nighttime periods of 16–18 and 19–20 March with solar
zenith angles more than 90, and dashed lines are hmF2 and NmF2
when N2(v) is not included in the calculations with the original O
+(4S)
recomibination rate. The EUVAC solar flux model, the method of
Eqs. A.18, A.20 for obtaining equivalent neutral winds from the
height of the F2 peak electron density, and the O ÿO collision
frequency given by Salah (1993) were used in the IZMIRAN model
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which will be explained later. There are clear negative
and positive phases in NmF2 compared to the un-
disturbed NmF2 on 17 March with the largest negative
phase near 2030 LT on 20 March.
3.1 Uncertainties in the collision frequency
of O–O and the loss rate of the O(4S) ions
The uncertainties associated with the O–O collision
crossection give the uncertainty in the O–O collision
frequency. In this paper, we use two theoretical
approaches given by Eqs. 1 and 2 (Banks, 1966, and
Pesnell, 1993, respectively) and Eq. 3, the CEDAR
interim standard for the O–O frequency (Salah, 1993).
The O–O frequency given by Pesnell (1993) is larger
than that given by Banks (1966) and less than that given
by Salah (1993). Solid and dashed lines of Fig. 2 give the
comparison of the modeled densities using two different
assumptions Eqs. 1 and 3. We can see that the O–O
frequency of Salah (1993) gives the best agreement
between measured and modeled NmF2. The method
based on the Richards (1991) approach (Eqs. A.18,
A.20) will naturally mimic the measured hmF2 during
the quiet and disturbed periods on 16–21 March.
Significant errors in the calculated hmF2 during 22
and 23 March are the result of the rapid fluctuations in
the measured hmF2. There is the excellent agreement
between the modeled NmF2 and the data on days 16–
18. During 16–19 March the disagreement between
measured and modeled NmF2 is not more than a factor
of 2.
The results of Fig. 2 show that the use of the
frequency given by Banks (1966) leads to a 5–10%
decrease in the calculated daytime NmF2 and up to
about 25% at night in comparison with NmF2
calculated by using the frequency given by Salah
(1993). In order to illustrate the basic physics involved
and to find out the physical reasons of this nighttime
difference (but not for calculations) it is useful to use the
analytical description of the nighttime NmF2 given by
Krinberg and Tashchilin (1982, 1984):
NmF2t NmF2t0 expÿt ÿ t0Lt
 3F
1
tTntmint=Tit  Tet=g; 4
where
L 
X
5
j0
kj N2 j  cO2; 5
kj and c are the recombination rate coefficients of O(4S)
ions with N2 (j = 0–5) and O2, NmF2(t0) is the ionospheric
electron density for the local time t0 corresponding to
dusk, Tn is the exospheric neutral temperature, Tj and Te
are ion and electron temperatures, g is the acceleration
due to gravity, min is the O– O collision frequency, F1
is the value of plasma ion flux flowing from the
plasmasphere into the ionosphere, the values of
L, Ti; Te; g and min are chosen at the F2-peak altitude.
We can see from (4) that the nighttime F2-region
electron density consists of two parts. The first term
describes the role of the daytime ionization in the
maintenance of the nighttime ionosphere. In this case
the F region would decay with the characteristic time
~Lÿ1 (~several hours). The nocturnal F region is also
maintained by a downward flow of ionization from the
plasmasphere described by the second term in Eq. 4. In
winter, in spring, and in autumn, when the night is long
enough, the role of the second term in Eq. 4 increases
before sunrise and this term determines NmF2 as a
function of min.
It seems likely that the nighttime discrepancy
between measured and modeled NmF2 is caused by
inaccuracies in key inputs, such as the composition and
temperature of the neutral atmosphere (the MSIS-86
model does not accurately predict the neutral atmo-
sphere during the quiet period and the magnetic storm),
and the recombination rate coefficients of O(4S) ions
with N2 ( j = 0–5) and O2.
Fig. 2. (Top) Differences between the measured hmF2(exp) and the
modeled hmF2(th), and ratios of the measured NmF2(exp) to the
modeled NmF2(th) (bottom) for the magnetically quiet and disturbed
periods of 16–23 March 1990 for the EUVAC solar flux model. The
model results were obtained using the method of Eqs. A.18, A.20 for
obtaining equivalent neutral winds from the height of the F2 peak
electron density with the original O4S recombination rate ( solid
and dashed lines) and when this recombination rate was decreased by
the factor 1.5 during the nighttime periods 16–18 and 19–20 March
with solar zenith angles more than 90 (dotted lines). The O ÿO
collision frequencies given by Salah (1993) (solid and dotted lines) and
Banks (1966) (dashed lines) were used in the IZMIRAN model
330 A. V. Pavlov, M. J. Buonsanto: Comparison of model electron densities and temperatures with Millstone Hill observations
Dotted lines on Fig. 2 show the model results when
the recombination rate of the O(4S) ions was decreased
by a factor of 1.5 by decreasing the MSIS-86 N2 and O2
densities by 1.5 at all altitudes during the nighttime 16–
18 March and 19–20 periods when the solar zenith angle
was more than 90 in the northern hemisphere. No
adjustments were made to the L values at any other
times. This recombination rate adjustment is sufficient in
order to reproduce very well the observed nighttime
NmF2 on 17–18 March and 19–20 March.
As Fig. 2 shows, there is large disagreement between
the measured and modeled NmF2 on 22–23 March. The
F region was depleted during this time period, as the
main ionospheric trough moved equatorward of Mill-
stone Hill (Buonsanto et al., 1992a). Enhanced sunward
convection (500–1700 m sÿ1) was observed on 22 March.
These large ion drift velocities are the subauroral ion
drift phenomenon (Foster et al., 1994), and therefore we
can assume these drifts were connected with large, short-
lived electric fields (~ up to 1–3 h) often observed in the
mid-latitude trough (Rodger et al., 1992). These electric
fields can have important effects on Ne and the ion
temperature. The rate coefficients of such important
ionospheric processes as the reactions of O(4S) with N2
and O2 depend on the effective temperature, which is a
function of the ion temperature, the neutral tempera-
ture, and the plasma drift velocity (Albritton et al.,
1977; St.-Maurice and Torr, 1978). These effects are not
taken into account in the model used here, giving the
mentioned disagreement between the measured and
calculated NmF2. Some results of these effects of
electric fields on the electron density are presented in
Sect. 5.
3.2 Vibrationally excited nitrogen
In the IZMIRAN model, the number densities, nj, of
excited molecular nitrogen N2(j ) at the vibrational level,
j, are determined from the Boltzmann distribution
njB  n0B a=1  a 
j
 n0B expÿjTv; 6
where a is the vibrational quanta and Tv is the
vibrational temperature. In this case, from Eq. 6 follows
that the sum of the vibrationally unexcited and excited
molecular nitrogen concentrations (Pavlov and Namga-
ladze, 1988):
N2  n0B 1  a : 7
There is no possibility to differentiate the vibrationally
unexcited N2 from the vibrationally excited N2 during
the mass-spectrometer measurements of the neutral
species in the atmosphere, and therefore we believe that
the MSIS-86 model calculates the value of [N2]. The
difference between [N2] and n0B is not negligible for the
March 1990 magnetic storm. For example [N2] /n0B =
1.12 for Tv = 1500 K.
The ability of the IZMIRAN model to reproduce the
measured NmF2 is illustrated in Fig. 3. The solid line is
a model result when the vibrationally excited nitrogen is
included in the calculations of the loss rate L of the
O(4S) ions as determined by Eq. 5. The dashed lines in
Figs. 1 and 3 are model results when the vibrationally
excited nitrogen is not included in the calculations of L
with kjj > 0 = 0 and L  k0 N2=1  a  cO2. The
approach based on the Richards (1991) method (Eqs.
A.18, A.20) for obtaining equivalent neutral winds from
the height of the F2 peak electron density and the O–O
frequencies given by Salah (1993) were applied to the
model. From Figs. 1 and 3 it follows that there is a large
increase in the modeled NmF2 without the vibrationally
excited nitrogen and the model densities are unreliable.
Both the daytime and nighttime densities are not
reproduced by the model without the vibrationally
excited nitrogen. Inclusion of vibrationally excited N2
brings the model and data into agreement. The increase
in the O + N2 rate factor due to the vibrationally
excited nitrogen produces factors of 2–4 reductions in
the daytime peak density. The effect of vibrationally
excited N2 on Ne is most pronounced during the
daytime.
Fig. 3. Ratios of the measured F2 peak densities
NmF2(exp) to the modeled F2 peak densities
NmF2(th) during the 16–23 March 1990 period
for the EUVAC solar flux model. The modeled
NmF2 were obtained using the Boltzmann vibra-
tional distribution of N2v(solid line) and the non-
Boltzmann populations of the first five vibrational
levels by solving the N2(v = 1–5) time-dependent
continuity equations (dotted line), and when N2(v)
was not included in the calculations (dashed line).
The original O4S recombination rate was
decreased by the factor 1.5 during the nighttime
periods 16–18 and 19–20 March and the O ÿ O
collision frequencies given by Salah (1993) were
used in the IZMIRAN model
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3.3 Non-Boltzmann distribution of vibrationally
excited molecular nitrogen
There are some deviations of nj from njB in the F region
of the ionosphere (Newton et al., 1974; Torr and Torr,
1982; Richards et al., 1986; Pavlov, 1988, 1989, Pavlov
and Namgaladze, 1988). These deviations can affect the
recombination rate of O(4S) ions and the heating rate
of electrons due to the de-excitation reactions of excited
molecular nitrogen. In order to study the possible effects
of deviations of nj from njB on the electron temperature
and density let us consider the model description of
excited molecular nitrogen.
Pavlov (1988, 1989) treated the vibrationally excited
nitrogen molecule as a set of harmonic and anharmonic
oscillator energy levels. The Pavlov (1989) study
suggests that the effect of anharmonicity on nj is small
at the energy levels, j = 1–5. Therefore our model used
the system of Eqs. 15–18 given by Pavlov (1988) to
determine nj(j = 1–5) using the harmonic oscillator
energy level approximation, the vibrational-vibrational
and vibrational-translational energy exchange of N2( j ),
the diffusion of N2( j ) in the mixture of N2(0), O2, and
O, and the production rates of N2( j ) by thermal
electron excitation of N2 (0), and by the reactions
O(1D) with N2 (0) and N(4S) with NO. This system of
equations is numerically integrated within the altitude
range 120–700 km in the northern and southern hemi-
spheres. At the lower boundary the diffusion processes
of vibrationally excited molecules were neglected. The
upper-boundary conditions are zero fluxes for all excited
levels. In order to calculate the value of n5 it is required
to know the value of n6. By analogy with the Boltzmann
distribution the condition n6=n5  n5=n4 was assumed.
The results of calculating nj=njB; and Tn are presented
in Fig. 4. The present study suggests that the calculated
distribution is highly non-Boltzmann at the vibrational
levels j > 2 just after sunrise. The deviations from the
Boltzmann distribution are not significant at the first
and second vibrational levels of N2. These relative
deviations increase with level number and approach
factors of 6 and 38 for the third and the fourth excited
levels. The deviations n3=n3B and n4=n4B have their
maximum values during the period 6.30–7.30 LT. From
the diurnal variations of the calculated vibrational (solid
line) and neutral (dashed line) temperatures shown in
Fig. 4 it follows that Tv < Tn is realized in the
atmosphere for the nighttime periods where the produc-
tion frequency of N2 ( j ) is low (details are given by
Pavlov, 1994). This means that for these periods the
populations of N2 j  are less than the populations for a
Fig. 4. The time variations of the vibrational and neutral
temperatures and populations of the first five vibrational levels of
N2 in comparison with the Boltzmann distribution during the 16–23
March period at the F2 peak altitude. The solid lines show the
modeled Ty ; n1=n1B; n3=n3B, and n5=n5B and the dashed lines show the
modeled Tn; n2=n2B, and n4=n4B. The O ÿO frequencies given by
Salah (1993) and the approach of Eqs. A.18, A.20 based on the
method of Richards (1991) for obtaining equivalent neutral winds
from the height of the F2 peak electron density was used in the model
of the ionosphere and plasmasphere. The O ÿO collision frequencies
given by Salah (1993) and the MSIS-86 model with the adjusted N2
and O2 densities were used in the IZMIRAN model
c
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Boltzmann distribution with temperature Tn. The
calculations showed that the vibrational temperature
during the quiet period 16–17 March is less than during
the magnetic storm period 18–23 March. During the
daytime, Tv is larger than Tn; due to the enhanced
thermal excitation of N2 as a result of high thermal
electron temperatures at F2-region altitudes. On 16–22
March the value of the vibrational temperature was not
more than 1600 K.
Figure 1 (solid lines) shows NmF2 and hmF2
calculated by using the non-Boltzmann vibrational
distribution of N2; and solid and dotted lines of Fig. 3
give the comparison of the modeled densities using the
Boltzmann and non-Boltzmann vibrational distribution
of N2. It can been seen that the Boltzmann-distribution
assumption can lead to an increase in the calculated
daytime NmF2 of up to a factor of 1.1 and to a decrease
in the disturbed nighttime NmF2 by up to a factor of 1.2
in comparison with NmF2 calculated by using the non-
Boltzmann vibrational distribution of N2.
3.4 EUV Flux
Figure 5 shows ratios of the measured NmF2(exp) to the
modeled NmF2(th) during the 16–23 March 1990 period
for the EUVAC solar flux model (solid line) and the
EUV94X solar flux model (dashed line). The modeled
densities were obtained using the non-Boltzmann
vibrational distribution of N2. The method of Eqs. A.
18, A.20 based on the Richards (1991) approach for
obtaining equivalent neutral winds from the height of
the F2 peak electron density and CEDAR standard
(Eqs. 3) for the O–O frequency (Salah, 1993) were used
in the model. The model results were obtained when the
recombination rate of the O(4S) ions was multiplied by
the factor of 1.5 at all altitudes during the nighttime
time-periods of 16–18 March and 19–20 March when
the solar zenith angle was more than 90 in the northern
hemisphere.
From Eqs. A.1, A.3–6, it follows that during daytime
periods the photoionization frequencies I1; I2; and I3 for
atomic oxygen give a linear relationship between NmF2
and the solar EUV fluxes. The EUVAC model
(Richards et al., 1994a) and the EUV94X model
(Tobiska, 1993, 1994) are usually used to calculate the
solar EUV fluxes. The ratios of I1; I2, and I3 given by
EUV94X to I1; I2, and I3 given by EUVAC are 1.52–
1.65, 1.38–1.48, and 1.39–1.49, respectively for 16–23
March. Therefore in Fig. 5 the use of EUV94X increases
the modeled NmF2 in comparison with NmF2 calcu-
lated using EUVAC.
Our model uses analytical formulae to describe the
production of O4S;O2D;O2P;NO;O2 , and
N2 ions by photoelectron impact (Pavlov, 1994). If the
optical depth of the atmosphere goes to zero then
production frequencies I1e; I2e and I3e of the
O4S;O2D, and O2P ions due to photoelectrons
can be calculated from Eq. A.7. We found that in this
case I1e=I1  0:46 ÿ 0:47; I2e=I2  0:63 ÿ 0:64; I3e=I3
 0:65 ÿ 0:66 when the EUVAC model fluxes are used
and I1e=I1  0:29 ÿ 0:30; I2e=I2  0:44; I3e=I3  0:45
ÿ0:46 when we use EUV94X model fluxes. Therefore
the higher photoionization rate using EUV94X com-
pared to EUVAC is partially compensated by the
smaller rate of production by photoelectron impact, in
agreement with the conclusions of Buonsanto et al.
(1995). The resulting effect on the NmF2 is an
approximate 10–30% increase in NmF2 using the
EUV94X model compared to the EUVAC model, and
this effect is largest during the daytime periods.
As seen from Fig. 4, the modeled NmF2 are largest
when EUV94X is used. The model results obtained
using the EUVAC flux model agree a little better with
the observations in comparison with using the EUV94X
flux model. If we use the EUVAC model, then in general
the Boltzmann vibrational N2-distribution assumption
gives better agreement between measured and modeled
NmF2 than the non-Boltzmann vibrational distribution
of N2. To improve this agreement in the ionospheric
Fig. 5. Ratios of the measured F2 peak densities
NmF2(exp) to the modeled F2 peak densities
NmF2(th) during the 16–23 March 1990 period
for the EUVAC solar flux model ( solid line) and
the EUV94X solar flux model (dashed line). The
modeled NmF2 were obtained using the non-
Boltzmann populations of the first five vibrational
levels by solving the N2(v = 1–5) time-dependent
continuity equations, the O ÿO collision fre-
quencies given by Salah (1993), and the MSIS-86
model with adjusted recombination rate of the
O4S ions
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model with EUV94X fluxes, the non-Boltzmann vibra-
tional distribution of N2 is needed.
3.5 Electron and ion temperatures
Figure 6 shows the diurnal variations of the measured
(solid lines) and modeled (dashed and dotted lines)
electron and ion temperatures at the F2 peak altitude for
the EUVAC solar flux model. The O–O frequencies
given by Salah (1993) and the method of Eqs. A.18,
A.20 based on the Richards (1991) approach for
obtaining equivalent neutral winds from the height of
the F2 peak electron density and the adjustment of the
recombination rate of the O(4S) ions was used in the
model of the ionosphere and plasmasphere. The model
results were obtained using the non-Boltzmann vibra-
tional N2 (v) distribution (dashed lines), and when N2 (v)
was not included in the loss rate of the O4S ions
(dotted line). As can be seen, the effects on Te of adding
N2 (v) are largest during the day, with increases in Te
accompanying the decreases in NmF2, improving the
agreement with observations.
During the period 16–18 March the agreement
between the measured and modeled temperatures is
excellent except during the short time-periods around
5.00–7.00 LT for the electron temperature. These
measured short-duration electron-temperature enhance-
ments near these sunrise regions were not described by
the model. On 19 March the agreement is satisfactory
for the electron temperature and is good for the ion
temperature. The modeled electron temperatures are
generally lower than the measured electron temperatures
after the 20 March storm. The electron-ion cooling rate
is proportional to the square of the electron density, and
therefore if the electron density is too large, then the
electron temperature is too small, as is apparent during
the day for 19 and 22 March. When N2 (v) is not
included in the loss rate of the O4S ions, the
agreement between the model and the data worsens.
From our calculations it follows that the use of the
EUVAC flux model gives better agreement between
measured and modeled electron temperatures than the
EUV94X flux model, because the modeled electron
temperatures are higher as a consequence of the
modeled NmF2 being lower (see Fig. 5). The effects of
the flux model and N2 (v) on the calculation of Ti are not
very large.
3.6 FLIP and IZMIRAN models- data comparisons
Richards et al. (1994b) compared observed values of
NmF2, hmF2, Te, and Ti at Millstone Hill with FLIP
model results for the March 1990 storm. Unlike the
results shown in Fig. 1, calculations with the FLIP
model without including N2 (v) gave good agreement
with the data on 18–20 March. However, the inclusion
of N2 (v) improved the agreement with the data during
the disturbed period 21–23 March.
The FLIP and the IZMIRAN models are very similar
models of the thermal plasma in the ionosphere and
plasmasphere. Both solve the coupled time-dependent
energy, momentum, and continuity equations for major
ions and electrons, and photoelectron transport equa-
tions from the base altitude in both hemisphere, along a
field line to the same base altitude in the other
hemisphere.
Both the FLIP model and the IZMIRAN model use
the theoretical interpretation of the flow-drift tube
measurements of the recombination-rate coefficient of
O4S ions with N2v  0 (Albritton et al., 1977) and
formulas for the dependence of this rate coefficient of the
effective temperature given by St.-Maurice and Torr
(1978). For vibrationally excited N2, the FLIP model uses
only the recombination-rate coefficients of O4S ions
with N2v > 0 measured by Schmeltekopf et al. (1968)
only for Tn  Ti  300 K: The IZMIRAN model uses
theoretical formulas given by Pavlov (1988) based on the
measurements of Schmeltekopf et al. (1968). The
temperature dependence given by Van Zandt and
O’Malley (1973) determines the dependence of these rate
coefficients on the effective temperature in the IZMIRAN
model. In the FLIP model K1T=K0T  1;K2T=
Fig. 6. The measured (solid lines) and modeled (dashed and dotted
lines) electron (top) and ion (bottom) temperatures at the F2 peak
altitude on 16–23 March 1990 for the EUVAC solar flux model. The
dashed lines show results when the non-Boltzmann populations of the
first five vibrational levels of N2(v) are included in the model, and the
dotted lines are ones without the effects of vibrationally excited N2 on
the loss rate of the O4S ions
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K0T  38; K3T=K0T  85; K4T=K0T  220;
K5T=K0T  270 where T is the effective temperature.
The heated drift tube measurements of the recombi-
nation-rate coefficient of O4S ions with O2; c, given
by Chen et al., (1978) are systematically lower than the
flow-drift tube measurements, cE, of this rate coefficient
Albritton et al., 1977. In an attempt to reconcile the two
sets of measurements, the IZMIRAN model (Pavlov,
1993) uses c  cE expÿ8:53:10
ÿ4 Tn  0:315 with the
approximation for cE given by St.-Maurice and Torr
(1978). Torr et al. (1990) normalized the drift tube date
of Albritton et al. (1977) on the results of Chen et al.
(1978) at 700 K and obtained c  2:1  10ÿ11
Tn  2Ti=3  300
ÿ0:763cm3 sÿ1 which is used in the
FLIP model.
The quenching of O2D by atomic oxygen is
assumed to be 10ÿ10cm3 sÿ1 (Oppenheimer et al., 1976;
Fox and Dalgarno, 1985) in the IZMIRAN model and
5  10ÿ12 (Abdou et al., 1984) in the FLIP model. These
rate coefficients were obtained from agreement between
the measured and model densities of N2 and the
different points of view were discussed by Torr and
Torr (1982), Abdou et al., (1984), Ferguson (1984),and
Fox and Dalgarno (1985).This discussion illustrates that
laboratory measurements of this rate coefficient are
highly desirable.
The FLIP model solves the two-stream photoelectron
Liouville equations to calculate the photoelectron fluxes,
and these fluxes are used to find the heating rate of the
electron gas by photoelectrons and the rate of ionization
by secondary photoelectrons. In the IZMIRAN model,
electron heating due to photoelectrons is provided by a
solution of the Boltzmann equation for photoelectron
flux using the method of Krinberg and Tashchilin
(1984). The IZMIRAN model uses the approximative
approach of Pavlov (1994) to calculate the rate of
ionization by secondary photoelectrons.
These differences between the FLIP model and the
IZMIRAN model give the differences in the model
results for the March 1990 magnetic storm.
4 Undisturbed period and storms of 6–12 April 1990
The undisturbed conditions of 6–8 April 1990 and the
9–12 April 1990 magnetic storms were periods of
moderate solar activity, when the 10.7 solar flux varied
between 146 and 169 and Ap between 6 and 124. During
the April 1990 period, two geomagnetic storms took
place with sudden commencement times near 0842 UT
on 9 April and 0325 UT on 12 April. The measured
electron densities and temperatures and ion temperatures
used in this paper were taken by the incoherent-scatter
radar at Millstone Hill, Massachusetts (Buonsanto et al.,
1992a).
Figure 7 is a plot of the measured hmF2 and NmF2
for the period 6–12 April 1990 and the model results
which will be discussed later. The model results have
been obtained from the mathematical model with the
OÿO collision frequencies given by Salah (1993), the
original MSIS-86 model, and the approach of Eqs. A.18,
A.20 based on the improved algorithm given by
Richards (1991).
Unlike the March period, there are only negative
phases in the measured NmF2 compared to the
undisturbed period of 6–7 April. The most notable
feature of this period is the disappearance of the F2 peak
on 10 April, when the peak height of the electron-
density maximum dropped to 180 km.
In modeling the April magnetic storm we also used
the theoretical formulae of the 1–3 for the OÿO
collision freqency. Like the results of March in Fig. 2,
the Salah (1993) collision frequency resulted in NmF2
which were approximately 5–17% larger than those
calculated using the Banks (1966) formulae. Again, the
Salah (1993) formulae gave the best agreement between
measured and modeled NmF2.
Figure 7 shows that similar to the March period, the
EUV94X model (solid lines) produced the largest
electron densities, increasing NmF2 by about 10–40%
compared to the EUVAC model (dotted lines). Unlike
the March period, for the period 6–9 April 1990 the
EUV94X model results agree better with the observa-
tions in comparison to using the EUVAC model.
Fig. 7. Observed (crosses) and calculated F2 peak parameters above
Millstone Hill for the magnetically quiet and disturbed period 6–12
April 1990 for the EUV94X solar flux model (solid and dashed lines)
and the EUVAC solar flux model (dotted lines). The solid and dotted
lines are hmF2 and NmF2 from the IZMIRAN model when the
Boltzmann populations of the first five vibrational levels of N2 (v) are
included in the calculated O4S recombination rate, and dashed are
hmF2 and NmF2 when N2 (v) is not included in the calculations
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Like the 17–18 March and 19–20 March period, on
6–9 April the nighttime measured densities were a factor
of up to 1.5–2 larger than the model densities. There
may be an unidentified physical or chemical process that
has not been included in the IZMIRAN model. It is
possible that this nighttime discrepancy between mea-
sured and modeled NmF2 is caused by inaccuracies in
key inputs, such as the composition and temperature of
the neutral atmosphere, and the recombination-rate
coefficients of O4S ions with N2j  0ÿ5 and O2.
From our calculations it follows that in order to
reproduce the observed nighttime NmF2 on 6–10 April
the recombination rate of O4S ions needs to decrease
by a factor of 1.5 at all altitudes during the nighttime
6–7 April, 7–8 April, and 9–10 April periods when the
solar zenith angle was more than 90 in the northern
hemisphere.
The method of Eqs. A.18, A.20 reproduces well the
measured hmF2 during the quiet and disturbed periods
on 6–9 April except for the unusually large fluctuations
in peak height such as occurred on 10 April. The method
of deriving the equivalent neutral wind from the
observed hmF2 does not work if the peak layer is in
the F1 region. Also, the equivalent winds will be
contaminated with any large electric fields such as were
present at the beginning and end of the disappearance of
the F2 layer (Buonsanto et al., 1992a; see also Fig. 10.
discussed later). On 9–11 April the theoretical NmF2
sometimes describes the experimental data well, but
often the calculated NmF2 differs greatly from the
measured NmF2. Some reasons for these disagreements
are that we do not take into account the effect of electric
fields on the ionosphere and the MSIS model does not
predict neutral densities and temperature accurately
during some geomagnetic storms. The effects of the
electric fields on the electron density and the ion
temperature are presented in the next section.
Figure 7 (bottom panel) shows that the modeled peak
densities without effects of vibrationally excited N2v
(dashed line) are much larger than the modeled peak
densities with N2v (solid line). Both the daytime and
nighttime measured densities are not reproduced by the
model without N2v: On 6–12 April this effect of N2v
on NmF2 is up to a factor of about 3.5 reduction,
similar to the case for the March period. In both March
and April magnetic storms, the effect of vibrationally
excited N2 on Ne and Te is most pronounced during the
daytime.
In modeling the April magnetic storm we also
calculated deviations from the Boltzmann distribution
of N2v. Like the results of March in Fig. 4, the real
distribution is highly non-Boltzmann at the vibrational
levels j > 2 and the deviations from the Boltzmann
distribution are not significant at the first and second
vibrational levels of N2. Nevertheless, the values of the
relative deviations n3=n3B < 3:2 and n4=n4B < 17: The
deviations on third and fourth vibrational levels of N2
have their maximum values during the period 6.30–7.30
LT. The April variations of the calculated vibrational
temperature are very similar to that for Millstone Hill
on March 1990. Similar to the March case, the
Boltzmann-distribution assumption can lead to a 10–
20% increase in the calculated NmF2 in comparison
with NmF2 calculated using the non-Boltzmann vibra-
tional distribution of N2.
The diurnal variations of the measured (solid lines)
and modeled (dashed and dotted lines) electron and ion
temperatures at the F2 peak altitude are shown in Fig. 8.
The OÿO frequencies given by Salah (1993) and the
method of Eqs. A.18, A.20 for obtaining equivalent
neutral winds from the height of the F2 peak electron
density were used in the model of the ionosphere and
plasmasphere. The model results were obtained using
the EUV94 solar flux model with the Boltzmann
vibrational N2 distribution (dashed lines) and when
N2v is not included in the loss rate of the O4S ions
(dotted line). The modeled ion temperatures with the
Boltzmann vibrational N2 distribution are about the
same as when N2v is not included.
During the quiet and disturbed period 6–9 April the
agreement between the measured and modeled tempera-
tures is excellent except for the time period 4.30–6.00 LT
for the electron temperature. This measured, short-
duration electron-temperature enhancement near the
sunrise region was not described by the model. Electric
Fig. 8. The measured (solid lines) and modeled (dashed and dotted
lines) electron (top) and ion (bottom) temperatures at the F2 peak
altitude 6–12 April 1990 for the EUV94X solar flux model. The
dashed lines show results when the Boltzmann populations of the first
five vibrational levels of N2(v) are included in the model and the
dotted line is one without effects of vibrationally excited N2 on the loss
rate of the O4S ions
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fields larger than 30 mV=mÿ1 were present around 6 and
18 LT on 10 April and also during the first part of 12
April when the modeled ion and electron temperatures
are significantly smaller than the observations. The large
model ion and electron temperatures, during the middle
of the day on 10 April reflect the fact that they are F2-
region temperatures, while the observations are in the F1
region with the disappearance of the F2 electron density
peak. When N2v is not included in the loss rate of the
O4S ions, the agreement between the model and the
data worsens in comparison with its inclusion, with the
exception of the daytime period on 10 April when the
measured peak electron density was in the F1 region.
5 Effect of measured electric fields and meridional
neutral winds on electron density
The short-lived electric fields produce significant effects
on Ne and the ion temperature, Ti (Schunk et al., 1975;
Raitt et al., 1976). These changes in the electron density
and ion temperature are the reason for the electron-
temperature disturbances. These electric fields were
stronger during the April 1990 storm than during the
March 1990 storm at Millstone Hill (Buonsanto et al.,
1992a).
The values of perpendicular electric fields E
?
(with
respect to B) and meridional neutral winds were
measured during the March and April 1990 magnetic
storms (Buonsanto et al., 1992a). Using these measured
neutral winds we can calculate the wind-induced plasma
drift velocity in the direction along a magnetic field line
as Wd  Uh cos I ; where I is the magnetic field dip angle,
Uh is the component of thermospheric wind in spherical
polar coordinates, and h is the geomagnetic colatitude.
After that we can use these Wd as input data in the model
of the thermal plasma in the ionosphere and plasma-
sphere.
We use two important changes of the IZMIRAN
model given by Pavlov (1996) to take into account the
effect of E
?
on Nc and Ti. To model the effect of E? on Ti
we added the local ion-heating rate due to perpendicular
electric fields, Qi?  E2
?
, given by Schunk et al. (1975) in
the ion-energy equation of the IZMIRAN model. The
rate coefficients of the important ionospheric processes
such as the reaction of O4S with N2 and O2 depend
on the effective temperature which is a function of the
ion temperature, the neutral temperature, and the
plasma drift velocity (Albritton et al., 1977; Viehland
and Mason, 1977; St.-Maurice and Torr, 1978; Pavlov,
1988). The plasma drift velocity is resolved into
components parallel and perpendicular to the geomag-
netic field, B, with the perpendicular component
V
?
 E  B=B2; 8
where E is the electric field.
This dependence of the recombination rate of O4S
ions on E
?
gives the effect of E
?
on Ne:
In Figs. 9–10 we present the measured hmF2 and
NmF2, the measured E
?
at the hmF2 altitude (Buon-
santo et al., 1992a), and the model results during the 16–
23 March and 6–8 April 1990 periods. The dashed lines
show the results when we used in the model without E
?
the algorithm (Eqs. A.1, A.20) for obtaining equivalent
neutral winds from the height of the F2 peak electron
density, whereas the dotted lines were obtained when the
measured E
?
and meridional neutral winds were used.
From Figs. 9 and 10, the observed hmF2 s are
generally lower during the day and the night, except
for the very brief nighttime periods 17–22 March and
10–12 April compared to the hmF2 s derived using
measured E
?
and the meridional neutral wind. Figures
9 and 10 show that the effect of using E
?
and the
meridional neutral wind instead of the measured hmF2
results in higher values of NmF2 both day and night,
and in higher values of hmF2 during the most part of
the 16–23 March and 6–8 April periods. Since using
the measured hmF2 often results in nighttime NmF2
values which are too low compared to observations,
this often means that using the E
?
and meridional
neutral wind results in better nighttime agreement
during the March storm. However, the values during
the day are usually higher than the observations and
the results using hmF2 observations. Since using the
data does not always give theoretical values that agree
better with other observations such as NmF2, there are
other sources of uncertainty, such as the model input
parameters, physical processes, and errors in the
measurements.
For the April storm Fig.10 also gives the measured Ti
at the hmF2 altitude (Buonsanto et al., 1992a) and the
calculated Ti. As can be seen, the effects using E? and the
meridional neutral wind instead of the measured hmF2
on Ti are largest on 10 April with increases in Ti up to
about 230 K, making worse the agreement with observa-
tions during the middle of the day on 10 April because the
modeled Ti are F2-region ion temperatures, while the
measured Ti are the F1-region ion temperatures. For the
March storm these increases in Ti are less than 50 K.
Extremely low NmF2 and hmF2 (rather, it was the
F1 peak) were observed between 9.30 and 14.30 LT on
10 April (Buonsanto et al., 1992a). Our calculations
indicate that the electron density, decreases if the
electric-field strength increases due to the increased
rates of the reactions O4S with N2 and O2 relative to
the zero electric field result while the NO and O2
densities are increased. For E
?
~ 90–100 mV mÿ1, the
decrease in O(4S) ion density is sufficient to cause the
density of molecular ions to be greater than the O(4S)
ion density. As a result the usual F2 region peak created
by O(4S) ions vanishes, the new F2 region peak (rather
it is the F1 peak) due to molecular ions results, and the
extremely low observed NmF2 and hmF2 can be
explained. However, E
?
 90 ÿ 100 m V mÿ1 were not
observed between 9.30 and 14.30 LT on 10 April
(Buonsanto et al., 1992a) and therefore the model was
unable to account for the observed NmF2 and hmF2.
Data show a decrease in the electric fields around
midday, but the larger electric fields in the morning may
have produced some longer-lasting changes in the
neutral temperature and the neutral composition, which
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are not included in the MSIS-86 model, and as a result
the modeled Ne may be larger than the data near midday
on 10 April. Another explanation of the disagreement
between the modeled Ne and the data on 10 April is that
this plasma depletion in the flux tube with extremely low
NmF2 and hmF2 can be created in the mid-latitude
trough by horizontal plasma convection. To model this
transfer of plasma, caused by some plasmaspheric
electric field (usually of magnetospheric origin), con-
sideration of the perpendicular divergence contribution
in the ion equations of continuity arising from
horizontal plasma gradients is needed, and a model of
this electric field is required or must be created. We
intend to solve these tasks in future studies by the
development of the IZMIRAN model.
6 Forecast of NmF2 and hmF2 during magnetic storms
In modeling electron densities it is important to
reproduce hmF2 which is primarily influenced by the
neutral wind. Richards (1991) developed an algorithm
Fig. 9. The measured E
?
at the hmF2
altitude (top panel ), the measured and
modeled hmF2 (middle panel ), and the
measured and modeled NmF2 (bottom panel)
during the 16–23 March 1990 period for the
EUVAC solar flux model. The solid lines are
the Millstone Hill data (Buonsanto et al.,
1992a). The dotted lines show the results when
we use no E
?
in the model and the approach
based on the method of Richards (1991) for
obtaining equivalent neutral winds from the
height of the F2 peak electron density,
whereas the dashed lines were obtained when
the measured E
?
and meridional neutral
winds were used. All the model results have
been obtained from the IZMIRAN model
with the Boltzmann populations of the first
five vibrational levels of N2(v), the O

ÿ O
frequencies given by Salah (1993) and the
original recombination rate of O4S ions
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that ensures a close reproduction of the observed hmF2
by a time-dependent model. Ideally, the observed hmF2
should be available for several hours before the time of
the comparison, but very often only a limited set of
hmF2 measurements is available or we have not got the
observed hmF2, To overcome this problem, we can use
Eqs. A.21–23 to calculate equivalent plasma drift
velocities during geomagnetic storms.
Figures 11 and 12 represents the modeled hmF2 and
NmF2 (the solid lines) obtained when this approach was
used. For both the March and April magnetic storms
the errors in the prediction of the modeled NmF2 are
about the same as when we use the measured hmF2 and
the Richards (1991) method with our modification A.18,
A.20 to calculate an equivalent plasma drift velocity. In
our approach (Eqs. A.21–A.23), the measured and
modeled daytime hmF2 agreed better than the nighttime
hmF2. The disagreement between the measured and
calculated hmF2 is not more than 14, 36, 63, 41, 144, 64,
264, and 184 km on the nights of March 16–23, and not
more than 9, 19, 40, 27, 19, 56, 28, and 36 km on days of
16–23. On the nights of 8–12 April the disagreement
between the measured and calculated hmF2 is not more
than 22, 58, 204, 43, and 78 km, and not more than 15,
50, 121, and 75 km on days of 8–11.
Fig. 10. The measured E
?
at the hmF2 altitude (top panel), the
measured and modeled Ti hmF2 (two middle panels), and the
measured and modeled NmF2 (bottom panel) during the 6–12 April
1990 period for the EUV94X solar flux model. The solid lines are the
Millstone Hill data (Buonsanto et al., 1992a). The dotted lines show
the results when we use in the model no E
?
and the approach based
on the method of Richards (1991) for obtaining equivalent neutral
winds from the height of the F2 peak electron density, whereas the
dashed lines were obtained when the measured E
?
and meridional
neutral winds were used. All the model results have been obtained
from the IZMIRAN model with the Boltzmann populations of the
first five vibrational levels of N2(v), the O

ÿO frequencies given by
Salah (1993), and the original recombination rate of O4S ions
Fig. 11. Comparison of measured NmF2(exp) and hmF2(exp) with
peak densities and heights NmF2(th) and hmF2(th) given by the
IZMIRAN model with algorithm Eq. A.23 (the solid lines) and
NmF2(emp) and hmF2(emp) given by the IRI-90 model (the dotted
lines) and by the semiemprical IRI approach described by Kishcha
(1995) (the dashed lines) for the disturbed period of 18–23 March
1990. The Boltzmann vibrational distribution of N2(v), and the
original recombination rate of O4S ions are implied in the
IZMIRAN model
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By using the algorithm (Eqs. A.21–A.23), we can
forecast the values of NmF2 and hmF2 during magnetic
storms. Such predictions of NmF2 and hmF2 are also
possible to carry out using the semiempirical IRI
approach described by Kishcha (1995) (a discussion of
this approach is in Appendix A). In addition to storm
effects, the semiempirical IRI approach takes into
account substorm effects in NmF2 and hmF2.
The dotted and dashed lines in Figs. 11 and 12 show
results when the modeled F2 peak densities and heights
are given by IRI-90 (Bilitza, 1990) and the semiempirical
IRI approach described by Kishcha (1995) (both storms
and substorms inputs) were used. We can see that
sometimes the theoretical results and the semiempirical
IRI approach describe the experimental data well, but
often they differ greatly from the measured NmF2 and
hmF2. To establish how good or bad a forecast can be it
is necessary to define a quantitative measure of its
success. For a large number (M ) of forecasts of NmF2
and hmF2 during magnetic storms, we can compute
root-mean-square errors as
e1 
X
M
s1
hmF2sexp ÿ hmF2sf 
2
=M
( )1=2
; 9
e2 
X
M
s1
NmF2sexp ÿ NmF2sf 
2
=M
( )1=2
; 10
where hmF2S (exp) and NmF2S (exp) are the measured
hmF2 and NmF2 and hmF2S(f ) and NmF2S (f ) are
forecasts of NmF2 and hmF2 given by IRI-90, the semi
empirical IRI approach and the IZMIRAN model.
Table 1 gives the calculated e1 and e2 for the 18–23
March and 8–12 April storm periods. We can see that
the use of the semiempirical IRI approach gives a
slightly better agreement between measured and mod-
eled NmF2 than the IZMIRAN model, and the semi
empirical IRI approach gives the worst forecast of
hmF2. The best agreement between the measured and
modeled hmF2 is the IZMIRAN model for the March
storm and the IRI-90 model for the April storm. In
general, our results do not confirm very optimistic
conclusions given by Kishcha (1995): ‘‘the IRI model
can significantly be improved under disturbed condi-
tions up to the factor 2 on the average with the proposed
updating technique’’. There is no reason to assert that
conditions from Eqs. A.9, A.10, A.13 (see Appendix A)
that form the basis for derivation of the analytical
equations used by Kishcha (1995) are valid during all
storms, but during some storms Eqs. A.14, A.15 may be
valid with some errors.
In modeling the March and April magnetic storms we
had the measured hmF2 and we used the method
developed by Richards (1991) with our modification
Eqs. (A.18, A.20) to calculate an equivalent plasma drift
velocity. If we use the resulting NmF2 instead of
NmF2(f ) in Eq. 10 then e2  1:8 105 cmÿ3 e2  3:0
105 cmÿ3 for the 18–23 March and 8–12 April periods.
These inaccuracies in the modeled NmF2 are less than
those given by the IZMIRAN model using the algorithm
Eqs. A.21–A.23) for the April storm. However, for the
18–23 March period, the root-mean-square error of
NmF2 given by the IZMIRAN model is less if the
algorithm (Eqs. A. 21–A.23) is used.
7 Conclusions
A comparison of the Millstone Hill ionospheric-storm-
time measurements of the electron density and tempera-
ture with the model results is presented for the
Fig. 12. Comparison of measured densities and heights with peak
densities and heights given by the IZMIRAN model, the IRI-90 model,
and the semiempirical IRI approach described by Kishcha (1995) for
the period of 6–12 April 1990. The curves are the same as in Fig. 11
18–23 March 8–12 April
e1 (km) e2 (10
5 cm)3) e1 (km) e2 (10
5 cm)3)
IRI-90 73 1.7 55 3.9
Kishcha (1995) 66 1.3 89 3.3
The IZMIRAN model 52 1.5 80 3.8
Table 1. Forecasting root-mean-square errors
of hmF2 and NmF2
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magnetically quiet and disturbed periods on 16–23
March and 6–12 April. The CEDAR standard (Eq. 3)
for the ion-neutral O–O collision frequency for
momentum transfer presented by Salah (1993), which
is larger than other commonly accepted frequencies,
gives the best agreement between measured and modeled
NmF2. The recombination rate of O4S ions was
decreased by a factor of 1.5 at all altitudes during the
nighttime periods 17–18 March 19–20, March 6–7, April
7–8 April and 9–10 April in order better to increase the
NmF2 at night to match observations.
We often have not obtained the observed hmF2 and
cannot use the method based on the Richards (1991)
approach. In this case the IRI hmF2 can be used to
calculate an equivalent plasma drift velocity for
undisturbed conditions by using the modified Richards
method. After that we can calculate the wind-induced
plasma drift velocity for undisturbed and disturbed
conditions in the usual way, without using the IRI
hmF2, by solving two momentum equations for the
horizontal components of thermospheric wind. Finally,
we obtain the plasma drift velocity in the ion continuity
equations W  Wd ÿ Wd ÿ Wq  WIRI. On 8–12 April
the inaccuracy in the modeled NmF2 3:8  105 cmÿ3 is
about the same as when we use the measured hmF2 and
the modified Richards (1991) method 3:0  105 cmÿ3.
For the 18–23 March 1990 period, the root-mean-square
errors of NmF2 given by the IZMIRAN model with and
without using the measured hmF2 are 1.8 105 cmÿ3 and
1.5  105 cmÿ3, and the forecast of NmF2 is better if the
algorithm of Eqs. A.21–A.23 is used.
Inclusion of vibrationally excited N2 brings the
model and data into better agreement. For both March
and April the effect of vibrationally excited N2 on Ne
and Te is most pronounced during the daytime, with
factors of up to 4 and 3.5 reduction in the daytime peak
density for March and April, respectively, due to the
inclusion of vibrationally excited N2.
The derivations from the Boltzmann distribution for
the first five vibrational levels of N2 were calculated. The
present study suggests that the calculated distribution is
highly non-Boltzmann at the vibrational levels j > 2,
and the deviations from the Boltzmann distribution are
not significant at the first and second vibrational levels
of N2. It was found that the Boltzmann-distribution
assumption can lead to the 10–20% increase in the
calculated NmF2 in comparison with NmF2 calculated
using the non-Boltzmann vibrational distribution of N2.
The calculations also showed that the vibrational
temperature during the quite periods is less then during,
the magnetic-storm periods. During the daytime the
high vibrational temperature stems from the enhanced
thermal excitation of N2 as a result of high thermal
electron temperatures at F2-region altitudes, while the
decrease in the vibrational temperature compared to the
regular temperature is due to the decreases in the
electron density and the neutral temperature.
During the March storm at solar maximum the
model results obtained by using the EUVAC flux model
agree a little better with the observations in comparison
with those using the EUV94 flux model. If we use
EUVAC model, then in general the Boltzmann vibra-
tional N2-distribution assumption gives better agree-
ment between measured and modeled NmF2 than the
non-Boltzmann vibrational distribution of N2. To
improve this agreement in the ionospheric model with
EUV94X fluxes it is necessary to use a non-Boltzmann
vibrational distribution of N2 which is more correct. For
the April storm period of moderate solar activity the
EUV94X model results agree better with the observa-
tions in comparison to using the EUVAC model. The
resulting effect on the NmF2 is an approximate 10–40%
increase in NmF2 using the EUVAC model. The
resulting effect on the NmF2 is an approximate 10–
40% increase in NmF2 using the EUV94X model
compared to the EUVAC model, and this effect is most
pronounced during the daytime.
The preceding results indicate that the extremely low
NmF2 and hmF2 between 9.30 and 14.30 LT on 10
April cannot be explained by the effects of the measured
electric fields and neutral winds on the ionosphere in the
frame of our one-dimensional time-dependent theore-
tical model. We believe that this plasma depletion in the
flux tube with extremely low NmF2 and hmF2 is created
in the midlatitude ionospheric trough and this flux tube
is transferred by horizontal plasma convection. In
general, the use of the measured E
?
and meridional
neutral winds as input model parameters does not
improve the agreement between the data and the
theoretical results giving higher NmF2. This means that
there are other sources of uncertainty in the model, such
as uncertainties of model input data and physical
processes and errors in the measured E
?
and meridional
neutral winds.
The NmF2 and hmF2 calculated by using the
IZMIRAN model with algorithm of Eqs. A.21–A.23,
or by using the semiempirical IRI approach given by
Kishcha (1995), sometimes describe the experimental
data well, but often differ greatly from the measured
NmF2 and hmF2. In general, the use of the semiempi-
rical IRI approach gives a slightly better agreement
between measured and modeled NmF2 than the
IZMIRAN model, and the semiempirical IRI approach
gives the worst forecast of hmF2. The agreement
between the measured and modeled hmF2 is best when
the IZMIRAN model was used during the March and or
April storms when the IRI-90 model was used to
calculate NmF2.
Appendix A
The IZMIRAN model gives the numerical solution of continuity,
energy, and momentum equations, but from this very complicated
model it is difficult to find reasons for agreement or disagreement
between measured NmF2 and hmF2 and modeled NmF2 and hmF2.
For the physical interpretation of our modeled results (but not for
calculations of NmF2 and hmF2) we use Eqs. 4 and 5 for nighttime
and equations for daytime NmF2 and hmF2 obtained here.
In order to find the analytical solution of the steady-state
continuity equation for O(4S) ions [O(2D) and O(2P) ions are
not considered] during quiet days, Badin and Deminov (1982) and
Badin (1989) assumed that the optical depth of the atmosphere goes
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to zero, the drift velocity of the plasma in the vertical direction
W  const; Ti  const; Tn  const; Te  const and the effects of N2
on the electron density tend to zero. Pavlov (1987) took into
consideration the effects of N2 on the O


4S ion density and
simplified the NmF2 and hmF2 given by Badin and Deminov (1982)
by assuming that O2=N2  const and Ty  const. If we take into
account the O2D and O2P ions and a production of the
O4S;O2D, and O2P ions due to photoelectrons then
NmF2cmÿ3  Iv
1=3
in O Tn=L
2

1=3 exp Vf1; A:1
hmF2km  h0  1:92 10ÿ2 Tn ln f0  f2  f3V ; A:2
where h0  300km; f1  0:092  0:424y; f2  6:273y ÿ 6:717;
f3  1:055y  0:481; y  Tn=Ti  Te; y  0:2; V  8:7:10ÿ4
W v2=3in TnL
ÿ1=3
; f0  2:15 TnL vin; vin is momentum transfer
collision frequency of O ÿO; L is determined by Eq. 5, the units
of [O] are cmÿ3 and the units of W are cm sÿ1; and Eqs. A.1-A.2
are valid if jVf 1 j < 1:
The ionization frequency, I, gives a linear relationship between
NmF2 and the solar EUV fluxes as follows
I  Il  Ile  O2DK1  O2P
fK2O  K3N2  K4g O;
A:3
where
O2P  I2  I2eO=fK4  K5  K2O  K3N2; A:4
O2D  fI3  I3eO  K5O2Pg=
fK6N2  K7O2  K1Og; A:5
photoionization production frequencies of the O4S;O2D,
and O2P ions
I l 
X
k
F kr1k; I2  k
X
k
F r2k;
I3 
X
k
F kr3k;
A:6
production frequencies of the O4S; O2D, and O2P ions
due to photoelectrons are calculated by using the approximation
approach given by Krinberg (1978) with the correction factor given
by Pavlov (1994)
I le 
X
A
k0
F kr1kGk; I2e 
X
A
k0
F kr2kGk;
I3e 
X
A
k0
F kr3kGk; A:7
F k is the intensity of the solar EUV flux radiation at a specified
wavelength k. The photoionization crossections r1; r2, and r3 for
atomic oxygen with the formation of O4S;O2D; and O2P
ions have been presented by Richards et al. (1994a), where the
correction factor Gk  0:8 A=kÿ1; A  56:3 nm, and K1 ÿ K7
are the rate coefficients of the chemical reactions displayed in
Table 2. In Eqs. A.1-A.3 the values of O; O2; N2; Tn; Te; Ti; Tv;
and W are taken at h0 altitude. We take into account the input of
O2D and O2P ions without including the reaction of O2D
and O2P ions with electrons, and assume that I  const:
Let us compare the disturbed NmF2(d), hmF2(d) with the
undisturbed NmF2(q), hmF2(q). If we consider that
T i  T n; vin  const

T
p
n O; A:8
and the values of Cf ; I; Vf1; f2, and f3V are about the same for
both the undisturbed period and magnetic storm:
Iq expVq f1q  Id expVdf1d; A:9
jT ndln f0d ÿ Tnqln f0qj >> j f2d
f3dV d ÿ f2q  f3qV qj; A:10
then
NmF2d=NmF2q  ad=aq; A:11
hmF2d ÿ hmF2q  1:92:10ÿ2
Tndln f0 d ÿ Tnq ln f0q; A:12
where a  fO2=Lg2=3

T
p
n:
If also
L  const N2Tn
2
; Tnd  Tnq  T ; A:13
then
foF2d=foF2q  Ad=Aq; A:14
hmF2d ÿ hmF2q  1:92  10ÿ2 T lnBd=Bq; A:15
where foF2 is the critical frequency of the F2 layer peak,
A  Tn
ÿ5=12
fO2=N2g
1=3
; B  ON2Tn
3:5
The Eqs. A.14-A.15 with the same value of the B coefficient but
another value of A  fTn
ÿ2
O =N2
16=28
g
0:65 were used by
Kishcha (1995) to describe the foF2 and hmF2 variations during
several magnetic storms. Substorm effects were taken into account
by Kishcha (1995) using a simple analytical description.
There is absolutely no reason to assert that conditions of Eqs.
A.9-A.11 are valid during all storms, but during some storms Eqs.
(A.14)-(A.15) may be valid with some small errors. The results
presented in this paper show that the algorithm used by Kishcha
(1995) gives satisfactory agreement between the measured
NmF2(d)/NmF2(q) and hmF2(d)-hmF2(q) and the calculated
NmF2(d)/NmF2(q) and hmF2(d)-hmF2(q) during the March and
April storms, though often results differ greatly from the measured
NmF2 and hmF2.
Equation A.2 can also be used in the method developed by
Richards (1991) to calculate an equivalent neutral wind from the
the hmF2 measurements. In this method the equivalent neutral
wind at the next time-step
Ut  Dt  hexpt  Dt ÿ h0t=at U 0t; A:16
Reaction Rate coefficient Reference
O+(2D)+O fi O+(4S)+O, K1 = 10
–10 cm3 s–1 Fox and Dalgarno (1985)
O+(2P)+O fi O+(4S)+O, K2 = 4.10
–10 cm3 s–1 Chang et al. (1993)
O+(2P)+N2 fi O
+(4S)+N2, K1 = 3.4 Æ 10
–10 cm3 s–1 Chang et al. (1993)
O+(2P) fi O+(4S)+hm, K4 = 0.047 s
–1 Seaton and Osterbrock (1957)
O+(2P) fi O+(4D)+hm, K5 = 0.172 s
–1 Seaton and Osterbrock(1957)
O+(2D) +N2 fi N2 +O, K6 = 8Æ10
–10 cm3 s–1 Johnsen and Biondi (1980)
O+(2D) +O2 fi O2 +O, K7 = 7Æ10
–10 cm3 s–1 Johnsen and Biondi (1980)
O+(2P)+e fi O+(4S)+e, K8 = 4.7Æ10
–8 (300/Te)
0.5 cm3 s–1 Torr and Torr (1982)
O+(2D)+e fi O+(4S)+e, K9 = 7.8Æ10
–8 (300/Te)
0.5 cm3 s–1 Torr and Torr (1982)
Table 2. Chemistry of meta-
stable ions
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where hexpt  Dt is the measured F2-layer peak altitude at time
t  Dt; h0t and U 0t are the calculated heights of the F2 layer and
the equivalent neutral wind at time t.
The value of at is determined by modeling the diurnal
variation of the F region as
at  h1t ÿ h2t=U1t ÿ U2t: A:17
Where h1t is the calculated height of the F2-layer peak for
U  U1t at time t and h2t is the calculated height of the F2-layer
peak for U  U2t at time t, subscripts 1 and 2 refer to two
separate model calculations at time t with the input parameters
U  U1t and U  U2t:
W t  Dt  hexpt  Dtÿ h0t=btW 0t; A:18
bt  h1t ÿ h2t=W 1t ÿ W 2t; A:19
where h0t and W 0t are the calculated heights of the F2 layer and
the equivalent drift velocity of the plasma at time t; h1t and h2t
are the calculated heights of the F2-layer peak for W  W1t and
W  W2t: In this case, from Eq. A.2 it follows that
bt 
@
@ W
hmF2  1:67  10ÿ5 f 3T nvin
2=3Lÿ1=3; A:20
where the values of f3; Tn; vin, and L are given at 300-km altitude
(the dependence of b on altitude is small at the F-region altitudes
because of bt  fO2=Lg1=3:
Note that approximation Eq. A.2 is valid only during a quiet
daytime period. But from our calculations we found that the use of
Eqs. A.18, A.20 gives hmF2 to sufficient accuracy during daytime
and nighttime quiet and disturbed periods. The reason for this
conclusion is that the values of at and bt do not have to be
known precisely (Richards, 1991)
We often do not have the observed hmF2 and thus cannot use
the method developed by Richards (1991) or our modification Eqs.
A.18, A.20 to calculate an equivalent plasma drift velocity. To
overcome this problem, we can try to use hmF2IRI given by the
IRI-90 model (Bilitza, 1990) to calculate an equivalent plasma drift
velocity, WIRI, for some hypothetical undisturbed conditions with
the same solar and time conditions as during the studied
geomagnetic storm:
WIRI t  Dt  hmF2IRI t  Dt ÿ hmF2t=bt  WIRI t;
A:21
where hmF2t and WIRIt are the calculated heights of the F2
layer and the equivalent drift velocity of the plasma at time t, and
the value of bt is calculated from Eq. A.20.
After that we calculate the wind-induced plasma drift velocities
Wq  UHq cos I ; Wd  UHd cos I ; A:22
where UH is the component of the thermospheric wind for quiet (q)
or disturbed (d) conditions in spherical polar coordinates r;H;U,
r denotes radical distance from the Earth’s center H is the
geomagnetic colatitude, / is the geomagnetic longitude, I is the
magnetic field dip angle and UHq and Uhd are obtained by
solving two momentum equations for the horizontal components
of thermospheric wind (Pavlov, 1994).
Finally, the plasma drift velocity in the ion continuity equations is
given by Pavlov (1995) as
W  Wd ÿ Wq  WIRI : A:23
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