correlation of greater than 0.70, one of the variables was eliminated from consideration in the model selection process. We made an exception for land cover metrics with a correlation coefficient greater than 0.70 but less than 0.75. These land cover variables were retained because they are important for resource managers as examples of landscape-scale metrics that may be controlled or manipulated (Hudy et al., 2008; Steen et al., 2008) . When presented with a choice of which variables to eliminate when examining pairs or groups of correlated variables, we selected from the pair or group a variable derived for the entire upstream riparian corridor as a compromise between local and accumulated upstream conditions. There were 55 predictor variables entered into the correlation matrix. The list of candidate predictors was reduced to 20 after correlated metrics were eliminated (Table S1 ). Each variable in the final list was standardized (mean 0, standard deviation 1) to allow for easier comparison of the regression coefficients (Faraway, 2005) .
Next we explored several model selection techniques to determine which selection technique produced the model with the lowest Akaike Information Criterion (AIC) value (Akaike, 1974) for each species. The different model selection techniques explored were: manual stepwise, forward selection, backward selection, automated stepwise, and best subsets.
For the manual stepwise procedure, variables were entered into the model sequentially in order of perceived importance (as determined through consultation with NC WRC personnel). If a variable was found to be significant (P < 0.10), it remained in the model. If a new variable was not significant (P > 0.10), we removed it from the model. If a new variable was significant and made another variable insignificant, the other variable was removed unless leaving the other variable in the model resulted in a lower Akaike Information Criterion (AIC) value (Akaike, 1974) . We ran the forward selection method using 0.01, 0.05, and 0.10 F-statistic significance levels for entrance into model and the backward selection method using 0.01, 0.05, and 0.10 significance levels as criteria for remaining in the model. We ran the automated stepwise selection method using a significance level of 0.10 for entrance into the model and 0.01, 0.05, and 0.10 as criteria for remaining in model. For the best subsets model selection process, we employed the technique recommended by King (2003) . This technique, which outputs a listing of every possible combination of predictor variables and a Mallows' Cp statistic (Mallows, 1973) for each combination, uses linear regression but produces logistic estimates. The Cp statistic is beneficial because it evaluates model fit and parsimony concurrently. We selected the 'best' model based on the recommendation by King that the Cp statistic for the best model should equal approximately the number of significant predictors retained in the model plus one.
