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ABSTRACT
Deep artificial neural networks (DNNs) are powerful tools for recognition and classification as
they learn sophisticated mapping rules between the inputs and the outputs. However, the rules
that learned by the majority of current DNNs used for pattern recognition are largely fixed and
do not vary with different conditions. This limits the network’s ability to work in more complex
and dynamical situations in which the mapping rules themselves are not fixed but constantly
change according to contexts, such as different environments and goals. Inspired by the role
of the prefrontal cortex (PFC) in mediating context-dependent processing in the primate brain,
here we propose a novel approach, involving a learning algorithm named orthogonal weights
modification (OWM) with the addition of a PFC-like module, that enables networks to continually
learn different mapping rules in a context-dependent way. We demonstrate that with OWM to
protect previously acquired knowledge, the networks could sequentially learn up to thousands
of different mapping rules without interference, and needing as few as ∼10 samples to learn
each, reaching a human level ability in online, continual learning. In addition, by using a PFC-like
module to enable contextual information to modulate the representation of sensory features, a
network could sequentially learn different, context-specific mappings for identical stimuli. Taken
together, these approaches allow us to teach a single network numerous context-dependent
mapping rules in an online, continual manner. This would enable highly compact systems to
gradually learn myriad of regularities of the real world and eventually behave appropriately within
it.
1 INTRODUCTION
One of the hallmarks of high-level intelligence is flexibility [1]. Humans can respond differentially to
the same stimulus according to contexts, such as different goals, environments, and internal states [2–
7]. The prefrontal cortex (PFC), which is highly elaborated in primates, is pivotal for such an ability
[6–10]. The PFC can quickly learn “rules of the game” and dynamically apply them to map the sensory
inputs to different actions in a context-dependent way [11–13]. This process, named cognitive control,
allows primates to behave appropriately in an unlimited number of situations [10, 14]. With impaired
PFC, the subjects’ reaction are largely dictated by stronger sensory stimuli and they lose the ability to
respond to task-related, weaker stimuli [15]. In addition, these subjects tend to stubbornly follow the
established rules in behavioral tasks even when the rules no longer bring desirable outcome, i.e., they
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lose the ability to dynamically adjust the mapping between the sensory inputs and the motor outputs
[16]. Not only the experiments with PFC-impaired human patients show that this areas is the key for
flexible, context-dependent processing, numerous electrophysiological studies in non-human primates
have also demonstrated that the PFC neurons can indeed represent various contextual-related information
[10]. Such ability of flexible, context-dependent processing empowered by the PFC is quite different
from the current artificial deep neural networks (DNNs). DNNs are very powerful in extracting high-level
features from raw sensory data and learning sophisticated mapping rules for pattern detection, recognition,
and classification [17]. However, except for the recently proposed approaches of meta-learning and few-
shot learning [18–20], in majority of networks the responses are largely dictated by the sensory inputs,
exhibiting stereotyped input-output mappings, and these mappings are usually fixed once the training is
completed. Therefore, the current DNNs lack enough flexibility to work in complex situations in which
1) the mapping rules may change according to context and 2) these rules need to be learned “on the go”
from a small number of training trials. This constitutes a significant ability gap between DNNs and human
brains.
2 ORTHOGONAL WEIGHTS MODIFICATION (OWM)
Here we propose an approach that enables one neural network to quickly learn various mapping rules
in a context-dependent way. To this end, the first step is to have a method for efficient and scalable
continual learning, i.e., to learn different mappings sequentially, one at a time. Such an ability is crucial
to humans as well as neural networks for two reasons: 1) there are too many possible contexts to learn
all mappings concurrently, and 2) the useful mappings cannot be pre-determined but must be learned
when corresponding contexts are encountered. Therefore, in the present study, to protect previously
learned mappings from being erased by subsequent training, i.e., to avoid catastrophic forgetting [21–
23], we propose the method of Orthogonal Weights Modification (OWM). Specifically, when training a
network consecutively for different tasks, its weights are only allowed to be modified in the direction
orthogonal to the subspace spanned by all inputs on which the network has been trained (termed input
space hereafter) (Fig. 1A and Fig.S1). This ensures that new learning processes will not interfere with
the learned tasks, as weight changes in the network as a whole do not interact with the old inputs.
Consequently, combined with a gradient descent-based search, OWM helps the network to find a
weight configuration that can accomplish new tasks while keeping the performance of the learned tasks
unchanged (Fig. 1B). In OWM, the projector used to find the orthogonal direction to the input space is
defined as P = I−A
(
ATA+ αI
)−1
A, where matrixA consists of all previously trained input vectors
as its columns A = [x1, · · · ,xn] and I is a unit matrix multiplied with a relatively small constant α.
The learning-induced modification of weights is then determined by ∆W = κP∆WBP, where κ is the
learning rate and∆WBP is the weights adjustment calculated according to the standard backpropagation.
We note that to calculate P, an iterative method can be used (see Methods for details). The algorithm
does not need to store all previous inputsA. Instead, only the current inputs and the projector for the last
task are needed. This iterative method is essentially the Recursive Least Square (RLS) algorithm [24, 25]
(see Methods), which has been used to train feedforward and recurrent neural networks to achieve fast
convergence [26, 27], tame chaotic activities [28] and avoid interference between consecutively loaded
patterns or tasks [29, 30].
We first tested the performance of OWM on the tasks of learning to classify handwritten digits
(MNIST dataset) sequentially. In several benchmark tasks, OWM exhibited either superior or equally
good performance in comparison with other methods for continual learning [30–33] (Tables S1, S2).
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Figure 1. Schematic diagram of OWM. (A) In the training process for a new task, the original weight
modification calculated by the standard backpropagation, ∆WBP, is projected to the subspace (dark
green surface) in which good performance for learned tasks has been achieved. As a result, the weight
modification actually implemented is ∆WOWM. This process ensures that the weights configuration
after learning the new task is still within the same subspace. (B)With OWM, the training process searches
for configurations that can accomplish Task 2 (the pale red area), within the subspace that enables the
network to accomplish Task 1 (the blue area). A successful search necessarily stops at a position inside
the overlapping subspace (the light green area). In comparison, the solution obtained by simple stochastic
gradient descent search (SGD) is more likely to end outside this overlapping area.
To examine whether OWM is scalable, i.e., whether it can be applied to learn more sophisticated tasks,
regarding both the complexity of the inputs and the number of different mappings, we tested the network’s
ability in learning to classify pictures of natural scenes (ImageNet dataset). For these tasks, pre-trained
feature extractors (Table 1) were used to analyze the raw images. The feature vectors were fed into an
OWM-trained classifier to learn the mapping between combinations of features and the label of individual
classes. With a sequential training paradigm, this process is analogous to humans’ learning to form new
concepts of objects in cognition, with fully developed feature extractors-sensory cortices. We observed
remarkable performance of the system in sequentially learning to classify up to 1000 individual categories,
with the final accuracy closely approaching the results obtained by training the system to classify all
categories concurrently (Table 1). These results suggest that, by using OWM, the performance of the
system in classification approached the limit set by the front-end feature extractor, with the liability caused
by sequential learning itself effectively mitigated.
Data Set Classes Feature Extractor
Concurrent Training
by SGD (%)
Sequential Training
by OWM (%)
Sequential Training
by SGD (%)
ImageNet 1000 ResNet152 78.31 75.24 4.27
CASIA-HWDB1.1 3755 ResNet18 97.46 93.46 35.86
Table 1. The performance of sequential learning achieved by OWM in comparison with traditional
concurrent training method in various datasets. ResNet was adopted from [34].
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Figure 2. Online learning with small sample size achieved by OWM in recognizing Chinese
characters. (A) Examples showing 10 characters with five samples for each. (B)Classification accuracy is
plotted as a function of the number of classes used for pre-training the feature extractor. The performance
was assessed based on classifying all characters (blue) or characters that were not included in the pre-
training (orange). (C) Classification accuracy is plotted as a function of the sample size used for sequential
training, obtained with feature extractors having different degrees of pre-training (color-coded).
To have a comparison to human’s ability in continuously forming new conceptual categories, we tested
the performance of OWM in learning handwritten Chinese characters sequentially. In total there are 3755
characters forming the level I vocabulary, which constitutes more than 99% of the usage frequency in
written Chinese literature [35] (see Fig. 2A for exemplars). We found that, combined with a pre-trained
feature extractor (Table 1), a classifier trained with OWM could learn to recognize all 3755 characters
sequentially, resulted in the final recognition accuracy of 93% across all classes (Table 1), which was very
close to human’s performance in recognizing handwritten Chinese characters (∼ 96%) [36]. Considering
the fact that humans learn those characters over years and that their learning necessarily contains revising,
these results suggest that our method endows neural networks with the human level ability in continuously
learning new mappings between sensory features and class labels.
In the results mentioned above, pre-trained feature extractors were used to provide the feature vectors for
the OWM-trained classifier. Next, we examined whether the classifier can learn categories that the feature
extractor has never seen before. The results shown in Fig. 2B indicate that the answer was affirmative. For
example, the feature extractor trained with randomly selected 500 characters (out of 3755, less than 15%
of categories) could already support the classifier to sequentially learn the remaining 3255 characters with
near 80% accuracy (the chance level is 1/3255), demonstrating that the network could sequentially learn
new categories it has never encountered. This would remove the usual distinction between the training and
testing phases for DNN, allowing the system’s capacity to keep increasing with more interactions with the
environments.
Another important question is how quickly the OWM-trained classifier can learn. In Fig. 2C, we showed
that it needed very small sample size to learn new mappings. For Chinese characters, a single sample for
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individual classes in sequential training could already increase the performance to be well above 50%
(chance level≤ 0.05%), and∼ 10 samples per class were enough to approach the learning plateau. These
results demonstrate an impressive speed of learning for the system, which would allow it to continuously
form new categories not from seeing a large number of training samples, but from just a few encounters
with the members of individual categories.
3 PFC-LIKE MODULE
Although a system that can learn many different mapping rules in an online, sequential manner and needs
only small sample size is highly desirable, such a system cannot accomplish context-dependent learning
by itself. To achieve that, the contextual information need to interact with the sensory information properly
to 1) change the representation of sensory information to allow different processing across contexts, but
2) not to distort the content of sensory information. To this end, here we adopted a solution inspired
by primate PFC. The PFC receives sensory inputs as well as the contextual information, which enables
it to choose the sensory features that are most relevant to the present task to guide action. To mimic
such an architecture, we added a module before the OWM-trained classifier, which was fed with both
sensory feature vectors and contextual information (Fig. 3A). Mathematically, this module serves the role
of rotating the sensory input space according to the contextual information (Fig. 3B, see Methods for
details), thereby changing the representation of sensory information without interfering with its content.
The rotation of the input space also makes it possible for OWM to be applied for identical sensory inputs
in different contexts. To demonstrate the effectiveness of this PFC-like module, we trained the system
to classify a set of faces according to 40 different attributes [37], i.e., to learn 40 different mappings
sequentially with the same sensory inputs. The contextual information was chosen randomly for individual
tasks to demonstrate that the system can work with arbitrary coding schemes for context. Fig. 3C shows
that the system sequentially learned all 40 different, yet context-specific mapping rules with a single
classifier, with the accuracy very close to that achieved by multi-task training, in which the network was
trained to classify all 40 attributes by using 40 separate classifiers (Fig. 3D). In addition, similar to the
results obtained in learning Chinese characters, the network exhibited an ability to learn context-dependent
processing quickly. With the simple task of classifying males from females, ∼20 faces were enough to
reach the learning plateau. Even for more difficult tasks such as classifying whether a face is attractive,
∼100 samples were enough to reach the plateau (Fig. 3E), indicating the ability to adapt quickly in highly
dynamic environments with regularities changing with the contexts.
4 DISCUSSIONS
If we view traditional DNNs as powerful sensory processing modules, the current approach could be
understood as adding an efficient cognitive module to the system. This architecture is inspired by the
primate brain. For example, the primate visual pathway is dedicated to analyzing raw visual images
and eventually to represent it with ∼ 100 features in higher visual areas such as the inferotemporal
cortex [38]. The outputs of this “feature extractor” are then sent to the PFC for object identification
and categorization [39–41]. The training of the feature extractor is difficult and time-consuming. In
humans, it takes years or even decades for higher visual cortices to be fully developed and to reach
peak performance [42]. However, with sufficiently developed visual cortices, humans can quickly learn
new category of visual object, often by seeing just a few positive examples [43]. By adding a cognitive
module to DNN-based feature extractors, here we found a qualitatively similar behavioral trend in neural
networks, suggesting that part of the mechanisms underlying fast concept forming in humans may be
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Figure 3. Achieving context-dependent sequential learning by OWM and a PFC-like module. (A)
Schematic diagram of the network architecture. In comparison to the primate brain, the feature extractor
plays the role similar to sensory cortices. It sends processed sensory information as inputs to the
“cognitive” module similar to the PFC. Besides the sensory inputs, the PFC also receives the contextual
information, which changes the representation of the sensory inputs. The weights transmitting the context-
modulated sensory information to the classifier, Wout, are trained by OWM. (B)Schematic diagram
showing the role of the PFC-like module as rotating the inputs in the feature space (see Methods for
details). (C) Performance of sequentially learning to classify faces by 40 different attributes, each
associated with a unique contextual signal, compared with the results obtained by multi-task training.
Tasks are sorted by the test accuracy. Insets: examples of input faces. (D) Schematic diagrams showing the
network architecture for multi-task (left) and sequential (right) training. C, classifier. To achieve context-
dependent processing, in multi-task training a switch module and n classifiers are needed, where n is the
number of different attributes. (E) Classification accuracies for a relatively easy task (gender, blue curve)
and five more difficult, sequentially learned tasks (Attractiveness, etc.; orange curve; mean results across
all five tasks are shown) are plotted as a function of the training sample size. The tasks and corresponding
performance obtained by training on the full dataset are marked with arrows in (C).
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understood from a connectionist perspective. In addition to the role of supporting fast concept learning,
another function of the PFC is to represent the contextual information in the form of working memory
[10], which guides the selection of the sensory features that are most relevant for the current task [6].
Such an architecture gives rise to the flexibility exhibited in primates’ behavior and we demonstrated
here that it can do the same for artificial neural networks. Interestingly, we found that in the PFC-like
module in the network, the neuronal responses showed mixed selectivity to sensory features, contexts,
as well as their combinations (Fig. S2), similar to what has been found for real PFC neurons [44]. It
would be informative to see whether the rotation of input space adopted in our PFC-like module captures
the operation carried out in the real PFC. For tasks similar to the face classification tested above, one
possible solution to achieve context-dependent processing is to adding additional classifier outputs for
each new task/context. However, this approach only works if there is no hidden layer between the feature
extractor and the final output layer. Otherwise the shared weights between different classifier outputs will
suffer from catastrophic forgetting in continuous learning, especially if the inputs are the same for all
contexts. More importantly, adding additional classifier outputs (and all related weights) for each new
task/context would lead to increasingly complex and bulky systems. Due to the fact that the total number
of possible context could be arbitrarily large, such a solution is clearly not scalable. Finally, for artificial
intelligence systems, the importance of the PFC-module would depend on applications. In a scenario that
a compact system need to sequentially learn numerous contexts, similar to a human individual needing to
do in his/her lifetime, the ability enabled by the PFC-module to reuse the feature representation and the
classifier would be of paramount importance.
As the present results demonstrated, an efficient and scalable algorithm of continual learning is crucial
to make the added cognitive module versatile and, at the same time, compact. In continual learning, to
preserve previously acquired knowledge while leaving enough space for subsequent learning is obviously
the key [45]. In the brain, it has been reported that separation of synapses utilized for different tasks
are essential for sequential learning [46], which inspired the algorithms to protect the important weights
involved in previously learned tasks while training the network for new ones [31, 33]. However, these
“frozen” weights necessarily reduce the degree of freedom of the system, i.e., decreasing the volume of
parameter space to search for a configuration that can satisfy both the old and new tasks. We showed
here that the OWM is a promising solution for such a problem. By allowing those “frozen” weights to be
adjustable again without erasing acquired knowledge, OWM exhibited clear advantages in performance.
It awaits further studies to investigate whether algorithms similar to OWM is implemented in the brain.
It was recently suggested that a variant of the back-propagation algorithm named “conceptor-aided back-
prop” (CAB) can be used for continual learning by shielding gradients against degradation of previously
learned tasks [30]. By providing more effective shield of gradients through constructing an orthogonal
projector, OWM achieved much better protection to previously acquired knowledge, yielding highly
competitive results in empirical tests compared to CAB (see supplementary text and Figs. S3, S4, S5
for details). OWM and other methods for continual learning mentioned above belong to the category of
regularization approach [45]. Similar to other methods within this category, there is a tradeoff between the
performance of the old and new tasks for OWM, due to limited sources to consolidate the knowledge of
previous tasks. In contrast to the regularization approach, the other type of methods for continual learning
involves dynamically introducing extra neurons or layers along the learning process [47], which would
be helpful to mitigate the tradeoff described above [45]. However, the regularization approach needs no
extra resources to accommodate newly acquired knowledge during the training and, therefore, is capable
of producing compact yet versatile systems.
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Another class of biologically inspired approach for continual learning is based on the complementary
learning systems (CLS) theory [48, 49]. Such systems involve the interplay between two sub-systems
similar to the mammalian hippocampus and neocortex, respectively, i.e., the task-solving network
(neocortex) is accompanied by a generative network (hippocampus) to keep the memories of previous
tasks [50]. Often with the aid of Learning without Forgetting (LwF) method [51], data for the old tasks
sampled by the generative module are interleaved with the ones for the current task to train the neural
network in order to avoid the catastrophic forgetting problem. However, here we used a completely
different approach for continual learning, i.e., separating the training of different tasks by OWM. As a
result, the PFC-like module is mainly introduced to achieve context dependent processing, and is not
critical for the continual learning in our approach, except that it introduces larger capacity for the network
as a whole to learn different tasks. However, the framework of CLS might also be instrumental for further
development of our approach. Currently the rotation of the feature space occurring in the PFC-like module
is carried out in a fixed and arbitrary manner. It is conceivable that an encoder network can be introduced
to map the contextual cues, e.g., different environments, to corresponding rotation signals. This way,
the encoder can be taught to recognize and classify more complex contexts. Actually, we think such a
flexible module for processing contextual signals would be analogous to the hippocampus in the brain, as
the real hippocampus is indeed related to the classification of different environmental cues through the
processes of pattern separation and pattern completion [49]. Thus, it awaits future studies to investigate if
the framework similar to CLS can be used for achieving flexible and more sophisticated context dependent
processing.
Taken together, we demonstrated that it is possible to teach a highly compact network many context-
dependent mappings sequentially. Although we demonstrated its effectiveness here with the supervised
learning paradigm, it has the potential to be applied to other training frameworks. Another method for
overcoming catastrophic forgetting that belongs to the regularization approach, i.e., the EWC, has been
successfully implemented in reinforcement learning [31]. As the EWC can be viewed as a special case
of OWM in some circumstances (see supplementary text for details), it suggests that similar procedure
could be extended for using OWM and PFC-like module in unsupervised conditions, thereby enabling
networks to learn different mapping rules for different contexts. We expect such an approach, combined
with effective methods of knowledge transfer, e.g., [52–55], may eventually lead to systems that have
more flexibility and can learn to work in complex and dynamically changing situations.
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METHODS
Orthogonal Weights Modification (OWM). Consider a feed-forward network of L + 1 layers, indexed
by l = 0, 1, · · · , L with l = 0 and l = L being the input and output layer, respectively. All hidden layers
share the same activation function g(•). Wl represents the connections between the (l − 1)th and the
lth layer withWl ∈ R
s×m. xl and yl denote the output and input of the lth layer, respectively, where
xl = g(yl) and yl =W
T
l xl−1. xl−1 ∈ R
s and yl ∈ R
m.
In OWM, the orthogonal projector Pl defined on the input space of layer l for learned tasks is the key
to overcome catastrophic interference in sequential learning. In general, the projector can be defined as
Pl = Il − Al(A
T
l Al + αIl)
−1ATl [24, 25]. Matrix Al consists of all trained input vectors spanning
the input space of previous tasks for the lth layer as its columns, i.e., Al = [xl(1), · · · ,xl(n)]. αIl is a
unit matrix multiplying with a relatively small constant α for avoiding the ill-conditioning problem in the
matrix-inverse operation. In practice, Pl can be recursively updated for each task by using the method
equivalent to calculate the correlation-inverse matrixP(RLS) = (
∑n
i=1x(i)x
T (i)+αI)−1 in the recursive
least square (RLS) algorithm [24, 26, 27]. This method allows Pl to be determined based on the current
inputs and the Pl for the last task. It also avoids the matrix-inverse operation in the original definition of
Pl.
Below we provide the detailed procedure for the implementation of OWM method.
• a. Initialization of parameters: randomly initializeWl(0) and set Pl(0) = Il/α for l = 1, · · · , L.
• b. Forward propagate the inputs of the ith batch in the jth task, then back propagate the errors and
calculate weight modifications∆WBPl (i, j) forWl(i− 1, j) by the standard BP method.
• c. Update the weight matrix in each layer by
Wl(i, j) =Wl(i− 1, j) + κ(i, j)∆W
BP
l (i, j) if j = 1
Wl(i, j) =Wl(i− 1, j) + κ(i, j)Pl(j − 1)∆W
BP
l (i, j) if j = 2, 3, · · ·
(1)
where κ(i, j) is the predefined learning rate.
• d. Repeat steps from (b) to (c) for the next batch.
• e. If the jth task is accomplished, forward propagate the mean of the inputs for each batch (i =
1, · · · , nj) in the j
th task successively. In the end, update Pl for Wl as Pl(j) = Pl(nj , j), where
Pl(j) = Pl(nj , j) can be calculated iteratively according to:
Pl(i, j) = Pl(i− 1, j)− kl(i, j)x¯l−1(i, j)
T
Pl(i− 1, j)
kl(i, j) = Pl(i− 1, j)x¯l−1(i, j)/[1 + x¯l−1(i, j)
T
Pl(i− 1, j)x¯l−1(i, j)]
(2)
in which x¯l−1(i) is the output of the l−1
th layer in response to the mean of the inputs in the ith batch
of thejth task, and Pl(0, j) = Pl(j − 1).
• f. Repeat steps from (b) to (e) for the next task.
We note that the algorithm achieved the same performance if the orthogonal projector Pl was updated
for each batch according to Eq.2. This method can be understood as treating each batch as a different task.
It avoids the extra storage space as well as data-reloading in (d) and, therefore, significantly accelerates the
processing. In this case, if the learning rate is set to κ(i) = 1/[1+x¯l−1(i)
T
Pl(i−1)x¯l−1(i)], the procedure
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is equivalent to use RLS to train neural networks under the name of Enhanced Back Propagation (EBP),
which was proposed to increase the speed of convergence in training [27]. Therefore, our algorithm has
the same computational complexity as EBP- O(NnN
2
w), where Nn is the total number of neurons and Nw
is the number of input weights per neuron [27].
For interested readers, below we illustrate how the projector we constructed in OWM is equivalent to
the P(RLS) = (
∑n
i=1x(i)x
T (i) + αI)−1 used in RLS, in the case that
∑n
i=1x(i)x
T (i) + αI is invertible.
P(RLS) = (
∑n
i=1x(i)x
T (i) + αI)−1 is the inversion of correlation matrix Φ of the input signals, i.e.,
PRLS(n) = Φ−1(n) , where
Φ(n) =
n∑
i=1
λ−1x(i)x(i)T + αλnI (3)
Assume λ = 1 and let A(n) = [x(1),x(2), · · · ,x(n)], where x(i) is a vector recording the ith input, Φ
can also be written as
Φ(n) = A(n)AT (n) + αI (4)
According to Woodbury matrix identity
PRLS(n) = α−1I− α−1A(I+ α−1ATA)
−1
ATα−1
= α−1[I−A(αI+ATA)
−1
AT ]
(5)
Clearly, the projector we constructed in OWM, Pl, is equivalent to P
RLS if Pl is defined on the input
space.
In addition, we provide an analysis regarding the capacity of OWM, i.e., howmany different tasks can be
learned by using the method. The capacity of one layer of network can be measured by the rank ofP(owm).
We define thatP
(owm)
i is the orthogonal projector calculated after the task i, and∆P
(owm)
i+1 is the update in
the next task satisfying P
(owm)
i+1 = P
(owm)
i −∆P
(owm)
i+1 . Since range(P
(owm)
i ) ∩ range(∆P
(owm)
i+1 ) = ∅,
rank(P
(owm)
i+1 ) = rank(P
(owm)
i )− rank(∆P
(owm)
i+1 ). When α = 0, the capacity is directly related to the
rank of the matrix Al, which is consisted of the input vector x of all learned tasks as its columns. As the
continual learning process goes on, rank(Al) will reach its limits—the row rank of Al, indicating that
this particular layer runs out the capacity to learn new tasks. The capacity of the whole networks can be
roughly approximated by the summation of capacity of each layer
∑L
l=1 rank(Al). If the capacity limit
of the entire network is finally approached, two solutions can be considered: 1) to introduce a larger α or
the forgetting factor as used in RLS [24] and online EWC [55]; 2) to add more layer(s), e.g., the PFC-like
module (see below for details), to provide more space to preserve previously learned knowledge.
The role of the PFC-like module in context-dependent processing. In context-dependent learning, in
order to change the representation of the sensory inputs without distorting the information contents in
different contexts, we added one layer of neurons after the input layer (cf. Fig. 3A), which was inspired
by the function and structure of primate PFC. Below we describe, from a mathematic point of view, how
this PFC-like layer works, using the face classification task as an example.
In this task, the PFC-like layer was fed with feature vectors for different faces,F = [f1f2 · · · , fk]
T ∈ Rk,
modulated by contextual signals, C = [c1, c2, ..., cm]
T ∈ Rm, and then generated the outputs Yout =
[y1, y2, ..., ym]
T ∈ Rm for further processing. The input weight matrixWin = [win1 ,w
in
2 , ..,w
in
m] ∈ R
k×m
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for the PFC-like layer was randomly initialized and fixed across all contexts. Each column ofWin was
normalized with
∥∥wini ∥∥ = 1, i = 1, 2, ...,m. The output weight matrixWout = [w1, w2, ..., wm]T ∈ Rm
was trained by the OWMmethod. Let neti (cf. Fig.3A) represents the input of the i th neuron in this layer,
i.e., neti =
(
wini
)T
F=
∑k
j=1 fjw
in
ji , and yi indicates the corresponding output, then yi = ci g(neti) with
g = max(0, x). Different vectors C, representing contextual information, were generated randomly from
the uniform distribution within (0,1) for each task. The function of this PFC-analogous layer can then be
summarized as
Yout = g
((
Win
)T
F
)
⊙C
= g
([
win1 w
in
2 · · · w
in
m
]T
F
)
⊙C
= g
([
c1 ‖F‖
∥∥win1 ∥∥ cosθ1, c2 ‖F‖ ∥∥win2 ∥∥ cosθ2, · · · , cm ‖F‖ ∥∥winm∥∥ cosθm]T)
= g
([
c1
∥∥win1 ∥∥ cosθ1, c2 ∥∥win2 ∥∥ cosθ2, · · · , cm ∥∥winm∥∥ cosθm]T) ‖F‖
= g
([
c1cosθ1, c2cosθ2, · · · , cmcosθm
]T)
‖F‖
(6)
where ⊙ represents element-wise multiplication and θi is the angle between w
in
i and F. Note that for any
υ ≥ 0, g(υx) = max(0, υx) = υmax(0, x) = υ g(x).
For individual faces, given the same feature vector F and fixedWin, cos θi and F are constants. Thus,
the output Yout is affected by the contextual input C, which is different across tasks. If we normalize C
by
√∑m
i=1 (ci g (cosθi))
2
, it is apparent from Eq.6 that the PFC-like layer “rotates” the input vector in the
feature space, as illustrated in Fig. 3B. That explains why this added layer can change the representation of
sensory inputs while keeping the information contents unchanged. Importantly, it also enables the system
to sequentially learn different tasks with OWM for identical inputs.
Datasets. The MNIST [56] database contains handwritten digits from 0 to 9 collected by the National
Institute of Standards and Technology (NIST). MNIST has a training set of 60,000 samples and a test set
of 10000 samples. Each sample is a grey scale picture, with the size of 28×28.
The ILSVR2012 [57] is a subset of the ImageNet, which is the world’s largest image recognition
database [58]. There are in total 1,000 categories of images to be classified. The training dataset contains
1.2 million images. The validation dataset contains 50,000 images belonging to the same 1000 categories.
The classification accuracies for this task was calculated based on the validation set.
The offline Chinese handwriting database CASIA-HWDB [59] were collected by the National
Laboratory of Pattern Recognition (NLPR), Institute of Automation, Chinese Academy of Sciences.
The dataset consists of isolated handwritten Chinese characters. Here we used one subset of CASIA-
HWDB1.1, which has more than one million samples written by 300 writers. It contains 3755 commonly
used Chinese characters. Each class has 240 training images and 60 testing images.
Large-scale CelebFaces Attributes (CelebA) [37] contains 202599 celebrity face images of 10177
identities, covering a wide range of attitude and background clutter. Each of the images has 40 binary
attributes annotated (see Fig.3C or Table S3 for all attributes).
Shuffled MNIST Experiment. Shuffled MNIST experiment [23, 30–33] usually consists a number of
sequential tasks. All tasks are classifying handwritten digit from 0 to 9. However, for each new task, the
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pixels in the image are randomly shuffled, with the same randomization across all digits in the same task
and different randomization across tasks. For this experiment, we trained 3- or 4- layer, feed-forward
networks with [784,800,10] (3-layer) or [784-800/2000-800/2000-10] (4-layer) neurons (see Table S1 for
details) to minimize cross entropy loss by OWMmethod. Rectified Linear Unit (ReLU) activation function
[60] was used in the hidden layer.
Table S1 shows the performance of OWM method for the shuffled MNIST tasks in comparison with
other continual learning algorithms. The accuracy of OWM method was measured by repeating the
experiments for 10 times. The results for other algorithms are adopted from corresponding publications.
The size of the network, regarding the number of layers and number of neurons in each layer, was chosen
to be the same as in previous publications for a fair comparison.
Two sided t test was used to compare the performance between OWM and other continual learning
methods for both the Shuffled and Disjoint (see below) MNIST Experiments. t values were calculated
according to the mean and standard deviations across ten experiments. The mean and standard deviations
for method other than OWM were adopted from corresponding publications. The significant level was
chosen as p < 0.01. The results are shown in Table S1.
Disjoint MNIST Experiment. In the disjoint MNIST experiment [61], the original MNIST data set was
divided into two parts: The first part contained the digits from 0 to 4 and the second part consisted of the
remaining digits from 5 to 9. Correspondingly, the first task of the network was to recognize digits among
0, 1, 2, 3 and 4 and the second task was to recognize digits among 5, 6, 7, 8 and 9. Again, to facilitate
comparison, the network size and architecture was chosen to be the same as in previous work [61]. The
performance was calculated based on ten repeated experiments and was shown in Table S2.
Sequential learning of classification tasks with ImageNet and Chinese characters. The classification
tasks with ImageNet and Chinese handwritten characters are more challenging due to the complex
structure in each image and more classes to “memorize” in a sequential learning task. For these tasks,
we first trained a DNN as the feature extractor on the whole or partial data set to extract features of each
image. Then, the extracted feature vectors were fed into a 2-layer classifier with [Dimension of Feature,
Number of Classes] neurons. The classifier was trained to recognize each of the classes sequentially by
OWM method. The results are shown in Table 1 in the main text. We note that in these experiments, as
well as in other tests mentioned in the above sections, no negative samples were used for training the
network to recognize a new class. In other words, only the positive samples of a particular class were
presented to the network during the training.
Context-dependent Face Recognition with CelebA. In this experiment, we first trained a feature
extractor with the architecture of ResNet50 [34] on the whole training data set, using conventional multi-
task training procedure. Then, the outputs of the feature extractor were fed into the PFC-analogous layer,
which also received the contextual information C (cf. Fig. 3A in the main text). The size of the PFC-
analogous layer was [2048-5000-1]. As explained above, the function of this PFC-like layer is to rotate
the feature space. In principle, these rotated feature vectors can be further processed by downstream
networks. For the face classification task examined in the present study, they were directly fed into the
classifier by weightsWout, which were subjected to OWM during sequential learning. Specifically, the
output of networks in this task was determined as:
YLable =
(
Wout
)T
Yout =
∥∥Wout∥∥ ‖F‖ cosφ , φ = arccos
(∑n
j=0wjcj g(cosθj)
‖Wout‖
)
(7)
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(see the 2nd section in Methods for the definition of symbols). When the training for all contexts was
completed, Woutwas fixed. Therefore, for the same face, the changes in YLable was due to different
cosφ, which in turn was determined by the contextual input C. Before training, all weights and bias were
randomly initialized. Weights in the output layer were modified by the OWMmethod. The detailed results
of classifying individual attributes are listed in Table S3.
Network parameters. Weights in layers of the classification module were initialized by the method
suggested previously [62] except that the output layer were all initialized to be zero. The bias of each
layer were randomly initialized according to a uniform distribution within (0, 0.1). Rectified Linear
Unit (ReLU) neurons were applied to every hidden layer in all experiments. The momentum in all
optimization algorithms was chosen to be 0.9. The details of hyperparameters used for feature extractors
are shown in Table S4. Early stopping was used for training both the feature extractors and classifiers.
The hyperparameters for OWM method are shown in Table S5. For tasks with MNIST and CelebA,
the classifier was trained to minimize cross entropy loss, while for tasks with ImageNet and Chinese
characters, the classifier was trained by to minimize mean squared loss.
Mixed Selectivity analysis. In the experiments of classifying different facial attributes, responses of
neurons in the PFC-analogous layer were analyzed to examine if they exhibited mixed selectivity similar
to that of real PFC neurons. To this end, we chose two attributes-Attractiveness (Task 1) and Smile (Task
2). Both of them has about 50% positive and negative samples in the whole data set, and the correlation
between these two attributes was low. The responses of each neuron in the PFC-analogous layer to
different inputs as well as context signals were analyzed. There were in total 19962 test pictures, of
which about 90% are correctly classified after training for both tasks. The threshold of excitation for each
neuron was chosen as the average activity level across all neurons during the processing of all correctly-
classified pictures. In Fig.S2 we show the selectivity of three exemplar neurons. According to the criteria
usually used in electrophysiological experiments, these three neurons belonged to different categories,
such as task-sensitive (Neuron 1), attribute-sensitive (Neuron 2). Importantly, Neuron 3 exhibited complex
selectivity towards combinations of task and sensory attributes, as well as combinations between different
attributes. Such mixed selectivity was commonly reported for real PFC neurons [63].
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