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Résumé
Un germe Z de champ de vecteurs holomorphe à l’origine de C2 opère par dérivation sur les
germes de fonctions holomorphes. Nous nous intéressons au cas où Z présente une singularité
isolée de type nœud-col à l’origine (une et une seule valeur propre non nulle). Nous résolvons
sectoriellement l’équation homologique Z · F = G en intégrant la fonction G le long de chemins
tangents aux trajectoires complexes de Z depuis la singularité. Nous localisons ainsi les obstructions
à résoudre cette équation au voisinage de l’origine dans les périodes de G le long de cycles
asymptotiques. Ces obstructions géométriques sont explicitées à la fin de l’article à partir des
coefficients de Taylor de G dans le cas des nœud-cols admettant une intégrale première liouvillienne
et apparaissent comme une généralisation aux feuilletages de la transformée de Borel. En particulier,
nous retrouvons presque sans calcul les obstructions précédemment obtenues par P.M. Elizarov dans
le cas des modèles de Poincaré–Dulac. Cette approche singulière de la méthode des caractéristiques
nous permettra, dans un article ultérieur, de déduire la classification analytique des germes de champs
de vecteurs avec singularité de type nœud-col.
 2004 Elsevier SAS. Tous droits réservés.
Abstract
Let a germ of holomorphic vector field Z be given and assume that (0,0) ∈ C2 is an isolated
degenerate-resonnant singular point forZ (one and only one non-zero eigenvalue). Such a vector field
acts as a derivative over the space of holomorphic germs at the origin of the complex plane. We obtain
the solutions of the homological equation Z · F =G by integrating G along some asymptotic paths
tangent to the complex trajectories of Z and ending at the singularity; this locate the obstructions
to solve such an equation in the period of G along asymptotic cycles. The Borel transform is thus
extended to the foliated setting and this geometrical approach helps us in the study of the conjugacy
problem. For instance we find without expense of computation the obstructions obtained previously
by P.M. Elizarov for the Poincaré–Dulac models. This approach of the caracteristics method in the
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168 L. Teyssier / Bull. Sci. math. 128 (2004) 167–187singular setting will lead us, in a further print, to describe the analytical classification of germs of
degenerate-resonnant vector fields.
 2004 Elsevier SAS. Tous droits réservés.
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1. Introduction et présentation des résultats
Donnons-nous un champ de vecteurs Z(x, y) = A(x,y) ∂
∂x
+ B(x, y) ∂
∂y
où A,B ∈
C {x, y} sont des germes de fonctions holomorphes en l’origine du plan complexe. Nous
supposons que l’origine de C2 est une singularité isolée de type nœud-col (ou encore
résonnante dégénérée) pour ce champ, c’est-à-dire qu’il s’y annule et que sa partie linéaire
en ce point possède exactement une valeur propre non nulle λ. Par conséquent il s’écrit
dans de bonnes coordonnées linéaires :
Z(x, y)= λy ∂
∂y
+ · · · (1.1)
où les “. . .” représentent des termes d’ordre supérieur strict à 1, avec λ = 0.
Ce champ de vecteurs opère par dérivation sur l’algèbre C {x, y} ; nous cherchons à
caractériser l’image de cet opérateur. Il s’agit de trouver l’espace vectoriel des germes de
fonctions holomorphes en l’origineG telles qu’il existe F ∈C {x, y} solution de l’équation
homologique :





Soit τZ une forme différentielle méromorphe telle que τZ(Z) = 1 ; par exemple τZ =
dx
A(x,y)
. Lorsque l’équation précédente admet une solution holomorpheF , pour tout chemin
γ tangent à Z (c’est-à-dire contenu dans une courbe intégrale de Z) et reliant le point p0





Ainsi, une condition nécessaire à l’existence de F est la nullité, sur tout cycle γ tangent à
Z (soit p0 = p1), de l’intégrale
∫
γ G · τZ – cette quantité étant appelée période de G sur
le cycle γ . Cependant cette condition est insuffisante si l’on se contente d’intégrer sur les
cycles contenus dans les trajectoires de Z : en général ces trajectoires sont simplement
connexes, mais l’image de Z en tant que dérivation est de codimension infinie, nous
allons le voir. Comme dans le cas des selles résonnantes, précédemment étudiées (dans
un langage un peu différent) par M. Berthier et F. Loray [4], nous allons montrer qu’il
existe un germe de solution holomorphe F si et seulement si les périodes de G sur les
“cycles asymptotiques” sont nulles ; expliquons celà. Toute trajectoire accumule l’origine ;
ainsi, quand elle existe, nous pouvons reconstruire la solution F en intégrant le long d’un
chemin tangent γp reliant le point p à la singularité (0,0) :
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∫
γp
G · τZ. (1.2)
Un tel chemin sera qualifié de chemin asymptotique ; ce sera la donnée (γ, I) d’un
intervalle non borné I ⊂ R et d’une application différentiable γ : I → V tangente à Z,
tendant vers la singularité dans les parties non bornées de I . Un tel chemin défini sur R
sera appelé un cycle asymptotique. Nous pouvons maintenant formuler le résultat principal
de notre étude :
Théorème 1.1 (Résolution géométrique de l’équation homologique). Soit Z un champ
de vecteurs holomorphe sur un voisinage V de (0,0) ayant une singularité isolée de type
nœud-col en ce point.
(1) Quitte à diminuer V , tout point p ∈ V peut être relié à la singularité par un chemin
asymptotique γp = (γ,R−).
(2) Soit G une fonction holmorphe sur V . L’équation homologique Z · F = G admet
une solution formelle F ∈C[[x, y]] si et seulement si l’intégrale ∫γp G · τZ est convergente
pour tout chemin asymptotique γp reliant un point p ∈ V à la singularité. De plus, la
solution formelle est unique à constante additive près.
(3) Sous ces conditions, la solution F donnée par (2) est convergente si et seulement si
la période de G sur tout cycle asymptotique est nulle. Dans ce cas, la solution géométrique
qu’elle définit au voisinage de (0,0) est donnée par la formule (1.2).
La formule employée ici pour trouver une solution analytique sectorielle (1.2) de
l’équation homologique peut être considérée comme une extension à deux variables de
la transformée de Borel–Laplace donnant la resommée d’une série formelle solution d’un
système dynamique. Elle est cependant de nature essentiellement géométrique, ce qui la
distingue de l’approche formelle utilisée par P.M. Elizarov dans [8], qui ne lui permet de
traiter que le cas de neoud-cols possédant une intégrale première très particulière. Les
résulats que l’on obtient pour les nœud-cols complètent les obstructions géométriques
dégagées par M. Berthier et F. Loray [4] dans le cas non dégénéré en présence de
résonnances, M. Berthier et D. Cerveau [2] pour les singularités dégénérées possédant une
intégrale première “logarithmique” en l’absences de petits diviseurs, puis plus récemment
par Christopher, P. Mardešic´ et C. Rousseau [7] pour les singularités sujettes aux petits
diviseurs. Ces approches généralisent au contexte singulier la méthode des caractéristiques
décrite par V.-I. Arnold dans [1].
L’importance de l’équation homologique se révèle lorsque l’on étudie l’action des
changements de variables sur les champs de vecteurs comme nous allons l’expliquer
maintenant.
Définition 1.2. (1) Deux champs de vecteurs Z et Z˜ seront dit analytiquement (resp.
formellement) conjugués s’il existe un changement de variable analytique (resp. dont les
composantes sont des séries formelles) Ψ = (ψx,ψy) tel que :
Ψ ∗Z =DΨ−1(Z(ψx,ψy))= Z˜.
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droite et cols à gauche.
(2) Si Ψ ∗Z =UZ˜ pour une unité analytique (resp. formelle) U , on dira que Z et Z˜ sont
analytiquement (resp. formellement) équivalents (ou encore orbitalement équivalents) ;
une unité est une série dont le terme constant est non nul. En particulier, si les objets
mis en jeux sont holomorphes, ceci revient à dire que les courbes intégrales de Ψ ∗Z et Z˜
définissent le même feuilletage holomorphe singulier.
La classification orbitale des germes de champs de vecteurs de type nœud-col est bien
connue. Dans le cas formel elle est dûe à H. Dulac et H. Poincaré (cités dans [12]) ; une
famille complète et non redondante de formes normales d’équivalence formelle est par
exemple donnée par :




où (k,µ) ∈N∗ ×C.
En d’autres termes, tout champ Z est formellement équivalent à un et un seul des
champs Xk,µ. La classification orbitale analytique a été faite par J. Martinet et J.-P. Ramis
dans [12] et met en évidence (par des arguments cohomologiques) un espace de modules
de dimension infinie. Cependant il est très difficile de trouver des exemples explicites
de champs formellement mais non analytiquement équivalents. Dès lors l’équation
homologique se révèle être un outil efficace.
Considérons une déformation Zt = Z0 + ∑n>0 tnYn de Z = Z0. Une première
obstruction à mettre en équivalence tous les champs Zt à Z0 est donnée au premier ordre
par l’obstruction à résoudre l’équation homologique plus générale {Z,X} = Y1 (ici Z agit
par crochet de Lie sur les champs de vecteurs X). Lorsque Y1 est de la forme Y1 =GY où
{Z,Y } = 0 alors cette équation se ramène à celle plus simple Z · F = G étudiée ici. De
cette manière, P.M. Elizarov dérive dans [8] de nombreux exemples explicites de champs
de vecteurs de type nœud-col qui sont formellement mais non analytiquement équivalents.
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exemples de champs holomorphiquement équivalents mais non (holomorphiquement ou
formellement) conjugués.
Nous verrons, lors de la résolution formelle de l’équation homologique (section 2.1),
que l’image de C[[x, y]] par Z est de codimension k + 1 dans C[[x, y]]. Ceci nous
permet de trouver des formes normales de conjugaison formelle pour les champs de
vecteurs nœud-cols, différentes de celles obtenues par A.D. Bruno dans [6]. Le procédé
que nous présentons ici semble plus naturel et peut s’adapter en particulier au cas des
champs de vecteurs nilpotents. Celà permet, en s’inspirant des techniques de F. Loray
pour l’équivalence formelle des singularités cuspidales [11], d’en dériver aussi des formes
normales de conjugaison formelle.
Théorème 1.3 (Classification formelle, voir aussi [6]).
(1) Soit Z un champ de vecteurs de type nœud-col. Il existe (k,µ) ∈ N∗ × C unique
et un polynôme P ∈ Ck[x] (de degré au plus k) vérifiant P(0) = λ de sorte que Z soit
formellement conjugué à :









(2) Deux tels champs ZP et ZQ sont formellement conjugués si et seulement si il existe
α une racine kieme de l’unité vérifiant P(x)=Q(αx).
Remarque. (1) Un résultat identique est valable pour les singularités résonnantes non
dégénérées (et non linéarisables) de rapport − q
p
∈ Q∗− en remplaçant dans P la variable
x par la “variable” résonnante u = xpyq et le champ xk+1 ∂
∂x







. La démarche est alors la même que celle présentée
en section 2. Des formes normales équivalentes sont aussi données par A.A. Grintchy et
S.M. Voronin dans [9] pour le cas générique k = 1.
(2) Ces formes normales se lisent dans la forme pré-normale formelle UXk,µ à laquelle
on a conjugué Z :
U(x,y)= P(x)+ xk+1A(x)+ yB(x, y).
Le théorème 1.1 nous permettra de déduire aussi, mais avec un peu plus de travail, la
classification analytique des champs de type nœud-col dans un article ultérieur, adaptant
l’étude de A.A. Grintchy et de S.M. Voronin [9] faite pour les selles resonnantes.
Dans [5], M. Berthier et F. Touzet ont caractérisé tous les nœud-cols admettant une
intégrale première dans la classe Liouville. En présence d’une telle intégrale première, il
est possible de paramétrer explicitement les cycles asymptotiques et par suite expliciter les
obstructions à résoudre l’équation homologique Z · F =G sur les coefficients de Taylor
de G. En appliquant ceci en particulier aux modèles de Poincaré–Dulac Z = Xk,µ on
retrouve immédiatement les formules de P.M. Elizarov, obtenues par un calcul formel
fastidieux dans [8].
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théorème 1.3 se basant sur la résolution formelle de l’équation homologique : c’est la
section 2. Dans la suite, nous nous consacrons en section 3 au résultat principal de
notre étude, à savoir la résolution analytique de l’équation homologique donné par le
théorème 1.1. Nous localisons les cycles asymptotiques dans les intersections des 2k
secteurs donnés par le théorème de M. Hukuhara, T. Kimura et T. Matuda [10]. Sur ces
secteurs les “resommées” de la solution formelle données par (1.2) sont holomorphes.
En section 4 nous calculons explicitement les obstructions géométriques dans le cas du
modèle formel Xk,µ et donnons une formule similaire pour les champs intégrables au sens
de Liouville.
2. Résolution formelle et formes normales formelles
Un résultat de H. Dulac et H. Poincaré [12] nous dit qu’il existe un changement de
variables formel Ψ et une unité formelle U tels que :
Ψ ∗Z = UXk,µ
avec :




et U(0,0)= λ. Nous supposerons que le champ Z est déjà sous cette forme UXk,µ. Le but
de la section est de démontrer le théorème 1.3, c’est-à-dire de montrer que l’on peut, par
un nouveau changement de variables essentiellement unique, écrire Z sous une des formes
normales de conjugaison formelle suivantes :
ZP = PXk,µ, P ∈Ck[x]
avec P(0)= λ = 0.
2.1. Équation homologique
Nous allons montrer que l’image deZ en tant qu’opérateur de dérivation agissant sur les
séries formellesC[[x, y]] est de codimension k. Comme cette dimension ne dépend pas des
coordonnées formelles choisies, nous allons effectuer la résolution formelle de l’équation
homologique dans le cas des formes pré-normales formelles dont l’image est très simple à
décrire.
Proposition 2.1. Considérons Z =UXk,µ et une série formelle G ∈C[[x, y]]. L’équation
homologique Z · F = G admet une solution sous forme d’une série formelle F si et
seulement si gm,0 = 0 pour m k. Cette éventuelle solution est unique à l’addition d’un
scalaire près.
Démonstration. Dans un premier temps, si le résultat est vrai pour la forme normaleXk,µ,
alors il reste vrai pour Z puisque d’une part Z · F = G si et seulement si Xk,µ · F = GU ,
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U
contient des termes non nuls en 1, x, . . . , xk si et seulement si il en est de
même de G comme le montre un calcul simple.
Résolvons maintenant l’équation Xk,µ · F =G, en écrivant F =∑n,m0 fm,nxmyn et
G=∑gm,nxmyn. L’équation homologiqueXk,µ ·F =G devient, en identifiant les termes
en yn :








donc G ne peut pas posséder de termes en xm pour m ∈ {0 . . .k}. Cette obstruction levée,




existe et il n’y a de liberté que dans le terme constant de F jusqu’à présent.










qui découle sur une récurrence linéaire d’ordre k inversible ayant des conditions initiales
uniquement déterminées par gm,n = nfm,n pour m< k. Ainsi la “ligne” yn∑fm,nxm est
uniquement déterminée. ✷
2.2. Réduction formelle
Nous allons montrer le théorème 1.3. Donnons-nous un champ de vecteurs Z singulier
en (0,0). Le flot φtZ de Z au temps t ∈C :
φtZ(x, y)= (etZ · Id)(x, y) (2.1)
est une série formelle en (x, y) dont les coeficients sont des fonctions entières de t . Lorsque
l’on remplace t par une série formelle F(x, y) on obtient un changement de variables
formel Ψ = φFZ qui est une équivalence entre Z et lui-même. Cette coordonnée formelle
nous permet de jouer sur les multiples WZ de Z et via l’équation homologique de les
synthétiser. C’est ce qu’exprime la proposition suivante :
Proposition 2.2. Soit Z un champ de vecteurs singulier en (0,0) et donnons-nous une
série formelle F . L’objet Ψ = φFZ est un changement de variables formel qui vérifie :
Ψ ∗Z = 1
1+Z · F Z.
Démonstration. On montre sans problème que Ψ est un changement de variables formel ;
dans ce cas Ψ est clairement une équivalence entre Z et lui -même : Ψ ∗Z =WZ pour une
certaine unité W . L’équation de conjugaison devient :
Z ◦Ψ =WZ ·Ψ.
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Mais la propriété fondamentale du flot ∂
∂t
φtZ(x, y)= (Z ·φtZ)(x, y)=Z ◦φtZ(x, y) donne :
Z ·Ψ = (1+Z · F)Z ◦Ψ
ce qui permet de conclure. ✷
Preuve du théorème 1.3. (1) Ecrivons Z = UXk,µ. La proposition 2.2 nous indique de
résoudre l’équation :
PXk,µ · F = P
U
− 1
où P(x) est un polynôme de degré au plus k et ZP = PXk,µ. D’après la proposition 2.1
ceci détermine uniquement P et F au choix de F(0,0) près grace à la factorisation :
U(x,y)= P(x)(1+ xk+1A(x)+ yB(x, y)).
Aussi est il possible de conjuguer ZP et Z grâce à Ψ = φFZP , ce qui démontre l’assertion(1).
(2) Considérons un changement de variables formelΨ conjuguantZP et ZQ. Etant bien
entendu que les rotation k-périodiquesΛ= (x, y) → (αx, y) conjuguent les champsZP et
ZP◦Λ, nous supposons que Ψ est tangent à l’identité en x . Nous nous basons sur un calcul
de M. Berthier, D. Cerveau et R. Meziani [3] établissant que les équivalences formelles
entre le champ Xk,µ et lui-même, tangentes à l’identité en x , sont de la forme Ψ = φFXk,µ
pour une certaine série formelle F . Nous avons :
Ψ ∗Xk,µ = Q
P ◦Ψ Xk,µ =
1
1+Xk,µ · F Xk,µ.
La proposition 2.1 oblige alors P◦Ψ
Q
− 1 à ne pas contenir de termes en xj pour j  k.
Mais Q(0) = 0 donc ceci revient à dire que P ◦ Ψ et Q sont tangents à l’ordre k. Un
développement en série immédiat assure que la première coordonnée de Ψ est tangente à
l’identité à l’ordre k en x , de sorte que P =Q. ✷
3. Résolution géométrique
La démonstration du théorème 1.1 nécessite une étude de la topologie asymptotique de
la singularité de feuilletage du champ Z considéré. Le feuilletage holomorphe singulier
induit par Z sur un voisinage V de l’origine sera noté FZ . Cette partition de V \ {(0,0)} en
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l’on appelera feuilles du feuilletage. Une feuille qui peut se prolonger analytiquement en
l’origine sera appelée séparatrice, bien que le terme ne prenne tout son sens de “séparation
de l’espace” que dans le cas analytique réel. Rappelons ce que nous entendons par chemin
tangent de point base p0 = (x0, y0) : c’est la donnée d’un intervalle I ⊂ R contenant 0 et
d’une application dérivable γ : I →U , vérifiant pour tout t ∈ I :
d
dt
γ (t)= c(t)Z ◦ γ (t)




Un chemin asymptotique est un cycle asymptotique lorsqu’il est défini sur R : il s’obtient
comme la concaténation de deux chemins asymptotiques partant du même point. On dit
alors que deux chemins tangents asymptotiques γ0 et γ1 qui sont dans la même feuille
sont homotopes (le long du feuilletage) s’il existe une famille continue (γs)s de chemins
asymptotiques dans cette même feuille joignant γ0 et γ1.
D’après H. Dulac [12], le champ Z est analytiquement équivalent au champ X suivant :




+ (y(1+µxk)+ xk+1R) ∂
∂y
(3.1)
où R est une fonction holomorphe sur un certain voisinage V de l’origine. Ecrit dans ces
coordonnées analytiques, le champ Z est mis sous une forme pré-normale analytique qui
est loin d’être unique ; cette écriture fait apparaître une courbe invariante (ou séparatrice)
“verticale” S = V ∩ {x = 0}. C’est la réunion disjointe d’une feuille et de la singularité.
De plus, le feuilletage est partout transverse à la fibration verticale x = cte sur le
complémentaire V \ S. Enfin rappelons qu’il n’existe pas d’autre courbe analytique
invariante passant en (0,0) (toute autre feuille adhère à S) excepté dans de rares cas où la
direction propre associée à la valeur propre 0 possède une courbe invariante. On supposera
dans la suite que le champ Z =UX est écrit dans ces coordonnées.
3.1. Topologie asymptotique sectorielle
Fixons π
k
> β > 0 et r > 0 suffisamment petit pour que R soit holomorphe sur le
recouvrement sectoriel fibré (V ncj ,V
cn




∣∣∣∣arg(x)− (4j + 1) π2k






∣∣∣∣arg(x)− (4j − 1) π2k
∣∣∣∣< π2k + β et |x|< r
}
× rD.
Dans la suite, nous écrirons V #j pour désigner indifféremment un des deux ouverts
définis ci-dessus et il faudra comprendre “n” comme “nœud” et “c” comme “col” ; ces
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sur {y = 0} alors que les parties col et nœud à gauche essayent de donner l’allure du feuilletage dans
R3 = {Re(x), Im(x),Re(y)}). Lorsque l’on tourne dans le sens direct, un secteur “nc” possède d’abord une partie
nœud puis une partie col ; c’est l’inverse dans une partie “cn”.
désignations sont justifiées par la remarque 3.3 et la figure 2. Les intersections deux à deux
de ces secteurs seront notées :
V nj = V cnj ∩ V ncj .
et :
V cj = V ncj ∩ V cnj+1.
Nous pouvons maintenant énoncer le théorème clef sur lequel repose notre étude :
Théorème 3.1 (M. Hukuhara, T. Kimura, T. Matuda [10]. Classification orbitale analytique
sectorielle). Soit Z un champ de vecteurs de type nœud-col sous forme pré-normale
analytique. Pour tout β > 0 et r > 0 suffisamment petits, les champs Z et Xk,µ sont
analytiquement équivalents sur chaque V #j . Cette équivalence se prolonge continument
sur S ⊂ V¯ #j en un difféomorphisme tangent à l’identité.
Remarque. (1) Cette équivalence est fibrée, i.e., de la forme Ψ #j (x, y)= (x, f #j (x, y)).
(2) Il est possible de trouver une équivalence sectorielle ψ#j entre Xk,µ et Xk,0, mais le
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dans les intersections V nj et V
c
j , des feuilletages modèles (induits par Xk,µ) sur chaque
secteur V #j . Nous supposerons β et r ainsi fixés dans toute la suite.
La fonction (ou plutôt chacune de ses déterminations locales) :
H(x,y)= yx−µe1/(kxk) (3.2)
est une intégrale première du modèle Xk,µ (i.e., Xk,µ ·H = 0), c’est-à-dire que sur chaque
secteur V #j les feuilles de FXk,µ coïncident avec les composantes connexes des niveaux de
H . On obtient évidemment des intégrales premières H ◦ Ψ #j pour le feuilletage induit par
Z sur chaque secteur V #j .
Le théorème précédent nous permet de déduire la description complète de la topologie
asymptotique de FZ .
Proposition 3.2. Soit FZ le feuilletage induit sur V par un champ de vecteurs Z de type
nœud-col sous forme pré-normale analytique.
(1) Dans tout secteur V #j et pour tout point p = (x, y) ∈ V #j il existe un chemin asymp-
totique γ #j (p) :R− → V #j reliant p à la singularité. Plus précisément son comportement














où J = j si # = nc et J = j + 1 sinon ; c’est-à-dire que l’on tend vers la singularité dans
la partie nœud V nj ou V
n
j+1 selon que # = nc ou # = cn.
(2) Tout cycle asymptotique γ dont le support est entièrement contenu dans V #j est
homotopiquement trivial le long du feuilletage. En ce sens, il n’y a, en restriction à V #j ,
qu’une seule classe d’homotopie de chemins asymptotiques à extrémités fixes reliant p à
la singularité ; elle est donnée par (1).
(3) Pour tout point p ∈ V nj la concaténation des chemins asymptotiques γ cnj (p) et
−γ ncj (p) donnés par (1) donne naissance à un cycle asymptotique homotopiquement
trivial.
Pour tout point p ∈ V cj la concaténation des chemins asymptotiques γ ncj (p) et
−γ cnj+1(p) donnés par (1) donne naissance à un cycle asymptotique γj (p)⊂ V ncj ∪ V cnj+1
non homotopiquement trivial le long du feuilletage. C’est un générateur des classes
d’homotopie le long de FZ des cycles asymptotiques contenus dans V ncj ∪ V cnj+1.
Remarque 3.3. Nous prouvons en fait que lorsque p est dans une partie nœud, c’est-à-dire
p ∈ V nj , et que l’on tend radialement vers 0 en x le long d’une feuille, l’ordonnée y tend
aussi vers 0 et de manière exponentielle. Si p est dans une partie col V cj , la même opération
donne une ordonnée qui explose exponentiellement (voir la figure 1). C’est cette explosion
qui rend non trivial le cycle asymptotique γj (p) comme l’illustre la figure 3.
178 L. Teyssier / Bull. Sci. math. 128 (2004) 167–187Fig. 3. Graphe de (Re(x), Im(x)) → |y(x)| d’une feuille du feuilletage induit par X1,0 = x2 ∂∂x + y ∂∂y ;
c’est-à-dire y(x)=Ce−1/x pour C ∈C. On voit apparaître le cycle asymptotique en pointillés.
Démonstration. (1) D’après le théorème 3.1 rappelé ci-dessus, il nous suffit de prouver
ce résultat pour le modèle Xk,µ. Fixons p = (x, y) un point de V #j et désignons par Lp la









induite par le flot défini en 2.1. L’ouvert Ω0 ⊂ C qui paramétrise la feuille est la
composante connexe de Ω = {t ∈C: φ(t) ∈ V #j } contenant 0.
Ω =
{∣∣∣∣arg(x(t))− (4j ± 1) π2k
∣∣∣∣< π2k + β
}
∩ {∣∣x(t)∣∣< r}∩ {∣∣y(t)∣∣< r}.
On peut se convaincre que Ω est tangent en l’infini à un secteur angulaire d’ouverture
π
2k+β de bissectrice 1kxk +R± (le signe dépend de celui de−Re(xk)), puisque la “variable”










Enfin, Ω0 est contenu dans la coupure A= C \ ( 1kxk −R±) et par suite φ est holomorphe
sur Ω0.
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# = nc et J = j+1 sinon). Des estimations évidentes montrent alors queR− ⊂Ω et que le
chemin γ défini par γ (t)= φ(t) sur R− vérifie lim−∞ γ (t)= (0,0), de sorte que (γ,R−)
est un chemin asymptotique de base p. Si maintenant p ∈ V #j , il est possible de trouver
un chemin tangent compact γ1 amenant ce point sur p1 = (x1, y1) avec xk1 = |x|k ∈R∗+ et
p1 ∈ V nJ . Il suffit de considérer dans l’expression (3.3) une paramétrisation u= t ∈ [0, a]
où ka = x−k − |x|−k . La concaténation γ #j (p) = γ1 ∧ γ donne le chemin asymptotique
ainsi que l’estimation cherchés.
Pour finir de montrer (1), il nous faut établir que Ω0 est simplement connexe dans la
sphère de Riemann. Considérons un cycle (éventuellement) asymptotique Γ ⊂Ω0 ∪ {∞},
qui délimite un domaine D tel que D ⊂ A ; d’après le principe du module maximum
D ⊂Ω0 et donc Γ est trivial.
(2) La première partie de l’assertion découle immédiatement de ce que l’on vient de dire.
La remarque 3.3, que l’expression (3.3) valide, où l’on prend u= t ∈ 1
xk
R− nous permet de
conclure quant à la non-trivialité du cycle asymptotique γj (p)= γ ncj (p) ∧−γ cnj+1(p). En
effet, si ce cycle était trivial, l’homotopie trivialisante donnerait l’existence d’un chemin
radial, inclus dans V cj et tendant vers la singularité, dont le relevé dans la feuille Lp
contredirait “l’explosion” signalée. ✷
3.2. Résolution de l’équation homologique
Nous supposons toujours que le champ Z = UX est mis sous forme pré-normale
analytique (3.1). La séparatrice S = {x = 0} ∩ V est une feuille de Z ; dans un premier







pour tout s ∈ S. Cette application est holomorphe si et seulement si G(0,0)= 0 puisque






L’idée pour résoudre l’équation homologique sur V \ S est d’intégrer une forme




Remarque 3.4. La proposition 2.1 de résolution formelle reste valable pour les champs
Z sous forme pré-normale analytique. En effet il existe un changement de coordonnées
formel fibré Ψ (x, y)= (x, y + ψ(x, y)) conjuguant formellement Z à un certain UˆXk,µ.
L’obstruction à la résolution formelle, qui se lisait dans le développement en puissances de
x du second membre, est alors la même.
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FZ , lorsqu’il existe une solution formelle de l’équation homologique, comme l’assure la
proposition suivante :
Proposition 3.5. Soient Z un champ de vecteurs de type nœud-col sous forme pré-normale
analytique, muni da la forme temps τZ = dxUxk+1 , et G une fonction holomorphe sur V .






est (absolument) convergente si et seulement si il existe une solution formelle de l’équation
Z · F =G.
Démonstration. L’équation Z · F =G est équivalente à X · F = G
U
=W . Cette dernière
admet une solution formelle si et seulement si W n’a pas de termes en xm pour m  k :
c’est la remarque 3.4. D’autre part, sauf si G est nul, il existe (m,n) ∈ N× N tel que la
forme W dx
xk+1 soit équivalente – quand on tend vers la singularité le long de γ = γ #j (M) –




On pose n= sup{b ∈ N: hb = 0} et m= inf{a ∈N: h(a)n (0) = 0}. L’équivalence annoncée
découle alors des estimations de la proposition 3.2 entraînant que y(t) est négligeable
devant x(t) et x(t)a devant x(t)m si a > m. La valeur de c ∈ C est celle du coefficient de
xmyn dans W .
Avec ces conventions, et puisque dx(t)




qui converge si et seulement si n > 0 ou m> k. C’est-à-dire si et seulement si W n’a pas
de termes en xm pour m k. ✷
Supposons maintenant que l’on peut résoudre formellement l’équation homologique.
Nous allons montrer que l’intégrale introduite ci-dessus est holomorphe par rapport à
p ∈ V #j .
Proposition 3.6. Reprenons les hypothèses de la proposition 3.5.
(1) La valeur de l’intégrale définissant F #j (p) ne dépend pas du chemin asymptotique
γ – reliant p à (0,0) – sur lequel on intègre, tant que l’image de celui-ci est incluse dans
V #j .
(2) La fonction F #j est holomorphe sur V #j et limx→0F #j (x, y)= F0(y) uniformément
en y .
L. Teyssier / Bull. Sci. math. 128 (2004) 167–187 181(3) De plus Z ·F #j =G et la fonction F #j est l’unique solution de cette équation qui soit
holomorphe sur V #j , bornée quand x tend vers 0, à addition d’une constante près.
Démonstration. (1) Les estimations de la proposition 3.2 indique que la forme différen-
tielle GτZ intégrée est exponentiellement décroissante au voisinage de la singularité dans
les parties nœuds. Il est alors aisé de montrer que l’intégrale ne dépend que de la classe
d’homotopie de γ dans la feuille contenant ce chemin. Mais la proposition 3.2 nous indique
justement qu’il n’y a qu’une seule de ces classes sur V #j .
(2) Fixons (0, y0) ∈ S \ {(0,0)} et considérons la transversale Σ = {(x, y0) ∈ V } qui
est partout transverse au feuilletage induit par Z (quitte à diminuer r). Le (1) nous assure
de la bonne définition de F #j (p) et par suite son holomorphie quand p décrit une feuille
du feuilletage restreint au secteur V #j . Pour prouver que F
#
j est holomorphe sur V
#
j il ne
reste qu’à montrer qu’elle est holomorphe dans la direction transverse (i.e., par rapport à
p ∈Σ).
Considérons le difféomorphisme d’holonomie ∆ calculé sur Σ associé à Z (on pourra
se réferrer à [12] pour une définition précise de cette application de premier retour) ; il est
de la forme :
∆(x)= x +∆k+1xk+1 + · · ·




un chemin tangent γ de V #j d’extrémités x et ∆(x), la fonction f :x → F #j (x, y0) vérifie
l’équation aux différences :
f − f ◦∆= g. (3.6)
Pour tous N ∈N et x ∈D tels que ces sommes aient un sens :








Si l’on suppose par exemple que #= nc l’itération positive de ∆ converge vers 0 en restant
dans V ncj (si # = cn il faut considérer l’itération négative), c’est-à-dire lim+∞∆◦n(x)= 0.
Par suite :




Il est bien connu (voir [4,8,9]) que cette somme est holomorphe sur le secteur vj =
{x ∈ D: (x, y0) ∈ V ncj } si et seulement si il existe une solution formelle de l’équation
aux différences (3.6) – et donc de l’équation homologique. La resommée de la solution
formelle donne ces solutions sectorielles. Si l’on regarde cette équation dans la variable de
Léau ω = −1 k + · · · , qui transforme ∆ en ω → ω+ 1 et vj en un secteur de sommet ∞2iπkx
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les fonctions f et g vues dans la coordonnée ω) :










puisque gˆ peut s’écrire gˆ(ω)=∑p>k gˆpω−p/k . On en déduit la majoration :




dès que Re( 12iπkxk )∼ Re(ω) >−1, où M(x)= supy∈D |G(x,y)| et ζ est la fonction zeta
de Riemann. Cette propriété établit le caractère borné de F #j ainsi que limx→0F(x, y0)=
F0(y0)= f (0) uniformément en y0.
(3) Montrons que la restriction de F #j aux feuilles de FZ est solution de l’équation
homologique. Si l’on note t la coordonnée paramétrisant une feuille via le flot φtZ , la
dérivation Z agit comme ∂
∂t
en restriction à cette feuille. Plus précisément si F est
une fonction holomorphe et γ un chemin tangent contenu dans la feuille, paramétré
naturellement par t (i.e., dγ
dt
=Z ◦ γ ) :
d
dt





= dF(Z ◦ γ )= (Z · F) ◦ γ.
Ainsi l’équation Z · F = G se résout sur γ en [F ◦ γ ]t1t0 =
∫ t1
t0
G ◦ γ (t) dt . Finalement,






Montrons maintenant la clause d’unicité : considérons deux solutions F1 et F2
holomorphes sur V #j ; nous avons Xk,µ · (F1 − F2) = 0. La fonction h = F1 − F2 est
donc constante sur les feuilles de FXk,µ et se factorise par conséquent en une fonction
holomorphe h= ϕ(H) où la coordonnée sectorielle transverse H est l’intégrale première
définie par (3.2). Cependant H(V #j )=C – la partie nœud V nJ intersecte toutes les feuilles
de FZ sur V #j – donc ϕ est une fonction entière. Si l’on suppose que F1 − F2 est bornée il
s’ensuit que ϕ est constante. ✷
Preuve du théorème 1.1. Examinons les cocycles :









où par construction Fnj = 0 (il n’y a pas de cycles non triviaux dans les parties nœuds).
D’une part, s’il est possible de trouver un germe de fonction F solution de l’équation
Z · F =G, il en existe un tel que F(0,0)= 0. Dans ce cas les restrictions de F à chaque
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#
j d’après la clause d’unicité de la proposition 3.6 et de plus F
c
j = 0.
Réciproquement si Fcj = 0 alors on peut construire par recollements une solution F de
l’équation homologique qui soit holomorphe sur V \ S et bornée. Par le théorème des
singularités apparentes de Riemann, on peut prolonger F en une fonction holomorphe
sur V , solution de l’équation homologique. Mais Fcj (p)=
∫
γj (p)
GτZ où γj (p) est le cycle
asymptotique donné par la proposition 3.2. En conclusion il existe F ∈ C {2} solution de
l’équation homologique si et seulement si les périodes du second membre le long des cycles
asymptotiques du feuilletage FZ sont nulles. ✷
4. Calcul des obstructions
Reprenons les notations de la section 3. Nous connaissons des solutions sectorielles,
qui en restriction aux transversales Σ = D × {y0} s’écrivent comme les resommées de
Borel–Laplace de la solution formelle F de Z · F = G avec F(0,0) = 0. Nous aurons
une solution F convergente si et seulement si les périodes de G sont nulles, mais ce point
de vue géométrique impose une infinité non dénombrable de conditions à réaliser. Nous
allons dans un premier temps nous ramener à une infinité dénombrable de conditions en
exprimant ces obstructions dans la nullité de k séries entières convergentes. Nous pourrons
expliciter les coefficients de ces séries pour les formes normales formelles de feuilletages
Xk,µ.
4.1. Représentation des périodes commes séries
Les cocycles Fcj = F ncj+1 − F cnj vérifient Z · Fcj = 0 sur V cJ où J = j si # = nc et
J = j + 1 sinon. Géométriquement, pour une feuille sectorielle Lp contenant le point p,
la classe d’homotopie du cycle asmptotique γj (p) est uniquement déterminée. Ainsi la
valeur de Fcj (p)=
∫
γj (p)
GτZ ne dépend que de Lp , c’est-à-dire que Fcj est constante sur
les feuilles, ce qui redonne la relation Z ·Fcj = 0. Le théorème de normalisation sectorielle
3.1 permet de construire les intégrales premières (H #j )j∈Z/k#∈{nc,cn} via les équivalences
Ψ #j :V
#
j → V #j entre Z et Xk,µ, ce dernier possédant H = yx−µex
−k/k comme intégrale
première :
Hj(x, y)=H ◦Ψ #j .
La feuille Lp est paramétrée par H #j (x, y) = H #j (p) de sorte qu’il existe deux fonctions
holomorphes f ncj et f
cn
j telles que :
Fcj (x, y)= f #j ◦H #j (x, y).
Dans les parties cols, l’espace des feuilles H #j (V
#
j ) =Ω#j est un voisinage de 0 ∈ C : f #j
est un germe de fonction holomorphe en 0. Nous venons de montrer :




n dont le choix des coefficients an dépend de la détermination H ncj ou H cnj
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et seulement si (f #jj )j∈Z/k = (0) pour un choix de (#j )⊂ {cn,nc}.
Nous définissons l’application linéaire période depuis l’espace vectoriel Ck des
germes en (0,0) de fonctions holomorphes G tels que G(0, x) = αxk+1 + · · ·, à valeur
dans l’espace vectoriel produit C0 {h}k des k-uples de germes en 0 ∈ C de fonctions
holomorphes s’annulant en 0 :
TZ :Ck →C0 {h} ,








où pour tout h on choisit p tel que H ncj (p) = h (le choix de nc est uniquement
conventionnel). Le théorème 1.1 s’écrit plus concisement :
Z ·C {x, y} = kerTZ
où C {x, y} représente l’espace vectoriel des germes en (0,0) de fonctions holmorphes.
La question de la surjectivité de l’opérateur période est une question ouverte qui possède
vraisemblablement une réponse positive.
4.2. Cas du modèle formel
Nous allons expliciter les scalaires cjm,n vérifiant :∫
γj (p)
xmynτXk,µ = cjm,nH(p)n
exprimant les obstructions à la résolution de X0 · F = xmyn.
Lemme 4.2. On a TXk,µ(xmyn) = h → (cjm,nhn)j∈Z/k où, en posant ξ = m+nµk , ces
scalaires valent :
















La nullité d’un coefficient cm,n, quand n > 0, est équivalente à ξ ∈ −N. En particulier
µ ∈Q−.
Démonstration. Ces calculs sont similaires à ceux effectués dans les dernières pages de
[8]. Il s’agit d’évaluer la quantité :















En effectuant le changement de coordonnées sectoriel z= −n
k
(δ−j x)−k où δ = exp(2iπ j
k
),








où le chemin γ est un cycle asmptotique de {Re(z) < 1} \R− ⊂C tendant vers −∞. Nous
avons alors affaire à une intégrale de Henkel
∫
γ z
−ξ ez dz= 2iπ
Γ (ξ)
∈C. ✷
Remarque. On déduit de ce lemme que l’opérateur Xk,µ· est surjectif. Une section est
engendrée, si µ /∈Q−, par :(
α0h









alors il faut considérer ynxma+1P(x) à la place de ynP (x) pour tout n=mb ∈
N∗.
Corollaire 4.3. Soit G =∑gm,nxmyn un germe de fonction holomorphe. Il existe F ∈
C {x, y} solution de Xk,µ · F =G si et seulement si ∑m cm,ngm,n = 0 pour tout n > 0 et
gm,0 = 0 pour tout m k.
4.3. Cas des champs de la classe Liouville
Un champ (nœud-col) dont l’intégrale première est dans la classe de Liouville, comme
le montrent M. Berthier et F. Touzet [5], est analytiquement équivalent à XR,s = Xk,µ +
ys+1R(x) ∂
∂y
pour s ∈ {−1} ∪ N ; si s = 0 la perturbation R est divisible par xk+1.
Cherchons à évaluer l’intégrale première sectorielle H #j du champ XR,s . Si s = 0 on la
construit de la forme :
H #j =H(1+ sF )−1/s (4.1)
avec F(x, y)= ysg#j (x). On calcule :
XR,s ·H #j = (1+ sF )−(1+1/s)
×
[
−H(Xk,µ · F)+ ys+1R(x)
(
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Xk,µ · F = ysR(x).
On peut vérifier que cette relation est encore valable quand s = 0 et H #j =H eF .
Lemme 4.4. Soit X = XR,s . La période de G = xmyn le long d’un cycle asymptotique
















où l’on a posé h = H ncj (p) et le cycle Γj(x0) ⊂ D est paramétré par Γj (x0)(t) =









est une solution sectorielle de l’équation Xk,µ · ysg(x)= ysR(x).




H ncj (x, y)
)s
− 1
et on pose h=H ncj (p). Dès lors :
y = (h−sx−sµesx−k/k − sgncj (x))−1/s
permet de paramétrer sectoriellement les feuilles du feuilletage induit par X. La période de












L’intégrale ne dépend plus de y , on intègre sur x ∈ Γj (x0) paramétré par Γj (x0)(t) =
x0(1− ktxk0)−1/k vérifiant Γj (x0)∗ dxxk+1 = dt . ✷
Par exemple pour le champ d’Euler X= x2 ∂
∂x
























L. Teyssier / Bull. Sci. math. 128 (2004) 167–187 187Fig. 4. Le chemin d’intégration Γ0(x0) dans le cas k = 2 ; le secteur est d’ouverture π/k.
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