At Degelen Mountain in Kazakhstan, seismic data were collected between the ground surface and tunnel 160, and the travel times of the P-waves were processed with tomographic methods to estimate the velocities. Most of the estimated velocities were between 4000 and 5150m/s. The tomogram showed two distinct regions with low velocities: One region was near the tunnel between 216 and 270 m, horizontal distance (measured from the tunnel portal). The other region was near the ground surface between 310 and 424 m, horizontal distance; this particular region had the lowest velocities in the tomogram. An analysis of the resolution indicated that the smallest features that could be detected were about 18m across. Near the middle of the tomogram, features were well resolved in the horizontal direction but just moderately resolved in the vertical direction. Near the edges of the tomogram, features were poorly resolved.
INTRODUCTION
During September 1999, a unique seismological experiment was conducted at the former Soviet nuclear test site at Degelen Mountain, which is in eastern Kazakhstan. For this experiment, code-named Omega-2, a 100-ton chemical explosion was used both to test technologies for monitoring the Comprehensive Nuclear Test Ban Treaty (CTBT) and to calibrate a portion of the CTBT's International Monitoring System. The Omega-2 experiment, which was funded by the Department of Defense's Cooperative Threat Reduction Program, was conducted in conjunction with the closure of nuclear test tunrels and boreholes at the former Soviet nuclear test site (Leith and Kluchko, 1998) . The Omega series experiments are specifically designed to evaluate technologies for monitoring nuclear tests; this calibration explosion is one of several, treaty-defined, confidence-building measures (Leith and others, in press ).
The Omega-2 experiment was fielded in tunnel 160, one of the many tunnels excavated into the flanks of Degelen Mountain. This tunnel, which is on the western side of the mountain, was excavated by the Soviets in the mid-1980's for an experiment to test the underground effects of two, 500-ton, chemical explosions. Because of its lack of radioactive contamination and its convenient location, this tunnel was selected by the Defense Threat Reduction Agency for the Omega-2 experiment.
To gain some information about the effects of the explosion on the rock near tunnel 160, seismic data were collected both before and after the chemical explosion. (The collection was done by the Institute of Geophysical Research of the National Nuclear Center, which is in Kazakhstan.) A tomographic data set that was collected before the explosion probed the rock between the ground surface and tunnel 160. (This data set is known as profile 2, and the receivers in this profile extended from 216 to 378 m from the tunnel portal, as measured along the tunnel.) These data were transferred to the U. S. Geological Survey for processing, and in this report are the results of the processing.
FIELD DATA
The following information regarding the data collection is from "Seismic Tomography Report for Tunnel 160 (Report under contract DSWA01-98-C-0016-P0006 Item 0071)" <rnd from informal, electronic mail. Sixteen shots, each consisting of 1 Kg explosives, were located at or near the ground surface. The seismic waves were detected by twenty-four ISN-01-24 seismic stations (that is, receivers) that were placed in holes in the left sidewall of tunnel 160. (The component of motion to which these receivers were sensitive is not known.) The locations of the shots and the receivers are listed in Tables 1 and 2 and are plotted in Figure 1 . These locations include only elevation and horizontal distance the sources and the receivers were practically in a vertical plane, and deviations from this plane were negligible. The data were recorded by an SV-20-V seismograph, for which the sample rate was 0.5ms and the number of samples was 681. Some seismograms had glitches (that is, spikes) whose amplitudes were much higher than the amplitudes of the seismic waves; the glitches were removed with a 3-point median filter. The filtered seismograms from shot 1 are shown in Figure 2 . In every seismogram, the first-arriving wave is interpreted as a P-wave that propagated directly from the source to the receiver.
Examine seismograms 1 through 16 from shot 1 (Figure 2 ). Some portions of these seismograms look like a square wave, indicating that the digitizer on the seismograph was saturated by a high-amplitude wave. The likely reason for the high amplitude wave was that the receivers were close to the shot. In seismograms 17 through 24, the amplitude of the initial P-wave was very small it could not be discerned in the seismograms without automatic gain control. In seismogram 4, the character of the P-wave was unlike that in the seismograms on either side. This anomaly might have been caused by poor coupl:ng between the receiver and the tunnel wall or by a malfunction in the electronics of the seismograph. In seismogram 16, the travel time of the P-wave was much less than the travel times for the seismograms on either side. This anomalous time might have been caused by a malfunction in the electronics of the seismograph. The problems in the seismograms from shot 1 were also observed in the seismograms from the other shots.
3. DATA PROCESSING
Picking Travel Times
Travel times of the P-waves were picked manually (that is, by eye) from a display on a computer screen; although this method was slow, its advantage was that unreliable travel times, which were usually caused by low amplitude P-waves, were readily detected rnd deleted.
To check the travel times, they were reduced travel times for a homogeneous model (in which the rays were straight) were subtracted from the picked times. Then these reduced times were plotted (Figure 3) . Usually, reduced times should change gradually between adjacent receiver numbers and similarly between adjacent shot numbers. An abrupt change indicated that a travel time pick might have been inaccurate. In such cases, the travel trne was deleted, or a more accurate time was picked, or the original time was kept if it appeared reliable. Then another plot of the reduced travel times was made. After three iterations of this procedure, the reduced travel times appeared acceptable. The error in the picked times was estimated to be less than 1 ms, which corresponded to 2 sample points.
Of the 384 travel times, which came from the 384 seismograms, only 222 were deemed acceptable for further processing. These were often associated with high-amplitude P-waves.
Inversion
Velocities were estimated using geophysical inversion. The mathematical model for the inversion represented the rock as perfectly elastic, heterogeneous, isotropic, snd two-dimensional. Only a two-dimensional model was needed because the shots and the receivers were in a common plane. The coordinate system for this model was chosen to coincide with the coordinate system used for the shots and the receivers (Tables 1 and 2) : The x axis corresponded to the horizontal direction, and the z axis to the vertical direction.
The inversion was implemented with a rectangular grid of points that were within the x-z plane (Figure 1 ). To each point in the grid, a velocity was assigned. In between the poirts, velocities were calculated via linear interpolation (Block, 1991, p. 21) . The distance between the points was chosen to be 6 m. (Because the average velocity was roughly 4500 m/s and the maximum frequency in the P-waves was estimated to be 250 Hz, the minimum wavelength was roughly 18m. Because the minimum wavelength approximately equals the size of the smallest heterogeneity that can be resolved with tomography (Williamson and Worthington, 1993) , the distance between the points in the inversion grid should have been approximately 18m. However, to account somewhat for the weathered bedrock near the ground surface, the grid spacing was reduced to 6 m.)
The inversion was based on a cost function that had two terms:
where T denotes transpose. In the first term, vector d contained the picked travel tirms; vector g(m) contained the predicted travel times that were calculated with ray tracing (Um and Thurber, 1987) for model m, the velocities at the grid points. The differences between the picked and the predicted travel times, the residuals, also formed a vector; because of the multiplication of this vector with itself, the first term was the sum of the squares of the residuals. In the second term, matrix K was an operator for calculating first derivatives in both the horizontal and the vertical directions. The product Km war a vector containing the first derivatives of the velocities in the model. (In addition, the derivatives in the ;c direction were multiplied by 3. This weighting, which constraired variations in the velocity, was necessary because of the small distances between the grid points.) Because of the multiplication of Km with itself, the second term was a measure of the roughness of the model. The scalar A controlled the contribution of the roughness to the cost. Thus, the effect of minimizing c was to find, for the chosen /I, the velocities that made both the residuals and the roughness small.
Using the method of least squares (Lines and Treitel, 1984) , c was minimized for ircny different values of /I. Two important quantities from each minimization were the square roots of the two terms in the cost function, called the rms (root mean square) residual and rms roughness. (The rms roughness did not include A .) These two quantities were cross-plotted (Figure 4 ). For large values of A (for example, 10), a small increase in the rms roughness was associated with a large decrease in the rms residual essentially more information was extracted from the data. At the other extreme, for small values of A (for example, 0.03), a large increase in the rms roughness was associated with in a small decrease in the rms residual essentially the velocities were fit to noise in the data. Between these two extremes, where A was 0.3, was the desired solution.
The velocities on the inversion grid were contoured (Figure 5a ). Omitted from this contour map, or tomogram, were those regions lacking rays (for example, the upper left corner of the grid in Figure 1 ) because in such regions the velocities were unknown. Most of the estimated velocities are between 4000 and 5150m/s. The tomogram shows two distinct regions with low velocities: One region is near the tunnel between 216 and 270 m, horizontal distance (measured from the tunnel portal). The other region is near the ground surface between 310 and 424 m, horizontal distance; this particular region has the lowest velocities in the tomogram. To check the minimization, the travel time residuals were plotted (Figure 5b ). In general, the residuals are small compared to the sample rate (0.5 ms). However, the pattern formed by the residuals is non-random: The central part of the plotted residuals is blue, whereas the edges are red. This non-random pattern is characteristic of anisotropic rock Pratt and Chapman, 1992; Pratt and others, 1993) .
DISCUSSION

Resolution
To characterize the bedrock at Degelen Mountain, low velocities are especially important because they could be associated with either fracture zones or faults. To determine how well such regions could be detected with the tomographic data, a property called resolution, two numerical experiments were performed.
For these experiments, the low velocity regions were chosen to be squares for which the sides were 18m long, because the smallest possible region that could be detected under ideal circumstances was approximately 18m across (see Section 3.2). The velocities inside the squares were 4000 m/s and the squares were embedded in a medium with a velocity of 4500 m/s. For one experiment, the model had two low velocity regions (Figure 6a ), and their locations were the same as those in the tomogram from the field data (Figure 5a ). For the other experiment, the model had three low velocity regions that were located roughly halfway between the shots and the receivers (Figure la) . For both models, the travel times were calculated with a finite difference method (Podvin and Lecomte, 1991) . Using only those travel times for which there were a corresponding travel times in the field data, the velocities on the inversion grid ( Figure 1) were estimated via the procedure described in Section 3.2. Only the tomograms for A = 0.3 are presented because, for the field data, the tomogram for A = 0.3 was selected as the desired solution. For both experiments, the travel time residuals were less than 0.5 ms, in magnitude, (which was the sample rate for the field data), and the residuals were practically random.
In both experiments, all low velocity regions were detected (Figures 6b and 7b) . However, the estimated velocities within these regions were higher than the corresponding velocities in the starting model. The reason for these high estimates was that the velocities wore constrained by the second term of the cost function (Equation 1).
The low velocity zone near the middle (300 m horizontal distance and 690 m elevatior in Figure 7b ) was elongated in the vertical direction. The other low velocity zones, which were all near the edges (less than 240 m and greater than 360 m horizontal distance), were very distorted.
To understand the reason for the distortion, examine the ray coverage (Figure 8 ). (The ray coverage for both numerical experiments was identical to that for the field data.) Near the middle, many rays were vertical or almost vertical, and consequently the velocity anomaly near the middle (Figure 7b ) was well resolved in the horizontal direction. Because th^se rays had only a small component in the horizontal direction, the velocity anomaly was just moderately resolved in the vertical direction. Near the edges, there were only a few rays, and they were mostly vertical. Therefore, the velocity anomalies here were pocrly resolved.
These two numerical experiments have several implications for delineating fracture zones or faults with the tomographic data. First, fracture zones or faults that were roughly 1 ? m across would be detected with these data. Second, the estimated velocities would not be as low as those in the rock because the inversion algorithm constrained the velocity changes. Third, if the fracture zone or fault were near the middle (between 240 and 360 m, horizontal distance), the shape shown in the tomogram would be somewhat elongated in the vertical direction. If the fracture zone or fault were near the edges (less than 240 m or greater than 360 m, horizontal distance), the shape would be very distorted
Other Issues
The pattern shown in the travel time residuals (Figure 5b) indicates that the rock may be anisotropic in its elastic properties. Such anisotropy in igneous and metamorphic rocks may be caused by fracturing or alignment of the constituent minerals (Nur and Simmons, 1969; Thill and others, 1973; Lo and others, 1986) . Hence, characterizing the seismic anisotropy with the ultimate goal of determining fracture properties would appear to b^ a desirable goal. To accomplish this, seismic waves must propagate through rock in all possible directions within a three-dimensional volume. However, for this investigation, the shots and the receivers were restricted to a two-dimensional plane ( Figure 1) ; moreover, within this plane, the rays were either vertical or inclined none were horizontal (Figure 8) . Consequently, the rock was not probed in enough directions to characterize the anisotropy.
The geophysicists from The National Nuclear Center worked diligently, under difficult conditions, to collect the seismic data. In an effort to help them collect even better date in the future, the following ideas are offered for their consideration. (1) Portions of some seismograms looked like a square wave probably because the digitizer on the seismogrroh was saturated. This problem would be either diminished or eliminated if a seismogrroh with a greater dynamic range were used. (2) The travel times from some seismograms were too small compared to the travel times from adjacent seismograms. These anomalous times might have been caused by an electronics problem in the seismograph, and so the seismograph should be checked. (3) The character of the P-wave in some seismograms differed markedly from the character in adjacent seismograms. Although there could be several different causes for this change in character, a common cause would be poor mechanical coupling between the receiver and the rock. The coupling should be checked carefully.
Future Work
As part of the Omega-2 experiment, additional seismic data have been collected, and these data could substantially improve the characterization of the rock above the tunnel complex. Here are four specific suggestions:
The data from the second profile (which is presented in this report) should be processed simultaneously with the data from the first profile. [These other data were described in "Seismic Tomography Report for Tunnel 160 (Report under contract DSWA01-98-C-0016-P0006 Item 0071)."]. The first and the second profiles overlap somewhat, and consequently the resolution of the velocities using the combined profiles would be better than the resolution using separate profiles.
The low velocities near the ground surface should be determined independently of the tomographic inversion and then used as constraints in the inversion. This procedure would improve the estimates of the velocities above the tunnel. Indeed, the low velocities probably can be estimated from some seismic refraction data, which were recently collected on the ground surface, just above the tunnel complex.
The seismic data collected between tunnel 160 and tunnel 160-B should be processed. (Tunnel 160-B, which was excavated in 1999, is 20 meters above tunnel 160). This particular profile has a dense array of shots and receivers, and the estimated velocities could provide valuable information about this important region between the two tunnels.
Information about attenuation should be extracted from the seismic data because such information will help characterize the fracturing due to the explosion. (That is, fractures attenuate seismic waves. By estimating the spatial variations in the attenuation, the spatial variations in the rock fracturing can be inferred.) Extracting information about attenuation would be very difficult because some seismograms were saturated, the coupling between the receivers and the rock probably varied along the profile, and similarly the coupling between each shot and the rock probably varied along the profile. Figure 8. Ray coverage for the field data and for the two numerical experiments used to determine the resolution. Each ray corresponds to one travel time that was used in the inversions for the velocities (Figures 5a, 6b , and 7b). 
