INTRODUCTION
Since Markowitz's work in 1950s [26] , mean-variance problems have been an important class of stochastic optimization problems in economics and finance, where one seeks to minimize the variance of a total reward among policies with (at least) a certain expected reward. Compared with the classical optimality criteria concentrated on maximizing expected returns [3, 8, 16] , mean-variance optimality criteria consider not only the mean of a random return but also the variability of the random return. The background of mean-variance problems arises from the tradeoff between the mean and variance, and the fact that a risk-aversion investor usually prefers to a return lower than the maximal one to keep a smaller variance risk. Due to this, mean-variance problems have been widely studied for various dynamic systems described by stochastic differential equations [5, 7, 22, 31] , Markov decision processes (MDPs) [2, 3, 8, 10, 13, 21, 27, 28] , and so on.
For the issue of mean-variance in MDPs, there have been a lot of references; see, [4, 19, 25, 28] for the finite horizon reward variance; [6, 10, 12, 20, 28, 30] for the infinite horizon discounted reward variance; [11, 24, 30] for the first passage variance; DOI: 10.14736/kyb-2017- and [2, 6, 8, 9, 13, 14, 21, 27, 29, 32] for the limiting average variance. To the best of our knowledge, most of the aforementioned works in MDPs focus on solving mean-variance problems in discrete-time MDPs (DTMDPs) [3, 4, 6, 13, 14, 21, 24, 25, 28, 30, 32] as well as in continuous-time MDPs (CTMDPs) [8, 9, 10, 11, 12, 20, 27] , nevertheless, only a few works address mean-variance problems in semi-Markov decision processes (SMDPs); see [2, 28] for finite SMDPs and [19] with a finite time horizon. Moreover, it should be noted that most of the existing works on mean-variance problems for MDPs deal with fixed finite or infinite time horizons. As far as we know, a few works [11, 24, 30] deal with the first passage variance, where the early results on first passage variance in Section 2 of [24] is limited to the case of finite states and actions DTMDPs, where the existence of homogeneous Markovian controls with the maximal expected reward and the minimal variance is established. In many real-world situations, however, the control horizon may be a random duration. For example, in a maintenance system, people may be often concerned with the expected total repair costs before the system is restored; and in the medical research, one's interest may usually center on the expected total cost before he/she is cured. These situations motivate the first passage problems [16, 18] , where the aim is usually to maximize the expected total reward before the systems fall in (or reach) a target set which represents the set of all good or bad states according to practical considerations. This paper attempts to consider a first passage mean-variance (FPMV) problem for SMDPs, i. e., the problem of minimizing the variance of a first passage total reward over a class of policies with a common expected first passage reward, which is a new issue in SMDPs. The purpose of selecting this issue is twofold. First, as explained above, both first passage problems and mean-variance problems are meaningful and significant topics in reality. Second, SMDPs are a sort of more general stochastic dynamic systems than DTMDPs and CTMDPs. As is known, the sojourn times in SMDPs are allowed to follow an arbitrary probability distribution, while the ones in DTMDPs are a fixed constant and the ones in CTMDPs are exponentially distributed.
The goal of the paper is to find an optimal policy with the minimal variance and a prescribed mean of a first passage total discounted reward. We assume that the state and control sets are Borel spaces, while the reward rates are possibly unbounded from both above and below. The discount factor may depend on states and controls, which is an extension of the usual constant ones in previous studies [6, 10, 12, 20, 28] and just statedependent ones [30] . The consideration of a varying discount factor rather than a fixed constant one derives from the practical cases such as the interest rate in economic and financial systems [1, 15, 23] , which can be adjusted according to the real circumstances. To investigate the FPMV optimality problem, we first characterize the policies with a common expected first passage reward (see Theorem 3.4), and then transform the variance of the first passage reward to the expected first passage reward with a new reward rate and another discount factor, which plays a crucial role in solving FPMV-optimal policies; see Theorem 3.5. Further, we establish the dynamic programming equation for our FPMV problem and the existence of FPMV-optimal policies under suitable conditions, and, in addition, we derive a value iteration algorithm and a policy improvement algorithm for calculating the value function and an FPMV-optimal policy, respectively; see Theorem 3.9. Then, two examples are shown to illustrate the application of our main result; see Examples 4.1 and 4.3. Finally, we exhibit the reduction of the results here.
The rest of this paper is organized as follows. Section 2 formulates the control model and the optimization problem. Our main results on the existence and computation of FPMV-optimal policies are stated in Section 3. Two examples are presented to illustrate our results in Section 4 before giving the reductions to the cases for DTMDPs and CTMDP in Section 5. We conclude with a summary in Section 6.
THE CONTROL MODEL
An FPMV model of SMDPs consists of the following objects
where E is a Borel state space endowed with the Borel σ-field B(E), and A is a Borel action space endowed with the Borel σ-field B(A); B ∈ B(E) is a given target set such as a set of failure or working states; A(x) ∈ B(A) is the collection of all actions available to a controller at state x ∈ E. The semi-Markov kernel Q(·, ·|x, a) on R + × E given K describes the transition mechanism, where R + := [0, +∞) and K := {(x, a)|x ∈ E, a ∈ A(x)} denotes the set of all feasible state-action pairs and is assumed to be a (Borel) measurable subset of E×A. If an action a ∈ A(x) is selected in state x, then Q(t, D | x, a) is the joint probability that the sojourn time in state x is not greater than t ∈ R + , and the next state is in D ∈ B(E). Furthermore, r(x, a) and α(x, a) are measurable functions on K, denoting the reward rate and the discount factor, respectively. Finally, g(x) is a measurable function on E, representing the mean reward one expects to earn.
Remark 2.1. (a) Our FPMV model (1) differs from the usual ones in previous studies in the following two aspects: first, a target set B (and thus a first passage problem) is introduced; second, the discount factor varies with states and controls rather than is a fixed constant.
(b) The reward rate can be negative, in which case it is interpreted as a cost rate. The target set B may represent the set of good or bad states, the interpretation of which depends on the practical consideration.
(c) Note that if the semi-Markov kernel Q(·, ·|x, a) is taken some particular forms, our model can be reduced to the corresponding one of CTMDPs [10, 11, 12, 20] or of DTMDPs [6, 24, 28, 30] ; see Section 5 for further details.
To formulate the FPMV optimality problem, the concept of policies is needed. Definition 2.2. A (deterministic stationary) policy is a measurable function from E to A such that f (x) ∈ A(x) for every x ∈ E.
The collection of all such policies is denoted by F . Given (s, x) ∈ R + × E and f ∈ F , by the well-known Tulcea's theorem , there exist a unique probability space (Ω, F, P f (s,x) ) and a stochastic process {T n , J n , A n } n≥0 such that for each t ∈ R + , C ∈ B(E) and n ≥ 0,
where T n , J n , A n denote the nth jump epoch, the state and the action taken at the nth jump epoch, respectively. For convenience, we denote by Θ 0 := 0, Θ n := T n − T n−1 (n ≥ 1) the sojourn times between two successive jump epochs. The expectation operator associated with P To avoid the possibility of an infinite number of jumps within finite time, we make the following assumption that the sequence {T n } n≥0 does't have finite accumulation points.
Assumption 2.3 obviously holds for DTMDPs. To verify it, we give a sufficient condition below, which is the standard regular condition widely used in SMDPs; see, for instance, [16, 17, 18] . Condition 2.4. There exist constants δ > 0 and ε > 0 such that
By Proposition 2.1 in [17] , Condition 2.4 indeed implies Assumption 2.3. Moreover, it is more easily verified since the condition (5) is imposed on the primitive data of the model (1) . Under Assumption 2.3, we define an underlying continuous-time state-action process {x(t), a(t), t ∈ R + } related to the stochastic process {T n , J n , A n } n≥0 by x(t) = J n , a(t) = A n for T n ≤ t < T n+1 and n ≥ 0. Now, for the given target set B ∈ B(E), let
be the first passage time into the set B of the state process {x(t), t ∈ R + }. Then, for each x ∈ E, the first passage variance under a policy f ∈ F is defined as
where V (x, f ), denoting the first passage mean of f , is given by
provided that these expectations are well-defined. Obviously, it follows from (6) that
Thus, we will restrict our discussion to the case of the initial state x ∈ B c := E − B in the upcoming argument.
For the function g given in (1), let F g ⊆ F denote the collection of all policies having the same expected first passage reward g starting from every state in B c , i. e.,
F g is assumed to be nonempty throughout the following. In most cases, there are usually more than one elements in F g (see Examples 4.1 and 4.3). In this situation, it is natural to seek a policy with the minimal first passage variance in F g , which leads to the FPMV (optimality) problem we are concerned with:
Our aim is to find a so-called FPMV-optimal policy f * ∈ F g satisfying
where
is the FPMV value function, or simply, the value function.
Remark 2.5. (a) If the target set B = ∅(then τ B = +∞) and α(x, a) ≡ α, in which case the optimality here is reduced to the standard infinite horizon discounted meanvariance problem. Hence, our FPMV problem is an improvement of the ones in [6, 28] for DTMDPs and the ones in [10, 12, 20] for CTMDPs.
(b) As is known, SMDPs are generalizations of DTMDPs and CTMDPs. That is, in SMDPs the sojourn times are allowed to follow an arbitrary probability distribution, while the ones in DTMDPs are a fixed constant and the ones in CTMDPs are exponentially distributed. In this setting, our PFMV problem extends the previous works on mean-variance problems for DTMDPs [6, 24, 28, 30] and CTMDPs [10, 11, 12, 20] ; see Section 5 for more details.
(c) If g has the special form
then the corresponding FPMV problem is similar to the so-called variance minimization problem in [12, 20] for CTMDPs and [24, 30] for DTMDPs .
MAIN RESULTS

Characterization of policies in F g
To solve the problem M V g in (7), it is necessary to properly characterize the policies in F g , which will be done in this subsection. First, we give some basic assumptions and preliminary facts.
Assumption 3.1. There exist constants 0 < ρ < 1, M > 0, α 0 > 0, and a measurable function w ≥ 1 on E such that
, where
Moreover, Jensen's inequality gives
which implies Assumption 11.2.3 in [18] for constrained first passage SMDPs with M and β replaced by To show the finiteness of σ 2 (f ), it would be more convenient to consider the second moment instead of the variance. Thus, for each x ∈ E and f ∈ F , we denote by
the second moment of the first passage discounted reward. For every x ∈ B c , it is obvious that
Hence, the FPMV problem M V g is equivalent to the following problem
In relation to (10), for any given policy f ∈ F , the finiteness of V (2) (f ) and V (f ) indicates the finiteness of σ 2 (f ), for which we have the following fact. and f ∈ F , we have
P r o o f . By Remark 3.2, Assumption 3.1 indicates Assumption 11.2.3 in [18] . Then, it follows from Lemma 11.3.1(a) in [18] that
We now turn to proving the second statement. Since the positive of the discount factor implies
which, together with Assumption 3.1(ii), yields
with m 2 defined by
Under Assumptions 2.3 and 3.1(ii), by (13) and the same argument to (11.11) in Lemma 11.3.1(a) of [18] with ρ 2 , w 2 and 2α in lieu of β, w and α, respectively, we have
Here and below, I D is the indicator function on a set D, and m k=n y k = 1 when m < n for any sequence {y k }. By Lemma 11.3.1 in [18] , the second moment V (2) (f ) can be expressed as
with ∆ n+1 := Θn+1 0 e −α(Jn,An)t dt, which, along with (15) and a straightforward calculation, gives that
On the other hand, by the definition of V (2) (f ), it directly follows that V (2) (x, f ) ≥ 0 for every x ∈ B c , f ∈ F , which completes the proof.
To facilitate the upcoming argument, we introduce the concept of the w-weighted norm similar to that in [18] with w as in Assumption 3.1. A (real-valued) function u on B c is called w-bounded if the w-weighted norm of u, i. e., u w := sup x∈B c |u(x)| w(x) , is finite. The Banach space of all w-bounded measurable functions on B c is denoted by M w (B c ). Obviously, from Lemma 3.3 we have
for each f ∈ F . Since our optimization is over all policies in F g , it is helpful to characterize elements of F g in terms of primitive data in (1). The following theorem gives such a characterization. 
with r as in (9) .
(b) A policy f ∈ F g if and only if f (x) ∈ A g (x) for every x ∈ B c , where A g (x) is given by
P r o o f . (a) As indicated in Lemma 3.3,
c and a ∈ A(x), and thus, the statement can be obtained using the similar way as in Lemma 11.3.2(a) in [18] .
(b) Since the nonempty of F g implies g ∈ M w (B c ), part (a), together with the definition of F g , completes the proof.
Transformation of the second moment into a mean
As mentioned in (12), our original problem M V g is equivalent to minimizing V (2) (f ) over F g . In this subsection, we will place our concern on the second moment V (2) (f ) and show how to transform it into a mean. 
where m 2 is as in (14) and
Moreover, the second moment V (2) (f ) is expressed by means of the first moment, i. e.,
with
P r o o f . Let f ∈ F g and x ∈ B c be arbitrarily fixed. By (16), a direct calculation gives
Noting that J 0 = x ∈ B c , we have
Furthermore, it follows from the property of conditional expectation and the Markov property that
where the third equality is due to the properties (2) -(4). Similarly, we have
Therefore, taking all the above results of L 1 , L 2 , L 3 into consideration, we obtain
which, together with Lemma 3.3, shows that V (2) (f ) is a solution in M w 2 (B c ) to the equation (18) .
On the other hand, consider the following expected first passage cost
with c g (x, a) as in (19) . Under Assumption 3.1, for all x ∈ B c and a ∈ A(x), we have
and B c w 2 (y)m 2 (dy|x, a) < ρ 2 w 2 (x) (see (13)). Thus, a similar argument to the finiteness of V (f ) in Lemma 3.3 yields
and hence J(·, f ) ∈ M w 2 (B c ) for all f ∈ F g . Moreover, letting w in Theorem 3.4(a) be replaced with w 2 , we conclude that J(f ) is the unique solution in M w 2 (B c ) to the equation (18) . Recalling that
Remark 3.6. In fact, Theorem 3.5 holds for any policy f ∈ F with g(x) replaced by V (x, f ) for each x ∈ B c . More precisely, as an argument of Theorem 3.5, we get that V (2) (·, f ) is the unique solution within M w 2 (B c ) to the following equation
Furthermore, for each f ∈ F , the second moment V (2) (x, f ) has the following expression
On the existence of FPMV-optimal policies
In this subsection, we will establish the existence and computation of an FPMV-optimal policy via the so-called FPMV optimality equation (23) below. From Theorem 3.5 and the relation (11), the original problem M V g (7) can be further reduced to minimize J(x, f ) over all f ∈ F g for all x ∈ B c , which is a classical expectation (rather than variance) minimization problem and can be solved via the following first passage SMDPs model
with c g as in (19) , A g as in (17) and the other data as in (1) . In this setup, the existing results on first passage SMDPs [18] can be applied.
For simplicity of notation, we introduce dynamic programming operators T f and T on M w 2 (B c ) as follows: for each f ∈ F g , x ∈ B c and u ∈ M w 2 (B c ), with R(x, a) as in Theorem 3.5,
To obtain the existence of the FPMV-optimal policy, we also require the continuouscompactness condition as below.
Assumption 3.7. Let w and m 1 be as in Assumption 3.1, and m 2 be as in (14) .
(ii) For each fixed x ∈ B c , t ∈ R + , Borel set D ⊂ B c and D = E, the functions r(x, a), α(x, a), and Q(t, D|x, a) are continuous in a ∈ A(x). be an arbitrary sequence such that a n → a ∈ A(x), and m 1 be as in Assumption 3.1. For every n, we have m 1 (D|x, a n ) = ∞ 0 e −α(x,an)t Q(dt, D|x, a n ).
Letting n → ∞ in the above equality, by Assumption 3.7(ii) and the generalized dominated convergence theorem in Proposition A.4 [8] , we conclude that m 1 (D|x, a) is continuous in a ∈ A(x) for each x ∈ B c and Borel set D ⊂ B c and D = E. Similarly, the conclusion for m 2 (D|x, a) can be achieved.
(b) Using a similar argument to the proof of Lemma 8.3.7 in [13] , part (b) follows from Assumption 3.7(iii) and part (a).
(c) Let x ∈ B c be arbitrarily fixed. To show that A g (x) is compact, it suffices to prove that A g (x) is closed because A g (x) ⊂ A(x) and A(x) is compact. Indeed, let {a n } ⊂ A g (x) be an arbitrary sequence such that a n → a ∈ A(x). Then, for each n, we have
. Moreover, r(x, a n ) is continuous in a ∈ A(x) by the dominated convergence theorem. Thus, taking n → ∞ in the above equality, under Assumption 3.7, we obtain g(x) = r(x, a) + B c g(y)m 1 (dy | x, a), which shows that a ∈ A g (x). Now, we are ready to state the main result concerning the existence and computation of FPMV-optimal policies. 
where σ 2 * is as in (8) . (b) A policy f ∈ F g is FPMV-optimal if and only if f (x) attains the minimum in (23) for each x ∈ B c , i.e, (σ
(c) There exists a policy f * such that (σ
, and such a policy f * is FPMV-optimal.
(d) The value function σ 2 * can be approximated by the following iteration sequence: σ 2 * = lim n→∞ u n − g 2 with u n+1 := T u n , n ≥ 0, and u 0 = 0.
(e) An FPMV-optimal policy can be obtained by the following algorithm:
Policy improvement algorithm:
(1) For a given expected reward g, compute A g (x) for each x ∈ B c , and then get F g by Theorem 3.4(b).
(2) Pick an arbitrary policy f ∈ F g . Let k = 0 and set h k := f .
(4) Policy improvement: For any k ≥ 0, take h k+1 ∈ F as follows:
, then, h k is FPMV-optimal. Otherwise, increase k by 1 and return to step (3). P r o o f . (a) First, we prove that T is a contraction operator from M w 2 (B c ) to itself. Indeed, by Lemma 3.8, R(x, a) + B c u(y)m 2 (dy|x, a) is continuous in a ∈ A(x) for each x ∈ B c and u ∈ M w 2 (B c ). Then, it follows from the measurable selection theorem (e. g., Lemma 8.3.8 in [13] ) that there exists f ∈ F such that T u(x) = T f u(x). Therefore, T u(·) is measurable on B c for all u ∈ M w 2 (B c ), and for any function u ∈ M w 2 (B c ), by (20) and (13), we have
Hence, T u − T v w 2 < u − v w 2 ρ 2 , and thus T is a contraction operator from the Banach space M w 2 (B c ) to itself. By Banach's Fixed Point Theorem, T has a unique fixed point (21)). Thus, it remains to prove u * = J * , which, for the model (22) with w 2 , 2α and c g in lieu of w, α and r in [18] , respectively, can be verified by the similar manner as in Lemma 11.3.2(b) of [18] . Finally, using Theorem 3.5 again, we have J * (·) = σ 2 * (·) + g 2 (·).
(b) By Theorem 3.5, we see that J(f ) = σ 2 (f ) + g 2 is the unique solution in M w 2 (B c ) to the equation (18) . This, together with the definition of FPMV-optimal policies, gives the statement. (e) It follows from Theorem 7.5.1 in [3] .
Remark 3.10. It is worth to mention that the way we used here to ensure the existence of the optimality equation is Banach's theory rather than the method of dynamic programming in continuous-time Markov decision processes such as [9, 10, 11] .
EXAMPLES
In this section, we use two examples to illustrate the application of our main result. One shows that elements in F g are not unique and an FPMV-optimal policy is derived when the set F g is finite, another justifies the existence of FPMV-optimal policies when the set F g is infinite.
Example 4.1. The control model under consideration is given by: E = {y 1 , y 2 , y 3 }; B = {y 3 }; A(y 1 ) = {a 11 , a 12 }, A(y 2 ) = {a 21 , a 22 }, A(y 3 ) = {a 31 }; Q(t, y|x, a) = (1 − e −t )p(y|x, a) for every t ∈ R + , a ∈ A(x) and x ∈ B c , where p(y|x, a) are the transition probabilities defined by , and
Therefore, the set F g is given by F g = {f 3 , f 4 }.
On the other hand, using Theorem 3.5 and Remark 3.6, we have , which implies that
for every x ∈ B c . Therefore, the policy f 3 is FPMV-optimal although the objective expected reward g here is not the maximal one.
Finally, we illustrate the application of the policy improvement algorithm.
• For each x ∈ {y 1 , y 2 }, solving (17) gives that A g (y 1 ) = {a 12 } and A g (y 2 ) = {a 21 , a 22 }. Therefore (by Theorem 3.4(b)), F g = {f 3 , f 4 }.
• Pick a policy f 4 ∈ F g and take h 0 := f 4 .
• Obtain J(h 0 ) = 430 83 920 83
.
• Policy improvement: h 1 (y 1 ) = a 12 , h 1 (y 2 ) = a 21 .
• Since h 0 = h 1 , a further iteration yields 3 . As analyzed above, all conditions required for Theorem 3.9 are fulfilled. Thus, by Theorem 3.9, there exists an FPMV-optimal policy.
For each x ∈ (−∞, 1], letting the date in the equation of (17) be replaced with ones in Example 4.3, we immediately get
Solving the above equation, we obtain two solutions a 1 := −|x| and a 2 := |x|. Thus, A g (x) = {−|x|, |x|} for all x ∈ B c = (−∞, 1], which implies that there are an infinite number of policies in F g . Remark 4.5. Example 4.3 only justifies the existence of an FPMV-optimal policy but not gives an explicit FPMV-optimal policy. To obtain an explicit FPMV-optimal policy, numerical experiments by executing the value iteration or policy improvement algorithms proposed in Theorem 3.9 are needed.
REDUCTION TO THE CASES FOR DTMDPS AND CTMDPS
In this section, we will show how a first passage variance model for SMDPs becomes that for DTMDPs and CTMDPs if the semi-Markov kernel Q is of the special forms as below.
Case 1. the first passage variance model for DTMDPs
Suppose that the semi-Markov kernel Q has the expression Q(t, D|x, a) = p(D|x, a), t ≥ 1, 0, otherwise for all D ∈ B(E) and (x, a) ∈ K, with p(·|x, a) as a stochastic kernel on E given K. In this case, T n = n almost everywhere for each n ≥ 0, and thus {T n , J n , A n } is the standard DTMDPs.
By some transformations of structure, for each x ∈ E, f ∈ F, V (x, f ) can be rewritten as V (x, f ) = E This extends the results of [24, 30] to the case of state-action dependent discount factors and an arbitrary function g. In fact, the above equation is the optimality equation in the first passage variance model for DTMDPs with a target set B, the discount factor α(x, a), the transition probability p(·|x, a) and reward function r(x, a). Although the policies for CTMDPs are different from those for SMDPs, they are identical for the stationary policies. Then, the model (1) becomes {E, B, (A(x) ⊂ A, x ∈ E), q(·|x, a), r(x, a), α(x, a), g(x)}.
Under the first passage variance criterion, the optimality equation (23) 
CONCLUDING REMARKS
In this paper, we have studied a new and interesting issue -the FPMV problem for SMDPs. Our work extends the previous works from DTMDPs and CTMDPs to SMDPs, from fixed finite or infinite time horizons to a random time horizon, and from a constant discount factor to a varying one. To solve the FPMV problem of SMDPs, we characterize the policies with a common expected first passage reward, transform the variance of the first passage reward to a mean, and develop suitable conditions under which an FPMVoptimal policy is ensured. Also, we have derived a policy improvement algorithm as well as a value iteration algorithm to compute an FPMV-optimal policy. To show the application of our main results, we give two illustrative examples. At last, a reduction of the results to the cases of DTMDPs and CTMDPs is exhibited.
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