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Abstract. In this paper, we first study the properties of the local rings of a Berko-
vich analytic space from the point of view of the commutative algebra properties ; we
show that those rings are excellent ; we introduce the notion of an analytically sepa-
rable extension of non-archimedean complete fields (it includes the case of the finite
separable extensions, and also that of any complete extension of a perfect complete
non-archimedean field) and show that the usual commutative algebra properties (Rm,
Sm, Gorenstein, Cohen-Macaulay, Complete Intersection) are stable under analytically
separable ground field extensions ; we also establish a GAGA principle with respect to
those properties for any finitely generated scheme over an affinoid algebra. The remai-
ning part of the paper deals with more global notions which are closely related to the
preceeding ones : the irreducible components of an analytic space, its normalization,
and the behaviour of irreducibility and connectedness under base change.
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Introduction
La premie`re partie de cet article est essentiellement consacre´e a` l’e´tude, du
point de vue des proprie´te´s usuelles de l’alge`bre commutative (re´gularite´, pro-
fondeur, excellence...), des anneaux locaux des espaces analytiques au sens de
Berkovich ; dans un second temps, nous nous inte´ressons a` des notions plus
globales comme les composantes irre´ductibles d’un espace analytique, sa nor-
malisation, ou encore l’irre´ductibilite´ et la connexite´ ge´ome´triques. De´crivons
brie`vement les principaux re´sultats obtenus.
On fixe un corps ultrame´trique complet k ; on note p son exposant ca-
racte´ristique ; si p = 1 et si n ∈ N, la notation k1/pn de´signera simplement
k. Rappelons qu’un espace analytique est dit bon si chacun de ses points a une
base de voisinages affino¨ıdes ; les espaces affino¨ıdes, les analytifie´s de varie´te´s
alge´briques, les fibres ge´ne´riques de sche´mas formels affines ou propres sont des
exemples de bons espaces – en ce qui concerne les sche´mas formels propres, ce
n’est pas trivial et de´coule d’un re´sultat de Temkin ([32], cor. 4.4) ; la bonte´
d’un espace garantit que ses anneaux locaux sont noethe´riens et hense´liens ([3],
th. 2.1.4 et th. 2.1.5).
Proprie´te´s alge´briques des anneaux analytiques
⋄ Excellence des anneaux analytiques locaux et globaux.
Au paragraphe 2, nous de´montrons (th. 2.6) que toute alge`bre k-affino¨ıde
est un anneau excellent, et que les anneaux locaux d’un espace k-
affino¨ıde sont excellents.
⋄ The´ore`mes de type GAGA.
Apre`s avoir e´tabli la re´gularite´ ge´ome´trique des fibres de certains mor-
phismes entre anneaux locaux alge´briques et analytiques (th. 3.3) nous
en de´duisons l’assertion suivante (th. 3.4) : soitA une alge`bre k-affino¨ıde,
soit X un sche´ma de type fini sur A , et soit V un domaine affino¨ıde
de l’analytifie´ X an de X . Soit x un point de V et soit x son image sur
X . Soit P l’une des proprie´te´s suivantes : eˆtre Rm (resp. Sm, resp.
re´gulier, resp. d’intersection comple`te, resp. de Gorenstein, resp. de
Cohen-Macaulay). On a les e´quivalences suivantes :
OV,x satisfait P ⇐⇒ OX an,x satisfait P ⇐⇒ OX ,x satisfait P .
Remarquons qu’en vertu des re´sultats d’excellence mentionne´s plus haut,
l’ensemble des x ∈ X tel que OX ,x satisfasse P en est un ouvert de
Zariski ; l’e´quivalence ci-dessus assure que l’ensemble des x ∈ X an tel
que OX an,x satisfasse P en est un ouvert de Zariski ; cette remarque
s’applique notamment au cas ou` X = Spec A et ou` X an est donc e´gal
a` M (A ).
A` propos du lieu de validite´ d’une proprie´te´ P sur un espace
analytique. SoitX un espace analytique et soit x ∈ X . Soit P l’une des
proprie´te´s mentionne´es ci-dessus. Si X est bon, on dit que X satisfait P
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en x si OX,x satisfait P. Dans le cas ge´ne´ral, on dit que X satisfait P en
x s’il existe un bon domaine analytique U de X contenant x tel que U
satisfasse P en x, et c’est alors le cas pour tout bon domaine analytique
U de X contenant x (3.6). On de´duit de ce qui pre´ce`de que le lieu de
validite´ de P sur un espace analytique X est un ouvert de Zariski de X .
⋄ Effets de l’extension des scalaires.
Soit X un espace k-analytique et soit L une extension ultrame´trique
comple`te de k. Soit x ∈ X , et soit y un point de XL situe´ au-dessus de x,
ou` XL est l’espace de´duit de X par extension des scalaires de k a` L. Soit
P l’une des proprie´te´s d’alge`bre commutative e´voque´es plus haut. Nous
e´tablissons les faits suivants (le the´ore`me 3.1 constitue leur variante
sche´matique ; ils en de´coulent modulo le the´ore`me de comparaison 3.4
et les commentaires faits au 3.6.4) :
i) si XL satisfait P en y alors X satisfait P en x ;
ii) si X satisfait P en x et si P est la proprie´te´ d’eˆtre Sm pour un
certain m (resp. d’intersection comple`te, resp. de Gorenstein, resp.
de Cohen-Macaulay), alors XL satisfait P en y ;
iii) si X satisfait P en x, si P est la proprie´te´ d’eˆtre Rm pour un certain
m (resp. re´gulier) et si L est une extension analytiquement se´parable
de k, alors XL satisfait P en y.
Commentaires. La notion d’extension analytiquement se´parable de
corps ultrame´triques complets est introduite au paragraphe 1 (de´f. 1.8) ;
c’est, aussi bien du point de vue de sa de´finition que de ses proprie´te´s
(telles l’assertion iii) ci-dessus) la variante value´e de la notion classique
d’extension se´parable.
Quelques exemples (cf. 1.9.1, 1.9.4, 1.10.1 et 1.10.3). Si k est
parfait, toute extension comple`te de k est analytiquement se´parable ;
une extension finie de k est analytiquement se´parable si et seulement
si elle est se´parable ; si r est un polyrayon k-libre, kr est une extension
analytiquement se´parable de k (pour la de´finition d’un polyrayon k-
libre et le sens de la notation kr, voir 0.23) ; plus ge´ne´ralement, si η
est l’unique point du bord de Shilov d’un polydisque sur k, son corps
re´siduel comple´te´ H (η) est une extension analytiquement se´parable de
k.
Re´gularite´ ge´ome´trique. Soit X un espace k-analytique. Soit P l’une
des proprie´te´s d’alge`bre commutative mentionne´es ci-dessus. Si x ∈ X ,
on dit que X satisfait ge´ome´triquement P en x si pour toute extension
comple`te L de k, l’espace XL satisfait P en chacun de ses points situe´s
au-dessus de x. Au paragraphe 6 nous de´montrons (prop. 6.3) que X
est ge´ome´triquement re´gulier en x si et seulement si il est quasi-lisse
en x, c’est-a`-dire si et seulement si le rang de Ω1X/k en x est e´gal a` la
dimension de X en x ; nous prouvons ensuite (prop. 6.8) que si P est
la proprie´te´ d’eˆtre re´gulier ou bien d’eˆtre Rm pour un certain m, alors
X satisfait ge´ome´triquement P en x si et seulement si Xk1/p satisfait P
en son unique point situe´ au-dessus de x. On en de´duit (cor. 6.9) que le
lieu de validite´ ge´ome´trique de P sur X en est un ouvert de Zariski.
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Remarque. En ge´ome´trie analytique rigide, les assertions ci-dessus
n’auraient pas pu eˆtre meˆme e´nonce´es, puisqu’il n’existe pas dans ce
cadre de morphisme de changement de base.
⋄ A` propos des de´monstrations.
Les re´sultats qui pre´ce`dent reposent pour l’essentiel sur la proposi-
tion 2.2 dont l’e´nonce´, et plus encore la preuve, sont passablement in-
grats. Elle assure l’existence, sur le spectre du comple´te´ d’un certain
anneau local analytique, d’un ouvert de Zariski d’un type particulier
qui est non vide et re´gulier. Pour l’exhiber, on se fonde sur le lemme
de normalisation de Noether (et plus pre´cise´ment sur ses versions ana-
lytique et alge´brique, sur la re´gularite´ des anneaux locaux de l’espace
affine analytique, qui est e´tablie directement au pre´alable (lemme 2.1),
et enfin sur le crite`re de re´gularite´ suivant, duˆ a` Kiehl ([25], Folg. 2.3) : si
A est un anneau noethe´rien, si B est une A-alge`bre de type fini re´gulie`re,
si C est une B-alge`bre finie et plate et si Ω1B/A et Ω
1
C/A sont tous deux
libres de meˆme rang, alors l’anneau C est re´gulier.
Remarque. D’apre`s un the´ore`me de Kiehl ([25], Satz 1.4), si F est
un corps ultrame´trique complet de caracte´ristique p > 0, et si E est
un sous-corps complet de F contenant F p et topologiquement de type
de´nombrable sur F p, alors E posse`de une p-base topologique sur F p.
Nous nous servons de ce re´sultat au cours de la de´monstration de la
proposition 2.2 ; afin de pouvoir l’appliquer, nous sommes amene´ a` plu-
sieurs reprises a` remplacer le corps avec lequel nous travaillons par un
sous-corps satisfaisant l’hypothe`se de de´nombrabilite´ e´voque´e, puis a`
utiliser des arguments de limite inductive pour conclure ; ces contorsions
techniques que nous n’avons malheureusement pas su e´viter alourdissent
la re´daction.
Normalisation et proprie´te´s ge´ome´triques globales des es-
paces analytiques
⋄ Les composantes irre´ductibles d’un espace analytique.
Si X n’est pas compact, sa topologie de Zariski n’est pas noethe´rienne,
et la the´orie classique des composantes irre´ductibles ne s’applique pas.
Nous pallions comme suit cet inconve´nient : par des arguments relative-
ment e´le´mentaires reposant in fine sur la the´orie de la dimension nous
montrons (th. 4.21) que les parties de X qui peuvent s’e´crire comme
l’adhe´rence, relative a` la topologie de Zariski de X , d’une composante
irre´ductible d’un domaine affino¨ıde de X , sont exactement les ferme´s
irre´ductibles maximaux de X ; ce sont ces parties que nous appellerons
ses composantes irre´ductibles. Nous e´tablissons les proprie´te´s attendues
a` leur sujet (du lemme 4.23 a` la fin du paragraphe 4) ; elles se com-
portent essentiellement comme les composantes irre´ductibles usuelles
d’un espace topologique noethe´rien, a` condition de remplacer a` peu
pre`s partout la notion d’ensemble fini de ferme´s de Zariski par celle
d’ensemble G-localement fini de tels ferme´s (de´f. 4.17).
⋄ La normalisation d’un espace analytique.
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Au de´but du paragraphe 5, nous introduisons la notion de morphisme
quasi-dominant d’espaces analytiques (de´finition 5.1 ; elle repose sur
celle de composante irre´ductible) et nous de´finissons la normalisation
de X comme l’objet final de la cate´gorie des espaces analytiques nor-
maux munis d’un morphisme quasi-dominant versX . Nous en montrons
l’existence (th. 5.10) ; l’approche en termes de proprie´te´ universelle a
l’avantage de re´duire la de´monstration au cas affino¨ıde, en assurant
a` peu pre`s automatiquement le recollement des constructions locales.
Nous montrons que les composantes connexes de la normalisation de X
correspondent aux composantes irre´ductibles de X (th. 5.15), et que la
normalisation est «compatible a` la formation des anneaux locaux» dans
le cas d’un bon espace (lemme 5.17).
Nous montrons l’existence, lorsque X est quasi-compact, d’un entier n
tel que la normalisation de Xk1/pn soit ge´ome´triquement normale (th.
6.11) ; un re´sultat analogue est e´tabli au pre´alable concernant l’espace
re´duit associe´ a` un espace analytique (th. 6.10).
Nous utilisons enfin le the´ore`me 6.11 pour prouver, a` l’aide du the´ore`me
5.15, qu’un espace k-analytique qui est irre´ductible le reste apre`s passage
a` la cloˆture parfaite de k (prop. 6.12).
⋄ Connexite´ et irre´ductibilite´ ge´ome´triques.
Au paragraphe 7, nous commenc¸ons par de´finir, e´tant donne´ un espace
k-analytique X , l’anneau s(X) des fonctions analytiques sur X qui an-
nulent localement un polynoˆme non nul et se´parable sur k (7.2) ; nous
donnons une de´monstration du fait (essentiellement duˆ a` Berkovich) que
s(X) est une extension finie se´parable de k lorsque X est connexe et non
vide (lemme 7.3).
Le foncteur X 7→ s(X) et le lemme 7.3 sont ensuite utilise´s pour e´tudier
le comportement de la connexite´ et de l’irre´ductibilite´ par extension du
corps de base. Les re´sultats attendus, a` savoir les pendants analytiques
des assertions bien connues portant sur les varie´te´s alge´briques, sont
e´tablis ; on de´montre d’abord ceux qui sont relatifs a` la connexite´ (th.
7.14) ; suivent leurs analogues concernant l’irre´ductibilite´ (th. 7.16), qui
s’en de´duisent a` l’aide d’un raisonnement faisant intervenir la notion de
normalisation et le the´ore`me 6.11 cite´ ci-dessus.
Nous n’allons pas rappeler ici les e´nonce´ inte´graux des the´ore`mes 7.14
et 7.16 ; mentionnons simplement qu’ils assurent entre autres que si k
est alge´briquement clos1 et si X est un espace k-analytique connexe
(resp. irre´ductible) alors XL est connexe (resp. irre´ductible) pour toute
extension comple`te L de k.
Nous terminons ce chapitre en e´tablissant, par un raisonnement fonde´
sur les the´ore`mes 7.14 et 7.16 ainsi que sur une proposition technique
(prop. 7.24 ; cf. aussi les commentaires qui la pre´ce`dent au 7.23), les faits
suivants (th. 7.20, iii), iv) et vi) ; th. 7.26, iii), iv) et vi) ) : si X est un
1Les assertions correspondantes en ge´ome´trie alge´brique sont en ge´ne´ral e´nonce´es sur un
corps se´parablement clos ; mais il se trouve qu’un corps ultrame´trique complet dont la valeur
absolue n’est pas triviale et qui est se´parablement clos est automatiquement alge´briquement
clos cf. [10], §3.4, prop. 6.
espace k-analytique, si L est une extension comple`te de k, et si T est
une composante connexe (resp. irre´ductible) de XL, alors T posse`de un
« corps de de´finition » qui est fini et se´parable sur k, et l’image de T sur
X est une composante connexe (resp. irre´ductible) de X ; si X n’a qu’un
nombre fini de composantes connexes (resp. irre´ductibles), il existe une
extension finie et se´parable K de k telle que toutes les composantes
connexes (resp. irre´ductibles) de XK soient ge´ome´triquement connexes
(resp. ge´ome´triquement irre´ductibles).
⋄ Stabilite´ de certaines proprie´te´s par produit.
Au paragraphe 8, nous montrons (th. 8.1) que si P est l’une des pro-
prie´te´s d’alge`bre commutative mentionne´e plus haut et si X et Y sont
deux espaces k-analytiques la satisfaisant ge´ome´triquement, alors le
produit X ×k Y la satisfait ge´ome´triquement2.
Nous prouvons ensuite (th. 8.4) que si X est un espace k-analytique
ge´ome´triquement connexe (resp. ge´ome´triquement irre´ductible) et Y
un espace k-analytique connexe (resp. irre´ductible) alors X ×k Y
est connexe (resp. irre´ductible) ; l’assertion relative a` la connexite´
se de´duit facilement du the´ore`me 7.14 sur la connexite´ ge´ome´trique,
par un argument topologique e´le´mentaire reposant sur la compacite´
des espaces affino¨ıdes ; modulo le fait que le produit de deux espaces
ge´ome´triquement normaux est ge´ome´triquement normal (en vertu du
the´ore`me 8.1 mentionne´ ci-dessus), celle relative a` s’irre´ductibilite´ en
de´coule imme´diatement.
Liens avec divers travaux ante´rieurs
Du cas strictement affino¨ıde au cas ge´ne´ral. Parmi les diffe´rences notables
entre la the´orie de Berkovich et la ge´ome´trie analytique rigide figure la prise en
conside´ration, par la premie`re, des polydisques ferme´s de polyrayon quelconque,
quand la seconde n’autorisait que les polydisques unite´ ; la classe des alge`bres
affino¨ıdes au sens de Berkovich est ainsi plus large que celle de´finie par Tate, et
les alge`bres affino¨ıdes de ce dernier sont qualifie´es de strictement affino¨ıdes par
Berkovich.
L’inte´reˆt d’accepter n’importe quel polyrayon est particulie`rement flagrant
lorsqu’on s’inte´resse aux espaces analytiques sur un corps muni de la valeur ab-
solue triviale, espaces dont l’importance a e´te´ tre`s re´cemment mise en lumie`re
dans diffe´rents travaux : ceux d’Amaury Thuillier sur la combinatoire du divi-
seur exceptionnel d’une re´solution des singularite´s ([34]), ceux de Berkovich et
de Nicaise sur les liens entre la ge´ome´trie ultrame´trique et les variations de struc-
tures de Hodge complexes ([9], [28]), ou encore ceux de Je´roˆme Poineau sur les
fondements de la ge´ome´trie analytique sur Z et ses applications arithme´tiques
([30]).
Il apparaˆıt donc ne´cessaire de disposer, autant que faire se peut, de re´sultats
alge´briques de base au sujet des espaces et alge`bres affino¨ıdes qui soient valables
2Nous espe´rons pouvoir ulte´rieurement, graˆce a` un travail en cours sur la platitude, arriver
a` cette conclusion en nous contentant de la validite´ simple de P sur l’un des deux espaces en
jeu.
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dans le cas ge´ne´ral, i.e. non ne´cessairement strict. C’est dans cette optique
que nous e´tendons ici aux alge`bres affino¨ıdes quelconques plusieurs assertions
de´ja` connues pour les alge`bres strictement affino¨ıdes ; mentionnons que nous
avons choisi, pour la commodite´ du lecteur, de ne pas utiliser ces assertions
de´ja` connues, pre´fe´rant reprendre, lorsque cela s’est ave´re´ ne´cessaire, certains
passages de leurs preuves originales au cours de nos de´monstrations. Donnons
maintenant quelques de´tails.
⋄ Proprie´te´s alge´briques des anneaux analytiques : ce qui e´tait
de´ja` connu dans le cas strictement affino¨ıde.
• Le the´ore`me 2.6 affirme l’excellence des alge`bres affino¨ıdes ; dans le cas
strictement affino¨ıde, celle-ci a e´te´ e´tablie par Kiehl ([25]).
• Le the´ore`me de comparaison pour les proprie´te´s usuelles de l’alge`bre
commutative (th. 3.4) e´nonce´ ici met en jeu un sche´ma de type fini
X sur une alge`bre affino¨ıde A et un domaine affino¨ıde V de X an ;
pour certaines de ces proprie´te´s (re´gularite´, normalite´, caracte`re re´duit,
de Gorenstein, de Cohen-Macaulay, d’intersection comple`te) il a e´te´
de´montre´ par Berkovich lorsque X = A et V = X an ([3], th. 2.2.1) ;
lorsque |k∗| 6= {1} et lorsque A est strictement k-affino¨ıde, sa me´thode
s’applique en fait, meˆme s’il ne le mentionne pas explicitement, a` toutes
les proprie´te´s d’alge`bre commutative conside´re´es ici, a` tout A -sche´ma
de type fini X , et a` tout domaine strictement k-affino¨ıde de X an.
• Le the´ore`me 6.8 assure que si P est la proprie´te´ d’eˆtre re´gulier ou bien
Rm pour un certain m, alors la validite´ ge´ome´trique de P en un point
d’un espace k-analytique X e´quivaut a` sa validite´ simple en l’unique
ante´ce´dent de ce point sur Xk1/p ; dans son article [15], Conrad en
de´montre un cas particulier (dont l’e´nonce´ nous a inspire´ le cas ge´ne´ral)
pour les espaces strictement k-affino¨ıdes ; plus pre´cise´ment, le lemme
3.3.1 (resp. le th. 3.3.6) de op. cit. affirme entre autres que si A est une
alge`bre strictement k-affino¨ıde telle que k1/p⊗̂kA soit re´duite (resp.
normale), alors pour toute extension comple`te F de k, l’alge`bre F ⊗̂kA
est re´duite (resp. normale).
Concernant les deux premiers re´sultats e´voque´s, nos de´monstrations sont
en grande partie inspire´es par celles de´ja` existantes dans le contexte stric-
tement affino¨ıde, auquel la partie proprement nouvelle de notre travail
consiste justement a` se ramener, d’une fac¸on plus ou moins explicite.
Comme d’habitude en the´orie de Berkovich, on le fait en remplac¸ant le
corps de base k par kr, ou` r est un polyrayon k-libre convenable ; il reste a`
controˆler les effets d’une telle extension des scalaires, ce que permet la pro-
position 2.2, l’extension kr de k e´tant analytiquement se´parable (exemple
1.10.1).
S’agissant du troisie`me re´sultat, nous e´tendons e´galement les scalaires a` kr
pour un certain polyrayon k-libre r afin de se ramener au cas strictement
k-affino¨ıde, mais nous traitons ce dernier par une me´thode qui diffe`re de
celle utilise´e par Conrad, et repose sur le crite`re de re´gularite´ de Kiehl
mentionne´ plus haut.
Remarque. En ce qui concerne la normalite´, les the´ore`mes GAGA sur
n’importe quelle base affino¨ıde et la stabilite´ par l’extension des scalaires
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a` kr ont e´te´ prouve´s pre´ce´demment par l’auteur au moyen de me´thodes
ad hoc dans l’appendice de [17].
⋄ Proprie´te´s alge´briques des anneaux analytiques : ce qui est nou-
veau meˆme dans le cas strictement affino¨ıde.
Il s’agit pour l’essentiel :
• du the´ore`me qui concerne le comportement des proprie´te´s usuelles de
l’alge`bre commutative par extension des scalaires (th. 3.1) ; signalons
a` ce propos que la notion de se´parabilite´ analytique, introduite pour
l’occasion, n’avait a` notre connaissance pas e´te´ conside´re´e jusqu’ici ;
• du the´ore`me qui affirme l’excellence des anneaux locaux analytiques
(th. 2.6) ;
• du the´ore`me de re´gularite´ ge´ome´trique des fibres analytiques (th. 3.3).
Des re´sultats partiels a` propos des deux premiers points ont e´te´ toutefois
e´tablis par Conrad dans op. cit.
Ainsi on de´duit de son e´nonce´ rappele´ plus haut que si k est parfait (auquel
cas k1/p = k), toute alge`bre strictement k-affino¨ıde re´duite (resp. normale)
le reste apre`s une extension comple`te quelconque de k ; ce dernier fait
peut se retrouver en corollaire de notre the´ore`me 3.1, compte-tenu du fait
que si k est parfait, toutes ses extensions comple`tes sont analytiquement
se´parables (exemple 1.9.1).
Conrad e´tablit par ailleurs (op. cit., th. 1.1.3) que si A est une alge`bre
strictement affino¨ıde sur un corps ultrame´trique complet k, les anneaux
locaux de l’espace M (A ) en chacun de ses points rigides sont excellents ;
sa de´monstration ne s’e´tend pas au cas de tous les points de M (A ) : elle
utilise en effet de manie`re essentielle le fait que si x est un point rigide de
M (A ) et si m de´signe son image sur Spec A , alors Âm et ̂OM (A ),x sont
naturellement isomorphes ; si x n’est pas suppose´ rigide, cette dernie`re
affirmation est fausse en ge´ne´ral.
Mentionnons incidemment que l’excellence des anneaux locaux d’un espace
analytique complexe peut se de´montrer au moyen d’un «crite`re jacobien»
(cf. [27], th. 100, th. 101, et la remarque qui les suit).
⋄ Normalisation et des proprie´te´s ge´ome´triques globales des es-
paces analytiques : comparaison avec les me´thodes et les re´sultats
de Conrad.
Le contenu de nos paragraphes 4, 5, 6 et 7 constitue pour l’essentiel une
extension au cas non ne´cessairement strict des travaux de Conrad sur
les composantes irre´ductibles et la normalisation d’un espace rigide, qui
sont au cœur de l’article [15] de´ja` cite´ ; toutefois, notre approche diffe`re
de la sienne (y compris dans le cas strictement analytique) sur un point
important.
• Diffe´rence entre notre approche et celle de Conrad. Partant d’un es-
pace rigide X , ce dernier commence par construire sa normalisation
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X ′ (par recollement a` partir du cas affino¨ıde), puis de´finit les com-
posantes irre´ductibles de X comme e´tant les images des composantes
connexes de X ′.
Nous avons choisi, comme indique´ plus haut, de proce´der d’une autre
manie`re, en de´finissant d’abord les composantes irre´ductibles d’un
espace analytique purement en termes de la topologie de Zariski, en
se servant de ces dernie`res pour introduire la notion de morphisme
quasi-dominant, puis en montrant l’existence d’un objet final dans la
cate´gorie des espaces analytiques normaux munis d’un morphisme
quasi-dominant vers un espace X donne´ ; c’est cet objet final X ′
que nous appelons normalisation, et nous montrons qu’il y a corres-
pondance entre les composantes connexes de X ′ et les composantes
irre´ductibles de X .
A` notre connaissance cette de´finition des composantes irre´ductibles
d’un espace analytique et cette caracte´risation de sa normalisation
par une proprie´te´ universelle sont nouvelles, meˆme dans le contexte
de la ge´ome´trie rigide.
• A` propos de la connexite´ et de l’irre´ductibilite´ ge´ome´triques. Pour
de´montrer nos the´ore`mes 7.14, 7.16, 7.20 et 7.26 nous suivons une
strate´gie qui est essentiellement la meˆme que celle de Conrad ; modulo
les re´sultats de´ja` e´tablis a` propos de la normalisation d’un espace
analytique et certains lemmes interme´diaires tire´s de l’article [8] de
Berkovich (pour la commodite´ du lecteur, nous les avons rede´montre´s
ici), tout est fonde´ sur l’assertion suivante : si k est alge´briquement
clos et si X est un espace k-affino¨ıde connexe alors XL est connexe
pour toute extension comple`te L de k.
Pour la de´montrer, plusieurs me´thodes e´taient a` notre disposition. La
plus rapide aurait consiste´ a` invoquer le the´ore`me de Berkovich ([3],
th. 7.6.1) sur l’invariance de la cohomologie e´tale par extension de
corps alge´briquement clos3 (en l’appliquant au H0...).
Ce dernier repose toutefois sur une machinerie extreˆmement sophis-
tique´e, et nous avons pre´fe´re´ opter pour une approche plus e´le´mentaire,
en nous plac¸ant tout d’abord dans le cas ou` |k∗| 6= {1} et ou` X est
strictement k-affino¨ıde. Sous ces hypothe`ses, on peut utiliser la the´orie
des alge`bres strictement k-affino¨ıdes distingue´es (et notamment [10],
§6.4.3, th. 1), la the´orie de la re´duction et le fait qu’une varie´te´
alge´brique connexe sur le corps re´siduel k˜ (qui est alge´briquement
clos) reste connexe apre`s une extension quelconque des scalaires, pour
conclure ; c’est ce que fait Conrad (op. cit., th. 3.2.1) ; nous propo-
sons ici (th. 7.11) une de´monstration plus directe, qui exploite les
proprie´te´s spe´cifiques des espaces de Berkovich (locale compacite´,
pre´sence de points a` « gros » corps re´siduels...), qui ne ne´cessite,
en fait d’alge`bre commutative norme´e, que le Nullstellensatz analy-
tique, et ne fait pas appel a` la the´orie alge´brique de la connexite´
ge´ome´trique.
3Berkovich, pour e´tablir son the´ore`me, utilise la stabilite´ de la connexite´ par extension de
corps alge´briquement clos... mais uniquement a` propos des courbes alge´briques ; nous pourrions
donc nous y re´fe´rer sans risque de raisonnement circulaire.
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Le passage au cas non ne´cessairement strict est fonde´ sur le corollaire
7.13, qui affirme (sans supposer que k est alge´briquement clos) que
si X est un espace k-analytique connexe et non vide et si r est un
polyrayon k-libre, alors s(Xkr) s’identifie a` s(X)r.
• Stabilisation de la normalisation a` un niveau fini. Le the´ore`me 6.11,
qui affirme l’existence, lorsque X est compact, d’un entier n tel que la
normalisation de Xk1/pn soit ge´ome´triquement normale, et l’assertion
analogue concernant l’espace re´duit associe´ a` un espace analytique
(th. 6.10), ont e´te´ directement inspire´s a` l’auteur par des re´sultats de
Conrad (op. cit., lemme 3.3.1 et prop. 3.3.6), qu’ils e´tendent au cas
non ne´cessairement strict. Notre preuve est tre`s proche de la sienne ;
elle consiste a` utiliser la proposition 6.8 (Conrad se fondant quant
a` lui sur le cas particulier de celle-ci qu’il a e´tabli dans op. cit. et
que nous avons e´voque´ plus haut) et des arguments de noethe´rianite´,
applique´s a` un module de type fini sur une certaine alge`bre affino¨ıde.
• Stabilite´ de certaines proprie´te´s par produit. A` notre connaissance, les
re´sultats du paragraphe 8 ne figurent pas a` ce jour dans la litte´rature,
meˆme dans le cas strictement analytique.
Remarque. Cet article reprend une partie d’une pre´publication de l’auteur
([18])4 dans laquelle figurent les the´ore`mes relatifs au comportement des pro-
prie´te´s de l’alge`bre commutative vis-a`-vis de l’extension des scalaires (la no-
tion de se´parabilite´ analytique y est introduite), les the´ore`mes de type GAGA,
ainsi que ceux qui portent sur la connexite´ et l’irre´ductibilite´ ge´ome´triques ;
les de´monstrations que l’on y trouve ont pour partie e´te´ retranscrites ici telles
quelles et pour partie profonde´ment remanie´es, lorsqu’elles se sont ave´re´es la-
cunaires, errone´es, ou trop complique´es. Sont par contre ine´dits dans ce qui
suit les re´sultats d’excellence, la de´finition des composantes irre´ductibles et la
construction de la normalisation, ainsi que la preuve de la stabilite´ par produit
de certaines proprie´te´s.
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0 Rappels et notations
(0.1) Si f : (T,OT) → (S,OS) est un morphisme de sites annele´s et si F est
un OS-module, on notera f∗F le OT-module f−1F ⊗f−1OS OT.
4C’est au vu de celle-ci que Berkovich nous a signale´ l’article [15] de Conrad.
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(0.2) Dans tout ce texte, nous nous inte´resserons aux espaces analytiques ul-
trame´triques au sens de Berkovich ([2],[3]) ; dans cette the´orie, la valeur absolue
du corps de base peut eˆtre triviale.
(0.3) Deux sortes de questions seront traite´es ici :
- celles pour lesquelles le corps de base joue un roˆle ; on fixera alors un
corps ultrame´trique complet k, et l’on travaillera dans la cate´gorie des espaces
k-analytiques ;
- celles pour lesquelles il est secondaire ; on se placera alors dans la cate´gorie
des espaces analytiques (sans re´fe´rence a` un corps), dont les objets sont les
couples (X, k) ou` k est un corps ultrame´trique complet et X un espace k-
analytique ; un morphisme de (Y, L) vers (X, k) est un couple (ι, ϕ) ou` ι est une
injection isome´trique de k dans L et ϕ un morphisme d’espaces L-analytiques
de Y dans X ×ι L ; bien entendu, on omettra le plus souvent dans ce cadre de
mentionner explicitement les corps et les plongements isome´triques en jeu.
De meˆme, on parlera parfois d’alge`bre (ou d’espace) affino¨ıde, et parfois d’alge`bre
(ou d’espace) k-affino¨ıde.
(0.4) Si X est un espace analytique et x un point de X , on de´signera par H (x)
le corps re´siduel comple´te´ de x ; si V est un domaine affino¨ıde de X , on notera
AV l’alge`bre affino¨ıde correspondante. Si X est un sche´ma et x un point de X ,
on de´signera par κ(x) le corps re´siduel de x ; lorsque X est inte`gre et lorsque
x est son point ge´ne´rique, on e´crira parfois κ(X ) au lieu de κ(x).
(0.5) Soit A une alge`bre affino¨ıde, soit X son spectre et soit X l’espace ana-
lytique M (A ). On dispose d’une surjection continue ρ : X → X . La topologie
de Zariski sur X est par de´finition l’image re´ciproque par ρ de la topologie de
Zariski du sche´ma (noethe´rien) X ; autrement dit, un ferme´ de Zariski de X
est une partie que l’on peut de´crire comme le lieu des ze´ros d’un certain ide´al
I de A , c’est-a`-dire comme l’ensemble des x ∈ X tels que f(x) = 0 pour toute
fonction f appartenant a` I.
L’adjectif « irre´ductible » applique´ a` une partie de X sera toujours relatif
a` la topologie de Zariski. Par surjectivite´ de ρ, les applications F 7→ ρ(F ) et
G 7→ ρ−1(G) mettent en bijection l’ensemble des ferme´s de Zariski (resp. des
ferme´s de Zariski irre´ductibles, resp. des composantes irre´ductibles) de X et
l’ensemble des ferme´s de Zariski (resp. des ferme´s de Zariski irre´ductibles, resp.
des composantes irre´ductibles) de X ; en particulier, X est irre´ductible si et
seulement si X est irre´ductible.
Soit Y un ferme´ de Zariski de X , et soit I un ide´al dont Y est le lieu des
ze´ros. La surjection A → A /I induit un home´omorphisme M (A /I) ≃ Y , ce
qui permet de munir Y d’une structure d’espace affino¨ıde qui de´pend de l’ide´al
I choisi. L’ensemble des ide´aux dont le lieu des ze´ros co¨ıncide avec Y a un plus
grand e´le´ment, a` savoir l’ide´al forme´ de toutes des fonctions qui s’annulent en
tout point de Y . Par surjectivite´ de ρ et par le fait correspondant en the´orie des
sche´mas, cet ide´al n’est autre que
√
I.
(0.6) SiX est un espace analytique, il est muni d’une topologie de Grothendieck
ensembliste, plus fine que sa topologie usuelle, qui est appele´e la G-topologie
([3], §1.3). Le site correspondant est note´ XG, il est naturellement annele´ ; l’on
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de´signera par OXG son faisceau structural ; si V est un domaine affino¨ıde de
X , alors OXG(V ) = AV . Lorsque X est bon (c’est-a`-dire lorsque chacun de ses
points a une base de voisinages affino¨ıdes), on de´signe par OX la restriction de
OXG a` la cate´gorie des ouverts de X , et OX fait alors de X un espace localement
annele´, dont les anneaux locaux sont noethe´riens et hense´liens ([3], th. 2.1.4 et
th. 2.1.5). Le lemme suivant est certainement bien connu mais, a` la connaissance
de l’auteur, ne figure pas explicitement dans la litte´rature.
(0.7) Lemme. Soit X un espace analytique. Le faisceau OXG est cohe´rent. Si
X est bon, le faisceau OX est cohe´rent.
De´monstration. On traite se´pare´ment chacune des deux assertions.
(0.7.1) Preuve de la cohe´rence de OXG . Soit V un domaine analytique de X ,
soit n ∈ N et soit ϕ : OnVG → OVG une surjection ; notons K son noyau. La
section 1 de OVG(V ) appartenant G-localement a` l’image de ϕ, il existe un G-
recouvrement (Vi) de V par des domaines affino¨ıdes tels que A
n
Vi
→ AVi soit
surjective pour tout i. Fixons i. L’anneau AVi e´tant noethe´rien, le noyau de
la fle`che A nVi → AVi , qui n’est autre que K (Vi), est un AVi-module de type
fini. Choisissons une famille ge´ne´ratrice (e1, . . . , em) de ce module. Soit W un
domaine affino¨ıde de Vi. Par platitude de la AVi-alge`bre AW ([2], prop. 2.2.4),
la suite
0→ K (Vi)⊗AVi AW → A nW → AW → 0
est exacte ; de`s lors, K (W ) s’identifie a` K (Vi) ⊗AVi AW . Par conse´quent, le
morphisme OmVi,G
→ K|Vi de´fini par les ej induit une surjection A mW → K (W ) ;
ceci valant pour tout domaine affino¨ıde W de Vi, le faisceau K|Vi est de type
fini ; ceci valant pour chacun des Vi, le faisceau OXG est cohe´rent.
(0.7.2) Preuve de la cohe´rence de OX lorsque X est bon. Supposons X bon,
soit U un ouvert de X , soit n ∈ N, et soit ϕ : OnU → OU une surjection ; notons
K son noyau. Il existe une famile finie (g1, . . . , gn) de fonctions analytiques sur
U telles que pour tout ouvert Ω de U et tout n-uplet (f1, . . . , fn) de fonctions
analytiques sur Ω, l’on ait ϕ(f1, . . . , fn) =
∑
figi|Ω. Soit x un point de U , soit
U ′ un voisinage ouvert de x dans U tel que la section 1 de OU ′(U ′) appartienne
a` l’image de O ′nU → O ′U , et soit V un voisinage affino¨ıde de x dans U ′ ; on
note Ω l’inte´rieur topologique de V dans U . Le morphisme A nV → AV qui
envoie (f1, . . . , fn) sur
∑
figi|V est surjectif en vertu de l’inclusion V ⊂ U ′.
Par noethe´rianite´ de AV , le noyau de ce morphisme est un AV -module de type
fini M . Soit (e1, . . . , em) une famille ge´ne´ratrice de ce dernier. Pour tout j,
e´crivons ej = (e1,j , . . . , en,j). Comme
∑
i ei,jgi|V = 0 quel que soit j, la famille
(e1|Ω, . . . , em|Ω) appartient a` K (Ω). Elle de´finit donc un morphisme O
m
Ω → K|Ω.
Soit ω ∈ Ω et soit W un voisinage affino¨ıde de ω dans Ω. La platitude de la
AV -alge`bre AW ([2], prop. 2.2.4) assure que
0→M ⊗AV AW → A nW → AW → 0
est exacte. Ceci valant pour tout voisinage affino¨ıde W de ω, on obtient par
passage a` la limite inductive l’exactitude de
0→M ⊗AV OΩ,ω → OnΩ,ω → OΩ,ω → 0.
Autrement dit, le noyau de OnΩ,ω → OΩ,ω est engendre´ par les germes des ej ;
mais cela signifie exactement que OmΩ,ω → Kω est surjective. Ceci ayant e´te´
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e´tabli pour tout ω ∈ Ω, le morphisme OmΩ → K|Ω est surjectif, ce qui ache`ve la
de´monstration. 
(0.8) Remarque. La de´finition de OX donne´e ci-dessus garde un sens pour
X quelconque (i.e. non ne´cessairement bon), et (X,OX) est toujours un espace
localement annele´ ; toutefois, on ne sait a` peu pre`s rien de OX dans ce cas. A`
la connaissance de l’auteur, on ignore s’il est cohe´rent, si ses anneaux locaux
sont noethe´riens, ou s’il peut arriver (en dimension strictement positive) qu’ils
soient re´duits au corps de base...
(0.9) Soit X un espace analytique (resp. un bon espace analytique). Le lemme
0.7 garantit qu’un OXG -module (resp. un OX -module) F est cohe´rent si et
seulement si il existe un G-recouvrement (resp. un recouvrement ouvert) (Xi)
de X tel que pour tout i, l’on puisse e´crire F|Xi comme le conoyau d’une fle`che
de la forme OmXiG → OnXiG (resp. OmXi → OnXi), ou` m et n appartiennent a` N.
(0.9.1) Soit A une alge`bre affino¨ıde ; posonsX = M (A ). D’apre`s un the´ore`me
de Kiehl (cf. [3], §1.2), le foncteur F 7→ F (X) e´tablit une e´quivalence entre la
cate´gorie des OXG -modules cohe´rents et celle des A -modules de type fini. On
dispose d’un quasi-inverse explicite M 7→ M˜ , ou` M˜ est uniquement de´termine´
par le fait que si V est un domaine affino¨ıde de X , alors M˜(V ) =M ⊗A AV .
(0.9.2) SoitX un bon espace analytique, soit π : XG → X le morphisme naturel
de sites annele´s. Berkovich a de´montre´ les re´sultats suivants ([3], prop. 1.3.4 et
1.3.6) : les foncteurs π∗ et π
∗ e´tablissent une e´quivalence entre la cate´gorie
des OXG -modules cohe´rents et celle des OX -modules cohe´rents ; ils envoient
faisceaux localement libres sur faisceaux localement libres ; ils pre´servent les
groupes de cohomologie.
(0.10) Convention. Si X est un espace analytique, un faisceau cohe´rent sur
X sera un OXG -module cohe´rent.
(0.10.1) Soit X un bon espace analytique, soit F un faisceau cohe´rent sur
X et soit x ∈ X . On notera F ⊗ OX,x la fibre en x du faisceau F restreint
a` la cate´gorie des ouverts de X ; elle co¨ıncide avec F (V ) ⊗AV OX,x pour tout
voisinage affino¨ıde V de x.
(0.10.2) Soit X un espace analytique et soit F un faisceau cohe´rent sur X .
Soit x ∈ X ; si V est un domaine affino¨ıde de X contenant x, le H (x)-espace
vectoriel F (V ) ⊗AV H (x) ne de´pend pas de V et sera note´ F ⊗H (x) ; si Y
est un domaine analytique de X contenant x, alors F|Y ⊗H (x) co¨ıncide avec
F ⊗H (x) ; si X est bon, F ⊗H (x) ≃ (F ⊗ OX,x)⊗OX,x H (x).
(0.10.3) Soit f : Y → X un morphisme d’espaces analytiques. Si F est un
faisceau cohe´rent sur X , alors f∗F est un faisceau cohe´rent sur Y . Si y ∈ Y
(resp. si Y est bon et si y ∈ Y ), on e´crira F ⊗H (y) (resp. F ⊗ OY,y) au lieu
de f∗F ⊗H (y) (resp. f∗F ⊗ OY,y).
(0.11) Soit X un espace analytique et soit I un faisceau cohe´rent d’ide´aux
de OXG . Le lieu des ze´ros de I est l’ensemble des points x de X tels que pour
tout domaine analytique V de X contenant x et toute fonction f appartenant
a` I (V ) l’on ait f(x) = 0.
(0.11.1) Soit X un espace affino¨ıde et soit I un ide´al de son alge`bre de fonc-
tions ; le lieu des ze´ros de I co¨ıncide avec le lieu des ze´ros du faisceau cohe´rent
I˜.
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(0.11.2) Soit f : Y → X un morphisme entre espaces analytiques. Soit I un
faisceau cohe´rent d’ide´aux sur X ; si Z de´signe le lieu des ze´ros de I , alors
f−1(Z) est le lieu des ze´ros de f∗I . En particulier, si Y est un domaine analy-
tique de X , alors Z ∩ Y est le lieu des ze´ros de I|Y .
(0.11.3) Soit X un espace analytique. La somme d’une famille quelconque
(resp. le produit d’une famille finie) de faisceaux cohe´rents d’ide´aux sur X est
un faisceau cohe´rent d’ide´aux : on le teste sur un G-recouvrement de X par des
domaines affino¨ıdes, et cela se de´duit alors de la noethe´rianite´ des alge`bres af-
fino¨ıdes. Les parties qui peuvent se de´crire comme le lieu des ze´ros d’un faisceau
cohe´rent d’ide´aux sur X sont donc les ferme´s d’une topologie appele´e topologie
de Zariski sur X ; en vertu du 0.11.1 et du 0.9.1, cette de´finition est compa-
tible avec la pre´ce´dente lorsque X est affino¨ıde ; un ferme´ de Zariski est donc
ferme´ pour la topologie usuelle de X (on ve´rifie cette proprie´te´ G-localement, ce
qui permet de supposer X affino¨ıde) ; lorsqu’on parlera d’un espace analytique
irre´ductible, ce sera toujours en re´fe´rence a` sa topologie de Zariski.
(0.12) Exemple. Soit X un espace analytique et soit F un faisceau cohe´rent
surX . Le support de F est l’ensemble des points x de X tels que F⊗H (x) 6= 0.
C’est un ferme´ de Zariski : en effet, montrons que si I de´signe l’annulateur de
F , c’est-a`-dire le noyau de la fle`che naturelle OXG → E nd F , alors le support
de F est le lieu des ze´ros de I . On peut le ve´rifier G-localement et donc
supposer que X est bon. Un point x ∈ X appartient au lieu des ze´ros de I si
et seulement si I ⊗ OX,x est inclus dans l’ide´al maximal de OX,x, donc si et
seulement si F ⊗OX,x 6= 0, donc si et seulement si (par le lemme de Nakayama)
F ⊗H (x) 6= 0.
(0.13) Exemple. Soit f : Y → X un morphisme fini d’espaces analytiques. Le
OXG -module f∗OYG est cohe´rent. Le sous-ensemble f(Y ) de X co¨ıncide avec le
support de f∗OYG en vertu du lemme 2.1.6 de [3] (ainsi que du lemme de Na-
kayama). En conse´quence, f(Y ) est, d’apre`s l’exemple 0.12 ci-dessus, un ferme´
de Zariski de X .
(0.14) Soit X un espace analytique, soit I un faisceau cohe´rent d’ide´aux
sur X et soit Y son lieu des ze´ros. La cate´gorie des fle`ches f : Z → X
telles que f∗I = 0 admet un objet final ι : V(I ) → X ; le X-espace topo-
logique sous-jacent a` V(I ) s’identifie a` Y . Pour tout domaine affino¨ıde V de
X , l’intersection V ∩ Y , vue comme sous-ensemble de V(I ), en est un do-
maine affino¨ıde ; la AV -alge`bre correspondante est AV /I (V ) ; en conse´quence,
la OXG -alge`bre ι∗OV(I )G s’identifie a` OXG/I . On dira de V(I ) qu’il est le sous-
espace analytique ferme´ de X de´fini par I ; les foncteurs ι∗ et ι∗ e´tablissent une
e´quivalence entre la cate´gorie des faisceaux cohe´rents sur V(I ) et celle des fais-
ceaux cohe´rents sur X dont l’ide´al annulateur contient I . Si g : T → X est un
morphisme d’espaces analytiques, alors V(I )×X T ≃ V(g−1I .OTG).
Par abus, il arrivera que l’on e´crive Y au lieu de V(I ), mais on aura pris
soin au pre´alable de pre´ciser que l’on munit Y de la structure de´finie par I .
Dans ce contexte, si V est un domaine analytique de X , l’ensemble V ∩Y sera a
priori conside´re´ comme muni de sa structure de domaine analytique de Y (qui
l’identifie a` Y ×X V ) ; cette structure est aussi celle du sous-espace analytique
ferme´ de V de´fini par I|V , comme on le ve´rifie a` l’aide des proprie´te´ universelles
respectives de ces deux espaces.
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(0.15) Un morphisme f : Z → X entre espaces analytiques est appele´ une
immersion ferme´e s’il existe un faisceau cohe´rent d’ide´aux I sur X et un X-
isomorphisme entre Z et V(I ) ; l’ide´al I est dans ce cas uniquement de´termine´,
puisque il s’identifie au noyau de OXG → f∗OZG . La compose´e de deux immer-
sions ferme´es est une immersion ferme´e, et le fait d’eˆtre une immersion ferme´e
est stable par schangement de base.
(0.16) Soit X un espace analytique et soit Y un ferme´ de Zariski de X . Choisis-
sons un faisceau cohe´rent d’ide´aux I dont Y est le lieu des ze´ros, et munissons
Y de la structure correspondante. Soit Z une partie de Y ; alors Z est un ferme´
de Zariski de X si et seulement si Z est un ferme´ de Zariski de Y . En effet, si Z
est un ferme´ de Zariski de X , c’est aussi un ferme´ de Zariski de Y en vertu du
0.10.3 ; et si Z est un ferme´ de Zariski de Y , il s’e´crit comme le lieu des ze´ros
d’un faisceau cohe´rent d’ide´aux J de OYG ; si H de´signe l’image re´ciproque de
ι∗J par OXG → ι∗OYG , ou` ι est le morphisme naturel Y → X , il est imme´diat
que Z est le lieu des ze´ros du faisceau cohe´rent d’ide´aux H de OXG . La topo-
logie de Zariski de Y est donc, inde´pendamment du faisceau cohe´rent d’ide´aux
utilise´ pour faire de Y un sous-espace analytique ferme´ de X , induite par la
topologie de Zariski de X .
(0.17) Soit k un corps ultrame´trique complet et soit X un espace k-analytique.
La diagonale X → X ×k X est G-localement sur X une immersion ferme´e ([3],
§1.4) ; son faisceau conormal ([3], §1.3) est un faisceau cohe´rent sur X qui sera
note´ Ω1X/k ; si V est un domaine affino¨ıde de X alors Ω
1
X/k(V ) s’identifie au
module des k-diffe´rentielles borne´es de AV ([3],§3.3). Signalons que par souci de
simplicite´, nous avons choisi de noter Ω1X/k ce que Berkovich de´signe par Ω
1
XG/k
.
(0.18) Si k est un corps ultrame´trique complet, on notera k˜ son corps re´siduel.
On appellera extension comple`te de k la donne´e d’un corps ultrame´trique com-
plet L et d’une injection isome´trique k →֒ L. Si L est une extension comple`te
de k, on notera d(L/k) l’e´le´ment
deg. tr. (L˜/k˜) + dimQ Q⊗Z (|L∗|/|k∗|) ∈ N ∪ {+∞}.
Notons que d(./.) satsifait de manie`re e´vidente une re`gle de transitivite´ : si L
est une extension comple`te de k et si F est une extension comple`te de L alors
d(F/k) = d(F/L) + d(L/k).
(0.19) Soit k un corps ultrame´trique complet et soient F et K deux extensions
comple`tes de k. Une extension comple`te de k compose´e de F et K est la donne´e
d’une extension comple`te L de k et de deux injections isome´triques F →֒ L et
K →֒ L qui co¨ıncident sur k et dont la re´union des images engendre un sous-
corps dense de L. Une telle extension compose´e existe toujours : en effet, F⊗kK
s’injecte dans F ⊗̂kK ([24], th. 1, 4o), qui est donc un anneau de Banach non nul.
De`s lors, M (F ⊗̂kK) est non vide ([2], th. 1.2.1) ; choisissons y ∈ M (F ⊗̂kK).
Le corps H (y) est alors une extension comple`te compose´e de F et de K.
(0.20) Soit k un corps ultrame´trique complet et soit L une extension comple`te
de k.
(0.20.1) Si A est une alge`bre k-affino¨ıde, on notera AL l’alge`bre L-affino¨ıde
L⊗̂kA ; c’est une A -alge`bre fide`lement plate ([3], lemme 2.1.2). Si X est un
A -sche´ma de type fini, on posera XL = X ⊗A AL.
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(0.20.2) Si X est un espace k-analytique, on notera XL l’espace L-analytique
de´duit de X par extension des scalaires de k a` L. On dispose d’une application
continue XL → X qui est surjective (cf. [19], 0.5) ; lorsque X est bon, XL → X
est plat en tant que morphisme d’espaces localement annele´s ([3], cor. 2.1.3).
(0.20.3) Si X est un espace k-analytique compact et s’il existe une famille
fitrante (Li) de sous-corps complets de L contenant k telle que le corps
⋃
Li
soit dense dans L, alors l’application continue canonique XL → lim
←
XLi est un
home´omorphisme. En effet comme XL est compact et lim
←
XLi se´pare´ (puisque
X , e´tant compact, est par de´finition topologiquement se´pare´), il suffit de ve´rifier
que cette application est bijective ; on peut, pour ce faire, supposer que X est
k-affino¨ıde ; notons A l’alge`bre des fonctions analytiques sur X . Si ϕ et ψ sont
deux semi-normes multiplicatives borne´es sur AL dont les restrictions a` ALi
co¨ıncident pour tout i, elles sont e´gales par densite´ de la re´union des images des
ALi dans A , ce qui e´tablit l’injectivite´ de XL → lim
←
XLi. L’image I de XL par
cette fle`che est compacte, et donc ferme´e (rappelons que le but est se´pare´, cf.
supra). Soit U son ouvert comple´mentaire ; s’il e´tait non vide, il existerait un
indice j et un ouvert non vide V de XLj tel que U contienne l’image re´ciproque V
de V dans lim
←
XLi ; mais V contient l’image de VL, laquelle est un sous-ensemble
non vide de I ; en conse´quence, U∩I 6= ∅, ce qui est absurde ; de`s lors U est vide et
XL → lim
←
XLi est surjective, et finalement bijective, ce qu’il fallait de´montrer.
(0.20.4) Signalons un cas particulier important (que l’on aurait pu e´tablir
directement) de la situation ge´ne´rale traite´e au 0.20.3 ci-dessus : celui ou` cha-
cun des Li est une extension finie purement inse´parable de k ; l’application na-
turelle XLi → X induit alors pour tout i un home´omorphisme entre les es-
paces topologiques sous-jacents : en effet, comme XLi est compact et X se´pare´,
il suffit de ve´rifier qu’elle est ensemblistement bijective, ce que l’on voit en
conside´rant ses fibres. Puisque XL ≃ lim
←
XLi par le 0.20.3, XL → X induit
un home´omorphisme entre les espaces topologiques sous-jacents ; cette assertion
s’e´tend imme´diatement, par re´duction au cas affino¨ıde, a` un espace k-analytique
X quelconque, i.e. non ne´cessairement compact.
(0.21) Soit A une alge`bre affino¨ıde, et soit B l’anneau des fonctions d’un
domaine affino¨ıde de M (A ). La A -alge`bre B est plate ([2], prop. 2.2.4). Par
un argument de limite inductive, on en de´duit le fait suivant : si Y est un bon
domaine analytique d’un bon espace analytique X , la fle`che Y →֒ X est un
morphisme plat d’espaces localement annele´s.
(0.22) Soit k un corps ultrame´trique complet, soit A une alge`bre k-affino¨ıde
et soit X un A -sche´ma de type fini. On de´signera par X an l’analytifie´ de X
([3], prop. 2.6.1) ; c’est un bon espace k-analytique, muni d’une fle`che surjective
X an → X , qui est plate en tant que morphisme d’espaces localement annele´s
([3], prop. 2.6.2) ; si X = Spec A alors X an = M (A ). Si L est une extension
comple`te de k, il re´sulte de la proprie´te´ universelle qui de´finit X an que (XL)an
et (X an)L sont canoniquement isomorphes ; on pourra de ce fait e´crire X anL
sans qu’il y ait ambigu¨ıte´.
Soit F un faisceau cohe´rent sur X ; si x est un point de X , on notera
F ⊗ OX ,x la fibre de F en x. Si ρ de´signe le morphisme de sites annele´s
X an
G
→ X , alors ρ∗F est un faisceau cohe´rent sur X an, que l’on notera F an ;
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si x est un point de X an d’image x sur X , on dispose d’un isomorphisme
naturel F an ⊗ OX an,x ≃ (F ⊗ OX ,x) ⊗OX ,x OX an,x. Pour cette raison, on
e´crira F ⊗ OX an,x au lieu de F an ⊗ OX an,x.
(0.23) Un polyrayon sera une famille finie de re´els strictement positifs. Si k est
un corps ultrame´trique complet et si r est un polyrayon, on notera kr l’alge`bre
des fonctions analytiques du domaine affino¨ıde de l’espace affine de´fini par la
condition |T| = r ; on dira que r est k-libre s’il constitue une famille libre
de Q ⊗Z (R∗+/|k∗|). Si r est k-libre, kr est un corps, et plus pre´cise´ment une
extension comple`te de k (cf. [19], 1.2.2) ; dans ce cas, on mettra simplement
r en indice au lieu de kr pour noter l’extension des scalaires de k a` kr. Si A
(resp.X) est une alge`bre k-affino¨ıde (resp. un espace k-analytique) on dira qu’un
polyrayon de´ploie A (resp. X) si r est k-libre, si |k∗r | 6= {1} et si Ar (resp. Xr)
est strictement kr-affino¨ıde (resp. strictement kr-analytique).
(0.24) Soit k un corps ultrame´trique complet et soit r un polyrayon k-libre.
Soit A une alge`bre kr-affino¨ıde et soit X un A -sche´ma de type fini. L’alge`bre
A , vue simplement comme une k-alge`bre de Banach, est k-affino¨ıde. Il re´sulte
de la proprie´te´ universelle de l’analytification que l’espace X an ne de´pend pas
du fait que l’on conside`re A comme k-affino¨ıde ou comme kr-affino¨ıde.
(0.25) Soit k un corps ultrame´trique complet, soit r un polyrayon k-libre et soit
X un espace k-analytique. Soit x ∈ X . La fibre de Xr → X en X s’identifie a`
l’espace H (x)-affino¨ıde M (H (x)⊗̂kkr) ; on notera σ(x) l’unique point du bord
de Shilov de cet espace ; il correspond a` la semi-norme
∑
aIT
i 7→ max |aI |rI
(ou` aI ∈ H (x) pour tout I). L’application x 7→ σ(x) est une section continue
de Xr → X ([2], lemma 3.2.2 (i)), que l’on appellera la section de Shilov.
Soit X un sche´ma de type fini sur une alge`bre k-affino¨ıde A et soit U un
ouvert de Zariski de Xr. Soit σ : X an → X anr la section de Shilov. Il existe
alors un ouvert de Zariski V de X tel que σ−1(U an) = V an (remarquons qu’un
tel V est ne´cessairement unique, puisqu’il co¨ıncide alors force´ment avec l’image
de σ−1(U an) sur X ). Pour le voir on se rame`ne, la question e´tant locale sur
X , au cas ou` ce dernier est affine ; soit B son anneau des fonctions. Il existe
une famille (fj) d’e´le´ments de B ⊗A Ar telle que U soit re´union des lieux
d’inversibilite´ des fj. Pour tout j, on peut e´crire fj sous la forme
∑
aI,jT
I , ou`
les aI,j appartiennent a` B. Par de´finition de σ, l’ouvert σ−1(U an) est l’ensemble
des x ∈ X an tels que max |aI,j(x)|rI 6= 0 pour au moins un indice j, soit encore
l’ensemble des x ∈ X an tels que aI,j(x) 6= 0 pour au moins un couple (I, j) ;
il s’identifie donc a` V an, ou` V est l’ouvert de Zariski de X de´fini comme la
re´union des lieux d’inversibilite´ des aI,j.
(0.26) Il existe une bonne the´orie de la dimension dans le contexte des espaces
de Berkovich, qui se comporte comme on s’y attend ; pour ses de´finitions (dues
a` Berkovich) et les de´monstrations de ses principales proprie´te´s, on pourra se
reporter au paragraphe 1 de [19]. Soit X un espace analytique sur un corps
ultrame´trique complet k.
On sait de´finir la dimension k-analytique de X , note´e dimk X , ainsi que
la dimension k-analytique de X en l’un de ses points x, note´e dimk,x X . Re-
marquons que dimk X et dimk,x X de´pendent en ge´ne´ral effectivement de k,
et pas seulement de X et x ; ainsi si r est un re´el k-libre, dimk M (kr) = 1
et dimkr M (kr) = 0. Rappelons maintenant quelques faits ; l’ordre dans lequel
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nous les pre´sentons ici diffe`re en partie de celui dans lequel ils sont de´montre´s
dans la litte´rature.
(0.26.1) Si X est strictement k-affino¨ıde alors dimk X co¨ıncide avec la dimen-
sion de Krull de X pour la topologie de Zariski.
(0.26.2) Dans le cas ge´ne´ral, dimk X = sup
V
dimk V , ou` V parcourt l’ensemble
des domaines affino¨ıdes de X .
(0.26.3) L’on de´montre que dimk X = sup
x∈X
d(H (x)/k). Il en de´coule que si
X → M (k) se factorise par M (L) pour une certaine extension finie L de k,
auquel cas X peut naturellement eˆtre vu comme un espace L-analytique, alors
dimL X = dimk X : cela provient simplement du fait que d(L/k) = 0, et de la
transitivite´ de d(./.).
(0.26.4) Si L est une extension comple`te de k alors dimk X = dimL XL.
(0.26.5) Soit Y un ferme´ de Zariski de X et soit V un domaine analytique de
X ; munissons Y d’une structure de sous-espace analytique ferme´ de X . On a
dimk V 6 dimk X et dimk Y 6 dimk X . Comme V ∩ Y peut eˆtre vu aussi bien
comme un sous-espace analytique ferme´ de V que comme un domaine analytique
que Y , on en de´duit que dimk (V ∩ Y ) 6 dimk V et dimk (V ∩ Y ) 6 dimk Y .
On ve´rifie, par exemple a` l’aide de la formule donne´e au 0.26.3, que dimk Y
et dimk (V ∩Y ) ne de´pendent pas de la structure de sous-espace analytique ferme´
dont on a muni Y ; pour cette raison, nous nous permettrons le plus souvent de
les e´voquer sans prendre la peine de fixer une telle structure.
(0.26.6) Si x ∈ X on pose dimk,x X = inf
V
dimk V , ou` V parcourt l’ensemble
des domaines analytiques de X qui contiennent x ; on voit imme´diatement que
dimk X = sup
x∈X
dimk,x X , et que si V est un domaine analytique de X et si x
est un point de V alors dimk,x V = dimk,x X .
(0.26.7) Si X est k-affino¨ıde alors pour tout x ∈ X l’entier dimk,x X co¨ıncide
avec le maximum des dimensions k-analytiques des composantes irre´ductibles
de X qui contiennent x, et dimk X est donc e´gal au maximum des dimensions
k-analytiques des composantes irre´ductibles de X
(0.26.8) Si L est une extension comple`te de k, si x est un point de X et si y
est un point de XL situe´ au-dessus de x alors dimk,x X = dimL,y XL. Notons
qu’au vu du 0.26.7 ci-dessus, ceci entraˆıne que si X est affino¨ıde et irre´ductible
de dimension k-analytique d, alors toutes les composantes irre´ductibles de XL
sont de dimension k-analytique d ; en re´alite´, on commence par de´montrer ce fait
pour en de´duire l’invariance de la dimension locale par extension des scalaires.
(0.26.9) Si X est k-affino¨ıde irre´ductible et si Y est un ferme´ de Zariski
irre´ductible de X alors dimk Y + codimKrull (Y,X) = dimk X ; dans le cas
strictement k-affino¨ıde remarquons que cette e´galite´ s’e´crit tout simplement
dimKrull Y + codimKrull (Y,X) = dimKrull X , et c’est d’ailleurs ce cas particulier
que l’on prouve en premier lieu avant d’en de´duire la validite´ de la formule en
ge´ne´ral.
Notons deux conse´quences de ce qui pre´ce`de. La premie`re est imme´diate :
si X est k-affino¨ıde irre´ductible et si Y est un ferme´ de Zariski strict de X ,
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alors dimk Y < dimk X ; la seconde se fonde sur le fait qu’un espace affino¨ıde
irre´ductible reste e´quidimensionnel apre`s extension des scalaires (cf. 0.26.8) : si
X est un espace k-affino¨ıde, si Y est un ferme´ de Zariski de X et si L est une
extension comple`te de k, alors codimKrull (YL, XL) = codimKrull (Y,X).
(0.26.10) Supposons que |k∗| 6= {1} et que X est strictement k-affino¨ıde,
et soit x un point rigide de X . Notons X le spectre de l’anneau des fonc-
tions analytiques sur X et de´signons par x l’image de x sur X . On a alors
dimKrull OX,x = dimKrull OX ,x = dimx X . Cette e´galite´ est e´tablie au cours de
la de´monstration du lemme 1.23 de [19], avec une re´fe´rence au lemme 1.12 de
op. cit. Signalons que dans la preuve de ce dernier l’e´galite´ du 0.26.9 est utilise´e
implicitement (dans le cas strictement k-affino¨ıde, ou` elle ne met en jeu que des
dimensions de Krull).
(0.27) Si le corps de base est de´termine´ sans ambigu¨ıte´ (ou e´ventuellement a`
une extension finie pre`s, cf. 0.26.3) on parlera simplement de dimension, et non
de dimension k-analytique, et l’on utilisera des notations du type dim X ou
dimx X de pre´fe´rence a` dimk X et dimk,x X . Nous commettrons notamment,
sauf mention expresse du contraire, les abus suivants :
• si l’on travaille avec un espace X dont on a pre´cise´ qu’il e´tait k-analytique
pour un certain corps ultrame´trique complet k, la notion de dimension,
lorsqu’elle concernera X , l’un de ses domaines analytiques, l’un de ses
ferme´s de Zariski, etc. , sera toujours a` prendre au sens de « dimension k-
analytique » ; si L est une extension comple`te de k la notion de dimension,
lorsqu’elle concernera XL, l’un de ses domaines analytiques, l’un de ses
ferme´s de Zariski, etc. , sera toujours a` prendre au sens de « dimension
L-analytique » ;
• si l’on travaille avec un espace analytique X sans mention d’un corps de
base, la notion de dimension, lorsqu’elle concerneraX , l’un de ses domaines
analytiques, l’un de ses ferme´s de Zariski, etc. sera toujours a` prendre
au sens de « dimension k-analytique » , ou` k est le corps ultrame´trique
complet qui fait implicitement partie de la donne´e de X .
(0.28) Soit f : Y → X un morphisme fini d’espaces analytiques. On a vu
(exemple 0.13) que f(Y ) est un ferme´ de Zariski de X . Sa dimension est e´gale a`
celle de Y : en effet si y ∈ Y , alors H (y) est une extension finie de H (f(y)), ce
qui entraˆıne l’e´galite´ d(H (y)/H (f(y)) = 0 ; on conclut a` l’aide de la transitivite´
de d(./.).
(0.29) Remarque. Soit X un espace affino¨ıde irre´ductible, soit d sa dimension
et soit Z un ferme´ de Zariski strict de X . Soit V un domaine analytique non
vide de X . Comme X est irre´ductible, il est purement de dimension d et V est
donc de dimension d ; des ine´galite´s dim V ∩Z 6 dim Z < d, l’on de´duit que V
n’est pas contenu dans Z ; ceci implique notamment que l’inte´rieur topologique
de Z dans X est vide.
Alge`bre commutative
(0.30) Les proprie´te´s usuelles de l’alge`bre commutative. On de´finit trois
ensembles de proprie´te´s :
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• l’ensemble S , qui comprend les proprie´te´s Sm pour m dans N, ainsi que
celle d’eˆtre de Cohen-Macaulay ; ce sont des proprie´te´s des modules de
type fini sur un anneau local noethe´rien ;
• l’ensemble Q, qui comprend la proprie´te´ d’eˆtre de Gorenstein, ainsi que
celle d’eˆtre une intersection comple`te ; ce sont des proprie´te´s des anneaux
locaux noethe´riens ;
• l’ensemble R, qui comprend les proprie´te´s Rm pour m dans N, ainsi que
celle d’eˆtre re´gulier ; ce sont des proprie´te´s des anneaux locaux noethe´riens.
(0.31) Soit f : Y → X un morphisme plat de sche´mas localement noethe´riens,
soit y ∈ Y et soit x son image sur X . Soit F un faisceau cohe´rent sur X . Soit
P ∈ S ∪Q∪R ; si P ∈ Q∪R, on suppose que F = OX . Si F ⊗OY ,y satisfait
P, alors F ⊗OX ,x satisfait P ; si F ⊗OX ,x et F ⊗Of−1(x),y satisfont P, alors
F ⊗ OY ,y satisfait P.
Ce sont des assertions classiques ; pour leurs justifications, on pourra par
exemple se re´fe´rer a` [21], prop. 6.4.1 i) et ii) concernant les proprie´te´s appar-
tenant a` S , a` cf. [21], prop. 6.5.3 i) et ii) concernant celles appartenant a` R,
a` cf. [26], th. 23.4 concernant le caracte`re de Gorenstein et enfin a` [1] pour le
caracte`re d’intersection comple`te.
(0.32) Soit f : Y → X un morphisme de sche´mas localement noethe´riens.
On dira que f est ge´ome´triquement re´gulier s’il est plat et si pour tout x ∈ X
et toute extension finie purement inse´parable F de κ(x) le sche´ma localement
noethe´rien f−1(x) ⊗κ(x) F est re´gulier.
(0.33) La de´finition de l’excellence que nous donnons ci-dessous est celle qui
figure dans EGA IV ([21], §7.8 et notamment de´f. 7.8.2) ; les quelques proprie´te´s
que nous e´nonc¸ons ensuite sont de´montre´es dans loc. cit.
Un anneau noethe´rien A est dit excellent s’il satisfait les proprie´te´s suivantes :
i) A est universellement cate´naire ;
ii) pour tout ide´al premier p de A, le morphisme Spec Âp → Spec Ap est
ge´ome´triquement re´gulier5 ;
iii) pour tout ide´al premier p de A et pour toute extension finie radicielle F
de κ(p) il existe une sous A/p-alge`bre finie B de F , de corps des fractions
e´gal a` F , et telle que le lieu re´gulier de Spec B contienne un ouvert non
vide.
Si A est local, il suffit, pour qu’il soit excellent, qu’il satisfasse i), et que
ii) soit vraie lorsque p est son ide´al maximal. Si A est excellent, alors tout
localise´ d’une A-alge`bre de type fini est encore excellent ; tout anneau excellent
est universellement japonais ; si un sche´ma localement noethe´rien X admet
un recouvrement par des ouverts affines dont les anneaux de fonctions sont
excellents alors OX (U ) est excellent pour tout ouvert affine U de X ; on dit
dans ce cas que X est excellent.
(0.34) Exemples. Il re´sulte imme´diatement de la de´finition que tout corps est
excellent et que Z est excellent ; on peut montrer que les anneaux locaux d’un
5Sa platitude est automatique ; c’est donc uniquement sur la re´gularite´ ge´ome´trique des
fibres que porte cette condition.
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espace analytique complexe sont excellents (on le voit au moyen d’un «crite`re
jacobien» ; cf. [27], th. 100, th. 101, et la remarque qui les suit).
(0.35) Soit X un sche´ma excellent, soit P ∈ S ∪Q ∪R et soit F un faisceau
cohe´rent sur X ; si P ∈ Q ∪R, on suppose que F = OX . L’ensemble U des
points x de X tels que F ⊗OX ,x satisfasse P est alors un ouvert de Zariski de
X . En effet, hormis pour les proprie´te´s d’eˆtre de Gorenstein ou d’intersection
comple`te, cela re´sulte de [21], scholie 7.8.3, iv) ; en ce qui concerne le fait d’eˆtre
de Gorenstein, cela de´coule d’un re´sultat de Greco et Marinari ([23], cf. [26], th.
24.6) combine´ a` la validite´ de notre assertion pour la re´gularite´, au fait que celle-
ci est vraie en le point ge´ne´rique d’un sche´ma inte`gre, et a` celui qu’elle entraˆıne
le caracte`re de Gorenstein ; la justification est analogue en ce qui concerne le
caracte`re d’intersection comple`te (le re´sultat de Greco et Marinari a` utiliser
dans ce cas figure aussi dans [23], et est mentionne´ sans preuve dans [26] juste
apre`s le th. 24.6).
(0.36) Remarque. Si X est un sche´ma localement isomorphe a` un sous-
sche´ma ferme´ d’un sche´ma re´gulier alors l’ensemble des points x de X tels que
OX ,x soit d’intersection comple`te est un ouvert de X et ce, sans hypothe`se
d’excellence ([22], cor. 19.3.3).
Quelques lemmes techniques
(0.37) Lemme. Soit k un corps ultrame´trique complet et soit r un polyrayon
k-libre. Si X est un sche´ma de type fini sur une alge`bre k-affino¨ıde alors X
est inte`gre si et seulement si Xr est inte`gre.
De´monstration. On se rame`ne aussitoˆt au cas ou` X est affine ; l’on note
B l’anneau des fonctions du sche´ma X . De la description de Br comme un
anneau de se´ries formelles a` coefficients dans B l’on de´duit imme´diatement que
B s’injecte dans Br ; il en de´coule que si Br est inte`gre alors B est inte`gre.
Supposons que B est inte`gre. Puisque B →֒ Br, l’anneau Br est non nul.
Soient f et g deux e´le´ments de Br tels que fg = 0 ; e´crivons f =
∑
fIT
I et
g =
∑
gIT
I ou` les fI et gI appartiennent a` B. Soit x ∈ X an. La fibre en x
de X anr → X an s’identifie a` M (H (x)r) et l’image de f (resp. g) dans H (x)r
modulo cette identification n’est autre que
∑
fI(x)T
I (resp.
∑
gI(x)T
I) ; l’ on
a donc (
∑
fI(x)T
I )(
∑
gI(x)T
I) = 0 dans H (x)r ; comme ce dernier est inte`gre
([19], 1.2.1), l’on a ou bien fI(x) = 0 pour tout I, ou bien gI(x) = 0 pour tout
I. Soit I1 (resp. I2) l’ide´al de B engendre´ par les fI (resp. les gI) et soit Z1
(resp. Z2) le ferme´ de Zariski correspondant de X .
Par ce qui pre´ce`de, X an = Z an1 ∪Z an2 ; comme X an → X est surjective,
X = Z1 ∪Z2. Le sche´ma X e´tant inte`gre, on a I1 = 0 ou I2 = 0 ; si l’on est
dans le premier (resp. dans le second) cas alors tout les fI (resp. tous les gI)
sont nuls, et f = 0 (resp. g = 0) ; l’anneau Br est donc inte`gre. 
(0.38) Lemme (Berkovich). Soit k un corps ultrame´trique complet, soit A
une k-alge`bre de Banach et soit E un k-espace de Banach. Le A -module A ⊗̂kE
est plat et A ⊗k E → A ⊗̂kE est injective.
De´monstration. C’est le lemme 2.1.2 de [3] ; il est e´nonce´ lorsque A est
k-affino¨ıde et lorsque E est l’espace de Banach sous-jacent a` une extension
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comple`te K de k, mais sa de´monstration n’utilise pas ces hypothe`ses et e´tablit
en re´alite´ notre assertion. 
(0.39) Lemme. Soit k un corps ultrame´trique complet et soient X et Y deux
espaces k-analytiques. Soit z un point de X ×k Y et soient x et y ses images
respectives sur X et Y . On a dimz X ×k Y = dimx X + dimy Y .
De´monstration. On se rame`ne aussitoˆt au cas ou` X et Y sont k-affino¨ıdes.
On peut prouver le re´sultat apre`s extension du corps de base, ce qui autorise
a` supposer que |k∗| 6= {1}, que X et Y sont strictement k-affino¨ıdes, et que z
est un point k-rationnel. On pose Z = X ×k Y ; l’on de´signe par X le spectre
de l’anneau des fonctions analytiques sur X et par x l’image de x sur X ; l’on
de´finit de manie`re analogue Y ,Z ,y et z ; on appelle m l’ide´al maximal de OX ,x.
Le sche´ma Z est plat d’apre`s le lemme 0.38 ci-dessus, et l’on a donc
dimKrull OZ ,z = dimKrull OX ,x + dimKrull OZ ,z/m.
Comme z est rigide, l’anneau local OZ ,z/m s’identifie a` OY ,y. L’e´galite´ ci-dessus
peut alors, en vertu du 0.26.10, se re´e´crire dimz Z = dimx X +dimy Y , ce qu’il
fallait de´montrer. 
(0.40) Lemme. Soit X un espace affino¨ıde et soit x un point de X tel que OX,x
soit inte`gre. Le point x n’est situe´ que sur une seule composante irre´ductible de
X.
De´monstration. Soit Y une composante irre´ductible de X contenant x, et
soit Z la re´union des composantes irre´ductibles de X distinctes de Y . Soit f
une fonction analytique sur X qui est nulle en tout point de Y et dont le lieu des
ze´ros ne contient aucune autre composante, et soit g une fonction analytique
sur X qui est nulle en tout point de Z et dont le lieu des ze´ros ne contient pas
Y . Le produit fg e´tant nilpotent et OX,x e´tant inte`gre, l’une au moins des deux
fonctions f et g est nulle au voisinage de x. Comme g|Y n’est pas identiquement
nulle et comme Y est irre´ductible, le lieu des ze´ros de g ne contient aucun ouvert
non vide de Y (remarque 0.29) ; on en conclut que f est nulle au voisinage de
x. Si T est une composante irre´ductible de X distincte de Y , alors f|T n’est
pas identiquement nulle ; par le meˆme argument que pre´ce´demment, le lieu des
ze´ros de f ne contient aucun ouvert non vide de T . Il en de´coule que x /∈ T . 
(0.41) Remarque. Sous les hypothe`ses du lemme ci-dessus, Je´roˆme Poineau
a montre´ ([29], cor. 4.7) que le point x posse`de une base de voisinages affino¨ıdes
irre´ductibles ; nous n’aurons pas besoin de cette assertion, dont la preuve est
tre`s de´licate.
(0.42) Remarque. Conservons les hypothe`ses et notations du lemme ci-dessus.
Soit A l’alge`bre des fonctions analytiques sur X et soit p l’ide´al premier de A
qui correspond a` l’unique composante irre´ductible de X contenant x. Chaque
e´le´ment de p s’annule alors en tout point d’un voisinage de x, donc est nilpotent
au voisinage de x, donc d’image nulle dans OX,x puisque ce dernier est inte`gre.
En conse´quence, OM (A /p),x = OX,x.
(0.43) Lemme. Soit X un espace affino¨ıde, soit x ∈ X et soient p1, . . . , pr
les ide´aux premiers minimaux de OX,x. Il existe un voisinage affino¨ıde V de x
dans X et des ide´aux q1, . . . , qr de AV tels que les proprie´te´s suivantes soient
ve´rifie´es, en de´signant pour tout i par Fi le lieu des ze´ros de qi dans V :
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i) qiOX,x = pi pour tout i ;
ii) pour tout voisinage affino¨ıde W de x dans V et pour tout indice i le
point x n’appartient qu’a` une composante irre´ductible Gi de Fi∩W ; les Gi sont
deux a` deux distinctes et sont exactement les composantes irre´ductibles de W
contenant x.
De´monstration. Par noethe´rianite´ de OX,x il existe un voisinage affino¨ıde V
de x et r ide´aux q1, . . . , qr de AV tels que qiOX,x = pi pour tout i et tels que∏
qi soit nilpotent. Pour tout i, de´signons par Fi le lieu des ze´ros de qi dans V .
SoitW un voisinage affino¨ıde de x dans V . Munissons Fi∩W de sa structure
de´finie par l’ide´al qiAW . L’anneau local OFi∩W,x s’identifie a` OX,x/pi et est donc
inte`gre. Le lemme 0.40 ci-dessus assure que x n’appartient qu’a` une composante
irre´ductibleGi de Fi∩W . Comme
∏
qi est nilpotent, V =
⋃
Fi etW =
⋃
W∩Fi.
Si Ei de´signe pour tout i l’ensemble des composantes irre´ductibles de W ∩ Fi,
alors l’ensemble des composantes irre´ductibles deW est l’ensemble des e´le´ments
maximaux de
⋃
Ei. Il suffit donc pour conclure de s’assurer que si Gi ⊂ Gj alors
i = j.
Soient donc i et j deux indices tels que Gi ⊂ Gj et soit f ∈ qj. Il existe un
voisinage affino¨ıdeW ′ de x dans V tel que W ′∩Fi ⊂ Gi. La fonction f est nulle
sur Gj , donc sur Gi, donc sur W
′ ∩Fi. L’image de f dans A ′W appartient donc
a`
√
qiA ′W . On en de´duit que pj ⊂
√
pi = pi ; par conse´quent, i = j. 
Le lemme ci-dessous reprend un re´sultat de Berkovich ([3], lemme 2.1.6)
sur les anneaux locaux analytiques et en e´nonce une conse´quence imme´diate
concernant leurs comple´te´s.
(0.44) Lemme ( Berkovich). Soit A une alge`bre affino¨ıde et soit Y → X
un morphisme fini entre deux A -sche´mas de type fini. Soit x un point de X an
et soit {y1, . . . , yn} l’ensemble de ses ante´ce´dents sur Y an.
i) On dispose d’un isomorphisme naturel
Y ×X Spec OX an,x ≃
∐
Spec OY an,yi .
ii) On dispose d’un isomorphisme naturel
Y ×X Spec ÔX an,x ≃
∐
Spec ÔY an,yi .
De´monstration. La question e´tant locale sur X an, on se rame`ne au cas ou`
X = Spec A ; l’assertion i) est exactement le lemme 2.1.6 de [3], l’assertion ii)
en de´coule trivialement. 
(0.45) Remarque a` propos des objets de type de´nombrable. Soit k un
corps ultrame´trique complet et soit k0 un sous-corps ferme´ de k. Nous aurons a`
plusieurs reprises recours au principe ge´ne´ral suivant : si O est un objet de´fini
sur k dont la description ne ne´cessite qu’une quantite´ (au plus) de´nombrable de
parame`tres, alors O est de´ja` de´fini sur un sous-corps complet de k contenant
k0 et topologiquement de type de´nombrable sur ce dernier ; la plupart du temps,
nous nous contenterons d’e´noncer lorsque nous en aurons besoin une de´clinaison
pre´cise de cet e´nonce´ un peu vague, en laissant au lecteur le soin de la justifier
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par les arguments standard (et laborieux) ; seul un cas, concernant le comple´te´
d’un anneau local analytique, nous a paru reque´rir des explications de´taille´es
(lemme 2.2.14).
1 Extensions analytiquement se´parables
(1.1) On dira que deux familles (ai)i∈I et (bi)i∈I de re´els strictement positifs
sont e´quivalentes s’il existe un couple (A,B) de (R∗+)
2 tel que Aai 6 bi 6 Bai
pour tout i. Soit k un corps ultrame´trique complet ; pour tout re´el a > 0, soit
Lk,a le k-espace de Banach dont l’espace vectoriel sous-jacent est k et dont la
norme envoie 1 sur a ; on notera 1k,a le scalaire 1 vu comme appartenant a` Lk,a.
Soit M un k-espace de Banach et soit m = (mi) une famille d’e´le´ments de
M . Si a = (ai) est e´quivalente a` ||m|| := (||mi||), il existe une unique application
line´aire borne´e Φa de
⊕̂
Lk,ai vers M qui envoie 1k,ai sur mi pour tout i.
Rappelons qu’une application line´aire borne´e ϕ : M → N entre deux k-
espaces de Banach est dite admissible si la bijection naturelle Im ϕ→M/Ker ϕ
est borne´e, l’espace de gauche (resp. de droite) e´tant muni de la norme induite
(resp. quotient).
(1.2) Lemme. Les propositions suivantes sont e´quivalentes.
i) Pour toute famille a e´quivalente a` ||m||, l’application Φa est injective
(resp. bijective) et admissible.
ii) L’application Φ||m|| est injective (resp. bijective) et admissible.
iii) Il existe une famille (bi) et une injection (resp. bijection) line´aire ad-
missible Φ de
⊕̂
Lk,bi vers M qui envoie 1k,bi sur mi pour tout i.
De´monstration. Il est trivial que i) ⇒ ii) ⇒ iii). Si iii) est vraie, alors (bi)
est e´quivalente a` ||m||. Si a = (ai) est e´quivalente a` ||m||, elle est e´quivalente a`
(bi), et il existe donc un isomorphisme admissible
Ψ :
⊕̂
Lk,ai ≃
⊕̂
Lk,bi
qui envoie 1k,ai sur 1k,bi pour tout i ; par construction, Φa = Φ ◦ Ψ, et Φa est
donc injective (resp. bijective) et admissible. 
(1.3) De´finition. On dira quem est une famille topologiquement k-libre (resp.
est une k-base topologique) de M si Φ||m|| est injective (resp. bijective) et ad-
missible.
(1.3.1) Toute injection (resp. bijection) admissible transforme une famille to-
pologiquement k-libre (resp. une k-base topologique) en une famille topologi-
quement k-libre (resp. en une k-base topologique).
(1.3.2) Soit L une extension comple`te de k. Le foncteur L⊗̂k transforme suites
exactes courtes admissibles en suites exactes courtes admissibles ([24], §2, th.
1 ; [3], preuve du lemme 2.1.2) ; comme Lk,a⊗̂kL ≃ LL,a pour tout a, on en
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de´duit que si m est une famille topologiquement k-libre (resp. est une k-base
topologique) de M , alors 1⊗̂m est une famille topologiquement L-libre (resp.
est une L-base topologique) de L⊗̂kM .
(1.3.3) Soit r un re´el strictement positif. Soit Φ : N → M une application
line´aire entre deux k-espaces de Banach. Si Φ est une injection (resp. une bi-
jection) admissible, c’est encore une injection (resp. une bijection) admissible
lorsqu’on la conside`re comme une application (k, |.|r)-line´aire de (N, ||.||r) vers
(M, ||.||r). Par ailleurs, pour tout a > 0, le (k, |.|r)-espace de Banach (Lk,a, ||.||r)
s’identifie a` L(k,|.|r),ar .
On de´duit de ces remarques que sim est une famille topologiquement k-libre
(resp. est une k-base topologique) du k-espace de Banach M , alors m est une
famille topologiquement (k, |.|r)-libre (resp. est une (k, |.|r)-base topologique)
du (k, |.|r)-espace de Banach (M, ||.||r).
(1.4) Soit k un corps ultrame´trique complet de caracte´ristique p > 0. Soit B
une k-alge`bre de Banach, et soit a = (ai)i∈I une famille d’e´le´ments de B, tels
que api appartienne pour tout i a` l’image de k. Soit N l’ensemble des familles,
indexe´es par I et a` support fini, d’entiers compris entre 0 et p−1. On dira que a
est une famille topologiquement p-libre (resp. est une p-base topologique) de B
sur k si (an)n∈N est une famille topologiquement k-libre (resp. est une k-base
topologique) de B.
(1.5) Exemple. Soit F une sous-k-extension comple`te de k1/p, topologique-
ment de type de´nombrable sur k. Alors F posse`de une p-base topologique sur
k : si |k∗| = {1}, il n’y a qu’a` prendre une p-base alge´brique ; sinon, c’est un
the´ore`me de Kiehl ([25] Satz 1.4).
(1.6) Lemme. Soit k un corps ultrame´trique complet de caracte´ristique p > 0.
Soit L une extension comple`te de k, et soit F une sous-k-extension comple`te
de k1/p ; on conside`re k1/p et F comme plonge´s dans L1/p. Supposons que F
posse`de une p-base topologique a = (ai) sur k qui est topologiquement p-libre sur
L. La semi-norme ∑
li ⊗ xi 7→ |
∑
lixi︸ ︷︷ ︸
∈L1/p
|
de L⊗̂kF est alors une norme, e´quivalente a` la norme tensorielle.
De´monstration. Soit N l’ensemble des familles, indexe´es par I et a` support
fini, d’entiers compris entre 0 et p − 1. Il existe un isomorphisme admissible
Φ :
⊕̂
n∈N
Lk,|an| ≃ F , qui envoie 1k,|an| sur an pour tout n ; notons ΦL la fle`che
de´duite de Φ apre`s tensorisation par L ; c’est encore un isomorphisme admissible.
Posons µ =
∑
li ⊗ xi 7→
∑
lixi. La compose´e µ ◦ ΦL est une application L-
line´aire borne´e de
⊕̂
LL,|an| vers L
1/p qui envoie 1L,|an| sur a
n pour tout n. Or
a est une famille topologiquement p-libre de la L-alge`bre L1/p ; en conse´quence,
µ ◦ ΦL est une injection admissible, d’ou` il re´sulte que µ est elle aussi injective
et admissible ; ceci ache`ve la de´monstration. 
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(1.7) Proposition. Soit k un corps ultrame´trique complet de caracte´ristique
p > 0. Soit L une extension comple`te de k ; on conside`re k1/p comme plonge´
dans L1/p. Les proprie´te´s suivantes sont e´quivalentes :
i) la semi-norme
∑
li⊗xi 7→ |
∑
lixi︸ ︷︷ ︸
∈L1/p
| de l’alge`bre L⊗̂kk1/p est une norme
e´quivalente a` la norme tensorielle ;
ii) toute famille d’e´le´ments de k1/p qui est topologiquement p-libre sur k est
topologiquement p-libre sur L ;
iii) toute famille de´nombrable d’e´le´ments de k1/p qui est topologiquement
p-libre sur k est topologiquement p-libre sur L.
De plus, pour que ces proprie´te´s e´quivalentes soient satisfaites, il est suffisant,
et ne´cessaire si k1/p est topologiquement de type de´nombrable sur k, qu’il existe
une p-base topologique de la k-alge`bre k1/p qui soit topologiquement p-libre sur
L.
De´monstration. Soit µ l’application
∑
li ⊗ xi 7→
∑
lixi.
(1.7.1) Prouvons que i) implique ii). On suppose que i) est ve´rifie´e. Comme
|.| ◦ µ est d’apre`s l’hypothe`se i) une norme e´quivalente a` la norme tensorielle, µ
est une injection L-line´aire admissible de L⊗̂kk1/p dans L1/p.
Soit (ai) une famille d’e´le´ments de k
1/p topologiquement p-libre sur k. Il
de´coule du 1.3.2 que (1 ⊗ ai) est une famille d’e´le´ments de L⊗̂kk1/p qui est
topologiquement p-libre sur L ; en vertu du 1.3.1, (ai) = (µ(1 ⊗ ai)) constitue
une famille d’e´le´ments de L1/p qui est topologiquement p-libre sur L.
(1.7.2) L’implication ii)⇒ iii) est e´vidente.
(1.7.3) Prouvons que iii)⇒ i). On fait l’hypothe`se que iii) est ve´rifie´e.
Remarque pre´liminaire. Soit F une sous-k-extension comple`te de k1/p, to-
pologiquement de type de´nombrable sur k. Elle posse`de (cf. exemple 1.5) une
p-base topologique de´nombrable (ai) sur k. Par l’hypothe`se iii), (ai) est une
famille topologiquement p-libre sur L. Le lemme 1.6 assure alors que la semi-
norme |.| ◦ µ de L⊗̂kF est une norme e´quivalente a` la norme tensorielle.
Suite de la preuve. Soit (yn) une suite d’e´le´ments de L⊗̂kk1/p telle que µ(yn)
tende vers ze´ro quand n tend vers l’infini. Il existe une sous-k-extension F de
k1/p, topologiquement de type de´nombrable et telle que yn appartienne a` L⊗̂kF
pour tout n. D’apre`s la remarque ci-dessus, |.| ◦ µ est une norme de L⊗̂kF ,
e´quivalente a` la norme tensorielle. On en de´duit que yn tend vers ze´ro au sens
de la norme tensorielle sur L⊗̂kF ; elle tend a fortiori vers ze´ro au sens de la
norme tensorielle sur L⊗̂kk1/p, et i) est de´montre´.
(1.7.4) En ce qui concerne la dernie`re assertion, elle de´coule imme´diatement du
lemme 1.6 et de l’exemple 1.5. 
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(1.8) De´finition. On dira qu’une extension de corps ultrame´triques complets
est analytiquement se´parable s’ils sont de caracte´ristique nulle ou si les trois
proprie´te´s e´quivalentes de la proposition 1.7 sont satisfaites.
(1.9) Exemples. Soit k un corps ultrame´trique complet de caracte´ristique
p > 0.
(1.9.1) Si k est parfait, toute extension de k est analytiquement se´parable,
puisque k1/p s’identifie alors a` k.
(1.9.2) Si L est une extension analytiquement se´parable de k, et si F est
une sous-k-extension comple`te de L, alors F est une extension analytiquement
se´parable de k ; on le voit a` l’aide de la proprie´te´ ii) de la proposition 1.7.
(1.9.3) Si L est une extension analytiquement se´parable de k, et si M est une
extension analytiquement se´parable de L, alorsM est une extension analytique-
ment se´parable de k ; on le de´duit de la proprie´te´ ii) de la proposition 1.7.
(1.9.4) Soit L une extension finie de k. La fle`che naturelle L⊗kk1/p → L⊗̂kk1/p
est alors un isomorphisme, et le corps L est par ailleurs se´parable sur k si et
seulement si L ⊗k k1/p est un corps (cf. [26], th. 26.2). On va montrer, en se
fondant sur ces deux remarques, que L est se´parable sur k si et seulement si L
est analytiquement se´parable sur k.
• Si L est se´parable sur k, alors L⊗̂kk1/p = L⊗kk1/p est un corps de dimen-
sion finie sur k1/p. La semi-norme multiplicative
∑
li ⊗ xi 7→ |
∑
lixi|1/p
est de ce fait injective, et est donc une norme. Elle est e´quivalente a` la
norme tensorielle : on le ve´rifie directement si |k∗| = {1} (auquel cas les
deux sont triviales), et sinon cela re´sulte de l’e´quivalence des normes en
dimension finie. En conse´quence, L est analytiquement se´parable sur k.
• Si L est analytiquement se´parable sur k, la semi-norme multiplicative∑
li⊗xi 7→ |
∑
lixi|1/p est une norme, et la L-alge`bre L⊗̂kk1/p = L⊗kk1/p
est donc inte`gre. Comme elle est par ailleurs entie`re, c’est un corps, et L
est de`s lors se´parable sur k.
(1.10) Universelle multiplicativite´ et se´parabilite´ analytique. Soit L
une extension comple`te de k. Supposons que la norme tensorielle de L⊗̂kk1/p
soit multiplicative. La L-alge`bre L⊗̂kk1/p est de`s lors inte`gre, et par ailleurs
entie`re ; c’est donc un corps. La norme tensorielle est une valeur absolue de
ce corps, l’application
∑
li ⊗ xi 7→ |
∑
lixi| en est une autre, majore´e par la
pre´ce´dente ; on en de´duit que ces deux valeurs absolues co¨ıncident, et L est de
ce fait analytiquement se´parable sur k.
On est notamment dans cette situation si la valeur absolue de L est univer-
sellement multiplicative (peaked dans la terminologie de Berkovich), c’est-a`-dire
si la norme tensorielle de L⊗̂kF est multiplicative pour toute extension comple`te
F de k.
(1.10.1) Exemple. Si r est un polyrayon k-libre, alors la valeur absolue de
kr est, par un calcul explicite imme´diat, universellement multiplicative ; par
conse´quent, kr est une extension analytiquement se´parable de k.
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(1.10.2) Lemme (Berkovich, [2], lemma 5.5.2.) Soit A une alge`bre k-
affino¨ıde dont la norme est universellement multiplicative, et soit x l’unique
point du bord de Shilov de M (A ). La valeur absolue de l’extension H (x) de k
est alors universellement multiplicative.
De´monstration6. Soit F une extension comple`te de k. Par hypothe`se, la
norme de A ⊗̂kF est multiplicative. Le bord de Shilov de l’espace affino¨ıde
M (A ⊗̂kF ) est donc un singleton {y} ; le point y e´tant situe´ au-dessus de x, il
peut eˆtre vu comme appartenant a` M (H (x)⊗̂kF ). Soit ϕ le morphisme cano-
nique A ⊗̂kF → H (x)⊗̂kF et soit f ∈ A ⊗̂kF . On a
|f(y)| = ||f || > ||ϕ(f)|| > |ϕ(f)(y)| = |f(y)| ;
on en de´duit que ||ϕ(f)|| = ||f ||.
Soit A la sous-alge`bre de H (x)⊗̂kF constitue´e des e´le´ments de la forme
a(x)−1ϕ(f), ou` a est une fonction appartenant a` A et inversible en x (i.e. non
nulle) et ou` f ∈ A ⊗̂kF . Donnons-nous un e´le´ment a(x)−1ϕ(f) de A. On a
||a(x)−1ϕ(f)|| = |a(x)|−1.||ϕ(f)|| = |a(x)|−1.||f || (∗) ,
la premie`re e´galite´ provenant du fait que la norme tensorielle sur H (x)⊗̂kF est
une norme de H (x)-alge`bre, et la seconde de´coulant de ce qui pre´ce`de.
Soient a = a(x)−1ϕ(f) et b = b(x)−1ϕ(g) deux e´le´ments de A. On peut e´crire
||ab|| = ||a(x)−1b(x)−1ϕ(f)ϕ(g)||
= ||a(x)−1b(x)−1ϕ(fg)||
= |a(x)|−1.|b(x)|−1.||fg|| ,
la dernie`re e´galite´ se fondant sur (∗). Comme la norme ||.|| est multiplicative,
|a(x)|−1.|b(x)|−1.||fg|| = |a(x)|−1.|b(x)|−1.||f ||.||g|| ; en utilisant a` nouveau (∗),
il vient
|a(x)|−1.|b(x)|−1.||f ||.||g|| = ||a(x)−1ϕ(f)||.||b(x)−1ϕ(g)|| = ||a||.||b||.
En conclusion, la restriction de la norme de H (x)⊗̂kF a` A est multiplicative ;
comme A est dense dans H (x)⊗̂kF , la norme de H (x)⊗̂kF est multiplicative,
ce qu’il fallait de´montrer. 
(1.10.3) Exemples.
• Soit r un polyrayon, soit X le polydisque correspondant, et soit η l’unique
point du bord de Shilov deX . La norme spectrale de l’alge`bre des fonctions
analytiques sur X est, par un calcul direct, universellement multiplicative.
En vertu du lemme ci-dessus, la valeur absolue de H (η) est universel-
lement multiplicative, et H (η) est donc une extension analytiquement
se´parable de k. Notons que si r est k-libre, H (η) = kr ; on retrouve ainsi
l’exemple 1.10.1.
6Notre lemme est moins ge´ne´ral que celui de Berkovich, mais la preuve de ce dernier
reposant sur l’affirmation non justifie´e qu’une certaine fle`che est une injection isome´trique,
nous l’avons modifie´e pour e´viter le recours a` cet argument ; et ce, au prix d’un affaiblissement
de l’e´nonce´.
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• Supposons que la valeur absolue de k n’est pas triviale et soit A une
alge`bre strictement k-affino¨ıde distingue´e ([10], 6.4.3, def. 2). Supposons
que la k˜-alge`bre A o/A oo est ge´ome´triquement inte`gre, et soit η l’unique
point du bord de Shilov de M (A ). D’apre`s la proposition 5.2.5 de [2],
la norme spectrale de A est universellement multiplicative. En vertu du
lemme ci-dessus, la valeur absolue de H (η) est universellement multipli-
cative, et H (η) est donc une extension analytiquement se´parable de k.
2 Excellence des alge`bres et espaces affino¨ıdes
Exhibition d’un ouvert re´gulier
(2.1) Lemme. Soit n un entier, soit V un domaine affino¨ıde de An,ank et soit
A l’alge`bre associe´e a` V . L’anneau A et l’espace localement annele´ V sont
re´guliers.
De´monstration. En vertu de la fide`le platitude de V → Spec A , il suffit
de montrer l’assertion relative a` l’espace localement annele´ V . Soit v ∈ V ; on
va de´montrer que OV,v est re´gulier. Si L est une extension comple`te de k, le
morphisme d’espaces localement annele´s VL → V est fide`lement plat ; il suffit
donc d’e´tablir la re´gularite´ de OVL,w pour n’importe quel ante´ce´dent w de v
sur VL ; ceci permet de se ramener au cas ou` v est un k-point de V . Il existe
un polydisque ferme´ D qui contient V ; le point rigide v appartient a` l’inte´rieur
topologique de V dans D et l’on a donc OV,v = OD,v. Comme v est un k-point, il
posse`de une base de voisinages dans D forme´e de polydisques, et OD,v s’identifie
de ce fait a` l’anneau des se´ries convergentes en n variables τ1, . . . , τn dont il est
imme´diat que (τ1, . . . , τn) constitue un syste`me re´gulier de parame`tres. 
(2.2) Proposition. Soit X un sche´ma de type fini inte`gre sur une alge`bre
k-affino¨ıde A et soit L une extension comple`te (resp. une extension comple`te
analytiquement se´parable) de k.
a) Il existe un ouvert de Zariski non vide U de X tel que les anneaux locaux
de U anL et UL soient d’intersection comple`te (resp. re´guliers).
b) Si A est strictement kr-affino¨ıde pour un certain polyrayon k-libre r, il
existe deux ouverts de Zariski V et W de X qui posse`dent les proprie´te´s
suivantes :
b0) ∅ 6= V ⊂ W ;
b1) si X = Spec A , alors W = X ;
b2) pour tout x ∈ W anL , l’image re´ciproque de VL sur Spec ÔW anL ,x est un
sche´ma qui est d’intersection comple`te en chacun de ses points (resp.
un sche´ma re´gulier) ;
b3) pour tout x ∈ WL, l’image re´ciproque de VL sur Spec ÔWL,x est un
sche´ma qui est d’intersection comple`te en chacun de ses points (resp.
un sche´ma re´gulier).
De´monstration. Commenc¸ons par quelques remarques.
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(2.2.1) Soit W un ouvert de Zariski de X , soit x ∈ W anL et soit x l’image de
x sur WL. Comme OW anL ,x est une OWL,x-alge`bre plate, ÔW anL ,x est une ÔWL,x-
alge`bre plate ; en conse´quence, b2)⇒ b3) (0.31).
(2.2.2) Supposons que b) a e´te´ prouve´e. Soit r un polyrayon de´ployant A ;
l’assertion b), applique´e au sche´ma Xr qui est inte`gre (lemme 0.37) et de type
fini sur l’alge`bre k-affino¨ıde Ar, laquelle est strictement kr-affino¨ıde, fournit en
particulier un ouvert non vide V de Xr tel que pour tout x ∈ V anL , l’anneau
ÔV anL ,x soit d’intersection comple`te (resp. re´gulier). De´signons par U l’ouvert
de X tel que σ−1(V an) = U an, ou` σ est la section de Shilov de X anr → X an
(cf. 0.25). Soit y appartenant a` U anL ; notons y son image sur UL. Comme σ(y)
appartient a` V anL , l’anneau
̂OV anL ,σ(y) est d’intersection comple`te (resp. re´gulier).
La platitude de OUL,y → OU anL ,y et de OU anL ,y → ̂OV anL ,σ(y) implique (0.31) que
les anneaux locaux de U anL (resp. UL) en y (resp. y) sont d’intersection comple`te
(resp. re´guliers), et a) est de´montre´e.
(2.2.3) D’apre`s le 2.2.2 ci-dessus il suffit, pour prouver la proposition, d’e´tablir
l’assertion b) ; l’on peut meˆme, en vertu du 2.2.1, se contenter d’exhiber un
couple (V ,W ) d’ouverts de X qui satisfont b0), b1) et b2).
A` partir de maintenant, on suppose donc que A est strictement kr-affino¨ıde
pour un certain polyrayon k-libre r.
(2.2.4) Soit Z l’adhe´rence de Zariski de l’image de X sur Spec A . La version
analytique du lemme de normalisation de Noether assure l’existence d’une fle`che
finie et surjective Z → Spec kr{T1, . . . , Tl} pour un certain entier l. On pose
D = Spec kr{T1, . . . , Tl}. En appliquant la version alge´brique de ce lemme sur
le corps des fonctions de D , on obtient l’existence d’un entier n et d’un ouvert
non vide W de X muni d’un morphisme fini et dominant sur un ouvert W ′ de
An
D
; si X = Spec A l’on a n = 0 et l’on peut prendre W = X et W ′ = D .
La fibre ge´ne´rique de W → W ′ est le spectre d’un corps, et est en conse´quence
d’intersection comple`te ; en vertu du corollaire 19.3.8 de [22], il existe un ouvert
non vide V ′ de An
D
, inclus dansW ′, et tel queW ×An
D
V ′ → V ′ soit un morphisme
d’intersection comple`te. On pose V = W ×An
D
V ′ = W ×W ′ V ′.
Soit x appartenant a` W anL et soit x
′ son image sur W ′L
an ⊂ An,an
DL
. On note
Sx (resp. Sx′) le spectre de l’anneau local de W anL (resp. W
′
L
an
) en x (resp. x′) ;
on de´signe par Ŝx et Ŝx′ les spectres des comple´te´s correspondants, et par VL
(resp. V′L) l’image re´ciproque de VL sur Ŝx (resp. Ŝx′).
30
On dispose d’un diagramme commutatif
VL
//

Ŝx

Ŝx′ ×W ′L VL //
zzuu
uu
uu
uu
u

Ŝx′ ×W ′L WL
zztt
tt
tt
tt
t

VL

// WL

V′L
//
zz
Ŝx′
yytt
tt
tt
tt
tt
t
V ′L // W
′
L
dans lequel les carre´s sont carte´siens, et dont les fle`ches horizontales sont des
immersions ouvertes. Quant aux fle`ches verticales, celles du paralle´le´pipe`de
infe´rieur sont par construction des morphismes d’intersection comple`te, et les
deux du haut sont des immersions a` la fois ouvertes et ferme´es : il suffit de le
ve´rifier pour celle de droite, pour laquelle cela de´coule du lemme 0.44.
Le sche´ma Sx′ e´tant re´gulier d’apre`s le lemme 2.1, Ŝx′ l’est aussi, et l’ouvert
V′L de ce dernier e´galement. On en de´duit que VL est d’intersection comple`te
en chacun de ses points.
A` partir de maintenant, on fait l’hypothe`se que L est analytiquement se´parable
sur k ; le but de ce qui suit est de prouver que l’on peut restreindre les diffe´rents
ouverts de Zariski construits ci-dessus de sorte que VL soit re´gulier, ce qui
ache`vera la de´monstration.
(2.2.5) Supposons k de caracte´ristique nulle. On peut restreindre V ′ de
sorte que V → V ′ soit e´tale. Dans ce cas, VL est e´tale sur le sche´ma re´gulier
V′L, et est de ce fait re´gulier.
(2.2.6) Supposons k de caracte´ristique p > 0. Il existe (cf. 0.45) :
• une sous-kp-extension comple`te kℵ de k qui est topologiquement de type
de´nombrable sur kp ;
• deux ouverts V ′ℵ ⊂ W ′ℵ de AnDℵ , ou` Dℵ = Spec kℵ,r{T1, . . . , Tl} ;
• un morphisme fini et plat Wℵ → W ′ℵ ; on pose Vℵ = Wℵ ×W ′ℵ V ′ℵ ;
• un kℵ,r{T1, . . . , Tl}-sche´ma inte`gre de type fini Xℵ, et une immersion ou-
verte Wℵ →֒ Xℵ ;
• des isomorphismes Xℵ,k ≃ X , etc. , modulo lesquels V ′ℵ →֒ W ′ℵ →֒ AnDℵ ,
Wℵ → W ′ℵ et Vℵ →֒ Wℵ →֒ Xℵ induisent V ′ →֒ W ′ →֒ AnD , W → W ′ et
V →֒ W →֒ X .
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On notera S1, . . . , Sn les fonctions coordonne´es sur AnDℵ .
D’apre`s l’exemple 1.5, kℵ posse`de une p-base topologique a sur k
p. Pour
toute partie b de a, notons kp[[b]] le comple´te´ du sous-corps de kℵ engendre´ par
kp et b (remarquons que b constitue une p-base topologique de kp[[b]] sur kp,
et que kℵ = k
p[[a]]), et ∆b le sche´ma
Spec kp[[b]]rp{T p1 , . . . , T pl }[Sp1 , . . . , Spn].
Par construction, kℵ est une extension comple`te de k
p[[b]] dont a − b est une
p-base topologique, et elle est donc finie si et seulement b est cofinie, c’est-a`-dire
si a− b est finie ; dans ce cas An
Dℵ
est un ∆b-sche´ma fini, radiciel et plat.
• Une premie`re remarque. L’intersection ⋂
b cofinie
κ(∆b) est le corps des
fractions de kprp{T p1 , . . . , T pl }[Sp1 , . . . , Spn], qui co¨ıncide avec κ(AnD)p.
En effet, soit f ∈ ⋂
b cofinie
κ(∆b). E´crivons-la sous la forme g/h, ou` g et
h appartiennent tous deux a` kℵ,rp{T p1 , . . . , T pl }[Sp1 , . . . , Spn] (c’est-a`-dire a`
l’anneau des fonctions de ∆a), et ou` h 6= 0. Quitte a` remplacer h par hp
et g par ghp−1 on peut supposer que h ∈ kprp{T p1 , . . . , T pl }[Sp1 , . . . , Spn]. On
va montrer que g appartient aussi a` kprp{T p1 , . . . , T pl }[Sp1 , . . . , Spn], ce qui
permettra de conclure.
Soit b une partie cofinie de a. La fonction g = hf appartient a` κ(∆b) ;
on va prouver qu’elle est de´finie sur ∆b tout entier. Soit ξ un point de
codimension 1 du sche´ma noethe´rien ∆b et soit ̟ une uniformisante de
l’anneau O∆b,ξ, qui est de valuation discre`te puisque ∆b est normal en
vertu du lemme 2.1. Si g est nulle, elle est e´videmment de´finie au voisinage
de ξ ; sinon, elle s’e´crit u̟m pour un certain entier relatifm et une certaine
fonction u de´finie et inversible au voisinage de ξ. Supposons m < 0 et soit
ω un point de ∆a situe´ au-dessus de ξ. L’e´galite´ g̟
−m = u met en jeu
des fonctions de´finies sur ∆a tout entier. E´value´e en ω, elle conduit a` la
contradiction 0 = u(ξ). Par conse´quent, m > 0 et g ∈ O∆b,ξ. Ceci vaut
pour tout point ξ de codimension 1 du sche´ma noethe´rien normal ∆b ; de`s
lors, g ∈ O∆b(∆b).
En conclusion,
g ∈
⋂
b cofinie
O∆b(∆b) =
⋂
b cofinie
kp[[b]]rp{T p1 , . . . , T pl }[Sp1 , . . . , Spn]
= kprp{T p1 , . . . , T pl }[Sp1 , . . . , Spn],
ce qu’il fallait de´montrer.
• Une seconde remarque. Si (αi) est une base de κ(Xℵ) sur κ(AnDℵ),
c’est encore une base de κ(X ) sur κ(An
D
), puisque κ(X ) s’identifie a`
κ(Xℵ)⊗κ(An
D
ℵ
) κ(A
n
D).
En conse´quence, (αpi ) est une famille κ(A
n
D
)p-libre.
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On est dans les conditions d’application d’un the´ore`me de Kiehl ([25], Satz 2.4).
Il en de´coule l’existence d’une partie cofinie b de a telle que les rangs (calcule´s
respectivement sur κ(Xℵ) et κ(A
n
Dℵ
)) des espaces vectoriels de dimension finie
Ω1(κ(Xℵ)/κ(∆b)) et Ω
1(κ(AnDℵ)/κ(∆b))
co¨ıncident (cette assertion est en tout point analogue au corollaire 3.8 de [25],
dont nous avons de´calque´ la preuve mutatis mutandis.).
On peut donc restreindre V ′ℵ (ainsi bien entendu que Vℵ, V
′ et V ) de sorte
que la condition suivante soit ve´rifie´e, en notant V ′′b l’ouvert de ∆b e´gal a` l’image
de V ′ℵ : les faisceaux cohe´rents Ω
1
V ′
ℵ
/V ′′
b
et Ω1
Vℵ/V ′′b
sont libres, et tous deux de
meˆme rang. On de´signe par W ′′b l’ouvert de ∆b e´gal a` l’image de W
′
ℵ.
(2.2.7) Remarque a` propos des notations. En ce qui concerne les symboles
choisis pour de´signer les sche´mas, la pre´sence d’un ℵ (resp. d’un b) en indice
vise a` rappeler que le sche´ma concerne´ est de type fini sur l’alge`bre kℵ-affino¨ıde
kℵ,r{T1, . . . , Tl} (resp. sur l’alge`bre kp[[b]]-affino¨ıde kp[[b]]rp{T p1 , . . . , T pl }).
(2.2.8) Afin de pouvoir utiliser l’exemple 1.5, nous allons travailler avec la
famille des sous-corps complets de L qui contiennent Lp et kℵ et qui sont to-
pologiquement de type de´nombrable sur Lp ; on qualifiera d’admissible un tel
sous-corps.
C’est dans la preuve du lemme ci-dessous, et uniquement la`, qu’est
utilise´e l’hypothe`se de se´parabilite´ analytique de l’extension L/k.
(2.2.9) Lemme. Soit F un sous-corps admissible de L. Il existe une extension
comple`te F ♯ de kp[[b]] telle que F s’identifie a` kℵ ⊗kp[[b]] F ♯.
De´monstration. Comme L est une extension analytiquement se´parable de
k, la famille a d’e´le´ments de L est topologiquement p-libre sur le corps Lp (la
de´finition de la se´parabilite´ analytique est formule´e en termes des extensions
k →֒ k1/p et L →֒ L1/p, et non kp →֒ k et Lp →֒ L, mais le 1.3.3 assure
l’e´quivalence des deux points de vue) ; en conse´quence, a est une p-base topolo-
gique sur Lp du sous-corps complet k̂ℵLp de L engendre´ par L
p et kℵ. Puisque
F est topologiquement de type de´nombrable sur Lp, il posse`de, toujours graˆce
a` l’exemple 1.5, une p-base topologique c sur k̂ℵLp ; par construction, a
∐
c est
une p-base topologique de F sur le corps Lp. Soit F ♯ le comple´te´ du sous-corps
de L engendre´ par Lp et b
∐
c. Alors a− b est une p-base finie de F sur F ♯, et
F s’identifie en conse´quence a` kℵ ⊗kp[[b]] F ♯. 
On fixe un sous-corps admissible F de L, et on choisit F ♯ comme dans le lemme
ci-dessus.
(2.2.10) Encore quelques remarques a` propos des notations. Si Ξℵ
(resp. Ξb) est un sche´ma de type fini sur l’alge`bre kℵ-affino¨ıde kℵ,r{T1, . . . , Tl}
(resp. sur l’alge`bre kp[[b]]-affino¨ıde kp[[b]]rp{T p1 , . . . , T pl }), alors conforme´ment
a` nos conventions ge´ne´rales Ξℵ,F (resp. Ξb,F ♯) de´signera
Ξℵ ⊗kℵ,r{T1,...,Tl} Fr{T1, . . . , Tl} (resp. Ξb ⊗kp[[b]]rp{Tp1 ,...,Tpl } F
♯
rp{T p1 , . . . , T pl } ).
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(2.2.11) L’on peut e´crire :
kℵ,r{T1, . . . , Tl}[S1, . . . , Sn]⊗kp[[b]]rp{Tp1 ,...,Tpl }[Sp1 ,...,Spn] F
♯
rp{T p1 , . . . , T pl }[Sp1 , . . . , Spn]
≃ kℵ,r{T1, . . . , Tl}[S1, . . . , Sn]⊗kp[[b]]rp{Tp1 ,...,Tpl } F
♯
rp{T p1 , . . . , T pl }
≃
(
kℵ,r{T1, . . . , Tl} ⊗kp[[b]]rp{Tp1 ,...,Tpl } F
♯
rp{T p1 , . . . , T pl }
)
[S1, . . . , Sn]
≃
(
kℵ,r{T1, . . . , Tl}⊗̂kp[[b]]rp{Tp1 ,...,Tpl }F
♯
rp{T p1 , . . . , T pl }
)
[S1, . . . , Sn]
(puisque kℵ,r{T1, . . . , Tl} est une kp[[b]]rp{T p1 , . . . , T pl }-alge`bre de Banach finie)
≃ (kℵ,r{T1, . . . , Tl}⊗̂kp[[b]]F ♯) [S1, . . . , Sn]
≃ Fr{T1, . . . , Tl}[S1, . . . , Sn]
en vertu de la de´finition de F ♯. La fle`che naturelle An
Dℵ,F
→ An
Dℵ
×∆b ∆b,F ♯ est
donc un isomorphisme.
(2.2.12) Quelques notations.
• on appelle xℵ,F (resp. x′ℵ,F , resp. x′′b,F ♯) l’image de x sur W anℵ,F (resp.
W ′ℵ,F
an
, resp. W ′′
b,F ♯
an
), on note Sxℵ,F , Sx′ℵ,F et Sx′′b,F♯
les spectres des
anneaux locaux correspondants, et Ŝxℵ,F , Ŝx′ℵ,F et Ŝx′′b,F♯
ceux de leurs
comple´te´s ;
• on de´signe par Vℵ,F (resp. V′b,F , resp. V′′b,F ♯) l’image re´ciproque de Vℵ,F
(resp. V ′ℵ,F , resp. V
′′
b,F ♯) sur Ŝxℵ,F (resp. Ŝx′ℵ,F , resp. Ŝx′′b,F♯
).
(2.2.13) Dans le diagramme commutatif
Vℵ,F //

Vℵ

V ′ℵ,F //

V ′ℵ

V ′′
b,F ♯
// V ′′b
les deux carre´s sont carte´siens : c’est e´vident pour celui du haut, et pour celui
du bas, cela re´sulte du fait que An
Dℵ,F
→ An
Dℵ
×∆b ∆b,F ♯ est un isomorphisme
d’apre`s le 2.2.11.
Comme Ω1
V ′
ℵ
/V ′′
b
et Ω1
Vℵ/V ′′b
sont tous deux libres de meˆme rang, Ω1
Vℵ,F /V ′′
b,F♯
et Ω1
V ′
ℵ,F
/V ′′
b,F♯
sont tous deux libres de meˆme rang.
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Dans le diagramme commutatif
Vℵ,F //

Ŝxℵ,F

Ŝx′
ℵ,F
×W ′
ℵ,F
Vℵ,F //
xxppp
pp
pp
pp
pp

Ŝx′
ℵ,F
×W ′
ℵ,F
Wℵ,F
wwppp
pp
pp
pp
pp

Vℵ,F

// Wℵ,F

V′ℵ,F
//
xx

Ŝx′
ℵ,F
xxppp
pp
pp
pp
pp
p

V ′ℵ,F //

W ′ℵ,F

V
′′
b,F ♯
//
xx
Ŝx′′
b,F♯
xxqqq
qq
qq
qq
qq
q
V ′′
b,F ♯
// W ′′
b,F ♯
les carre´s sont carte´siens : en ce qui concerne les faces ante´rieures des deux pa-
ralle´le´pipe`des, cela provient du faut que An
Dℵ,F
→ An
Dℵ
×∆b∆b,F ♯ est un isomor-
phisme d’apre`s le 2.2.11 ; en ce qui concerne la face de droite du paralle´le´pipe`de
infe´rieur, cela re´sulte du lemme 0.44 et du fait que x′ℵ,F est l’unique ante´ce´dent
de x′′
b,F ♯ par la fle`che radicielle W
′
ℵ,F
an → W ′′
b,F ♯
an
; c’est e´vident pour les autres
carre´s. Par ailleurs, les fle`ches allant de gauche a` droite sont des immersions
ouvertes ; quant aux fle`ches verticales, elles sont finies et plates, les deux fle`ches
verticales du haut e´tant plus pre´cise´ment des immersions a` la fois ouvertes et
ferme´es en vertu, la` encore, du lemme 0.44.
On en de´duit que Ω1
Vℵ,F /V′′
b,F♯
et Ω1
V′
ℵ,F /V
′′
b,F♯
sont tous deux libres de meˆme
rang. Par ailleurs, l’espace localement annele´ W ′ℵ,F
an
est re´gulier d’apre`s le
lemme 2.1 ; en conse´quence, le sche´ma Sx′
ℵ,F
, son comple´te´ Ŝx′
ℵ,F
et l’ouvert
V′ℵ,F de ce dernier sont re´guliers.
Re´capitulons : Vℵ,F est fini et plat sur le sche´ma re´gulier V
′
ℵ,F , ce dernier
est e´galement fini et plat, et a fortiori de type fini, sur V′′
b,F ♯ , et Ω
1
Vℵ,F /V′′
b,F ♯
et
Ω1
V′
ℵ,F /V
′′
b,F♯
sont tous deux libres de meˆme rang.
On en de´duit, a` l’aide d’un crite`re de Kiehl ([25], Satz 2.2 ; pour une preuve,
cf. [15], th. 1.1.1) que Vℵ,F est re´gulier.Ceci vaut pour tout sous-corps admissible
F de L. Les morphismes de transition du syste`me projectif des Vℵ,F sont plats ;
en vertu de la proposition 5.13.7 de [21], la re´gularite´ de VL de´coule du lemme
ci-dessous. 
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(2.2.14) Lemme. Le sche´ma VL s’identifie a` la limite projective des Vℵ,F , ou`
F parcourt la famille des sous-corps admissibles de L.
De´monstration. Comme VL est pour tout sous-corps admissible F de L
l’image re´ciproque de Vℵ,F par la fle`che Ŝx → Ŝxℵ,F , il suffit de montrer que
Ŝx s’identifie a` la limite projective des Ŝxℵ,F ou, ce qui revient au meˆme, que
ÔV anL ,x s’identifie a` la limite inductive des
̂OV an
ℵ,F ,xℵ,F
. Pour tout F , la fle`che
̂OV an
ℵ,F ,xℵ,F
→ ÔV anL ,x est fide`lement plate, et par conse´quent injective ; il y a
donc simplement a` s’assurer que tout e´le´ment de ÔV anL ,x provient de
̂OV an
ℵ,F ,xℵ,F
pour un certain F . La question est locale sur le sche´ma Vℵ, on peut donc le
supposer affine.
Il existe un voisinage affino¨ıde Ξ de x dans V anL et une famille finie (f1, . . . , fd)
de fonctions sur Ξ qui engendrent l’ide´al maximal de l’anneau local noethe´rien
OV anL ,x. Par la construction explicite de l’analytifie´ d’un sche´ma affine donne´e
par exemple au paragraphe 1.4 de cf. [20], on peut supposer que Ξ est de´crit par
un nombre fini d’ine´galite´s larges portant sur des normes de fonctions du sche´ma
VL, et que les ine´galite´s strictes correspondantes sont satisfaites en x. Comme
VL est la limite projective des Vℵ,F , il existe un sous-corps admissible F0 de
L tel que les fonctions rationnelles e´voque´es proviennent de OVℵ,F0 (Vℵ,F0) ; de`s
lors, Ξ est l’image re´ciproque d’un voisinage affino¨ıde Ξ0 de xℵ,F0 dans V
an
ℵ,F0
.
Quitte a` agrandir F0, on peut faire l’hypothe`se que fi provient de OΞ0(Ξ0) pour
tout i ; en particulier, fi provient de OV an
ℵ,F0
,xℵ,F0
pour tout i.
Donnons-nous un e´le´ment g de ÔV anL ,x. Soit n ∈ N∗. Choisissons dans OV anL ,x
un e´le´ment gn congru a` g modulo (f1, . . . , fd)
n. Par le meˆme raisonnement que
pre´ce´demment, il existe un sous-corps admissible Fn de L tel que gn provienne
de OV an
ℵ,Fn
,xℵ,Fn .
Soit F le comple´te´ du sous-corps de L engendre´ par les Fn, ou` n parcourt
N ; c’est un sous-corps admissible de L. Pour tout n non nul, gn provient de
OV an
ℵ,F ,xℵ,F
; par ailleurs, le corps F contient F0, d’ou` il de´coule que fi provient
de OV an
ℵ,F
,xℵ,F quel que soit i.
L’anneau OV anL ,x est fide`lement plat sur OV anℵ,F ,xℵ,F . Pour n et i convenables,
de´finissons les e´le´ments g′n et f
′
i de OV anℵ,F ,xℵ,F comme les ante´ce´dents de gn
et fi. La fle`che OV an
ℵ,F
,xℵ,F /(f
′
1, . . . , f
′
d)→ OV anL ,x/(f1, . . . , fd) est un morphisme
d’anneaux fide`lement plat dont le but est un corps ; sa source est donc e´galement
un corps ; autrement dit, les f ′i engendrent l’ide´al maximal de OV anℵ,F ,xℵ,F .
Pour tout entier n > 0, les images de gn et gn+1 dans OV anL ,x/(f1, . . . , fd)
n
co¨ıncident. Par fide`le platitude, OV an
ℵ,F
,xℵ,F /(f
′
1, . . . , f
′
d)
n → OV anL ,x/(f1, . . . , fd)n
est injective ; de ce fait, les images de g′n et g
′
n+1 dans OV anℵ,F ,xℵ,F /(f
′
1, . . . , f
′
d)
n
co¨ıncident.
La famille (g′n mod (f
′
1, . . . , f
′
d)
n )n de´finit ainsi un e´le´ment de ̂OV an
ℵ,F ,xℵ,F
dont l’image dans ÔV anL ,x est par construction e´gale a` g. Ceci ache`ve la preuve
du lemme. 
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Ve´rification des proprie´te´s constitutives de l’excellence
(2.3) Proposition. Soit A une alge`bre k-affino¨ıde ; on pose X = Spec A et
X = M (A ). Soit x ∈ X et soit x son image sur X . Les morphismes
Spec ÔX,x → Spec OX,x, Spec ÔX ,x → Spec OX ,x et Spec OX,x → Spec OX ,x
sont ge´ome´triquement re´guliers.
De´monstration. On proce`de en plusieurs temps ; tout au long de la preuve,
nous utiliserons sans les rappeler explicitement a` chaque occurence les re´sultats
du 0.31 relatifs au comportement de la re´gularite´ vis-a`-vis d’un morphisme plat.
Les fle`ches e´tudie´es e´tant plates, il reste a` montrer les assertions suivantes :
i) si p est un ide´al premier de OX,x et si F est une extension finie radicielle
de κ(p), l’anneau ÔX,x ⊗OX,x F est re´gulier ;
ii) si p est un ide´al premier de OX ,x et si F est une extension finie radicielle
de κ(p), l’anneau ÔX ,x ⊗OX ,x F est re´gulier ;
iii) si p est un ide´al premier de OX ,x et si F est une extension finie radicielle
de κ(p), l’anneau OX,x ⊗OX ,x F est re´gulier.
(2.3.1) Simplification des assertions a` e´tablir. On va tout d’abord expli-
quer pourquoi l’on peut, pour chacune d’elles, supposer que A est inte`gre, que
p = 0 et que F = κ(p).
• L’assertion i). On peut supposer, quitte a` restreindre X , que p provient
d’un ide´al q de A puis, en quotientant A par q, que p = 0. Soit B une sous
OX,x-alge`bre finie et radicielle de F de corps des fractions e´gal a` F . On
peut a` nouveau restreindre X de sorte que B soit de la forme B⊗A OX,x,
ou` B est une A -alge`bre finie et radicielle. Soit y l’unique ante´ce´dent de
x sur Y = M (B) ; l’anneau local OY,y s’identifie a` B (cf. lemme 0.44) et
l’on dispose d’un isomorphisme ÔY,y ⊗OY,y Frac OY,y ≃ ÔX,x ⊗OX,x F. En
remplac¸ant A par B et x par y, on se rame`ne au cas ou` F = Frac OX,x.
Comme OX,x est inte`gre, le lemme 0.40 assure que x n’est situe´ que sur une
composante irre´ductible de M (A ). En substituant a` A son quotient par
l’ide´al premier correspondant a` la composante en question (cf. 0.42), on se
rame`ne finalement au cas ou` A est inte`gre, ou` p = 0, et ou` F = Frac OX,x.
• Les assertions ii) et iii). Quitte a` quotienter A par son ide´al premier qui
correspond a` p, on peut supposer que A est inte`gre et que p = 0. Le corps
F est maintenant une extension finie radicielle du corps des fractions de
A . Il existe une sous-A -alge`bre finie et radicielle B de F dont F est le
corps des fractions. Posons Y = M (B) et Y = Spec B. Soit y (resp.
y) l’unique ante´ce´dent de x (resp. x) sur Y (resp. sur Y ). On dispose
d’isomorphismes canoniques
ÔY ,y ≃ ÔX ,x ⊗OX ,x OY ,y et OY,y ≃ OX,x ⊗OX ,x OY ,y
(pour le second, cf. lemme 0.44). On peut donc e´crire
ÔX ,x ⊗OX ,x F ≃ ÔY ,y ⊗OY ,y FracOY ,y
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et OX,x ⊗OX ,x F ≃ OY,y ⊗OY ,y Frac OY ,y ;
en remplac¸ant A par B et x par y, on se rame`ne finalement au cas ou` A
est inte`gre, ou` p = 0, et ou` F = Frac OX ,x.
Remarquons que si |k∗| 6= {1} et si A est strictement k-affino¨ıde, on peut
proce´der aux re´ductions ci-dessus en pre´servant le caracte`re strictement k-
affino¨ıde de A .
(2.3.2) Preuve des assertions simplifie´es, et donc de la proposition,
dans le cas ou` |k∗| 6= {1} et ou` A est strictement k-affino¨ıde. On applique
a` X la proposition 2.2, b) avec L = k et r = ∅ ; elle fournit un ouvert non vide
V de X satisfaisant b2) et b3) avec W = X .
L’assertion i). Soit q ∈ Spec ÔX,x situe´ au-dessus du point ge´ne´rique de
Spec OX,x. Par platitude de Spec OX,x → X , le point q s’envoie sur le point
ge´ne´rique de X , qui appartient a` V . Il re´sulte alors de b2) que q appartient au
lieu re´gulier de Spec ÔX,x.
L’assertion ii). Soit q ∈ Spec ÔX ,x situe´ au-dessus du point ge´ne´rique de
Spec OX ,x ; le point q s’envoie sur le point ge´ne´rique de X , qui appartient a`
V . Il re´sulte alors de b3) que q appartient au lieu re´gulier de Spec ÔX ,x.
L’assertion iii). Soit q ∈ Spec OX,x situe´ au-dessus du point ge´ne´rique de
Spec OX ,x et soit q′ un point de Spec ÔX,x situe´ au-dessus de q ; le point q′
s’envoie sur le point ge´ne´rique de X , qui appartient a` V . Il re´sulte alors de b2)
que q′ appartient au lieu re´gulier de Spec ÔX,x ; par platitude de la comple´tion,
q appartient au lieu re´gulier de Spec OX,x.
(2.3.3) Preuve des assertions simplifie´es, et donc de la proposition,
dans le cas ge´ne´ral. Soit r un polyrayon de´ployant A ; notons que comme A
est inte`gre, il en va de meˆme de Ar (0.37). On applique a` X la proposition 2.2,
a) avec L = kr ; elle fournit un ouvert non vide U de X tel que les espaces
localement annele´s Ur et U anr soient re´guliers. Soit z un ante´ce´dent de x sur
Xr, et soit z l’image de z sur Xr.
L’assertion i). Soit q ∈ Spec ÔX,x situe´ au-dessus du point ge´ne´rique de
Spec OX,x ; par platitude de Spec OX,x → X , le point q s’envoie sur le point
ge´ne´rique de X , qui appartient a` U . Soit q′ ∈ Spec ÔXr,z situe´ au-dessus
de q ; le point q′ est situe´ au-dessus de Ur, donc au-dessus du lieu re´gulier de
Spec OXr,z. Les fle`ches Spec ÔXr,z → Spec OXr,z → Spec OXr,z sont plates, et
a` fibres re´gulie`res en vertu du cas strictement affino¨ıde de´ja` traite´. On en de´duit
que q′ appartient au lieu re´gulier de Spec ÔXr,z ; par platitude, q appartient au
lieu re´gulier de Spec ÔX,x.
L’assertion ii). Soit q ∈ Spec ÔX ,x situe´ au-dessus du point ge´ne´rique de
Spec OX ,x ; le point q s’envoie sur le point ge´ne´rique de X , qui appartient
a` U . Soit q′ ∈ Spec ÔXr,z situe´ au-dessus de q ; le point q′ est situe´ au-
dessus de Ur, donc au-dessus du lieu re´gulier de Spec OXr,z. Comme la fle`che
Spec ÔXr,z → Spec OXr,z est plate, et a` fibres re´gulie`res en vertu du cas stric-
tement affino¨ıde de´ja` traite´, q′ appartient au lieu re´gulier de Spec ÔXr,z ; par
platitude, q appartient au lieu re´gulier de Spec ÔX ,x.
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L’assertion iii). Soit q ∈ Spec OX,x situe´ au-dessus du point ge´ne´rique
de Spec OX ,x ; le point q s’envoie sur le point ge´ne´rique de X , qui appar-
tient a` U . Soit q′ ∈ Spec OXr,z situe´ au-dessus de q ; le point q′ est situe´
au-dessus de Ur, donc au-dessus du lieu re´gulier de Spec OXr,z. Comme la
fle`che Spec OXr,z → Spec OXr,z est plate, et a` fibres re´gulie`res en vertu du cas
strictement affino¨ıde de´ja` traite´, q′ appartient au lieu re´gulier de Spec OXr,z ;
par platitude, q appartient au lieu re´gulier de Spec OX,x. 
(2.4) Remarque. La re´gularite´ ge´ome´trique de Spec OX,x → Spec OX ,x n’est
pas a priori requise pour e´tablir les re´sultats d’excellence que nous avons en vue ;
mais nous l’avons inse´re´e dans l’e´nonce´ car nous l’utilisons lors de la preuve de
la re´gularite´ ge´ome´trique de Spec ÔX ,x → Spec OX ,x dans le cas ge´ne´ral ; nous
l’e´tendrons un peu plus bas au cas d’un sche´ma de type fini sur une alge`bre
affino¨ıde (th. 3.3).
(2.5) Proposition. Soit A une alge`bre affino¨ıde, soit p ∈ Spec A et soit F
une extension finie et radicielle de κ(p). Il existe une sous-A /p-alge`bre finie et
radicielle B de F , de corps des fractions e´gal a` F , tel que le lieu re´gulier de
Spec B contienne un ouvert non vide.
De´monstration. Quitte a` quotienter A par p, on peut supposer que A est
inte`gre et que p = 0. Le corps F est alors une extension finie et radicielle de
Frac A . Il existe une sous-A -alge`bre finie et radicielle B de F dont le corps des
fractions est e´gal a` F ; la proposition 2.2 assure qu’il existe un ouvert non vide
de Spec B qui est re´gulier. 
(2.6) The´ore`me. Soit A une alge`bre k-affino¨ıde. L’alge`bre A est excellente,
et les anneaux locaux de M (A ) sont excellents.
De´monstration. Compte-tenu des propositions 2.3 et 2.5, il reste simplement
a` s’assurer de l’universelle cate´narite´ de A et de chacun des anneaux locaux de
M (A ). Or A peut s’e´crire comme un quotient de k{r−1T} pour un certain
polyrayon r. Le lemme 2.1 assure que k{r−1T} est re´gulier, et que l’espace
localement annele´ M (k{r−1T}) l’est e´galement, ce qui permet de conclure (cf.
[26], th. 17.9). 
(2.7) Remarque. La premie`re assertion du the´ore`me ci-dessus a e´te´ de´montre´e
par Kiehl dans le cas d’une alge`bre strictement affino¨ıde ([25], th. 3.3) ; la se-
conde l’a e´te´ par Conrad ([15], th. 1.1.3) dans le cas des anneaux locaux en les
points rigides d’un espace strictement affino¨ıde.
3 Changement de corps de base et the´ore`mes de
comparaison
On utilisera dans ce qui suit les ensembles de proprie´te´s P,Q et R de´finis
au 0.30.
Le changement de base
(3.1) The´ore`me. Soit X un sche´ma de type fini sur une alge`bre k-affino¨ıde
A . Soit L une extension comple`te de k, soit x un point de X et soit y un
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point de XL situe´ au-dessus de x. Soit F un faisceau cohe´rent sur X . Soit
P ∈ S ∪Q ∪R ; si P ∈ Q ∪R, on suppose que F = OX .
a) Si F ⊗ OXL,y ve´rifie P, alors F ⊗ OX ,x ve´rifie P.
b) Si P ∈ S ∪Q et si F ⊗ OX ,x ve´rifie P, alors F ⊗ OXL,y ve´rifie P.
c) Si P ∈ R, si F⊗OX ,x ve´rifie P, et si L est une extension analytiquement
se´parable de k, alors F ⊗ OXL,y ve´rifie P.
De´monstration. La platitude de XL → X entraˆıne imme´diatement l’asser-
tion a) (0.31).
Soit t ∈ X , soit s ∈ XL situe´ au-dessus de t, et soit Y l’adhe´rence re´duite
de t dans X . La proposition 2.2 assure l’existence d’un ouvert non vide U de
Y tel que UL soit d’intersection comple`te en chacun de ses points, et re´gulier si
L est analytiquement se´parable sur k. On en de´duit que OXL,s ⊗OX ,t κ(t) est
d’intersection comple`te en chacun de ses points, et re´gulier si L est analytique-
ment se´parable sur k. En vertu de la platitude de XL → X , les assertions b) et
c) s’en de´duisent aussitoˆt (0.31). 
Re´gularite´ ge´ome´trique des fibres analytiques
(3.2) Lemme. Soit X un sche´ma de type fini sur une alge`bre k-affino¨ıde
A , soit V un domaine affino¨ıde de X an, et soit V le spectre de l’anneau des
fonctions analytiques sur V . Soit v ∈ V et soit x son image sur X . Si X est
re´gulier en x alors V est re´gulier en v.
De´monstration. Supposons donc X re´gulier en x. Soit v un point de V situe´
au-dessus de v. Puisque A est un anneau excellent d’apre`s le the´ore`me 2.6,
le lieu de re´gularite´ U de X en est un ouvert de Zariski ; on a x ∈ U et
v ∈ U an. Soit r un polyrayon de´ployant A et V . Comme kr est une extension
analytiquement se´parable de k, le the´ore`me pre´ce´dent assure que le sche´ma Ur
est re´gulier.
Soit w un ante´ce´dent de v sur U anr et soit W un voisinage strictement kr-
affino¨ıde de w dans le bon espace strictement kr-analytique Vr ∩U anr . Soit W
le spectre de l’alge`bre des fonctions analytiques sur W . Le morphisme W → V
est plat et son image contient v ; il suffit donc (0.31) de de´montrer que W est
re´gulier.
Soit t un point ferme´ de W . Il correspond par le Nullstellensatz a` un point
kr-rigide t de W , dont on note u l’image sur Ur. L’anneau local comple´te´ ÔUr,u
est re´gulier ; l’on dispose par ailleurs d’isomorphismes naturels
ÔUr,u ≃ ÔU anr ,t ≃ ÔW,t ≃ ÔW ,t ;
le premier et le dernier proviennent du lemme 2.6.3 de [3], et celui du milieu
du fait que le point kr-rigide t appartient a` l’inte´rieur topologique de W dans
U anr ; on en de´duit que W est re´gulier en t. Ceci valant pour tout point ferme´
t de W , le sche´ma W est re´gulier. 
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La proposition ci-dessous constitue entre autres une ge´ne´ralisation de l’asser-
tion iii) de la proposition 2.3 a` un sche´ma de type fini sur une alge`bre affino¨ıde.
(3.3) The´ore`me. Soit X un sche´ma de type fini sur une alge`bre affino¨ıde.
Soit V un domaine affino¨ıde de X an et soit V le spectre de son alge`bre des
fonctions. Soit x ∈ V et soient v et x ses images respectives sur V et X .
Dans le diagramme commutatif
Spec OV,x //
 ''OO
OO
OO
OO
OO
O
Spec OV ,v

Spec OX an,x // Spec OX ,x
toutes les fle`ches sont ge´ome´triquement re´gulie`res.
De´monstration. On sait de´ja` que les deux fle`ches horizontales et la fle`che ver-
ticale de gauche sont fide`lement plates ; la fide`le platitude de la fle`che diagonale
et de la fle`che verticale de droite s’ensuivent imme´diatement.
Venons-en a` la re´gularite´ ge´ome´trique des fibres ; tout au long de la preuve
nous utiliserons sans les rappeler explicitement a` chaque occurence les re´sultats
du 0.31 relatifs au comportement de la re´gularite´ vis-a`-vis d’un morphisme plat.
(3.3.1) Re´gularite´ ge´ome´trique de Spec OV,x → Spec OV ,v. C’est l’une des
assertions de la proposition 2.3.
(3.3.2) Re´gularite´ ge´ome´trique de Spec OV,x → Spec OX ,x. Soit p un ide´al
premier de OX ,x et soit F une extension finie purement inse´parable de κ(p) ;
nous allons de´montrer que OV,x⊗OX ,x F est re´gulier. Soit Z le ferme´ de Zariski
de X e´gal a` l’adhe´rence du point qui correspond a` p, muni de sa structure
re´duite. Quitte a` remplacer X par Z , on peut supposer que X est inte`gre et
que p = 0. Il existe une sous-OX ,x-alge`bre finie et radicielle B de F dont F
est le corps des fractions ; on peut donc restreindre X de sorte qu’il existe un
sche´ma inte`gre Y et un morphisme Y → X fini, dominant et radiciel de fibre
ge´ne´rique isomorphe a` Spec F . Soit y (resp. y) l’unique point de Y (resp. Y an)
situe´ au-dessus de x (resp. x) et soit W l’image re´ciproque de V sur Y an.
L’on dispose (cf. lemme 0.44) d’un isomorphisme OW,y ≃ OV,x ⊗OX ,x OY ,y,
et l’on a donc OW,y⊗OY ,yFrac OY ,y ≃ OV,x⊗OX ,xF. Ceci permet, en remplac¸ant
X par Y , x par y et V parW , de se ramener finalement au cas ou` X est inte`gre,
ou` p = 0 et ou` F = κ(p).
Soit q un ide´al premier de OV,x situe´ au-dessus du point ge´ne´rique de X .
Notons z son image sur V ; par le lemme 3.2 ci-dessus,OV ,z est re´gulier. En vertu
de la re´gularite´ ge´ome´trique de Spec OV,x → Spec OV ,v (3.3.1), q appartient au
lieu re´gulier de Spec OV,x, ce qu’il fallait de´montrer.
(3.3.3) Re´gularite´ ge´ome´trique de Spec OV,x → Spec OX an,x. Quitte a` rempla-
cer X an par un voisinage affino¨ıde de x, et V par son intersection avec celui-ci,
on peut supposer que X est le spectre d’une alge`bre affino¨ıde A ; l’on a alors
X an = M (A ) ; nous allons e´galement de´signer cet espace affino¨ıde par X . Soit
p un ide´al premier de OX,x et soit F une extension finie radicielle de κ(p) ; on
cherche a` montrer que OV,x ⊗OX,x F est re´gulier.
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On peut supposer, quitte a` restreindre X , que p provient d’un ide´al de A
puis, en quotientant A par ce dernier, que p = 0. Soit B une sous OX,x-alge`bre
finie et radicielle de F de corps des fractions e´gal a` F . On peut a` nouveau
restreindre X de sorte que B soit de la forme B ⊗A OX,x, ou` B est une A -
alge`bre finie et radicielle. Soit y l’unique ante´ce´dent de x sur Y = M (B), et
soit W l’image re´ciproque de V sur Y . Comme OY,y s’identifie a` B, et OW,y a`
OV,x ⊗OX,x B (cf. lemme 0.44), on a
OV,x ⊗OX,x F ≃ OW,y ⊗OY,y Frac OY,y.
En remplac¸ant X par Y , x par y et V parW , on se rame`ne au cas ou` p = 0 et ou`
l’on a de surcroˆıt F = Frac OX,x. Comme OX,x est inte`gre, le lemme 0.40 assure
que x n’est situe´ que sur une composante irre´ductible de X . En substituant a`
A son quotient par l’ide´al premier correspondant a` la composante en question
(cf. remarque 0.42), on se rame`ne finalement au cas ou` A est inte`gre, ou` p = 0,
et ou` F = Frac OX,x.
Notons X le spectre de A . Soit q un ide´al premier de OV,x situe´ au-dessus
du point ge´ne´rique de Spec OX,x. Par platitude de Spec OX,x → X , l’image
de q sur le sche´ma inte`gre X est le point ge´ne´rique de celui-ci ; en vertu de la
re´gularite´ ge´ome´trique de Spec OV,x → Spec OX ,x, e´tablie au 3.3.2 ci-dessus, q
appartient au lieu re´gulier de Spec OV,x.
(3.3.4) Re´gularite´ ge´ome´trique de Spec OV ,v → Spec OX ,x. Elle de´coule
imme´diatement de la platitude de Spec OV,x → Spec OV ,v et de la re´gularite´
ge´ome´trique de Spec OV,x → Spec OX ,x e´tablie au 3.3.2 ci-dessus.
(3.3.5) Re´gularite´ ge´ome´trique de Spec OX an,x → Spec OX ,x. C’est un cas
particulier de la re´gularite´ ge´ome´trique de Spec OV,x → Spec OX an,x, e´tablie
au 3.3.3 ci-dessus : celui ou` V est un voisinage affino¨ıde de x dans X an. 
Le the´ore`me de comparaison
On rappelle que les ensembles de proprie´te´s P,Q et R ont e´te´ de´finis au
0.30.
(3.4) The´ore`me. Soit X un sche´ma de type fini sur une alge`bre affino¨ıde A .
Soit V un domaine affino¨ıde de X an, soit x un point de V et soit x son image
sur X . Soit F un faisceau cohe´rent sur X . Soit P ∈ S ∪Q∪R ; si P ∈ Q∪R,
on suppose que F = OX . Sous ces hypothe`ses :
A) l’ensemble U des points z de X tels que F ⊗ OX ,z ve´rifie P est un
ouvert de Zariski ;
B) les propositions suivantes sont e´quivalentes :
B′) F ⊗ OV,x ve´rifie P ;
B′′) F ⊗ OX an,x ve´rifie P ;
B′′′) F ⊗ OX ,x ve´rifie P.
De´monstration. L’assertion A) provient du fait que A est un anneau ex-
cellent par la proposition 2.6, et des re´sultats rappele´s au 0.35 ; notons que
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comme A est un quotient d’un anneau re´gulier par le lemme 2.1, la situation
est justiciable de la remarque 0.36 lorsque P est la proprie´te´ d’eˆtre d’intersection
comple`te.
Les morphismes
Spec OV,x → Spec OX an,x et Spec OX an,x → Spec OX ,x
sont ge´ome´triquement re´guliers d’apre`s le the´ore`me 3.3 ci-dessus ; en vertu du
0.31, les e´quivalences B′) ⇐⇒ B′′) ⇐⇒ B′′′) s’ensuivent imme´diatement. 
(3.5) Remarque. Lorsque X = A , l’e´quivalence B′′) ⇐⇒ B′′′) dans le
the´ore`me ci-dessus a e´te´ prouve´e par Berkovich ([3], th. 2.2.1) ; on se convainc
facilement que lorsque |k∗| 6= {1} et lorsque A est strictement k-affino¨ıde sa
de´monstration s’e´tend mutatis mutandis au cas ou` X est un A -sche´ma de type
fini quelconque ; de meˆme, celle du corollaire 2.2.8 de [3] permet en fait d’e´tablir
B′ ⇐⇒ B′′) de`s que |k∗| 6= {1} et que A et V sont strictement k-affino¨ıdes ;
nous nous sommes en partie inspire´ ici de ces diffe´rentes preuves.
Les proprie´te´s usuelles de l’alge`bre commutative dans le
cas non ne´cessairement bon
On travaille toujours avec les ensembles de proprie´te´s P,Q et R de´finis au
0.30.
(3.6) Soit X un espace analytique, soit F un faisceau cohe´rent sur X , et soit
P ∈ S ∪Q∪R ; si P ∈ Q∪R, on suppose que F = OXG . Soit x un point de X
et soient V etW deux domaines affino¨ıdes de X contenant x et tels queW ⊂ V .
Il re´sulte du the´ore`me 3.4 que F ⊗OV,x satisfait P si et seulement si F ⊗OW,x
satisfait P. On en de´duit l’e´quivalence des deux propositions suivantes :
i) il existe un bon domaine analytique U de X contenant x tel que F ⊗OU,x
satisfasse P ;
ii) F⊗OU,x satisfait P pour tout bon domaine analytique U de X contenant
x.
Lorsque ces deux proprie´te´s sont ve´rifie´es, on dit que F satisfait P en x.
(3.6.1) Si X est bon, il re´sulte de la de´finition que F satisfait P en x si et
seulement si F ⊗ OX,x satisfait P.
(3.6.2) Si U est un domaine analytique de X contenant x, il est imme´diat que
F satisfait P en x si et seulement si F|U satisfait P en x.
(3.6.3) On dira que F satisfait P (et meˆme, si F = OXG , que X satisfait P)
si F satisfait P en tout point de X . Ceci vaut bien entendu e´galement pour la
conjonction de plusieurs proprie´te´s ; on parlera ainsi d’espace analytique normal
(i.e. satisfaisant R1 et S2, d’apre`s le crite`re de Serre), re´duit (i.e. satisfaisant
R0 et S1, d’apre`s le crite`re de Serre), etc.
(3.6.4) Certains re´sultats des the´ore`mes 3.1 et 3.4 peuvent eˆtre reformule´s
dans ce nouveau contexte. Les e´nonce´s obtenus se re´sument comme suit : les
proprie´te´s appartenant a` S ∪Q descendent et montent par extension quelconque
des scalaires ; celles qui appartiennent a` R descendent par extension quelconque
et montent par extension analytiquement se´parable des scalaires.
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Les the´ore`mes 3.1 et 3.4, ainsi que leurs de´clinaisons dans le cas
non ne´cessairement bon (3.6 et 3.6.2-3.64) seront de´sormais utilise´s
librement, sans rappel des re´fe´rences.
4 Les composantes irre´ductibles en ge´ome´trie
analytique
Caracte`re G-local de la topologie de Zariski et structures
re´duites
(4.1) Lemme. Soit A une alge`bre affino¨ıde et soit X l’espace M (A ). Soit
I un ide´al de A , et soit Y le lieu des ze´ros de I sur X. Soit F le faisceau
d’ide´aux de OXG qui associe a` un domaine analytique V de X l’ensemble des
f ∈ OXG(V ) telles que f(x) = 0 pour tout x ∈ V ∩ Y . Le faisceau F co¨ıncide
avec le faisceau cohe´rent
√˜
I.
De´monstration. L’inclusion
√˜
I ⊂ F est triviale. Pour e´tablir la re´ciproque,
il suffit de ve´rifier que F (V ) ⊂ √˜I(V ) = √I.AV pour tout domaine affino¨ıde
V de X ; donnons-nous un tel V .
On peut de´crire Y comme le lieu des ze´ros de
√˜
I ; munissons-le de la
structure de sous-espace analytique ferme´ correspondante. Il s’identifie alors
a` M (A /
√
I), et V ∩Y en est un domaine affino¨ıde, dont l’alge`bre des fonctions
analytiques est AV /(
√
I.AV ) ; l’anneau A /
√
I e´tant re´duit, AV /(
√
I.AV ) l’est
aussi. Soit f appartenant a` F (V ). Par hypothe`se, f est nulle en tout point
de V ∩ Y . Son image dans AV /(
√
I.AV ) est donc nilpotente, et partant nulle
puisque cet anneau est re´duit. Cela signifie que f ∈ √I.AV . 
(4.2) Proposition. Soit X un espace analytique et soit (Xi) un G-recouvrement
de X par des domaines analytiques. Soit Y une partie de X telle que Y ∩ Xi
soit un ferme´ de Zariski de Xi pour tout i. Soit F le faisceau d’ide´aux de OXG
qui associe a` un domaine analytique V de X l’ensemble des f ∈ OXG(V ) telles
que f(x) = 0 pour tout x ∈ V ∩ Y .
i) Le faisceau F est cohe´rent ; le sous-ensemble Y de X s’identifie a` son lieu
des ze´ros et est donc un ferme´ de Zariski ;
ii) le faisceau F est le plus grand faisceau cohe´rent d’ide´aux dont Y est le
lieu des ze´ros ;
iii) le sous-espace analytique ferme´ Yred de X de´fini par F est un objet final
de la cate´gorie des espaces analytiques re´duits munis d’un morphisme vers X
dont l’image est incluse dans Y .
De´monstration. Quitte a` raffiner le recouvrement (Xi), on peut supposer que
chacun des Xi est affino¨ıde. Le lemme 4.1 ci-dessus assure que F|Xi est cohe´rent
pour tout i ; par conse´quent, F est cohe´rent.
Fixons i. Comme Y ∩Xi est un ferme´ de Zariski de l’espace affino¨ıde Xi, il
est tautologique que Y ∩ Xi est le lieu des ze´ros de F|Xi ; on en de´duit que Y
est le lieu des ze´ros de F (0.11.2), ce qui termine la preuve de i).
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L’assertion ii) re´sulte imme´diatement de la de´finition de F . L’assertion
iii) se ve´rifie G-localement sur X , ce qui autorise a` le supposer affino¨ıde ;
soit A l’alge`bre des fonctions analytiques sur X et soit I = F (X) ; on a
Yred = M (A /I) ; comme I =
√
I par de´finition du faisceauF , l’anneau A /I est
re´duit, et l’espace Yred est de ce fait re´duit ; l’image de Yred → X est e´videmment
incluse dans (et meˆme e´gale a`) Y .
Il suffit, en raisonnant G-localement sur la source des morphismes, de ve´rifier
que Yred est un objet final de la cate´gorie des espaces affino¨ıdes re´duits munis
d’un morphisme vers X dont l’image est incluse dans Y . Soit B une alge`bre
affino¨ıde re´duite et soit A → B un morphisme borne´ tel que l’image de M (B)
sur M (A ) soit incluse dans Y . Si f est un e´le´ment de I, il est nul en tout
point de Y ; son image dans B est donc nulle en tout point de M (B), et est
par conse´quent nilpotente ; comme B est re´duite, elle est nulle. On en de´duit
que B → A se factorise de manie`re unique par un morphisme, ne´cessairement
borne´, de A /I dans B. 
(4.2.1) La structure de´finie par F est appele´e la structure re´duite du ferme´
de Zariski Y ; si l’on a pre´alablement pris la peine de pre´ciser que l’on munit Y
de sa structure re´duite, on s’autorisera a` e´crire Y au lieu de Yred. Si Y = X , le
faisceau F est celui des fonctions G-localement nilpotentes (qui se trouve donc
eˆtre cohe´rent), et Xred est appele´ l’espace analytique re´duit associe´ a` X . Notons
que X = Xred si et seulement si X est re´duit.
(4.3) Remarque. La proposition ci-dessus assure en particulier que la pro-
prie´te´ d’eˆtre ouvert (ou ferme´) de Zariski est de nature G-locale. Ce fait permet
de globaliser certains re´sultats obtenu dans le cas affino¨ıde ; donnons-en une
illustration.
(4.4) The´ore`me. Soit X un espace analytique, soit F un faisceau cohe´rent
sur X et soit P une proprie´te´ appartenant a` S ∪Q∪R (les ensembles S ,Q et
R ont e´te´ de´finis au 0.30 ) ; si P appartient a` Q∪R, on suppose que F = OXG .
L’ensemble Z des points de X en lesquels F satisfait P est un ouvert de Zariski
de X.
De´monstration. Si V est un domaine affino¨ıde de X , l’intersection V ∩Z est
l’ensemble des points de V en lesquels F|V satisfait P ; on de´duit du the´ore`me
3.4 (applique´ a` X = Spec AV ) que V ∩ Z est un ouvert de Zariski de V . Ceci
valant pour tout domaine affino¨ıde V de X , la proposition 4.2 garantit que Z
est un ouvert de Zariski de X . 
(4.5) Remarque. Lorsque P ∈ S ∪ Q, il est imme´diat que la formation de
l’ouvert de Zariski e´voque´ ci-dessus commute a` tout changement du corps de
base.
Le the´ore`me ci-dessus sera utilise´ librement dans la suite, sans
rappel ni re´fe´rence.
(4.6) Remarque. Soit X un espace analytique, soit I un faisceau cohe´rent
d’ide´aux sur X et soit Y son lieu des ze´ros ; munissons-le de la structure associe´e
a` I . Soit Z un ferme´ de Zariski de Y . La notation Zred peut a priori faire
re´fe´rence a` Z ou bien en tant que ferme´ de Zariski de l’espace analytique Y , ou
bien en tant que ferme´ de Zariski de X ; cette ambigu¨ıte´ n’en est en re´alite´ pas
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une, car ces deux espaces note´s Zred sont canoniquement isomorphes, comme
on le ve´rifie a` l’aide de leurs proprie´te´s universelles.
(4.7) Remarque. SoitX un espace analytique, soit Y un ferme´ de Zariski deX
et soit U un domaine analytique de X ; il re´sulte des proprie´te´s universelles des
espaces en jeu que les sous-ensembles analytiques ferme´s U×X Yred et (U∩Y )red
de U sont canoniquement isomorphes.
(4.8) Proposition. Soit X un bon espace analytique et soit x ∈ X. Le mor-
phisme naturel (OX,x)red → OXred,x est un isomorphisme.
De´monstration. On peut supposer que X est affino¨ıde ; soit A l’alge`bre af-
fino¨ıde correspondante, et soit I l’ide´al des e´le´ments nilpotents de A . L’an-
neau OXred,x est re´duit et s’identifie au quotient de OX,x par son ide´al nilpotent
I OX,x ; il est donc naturellement isomorphe a` (OX,x)red. 
(4.9) Lemme. Soit X un espace k-analytique et soit L une extension comple`te
de k. Il existe un morphisme naturel (XL)red → (Xred)L qui est une immersion
ferme´e, et un isomorphisme si et seulement si (Xred)L est re´duit.
De´monstration. Comme l’espace (XL)red est re´duit, le morphisme compose´
(XL)red → XL → X se factorise par Xred et donc par (Xred)L ; les fle`ches
(XL)red → XL et (Xred)L → XL sont des immersions ferme´es ; il en re´sulte que
(XL)red → (Xred)L est une immersion ferme´e.
Soit Z un espace analytique re´duit, et soit Z → XL un morphisme. Comme
Z est re´duit, la compose´e Z → XL → X se factorise d’une unique manie`re par
Xred. L’ensemble des k-morphismes de Z vers Xred e´tant en bijection naturelle
avec celui des L-morphismes de Z vers (Xred)L, la fle`che Z → XL se factorise de
manie`re unique par (Xred)L. Si celui-ci est re´duit, il s’identifie donc a` (XL)red ;
la re´ciproque est triviale. 
Autour des composantes irre´ductibles d’un espace affino¨ıde
(4.10) Proposition. Soit V un espace affino¨ıde et soitW un domaine affino¨ıde
de V ; soit Z un ferme´ de Zariski de V et soit T un ferme´ de Zariski de W . Les
assertions suivantes sont e´quivalentes :
α) Z est une composante irre´ductible de V et T une composante irre´ductible
de W incluse dans Z ;
β) Z est une composante irre´ductible de V et T une composante irre´ductible
de Z ∩W ;
γ) Z est une composante irre´ductible de V et T est inclus dans Z, irre´ductible
et de meˆme dimension que Z ;
δ) Z est e´gal a` l’adhe´rence T
VZar
de T dans V pour la topologie de Zariski
de ce dernier, et T est une composante irre´ductible de W .
De´monstration. Supposons α) vraie et montrons β). Comme T est une com-
posante irre´ductible de W incluse dans Z, c’est un ferme´ de Zariski irre´ductible
maximal de W inclus dans Z ; c’est a fortiori un ferme´ irre´ductible maximal de
Z ∩W , et donc une composante irre´ductible de ce dernier.
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Supposons β) vraie et montrons γ). Soit d la dimension de Z. Comme Z est
irre´ductible, il est purement de dimension d, et W ∩ Z est donc purement de
dimension d ; ses composantes irre´ductibles sont donc toutes de dimension d ;
c’est en particulier le cas de T .
Supposons γ) vraie et montrons δ). Soit Y un ferme´ de Zariski de V conte-
nant T . Le ferme´ de Zariski Y ∩ Z de V contient T , donc est au moins de
dimension d. Comme c’est un ferme´ de Z, lequel est lui-meˆme irre´ductible de
dimension d, il co¨ıncide avec Z. L’on a donc bien T
VZar
= Z. Si S est un ferme´
de Zariski irre´ductible de W contenant T , alors S
VZar
est un ferme´ irre´ductible
de V contenant Z ; ce dernier e´tant une composante irre´ductible de V , l’on a
S
VZar
= Z. La dimension de S est donc majore´e par d, ce qui implique que
T = S ; ainsi, T est une composante irre´ductible de W .
Supposons δ) vraie et montrons α). L’irre´ductibilite´ de T entraˆıne celle de
Z. Soit Y une composante irre´ductible de V contenant Z. Comme T est une
composante irre´ductible de W contenue dans Y , l’implication α) ⇒ γ) de´ja`
e´tablie assure que dim T = dim Y ; d’autre part T ⊂ Z et Z ⊂ Y , d’ou`
l’encadrement dim T 6 dim Z 6 dim Y ; en conse´quence dim Z = dim Y .
Puisque Y est irre´ductible, Y = Z. 
(4.11) Corollaire. Soit V un espace affino¨ıde et soit W un domaine affino¨ıde
de V . Si Z est une composante irre´ductible de V , alors Z ∩W est re´union de
composantes irre´ductibles de W ; si T est une composante irre´ductible de W ,
elle est contenue dans une seule composante irre´ductible de V qui est e´gale a`
T
VZar
.
De´monstration. La premie`re assertion re´sulte de l’implication β)⇒ α) dans
la proposition ci-dessus, et la seconde de α)⇒ δ). 
(4.12) Commentaire. Notons que dans le corollaire ci-dessus, Z ∩W peut
tre`s bien eˆtre e´gal a` la re´union vide de composantes irre´ductibles de W .
(4.13) Proposition. Soit X un espace analytique, soit Y un ferme´ de Za-
riski de X et soit d un entier. Il existe deux ferme´s de Zariski Y +d et Y
−
d de X
caracte´rise´s par le fait que pour tout domaine affino¨ıde V de X, l’intersection
Y +d ∩V (resp. Y −d ∩V ) est la re´union des composantes irre´ductibles de V conte-
nues dans Y et de dimension d (resp. non contenues dans Y ou de dimension
diffe´rente de d).
De´monstration. Pour tout domaine affino¨ıde V de X , notons C (V ) l’en-
semble des composantes irre´ductibles de V , et C+(V ) l’ensemble des compo-
santes irre´ductibles de V qui sont contenues dans Y et de dimension d ; posons
E +(V ) =
⋃
T∈C+(V )
T et E−(V ) =
⋃
T∈C (V )−C+(V )
T .
Soit V un domaine affino¨ıde de X , et soitW un domaine affino¨ıde de V . Soit
Z une composante irre´ductible de V et soit T une composante irre´ductible deW
contenue dans Z. Le couple (Z, T ) satisfaisant la condition α) de la proposition
4.10, il satisfait e´galement γ) et δ) ; on en de´duit que T ∈ C+(W ) si et seulement
si Z ∈ C+(V ). Il de´coule alors du corollaire 4.11 que E +(W ) = E +(V ) ∩W et
E−(W ) = E−(V ) ∩W .
Soit Y +d (resp. Y
−
d ) la re´union des E
+(V ) (resp. des E−(V )) ou` V parcourt
l’ensemble des domaines affino¨ıdes de X . En vertu de ce qui pre´ce`de, l’on a pour
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tout domaine affino¨ıde V deX les e´galite´s Y +d ∩V = E +(V ) et Y −d ∩V = E−(V ) ;
puisque E +(V ) et E−(V ) sont des ferme´s de Zariski de V pour tout domaine
affino¨ıde V de de X , la proposition 4.2 assure que Y +d et Y
−
d sont des ferme´s de
Zariski de X . 
(4.14) Proposition. Soit X un espace analytique, soit V un domaine affino¨ıde
non vide de X et soit T une composante irre´ductible de V dont on note d la
dimension.
i) Pour tout domaine affino¨ıde W de X, l’intersection T
XZar∩W est re´union
de composantes irre´ductibles de W de dimension d ;
ii) T
XZar
est purement de dimension d ;
iii) T
XZar
est l’unique ferme´ de Zariski irre´ductible de X qui contient T ; si
X est irre´ductible, on a donc T
XZar
= X.
De´monstration. Posons Y = T
XZar
. Il est clair que Y est un ferme´ de Zariski
irre´ductible de X ; on utilise les notations Y +d et Y
−
d de la proposition 4.13
ci-dessus ; on a clairement X = Y +d ∪ Y −d .
Soit Z un ferme´ de Zariski irre´ductible de X contenant Y . L’irre´ductibilite´
de Z et l’e´galite´ Z = (Z ∩ Y +d )∪ (Z ∩ Y −d ) impliquent que Z ⊂ Y +d ou Z ⊂ Y −d .
Comme T ⊂ Z, l’inclusion Z ⊂ Y −d est impossible ; de`s lors, Z ⊂ Y +d .
Appliquons en particulier ceci lorsque Z = Y . On a donc Y ⊂ Y +d ; comme
il est clair que Y +d ⊂ Y , on a Y = Y +d . Cela signifie exactement que pour tout
domaine affino¨ıde W de X , l’intersection Y ∩ W est re´union de composantes
irre´ductibles de W de dimension d, ce qui prouve i) ; l’assertion ii) en est une
conse´quence triviale.
Revenons a` un ferme´ de Zariski irre´ductible quelconque Z qui contient Y .
L’on a Z ⊂ Y +d et Y +d ⊂ Y ; de ce fait, Z = Y , ce qui prouve iii). 
(4.15) Commentaire. Notons que dans l’e´nonce´ i) de la proposition ci-dessus,
T
XZar ∩W peut tre`s bien eˆtre la re´union vide de composantes irre´ductibles de
W .
(4.16) Corollaire. Soit X un espace analytique irre´ductible. Il existe d ∈ N
tel que X soit purement de dimension d ; si Z est un ferme´ de Zariski strict de
X, alors dim Z < d et Z ne contient aucun domaine analytique non vide de X ;
il est en particulier d’inte´rieur vide.
De´monstration. Faisons une remarque pre´liminaire : si T est une composante
irre´ductible d’un domaine a ffino¨ıde V de X si l’on note d la dimension de T ,
alors T
XZar
est en vertu de la proposition ci-dessus purement de dimension d et
co¨ıncide avec X puisque celui-ci est irre´ductible.
La premie`re assertion provient alors du fait que X e´tant irre´ductible, il est
non vide ; il posse`de donc un domaine affino¨ıde non vide V , lequel a au moins
une composante irre´ductible.
E´tablissons la seconde assertion. Soit Z un ferme´ de Zariski strict de X . Soit
V un domaine affino¨ıde de X . Il re´sulte de la remarque pre´liminaire que Z ne
peut contenir aucune composante irre´ductible de V . Comme X est purement
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de dimension d, son domaine affino¨ıde V est purement de dimension d et Z ∩V
est donc de dimension strictement infe´rieure a` d. Ceci valant pour tout domaine
affino¨ıde V de X , la dimension de Z est strictement infe´rieure a` d.
Soit V un domaine analytique non vide de X . Comme X est purement de
dimension k-analytique d, la dimension de V vaut d ; comme dim Z < d, on a
dim Z ∩ V < d ; par conse´quent, V n’est pas inclus dans Z. 
Ensembles G-localement finis de ferme´s de Zariski et com-
posantes irre´ductibles
(4.17) On dira qu’un ensemble E de ferme´s de Zariski d’un espace analytique
X est G-localement fini si tout domaine affino¨ıde V de X ne rencontre qu’un
nombre fini d’e´le´ments de E . Notons que sous cette hypothe`se (
⋃
E∈E
E) ∩ V est
pour tout domaine affino¨ıde V de X une re´union finie de ferme´s de Zariski de
V , et est donc ferme´ de Zariski de V ; la proposition 4.2 assure alors que
⋃
E∈E
E
est un ferme´ de Zariski de X .
(4.18) Soit f : Y → X un morphisme d’espaces analytiques et soit E un en-
semble G-localement fini de ferme´s de Zariski deX . Si V est un domaine affino¨ıde
de Y alors f(V ) est une partie quasi-compacte de X (qui n’est pas suppose´ to-
pologiquement se´pare´), et est en conse´quence contenue dans une re´union finie
de domaines affino¨ıdes de X ; il en re´sulte que f(V ) ne rencontre qu’un nombre
fini d’e´le´ments de E , et {f−1(E)}E∈E constitue par conse´quent un ensemble
G-localement fini de ferme´s de Zariski de Y . Notons deux cas particuliers im-
portants : si Y est un domaine analytique ou un sous-espace analytique ferme´
de X , alors {E ∩Y }E∈E est un ensemble G-localement fini de ferme´s de Zariski
de Y .
(4.19) Lemme. Soit X un espace analytique irre´ductible et soit E un ensemble
G-localement fini de ferme´s de Zariski de X tels que X =
⋃
E∈E
E. On a alors
X ∈ E .
De´monstration. Comme X est irre´ductible il est non vide, et posse`de donc un
domaine affino¨ıde non vide V . L’ensemble E est G-localement fini ; de`s lors, l’en-
semble {E ∩ V }E∈E constitue un recouvrement fini de V par des ferme´s de Za-
riski ; ceci entraˆıne, V e´tant non vide, l’existence d’une composante irre´ductible
T de V et de E ∈ E tels que T ⊂ E. Comme X est irre´ductible, la proposition
4.14 assure que T
XZar
= X , d’ou` il de´coule que E = X . 
(4.20) Corollaire. Soit X un espace analytique, et soit E un ensemble G-
localement fini de ferme´s de Zariski irre´ductibles de X deux a` deux non com-
parables pour l’inclusion ; supposons que X =
⋃
E∈E
E. Tout ferme´ de Zariski
irre´ductible de X est alors contenu dans un e´le´ment E de E , et l’ensemble E
est exactement l’ensemble des ferme´s de Zariski irre´ductibles maximaux de X.
De´monstration. Soit Z un ferme´ de Zariski irre´ductible de X ; munissons-le
(par exemple) de sa structure re´duite. Il re´sulte du 4.18 que {E ∩ Z}E∈E est
un ensemble G-localement fini de ferme´s de Zariski de Z, et il est imme´diat que
Z =
⋃
E∈E
E ∩Z ; d’apre`s le lemme 4.19, il existe alors E ∈ E tel que Z = E ∩Z,
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c’est-a`-dire tel que Z ⊂ E ; on en de´duit aussitoˆt que tout ferme´ de Zariski
irre´ductible maximal de X appartient a` E .
Soit T ∈ E et soit Z un ferme´ de Zariski irre´ductible de X contenant T ;
d’apre`s ce qui pre´ce`de, il existe E ∈ E tel que Z ⊂ E ; on a donc T ⊂ E, et
comme les e´le´ments de E sont deux a` deux non comparables pour l’inclusion,
T = E ; par conse´quent, Z = T et T est bien un ferme´ de Zariski irre´ductible
maximal de Y . 
(4.21) The´ore`me (description des composantes irre´ductibles). Soit X
un espace analytique. Soit Irr(X) l’ensemble des parties de X qui sont de la
forme T
XZar
, ou` T est une composante irre´ductible d’un domaine affino¨ıde de
X ; l’ensemble Irr(X) est constitue´ de ferme´s de Zariski irre´ductibles deux a` deux
non comparables pour l’inclusion et est G-localement fini ; l’on a
⋃
E∈Irr(X)
E = X.
Tout ferme´ de Zariski de X est contenu dans un e´le´ment de Irr(X), et Irr(X)
est exactement l’ensemble des ferme´s de Zariski irre´ductibles maximaux de X.
De´monstration. Il re´sulte de la de´finition de Irr(X) que ses e´le´ments sont des
ferme´s irre´ductibles de X dont la re´union est e´gale a` X .
Soit E ∈ Irr(X) et soit V un domaine affino¨ıde de X . La proposition 4.14
iii) assure que E ∩ V est re´union de composantes irre´ductibles de V et garantit
que si T est l’une de celles-ci, alors E = T
XZar
; on en de´duit que V ne rencontre
qu’un nombre fini d’e´le´ments de Irr(X) ; ce dernier est donc bien G-localement
fini.
Soient E et E′ deux e´le´ments de Irr(X) tels que E ⊂ E′. Choisissons un
domaine affino¨ıde V de X et une composante irre´ductible T de V tels que
E = T
XZar
; comme E′ est un ferme´ de Zariski irre´ductible contenant E et donc
T , il co¨ıncide avec T
XZar
d’apre`s la proposition 4.14 ; autrement dit E = E′, et
les e´le´ments de Irr(X) sont donc deux a` deux non comparables pour l’inclusion.
Les deux dernie`res assertions de´coulent du corollaire 4.20. 
(4.22) Les e´le´ments de l’ensemble Irr(X) de´fini dans l’e´nonce´ du the´ore`me ci-
dessus seront appele´s les composantes irre´ductibles de X ; notons que si X est
affino¨ıde, on retrouve bien les composantes irre´ductibles usuelles. Si Y est une
composante irre´ductible de X , la proposition 4.14 assure que pour tout domaine
affino¨ıde V de X , l’intersection V ∩ Y est re´union de composantes irre´ductibles
de V .
Il re´sulte de la caracte´risation topologique des composantes irre´ductibles
(comme ferme´s de Zariski irre´ductibles maximaux) que si Y est un ferme´ de
Zariski de X , alors l’ensemble des composantes irre´ductibles de Y ne de´pend
pas de la structure de sous-espace analytique ferme´ dont on le munit ; on se
permettra donc d’e´voquer ces composantes sans fixer une telle structure. Par
exemple, soit E un sous-ensemble de Irr(X) et soit Y =
⋃
E∈E
E ; on sait d’apre`s
le 4.17 que Y est un ferme´ de Zariski de X . Il de´coule alors du 4.18, du corollaire
4.20 et de la de´finition meˆme des composantes irre´ductibles que E est l’ensemble
des composantes irre´ductibles de Y .
(4.23) Lemme. Soit X un espace analytique. Si x est un point de X, alors
dimx X est le maximum des dimensions des composantes irre´ductibles de X qui
contiennent x.
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De´monstration. Soient X1, . . . , Xn les composantes irre´ductibles de X conte-
nant x, soient d1, . . . , dn leurs dimensions respectives et soit V un domaine af-
fino¨ıde de X contenant x. Pour tout i, la proposition 4.14 assure que Xi∩V est
re´union de composantes irre´ductibles de V de dimension di ; par ailleurs, toute
composante irre´ductible T de V contenant x est contenue dans T
XZar
, qui est
une composante irre´ductible de X et est donc l’une des Xi. On en de´duit que
l’ensemble des dimensions des composantes irre´ductibles de V qui contiennent
x est e´gal a` {d1, . . . , dn} ; par conse´quent, dimx X = dimx V = maxi di. 
Graˆce a` la proposition 4.16 et au lemme 4.23, on peut ge´ne´raliser la pro-
position 4.10 et le corollaire 4.11 en conservant mutatis mutandis les meˆmes
de´monstrations.
(4.24) Proposition. Soit V un espace analytique et soit W un domaine ana-
lytique de V ; soit Z un ferme´ de Zariski de V et soit T un ferme´ de Zariski de
W . Les assertions suivantes sont e´quivalentes :
α) Z est une composante irre´ductible de V et T une composante irre´ductible
de W incluse dans Z ;
β) Z est une composante irre´ductible de V et T une composante irre´ductible
de Z ∩W ;
γ) Z est une composante irre´ductible de V et T est inclus dans Z, irre´ductible
et de meˆme dimension que Z ;
δ) Z est e´gal a` l’adhe´rence T
VZar
de T dans V pour la topologie de Zariski
de ce dernier, et T est une composante irre´ductible de W . 
(4.25) Corollaire. Soit V un espace analytique et soit W un domaine analy-
tique de V . Si Z est une composante irre´ductible de V , alors Z ∩W est re´union
de composantes irre´ductibles de W ; si T est une composante irre´ductible de W ,
elle est contenue dans une seule composante irre´ductible de V qui est e´gale a`
T
VZar
. 
(4.26) Commentaire. Notons que dans le corollaire ci-dessus, Z ∩W peut
parfaitement eˆtre e´gal a` la re´union vide de composantes irre´ductibles de W ; il
peut tout aussi bien eˆtre une re´union infinie de telles composantes.
(4.27) Lemme. Soit X un espace analytique et soit U un ouvert de Zariski de
X. Les proprie´te´s suivantes sont e´quivalentes :
i) U est dense pour la topologie de Zariski de X ;
ii) U rencontre chacune des composantes irre´ductibles de X ;
iii) U est dense pour la topologie usuelle de X.
De´monstration. Supposons i) vraie, et soit T une composante irre´ductible de
X . Soit Z la re´union des autres composantes irre´ductibles de X ; par construc-
tion, X − Z est un ouvert de Zariski non vide de X , qui rencontre donc U ;
comme (X − Z) ⊂ T , l’intersection de U et T est non vide, ce qui montre ii).
Supposons ii) vraie, et soit Ω un ouvert deX contenu dans le comple´mentaire
F de U . Supposons que Ω est non vide, et soit Y une composante irre´ductible
de X rencontrant Ω ; soit d la dimension de Y . Comme Ω∩Y est un ouvert non
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vide de Y , laquelle est purement de dimension d (cor. 4.16), il est lui-meˆme de
dimension d. En conse´quence, dim F ∩ Y > d, ce qui implique que F ∩ Y = Y
(cor. 4.16) et contredit le fait que U rencontre Y ; de`s lors Ω est vide et iii) est
e´tablie.
Supposons iii) vraie et soit V un ouvert de Zariski non vide de X ; il existe
une composante irre´ductible T de de X rencontrant V . Soit Z la re´union des
autres composantes irre´ductibles de X . L’ouvert non vide X − Z de X est
contenu dans T et rencontre U puisque celui-ci est dense. Par conse´quent, U ∩T
et V ∩ T sont deux ouverts de Zariski non vide du ferme´ irre´ductible T ; on en
de´duit que U ∩ V 6= ∅, ce qui prouve i). 
(4.28) Lemme. Soit X un espace k-analytique et soit (Xi) la famille de ses
composantes irre´ductibles. Soit L une extension comple`te de k. Pour tout i,
notons (Xi,j) la famille des composantes irre´ductibles de Xi,L.
i) Pour tout i et tout j, l’on a dim Xi,j = dim Xi ;
ii) les Xi,j sont deux a` deux non comparables pour l’inclusion et sont les
composantes irre´ductibles de XL.
De´monstration. Le corollaire 4.16 assure que Xi est purement de dimension
di pour un certain entier di. L’espace Xi,L est donc purement de dimension di.
En vertu du lemme 4.23, les composantes irre´ductibles de Xi,L sont toutes de
dimension di ; l’assertion i) est ainsi de´montre´e.
Soient (i, j) et (i′, j′) deux couples d’indices, et supposons que Xi,j ⊂ Xi′,j′ .
La composante Xi,j est alors incluse dans (Xi ∩Xi′)L. Si i 6= i′ alors (Xi ∩Xi′)
est un ferme´ de Zariski strict de Xi, donc est de dimension strictement infe´rieure
a` di par le corollaire 4.16 ; en conse´quence dim (Xi∩Xi′)L < di, ce qui contredit
l’e´galite´ dim Xi,j = di. De`s lors i = i
′, et j = j′ puisque les Xi,j a` i fixe´ sont
par de´finition deux a` deux non comparables pour l’inclusion.
Les Xi,j forment un ensemble de ferme´s de Zariski de XL qui le recouvrent,
sont irre´ductibles et sont deux a` deux non comparables pour l’inclusion. Cet
ensemble est par ailleurs G-localement fini puisque celui des Xi,L l’est en vertu
du 4.18. Les Xi,j sont donc les composantes irre´ductibles de XL. 
(4.29) Corollaire. Soit X un espace k-analytique et soit U un ouvert de Zariski
de X qui est dense dans X. Pour tout extension comple`te L de k, l’ouvert UL
est dense dans XL.
De´monstration. D’apre`s le lemme 4.27, il suffit de de´montrer que pour toute
composante irre´ductible T de XL l’ouvert UL rencontre T . Soit donc T une telle
composante ; notons F le comple´mentaire de U dans X . Il existe en vertu du
lemme 4.28 ci-dessus une composante irre´ductible S de X tel que T soit une
composante irre´ductible de SL. Si d de´signe la dimension de S, alors dim T = d.
Comme U ∩ S 6= ∅ par l’hypothe`se faite sur U et le lemme 4.27, on a l’ine´galite´
dim F ∩ S < d. De`s lors, dim FL ∩ SL < d, et FL ∩ SL ne peut donc contenir
T ; autrement dit, UL rencontre T , ce qui ache`ve la de´monstration. 
Tous les re´sultats que l’on a e´tablis dans cette section seront
de´sormais utilise´s librement, sans re´fe´rences pre´cises.
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5 La normalisation d’un espace analytique
Les morphismes quasi-dominants
(5.1) De´finition. Soit f : Y → X un morphisme d’espaces analytiques. On
dira que f est quasi-dominant si pour tout couple (V, U) forme´ d’un domaine
analytique V de Y et d’un domaine analytique U de X contenant f(V ), et pour
toute composante irre´ductible T de V , f(T )
UZar
est une composante irre´ductible
de U .
Mentionnons tout de suite quelques proprie´te´s e´le´mentaires des morphismes
quasi-dominants.
(5.1.1) Si Y est un domaine analytique d’un espace analytique X , la fle`che
naturelle Y →֒ X est quasi-dominante ; en particulier IdX et ∅ →֒ X sont quasi-
dominants ; la compose´e de deux morphismes quasi-dominants est un morphisme
quasi-dominant.
(5.1.2) Si C de´signe la cate´gorie dont les objets sont les espaces analytiques
et dont les fle`ches les morphismes quasi-dominants alors X 7→ Irr(X) est de
manie`re e´vidente un foncteur C→ Ens : si f : Y → X est une fle`che de C, l’ap-
plication Irr(Y )→ Irr(X) correspondante associe a` une composante irre´ductible
T de Y l’adhe´rence f(T )
XZar
ou, ce qui revient au meˆme, l’unique composante
irre´ductible de X contenant f(T ).
(5.1.3) Soit f : Y → X un morphisme d’espaces analytiques, et soit U un
domaine analytique de X tel que f(Y ) ⊂ U . Soit g : Y → U le morphisme
induit par f . Si f est quasi-dominant il est imme´diat que g est quasi-dominant ;
re´ciproquement si g est quasi-dominant alors f est quasi-dominant, puisque c’est
la compose´e de g et U →֒ X .
(5.1.4) Soit f : Y → X un morphisme d’espaces analytiques, et soit U un
domaine analytique de X . Si f est quasi-dominant, alors Y ×XU → U est quasi-
dominant : en effet, Y ×X U est un domaine analytique de Y ; par conse´quent,
Y ×X U →֒ Y est quasi-dominant ; le morphisme compose´ Y ×X U →֒ Y → X
l’est e´galement. Il se factorise par U , et il de´coule alors du 5.1.3 ci-dessus que
Y ×X U → U est quasi-dominant.
(5.2) Ve´rification locale de la quasi-dominance. En pratique, on peut
parfois se contenter de ve´rifier la condition qui de´finit la quasi-dominance en se
limitant a` certains domaines analytiques bien choisis de la source ou du but ;
donnons quelques exemples.
(5.2.1) Soit f : Y → X un morphisme d’espaces analytiques, et soit V (resp.
U ) un ensemble de domaines analytiques de Y (resp. X) posse´dant la proprie´te´
suivante : tout domaine analytique de Y (resp. X) est re´union d’e´le´ments de
V (resp. U ). Le morphisme f est alors quasi-dominant si et seulement si pour
tout V ∈ V , pour tout U ∈ U contenant f(V ), et pour toute composante
irre´ductible T de V , f(T )
UZar
est une composante irre´ductible de U .
La condition est en effet clairement ne´cessaire. Ve´rifions qu’elle est suffisante ;
on la suppose donc satisfaite. Soit V un domaine analytique de Y , soit T une
composante irre´ductible de V , et soit U un domaine analytique de X tel que
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f(V ) ⊂ U . Par de´finition de U , il existe un e´le´ment U ′ de U inclus dans U et
tel que f−1(U ′) rencontre T ; par de´finition de V , il existe un e´le´ment V ′ de V
contenu dans f−1(U ′) et rencontrant T . Soit S une composante irre´ductible de
T ∩ V ′ ; on a T = SVZar . On en de´duit que f(T )UZar = f(S)UZar = f(S)U
′
Zar
UZar
.
Par hypothe`se, f(S)
U ′Zar est une composante irre´ductible de U ′ ; en conse´quence,
f(S)
U ′
Zar
UZar
est une composante irre´ductible de U et f est quasi-dominant.
(5.2.2) Soit f : Y → X un morphisme d’espaces analytiques, et soit V un
ensemble de domaines analytiques de Y tel que tout domaine analytique de Y
soit re´union d’e´le´ments de V . Le morphisme f est alors quasi-dominant si et
seulement si V → X est quasi-dominant pour tout V ∈ V : cette condition est
en effet trivialement ne´cessaire, et est suffisante d’apre`s le 5.2.1 ci-dessus.
(5.2.3) Soit f : Y → X un morphisme d’espaces analytiques et soit U un
ensemble de domaines analytiques de X tel que X soit re´union d’e´le´ments de
U . Le morphisme f est alors quasi-dominant si et seulement si Y ×XU → U est
quasi-dominant pour tout U ∈ U . La condition est en effet ne´cessaire d’apre`s le
5.1.4. Pour voir qu’elle est suffisante, supposons-la satisfaite. Soit V la famille
des domaines analytiques V de Y tels qu’il existe U ∈ U par lequel V → X se
factorise. Comme X est re´union d’e´le´ments de U , tout domaine analytique de
Y est re´union d’e´le´ments de V (ses intersections avec les images re´ciproques des
diffe´rents e´le´ments de U , par exemple) ; de plus, si V ∈ V et si U est un e´le´ment
de U tel que V → Y se factorise par U , alors V → U est quasi-dominant,
puisque Y ×X U → U l’est par hypothe`se ; on en de´duit que V → X est quasi-
dominant. Le 5.2.2 ci-dessus permet de conclure que f est quasi-dominant.
(5.3) Quasi-dominance et immersions ferme´es. Nous allons appliquer
ce qui pre´ce`de a` l’e´tude des immersions ferme´es dont l’image est re´union de
composantes irre´ductibles du but. Pour ce faire, nous aurons besoin du re´sultat
qui suit sur les domaines analytiques d’un sous-espace analytique ferme´ d’un
espace analytique.
(5.3.1) Soit X un espace analytique, soit Z un sous-espace analytique ferme´ de
X et soit V un domaine analytique de Z. Il existe alors un G-recouvrement de V
par des domaines analytiques de la formeW∩Z, ou`W est un domaine analytique
de X . La question est en effet G-locale sur V , ce qui permet de supposer que
V est affino¨ıde et qu’il est contenu dans un domaine affino¨ıde U de X ; mais
l’assertion cherche´e est alors une conse´quence directe de la variante en the´orie
de Berkovich du the´ore`me de Gerritzen-Grauert, variante due a` Temkin ([33],
th. 3.1).
(5.3.2) Soient Y et X deux espaces analytiques. Soit I un faisceau cohe´rent
d’ide´aux sur X dont le lieu des ze´ros Z est re´union (e´ventuellement vide) de
composantes irre´ductibles de X ; on munit Z de la structure de sous-espace
analytique ferme´ de´finie par I . Soit f un morphisme de Y vers Z. Alors f est
quasi-dominant si et seulement si le morphisme compose´ g : Y → Z →֒ X est
quasi-dominant (ceci entraˆıne notamment, comme on le voit en prenant f e´gal
a` l’identite´ de Z, que Z →֒ X est quasi-dominant).
En effet, supposons f quasi-dominant, soit V un domaine analytique de Y ,
soit U un domaine analytique de X tel que g(V ) ⊂ U , et soit T une compo-
sante irre´ductible de V . Le morphisme V → U se factorise canoniquement par la
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fle`che V → U ∩Z induite par f . Comme f est quasi-dominant, f(T )(U∩Z)Zar est
une composante irre´ductible de U ∩ Z. Comme Z est re´union de composantes
irre´ductibles de X , toute composante irre´ductible de U ∩ Z est une compo-
sante irre´ductible de U ; de`s lors, g(T )
UZar
= f(T )
(U∩Z)Zar
est une composante
irre´ductible de U , et g est quasi-dominant.
Re´ciproquement, supposons g quasi-dominant. Soit V un domaine analytique
de Y , et soit U un domaine analytique de X tel que f(V ) ⊂ U ∩ Z. Soit T une
composante irre´ductible de V . L’on a f(T )
(U∩Z)Zar
= g(T )
UZar
; comme g est
quasi-dominant, ce dernier ferme´ de Zariski est une composante irre´ductible
de U , donc un ferme´ de Zariski irre´ductible maximal de U ; c’est a fortiori un
ferme´ de Zariski irre´ductible maximal de U ∩ Z, c’est-a`-dire une composante
irre´ductible de ce dernier.
Comme tout domaine analytique de Z est, en vertu du 5.3.1, re´union de
parties de la forme U ∩ Z ou` U est un domaine analytique de X , on de´duit de
ce qui pre´ce`de, en se fondant sur le 5.2.1, que f est quasi-dominant.
(5.3.3) Soit f : Y → X un morphisme d’espaces analytiques. Le morphisme
f est quasi-dominant si et seulement si le morphisme fred : Yred → Xred induit
par f est quasi-dominant.
En effet, supposons fred quasi-dominant. Soit V un domaine analytique de Y ,
soit U un domaine analytique de X tel que f(V ) ⊂ U , et soit T une composante
irre´ductible de V ; l’hypothe`se de quasi-dominance de fred applique´e a` Vred, Ured
et a` la composante irre´ductible T de Vred assure imme´diatement que f(T )
UZar
est une composante irre´ductible de U .
Supposons maintenant f quasi-dominant. L’immersion ferme´e Yred →֒ Y est
quasi-dominante en vertu du 5.3.2 ; la compose´e Yred → X est de`s lors quasi-
dominante. Elle se factorise par le sous-espace analytique ferme´ Xred de X ;
en utilisant a` nouveau le 5.3.2, on voit que la fle`che induite Yred → Xred est
quasi-dominante.
(5.4) Quasi-dominance et platitude. Nous allons maintenant expliquer
pourquoi les morphismes plats, dans un sens que nous pre´cisons ci-dessous,
sont quasi-dominants, et mentionner un cas particulier important.
(5.4.1) Soit f : Y → X un morphisme d’espaces analytiques posse´dant la pro-
prie´te´ suivante : pour tout domaine affino¨ıde V de Y et tout domaine affino¨ıde
U de X tel que f(V ) ⊂ U , la AU -alge`bre AV est plate. Le morphisme f est
alors quasi-dominant. En effet, soit V un domaine affino¨ıde de Y , soit U un do-
maine affino¨ıde de X tel que f(V ) ⊂ U , et soit T une composante irre´ductible
de V . Comme AV est plat sur AU , le morphisme Spec AV → Spec AU en-
voie le point ge´ne´rique de toute composante irre´ductible de Spec AV sur le
point ge´ne´rique d’une composante irre´ductible de Spec AU . En conse´quence,
f(T )
UZar
est une composante irre´ductible de U ; le 5.2.1 permet de conclure que
f est quasi-dominant.
(5.4.2) Soit X un espace k-analytique et soit L une extension comple`te de k.
On de´duit du 5.4.1 ci-dessus que XL → X est quasi-dominant.
(5.5) Un crite`re dimensionnel de quasi-dominance. Soit f : Y → X un
morphisme d’espaces k-analytiques posse´dant les deux proprie´te´s suivantes :
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• f est de dimension relative e´gale a` ze´ro ;
• pour toute composante irre´ductible T de Y , il existe une composante
irre´ductible S de X telle que dim S = dim T et telle que f(T ) ⊂ S.
Alors pour toute extension comple`te L de k, le morphisme YL → XL induit
par f est quasi-dominant. En effet, soit L une telle extension. La dimension
relative de YL → XL est encore e´gale a` ze´ro. Soit Z une composante irre´ductible
de YL ; en vertu du lemme 4.28, Z est une composante irre´ductible de TL pour
une certaine composante irre´ductible T de Y ; si d de´signe la dimension de T ,
alors Z est de dimension d, toujours d’apre`s le lemme 4.28. Par hypothe`se, il
existe une composante irre´ductible S de X de dimension d telle que f(T ) ⊂ S.
L’image de Z est contenue dans une composante irre´ductible de SL, laquelle est,
une fois de plus d’apre`s le lemme 4.28, une composante irre´ductible de XL de
dimension d.
Il en re´sulte que fL satisfait les meˆmes hypothe`ses que f ; on peut donc, pour
e´tablir notre assertion, supposer que L = k. Soit V un domaine analytique de Y ,
soit U un domaine analytique de X tel que f(V ) ⊂ U et soit T une composante
irre´ductible de V . L’adhe´rence T
YZar
de T est une composante irre´ductible de
Y ; soit d sa dimension ; elle co¨ıncide avec celle de T . L’image de T
YZar
est
contenue dans une composante irre´ductible S de X de dimension d. Comme
T est de dimension d, il existe t ∈ T tel que d(H (t)/k) = d ; puisque f est
de dimension relative nulle, d(H (f(t))/k) = d. L’adhe´rence f(T )
UZar
est donc
de dimension au moins e´gale a` d ; comme elle est incluse dans U ∩ S qui est
purement de dimension d, c’est une composante irre´ductible de U ∩ S, ce qu’il
fallait de´montrer.
De´finition de la normalisation
(5.6) De´finition. Soit X un espace analytique. On appellera normalisation de
X tout objet final de la cate´gorie des espaces analytiques normaux munis d’une
fle`che pseudo-dominante vers X ; il de´coule de cette de´finition que si X ′ et X ′′
sont deux normalisations de X alors il existe un unique X-isomorphisme entre
X ′ et X ′′ ; il est tautologique que X est une normalisation de lui-meˆme si et
seulement si il est normal.
(5.7) Lemme. Soit X un espace analytique et soit U un domaine analytique
de X. Supposons que X posse`de une normalisation X ′. Sous cette hypothe`se,
U ×X X ′ est une normalisation de U .
De´monstration. Puisque U ×X X ′ est un domaine analytique de X ′, il est
normal, et U ×X X ′ → U est quasi-dominant d’apre`s le 5.1.4.
Il reste a` montrer que tout morphisme quasi-dominant d’un espace normal
Z vers U se factorise de manie`re unique par U ×X X ′ → U . Ceci est une
conse´quence formelle des faits suivants :
• si Z → U est un morphisme, alors il est quasi-dominant si et seulement si
le morphisme Z → X induit est quasi-dominant ;
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• il existe une bijection naturelle entre l’ensemble des morphismes de Z dans
U et l’ensemble des morphismes de Z dans X dont l’image est contenue
dans U ; il existe une bijection naturelle entre l’ensemble des morphismes
de Z dans U ×X X ′ et l’ensemble des morphismes de Z dans X ′ dont
l’image est contenue dans U ×X X ′. 
Existence de la normalisation : le cas affino¨ıde
Rappelons qu’une alge`bre affino¨ıde est un anneau excellent par le the´ore`me
2.6 ; c’est en particulier un anneau japonais7.
(5.8) Proposition. Soit A une alge`bre k-affino¨ıde et soient p1, . . . , pr ses
ide´aux premiers minimaux. Pour tout i, soit Bi la fermeture inte´grale de A /pi
dans son corps des fractions. On munit B :=
∏
Bi de sa structure de A -
alge`bre de Banach finie. L’on pose X = M (A ) et Y = M (B), et l’on note f
le morphisme naturel Y → X.
i) Le morphisme f est fini et surjectif ; pour toute extension comple`te L
de k, la fle`che induite YL → XL est quasi-dominante ; si X est purement de
dimension d pour un certain d, alors Y est purement de dimension d ;
ii) Y est une normalisation de X.
De´monstration. E´tablissons tout d’abord i). Il est imme´diat que f est fini.
Pour tout i, notons Xi (resp. Yi) l’espace M (A /pi) (resp. M (Bi)). Les Xi
sont les composantes irre´ductibles de X , munies de leur structure re´duite ; les
Yi sont les composantes connexes de Y et sont toutes irre´ductibles par normalite´
de Spec B. Pour tout i, le morphisme fini naturel Yi → Xi est surjectif puisque
A /pi s’injecte dans Bi (cf. [19], 0.8) ; il en re´sulte que dim Xi = dim Yi. On en
de´duit que f est fini et surjectif et, en vertu du 5.5, que fL est quasi-dominant
pour toute extension comple`te L de k. Si les Xi sont tous de dimension d pour
un certain d ∈ N, alors par ce qui pre´ce`de les Yi sont tous de dimension d ;
l’assertion i) est ainsi de´montre´e
E´tablissons maintenant ii).
(5.8.1) Le i) assure que f est quasi-dominant, et Y est normal par construction.
(5.8.2) Soit Z un espace analytique normal et soit Z → X un morphisme quasi-
dominant ; montrons que Z → X se factorise d’une unique manie`re par un mor-
phisme Z → Y . En raisonnant G-localement sur Z, on se rame`ne au cas ou` celui-
ci est affino¨ıde ; notons C l’alge`bre des fonctions analytiques sur Z et Z1, . . . ,Zn
les composantes connexes de Spec C , qui sont inte`gres puisque C est normal.
Soit j un entier compris entre 1 et n. Comme Z → X est quasi-dominant, le point
ge´ne´rique de Zj s’envoie sur le point ge´ne´rique d’une composante irre´ductible
de Spec A . Il existe donc un unique i tel que Zj → Spec A se factorise par un
morphisme Zj → Spec A /pi ; cette factorisation est unique et Zj → Spec A /pi
est dominant. Comme Zj est inte`gre et normal, Zj → Spec A /pi se factorise
d’une unique manie`re par une fle`che Zj → Spec Bi.
Il de´coule imme´diatement de ce qui pre´ce`de que A → C se factorise d’une
unique manie`re par un morphisme d’anneaux B → C . Comme A → B est
7Ce dernier fait a e´te´ montre´ plus simplement par Berkovich ([2],prop. 2.1.14, ; i)) a` partir
du caracte`re japonais des alge`bres strictement affino¨ıdes ([10], 6.1.2/4).
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borne´, et comme B est munie de sa structure de A -alge`bre de Banach finie,
B → C est borne´, ce qui ache`ve la de´monstration. 
Existence de la normalisation : le cas ge´ne´ral
(5.9) Topologie ge´ne´rale. Rappelons qu’un espace topologique X est dit
paracompact s’il est se´pare´ et si chacun de ses recouvrements ouverts peut eˆtre
raffine´ en un recouvrement localement fini ; il revient au meˆme, lorsque X est
se´pare´ et localement compact, de demander qu’il soit re´union disjointe d’ouverts
de´nombrables a` l’infini. Cette e´quivalence est e´tablie par exemple dans [13],
I, §10, no. 12 ; la preuve qui y est donne´e de l’implication re´ciproque montre
meˆme, sans le mentionner explicitement, que si X est localement compact et
paracompact et si B est une base de voisinages non ne´cessairement ouverts de
X , alors tout recouvrement ouvert de X peut eˆtre raffine´ en un recouvrement
localement fini constitue´ d’e´le´ments de B.
(5.10) The´ore`me. Tout espace analytique admet une normalisation.
De´monstration. Soit X un espace analytique.
(5.10.1) Supposons que X est paracompact. Il posse`de alors un recou-
vrement localement fini (Xi) par des domaines affino¨ıdes ; chacun d’eux est
compact et donc ferme´ dans X . Pour tout i, l’espace affino¨ıde Xi posse`de une
normalisation X ′i d’apre`s la proposition 5.8 ci-dessus. Soient i et j deux indices.
Pour tout domaine analytique U de Xi ∩Xj, les espaces X ′i ×Xi U et X ′j ×Xj U
sont d’apre`s le lemme 5.7 deux normalisations de U ; ils existe donc un unique
U -isomorphisme entre eux, ce qui permet de mettre en œuvre le proce´de´ de re-
collement de [3], prop. 1.3.3, b) ; on obtient un espace analytique X ′ muni d’un
morphisme vers X et d’une collection d’isomorphismes X ′ ×X Xi ≃ X ′i.
L’espace X ′ est G-recouvert par les X ′i qui sont normaux, et il est donc
normal. Comme X ′i → Xi est quasi-dominant pour tout i, la fle`che X ′ → X est
quasi-dominante d’apre`s le 5.2.3.
Soit Z un espace analytique normal, et soit Z → X un morphisme quasi-
dominant. Pour tout i et pour tout domaine analytique U de Xi, le domaine
analytique Z ×X U de Z est normal, et Z ×X U → U est quasi-dominant
par le 5.1.4. De`s lors, Z ×X U → U se factorise d’une unique manie`re par la
normalisation de U , laquelle s’identifie en vertu du lemme 5.7 au produit fibre´
X ′i×XiU , autrement dit a` X ′×X U . L’existence et l’unicite´ de ces factorisations
locales assurent l’existence et l’unicite´ d’une factorisation globale de Z → X par
un morphisme Z → X ′ ; ainsi, X ′ est une normalisation de X .
(5.10.2) Le cas ge´ne´ral. On ne fait plus d’hypothe`se sur X . Il posse`de un
recouvrement (Xi) par des ouverts paracompacts et topologiquement se´pare´s ;
en vertu du 5.10.1, chaque Xi posse`de une normalisation X
′
i. On construit une
normalisation de X en recollant les X ′i, par une me´thode analogue a` celle suivie
au 5.10.1, mais en se fondant cette fois-ci sur sur [3], prop. 1.3.3, a). 
Si X est un espace analytique, il posse`de donc une normalisa-
tion ; celle-ci e´tant unique a` unique isomorphisme pre`s, on parlera
de´sormais de la normalisation de X.
(5.11) Soit X un espace k-analytique et soit X ′ sa normalisation.
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(5.11.1) Le morphisme X ′ → X est fini et surjectif ; si X est purement de
dimension d pour un certain entier d, alors X ′ est purement de dimension d ;
si L est une extension comple`te de k, alors X ′L → XL est quasi-dominant. En
effet, ces assertions sont locales pour la G-topologie sur X (pour la dernie`re,
cela est duˆ au 5.2.3), ce qui autorise a` supposer que X est k-affino¨ıde, auquel
cas elles re´sultent de la proposition 5.8 et du 5.5.
(5.11.2) E´tant normal,X ′ est re´duit, et X ′ → X se factorise donc d’une unique
manie`re par Xred. Soit Z un espace analytique normal et soit Z → Xred un
morphisme quasi-dominant. Le morphisme compose´ Z → Xred → X est encore
quasi-dominant (5.3.2), et se factorise donc d’une unique manie`re par une fle`che
Z → X ′. Comme Xred → X est une immersion ferme´e, l’application naturelle
HomXred (Z,X
′) → HomX(Z,X ′) est bijective. En conse´quence, Z → Xred se
factorise d’une unique manie`re par X ′ ; autrement dit, X ′ → Xred identifie X ′
a` la normalisation de Xred.
Normalisation et composantes irre´ductibles
(5.12) Proposition. Soit X un espace analytique normal. L’ensemble des com-
posantes irre´ductibles de X co¨ıncide avec celui de ses composantes connexes.
De´monstration. Comme l’ensemble des composantes irre´ductibles de X est
G-localement fini, il suffit de montrer que celles-ci sont deux a` deux disjointes.
Soit x ∈ X et soient Y et Z deux composantes irre´ductibles de X contenant x.
Soit V un domaine affino¨ıde de X contenant x. Soit S (resp. T ) une composante
irre´ductible de Y ∩ V (resp. Z ∩ V ) contenant x. Les ferme´s de Zariski S et T
de V en sont deux composantes irre´ductibles. Comme Spec AV est normal, ses
composantes irre´ductibles sont deux a` deux disjointes, et il en va donc de meˆme
de celles de V ; en conse´quence, S = T . Mais on a alors Y = S
XZar
= T
XZar
=
Z. 
(5.13) Lemme. Soit X un espace analytique re´duit. Le lieu de normalite´ de
X est un ouvert de Zariski dense de X.
De´monstration. On sait de´ja` qu’il s’agit d’un ouvert de Zariski. Concernant
la densite´, il suffit de la ve´rifier G-localement, et l’on peut donc supposer que X
est affino¨ıde. Soit A l’alge`bre des fonctions analytiques sur X . Comme A est
re´duit, les anneau locaux des points ge´ne´riques des composantes irre´ductibles
de Spec A sont des corps ; en conse´quence, le lieu de normalite´ de Spec A
rencontre chacune de ses composantes irre´ductibles. 
(5.14) Proposition. Soit X un espace analytique. Si X est irre´ductible, sa
normalisation est connexe.
De´monstration. Soit d la dimension deX et soitX ′ sa normalisation. Comme
elle co¨ıncide avec la normalisation de Xred (5.11.2), on peut remplacer X par
Xred (ce qui ne modifie pas son caracte`re irre´ductible) et donc le supposer
re´duit. L’espace X ′ est purement de dimension d (5.11.1). Supposons que l’on
ait X ′ = X ′1 ∪X ′2 ou` les X ′i sont deux ouverts disjoints et non vides de X ′. Soit
i ∈ {1, 2}. L’ouvert non vide X ′i de X ′ est de dimension d, et est par ailleurs
un ferme´ de Zariski de X ′. Son image sur X est donc un ferme´ de Zariski de
dimension d de ce dernier ; puisque X est lui-meˆme irre´ductible et de dimension
d, la fle`che X ′i → X est surjective.
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Ceci valant pour i = 1 et pour i = 2, tout point de X a au moins deux
ante´ce´dents sur X ′. Le lieu de normalite´ de X , au-dessus duquel le morphisme
de normalisation est un isomorphisme, est donc vide. Mais X est non vide et
re´duit, et le lemme 5.13 conduit alors a` une contradiction. 
(5.15) The´ore`me. Soit X un espace analytique et soit f : X ′ → X sa norma-
lisation.
i) Si Ω est une composante connexe de X ′ alors f(Ω) est une composante
irre´ductible de X, et le morphisme naturel Ω → f(Ω)red (dont l’existence est
assure´ par le caracte`re re´duit de Ω) identifie Ω a` la normalisation de f(Ω)red ;
ii) l’application Ω 7→ f(Ω) e´tablit une bijection π0(X ′) ≃ Irr(X) .
De´monstration. Soit (Xi) la famille des composantes irre´ductibles de X .
Pour tout i, notons X ′i la normalisation de Xi,red. En vertu du 5.11.1 et de
la proposition 5.14, il suffit de montrer que le X-espace
∐
X ′i s’identifie a` la
normalisation de X .
L’espace
∐
X ′i est normal. Pour tout indice i, le morphisme X
′
i → Xi,red est
quasi-dominant, et X ′i → X est de`s lors quasi-dominant (5.3.2) ; il s’ensuit que∐
X ′i → X ′ est quasi-dominant (5.2.2.)
Soit Z un espace analytique normal, et soit Z → X un morphisme quasi-
dominant. Nous allons montrer que Z → X se factorise d’une unique manie`re
par
∐
X ′i, ce qui permettra de conclure. Il suffit de montrer que pour toute
composante connexe S de Z, la fle`che S → X se factorise d’une unique manie`re
par
∐
X ′i. Soit donc S une composante connexe de Z ; le lemme 5.12 assure que
S est irre´ductible. Par ailleurs S est un ouvert de Z ; en conse´quence, l’espace
analytique S est normal et S → X est quasi-dominant.
Puisque S est irre´ductible et puisque S → X est quasi-dominant, l’adhe´rence
de Zariski de l’image de S dans X est e´gale a` Xℓ pour un certain ℓ ; il en de´coule
que si j 6= ℓ, l’image de S n’est pas incluse dans Xj. Par connexite´ de S, toute
fle`che S → ∐X ′i se factorise par X ′j pour un certain j ; de ce qui pre´ce`de, on
de´duit alors que toute X-fle`che S → ∐X ′i se factorise par X ′ℓ. Il suffit donc de
de´montrer que S → X se factorise de manie`re unique par X ′ℓ.
L’espace S est re´duit, et son image sur X est incluse dans Xℓ. Il en de´coule
que S → X se factorise d’une manie`re unique par Xℓ,red. Comme Xℓ,red → X
est une immersion ferme´e, HomX(S,X
′
ℓ) = HomXℓ,red(S,X
′
ℓ) ; il suffit donc de
de´montrer que S → Xℓ,red se factorise d’une unique manie`re par X ′ℓ.
Or la fle`che compose´e S → Xℓ,red → X est quasi-dominante ; il s’ensuit que
S → Xℓ,red est quasi-dominante (5.3.2). L’espace S e´tant normal, S → Xℓ,red
se factorise de manie`re unique par la normalisation X ′ℓ de Xℓ,red. 
De ce qui pre´ce`de et du lemme 4.27 de´coule imme´diatement le corollaire qui
suit.
(5.16) Corollaire. Soit X un espace analytique et soit X ′ sa normalisation.
Soit U un ouvert de Zariski dense de X. Le produit fibre´ X ′×X U est un ouvert
de Zariski dense de X ′. 
Le the´ore`me 5.15 et le corollaire 5.16 seront utilise´s dans la suite
sans rappel ni justification.
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Normalisation et anneaux locaux
(5.17) Lemme. Soit X un bon espace analytique et soit X ′ sa normalisation.
Soit x ∈ X et soient x′1, . . . , x′r ses ante´ce´dents sur X ′. L’anneau
∏
OX′,x′i
s’identifie naturellement a` la normalisation de OX,x.
De´monstration. On proce`de en plusieurs e´tapes.
(5.17.1) On peut supposer que X est affino¨ıde ; notons A l’alge`bre correspon-
dante. Soient p1, . . . , ps les ide´aux premiers minimaux de OX,x. Le lemme 0.43
permet de se ramener, quitte a` restreindre X , au cas ou` il existe des ide´aux
q1, . . . , qs de A posse´dant les proprie´te´ suivantes, Fi de´signant pour tout i le
lieu des ze´ros de qi sur X :
i) qiOX,x = pi pour tout i ;
ii) pour tout voisinage affino¨ıde V de x dans X le point x n’appartient qu’a`
une composante irre´ductible Gi de Fi ∩ V ; les Gi sont deux a` deux distinctes
et sont exactement les composantes irre´ductibles de V contenant x.
(5.17.2) Soit V un voisinage affino¨ıde de x dans X ; posons V ′ = V ×X X ′.
D’apre`s ii), il y a exactement s composantes irre´ductibles de V qui passent par
x ; il y a donc exactement s composantes connexes de V ′ dont l’image sur V
contient x. Ceci valant pour tout V , on a r = s.
(5.17.3) Traitons maintenant un cas particulier, celui ou` OX,x est inte`gre ; no-
tons qu’alors r = s = 1, et l’on de´signera simplement par x′ l’unique ante´ce´dent
de x sur X ′. L’anneau local OX′,x′ est normal, et fini sur OX,x.
Soit f appartenant au noyau de OX,x → OX′,x′ . Soit Ω un voisinage affino¨ıde
de x dans X sur lequel f est de´finie et soit Ω′ l’image re´ciproque de Ω sur X ′.
Comme l’image f ′ de f dans OX′,x′ est nulle le lieu des ze´ros de f ′ contient un
voisinage de x′ dans Ω′. Par normalite´ de Ω′, il contient la composante connexe
Ω′0 de x
′ dans Ω′ (laquelle est irre´ductible). Le lieu des ze´ros de f contient
donc l’image de Ω′0, qui est une composante irre´ductible de Ω passant par x ;
l’assertion ii) ci-dessus garantit l’unicite´ d’une telle composante (rappelons que
r = s = 1) qui est donc un voisinage de x dans X . Il en de´coule que f est
nilpotente au voisinage de x, et donc nulle lorsqu’on la voit comme appartenant
a` l’anneau local inte`gre OX,x ; ainsi, OX,x →֒ OX′,x′ .
Soit f appartenant a` OX′,x′ . Il existe un voisinage affino¨ıde Ω de x dans
X tel que f soit de´finie sur l’image re´ciproque Ω′ de Ω. Par la construction
de la normalisation dans le cas affino¨ıde, il existe g ∈ AΩ qui n’est pas un
diviseur de ze´ro et telle que gf provienne d’une fonction appartenant a` AΩ.
Comme g n’est pas diviseur de ze´ro dans AΩ, le lieu des ze´ros de g ne contient
pas l’unique composante irre´ductible de Ω a` laquelle appartient x ; il ne contient
donc aucun ouvert non vide de cette dernie`re, et est de`s lors non nul lorsqu’on le
voit comme e´le´ment de OX,x. L’image de f dans le corps des fractions de OX′,x′
provient donc du corps des fractions de OX,x. Ainsi OX,x →֒ OX′,x′ apparaˆıt
comme une injection finie a` but normal entre anneaux inte`gres qui induit un
isomorphisme au niveau des corps de fractions ; par conse´quent,OX′,x′ s’identifie
a` la normalisation de OX,x.
(5.17.4) Revenons au cas ge´ne´ral et aux notations correspondantes. Soit V
un voisinage affino¨ıde de x dans X ; posons V ′ = V ×X X ′ et conside´rons les
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ferme´s Gi introduits lors de l’e´nonce´ de l’assertion ii) ; on les munit de leur
structure re´duite. Pour tout i, notons G′i la normalisation de Gi, identifie´e a` une
composante connexe de V ′. Puisque s = r, on peut renume´roter les x′i de sorte
que x′i ∈ G′i pour tout i.
Fixons i. L’anneau OX′,x′i co¨ıncide avec OG′i,x′i. Comme le ferme´ de Za-
riski re´duit Gi est de´fini au voisinage de x par l’ide´al qi, l’anneau local OGi,x
est canoniquement isomorphe a` (OX,x/pi)red (lemme 4.8), qui n’est autre que
OX,x/pi puisque pi est premier. Le cas particulier traite´ au 5.17.3 assure que
OG′i,x′i s’identifie a` la normalisation de l’anneau local inte`gre OGi,x, c’est-a`-dire
que OX′,x′i s’identifie a` la normalisation de OX,x/pi. Ceci valant pour tout i, le
produit
∏
OX′,x′i s’identifie a` la normalisation de OX,x. 
Normalisation et extension des scalaires
(5.18) Proposition. Soit X un espace k-analytique et soit L une extension
comple`te de k. Soit X ′ la normalisation de X et soit Y celle de XL. Il existe un
unique X-morphisme Y → X ′L ; il est fini, surjectif, et c’est un isomorphisme
si et seulement si X ′L est normal.
De´monstration. On proce`de en plusieurs e´tapes.
(5.18.1) Existence et finitude du morphisme. Par de´finition, Y → XL est quasi-
dominant, et XL → X est quasi-dominant d’apre`s le 5.4.2. Par conse´quent,
Y → X est quasi-dominant. Comme Y est normal, Y → X se factorise par un
unique morphisme Y → X ′L, qui est fini puisque Y → XL et X ′L → XL le sont.
(5.18.2) Surjectivite´ du morphisme. On peut supposer que X est re´duit. Soit U
le lieu de normalite´ de X et soit U ′ son image re´ciproque sur X ′. Le lemme 5.13
assure que U est dense dans X , le corollaire 5.16 garantit que U ′ := U×XX ′ est
un ouvert de Zariski dense de X ′. Par de´finition de U , la fle`che U ′ → U est un
isomorphisme ; de`s lors U ′L ≃ UL ; notons que la densite´ de U ′ dans X ′ entraˆıne
celle de U ′L dans X
′
L, et que U
′
L n’est autre que l’image re´ciproque de UL sur
X ′L. Comme Y → XL est surjective, l’image de Y sur XL contient UL ; comme
X ′L → XL induit un isomorphisme U ′L ≃ UL, l’image de Y sur X ′L contient
U ′L. Cette image est par ailleurs, en vertu de la finitude de Y → XL, un ferme´
de Zariski de X ′L. L’ouvert U
′
L de X
′
L e´tant dense pour la topologie de Zariski,
Y → X ′L est surjective.
(5.18.3) Condition ne´cessaire et suffisante pour avoir affaire a` un isomor-
phisme. Soit Z un espace analytique normal et soit Z → XL une fle`che quasi-
dominante. La compose´e Z → XL → X est quasi-dominante et Z est normal ; il
existe de`s lors un unique k-morphisme Z → X ′ par lequel Z → X se factorise,
et donc un unique L-morphisme Z → X ′L par lequel Z → XL se factorise. Il en
de´coule, X ′L → XL e´tant quasi-dominant en vertu du 5.11.1, que X ′L s’identifie
a` la normalisation de XL si et seulement si il est normal. 
6 Autour de la re´gularite´ ge´ome´trique
Afin d’e´viter des distinctions fastidieuses entre la caracte´ristique nulle et la
caracte´ristique positive, on note de´sormais par p l’exposant caracte´ristique de k.
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Si p = 1 (i.e. si k est de caracte´ristique nulle) alors k1/p
n
de´signera simplement
k. La cloˆture parfaite de k est la re´union des k1/p
n
.
La validite´ sur k1/p entraˆıne la validite´ ge´ome´trique
(6.1) Lemme. Le comple´te´ L de la cloˆture parfaite de k est parfait.
De´monstration. Soit x ∈ L. Il existe une suite (xi) d’e´le´ments de
⋃
k1/p
n
qui
converge vers x ; la suite (x
1/p
i ) est une suite d’e´le´ments de
⋃
k1/p
n
qui est de
Cauchy et dont la limite y dans L ve´rifie l’e´galite´ yp = x. 
(6.2) Lemme. Soit X un espace k-affino¨ıde et soit x ∈ X.
i) dimH (x) Ω
1
X/k ⊗H (x) > dimx X ;
ii) si dimH (x) Ω
1
X/k ⊗H (x) = dimx X, alors OX,x est re´gulier ;
iii) si |k∗| 6= {1}, si OX,x est re´gulier et si H (x) = k, on a l’e´galite´
dimH (x) Ω
1
X/k ⊗H (x) = dimx X.
De´monstration. Soit A l’alge`bre des fonctions analytiques sur X . Si L est
une extension comple`te de k, la fle`che XL → X est un morphisme fide`lement
plat d’espaces annele´s. On peut donc supposer, quitte a` e´tendre les scalaires,
que H (x) = k et que |k∗| 6= {1}. Il existe alors une immersion ferme´e de X
dans un polydisque compact de centre x ; on en de´duit l’existence d’un voisi-
nage strictement k-affino¨ıde de x dans X . Cette remarque permet de restreindre
X de sorte qu’il soit lui-meˆme strictement k-affino¨ıde. On a alors l’e´galite´
dimKrull OX,x = dimx X (0.26.10).
Soit m l’ide´al maximal de OX,x. La de´rivation f 7→ f − f(x) induit un
isomorphisme Ω1X/k ⊗x k ≃ m/m2, et le lemme s’ensuit imme´diatement. 
(6.3) Proposition. Soit X un espace k-analytique et soit x ∈ X. Soit P une
proprie´te´ appartenant a` l’ensemble R de´fini au 3.30. Les propositions suivantes
sont e´quivalentes :
i) il existe une extension comple`te et parfaite L de k telle que pour tout point
y de XL situe´ au-dessus de x, l’espace XL satisfasse P en y ;
ii) pour toute extension comple`te F de k et pour tout point z de XF situe´
au-dessus de X, l’espace XF satisfait P en y.
Si de plus P est la re´gularite´, ces deux propositions e´quivalent a` la troisie`me
ci-dessous :
iii) dimH (x) Ω
1
X/k ⊗H (x) = dimx X.
De´monstration. Montrons que i) ⇒ ii). Supposons que i) est vraie, soit F
une extension comple`te de k et soit z un point de XF situe´ au-dessus de x.
Soit K une extension comple`te compose´e de F et L et soit t un point de XK
situe´ au-dessus de z ; soit y l’image de t sur XL. Comme L est parfait, K est
une extension anaytiquement se´parable de L ; l’espace XL satisfaisant P en y,
l’espace XK satisfait P en t ; on en de´duit que XF satisfait P en z.
L’implication ii)⇒ i) est triviale.
Plac¸ons-nous maintenant dans le cas ou` P est la re´gularite´. Supposons que
iii) est vraie. Soit L le comple´te´ de la cloˆture parfaite de k. Soit y un point de
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XL situe´ au-dessus de x ; graˆce a` l’e´galite´ dimH (y) Ω
1
XL/L
⊗H (y) = dimy XL
et en vertu du lemme 6.2, l’espace XL est re´gulier en y ; comme L est parfait
(lemme 6.1), l’assertion i) est ainsi e´tablie. Supposons maintenant que ii) est
vraie. Soit F une extension comple`te de H (x) dont la valeur absolue n’est
pas triviale. L’espace XF posse`de un F -point y au-dessus de x. Comme XF
est re´gulier en y en vertu de l’hypothe`se ii), on a d’apre`s le lemme 6.2 l’e´galite´
dimH (y) Ω
1
XF /F
⊗H (y) = dimy XF ; on en de´duit que dimH (x) Ω1X/k⊗H (x) =
dimx X ; ainsi, iii) est ve´rifie´e. 
(6.4) De´finition. On dit que l’espace X satisfait ge´ome´triquement la proprie´te´
P en x si les proprie´te´s e´quivalentes i) et ii) sont ve´rifie´es ; on dit que X satisfait
ge´ome´triquement P s’il la satisfait ge´ome´triquement en chacun de ses points. On
parlera ainsi d’espace ge´ome´triquement re´gulier, ge´ome´triquement normal (i.e.
S2 et ge´ome´triquement R1, d’apre`s le crite`re de Serre) ge´ome´triquement re´duit
(i.e. S1 et ge´ome´triquement R0, d’apre`s le crite`re de Serre), etc. En re´fe´rence a`
la proprie´te´ iii), on emploiera le plus souvent l’expression «quasi-lisse» en lieu
et place de «ge´ome´triquement re´gulier».
(6.5) Remarque. Si k est parfait, alors par de´finition X satisfait P en x si et
seulement si il la satisfait ge´ome´triquement en x.
(6.6) Proposition. Soit X un espace k-analytique. Le lieu de quasi-lissite´ U
de X est un ouvert de Zariski de X, la dimension locale d est une fonction
localement constante sur U , et Ω1U/k est G-localement libre de rang d.
De´monstration. Les proprie´te´s e´nonce´es e´tant de nature G-locale, on peut
supposer que X est k-affino¨ıde. On de´signe par A l’alge`bre des fonctions analy-
tiques surX et par X le spectre de A . Soit (Xi) la famille finie des composantes
irre´ductibles de X ; pour chaque i, on note di la dimension de Xi et Xi le ferme´
de Zariski de X qui correspond a` Xi. Si x est un point quasi-lisse de X , alors
OX,x est re´gulier, et en particulier inte`gre ; il s’ensuit, d’apre`s le lemme 0.40,
que x n’est situe´ que sur une seule composante irre´ductible de X ; si Xi est la
composante en question, on a dimx X = di.
Soit V l’ouvert de X forme´ des points qui ne sont situe´s que sur une seule
composante irre´ductible ; on a V =
∐
V ∩Xi. Pour tout i et tout point x de
V ∩Xi, le lemme 6.2 assure que dimκ(x) Ω1A /k⊗κ(x) > di ; par semi-continuite´
supe´rieure du rang, l’ensemble Ui des points x de V ∩Xi en lesquels on a e´galite´
est un ouvert de Zariski de X .
D’apre`s ce qui pre´ce`de, U s’identifie a` l’image re´ciproque de
∐
Ui, et c’est
donc bien un ouvert de Zariski de X , sur lequel la dimension locale est par
construction localement constante. L’anneau OX,x est re´gulier pour tout point
x de U ; il en re´sulte que le sche´ma
∐
Ui est re´gulier. Le faisceau cohe´rent
induit par Ω1
A /k sur le sche´ma noethe´rien localement inte`gre
∐
Ui ayant un
rang localement constant, il est localement libre. On en conclut que Ω1U/k est
localement libre ; par construction, son rang en tout point x de U co¨ıncide avec
dimx U . 
Le lemme suivant sera utilise´ a` plusieurs reprises par la suite.
(6.7) Lemme. Soit n ∈ N et soit X un espace k-analytique. L’application
naturelle Xk1/pn → X induit un home´omorphisme entre les espaces sous-jacents
munis de leurs topologies de Zariski.
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De´monstration. Cette application e´tant bijective (cf. 0.20.4) et continue pour
les topologies de Zariski, il reste a` s’assurer qu’elle transforme tout ferme´ de
Zariski de Xk1/pn en un ferme´ de Zariski de X . La question est locale pour la
G-topologie sur X , que l’on peut donc supposer k-affino¨ıde. Soit F un ferme´
de Zariski de Xk1/pn . Il est de´fini comme le lieu d’annulation simultane´e d’une
famille (fi) de fonctions analytiques sur Xk1/pn ; on peut e´galement le de´crire
comme le lieu d’annulation simultane´e des fp
n
i . Mais f
pn
i provient pour tout i
d’une fonction analytique gi sur X ; l’image de F sur X est le lieu d’annulation
simultane´e des gi, qui est un ferme´ de Zariski de X . 
L’e´nonce´ de la proposition qui suit a e´te´ inspire´ a` l’auteur par le lemme 3.3.1
et de la proposition 3.3.6 de [15].
(6.8) Proposition. Soit X un espace k-analytique, soit x un point de X et soit
y l’unique point de Xk1/p situe´ au-dessus de x. Soit P une proprie´te´ appartenant
a` R. Les propositions suivantes sont e´quivalentes :
i) X satisfait ge´ome´triquement P en x ;
ii) Xk1/p satisfait P en y.
En particulier, X est quasi-lisse en x si et seulement si Xk1/p est re´gulier
en y.
De´monstration. L’implication i) ⇒ ii) est e´vidente, et la dernie`re assertion
est simplement une reformulation de l’e´quivalence i) ⇐⇒ ii) lorsque P est la
re´gularite´. Il reste a` e´tablir ii) ⇒ i) ; on suppose donc que ii) est ve´rifie´e. Soit
U le lieu de validite´ de P sur Xk1/p . C’est un ouvert de Zariski de Xk1/p ; son
image V sur X est un ouvert de Zariski de X d’apre`s le lemme 6.7 ci-dessus ; en
remplac¸ant X par V , on se rame`ne au cas ou` Xk1/p satisfait P, et l’on cherche
a` montrer que XL satisfait P pour toute extension comple`te L de k. On peut
supposer que X est k-affino¨ıde.
Soit r un polyrayon de´ployantX (rappelons que par de´finition un tel r est en
particulier k-libre). On a (kr)
1/p = (k1/p)r1/p , et (kr)
1/p est donc une extension
analytiquement se´parable de k1/p. On en de´duit que X(kr)1/p satisfait P. Soit L
une extension comple`te de k et soit K une extension comple`te de k compose´e
de L et kr ; si XK satisfait P, alors XL satisfait P. Quitte a` remplacer k par kr
et X par Xr, on peut par conse´quent faire l’hypothe`se que |k∗| 6= {1} et que X
est strictement k-affino¨ıde.
Soit Y le lieu de non-re´gularite´ de Xk1/p . C’est un ferme´ de Zariski de Xk1/p
dont on note d la codimension de Krull. Son image Z sur X est un ferme´ de Za-
riski de X de codimension de Krull e´gale a` d (lemme 6.7) ; pour toute extension
comple`te L de k, la codimension de Krull de ZL dans XL vaut e´galement d.
La proprie´te´ P est ou bien la re´gularite´, auquel cas Y et Z sont vides, ou
bien la proprie´te´ Rm pour un certain m ∈ N, auquel cas d > m. Dans les deux
situations, il suffit de de´montrer que XL −ZL est re´gulier pour toute extension
comple`te L de k, autrement dit queX−Z est quasi-lisse. On va montrer que tout
domaine strictement k-affino¨ıdeW de X−Z est quasi-lisse, ce qui permettra de
conclure. SoitW un tel domaine et soit A l’alge`bre de fonctions correspondante ;
comme Wk1/p est inclus dans Xk1/p − Y , il est re´gulier.
(6.8.1) Si F est une extension finie purement inse´parable de k, l’alge`bre AF
est re´gulie`re. C’est e´vident si p = 1 ; sinon, soit (α1, . . . , αn) une p-base de F
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sur k. Pour tout i, notons ni le plus petit entier non nul tel que α
pni
i ∈ k, et βi
l’e´le´ment αp
ni−1
i de F . Soit F0 le sous-corps de F engendre´ par k et les βi. Il se
plonge dans k1/p ; on en de´duit que AF0 est re´gulier. Par ailleurs Ω
1
AF /A
est un
AF -module libre de rang n (les dαi en constituent une base), et Ω1AF0/A
est un
AF0-module libre de rang n (les dβi en constituent une base). Par le crite`re de
re´gularite´ de Kiehl ([25], Satz. 2.2 ; cf. [15], th. 1.1.1), AF est re´gulie`re.
(6.8.2) Si F est une extension finie de k, l’alge`bre AF est re´gulie`re. Pour le
ve´rifier, on peut agrandir F et la supposer normale, elle admet alors un de´vissage
k ⊂ F1 ⊂ F , ou` F1 est purement inse´parable sur k et ou` F est se´parable sur F1.
L’alge`bre AF1 est re´gulie`re d’apre`s ce qui pre´ce`de, et la AF1-alge`bre e´tale AF
est donc re´gulie`re.
(6.8.3) Conclusion. Soit w un point rigide de W . Le 6.8.2 ci-dessus assure que
WH (w) est re´gulier ; comme WH (w) posse`de un H (w)-point au-dessus de w, le
lemme 6.2 entraˆıne la quasi-lissite´ de W en w. Le lieu de non quasi-lissite´ de
W est un ferme´ de Zariski, dont on vient de voir qu’il ne contient aucun point
rigide. Par le Nullstellensatz, il est vide. 
(6.9) Corollaire. Soit X un espace k-analytique et soit P une proprie´te´ appar-
tenant a` R. Le lieu des points de X en lesquels P est ge´ome´triquement satisfaite
est un ouvert de Zariski de X ; sa formation commute a` toute extension du corps
de base.
De´monstration. La premie`re assertion de´coule du fait que le lieu de validite´
de P sur Xk1/p est un ouvert de Zariski de ce dernier, de la proposition ci-dessus,
et du lemme 6.7 ; la seconde est triviale. 
Caracte`re re´duit et extension des scalaires
Pour tout entier positif n, on notera kn l’extension k
1/pn de k. L’on de´signera
par k∞ le comple´te´ de la cloˆture parfaite de k, c’est-a`-dire de la re´union des kn ;
le corps k∞ est parfait d’apre`s le lemme 6.1.
Le the´ore`me qui suit figure essentiellement dans l’article [15] de Conrad
(lemme 3.3.1) ; il y est e´nonce´ dans le cadre strictement analytique, mais ses
arguments s’appliquent ici ; nous en donnons la preuve pour la commodite´ du
lecteur.
(6.10) The´ore`me (Conrad). Soit X un espace k-analytique quasi-compact.
Il existe n tel que l’espace kn-analytique Y := (Xkn)red soit ge´ome´triquement
re´duit ; pour toute extension comple`te L de kn, l’espace (XL)red s’identifie a`
YL.
De´monstration. Par le lemme 4.9, la seconde assertion re´sulte de la premie`re ;
il en de´coule que si celle-ci est vraie pour un certain n, elle l’est pour tout entier
supe´rieur ou e´gal a` n.
Il suffit donc, pour e´tablir le the´ore`me, de de´montrer la premie`re assertion
G-localement sur X ; l’on peut de`s lors supposer que ce dernier est k-affino¨ıde,
et l’on note A son alge`bre de fonctions.
Pour tout n, notons In l’ide´al de Akn forme´ des e´le´ments nilpotents. Comme
(InAk∞) est une suite croissante d’ide´aux de l’anneau noethe´rien Ak∞ , il existe
n tel que In+1Ak∞ = InAk∞ .
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Par platitude de Akn+1 → Ak∞ , l’ide´al In+1Ak∞ (resp. InAk∞) s’identifie
a` In+1 ⊗Akn+1 Ak∞ (resp. (InAkn+1)⊗Akn+1 Ak∞).
En conse´quence, (In+1/InAkn+1) ⊗Akn+1 Ak∞ = 0. La fide`le platitude de
Akn+1 → Ak∞ assure alors que In+1 = InAkn+1 .
De ce fait (Akn/In)⊗Akn Akn+1 co¨ıncide avec Akn+1/In+1, et est de`s lors
re´duit. Autrement dit, ((Xkn)red)kn+1 est re´duit ; compte-tenu de la proposition
6.8 et du fait que le caracte`re re´duit est, par le crite`re de Serre, la conjonction des
proprie´te´s R0 et S1, cela signifie exactement que (Xkn)red est ge´ome´triquement
re´duit. 
Normalite´ et extension des scalaires
Le the´ore`me qui suit figure essentiellement dans l’article [15] de Conrad (th.
3.3.6) ; il y est e´nonce´ dans le cadre strictement analytique, mais ses arguments
s’appliquent ici ; nous en donnons la preuve pour la commodite´ du lecteur.
(6.11) The´ore`me (Conrad). Soit X un espace k-analytique quasi-compact. Il
existe n tel que la normalisation Y de Xkn , vue comme un espace kn-analytique,
soit ge´ome´triquement normale ; pour toute extension comple`te L de kn, la nor-
malisation de XL s’identifie a` YL.
De´monstration. Par la proposition 5.18, la seconde assertion re´sulte de la
premie`re ; il en de´coule que si celle-ci est vraie pour un certain n, elle l’est pour
tout entier supe´rieur ou e´gal a` n.
Il suffit donc, pour e´tablir le the´ore`me, de de´montrer la premie`re assertion G-
localement sur X ; l’on peut de`s lors supposer que ce dernier est k-affino¨ıde. Le
the´ore`me 6.10 permet, quitte a` remplacer k par kn pour un entier n convenable,
de faire l’hypothe`se que Xred est ge´ome´triquement re´duit ; en substituant Xred a`
X , on se rame`ne finalement au cas ou` X lui-meˆme est ge´ome´triquement re´duit ;
on note A son alge`bre de fonctions. Pour tout n ∈ N∪ {∞}, on de´signe par Yn
la normalisation de Xkn et par Bn l’alge`bre des fonctions analytiques sur Yn ;
la proposition 5.18 fournit pour tout couple (n,m) d’e´le´ments de N ∪ {∞} tel
que n 6 m un morphisme fini et surjectif Ym → Yn⊗̂knkm.
Fixons n ∈ N. Soit U le lieu de normalite´ de Xkn ; c’est un ouvert de Zariski
de Xkn qui est dense d’apre`s le lemme 5.13 ; par le corollaire 5.16, son image
re´ciproque V sur Yn est dense dans Yn ; par construction, Yn → Xkn induit un
isomorphisme V ≃ U .
Il re´sulte de tout ceci que Vk∞ est un ouvert de Zariski dense de Yn,k∞
et que Yn,k∞ → Xk∞ induit un isomorphisme Vk∞ → Uk∞ . Puisque X est
ge´ome´triquement re´duit, Uk∞ est re´duit ; de`s lors, Vk∞ est re´duit aussi, et comme
il s’agit d’un ouvert de Zariski dense de de Yn,k∞ , ce dernier posse`de la proprie´te´
R0. Par ailleurs l’espace Yn, e´tant normal, posse`de par le crite`re de Serre la pro-
prie´te´ S2, et Yn,k∞ la posse`de donc e´galement ; il posse`de a fortiori la proprie´te´
S1 ; en conclusion, Yn,k∞ satisfait les proprie´te´s R0 et S1 ; par le crite`re de Serre,
il est re´duit.
La surjectivite´ de Y∞ → Yn,k∞ , combine´e au caracte`re re´duit de Yn,k∞ ,
entraˆıne l’injectivite´ de Bn ⊗Akn Ak∞ → B∞.
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On dispose en particulier d’une suite croissante (Bn⊗AknAk∞) de sous-Ak∞-
modules de B∞. Par noethe´rianite´ de ce dernier (qui est un Ak∞-module fini),
cette suite est stationnaire. Il existe donc un entier n tel que l’on ait l’e´galite´
Bn ⊗Akn Ak∞ = Bn+1 ⊗Akn+1 Ak∞ . Autrement dit, la fle`che naturelle
Bn ⊗Akn Akn+1 → Bn+1
devient un isomorphisme apre`s application du foncteur •⊗Akn+1 A∞. La Akn+1-
alge`bre A∞ e´tant fide`lement plate, Bn ⊗Akn Akn+1 ≃ Bn+1 ; en conse´quence,
Bn ⊗Akn Akn+1 est normal.
On vient de de´montrer que Yn,kn+1 est normal ; compte-tenu de la proposition
6.8 et du fait que la normalite´ est, par le crite`re de Serre, e´quivalente a` la
conjonction des proprie´te´s R1 et S2, cela signifie exactement que l’espace kn-
analytique Yn est ge´ome´triquement normal. 
Pre´servation de l’irre´ductibilite´ par passage a` la cloˆture
parfaite
(6.12) Proposition. Soit X un espace k-analytique irre´ductible. L’espace Xk∞
est irre´ductible.
De´monstration. On proce`de en deux temps. On utilisera implicitement tout
au long de la preuve le fait que pour tout espace k-analytique W , l’application
naturelle Wk∞ →W induit un home´omorphisme entre les espaces topologiques
sous-jacents (cf. 0.20.4).
(6.12.1) Le cas ou` X est quasi-compact. Le the´ore`me 6.11 assure l’exis-
tence d’un entier n tel que la normalisation Y de Xkn soit un espace kn-
analytique ge´ome´triquement normal. Comme X est irre´ductible, Xkn l’est aussi
en vertu du lemme 6.7 ; il en re´sulte que Y est connexe ; de`s lors, Yk∞ est connexe.
Comme Y est ge´ome´triquement normal, Yk∞ s’identifie par la proposition 5.18
a` la normalisation de Xk∞ ; la connexite´ de Yk∞ entraˆıne donc l’irre´ductibilite´
de Xk∞ .
(6.12.2) Le cas ge´ne´ral. Choisissons un G-recouvrement (Xi) de X par
des domaines affino¨ıdes ; pour tout i, notons (Xi,j) la famille des composantes
irre´ductibles de Xi. Il de´coule du cas compact traite´ au 6.12.1 ci-dessus que
Xi,j,k∞ est irre´ductible pour tout (i, j) ; en conse´quence, les Xi,j,k∞ sont, a` i
fixe´, les composantes irre´ductibles de Xi,k∞ .
Soit Z une composante irre´ductible de Xk∞ et soit T son image sur X . Pour
tout i, l’intersection Z∩Xi,k∞ est re´union de certaines des Xi,j,k∞ ; on en de´duit
que T ∩ Xi est pour tout i re´union de certaines des Xi,j. De ce fait, T est un
ferme´ de Zariski de X , qui contient au moins une composante irre´ductible d’un
domaine affino¨ıde de X (puisque Z est non vide) ; l’espace X e´tant irre´ductible,
T = X et l’on a donc Z = Xk∞ ; l’espace Xk∞ est par conse´quent irre´ductible,
ce qu’il fallait de´montrer. 
7 Connexite´ et irre´ductibilite´ ge´ome´triques
On de´signe toujours par p l’exposant caracte´ristique de k. On fixe une cloˆture
alge´brique ka de k et l’on note k̂a son comple´te´.
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Quelques ge´ne´ralite´s
Il arrivera fre´quemment, dans ce qui suit, que l’on traite implicitement les
composantes irre´ductibles d’un espace analytique comme des sous-ensemble ana-
lytique ferme´s de celui-ci, sans prendre la peine d’en pre´ciser la structure ; bien
entendu, nous ne nous le permettrons que dans des situations ou` cette ambigu¨ıte´
n’a aucune incidence.
(7.1) Lemme. Soit X un espace k-analytique et soit (Xi) un G-recouvrement
de X par des domaines analytiques connexes. Soit L une extension comple`te de
k telle que Xi,L soit connexe pour tout i. L’application π0(XL) → π0(X) est
bijective.
De´monstration. Soit R (resp. RL) la relation d’e´quivalence sur X (resp. XL)
de´finie comme suit : pour tout couple (x, y) de points de X (res. XL) on a x R y
(resp. x RL y) si et seulement si il existe une famille finie i1, . . . , ir d’indices
et une famille finie x = x1, x2, . . . , xr = y de points de X (resp. XL) telle que
xt ∈ Xit (resp. xt ∈ Xit,L) pour tout t. Chacun des Xi (resp. des Xi,L) e´tant
connexe, l’ensemble π0(X) (resp. π0(XL)) s’identifie naturellement au quotient
X/R (resp. XL/RL).
Pour tout couple d’indices (i, j) l’application
(Xi,L ∩Xj,L) = (Xi ∩Xj)L → Xi ∩Xj
est surjective ; on en de´duit que XL → X induit une bijection X/R ≃ XL/RL,
et partant une bijection π0(XL) ≃ π0(X). 
(7.2) Soit X un espace k-analytique re´duit. Nous noterons s(X) l’alge`bre des
fonctions analytiques sur X qui annulent G-localement un polynoˆme non nul
et se´parable8 a` coefficients dans k ; il est imme´diat que V 7→ s(V ) est un sous-
faisceau en alge`bres de OXG , et que X est vide (resp. connexe) si et seulement si
s(X) = 0 (resp. n’a pas d’idempotent non trivial). Les deux lemmes ci-dessous
sont essentiellement dus a` Berkovich dans le cas strictement analytique ([8],
lemmes 8.1.1 et 8.1.4) ; nous les de´montrons ne´anmoins pour la commodite´ du
lecteur.
(7.3) Lemme (Berkovich). Soit X un espace k-analytique connexe et non
vide. L’anneau s(X) est une extension finie se´parable de k.
De´monstration. Puisque X est non vide la k-alge`bre s(X) est non nulle. Nos
allons tout d’abord e´tablir que chaque e´le´ment de s(X) annule un polynoˆme
irre´ductible et se´parable a` coefficients dans k, ce qui prouvera que s(X) est une
extension alge´brique se´parable de k.
(7.3.1) Soit f ∈ s(X) et soit ψ : X → A1,ank le morphisme qu’elle induit. Soit
(Xi) un G-recouvrement de X par des domaines analytiques tels que pour tout
i la fonction f|Xi annule un polynoˆme non nul et se´parable Pi a` coefficients dans
k. Pour tout i, la fle`che ψ|Xi : Xi → A1,ank se factorise par un morphisme ψ′i de
Xi vers
∐
M (k[τ ]/(Pi,j)) ou` les Pi,j sont les facteurs irre´ductibles unitaires de
8Dans [8], Berkovich a introduit l’anneau c(X) qui est de´fini de fac¸on analogue, mais sans
condition de se´parabilite´ du polynoˆme ; pour les questions qui nous inte´ressent, il sera suffisant
de travailler avec s(X), qui a de surcroˆıt l’avantage d’eˆtre, contrairement a` c(X), utilisable
meˆme lorsque X n’est pas suppose´ re´duit.
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Pi, qui sont se´parables et tous de multiplicite´ 1 ; pour tout j, l’image re´ciproque
Xi,j de M (k[τ ]/(Pi,j)) par ψ′i est un ouvert ferme´, et donc un domaine affino¨ıde,
de Xi ; par la de´finition meˆme de Xi,j , l’on a Pi,j(f|Xi,j ) = 0. La famille (Xi,j)
constitue un G-recouvrement de X . Si (i, j) et (i′, j′) sont tels que Pi,j 6= Pi′,j′
l’existence d’une relation de Bezout entre Pi,j et Pi′,j′ force Xi,j ∩Xi′,j′ a` eˆtre
vide.
Comme X 6= ∅ il existe (i, j) tel que Xi,j 6= ∅ ; nous allons montrer que
Pi,j(f) = 0. Il suffit de ve´rifier que Pi,j(f|Xi′,j′ ) = 0 pour tout (i
′, j′). Soit donc
(i′, j′) un couple d’indices. SiX(i′,j′) = ∅ il n’y a rien a` de´montrer. Sinon, il existe
par connexite´ de X une famille finie (i, j) = (i1, j1), (i2, j2), . . . , (ir, jr) = (i
′, j′)
telle que X(il,jl) ∩X(il+1,jl+1) 6= ∅ pour tout l compris entre 1 et r − 1. Par ce
qui pre´ce`de, on a P(il,jl) = P(il+1,jl+1) pour tout l compris entre 1 et r − 1 ; par
conse´quent, Pi,j = Pi′,j′ et Pi,j(f|Xi′,j′ ) = 0, ce qu’on souhaitait e´tablir.
Ainsi, f annule bien le polynoˆme irre´ductible et se´parable Pi,j et s(X) est
de`s lors une extension alge´brique se´parable de k.
(7.3.2) Montrons que s(X) est de dimension finie sur k. Soit V un domaine
affino¨ıde non vide deX et soit r un polyrayon de´ployant V . Par le Nullstellensatz
l’espace Vr posse`de un point y qui est kr-rigide. Si E est une extension finie
de k contenue dans s(X) alors Er = E ⊗k kr est un corps, et l’e´valuation
s(X) →֒ H (y) induit un kr-morphisme Er →֒ H (y). On a en conse´quence
dimk E = dimkr Er 6 dimkr H (y). Ceci valant pour toute extension finie de
k contenue dans l’extension alge´brique s(X) de k, cette dernie`re est elle-meˆme
finie. 
(7.4) Si X un espace k-analytique, si L est une extension comple`te de k, si Y
est un espace L-analytique et si π : Y → X est un morphisme la fle`che naturelle
OXG(X)→ OYG(Y ) envoie s(X) dans s(Y ).
(7.5) Si X est un espace k-analytique le morphisme naturel de OXG(X) vers
OXred,G (Xred) induit un isomorphisme s(X) ≃ s(Xred) ; on le ve´rifie G-localement
a` l’aide de la proprie´te´ d’unique rele`vement infinite´simal des morphismes e´tales.
(7.6) Remarque. Soit X un espace k-analytique connexe et non vide, et soit
F un sous-corps de s(X) contenant k ; on peut voir X comme un espace F -
analytique. Il est imme´diat que le corps s(X) est inde´pendant du fait que l’on
conside`re X comme un espace k-analytique ou comme un espace F -analytique.
(7.7) Remarque. Soit X un espace k-analytique connexe et non vide et soit
r un polyrayon k-libre. L’espace kr-analytique Xr est lui aussi non vide ; il est
connexe comme on le voit en se ramenant au cas affino¨ıde (c’est possible graˆce
au lemme 7.1) et en utilisant alors alors le lemme 0.37. De`s lors s(Xr) est bien
de´fini, et est une extension finie se´parable de kr d’apre`s le lemme 7.3.
(7.8) Lemme (Berkovich). Soit X un espace k-analytique connexe et non
vide. Les propositions suivantes sont e´quivalentes :
i) pour toute extension finie se´parable F de k, l’espace XF est connexe ;
ii) pour toute extension finie F de k, l’espace XF est connexe ;
iii) s(X) = k.
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De´monstration. Montrons que i) ⇒ ii). On suppose donc que i) est vraie.
Soit F une extension finie de k et soit Fsep la fermeture se´parable de k dans F .
Par hypothe`se, XFsep est connexe ; comme le morphisme fini XF → XFsep induit
un home´omorphisme entre les espaces topologiques sous-jacents (cf. 0.20.4) XF
est connexe.
Montrons que ii)⇒ iii). On suppose donc que ii) est vraie. L’espace X est
muni d’une fle`che surjective vers M (s(X)) ; de`s lors Xs(X) est muni d’une fle`che
surjective vers M (s(X)⊗k s(X)). La connexite´ de Xs(X) entraˆıne donc celle de
M (s(X)⊗k s(X)), c’est-a`-dire encore celle du sche´ma Spec (s(X)⊗k s(X)) ; il
en re´sulte que s(X) = k.
Montrons que iii) ⇒ i). Supposons que iii) est vraie. Soit F une exten-
sion finie se´parable de k ; quitte a` agrandir F , on peut supposer que c’est une
extension galoisienne de k. Posons G = Gal(F/k).
(7.8.1) Le groupe G ope`re transitivement sur toute fibre de XF → X (la fibre
de ce morphisme en un point x de X s’identifiant a` M (F ⊗k H (x)) ) ; de plus,
XF → X est fini et plat, et donc ouvert et ferme´ ; chacune des composantes
connexes de XF se surjecte par conse´quent sur X ; on de´duit de tout ceci que
G ope`re transitivement sur π0(XF ). Notons que ce fait entraˆıne la finitude de
π0(XF ).
(7.8.2) Soient Y1, . . . , Yr les composantes connexes de XF . Soit H le stabili-
sateur de Y1 dans G. Soit f ∈ FH ; l’action de G sur π0(XF ) e´tant transitive,
il existe pour tout i > 1 un e´le´ment gi de G tel que gi(Y1) = Yi. La fonction
(f, g2(f), . . . , gr(f)) ∈ OXF,G(XF ) =
∏
OXF,G (Yi) ne de´pend pas du choix des
gi et est invariante sous l’action de G. Elle provient de ce fait d’une fonction
f0 ∈ OXG(X) : on le voit en se ramenant au cas affino¨ıde, auquel cas cela re´sulte
de la the´orie de Galois sche´matique. Si P de´signe le polynoˆme minimal sur k
de l’e´le´ment f de F alors P annule (f, g2(f), . . . , gr(f)) et donc f0, par injecti-
vite´ de OXG(X)→ OXF,G(XF ) (laquelle se de´montre par fide`le platitude apre`s
re´duction triviale au cas affino¨ıde) ; ainsi, f0 appartient a` s(X) et donc a` k en
vertu de l’hypothe`se iii) purement inse´parable sur k ; par conse´quent, f ∈ k.
(7.8.3) Conclusion. Le sous-corps FH de F est d’apre`s ce qui pre´ce`de e´gal a` k,
ce qui signifie que H = G. Ce dernier fixe par conse´quent Y1 ; puisqu’il agit par
ailleurs transitivement sur π0(XF ), on a π0(XF ) = {Y1} ; ainsi, XF est connexe,
ce qu’il fallait de´montrer. 
(7.9) Lemme. Soit X un espace k-analytique et soit F une extension comple`te
de k. Les propositions suivantes sont e´quivalentes :
i) pour toute extension comple`te L de k, l’espace XL est connexe (resp.
irre´ductible) ;
ii) pour toute extension comple`te L de F , l’espace XL est connexe (resp.
irre´ductible).
De´monstration. Il est clair que i) ⇒ ii). Supposons que ii) est vraie, et
soit L une extension comple`te de k. Soit K une extension comple`te de k com-
pose´e de L et F . L’espace XK est connexe (resp. irre´ductible) puisque l’on
suppose que ii) est vraie. Comme XK → XL est surjective, XL est connexe
(resp. irre´ductible). 
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E´tape technique : preuve de certains re´sultats sous des hy-
pothe`ses restrictives
Les re´sultats qui suivent seront e´tablis plus tard en toute ge´ne´ralite´, par
une me´thode consistant essentiellement a` se ramener aux cas particuliers traite´s
ci-dessous.
(7.10) Lemme (Berkovich). Soit X un espace k-analytique.
i) Si Xcka est connexe, alors XF est connexe pour toute extension finie F de
k ;
ii) si XF est connexe pour toute extension finie F de k et si X posse`de un
point rigide, alors Xcka est connexe.
De´monstration. Montrons i). Supposons que Xcka est connexe et soit F une
extension finie de k. Choisissons un plongement F →֒ ka. L’application continue
induite Xcka → XF est surjective et Xcka est connexe par hypothe`se ; il en re´sulte
que XF est connexe.
Montrons ii). On suppose que XF est connexe pour toute extension finie F
de k et queX posse`de un point rigide x. Si Y est un domaine analytique compact
de X , la bijection continue naturelle Ycka → lim← YF , ou` F parcourt l’ensemble
S des extensions finies de k incluses dans k̂a, est un home´omorphisme (0.20.3).
Pour tout couple (F, F ′) ∈ S 2 avec F ⊂ F ′, l’application YF ′ → YF est
finie et plate, et en particulier ouverte ; il en de´coule formellement que pour
tout K ∈ S l’application Ycka ≃ lim← YF → YK est ouverte ; elle est par ailleurs
ferme´e compte-tenu du fait que Ycka est compact et que YF est topologiquement
se´pare´ (Y lui-meˆme l’e´tant par de´finition de la compacite´).
Ceci valant pour tout domaine analytique compact Y de X , l’application
Xcka → XF est ouverte et ferme´e pour tout F ∈ S . Il existe F ∈ S et un
point x′ sur XF situe´ au-dessus de x tel que H (x
′) = F . Supposons que Xcka
soit re´union disjointe de deux ouverts non vides U1 et U2. Par hypothe`se, XF
est connexe. L’application Xcka → XF e´tant ouverte et ferme´e, U1 → XF et
U2 → XF sont surjectives. Il en re´sulte que x′ a au moins deux ante´ce´dents sur
Xcka . Or comme H (x
′) = F , le point x′ n’a qu’un ante´ce´dent sur Xcka , ce qui
est absurde. On en de´duit que Xcka est connexe. 
Le the´ore`me qui suit est duˆ a` Conrad ([15], th. 3.2.1) ; la preuve que nous
proposons est nouvelle.
(7.11) The´ore`me (Conrad). Supposons que |k∗| 6= {1}. Soit X un espace
strictement k-affino¨ıde. Les propositions suivantes sont e´quivalentes :
i) XL est connexe pour toute extension comple`te L de k ;
ii) Xcka est connexe.
De´monstration. Il est imme´diat que i) ⇒ ii). Montrons la re´ciproque. On
suppose donc que ii) est vraie. En vertu du lemme 7.9, il suffit de montrer
que XL est connexe pour toute extension comple`te L de k̂a. On peut donc,
quitte a` remplacer k par k̂a, supposer que k est alge´briquement clos. On fixe
une extension comple`te L de k. On note A l’alge`bre des fonctions k-analytiques
sur X .
72
On raisonne par l’absurde. Supposons que XL n’est pas connexe. L’anneau
AL posse`de de`s lors un idempotent non trivial g ; l’on a donc g2−g = 0, ||g|| = 1
et ||g − 1|| = 1, ou` ||.|| de´signe la (semi)-norme spectrale de AL. Soit η un re´el
appartenant a` ]0; 1[∩|k∗|. Le sous-anneau de AL engendre´ par A et L est dense
relativement a` ||.||, et chacun de ses e´le´ments vit dans un sous-anneau de AL
engendre´ par A et un sous-corps de L de type fini sur k. Il existe en conse´quence :
• un sous-corps L0 de L de type fini sur k, dont on note L̂0 le comple´te´ ;
• un e´le´ment g0 de AcL0 tel que ||g20 − g0|| < η, ||g0|| = 1 et ||g0 − 1|| = 1.
Pre´cisons, concernant cette dernie`re ine´galite´, qu’elle repose sur le fait que
si a ∈ AL0 alors la semi-norme spectrale de l’e´le´ment a de AL0 co¨ıncide avec
celle de son image dans AL, en raison par exemple de la surjectivite´ de la fle`che
M (AL)→ M (AL0).
Soit Y un k-sche´ma inte`gre et de type fini dont le corps des fonctions est
isomorphe a` L0. Le comple´te´ L̂0 s’identifie a` H (y) pour un certain y ∈ Y an situe´
au-dessus du point ge´ne´rique de Y ; l’alge`bre AcL0 est naturellement isomorphe
a` l’alge`bre des fonctions analytiques sur q−1(y) ou` q : Y an ×k X → Y an est la
premie`re projection.
En vertu de la densite´ de κ(y) dans H (y), il existe un voisinage strictement
k-affino¨ıde Y de y dans Y an, et une fonction γ sur Y ×k X , tels que l’on ait
||γ2|q−1(y) − γ|q−1(y)|| < η, ||γ|q−1(y)|| = 1 et ||γ|q−1(y) − 1|| = 1.
Soit U0 (resp. U1) l’ouvert de Y ×k X de´fini par la conjonction d’ine´galite´s
|γ2 − γ| < η et |γ| < η (resp. |γ2 − γ| < η et |γ − 1| < η). Soit Z le domaine
affino¨ıde de Y ×k X de´fini par l’ine´galite´ |γ2 − γ| > η. Par choix de γ, les trois
conditions suivantes sont satisfaites :
• pour tout x ∈ q−1(y) l’on a |γ2(x) − γ(x)| < η ; ainsi, y /∈ q(Z) ;
• il existe x ∈ q−1(y) tel que |γ(x)| = 1 ; comme |γ2(x) − γ(x)| < η, l’on a
|γ(x)− 1| < η ; ainsi, y ∈ q(U1) ;
• il existe x ∈ q−1(y) tel que |γ(x)− 1| = 1 ; comme |γ2(x)− γ(x)| < η, l’on
a |γ(x)| < η ; ainsi, y ∈ q(U0).
Soit T le comple´mentaire du compact q(Z) de Y et soit T ′ un voisinage
strictement k-affino¨ıde de y dans T . Comme y ∈ q(U0) ∩ q(U1) ∩ T ′, il existe
un domaine strictement k-affino¨ıde U ′0 (resp. U
′
1) de U0 (resp. U1) qui est inclus
dans q−1(T ′) et qui rencontre q−1(y). L’intersection q(U ′0)∩ q(U ′1) est donc une
partie non vide de T ′ ; l’alge`bre strictement k-affino¨ıde AU ′0⊗̂AT ′AU ′1 est de ce
fait non nulle. Par le Nullstellensatz, elle posse`de un quotient isomorphe a` k.
Ceci entraˆıne l’existence d’un k-point t appartenant a`
T ′ ∩ q(U ′0) ∩ q(U ′1) ⊂ T ∩ q(U0) ∩ q(U1).
Soit x ∈ q−1(t). Comme t ∈ T , l’on a |γ2(x) − γ(x)| < η ; on en de´duit
(compte-tenu du fait que η < 1 et graˆce a` l’ine´galite´ ultrame´trique) que l’on a
|γ(x)| < η ou |γ(x)−1| < η, ces deux ine´galite´s e´tant exclusives l’une de l’autre.
La fibre q−1(t) est donc e´gale a` la re´union disjointe de ses ouverts q−1(t) ∩ U0
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et q−1(t)∩U1. Le point t appartenant a` q(U0)∩ q(U1), lesdits ouverts sont tous
deux non vides. En conse´quence, q−1(t) n’est pas connexe. Or t est un k-point ;
de`s lors, q−1(t) ≃ X , lequel est connexe par hypothe`se. On aboutit ainsi a` une
contradiction. 
Extension des scalaires a` kr
(7.12) Proposition. Soit X un espace k-affino¨ıde connexe et non vide ; soit
D un produit fini de k-disques et de k-couronnes compacts, et soient A et B les
alge`bres de fonctions analytiques respectives de X et D ; on note T la famille des
fonctions coordonne´es sur D. Supposons qu’il existe une B-alge`bre finie e´tale C
telle que X ×k D → D se factorise par M (C ). Si c ∈ C et si l’on e´crit son
image dans A ⊗̂kB sous la forme
∑
aIT
I , ou` les aI sont des e´le´ments de A ,
alors chacun des aI appartient a` s(X).
De´monstration. On proce`de en plusieurs e´tapes.
(7.12.1) Le cas ou` |k∗| 6= {1} et ou` X est strictement k-affino¨ıde. Soit D′ l’es-
pace M (C ). Comme X → M (k) se factorise par M (s(X)), l’on dispose d’un
diagramme commutatif
D′
s(X)

// Ds(X)

X ×k D
::uuuuuuuuu
%%J
JJ
JJ
JJ
JJ
J
D′ // D
, ou` le morphisme com-
pose´ X → Ds(X) est la projection naturelle X ×k D ≃ X ×s(X) Ds(X) → Ds(X).
On peut donc, en se fondant sur la remarque 7.6, remplacer k, D et D′ par
s(X), Ds(X) et D
′
s(X), et se ramener ainsi au cas ou` s(X) = k ; il de´coule alors
du lemme 7.8, du lemme 7.10 et du the´ore`me 7.11 que XL est connexe pour
toute extension comple`te L de k.
Soit D′′ l’image (ensembliste) de X ×k D sur D′. Soit ω ∈ D′′, soit z un
ante´ce´dent de ω sur X ×k D et soit t l’image de ω sur D. La fibre Z de X ×k D
en t est un espace H (t)-analytique qui s’identifie a` XH (t) ; en conse´quence ZL
est connexe pour toute extension comple`te L de H (t).
Soient ω = ω1, . . . , ωn les ante´ce´dents de t sur D
′ ; l’espace H (t)-analytique
Z se factorise par
∐
M (H (ωi)) ; comme il est connexe et comme z s’envoie sur
ω, il se factorise par M (H (ω)) ; ceci entraˆıne que ω est le seul ante´ce´dent de t
sur D′ qui appartienne a` D′′ ; en conse´quence, D′′ → D est injective.
Comme ZL est connexe pour toute extension comple`te L de H (t), le lemme
7.8 assure que l’extension finie se´parable H (ω) de H (t) est triviale. Il existe
en conse´quence un voisinage affino¨ıde V de ω dans D′ et un voisinage affino¨ıde
connexe U de t dans D tel que D′ → D induise un isomorphisme V ≃ U ; l’espace
D′×D U e´tant fini et e´tale sur U , le domaine affino¨ıde V est ne´cessairement une
composante connexe de D′ ×D U . La projection X ×k U → U est compacte,
a` image connexe, et ses fibres sont connexes, chacune d’elle e´tant de la forme
XL pour une certaine extension comple`te L de k ; de`s lors X ×k U est connexe.
L’image re´ciproque de V sur ce dernier en est un ouvert ferme´ qui est non vide,
puisqu’il contient z. C’est en conse´quence X ×k U tout entier.
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Cela signifie que X ×k U → U se factorise par V ; la fle`che V → U e´tant un
isomorphisme, X ×k U → V est surjectif ; de ce fait V ⊂ D′′, ce qui montre a` la
fois que D′′ est un ouvert de D′ et que D′′ → D est un isomorphisme local.
Par ailleurs, on a vu plus haut que D′′ → D est injectif, et D′′ → D est
surjectif puisque X×kD→ D se factorise par D′′ ; le morphisme D′′ → D est un
isomorphisme local bijectif, c’est donc un isomorphisme. La fle`che X×kD→ D′
se factorise en conse´quence par D ; autrement dit, C → A ⊗̂kB se factorise par
B ; l’image de la B-alge`bre C dans A ⊗̂kB est de`s lors e´gale a` B, c’est-a`-dire a`
l’ensemble des se´ries qui s’e´crivent
∑
aIT
I avec les aI dans k ; la de´monstration
dans le cas ou` |k∗| 6= {1} et ou` X est strictement k-affino¨ıde est donc termine´e.
(7.12.2) Le cas ge´ne´ral. Soit c ∈ C , e´crivons son image dans A ⊗̂kB sous
la forme
∑
aIT
I ou` les aI appartiennent a` A . Soit r un polyrayon de´ployant
X . Fixons I. Il re´sulte du cas particulier traite´ au 7.12.1 ci-dessus que aI , vu
comme un e´le´ment constant de Ar, annule un polynoˆme unitaire se´parable a`
coefficients dans kr. Soit A la sous-alge`bre de A engendre´e par aI ; le produit
tensoriel A ⊗k kr s’injecte dans Ar (on peut le voir directement a` l’aide de
l’expression des e´le´ments de Ar comme des se´ries, ou bien utiliser le lemme
0.38) et s’identifie a` la sous-alge`bre de cette dernie`re engendre´e par aI ; il en
re´sulte que la kr-alge`bre A ⊗k kr est finie e´tale ; en conse´quence, A est une
k-alge`bre finie e´tale. 
(7.13) Corollaire. Soit X un espace k-analytique connexe et non vide et soit
r un polyrayon k-libre. Le corps s(Xr) est naturellement isomorphe a` s(X)r.
De´monstration. Rappelons que Xr est lui-meˆme non vide et connexe, et que
s(Xr) est donc bien de´fini, et est une extension finie se´parable de kr (remarque
7.7). Soit f ∈ s(Xr) ; e´crivons-la f =
∑
aIT
I , ou` les aI sont des fonctions
analytiques sur X . Le but est de montrer que chacun des aI appartient a` s(X) ;
c’est une proprie´te´ G-locale, et on peut donc supposer que X est affino¨ıde. Le
morphisme Xr → M (kr) se factorise par M (kr[f ]) ; comme kr[f ] est une kr-
alge`bre finie e´tale, la proposition ci-dessus assure que aI ∈ s(X) pour tout I. 
La connexite´ ge´ome´trique
(7.14) The´ore`me. Soit X un espace k-analytique. Les propositions suivantes
sont e´quivalentes.
i) s(X) = 0 ou s(X) = k ;
ii) il existe une extension comple`te alge´briquement close K de k telle que XK
soit connexe ;
iii) XL est connexe pour toute extension comple`te L de k ;
iv) Xcka est connexe ;
v) XF est connexe pour toute extension finie F de k ;
vi) XF est connexe pour toute extension finie se´parable F de k.
De´monstration. Montrons que i) ⇒ ii). On suppose que i) est vraie. Si
s(X) = 0 alorsX est vide et ii) est vraie. Supposons que s(X) = k. Comme s(X)
est un corps,X est connexe et non vide. Il existe de ce fait un polyrayon k-libre r
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tel queXr posse`de un point kr-rigide. Le corollaire 7.13 permet d’identifier s(Xr)
a` s(X)r ; ainsi s(Xr) = kr. Si K de´signe le comple´te´ d’une cloˆture alge´brique de
kr, les lemmes 7.8 et 7.10 assurent que XK est connexe, ce qui prouve ii).
Montrons que ii)⇒ iii). On suppose que ii) est vraie. Graˆce au lemme 7.9
il suffit de montrer que XL est connexe pour toute extension comple`te L de
K ; on peut donc supposer k alge´briquement clos et X connexe. Le lemme 7.1
permet de se ramener au cas ou` X est k-affino¨ıde. Si X est vide, il n’y a rien
a` de´montrer. Supposons X 6= ∅ ; remarquons qu’alors s(X) = k puisque k est
alge´briquement clos. Soit r un polyrayon de´ployant X . Le corollaire 7.13 assure
que s(Xr) = s(X)r = kr. Soit F le comple´te´ d’une cloˆture alge´brique de kr. En
vertu des lemmes 7.8 et 7.10, l’espace XF est connexe ; par le the´ore`me 7.11,
l’espace XL est connexe pour tout extension comple`te L de kr. Le lemme 7.9
garantit alors que XL est connexe pour tout extension comple`te L de k ; ainsi,
iii) est ve´rifie´e.
L’implication iii)⇒ iv) est triviale ; l’implication iv)⇒ v) est l’assertion i)
du lemme 7.10 ; l’implication v) ⇒ vi) est triviale ; l’implication vi) ⇒ i) est
triviale si X est vide et re´sulte sinon du lemme 7.8. 
(7.15) On dira qu’un espace k-analytique X est ge´ome´triquement connexe s’il
satisfait les conditions e´quivalentes du the´ore`me ci-dessus.
L’irre´ductibilite´ ge´ome´trique
(7.16) The´ore`me. Soit X un espace k-analytique et soit X ′ sa normalisation.
Les propositions suivantes sont e´quivalentes.
i) s(X ′) = k ;
ii) il existe une extension comple`te alge´briquement close K de k telle que XK
soit irre´ductible ;
iii) XL est irre´ductible pour toute extension comple`te L de k ;
iv) Xcka est irre´ductible ;
v) XF est irre´ductible pour toute extension finie F de k ;
vi) XF est irre´ductible pour toute extension finie se´parable F de k.
De´monstration. Elle repose essentiellement sur le the´ore`me pre´ce´dent. On
proce`de en plusieurs e´tapes.
(7.16.1) Montrons que i) ⇐⇒ vi). Si F est une extension finie se´parable
de k, elle est analytiquement se´parable et X ′F est donc normal ; d’apre`s la pro-
position 5.18, X ′F s’identifie alors a` la normalisation de XF , et XF est de`s
lors irre´ductible si et seulement si X ′F est connexe et non vide. L’assertion vi)
e´quivaut par conse´quent a` dire que X ′F est connexe et non vide pour toute ex-
tension finie se´parable F de k ; et cette dernie`re affirmation est-elle meˆme vraie,
par l’e´quivalence entre les proprie´te´s i) et vi) du the´ore`me 7.14, si et seulement
si s(X ′) = k.
(7.16.2) Montrons que i) ⇒ ii). On suppose donc que i) est vraie. Soit k∞
le comple´te´ de la cloˆture parfaite de k et soit Y la normalisation de Xk∞ . Soit
E une extension finie se´parable de k∞. Le lemme de Krasner assure que E est
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isomorphe a` k∞⊗kF pour une certaine extension finie se´parable F de k ; puisque
E est parfait et contient un sous-corps dense et radiciel sur F , c’est le comple´te´
d’une cloˆture radicielle de F .
Puisque i) est vraie, vi) est vraie par le 7.16.1 et XF est donc irre´ductible ; il
de´coule alors de la proposition 6.12 que XE est irre´ductible. L’espace YE e´tant
normal par se´parabilite´ de E sur k∞, il s’identifie a` la normalisation de XE par
la proposition 5.18 ; on en de´duit que YE est connexe.
Ceci vaut pour toute extension finie se´parable E de k∞. Si K de´signe le
comple´te´ d’une cloˆture alge´brique de ce dernier, il re´sulte de l’e´quivalence des
proprie´te´s vi) et iv) du the´ore`me 7.14 que YK est connexe. Comme k∞ est par-
fait, K en est une extension analytiquement se´parable et YK est par conse´quent
normal ; il s’identifie donc a` la normalisation de XK par la proposition 5.18, et
l’irre´ductibilite´ de XK en de´coule.
(7.16.3) Montrons que ii) ⇒ iii). On suppose donc que ii) est vraie ; pour
montrer iii) il suffit, graˆce au lemme 7.9, de de´montrer que XL est irre´ductible
pour toute extension comple`te L de K.
Soit Z la normalisation de XK ; comme XK est irre´ductible, Z est connexe.
Soit L une extension comple`te de K ; puisque K est alge´briquement clos, ZL est
normal et s’identifie donc, en vertu de la proposition 5.18, a` la normalisation
de XL. Par ailleurs, l’e´quivalence entre les proprie´te´s iii) et iv) du the´ore`me
7.14 garantit que ZL est connexe. Il s’ensuit que XL est irre´ductible, ce qu’on
souhaitait e´tablir.
(7.16.4) Fin de la de´monstration. L’implication iii)⇒ iv) est triviale. Suppo-
sons que iv) est vraie, et soit F une extension finie de k. Choisissons un plon-
gement F →֒ k̂a. La fle`che induite Xcka → XF est surjective, et XF est donc
irre´ductible, ce qui e´tablit v). L’implication v) ⇒ vi) est triviale ; l’implication
vi)⇒ i) a e´te´ vue au 7.16.1. 
(7.17) On dira qu’un espace k-analytique X est ge´ome´triquement irre´ductible
s’il satisfait les conditions e´quivalentes du the´ore`me ci-dessus.
(7.18) Remarque. Conservons les notations du the´ore`me ci-dessus. Si X est
re´duit, alors s(X ′) peut s’interpre´ter comme l’anneau des fonctions me´romorphes
sur X qui annulent G-localement un polynoˆme unitaire se´parable a` coefficients
dans k.
Corps de de´finition d’une composante ge´ome´trique
Dans le cas strictement analytique, une partie des re´sultats qui suivent fi-
gurent de´ja` dans l’article [15] de Conrad (cor. 3.2.3 et th. 3.4.2).
(7.19) Si X est un espace k-analytique, si L est une extension comple`te de k
et si E est un sous-corps complet de L on dira par abus qu’une composante
connexe (resp. irre´ductible) T de XL provient de E s’il existe une composante
connexe (resp. irre´ductible) S de XE telle que T soit XE-isomorphe a` S⊗̂EL ;
une telle S est alors ne´cessairement e´gale a` l’image de T sur XE , et est donc
uniquement de´termine´e.
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(7.20) The´ore`me. Soit X un espace k-analytique et soit L une extension
comple`te de k.
i) Il existe une bijection naturelle π0(XL) ≃
∐
S∈π0(X)
π0(SL), modulo laquelle
π0(SL) correspond pour tout S au sous-ensemble de π0(XL) forme´ des compo-
santes dont l’image sur Z est incluse dans S.
ii) Soit S ∈ π0(X) et e´crivons la L-alge`bre finie e´tale s(S)⊗kL sous la forme∏
Li, ou` les Li sont des corps ; l’espace s(S)-analytique S est ge´ome´triquement
connexe ; l’espace SL s’identifie canoniquement a`
∐
S⊗̂s(S)Li, et les S⊗̂s(S)Li
sont pre´cise´ment ses composantes connexes ; l’on de´finit ainsi une bijection fonc-
torielle en L entre π0(SL) et Spec (s(S)⊗k L) ; en particulier π0(SL) est fini
de cardinal infe´rieur ou e´gal a` [s(S) : k].
iii) Soit S ∈ π0(X). Si T est une composante connexe de XL qui appartient
a` π0(SL) modulo la bijection de i) son image sur X est en fait e´gale a` S.
iv) Soit S ∈ π0(X). Si L de´ploie s(S) alors toute composante connexe de SL
est un espace L-analytique ge´ome´triquement connexe.
v) Soit T ∈ π0(XL). L’ensemble des sous-corps complets E de L contenant k
tels que T provienne de E admet un plus petit e´le´ment, qui est fini et se´parable
sur k ; on l’appelle le corps de de´finition de T .
vi) Soit E l’ensemble des sous-corps complets E de L contenant k tels que
toute composante connexe T de XL provienne de E ; l’ensemble E admet un
plus petit e´le´ment F ; la fermeture alge´brique de k dans F est dense dans F ; si
π0(X) est fini alors π0(XL) est fini et F est fini et se´parable sur k.
vii) Si π0(X) est un ensemble fini il existe une extension finie et se´parable
K de k telle que toute composante connexe de XK soit un espace K-analytique
ge´ome´triquement connexe.
(7.21) Commentaire. Il re´sulte de l’e´nonce´ i) du the´ore`me ci-dessus que
l’ensemble E de son e´nonce´ vi) peut e´galement eˆtre de´fini comme l’ensemble
des sous-corps complets E de L contenant k tels que π0(XL) → π0(XE) soit
bijectif, ainsi que comme l’ensemble des sous-corps complets E de L contenant
k tels que S⊗̂EL soit connexe pour toute composante connexe S de XE .
(7.22) De´monstration du the´ore`me 7.20.
(7.22.1) Preuve de i). C’est imme´diat, compte-tenu du fait que si S est une
composante connexe de X son image re´ciproque sur XL s’identifie a` SL.
(7.22.2) Preuve de ii). L’espace s(S)-analytique S est ge´ome´triquement connexe
d’apre`s le the´ore`me 7.14 et la remarque 7.6. L’on a
SL = S⊗̂kL = S⊗̂s(S)(s(S)⊗k L) ≃
∐
S⊗̂s(S)Li.
Puisque l’espace s(S)-analytique S est ge´ome´triquement connexe, chacun des
S⊗̂s(S)Li est connexe, et les S⊗̂s(S)Li sont donc les composantes connexes de
SL, ce qui suffit a` de´montrer ii).
(7.22.3) Preuve de iii). Soit T une composante connexe de XL appartenant
a` π0(SL). Il re´sulte de ii) que T est de la forme S⊗̂s(S)K pour une certaine
extension comple`teK de s(S), et le morphisme naturel T → S est donc surjectif.
78
(7.22.4) Preuve de iv). Supposons que L de´ploie s(S), soit T une composante
connexe de SL et soit K une extension comple`te de L. D’apre`s ii) la composante
T est de la forme S⊗̂s(S)L relativement a` un certain k-plongement de s(S) dans
L ; il en de´coule que T ⊗̂LK s’identifie a` S⊗̂s(S)K, lequel est connexe en vertu
de la connexite´ ge´ome´trique de l’espace s(S)-analytique S, qui de´coule de ii) ;
par conse´quent, T est un L-espace analytique ge´ome´triquement connexe.
(7.22.5) Preuve de v). Soit S la composante connexe de X telle que T ∈ π0(SL)
(notons qu’en vertu de iii), S n’est autre que l’image de T sur X). Comme s(S)
est une extension finie se´parable de k, il existe un polynoˆme irre´ductible unitaire
P a` coefficients dans k tel que s(S) soit isomorphe a` k[τ ]/P (τ). En vertu de ii)
la composante T correspond a` un facteur irre´ductible unitaire Q du polynoˆme
P dans L[X ] ; en re´utilisant ii), on voit imme´diatement que le sous-corps de L
engendre´ par k et les coefficients de Q satisfait les proprie´te´s requises.
(7.22.6) Preuve de vi). Le corps F e´gal au comple´te´ de la sous-extension de
L engendre´e par les corps de de´finition (cf. v) ) des diffe´rentes composantes
irre´ductibles de XL est clairement le plus petit e´le´ment de E . Supposons que
π0(Z) est fini ; comme π0(ZL) est e´gal a`
⋃
S∈π0(Z)
π0(SL) d’apre`s i) et comme
chacun des π0(SL) est fini d’apre`s ii), l’ensemble π0(ZL) est lui aussi fini ; le
corps F est alors fini et se´parable sur k d’apre`s sa construction.
(7.22.7) Preuve de vii). Supposons π0(X) fini ; il existe une extension finie
galoisienne K de k dans laquelle se plongent chacun des s(S) ou` S parcourt
π0(X). Si S est une composante connexe de X il re´sulte de iv) que les compo-
santes connexes de SK sont toutes des espaces K-analytiques ge´ome´triquement
connexe ; on de´duit de i) que toute composante connexe de XK est un espace
K-analytique ge´ome´triquement connexe. 
(7.23) Passage de l’e´tude des composantes connexes a` celle des com-
posantes irre´ductibles. Nous nous proposons maintenant de de´crire le com-
portement des composantes irre´ductibles d’un espace k-analytique par exten-
sion des scalaires ; l’ide´e consiste essentiellement a` se ramener, au moyen de
la normalisation, au cas des composantes connexes que l’on vient de traiter.
Un fait semble s’y opposer : la formation de la normalisation ne commute pas,
en ge´ne´ral, au changement de corps de base ; on peut ne´anmoins contourner
l’obstacle en remarquant que les proprie´te´s cruciales de la normalisation qui
nous inte´ressent ici (prop. 5.12 et th. 5.15 ii) ) sont quant a` elle pre´serve´es par
extension des scalaires ; ce fait est l’objet de la proposition ci-dessous.
(7.24) Proposition. Soit X un espace k-analytique et soit f : X ′ → X sa
normalisation. Soit F une extension comple`te de k et soit K une extension
comple`te de F ; on de´signe par π et π′ les morphismes naturels XK → XF et
X ′K → X ′F .
i) L’on a Irr(X ′F ) = π0(X
′
F ).
ii) Si S est une composante irre´ductible de X ′F alors fF (S) est une compo-
sante irre´ductible de XF , et S 7→ fF (S) e´tablit une bijection Irr(X ′F ) ≃ Irr(XF ).
iii) Si T est une composante irre´ductible de XK et si T
′ est l’unique compo-
sante connexe de X ′K telle que T = fK(T
′) alors π(T ) co¨ıncide avec fF (π
′(T ′))
et est une composante irre´ductible de XF .
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iv) Si S est une composante irre´ductible de XF et si S
′ est l’unique compo-
sante connexe de X ′F telle que S = fF (S
′) alors S⊗̂FK = π−1(S) =
⋃
fK(S
′
i)
ou` les S′i sont les composantes connexes de S
′⊗̂FK = π′−1(S′).
De´monstration. On peut supposer que X est re´duit. Son lieu de normalite´
U en est ouvert de Zariski dense dont on notera U ′ l’image re´ciproque sur X ′.
(7.24.1) Soit S une composante connexe de X ′ ; c’est un espace k-analytique
normal. Soit E une extension finie se´parable de s(S) ; l’espace S⊗̂s(S)E est
connexe d’apre`s le the´ore`me 7.14 et la remarque 7.6 ; puisque S est normal et
puisque E est se´parable sur s(S), l’espace S⊗̂s(S)E est normal ; comme il est
connexe, il est irre´ductible. Ceci valant pour toute extension finie se´parableE de
s(S), on de´duit du the´ore`me 7.16 que pour toute extension comple`te K de s(S),
l’espace S⊗̂s(S)K est irre´ductible. L’espace SF s’identifie a` S⊗̂s(S)(s(S)⊗k F ) ;
il est donc somme disjointe d’espaces dont chacun est de la forme S⊗̂s(S)K pour
une certaine extension comple`te K de s(S), et est de`s lors irre´ductible d’apre`s
ce qui pre´ce`de. L’assertion i) s’ensuit aussitoˆt.
(7.24.2) Preuve de ii). Soit Σ une composante connexe (ou irre´ductible, ce
qui revient au meˆme comme on vient de le voir) de X ′F et soit S la composante
connexe deX ′ au-dessus de laquelle Σ est situe´e. L’espaceX ′ e´tant la normalisa-
tion de X , le sous-ensemble T := f(S) de X en est une composante irre´ductible ;
soit d sa dimension k-analytique. Les espaces S et T sont purement de dimen-
sion d ; les espaces SF et TF sont donc purement de dimension d ; comme Σ est
une composante connexe de SF , on a dim Σ = d ; par finitude du morphisme
fF , le sous-ensemble fF (Σ) de XF en est un ferme´ de Zariski irre´ductible de
dimension d, situe´ sur TF ; c’est donc une composante irre´ductible de ce dernier,
et a fortiori une composante irre´ductible de XF (lemme 4.28), ce qui ache`ve de
montrer la premie`re assertion de ii).
E´tablissons maintenant la seconde. Soit T une composante irre´ductible de
XF . La surjectivite´ de fF et ce qui pre´ce`de impliquent l’existence d’une com-
posante irre´ductible S de X ′F telle que T = fF (S). Par ailleurs la densite´ de U
′
dans Z ′ entraˆıne celle de U ′F dans X
′
F (cor. 4.29) et S rencontre de ce fait U
′
F .
Or U ′F → UF est un isomorphisme, ce qui implique qu’un point de UF a un et
un seul ante´ce´dent par fF . Soit S
′ une composante irre´ductible de X ′F telle que
fF (S
′) = T et soit t un point de U ′F ∩ S . Comme t est l’unique ante´ce´dent de
fF (t), qui a par hypothe`se un ante´ce´dent sur T
′, on a t ∈ T ′. En conse´quence
U ′F ∩ T ⊂ T ′. Comme U ′F ∩ T est un ouvert de Zariski non vide, et donc dense,
de l’espace irre´ductible T , on a T ⊂ T ′ et donc T ′ = T , ce qui ache`ve de montrer
ii).
(7.24.3) Preuve de iii). L’e´galite´ π(T ) = fF (π
′(T ′)) est formelle ; l’assertion
iii) du the´ore`me 7.20 garantit que π′(T ′) est une composante connexe de XF ,
et fF (π
′(T ′)) est donc bien une composante irre´ductible de XF d’apre`s ii).
(7.24.4) On sait de´ja` (lemme 4.28) que π−1(S) est re´union finie de composantes
irre´ductibles de XK ; en vertu de ii), π
−1(S) est donc de la forme
⋃
fK(Σj), ou`
les Σj sont des composantes connexes de X
′
K ; il est par conse´quent e´gal a` la
re´union des fK(Σ) ou` Σ parcourt l’ensemble des composantes connexes de X
′
K
telles que π(fK(Σ)) soit incluse dans S.
Soit Σ une composante connexe de X ′K ; posons Θ = π
′(Σ) ; comme on l’a vu
au 7.24.3, Θ est une composante connexe de X ′F , et fF (Θ) = π(fK(Σ)) est une
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composante irre´ductible de XF ; on en de´duit que π(fK(Σ)) est incluse dans S
si et seulement si elle est e´gale a` S, et que cela se produit si et seulement si Θ
est e´gale a` S′, autrement dit si et seulement si Σ est l’une des S′i ; il en de´coule
que π−1(S) =
⋃
fK(S
′
i), ce qu’il fallait de´montrer. 
(7.25) Quelques mots sur le foncteur L 7→ Irr(X)L. Soit X un espace k-
analytique, soit L une extension comple`te de k et soitK une extension comple`te
de L. Soit T une composante irre´ductible de XK . Comme XK → XL est quasi-
dominant (5.4.2), l’image de T sur XL est situe´ sur une et une seule compo-
sante irre´ductible de XL (on peut aussi le de´duire, de manie`re plus e´le´mentaire,
du lemme 4.28) ; on dispose donc d’une application Irr(XK) → Irr(XL) ; cette
construction fait de L 7→ Irr(XL) un foncteur en L ; remarquons que nous ve-
nons simplement de rappeler dans un cas particuier ce qui a e´te´ mentionne´ en
toute ge´ne´ralite´ au 5.1.2.
(7.26) The´ore`me. Soit X un espace k-analytique et soit L une extension
comple`te de k.
i) Il existe une bijection naturelle Irr(XL) ≃
∐
S∈Irr(X)
Irr(SL), modulo la-
quelle Irr(S)L correspond pour tout S au sous-ensemble de Irr(XL) forme´ des
composantes dont l’image sur Z est incluse dans S.
ii) Soit S ∈ Irr(X) et soit S′ sa normalisation ; il existe une bijection fonc-
torielle en L entre Irr(SL) et Spec (s(S
′)⊗k L) ; en particulier Irr(SL) est fini
de cardinal infe´rieur ou e´gal a` [s(S′) : k].
iii) Soit S ∈ Irr(X). Si T est une composante irre´ductible de XL qui ap-
partient a` Irr(SL) modulo la bijection de i) son image sur X est en fait e´gale a`
S.
iv) Soit S ∈ Irr(X) et soit S′ sa normalisation. Si L de´ploie s(S′) alors
toute composante irre´ductible de SL est un espace L-analytique ge´ome´triquement
irre´ductible.
v) Soit T ∈ Irr(XL). L’ensemble des sous-corps complets E de L contenant
k tels que T provienne de E admet un plus petit e´le´ment, qui est fini et se´parable
sur k ; on l’appelle le corps de de´finition de T .
vi) Soit E l’ensemble des sous-corps complets E de L contenant k tels que
toute composante irre´ductible T de XL provienne de E ; l’ensemble E admet un
plus petit e´le´ment F ; la fermeture alge´brique de k dans F est dense dans F ; si
Irr(X) est fini alors Irr(X)L est fini et F est fini et se´parable sur k.
vii) Si Irr(X) est un ensemble fini il existe une extension finie et se´parable K
de k telle que toute composante irre´ductible de XK soit un espace K-analytique
ge´ome´triquement irre´ductible.
(7.27) Commentaire. Il re´sulte de l’e´nonce´ i) du the´ore`me ci-dessus que
l’ensemble E de son e´nonce´ vi) peut e´galement eˆtre de´fini comme l’ensemble
des sous-corps complets E de L contenant k tels que Irr(XL) → Irr(XE) soit
bijectif, ainsi que comme l’ensemble des sous-corps complets E de L contenant
k tels que S⊗̂EL soit irre´ductible pour toute composante irre´ductible S de XE .
(7.28) De´monstration du the´ore`me 7.26.
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(7.28.1) Preuve de i). Il s’agit simplement d’une reformulation du lemme 4.28.
(7.28.2) Preuve de iii). Cette assertion a de´ja` e´te´ e´tablie : elle est contenue
dans l’e´nonce´ iii) de la proposition 7.24 ci-dessus.
(7.28.3) Preuve de ii), iv), v) et vi). On les de´duit formellement de la propo-
sition 7.24 et des e´nonce´s correspondants du the´ore`me 7.20. 
A` propos des espaces ge´ome´triquement re´duits
Le but de ce qui suit est d’expliquer brie`vement, par un contre-exemple
simple (cf. [15], §3.3) pourquoi les e´quivalences entre les proprie´te´s iii) et v) des
the´ore`mes 7.14 et 7.16, respectivement relatifs a` la connexite´ et a` l’irre´ductibilite´,
ne subsistent pas lorsqu’on s’inte´resse a` la proprie´te´ d’eˆtre re´duit. On suppose
que la caracte´ristique de k est non nulle ; elle co¨ıncide donc avec l’exposant
caracte´ristique p de k.
(7.29) Lemme. Soit (ai)i∈N une suite d’e´le´ments de k telle que |ai| tende
vers ze´ro quand i tend vers l’infini. Posons A = k{T }[τ ]/(τp −∑ aiT pi). Les
propositions suivantes sont e´quivalentes :
i) l’anneau A est re´duit ;
ii) il existe i tel que ai /∈ kp.
De´monstration. Soit F le corps des fractions de k{T }. Le morphisme d’an-
neaux k{T } → A est fini et fide`lement plat. Comme k{T } est re´gulier (cf.
lemme 2.1), il est de Cohen-Macaulay et A satisfait la proprie´te´ S1. En vertu
du crite`re de Serre, il est donc re´duit si et seulement si il satisfait R0, c’est-a`-dire
si et seulement si l’anneau local artinien A ⊗k{T} F est re´duit, soit encore si et
seulement si
∑
aiT
pi /∈ F p. D’autre part
∑
aiT
pi ∈ F p ⇐⇒
∑
aiT
pi ∈ k{T }p ⇐⇒ ai ∈ kp pour tout i,
la premie`re e´quivalence re´sultant de la normalite´ de k{T } et la seconde d’un
calcul imme´diat ; le lemme s’ensuit aussitoˆt. 
(7.30) Un exemple. Soit (ri) une suite de re´els strictement positifs tendant
vers ze´ro quand i tend vers l’infini. Prenons pour k le comple´te´ de Fp(ai)i∈N
pour la valeur absolue qui envoie un poynoˆme
∑
λIa
I sur max |λI |rI . La famille
(ai) est par construction une p-base topologique de k sur k
p, et est en particulier
libre sur le corps kp. Soit X l’espace k-affino¨ıde M (k{T }[τ ]/(τp −∑ aiT pi) ).
Il re´sulte du lemme pre´ce´dent que Xcka n’est pas re´duit.
Soit K une extension finie de k. Comme [Kp : kp] = [K : k], le kp-espace
vectoriel Kp est de dimension finie, et il en va de meˆme de son sous-kp-espace
vectoriel Kp ∩ k. Par conse´quent, il existe i tel que ai n’appartienne pas a` Kp.
Le lemme ci-dessus assure alors que XK est re´duit.
(7.31) Remarque. Nous renvoyons le lecteur au paragraphe 3.3 de [15] pour
un contre-exemple dans le meˆme esprit concernant la normalite´ : Conrad y
construit, pour tout nombre premier impair p, un corps ultrame´trique complet
F de caracte´ristique p et un espace F -analytique X qui est ge´ome´triquement
re´duit, qui est tel que XK soit normal pour toute extension finie K de F , mais
qui n’est pas ge´ome´triquement normal.
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8 Quelques proprie´te´s stables par produit
(8.1) The´ore`me. Soit P une proprie´te´ des anneaux locaux noethe´riens ap-
partenant a` l’un des trois ensembles S , Q et R de´finis au 0.30. Soit X un
espace k-analytique, soit L une extension comple`te de k et soit Y un espace
L-analytique ; soit Z l’espace L-analytique X ×k Y . Soit z ∈ Z et soient x et y
ses images respectives sur X et Y . Si X satisfait P ge´ome´triquement en x et si
Y satisfait P ge´ome´triquement en y, alors Z satisfait P ge´ome´triquement en z.
De´monstration. Comme X ×k Y ≃ XL ×L Y on peut remplacer k par L
et donc supposer que L = k. On peut ve´rifier l’assertion apre`s extension des
scalaires, et donc faire l’hypothe`se que k est alge´briquement clos ; il suffit de
traiter le cas ou` X et Y sont affino¨ıdes.
Soit X (resp. Y , resp. Z ) le spectre de l’alge`bre des fonctions analytiques
sur X (resp. Y , resp. Z) et soit x (resp. y, resp. z) l’image de x (resp. y, resp.
z) sur X (resp. Y , resp. Z ).
(8.1.1) Re´duction au cas ou` OX ,x et OY ,y sont des corps. Le sche´ma Z est
plat sur X par le lemme 0.38 ; comme OX ,x satisfait P, il suffit de prouver que
pour tout ide´al premier p de OX ,x l’anneau OZ ,z⊗OX ,x κ(p) satisfait P ; fixons
un tel p.
Soit T le sous-sche´ma ferme´ irre´ductible et re´duit de X dont le point
ge´ne´rique t correspond a` p ; de´signons par W le produit fibre´ Z ×X T . L’an-
neau OZ ,z ⊗OX ,x κ(p) satisfait P si et seulement si pour toute ge´ne´risation w
de z situe´e au-dessus de t l’anneau local OW ,w satisfait P ; soit donc w une telle
ge´ne´risation.
Soit T le sous-espace analytique ferme´ de X correspondant a` T ; remarquons
que le sche´ma W s’identifie au spectre de l’anneau des fonctions analytiques sur
W := Z ×X T = Y ×k T . Choisissons un ante´ce´dent w de w sur W ; son image
y′ sur Y est une ge´ne´risation de Zariski de y, et Y satisfait donc P en y′ ; l’image
t de w sur T est situe´e au-dessus du point ge´ne´rique t du sche´ma inte`gre T . Il
nous suffit maintenant de montrer queW satisfait P en w ; on est ainsi revenu au
proble`me initial, mais (X,Y, x, y, z) a e´te´ remplace´ par (T, Y, t, y′, w). Le bilan
de cette ope´ration est le suivant : on peut, en modifiant X, en conservant Y et
en remplac¸ant y par l’une de ses ge´ne´risations de Zariski, se ramener au cas ou`
OX ,x est un corps. On re´applique le proce´de´, mais cette fois-ci a` Y ; l’espace
X n’est plus modifie´ ; le point x est e´ventuellement remplace´ par l’une de ses
ge´ne´risations de Zariski, mais celle-ci est encore ne´cessairement situe´e au-dessus
de x, puisque OX ,x est un corps.
On se retrouve finalement bien dans la situation ou` OX ,x et OY ,y sont des
corps.
(8.1.2) Preuve du the´ore`me lorsque OX ,x et OY ,y sont des corps. Le corps k
e´tant alge´briquement clos, X est quasi-lisse en x et Y est quasi-lisse en y par la
prop. 6.3. Les proprie´te´s de base du faisceau des formes diffe´rentielles ([3], §3.3)
assurent que
dimH (z) Ω
1
Z/k ⊗H (z) = dimH (x) Ω1X/k ⊗H (x) + dimH (y) Ω1Y/k ⊗H (y).
Ce dernier terme est e´gale a` dimx X + dimy Y en vertu de la quasi-lissite´ de
X en x et de Y en y, et donc a` dimz Z d’apre`s le lemme 0.39 ; le lemme 6.2
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permet alors de conclure que Z est re´gulier en z ; il y satisfait a fortiori P, et le
the´ore`me est de´montre´. 
(8.2) Commentaire. Il est vraisemblable que le the´ore`me ci-dessus reste vrai si
l’on se contente de supposer que Y satisfait simplement (i.e. non ne´cessairement
ge´ome´triquement) la proprie´te´ P en y ; nous espe´rons le de´duire d’un travail en
cours sur la platitude en ge´ome´trie de Berkovich.
(8.3) Lemme. Soient X et Y deux espaces k-analytiques connexes. Supposons
qu’il existe un G-recouvrement (Xi) de X et un G-recouvrement (Yj) de Y tels
que Xi ×k Yj soit connexe pour tout couple (i, j). Alors X ×k Y est connexe.
De´monstration. Soient z et z′ deux points de X ×k Y , soient x et x′ (resp.
y et y′) leurs images respectives sur X (resp. Y ). Soit i (resp. j, resp. i′, resp.
j′) un indice tel que x ∈ Xi (resp. y ∈ Yj , resp. x′ ∈ Xi′ , resp. y′ ∈ Yj′ ).
Comme X est connexe, il existe une famille finie i0 = i, i1, . . . , ir = i
′ d’indices
telle que Xil ∩ Xil+1 6= ∅ pour tout l compris entre 0 et r − 1. De meˆme, il
existe une famille finie j0 = j, j1, . . . , js = j
′ d’indices telle que Yjλ ∩ Yjλ+1 6= ∅
pour tout λ compris entre 0 et s−1. Munissons {0, . . . , r}×{0, . . . , s} de l’ordre
lexicographique pour lequel (par exemple) la premie`re coordonne´e donne le ton ;
dans la famille (Xil ×k Yjλ)(l,λ), chacun des domaines rencontre le suivant, le
premier contient z et le dernier z′. Comme ils sont tous connexes, z et z′ sont
situe´s sur la meˆme composante connexe de X ×k Y . 
(8.4) The´ore`me. Soit X un espace k-analytique, soit L une extension comple`te
de k et soit Y un espace L-analytique. Supposons X ge´ome´triquement connexe
(resp. ge´ome´triquement irre´ductible) et Y connexe (resp. irre´ductible). Le pro-
duit X ×k Y est alors connexe (resp. irre´ductible).
De´monstration. Comme X ×k Y ≃ XL ×L Y on peut remplacer k par L et
donc se ramener au cas ou` L = k ; on peut supposer, pour l’assertion relative a`
la connexite´, que X et Y sont non vides.
(8.4.1) Re´duction au cas ou` X et Y sont tous deux ge´ome´triquement connexes
(resp. ge´ome´triquement irre´ductibles). Soit K une extension finie galoisienne
de k de´ployant s(Y ) (resp. s(Y ′), ou` Y ′ est la normalisation de Y ), et soit Γ
le groupe de Galois de K sur k. D’apre`s l’e´nonce´ ii) du the´ore`me 7.20 (resp.
l’e´nonce´ ii) du the´ore`me 7.26), le Γ-ensemble des composantes connexes (resp.
irre´ductibles) de YK est en bijection avec le Γ-ensemble des ide´aux maximaux
de K ⊗k s(Y ) (resp. K ⊗k s(Y ′)) et est en particulier transitif.
Soit {Yi}i l’ensemble des composantes connexes (resp. irre´ductibles) de YK .
Supposons que l’on ait montre´ que XK ×K Yi est connexe (resp. irre´ductible)
pour tout i. Sous cette hypothe`se E := {XK ×K Yi}i est un Γ-ensemble fini qui
est constitue´ d’ouverts ferme´s non vides, connexes et deux a` deux disjoints de
(X ×k Y )K (resp. de ferme´s de Zariski irre´ductibles de (X ×k Y )K deux a` deux
non comparables pour l’inclusion) qui recouvrent (X×k Y )K ; les e´le´ments de E
sont donc les composantes connexes (resp. irre´ductibles) de (X×k Y )K ; comme
Γ agit transitivement sur {Yi}i, il agit transitivement sur E et X ×k Y est de
ce fait connexe (resp. irre´ductible).
Il suffit donc, pour e´tablir notre the´ore`me, de prouver que XK ×K Yi est
connexe (resp. irre´ductible) pour tout i. Comme K de´ploie s(Y ) (resp. s(Y ′)),
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il re´sulte de l’e´nonce´ iv) du the´ore`me 7.20 (resp. de l’e´nonce´ iv) du the´ore`me
7.26) que les Yi sont ge´ome´triquement connexes (resp. irre´ductibles).
L’on peut donc se contenter de de´montrer que le produit de deux espaces
analytiques ge´ome´triquement connexes (resp. ge´ome´triquement irre´ductibles)
sur un meˆme corps de base est connexe (resp. irre´ductible) ; autrement dit,
nous nous sommes ramene´ au cas ou` X et Y sont tous deux ge´ome´triquement
connexes (resp. ge´ome´triquement irre´ductibles).
(8.4.2) Preuve de l’assertion relative a` la connexite´ lorsque X et Y sont tous
deux ge´ome´triquement connexes. Quitte a` e´tendre les scalaires, on peut supposer
que k est alge´briquement clos. Le lemme 8.3 ci-dessus permet de se ramener au
cas ou`X et Y sont affino¨ıdes. Pour tout point y de Y la fibre (X×kY )y s’identifie
a` XH (y) et est donc connexe. La projection X ×k Y → Y e´tant compacte, a`
image connexe et a` fibres connexes, l’espace X ×k Y est connexe.
(8.4.3) Preuve de l’assertion relative a` l’irre´ductibilite´ lorsque lorsque X et Y
sont tous deux ge´ome´triquement irre´ductibles. Quitte a` e´tendre les scalaires, on
peut supposer que k est alge´briquement clos. Comme X et Y sont irre´ductibles,
leurs normalisations X ′ et Y ′ sont connexes ; le produit X ′ ×k Y ′ est donc
connexe en vertu du 8.4.2 ci-dessus ; le the´ore`me 8.1 assure que X ′ ×k Y ′ est
normal ; en conse´quence,X ′×kY ′ est irre´ductible. La fle`che X ′×kY ′ → X×kY
e´tant surjective, X ×k Y est irre´ductible. 
(8.5) Corollaire. Soit X un espace k-analytique ge´ome´triquement connexe et
non vide (resp. ge´ome´triquement irre´ductible), soit L une extension comple`te
de k et soit Y un espace L-analytique. Soit (Yi) la famille des composantes
connexes (resp. irre´ductibles) de Y . Les X ×k Yi sont alors les composantes
connexes (resp. irre´ductibles) de X ×k Y .
De´monstration. Traitons tout d’abord l’assertion relative a` la connexite´. Les
X ×k Yi sont des ouverts ferme´s de X ×k Y qui sont non vides, connexes en
vertu du the´ore`me pre´ce´dent, et deux a` deux disjoints ; comme ils recouvrent
X ×k Y , ce sont ses composantes connexes.
Traitons maintenant l’assertion relative a` l’irre´ductibilite´. Les X ×k Yi sont
des ferme´s de Zariski de X ×k Y qui le recouvrent, sont deux a` deux non com-
parables pour l’inclusion, et sont irre´ductibles en vertu du the´ore`me pre´ce´dent.
Comme {X ×k Yi}i est un ensemble G-localement fini de ferme´s de Zariski
de X ×k Y d’apre`s le 4.18, les X ×k Yi sont les composantes irre´ductibles de
X ×k Y . 
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