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A SYMMETRY RESULT FOR SEMILINEAR
COOPERATIVE ELLIPTIC SYSTEMS
LUCIO DAMASCELLI, FRANCESCA GLADIALI,
AND FILOMENA PACELLA
Abstract. In this paper we prove symmetry results for classical
solutions of nonlinear cooperative elliptic systems in a ball or in
annulus in RN , N ≥ 2. More precisely we prove that solutions
having Morse index j ≤ N−1 are foliated Schwarz symmetric if the
nonlinearity has a convex derivative and a full coupling condition
is satisfied along the solution.
1. Introduction and statement of the results
We consider a semilinear elliptic system of the type
(1.1)
{
−∆U = F (|x|, U) in Ω
U = 0 on ∂Ω
where F = (f1, . . . , fm) is a function belonging to C
1,α([0,+∞) ×
R
m;Rm), Ω is a bounded domain in RN and U = (u1, . . . , um) is a
vector valued function in Ω, m,N ≥ 2.
Systems of this type arise in many applications in different fields (see
e.g. [15], [16]).
In this paper we continue the study of the symmetry of solutions of
(1.1) in rotationally symmetric domains, namely when Ω is a ball or
an annulus, started in [7].
We recall that if Ω is a ball and the system is cooperative then in
[5], [8], [9], [23] it is proved that every positive solution U (i.e. ui > 0
for any i = 1, . . .m) is radial and radially decreasing if every fi is
non increasing with respect to |x|. This result is obtained through
the famous ”moving plane method” ([21]), as in the scalar case ([11]).
However this method does not allow neither to consider sign changing
solutions nor nonlinearities which are not radially nonincreasing with
respect to |x|. Moreover, as it is a continuation method, it does not
provide symmetry results in the annulus.
Another symmetry result for cooperative systems in a ball, obtained
by the symmetrization method, is proved in [13].
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In the scalar case a different approach was introduced in [17] and
later extended in [19] and [12] (see also [18]) which allows to cover
cases which cannot be treated by using the moving plane method. This
approach is essentially based on Morse index considerations and on
some convexity properties of the nonlinearity. The symmetry obtained
for the solutions of (1.1) with this method is an axially symmetry which
is indeed what one expects.
It is then natural to try to extend the method of [17] to the case of
systems like (1.1). However this extension presents several difficulties,
as we explain below, and cannot be done straightforwardly. In [7]
we obtained symmetry results in this direction for solutions of (1.1)
imposing some assumptions on the nonlinearity which in particular
imply that it is convex in all variables. For some kind of systems (e.g.
power type odd nonlinearities) this hypothesis does not allow to get
symmetry of sign changing solutions.
Here we will consider other type of nonlinearities, as in [12], which
cover this case. Moreover in [7], if m ≥ 3 the nonlinearity should
be the sum of functions depending only on two variables. For the
nonlinearities we consider here we do not need this assumption.
To present our results and to be more precise we need some prelim-
inary definitions.
DEFINITION 1.1. Let Ω be a rotationally symmetric domain in
R
N , N ≥ 2. We say that a continuous vector valued function U =
(u1, . . . , um) : Ω → R
m is foliated Schwarz symmetric if each compo-
nent ui is foliated Schwarz symmetric with respect to the same vector
p ∈ RN . In other words there exists a vector p ∈ RN , |p| = 1, such
that U(x) depends only on r = |x| and θ = arccos
(
x
|x|
· p
)
and U is
(componentwise) nonincreasing in θ.
Remark 1.1. Let us observe that if U is a solution of (1.1) and the
system satisfies some coupling conditions, as required in Theorem 1.2,
then the foliated Schwarz symmetry of U implies that either U is ra-
dial or it is strictly decreasing in the angular variable θ. This will be
deduced by the proof of Theorem 1.2.
DEFINITION 1.2. Let U be a C2(Ω;Rm) solution of (1.1).
i) We say that U is linearized stable (or that it has zero Morse
index) if the quadratic form
QU (Ψ; Ω) =
∫
Ω
[
|∇Ψ|2 − JF (|x|, U)(Ψ,Ψ)
]
dx =
∫
Ω
[
m∑
i=1
|∇ψi|
2 −
m∑
i,j=1
∂fi
∂uj
(|x|, U(x))ψiψj
]
dx ≥ 0
(1.2)
for any Ψ = (ψ1, . . . , ψm) ∈ C
1
c (Ω;R
m) where JF (x, U) is the
jacobian matrix of F computed at U .
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ii) U has (linearized) Morse index equal to the integer µ = µ(U) ≥
1 if µ is the maximal dimension of a subspace of C1c (Ω;R
m)
where the quadratic form is negative definite.
iii) U has infinite (linearized) Morse index if for any integer k there
is a k-dimensional subspace of C1c (Ω;R
m) where the quadratic
form is negative definite.
DEFINITION 1.3. • We say that the system (1.1) is coopera-
tive or weakly coupled in an open set Ω′ ⊆ Ω if
∂fi
∂uj
(|x|, u1, . . . , um) ≥ 0 ∀ (x, u1, . . . , um) ∈ Ω
′ × Rm
for any i, j = 1, . . . , m with i 6= j.
• We say that the system (1.1) is fully coupled along a solution U
in an open set Ω′ ⊆ Ω if it is cooperative in Ω′ and in addition
∀I, J ⊂ {1, . . . , m} such that I 6= ∅, J 6= ∅, I ∩ J = ∅, I ∪ J =
{1, . . . , m} there exist i0 ∈ I, j0 ∈ J such that
meas ({x ∈ Ω′ :
∂fi0
∂uj0
(|x|, U(x)) > 0}) > 0
Note that the previous definition means that the linearized system
at a solution U is weakly or fully coupled.
Let e ∈ SN−1 be a direction, i.e. e ∈ RN , |e| = 1, and let us define
the set
Ω(e) = {x ∈ Ω : x · e > 0}
In [7] we proved the following result
THEOREM 1.1 ( [7] ). Let Ω be a ball or an annulus in RN , N ≥
2, and let U ∈ C3,α(Ω;Rm) be a solution of (1.1) with Morse index
µ(U) ≤ N . Moreover assume that:
i) The system is fully coupled along U in Ω(e), for any e ∈ SN−1.
ii) For any i, j = 1, . . .m ∂fi
∂uj
(|x|, u1, . . . , um) is nondecreasing in
each variable uk, k = 1, . . . , m, for any |x| ∈ Ω.
iii) if m ≥ 3 then, for any i ∈ {1, . . . , m}, fi(|x|, u1, . . . , um) =∑
k 6=i gik(|x|, ui, uk) where gik ∈ C
1,α([0,+∞)× R2).
Then U is foliated Schwarz symmetric and if U is not radial then it is
strictly decreasing in the angular variable (see Definition 1.1).
The monotonicity hypothesis ii) implies that each fi is convex with
respect to each variable uj, i, j = 1, . . . , m.
Note that the regularity of the solution U in Theorem 1.1, as in the
next one, is a consequence of the regularity of the nonlinearity F which
is assumed to be of class C1,α. Moreover it implies that the derivatives
of U are classical solutions of the linearized system which is used in the
proof.
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Though the results of Theorem 1.1 also applies to sign changing
solutions of (1.1) there are cases when the nonlinearity F , if considered
on the whole Rm is not convex in the uk variables. This is, for example,
the case of
F (u1, u2) = (f1(u1, u2), f2(u1, u2)) = (|u2|
p−2u2, |u1|
q−2u1) , p, q > 1
As announced we consider here other nonlinearities which cover this
case and we also do not assume iii) of Theorem 1.1 when m ≥ 3. More
precisely our symmetry results are the following.
THEOREM 1.2. Let Ω be a ball or an annulus in RN , N ≥ 2, and let
U ∈ C3,α(Ω;Rm) be a solution of (1.1) with Morse index µ(U) ≤ N−1.
Moreover assume that:
i) The system is fully coupled along U in Ω
ii) For any i, j = 1, . . .m the function ∂fi
∂uj
(|x|, S) is convex in S =
(s1, . . . , sm):
∂fi
∂uj
(|x|, tS ′ + (1− t)S ′′) ≤ t
∂fi
∂uj
(|x|, S ′) + (1− t)
∂fi
∂uj
(|x|, S ′′)
for any t ∈ [0, 1], S ′, S ′′ ∈ Rm and x ∈ Ω.
Then U is foliated Schwarz symmetric and if U is not radial then it is
strictly decreasing in the angular variable (see Definition 1.1).
Remark 1.2. As observed before the assumption ii) of Theorem 1.2
allows to get the symmetry of solutions in cases not covered by Theorem
1.1 and also to remove the assumption iii) for m ≥ 3.
On the contrary the assumption on the Morse index is more restrictive
since we require µ(U) ≤ N − 1. Note that in the scalar case, in [19]
(see also [12], [18]) we could get the symmetry result up to Morse index
less than or equal to N . For systems some serious difficulty arises and
we are not able to consider the case µ(U) = N .
THEOREM 1.3. Under the assumptions of Theorem 1.2 assume that
U is a nonradial solution of (1.1) and either
a) U has Morse index one
or
b) there exist i0, j0 ∈ {1, . . . , m} such that the function
∂fi0
∂uj0
(|x|, S)
satisfies the following strict convexity assumption:
(1.3)
∂fi0
∂uj0
(|x|, tS ′ + (1− t)S ′′) < t
∂fi0
∂uj0
(|x|, S ′) + (1− t)
∂fi0
∂uj0
(|x|, S ′′)
for any t ∈ (0, 1), whenever x ∈ Ω and S ′, S ′′ ∈ Rm satisfy
s′k 6= s
′′
k for any k ∈ {1, . . . , m}.
Then necessarily
(1.4)
m∑
j=1
∂fi
∂uj
(r, U(r, θ))
∂uj
∂θ
(r, θ) =
m∑
j=1
∂fj
∂ui
(r, U(r, θ))
∂uj
∂θ
(r, θ)
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for any i = 1, . . . , m, whith (r, θ) as in Definition 1.1.
In particular if m = 2 then (1.4) implies that
(1.5)
∂f1
∂u2
(|x|, U(x)) =
∂f2
∂u1
(|x|, U(x)) , ∀ x ∈ Ω .
Note that (1.4) and (1.5) were also deduced in [7] under the assump-
tions of Theorem 1.1 but only for Morse index one solutions.
Remark 1.3 (Radial symmetry of stable solutions). The symmetry
result of Theorem 1.2 holds in particular for stable solutions of (1.1).
However in this case it is easy to get that the solution is radial
without any assumption on the nonlinearity (see [7], Theorem 1.2).
The general strategy to get symmetry results for systems, using the
ideas of [17] and [19] for the scalar case, is described in [7]. Let us just
point out here that one of the main difficulties encountered is that the
linearized operator LU (see Section 3 for the definition) is not in general
selfadjoint, due to the fact that the Jacobian matrix JF (|x|, U) is not
symmetric. To bypass this difficulty, as in [7] we associate to JF (|x|, U)
its symmetric part 1
2
(JF (|x|, U) + J
t
F (|x|, U)) where J
t
F is the transpose
of the matrix JF . To this symmetric part is associated a selfadjoint
operator L˜U whose spectrum can be variationally characterized. The
crucial, simple remark in [7] is that the quadratic form associated to
the linearized operator LU is the same as the quadratic form associated
to L˜U .
Obviously if the jacobian matrix JF (|x|, U) is symmetric the two linear
operators coincide. This happens, for example, when the system is of
gradient type, i.e. when F = ∇g for some scalar function g (see [9]),
since, in this case, the linearized operator corresponds to the second
derivative of a suitable associated functional.
However this is not the case for many interesting systems, like e.g.
the so called hamiltonian systems (see [9]).
We refer to [7] for further comments on this issue and on the analysis
of the Morse index of solutions of (1.1).
The outline of the paper is the following. In Section 2 we recall some
definitions and results about linear systems. In Section 3 we prove
some preliminary results for solutions of (1.1) and prove Theorem 1.2
and Theorem 1.3. Finally in Section 4 we present a few examples.
2. Preliminaries on linear systems
In this section we recall several known results, almost all are proved
in the paper [7].
Let Ω be any smooth bounded domain in RN , N ≥ 2, and D a m×m
matrix with bounded entries:
(2.1) D = (dij)
m
i,j=1 , dij ∈ L
∞(Ω)
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Let us consider the linear elliptic system
(2.2)
{
−∆U +D(x)U = F in Ω
U = 0 on ∂Ω
i.e. 

−∆u1 + d11u1 + · · ·+ d1mum = f1 in Ω
. . . . . . . . .
−∆um + dm1u1 + · · ·+ dmmum = fm in Ω
u1 = · · · = um = 0 on ∂Ω
where F = (f1, . . . , fm) ∈ (L
2(Ω))m, U = (u1, . . . , um).
This kind of linear system appears in the linearization of the semilinear
elliptic system (1.1).
DEFINITION 2.1. The system (2.2) is said to be
• cooperative or weakly coupled in Ω if
(2.3) dij ≤ 0 a.e. in Ω, whenever i 6= j
• fully coupled in Ω if it is weakly coupled in Ω and the following
condition holds:
∀ I, J ⊂ {1, . . . , m} , I, J 6= ∅ , I ∩ J = ∅ , I ∪ J = {1, . . . , m}
∃i0 ∈ I , j0 ∈ J : meas ({x ∈ Ω : di0j0 < 0}) > 0
(2.4)
It is well known that either condition (2.3) or conditions (2.3) and
(2.4) together are needed in the proofs of maximum principles for sys-
tems (see [8], [10], [22] and the references therein). In particular if both
are fulfilled the strong maximum principle holds as it is shown in the
next theorem.
Notation remark: here and in the sequel inequalities involving
vectors should be understood to hold componentwise, e.g. if Ψ =
(ψ1, . . . , ψm), Ψ nonnegative means that ψj ≥ 0 for any index j =
1, . . . , m.
THEOREM 2.1. (Strong Maximum Principle and Hopf’s Lemma).
Suppose that (2.1), (2.3) and (2.4) hold and U = (u1, . . . , um) ∈ C
1(Ω;Rm)
is a weak solution of the inequality
−∆U +D(x)U ≥ 0 in Ω
i.e.
(2.5)∫
Ω
∇U ·∇Ψ+D(x)(U,Ψ) =
∫
Ω
[
m∑
i=1
∇ui · ∇ψi +
m∑
i,j=1
dij(x)uiψj
]
dx ≥ 0
for any nonnegative Ψ = (ψ1, . . . , ψm) ∈ C
1
c (Ω;R
m).
If U ≥ 0 in Ω, then either U ≡ 0 in Ω or U > 0 in Ω. In the latter
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case if P ∈ ∂Ω and U(P ) = 0 then ∂U
∂ν
(P ) < 0, where ν is the unit
exterior normal vector at P .
We are interested in the quadratic form associated to system (2.2),
namely
Q(Ψ; Ω) =
∫
Ω
[
|∇Ψ|2 +D(x)(Ψ,Ψ)
]
dx =
∫
Ω
[
m∑
i=1
|∇Ψi|
2 +
m∑
i,j=1
dij(x)ΨiΨj
]
dx
(2.6)
for Ψ ∈ C1c (Ω;R
m) ( or Ψ ∈ H10 (Ω;R
m) ).
It is easy to see that this quadratic form coincides with the quadratic
form associated to the symmetric system
(2.7)
{
−∆U + C(x)U = F in Ω
U = 0 on ∂Ω
i.e. 

−∆u1 + c11u1 + · · ·+ c1mum = f1
. . . . . . . . .
−∆um + cm1u1 + · · ·+ cmmum = fm
where
(2.8) C =
1
2
(D +Dt) i.e. C = (cij), cij =
1
2
(dij + dji)
So to study the sign of the quadratic form Q we can also use the prop-
erties of the symmetric system (2.7).
Therefore we review briefly the spectral theory for this kind of sim-
metric systems, and use it to prove some results that we need for the
possible nonsymmetric system (2.2).
Remark 2.1. If system (2.2) is cooperative, respectively fully coupled,
so is the associate symmetric system (2.7).
Let Ω be a bounded domain in RN , N ≥ 2, and consider for m ≥ 1
the Hilbert spaces L2 = L2(Ω) = (L2(Ω))
m
, H10 = H
1
0(Ω) = (H
1
0 (Ω))
m
,
where if f = (f1, . . . , fm), g = (g1, . . . , gm) the scalar products are
defined by
(f, g)
L
2 =
m∑
i=1
(fi, gi)L2(Ω) =
m∑
i=1
∫
Ω
fi gi dx
(f, g)H1
0
=
m∑
i=1
(fi, gi)H1
0
(Ω) =
m∑
i=1
∫
Ω
∇fi · ∇gi dx
(2.9)
Let C = C(x) = (cij(x))
m
i,j=1 a symmetric matrix whose elements are
bounded functions:
(2.10) cij ∈ L
∞ , cij = cji a.e. in Ω
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and consider the bilinear form
(2.11)
B(U,Φ) =
∫
Ω
[∇U · ∇Φ + C(U,Φ)] =
∫
Ω
[
m∑
i=1
∇ui · ∇φi +
m∑
i,j=1
cijuiφj
]
As recalled and discussed in [7], by the spectral theory of selfadjoint
operators there exist a sequence {λj} of eigenvalues, with −∞ < λ1 ≤
λ2 ≤ . . . , limj→+∞ λj = +∞, and a corresponding sequence of eigen-
functions {W j}, W j ∈ H10 ∩ C
1(Ω;Rm) that weakly solve the systems
(2.12)
{
−∆W j + CW j = λjW
j in Ω
W j = 0 on ∂Ω
i.e. if W j = (w1, . . . , wm)

−∆w1 + c11w1 + · · ·+ c1mwm = λjw1
. . . . . . . . .
−∆wm + cm1w1 + · · ·+ cmmwm = λjwm
that satisfy the following properties. In what follows if Ω′ is a subdo-
main of Ω we denote by λk(Ω
′) the eigenvalues of the same system with
Ω substituted by Ω′.
PROPOSITION 2.1. Suppose that C = (cij)
m
i,j=1 satisfies (2.10),
and let {λj}, {W
j} be the sequences of eigenvalues and eigenfunctions
that satisfy (2.12).
Define the Rayleigh quotient
(2.13) R(V ) =
B(V, V )
(V, V )L2
for V ∈ H10 V 6= 0
with B(., .) as in (2.11). Then the following properties hold, where Vk
denotes a k-dimensional subspace of H10 and the orthogonality condi-
tions V⊥Wk or V⊥Vk stand for the orthogonality in L
2.
i) λ1 = min V ∈H1
0
, V 6=0R(V ) = min V ∈H1
0
, (V,V )
L2
=1B(V, V )
ii) λm = min V ∈H1
0
, V 6=0 , V⊥W1,...,V⊥Wm−1R(V )
= min V ∈H1
0
, (V,V )
L2
=1 , V⊥W1,...,V⊥Wm−1B(V, V ) if m ≥ 2
iii) λm = min Vm max V ∈Vm , V 6=0R(V )
iv) λm = max Vm−1 min V⊥∈Vm−1 , V 6=0R(V )
v) If W ∈ H10, W 6= 0, and R(W ) = λ1, then W is an eigenfunc-
tion corresponding to λ1.
vi) lim meas (Ω′)→0 λ1(Ω
′) = +∞
vii) If the system is cooperative in Ω and W is a first eigenfunction,
then W+ and W− are eigenfunctions, if they do not vanish.
viii) If the system is fully coupled in Ω, then the first eigenfunction
does not change sign in Ω and the first eigenvalue is simple,
i.e. up to scalar multiplication there is only one eigenfunction
corresponding to the first eigenvalue.
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ix) Assume that the system is fully coupled in Ω, C ′ =
(
c′ij
)m
i,j=1
is another matrix that satisfies (2.10), and let {λ′k}, be the
sequence of eigenvalues of the corresponding system. If cij ≥ c
′
ij
for any i, j = 1, . . . , m then λ1 ≥ λ
′
1.
Let us turn back to the (possibly) nonsymmetric cooperative system
(2.2) with the matrix D = (dij)
m
i,j=1 satisfying
(2.14) dij ∈ L
∞(Ω) , dij ≤ 0 , whenever i 6= j
In the sequel we shall indicate by λ
(s)
j = λ
(s)
j (−∆ +D; Ω) the eigen-
values of the associated symmetric system (2.7). Analogously the cor-
responding eigenfunctions will be indicated by W
(s)
j .
We also denote the bilinear form associated with the symmetric system
(2.7) by
Bs(U,Φ) =
∫
Ω
[∇U · ∇Φ + C(U,Φ)] =
∫
Ω
[
m∑
i=1
∇ui · ∇φi +
m∑
i,j=1
cijuiφj
]
As already remarked, the quadratic form (2.6) associated to the system
(2.2) coincides with that associated to system (2.7), i.e.
Q(Ψ; Ω) =
∫
Ω
|∇Ψ|2 +D(x)(Ψ,Ψ) = Bs(Ψ,Ψ)
if Ψ ∈ H10 (Ω;R
m).
DEFINITION 2.2. We say that the maximum principle holds for the
operator −∆+D in an open set Ω′ ⊆ Ω if any U ∈ H1(Ω′) such that
• U ≤ 0 on ∂Ω′ (i.e. U+ ∈ H10(Ω
′))
• −∆U +D(x)U ≤ 0 in Ω′ (i.e.
∫
∇U · ∇Φ+D(x)(U,Φ) ≤ 0 for
any nonnnegative Φ ∈ H10(Ω
′))
satisfies U ≤ 0 a.e. in Ω.
Let us denote by λ
(s)
j (Ω
′) > 0 the sequence of the eigenvalues of the
symmetric system in an open set Ω′ ⊆ Ω.
THEOREM 2.2. [Sufficient condition for weak maximum principle]
Under the hypothesis (2.14), if λ
(s)
1 (Ω
′) > 0 then the maximum princi-
ple holds for −∆+D in Ω′ ⊆ Ω.
Almost immediate consequences of the previous theorem are the fol-
lowing ”Classical” and ”Small measure” forms of the weak maximum
principle (see [6], [10], [20], [22]).
COROLLARY 2.1. i) If (2.3) holds and D is a.e. nonnegative
definite in Ω′ then the maximum principle holds for −∆+D in
Ω′.
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ii) There exists δ > 0, depending on D, such that for any sub-
domain Ω′ ⊆ Ω the maximum principle holds for −∆ + D in
Ω′ ⊆ Ω provided |Ω′| ≤ δ.
Obviously the converse of Theorem 2.2 holds if D = C is symmetric:
if the maximum principle holds for −∆ + C in Ω′ then λ
(s)
1 (Ω
′) > 0.
In fact if λ
(s)
1 (Ω
′) ≤ 0 since the system is cooperative (and symmetric)
there exists a nontrivial nonnegative first eigenfunction Φ1 ≥ 0, Φ 6≡
0, and the maximum principle does not hold, since −∆Φ1 + C Φ1 =
λ1Φ1 ≤ 0 in Ω
′, Φ1 = 0 on ∂Ω
′, while Φ1 ≥ 0 and Φ1 6= 0.
However this is not true for general nonsymmetric systems. Roughly
speaking the reason is that there is an equivalence between the validity
of the maximum principle for the operator −∆+D and the positivity
of its principal eigenvalue λ˜1, whose definition is given below, and the
inequality λ˜1(Ω
′) ≥ λ
(s)
1 (Ω
′), which can be strict, holds.
More precisely we recall that the principal eigenvalue of the operator
−∆+D in an open set Ω′ ⊆ Ω is defined as
λ˜1(Ω
′) = sup{λ ∈ R : ∃Ψ ∈ W 2,Nloc (Ω
′;Rm) s.t.
Ψ > 0−∆Ψ +D(x)Ψ− λΨ ≥ 0 in Ω′}
(2.15)
(see [6] and the references therein, and also [4] for the case of scalar
equations).
We then have:
PROPOSITION 2.2. Suppose that the system (2.2) is fully coupled
in an open set Ω′ ⊆ Ω. Then:
i) there exists a positive eigenfunction Ψ1 ∈ W
2,N
loc (Ω
′;Rm) which
satisfies
(2.16)
−∆Ψ1 +D(x)Ψ1 = λ˜1(Ω
′)Ψ1 in Ω , Ψ1 > 0 in Ω
′ , Ψ1 = 0 on ∂Ω
′
Moreover the principal eigenvalue is simple, i.e. any function
that satisfy (2.16) must be a multiple of Ψ1.
ii) the maximum principle holds for the operator −∆+D in Ω′ if
and only if λ˜1(Ω
′) > 0
iii) if there exists a positive function Ψ ∈ W 2,Nloc (Ω
′;Rm) such that
Ψ > 0, −∆Ψ + D(x)Ψ ≥ 0 in Ω′, then either λ˜1(Ω
′) > 0 or
λ˜1(Ω
′) = 0 and Ψ = cΨ1 for some constant c.
iv) λ˜1(Ω
′) ≥ λ
(s)
1 (Ω
′), with equality if and only if Ψ1 is also the first
eigenfunction of the symmetric operator −∆ + C in Ω′ , C =
1
2
(D + Dt). If this is the case the equality C(x)Ψ1 = D(x)Ψ1
holds and, if m = 2, this implies that d12 = d21.
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3. Proof of symmetry results
Let us now consider the system (1.1):{
−∆U = F (|x|, U) in Ω
U = 0 on ∂Ω
where Ω is a ball or an annulus in RN , F = (f1, . . . , fm) is a function
belonging to C1,α([0,+∞)×Rm;Rm) and U = (u1, . . . , um) is a vector
valued function in Ω, m,N ≥ 2.
In Section 1 we defined the Morse index of a solution through the
quadratic form QU defined in (1.2) associated to the linearized operator
at a solution U , i.e. to the linear operator
(3.1) LU (V ) = −∆V − JF (|x|, U)V
As remarked, it coincides with the quadratic form corresponding to the
selfadjoint operator
(3.2) L˜U(V ) = −∆V −
1
2
(
JF (|x|, U) + J
t
F (|x|, U)
)
V
where J tF is the transpose of the matrix JF .
Hence if λk and W
k denote the symmetric eigenvalues and eigen-
functions of LU , i.e. W
k satisfy{
−∆W k + CW k = λkW
k in Ω
W k = 0 on ∂Ω ,
where C = cij(x), cij(x) =
1
2
[
∂fi
∂uj
(|x|, U(x)) +
∂fj
∂ui
(|x|, U(x))
]
,
as in the scalar case it is easy to prove (see [7]) the following
PROPOSITION 3.1. Let Ω be a bounded domain in RN . Then the
Morse index of a solution U to (1.1) equals the number of negative
symmetric eigenvalues of the linearized operator LU .
3.1. Preliminary results. Let e ∈ SN−1 be a direction, i.e. e ∈ RN ,
|e| = 1, and let us define the hyperplane T (e) and the ”cap” Ω(e) as
T (e) = {x ∈ RN : x · e = 0} , Ω(e) = {x ∈ Ω : x · e > 0}
Moreover if x ∈ Ω let us denote by σe(x) the reflection of x through
the hyperplane T (e) and by Uσe the function U ◦ σe .
LEMMA 3.1. • Assume that U is a solution of (1.1) and that
the system is fully coupled along U in Ω. Let us define for any
direction e ∈ SN−1 the matrix Be(x) =
(
beij(x)
)m
i,j=1
, where
beij(x) = −
∫ 1
0
∂fi
∂uj
[|x|, tU(x) + (1− t)Uσe(x)] dt
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Then the function W e = U − Uσe = (w1, . . . , wm) satisfies (in
Ω and) in Ω(e) the linear system
(3.3)
{
−∆W +Be(x)W = 0 in Ω(e)
W = 0 on ∂Ω(e)
which is fully coupled in Ω and Ω(e) for any e ∈ SN−1.
• If also hypothesis ii) of Theorem 1.2 holds, and we define for
any direction e ∈ SN−1 Be,s(x) =
(
b
e,s
ij (x)
)m
i,j=1
, where
(3.4) be,sij (x) = −
1
2
(
∂fi
∂uj
(|x|, U(x)) +
∂fi
∂uj
(|x|, Uσe(x))
)
then the linear system with matrix Be,s is fully coupled as well
in Ω and Ω(e) for any e ∈ SN−1.
Moreover for any i, j = 1, . . . , m and x ∈ Ω
(3.5) beij(x) ≥ b
e,s
ij (x)
and the inequality is strict for any i0, j0 such that
∂fi0
∂uj0
satisfies
the strict convexity assumption (1.3) if uk(x) 6= u
σe
k (x) for any
k ∈ {1, . . . , m}.
As a consequence for the quadratic forms Qe and Qe,s associated
to the matrixes Be and Be,s we have that
(3.6) 0 = Qe(W e; Ω(e)) =
∫
Ω(e)
[
|∇W e|2 +Be(W e,W e)
]
dx
≥
∫
Ω(e)
[
|∇W e|2 +Be,s(W e,W e)
]
dx = Qe,s(W e; Ω(e))
with strict inequality if F satisfies the hypothesis b) of Theorem
1.3 and W ek 6= 0 for any k ∈ {1, . . . , m}.
Proof. From the equation −∆U = F (|x|, U(x)) we deduce that the
reflected function Uσe satisfies the equation −∆Uσe = F (|x|, Uσe(x))
and hence for the difference W e = U − Uσe = (u1 − u
σe
1 , . . . , um − u
σe
m )
we have −∆W e = F (|x|, U)− F (|x|, Uσe) so that
−∆wi = fi(|x|, U)− fi(|x|, U
σe) =
m∑
j=1
∫ 1
0
∂fi
∂uj
[|x|, tU(x) + (1− t)Uσe(x)] dt(uj − u
σe
j )
and (3.3) follows.
Since the system (1.1) is weakly coupled, ∂fi
∂uj
≥ 0 for any i 6= j , so
that beij ≤ 0 and the system (3.3) is weakly coupled as well.
To see that the system (3.3) is also fully coupled let us show that if
i0, j0 ∈ {1, . . . , m} are such that
∂fi0
∂uj0
(|x|, U(x)) > 0 for some x ∈ Ω,
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then bei0j0(x) < 0. This follows immediately by the nonnegativity and
the continuity of
∂fi0
∂uj0
, using the definition of bei0j0 . This implies that
(3.3) is fully coupled in Ω and, since B is symmetric with respect to
the reflection σe, it is fully coupled in Ω(e) as well.
Moreover if hypotheses ii) of Theorem 1.2 holds then
(3.7) − beij(x) =
∫ 1
0
∂fi
∂uj
[|x|, tU(x) + (1− t)Uσe(x)] dt
≤
∫ 1
0
(
t
∂fi
∂uj
[|x|, U(x)] + (1− t)
∂fi
∂uj
[|x|, Uσe(x)]
)
dt
=
1
2
(
∂fi
∂uj
(|x|, U(x)) +
∂fi
∂uj
(|x|, Uσe(x))
)
= −be,sij (x)
This implies (3.5) and the inequality is strict for any i0, j0 such that
∂fi0
∂uj0
satisfies the strict convexity assumption (1.3) if uk(x) 6= u
σe
k (x) for
any k ∈ {1, . . . , m}.
This in turn implies the full coupling of the system with matrix Be,s
and (3.6) if hypothesis b) of Theorem 1.3 holds. 
Next, we state the following two lemmas, whose proofs can be found
in [7].
LEMMA 3.2. Let U = (u1, . . . , um) be a solution of (1.1) and assume
that the hypothesis i) of Theorem 1.2 holds. If for every e ∈ SN−1 we
have either U ≥ Uσe in Ω(e) or U ≤ Uσe in Ω(e), then U is foliated
Schwarz symmetric.
LEMMA 3.3. Let U = (u1, . . . , um) be a solution of (1.1) and assume
that the hypothesis i) of Theorem 1.2 holds.
Suppose that there exists a direction e such that U is symmetric with
respect to T (e) and the principal eigenvalue λ˜1(Ω(e)) of the linearized
operator LU(V ) = −∆V − JF (x, U)V in Ω(e) is nonnegative. Then U
is foliated Schwarz symmetric.
LEMMA 3.4. Suppose that U is a solution of (1.1) with Morse index
µ(U) ≤ N − 1 and assume that the hypothesis i) of Theorem 1.2 holds.
Let Qe,s be the quadratic form associated to the operator Le,s(V ) =
−∆V +Be,sV Be,s being defined in (3.4) :
Qe,s(Ψ; Ω′) =
∫
Ω′
[
|∇Ψ|2 +Be,s(Ψ,Ψ)
]
dx =
∫
Ω
[
m∑
i=1
|∇ψi|
2 −
m∑
i,j=1
1
2
(
∂fi
∂uj
(|x|, U(x)) +
∂fi
∂uj
(|x|, Uσe(x))
)
ψiψj
]
dx
(3.8)
Then there exists a direction e ∈ SN−1 such that
Qe,s(Ψ; Ω(e)) ≥ 0
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for any Ψ ∈ C1c (Ω(e);R
m). Equivalently the first symmetric eigen-
value λs1(L
e,s,Ω(e)) of the operator Le,s(V ) = −∆V +Be,sV in Ω(e) is
nonnegative (and hence also the principal eigenvalue λ˜1(L
e,s,Ω(e)) is
nonnegative).
Proof. Let us assume that 1 ≤ j = µ(U) ≤ N − 1 and let Φ1, . . . ,Φj
be mutually orthogonal eigenfunctions corresponding to the negative
symmetric eigenvalues λs1(LU ,Ω), . . . , λ
s
j(LU ,Ω) of the linearized oper-
ator LU(V ) = −∆V − JF (x, U)V in Ω .
For any e ∈ SN−1 let φe,s be the first positive L2 normalized eigen-
function of the symmetric system associated to the linear operator Le,s
in Ω(e). We observe that φe,s is uniquely determined since the corre-
sponding system is fully coupled in Ω(e). Let Φe,s be the odd extension
of φe,s to Ω, and let us observe that Φ−e,s = −Φe,s, because Be,s is sym-
metric with respect to the reflection σe.
The mapping e 7→ Φe,s is a continuous odd function from SN−1 to H10,
therefore the mapping h : SN−1 → Rj defined by
h(e) =
(
(Φe,s , Φ1)L2(Ω), . . . , (Φ
e,s , Φj)L2(Ω)
)
is an odd continuous mapping, and since j ≤ N − 1, by the Borsuk-
Ulam Theorem it must have a zero. This means that there exists a
direction e ∈ SN−1 such that Φe,s is orthogonal to all the eigenfunctions
Φ1, . . . ,Φj. This implies that QU (Φ
e,s; Ω) ≥ 0, because µ(U) = j,
and since Φe,s is an odd function, we obtain that 0 ≤ QU(Φ
e,s; Ω) =
Qe,s(Φe,s,Ω) = 2Qe,s(φe,s,Ω(e)) = 2λs1(L
e,s,Ω(e)) 
3.2. Proof of Theorems 1.2 and Theorem 1.3.
Proof of Theorem 1.2. By Lemma 3.4 there exists a direction e such
that the first symmetric eigenvalue λs1(L
e,s,Ω(e)) of the operator Le,s(V ) =
−∆V +Be,sV in Ω(e) is nonnegative, and hence also the principal eigen-
value λ˜1(L
e,s,Ω(e)) is nonnegative.
By (3.5) and Proposition 2.1 ix), the first symmetric eigenvalue
λs1(−∆ + B
e,Ω(e)) of the operator −∆ + Be in Ω(e), Be being de-
fined in (3.4), is also nonnegative.
If λs1(−∆+B
e,Ω(e)) > 0, then necessarily the difference W e = U−Uσe
must vanish. In fact, since it satisfies the equation (3.3), we get for the
associated quadratic form
Qe(W e; Ω(e)) =
∫
Ω(e)
[
|∇W e|2 +Be(W e,W e)
]
dx = 0
so by Proposition 2.1 W e = 0, and U ≡ Uσe . This implies that Be =
Be,s = JF (|x|, U), so that we find a direction e satisfying the hypotheses
of Lemma 3.3, and we get that U is foliated Schwarz symmetric.
If instead λs1(−∆ + B
e,Ω(e)) = 0, then necessarily λs1(L
e,s,Ω(e)) =
λs1(−∆+B
e,Ω(e)) = 0.
Let us now remark for future use in the proof of Theorem 1.3 that if
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hypothesis b) of Theorem 1.3 holds then necessarily W e = 0, so that
even in this case we find a direction e such that U is symmetric with
respect to T (e) and not only the principal eigenvalue λ˜1(LU ,Ω(e
′))
of the linearized operator in Ω(e′) is nonnegative, but also the first
symmetric eigenvalue λs1(LU ,Ω(e)) = λ
s
1(LU ,Ω(−e)) ≥ 0.
In fact if W e would not vanish, it should be the first eigenfunction of
the system (3.3), which by Lemma 3.1 is fully coupled. So it would be
strictly positive (or negative) and by Lemma 3.1 and the hypothesis b)
we would get
(3.9) 0 = Qe(W e; Ω(e)) =
∫
Ω(e)
[
|∇W e|2 +Be(W e,W e)
]
dx
>
∫
Ω(e)
[
|∇W e|2 +Be,s(W e,W e)
]
dx = Qe,s(W e; Ω(e))
contradicting the nonnegativity of the first symmetric eigenvalue λs1(L
e,s,Ω(e))
of the operator Le,s(V ) = −∆V +Be,sV in Ω(e).
Then the only case left is when λs1(−∆ + B
e,Ω(e)) = 0 , hypothesis
b) does not hold, and W e does not vanish, so that it must be the first
symmetric eigenfunction of the system (3.3), which is fully coupled.
This implies that it does not change sign in Ω(e) , and assuming that
e.g. U ≥ Uσe then, by the strong maximum principle we have that
U > Uσe in Ω(e).
We now apply, as in [19], [12] and [7], the ”rotating plane method”,
which is an adaptation of the moving plane method as developed in
[3] and obtain a different direction e′ such that U is symmetric with
respect to T (e′) and the principal eigenvalue λ˜1(LU ,Ω(e
′)) of the lin-
earized operator in Ω(e′) is nonnegative. Then by Lemma 3.3 we will
get that U is foliated Schwarz symmetric.
More precisely, without loss of generality we suppose that e = (0, 0, . . . , 1)
and for θ ≥ 0 we set eθ = (sin θ, 0, . . . , cos θ), so that e0 = e, and
Ωθ = Ω(eθ), U
θ = Uσeθ , W θ = U − Uσeθ , Let us define θ0 = sup{θ ∈
[0, pi) : U > Uθ in Ωθ}. Then necessarily θ0 < pi, since (U − U
0)(x) =
−(U − Upi)(σepi(x)) for any x ∈ Ω0 (and σepi(x)) ∈ Ωpi).
Suppose by contradiction that U 6≡ Uθ0 in Ωθ0 . Then, by Theorem 2.1
applied to the difference W θ0 = (U − Uθ0), we get that W θ0 > 0 in
Ωθ0 . Taking a compact K ⊂ Ωθ0 whith small measure and such that
(componentwise) W θ0 > (η, . . . , η) for some η > 0, for θ close to θ0 we
still have that W θ > (η
2
, . . . , η
2
) in K, while W θ > 0 in Ωθ \K by the
weak maximum principle in domains with small measure. This implies
that for θ greater than and close to θ0 the inequality U > U
θ in Ωθ still
holds, contradicting the definition of θ0. Therefore U ≡ U
θ0 in Ωθ0 .
Observe that the differenceW θ satisfies the linear system (3.3) and does
not change sign for any θ ∈ [0, θ0), which implies by Proposition 2.2
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that it is the principal eigenfunction for the system (3.3) correspond-
ing to the eigenvalue λ˜1 = 0. As θ → θ0 the system (3.3) tends to the
linearized system, in the sense that the coefficients −bij(x) tend to the
derivatives ∂fi
∂uj
(|x|, U(x)). Then by continuity the principal eigenvalue
λ˜1(LU ,Ω(eθ0)) of the linearized operator LU (V ) = −∆V − JF (x, U)V
in Ω(eθ0) is zero and the proof of Theorem 1.2 is complete. 
Proof of Theorem 1.3. To prove Theorem 1.3, let us recall that, as
observed above, if hypothesis b) holds then we can find a direction
e such that U is symmetric with respect to T (e) and not only the
principal eigenvalue λ˜1(LU ,Ω(e)) of the linearized operator in Ω(e) is
nonnegative, but also the first symmetric eigenvalue λs1(LU ,Ω(e)) =
λs1(LU ,Ω(−e)) ≥ 0.
The same happens if U is a Morse index one solution. In fact in this
case for any direction e ∈ SN−1 at least one amongst λs1(LU ,Ω(e))
and λs1(LU ,Ω(−e)) must be nonnegative, otherwise taking the corre-
sponding first eigenfunctions we would obtain a 2-dimensional sub-
space of C1c (Ω;R
m) where the quadratic form is negative definite, so
in the symmetry direction e found above we have that λs1(LU ,Ω(e)) =
λs1(LU ,Ω(−e)) ≥ 0.
After a rotation, we may assume that e = e2 = (0, 1, . . . , 0) so that
T (e) = {x ∈ RN : x2 = 0} and we may introduce new (cylinder)
coordinates (r, θ, y3, . . . , yN) defined by the relations x = r[cos θe1 +
sin θe2] +
∑N
i=3 yiei.
Then the angular derivative Uθ of U with respect to θ, extended by
zero at the origin if Ω is a ball, satisfies the linearized system, i.e.
(3.10) −∆Uθ − JF (|x|, U)Uθ = 0 in Ω(e2).
Moreover, by the symmetry of U with respect to the hyperplane T (e2),
we have that Uθ is antisymmetric with respect to T (e2) and therefore
vanishes on T (e2) and since it vanishes on ∂Ω, it vanishes on ∂Ω(e2) as
well.
If λ˜1(LU ,Ω(e2)) > 0 then, by the maximum principle, the derivatives
Uθ, must vanish, and hence U is radial. So if Uθ 6≡ 0 necessarily, from
(3.10), λ˜1(LU ,Ω(e2)) = λ
s
1(LU ,Ω(e2)) = 0 and by v) of Proposition
2.2 Uθ is the first eigenfunction of the simmetrized system, as well as
a solution of (3.10) (let us observe that by the symmetry of U the
linearized system (3.10) is fully coupled in Ω(e2)). So we get that
JF (|x|, U)Uθ =
1
2
(JF (|x|, U) + J
t
F (|x|, U))Uθ, i.e. (1.4) and if m = 2,
since Uθ is positive, we get (1.5). 
4. Some examples
A first type of elliptic systems that could be considered are those
of ”gradient type” (see [9]), i.e. systems of the type (1.1) where
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fj(|x|, U) =
∂g
∂uj
(|x|, U) for some function g ∈ C2,α([0,+∞)× Rm).
In this case the solutions correspond to critical points of the functional
Φ(u) =
1
2
∫
Ω
|∇U |2 dx−
∫
Ω
g(|x|, U) dx
in H10(Ω) and the linearized operator (3.1) coincides with the second
derivative of Φ.
Thus standard variational methods apply which often give solutions
of finite (linearized) Morse index, as, for example, in the case when
the Mountain Pass Theorem can be used or when one considers the so
called ”least energy” nodal solutions. So, if the hypotheses of Theorem
1.2 are satisfied, our symmetry results can be applied (see also [7]).
A second type of interesting systems of two equations are the so
called ”Hamiltonian type” systems (see [9] and the references therein).
More precisely we consider the system
(4.1)


−∆u1 = f1(|x|, u1, u2) in Ω
−∆u2 = f2(|x|, u1, u2) in Ω
u1 = u2 = 0 on ∂Ω
with
(4.2)
f1(|x|, u1, u2) =
∂H
∂u2
(|x|, u1, u2) , f2(|x|, u1, u2) =
∂H
∂u1
(|x|, u1, u2)
for some scalar function H ∈ C2,α([0,+∞)× R2). These systems can
be studied by considering the associated functional
(4.3) J(U) = I(u1, u2) =
1
2
∫
Ω
∇u1 · ∇u2 dx−
∫
Ω
H(|x|, u1, u2) dx
either in H10(Ω) or in other suitable Sobolev spaces (see [9]).
It is easy to see that the linearized operator defined in (3.1) does
not correspond to the second derivative of the functional J , which
is strongly indefinite. Nevertheless solutions of (4.1) can have finite
linearized Morse index as shown in [7].
In particular we consider the system
(4.4)


−∆u1 = |u2|
p−1u2 in Ω
−∆u2 = |u1|
q−1u1 in Ω
u1 = u2 = 0 on ∂Ω
where 1 < p, q < N+2
N−2
. Then we start from the case p = q and the
solution u1 = u2 = z, where z is a scalar solution of the equation
(4.5)
{
−∆z = |z|p−1z in Ω
z = 0 on ∂Ω
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Let us observe that if p = q and z has Morse index equal to the
integer µ(z), then µ(z) is also the Morse index of the solution U =
(u1, u2) = (z, z) of the system (4.4). Indeed the linearized equation
at z for the equation (4.5) and the linearized system at (z, z) for the
system (4.4) are respectively
(4.6)
{
−∆φ − p|z|p−1φ = 0 in Ω
φ = 0 on ∂Ω
and
(4.7)


−∆φ1 − p|z|
p−1φ2 = 0 in Ω in Ω
−∆φ2 − p|z|
p−1φ1 = 0 in Ω in Ω
φ1 = φ2 = 0 on ∂Ω
This implies that the eigenvalues of these two operators are the same,
since if φ is an eigenfunction for (4.6) corresponding to the eigenvalue
λk then taking φ1 = φ2 = φ we obtain an eigenfunction (φ1, φ2) for (4.7)
corresponding to the same eigenvalue, while if (φ1, φ2) is an eigenfunc-
tion for (4.7) corresponding to the eigenvalue λk then φ = φ1 + φ2 is
an eigenfunction for (4.6) corresponding to the same eigenvalue.
So if we start from a nondegenerate solution of (4.5) with a fixed
exponent p ∈ (1, N+2
N−2
), using the Implicit Function Theorem, we find a
branch of solutions of (4.4) corresponding to (possibly different) expo-
nents p, q close to p. For example if we start with a least energy nodal
solution z in the ball of equation (4.5) with the exponent p, knowing
that its Morse index is two we get a branch of Morse index two solutions
for p, q close to p.
Note that, as proved in [2], the least energy nodal solution of (4.5) is
not radial but foliated Schwarz symmetric. So it is obviously degener-
ate, but working in the space of axially symmetric functions we could
remove the degeneracy and apply the continuation method described
above, if there are no other degeneracies.
Thus, starting from an exponent p for which the least energy nodal
solution of (4.5) is not degenerate, we can construct solutions U =
(u1, u2) of (4.4) in correspondence of exponents p, q close to p, with
Morse index two. Then Theorem 1.2 applies if p, q ≥ 2 and, in partic-
ular, we get that the coupling condition (1.5) holds, which in this case
can be written as
(4.8) p|u2|
p−1 = q|u1|
q−1 in Ω
Note that more generally, by Theorem 1.3, the equality (4.8) must hold
for every solution U = (u1, u2) of (4.4) with Morse index µ(U) ≤ N−1,
giving so a sharp condition to be satisfied by the components of a
solution of this type.
Let us remark that our results apply also when the nonlinearity de-
pends on |x| (in any way). Arguing as before it is not difficult to
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construct systems having solutions with low Morse index, in particular
with Morse index one or two.
An example could be the ”Henon system”
(4.9)


−∆u1 = |x|
α|u2|
p−1u2 in Ω
−∆u2 = |x|
β|u1|
q−1u1 in Ω
u1, u2 > 0 in Ω
u1 = u=0 on ∂Ω
with α, β > 0, p, q ≥ 2.
References
[1] A. Ambrosetti, E. Colorado, Standing waves of some coupled nonlinear
Schro¨dinger equations, J. Lond. Math. Soc. (2) 75, n.1, 2007, pp. 67-82
[2] A. Aftalion, F. Pacella, Qualitative properties of nodal solutions of semilinear
elliptic equations in radially symmetric domains, C. R. Math. Acad. Sci. Paris
339 n. 5, 2004, pp. 339-344
[3] H. Berestycki, L. Nirenberg, On the method of moving Planes and the Sliding
Method, Bol. Soc. Bras. Mat. 22, 1991, pp. 1-22
[4] H. Berestycki, L. Nirenberg, S.R.S Varadhan, The principal eigenvalue and
maximum principle for second order elliptic operators in general domains,
Comm.Pure Appl. Math. 47 (1), 1994, pp. 47-92
[5] J. Busca, B. Sirakov, Symmetry results for semilinear elliptic systems in the
whole space, Journal Diff. Eq. 163, 2000, pp. 41-56
[6] J. Busca, B. Sirakov, Harnack type estimates for nonlinear ellyptic systems
and applications, Ann. Inst. H. Poincare` Anal. Non Lin. 21 (5), 2004, pp.
543-590
[7] L. Damascelli, F. Pacella, Symmetry results for cooperative elliptic systems via
linearization, preprint
[8] D.G. de Figueiredo,Monotonicity and symmetry of solutions of elliptic systems
in general domains, NoDEA 1, 1994, pp. 119-123
[9] D.G. de Figueiredo, Semilinear Elliptic Systems: existence, multiplicity, sym-
metry of solutions, Handbook of Differential Equations: stationary partial
differential equations. Vol. V Eq. 2008, 1-48
[10] D.G. de Figueiredo, E. Mitidieri, Maximum principles for linear elliptic sys-
tems, Rend. Inst. Mat. Univ. Trieste, 1992, pp. 36-66
[11] B. Gidas, W.M. Ni, L. Nirenberg, Symmetry and related properties via the
maximum principle, Comm. Math. Phys. 68, 1979, pp. 209-243
[12] F. Gladiali, F. Pacella, T. Weth, Symmetry and Nonexistence of low Morse
index solutions in unbounded domains, J. Math. Pures Appl. (9) 93 (5), 2010,
pp. 536-558.
[13] S. Kesavan, F. Pacella, Symmetry of solutions of a system of semilinear elliptic
equations, Adv. Math. Sci. Appl. 9 n.1, 1999, pp. 361-369
[14] L. A. Maia, E. Montefusco, B. Pellacci Positive solutions for a weakly coupled
nonlinear Schrodinger system, J. Differential Equations 229, 2006, pp. 743-767
[15] C.R. Menynk, Nonlinear pulse propagation in birefringent optical fibers,
IEEEEJ. Quant. Electr. 23, 1987, pp. 174-176
[16] J.D. Murray, Mathematical biology, Springer Verlag, 2002
[17] F. Pacella, Symmetry of Solutions to Semilinear Elliptic Equations with Convex
Nonlinearities, J. Funct. Anal. 192 (1), 2002, pp. 271-282
20 DAMASCELLI, GLADIALI, AND PACELLA
[18] F. Pacella, M. Ramaswamy, Symmetry of solutions of elliptic equations via
maximum principle, Handbook of Differential Equations: stationary partial
differential equations. Vol. VI 2008, 269-312
[19] F. Pacella, T. Weth, Symmetry Results for Solutions of Semilinear Elliptic
Equations via Morse index, Proc. AMS 135 (6), 2007, pp 1753-1762
[20] M.H.Protter, H.F.Weinberger, Maximum Principle in Differential Equations,
Prentice-Hall, Inc., Englewood Cliffs, N.J., 1967.
[21] J. Serrin, A symmetry problem in potential theory, Arch. Ration. Mech. Anal.
43, 1971, pp. 304–318.
[22] B. Sirakov, Some estimates and maximum principles for weakley coupled sys-
tems of elliptic PDE, Nonlinear Analysis 70 (8) , 2009, pp. 3039-3046
[23] Troy, W.C. Symmetry properties in Systems of Semilinear Elliptic Equations,
J. Differential Eq. 42, 1981, pp. 400-413
Dipartimento di Matematica, Universita` di Roma ” Tor Vergata ” -
Via della Ricerca Scientifica 1 - 00173 Roma - Italy.
E-mail address : damascel@mat.uniroma2.it
Matematica e Fisica, Universita` di Sassari - Via Piandanna 4, 07100
Sassari - Italy.
E-mail address : fgladiali@uniss.it
Dipartimento di Matematica, Universita` di Roma ” La Sapienza ” -
P.le A. Moro 2 - 00185 Roma - Italy.
E-mail address : pacella@mat.uniroma1.it
