ON ISOMETRIES IN GMV-ALGEBRAS
Isometries in abelian lattice ordered groups were introduced and investigated by Swamy [19] . Jakubík [5] , [6] studied isometries in non-abelian lattice ordered groups. Isometries in some types of partially ordered groups and dually residuated lattice ordered semigroups have been investigated in [11] , [12] , [13] , [14] , [16] , [20] . Isometries in MV-algebras were dealt with by Jakubík [8] , [9] .
Generalized MV-algebras, briefly GMV-algebras, were introduced by Georgescu and Iorgulescu [2] , [3] under the name of pseudo MV-algebras and by Rachůnek [17] under the name of noncommutative MV-algebras. Direct product decompositions of GMV algebras were dealt with by Jakubík [7] . Rachůnek andŠalounová [18] investigated direct product factors in GMV-algebras and described the lattices of direct factors. Isometries in GMV-algebras were studied by Jakubík [10] and by the author [15] .
We recall the definition and some basic properties of a GMV-algebra from [3] . A GMV-algebra is an algebra A = (A, ⊕, − , ∼ , 0, 1) of type (2, 1, 1, 0, 0) with an additional binary operation defined by y x = (x − ⊕ y − ) ∼ such that following axioms hold for all x, y, z ∈ A:
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Any GMV-algebra A can be ordered by the relation ≤ defined by x ≤ y iff x − ⊕ y = 1. Then (A, ≤) is a distributive lattice with the least element 0 and the greatest element 1. For the join x ∨ y and the meet x ∧ y of two elements x and y the following statements are valid:
Let (G, +, ∨, ∧) be a lattice ordered group, u a positive element of G and A the
is a GMV-algebra A which will be denoted by Γ(G, u). Dvurečenskij [1] has shown that for any GMV-algebra A there exists a lattice ordered group G with a strong unit u such that A = Γ(G, u).
Throughout the rest of the paper A = (A, ⊕, − , ∼ , 0, 1) will be a GMV-algebra.
Further, we suppose that (G, +, ∨, ∧) is a lattice ordered group with a strong unit u such that A = Γ(G, u) (it is clear that u = 1). Then the above mentioned operations ∨ and ∧ on A coincide with the lattice operations in G (reduced to the interval [0, u] ) and for all x, y ∈ A we have:
We shall apply these assertions without special references. For basic properties of lattice ordered groups we refer to [4] .
for each a, b ∈ A and defined an isometry in A as a bijection f : A → A satisfying the following conditions for each x, y ∈ A:
He proved that there is a monomorphism of the system of all isometries in A into the system of all internal direct factors of A.
For an MV-algebra D with the underlying set D the mapping ρ :
Georgescu and Iorgulescu [3] 
for each x, y ∈ A. In [15] it was shown that the autometrization ρ(x, y) coincides with the distance function d(x, y) in any GMV-algebra.
In the present paper a mapping f : A → A satisfying the condition (C 1 ) is investigated. It is shown that such mapping is a bijection and satisfies the condition (C 2 ).
Throughout the rest of this paper f will be a mapping of A into A satisfying the condition (C 1 ). We shall write f 2 (x) instead of f (f (x)). The following theorem generalizes [15, Lemma 4] .
(ii) f is a bijection.
From Theorem 1(ii) it follows that there exists the inverse f −1 of the mapping f . Clearly ρ(x, y) = ρ(f −1 (x), f −1 (y)) for each x, y ∈ A. Further, from Theorem 1(iii) it follows that f is uniquely determined by the element f (0). The notation from Corollary 1 will be adopted in the following four propositions.
Ì ÓÖ Ñ 2º Let x, y ∈ A. Then
If we consider the mapping
(i) This is a consequence of Theorem 2.
(ii) It follows from (i) and Corollary 1.
Theorems 1 and 2 show that the bijectivity of the mapping f and the condition (C 2 ) follow from the condition (C 1 ). Hence an isometry in A can be defined only as a mapping of A into A satisfying the condition (C 1 ).
If we consider the mapping f −1 we can prove the sufficiency of the condition. ) ) B , 1 C = (g(x)) C ⊕ x C = (g(x)) C + x C . Thus (g(x)) C = 1 C − x C = (g(x)) C and hence g(x) = (g(x)) B ⊕ (g(x)) C = (g(x)) B ⊕ (g(x)) C = g(x). Therefore g is an extension of g.
