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ABSTRACT
In this work, we propose a new non-parametric approach for reconstructing a func-
tion from observational data using Artificial Neural Network (ANN), which has no
assumptions to the data and is a completely data-driven approach. We test the ANN
method by reconstructing functions of the Hubble parameter measurements H(z) and
the distance redshift relation DL(z) of type Ia supernova. We find that both H(z) and
DL(z) can be reconstructed with high accuracy. Furthermore, we estimate cosmological
parameters using the reconstructed functions of H(z) and DL(z) and find the results
are consistent with those obtained using the observational data directly. Therefore, we
propose that the function reconstructed by ANN can represent the actual distribution
of observational data and can be used for parameter estimation in further cosmologi-
cal research. In addition, we present a new strategy to train and evaluate the neural
network, and a code for reconstructing functions using ANN has been developed and
will be available soon.
Key words: cosmological parameters – cosmology: observations – methods: data
analysis
1 INTRODUCTION
The accelerating expansion of the universe is a major discov-
ery in modern cosmology. Many dynamic mechanisms have
been proposed to explain this phenomenon, such as dark
energy, modified gravity and violation of the cosmological
principle. However, the nature of this phenomenon is still
unknown. The expansion of the universe can be quantita-
tively studied by various cosmological observations. It is an
important issue to obtain the information of the universe di-
rectly from the observational data without introducing any
hypothesis (such as a cosmic model), which is also very im-
portant for understanding the nature of cosmic evolution
and theory of gravity. However, the dependence of the re-
sult obtained from the observations on cosmological models
is a thorny problem in the cosmological researches.
Gaussian Process (GP) is a fully Bayesian approach
that describes a distribution over functions and is a gener-
alisation of Gaussian distributions to function space (Seikel
et al. 2012a). It is a powerful nonlinear interpolating tool
without assuming a model or parametrization and is widely
used in the literature of cosmology, such as the construction
? E-mail: xiajq@bnu.edu.cn
of dark energy equation of state (Seikel et al. 2012a,b; Seikel
& Clarkson 2013; Yahya et al. 2014; Yang et al. 2015; Wang
et al. 2019), the reconstruction of cosmic expansion (Mon-
tiel et al. 2014; Li et al. 2016a; Zhang & Xia 2016; Wang &
Meng 2017), the test of cosmic curvature (Cai et al. 2016;
Li et al. 2016b; Yu & Wang 2016; Rana et al. 2017; Wei
& Wu 2017; Yu et al. 2018; Wang et al. 2019), the estima-
tion of Hubble constant (Busti et al. 2014; Go´mez-Valent
& Amendola 2018), the tests of cosmic growth and matter
perturbations (Shafieloo et al. 2013; Gonzalez 2017), and
the test of distance duality relation (Zhang 2014; Santos-
da-Costa et al. 2015; Yang et al. 2017; Li & Lin 2018; Melia
2018). In these papers, functions of the Hubble parameter
with respect to the redshift and the distance redshift relation
are frequently reconstructed from the expansion rate mea-
surements and type Ia supernovae (SNe Ia), respectively.
Moreover, the derivatives and integrals of these functions
are obtained for other applications, such as studying the
evolution of dark energy and the constraint on the cosmic
curvature.
However, Zhou & Li (2019) recently propose that the
Gaussian process should be used with caution for the recon-
struction of the Hubble parameter and SNe Ia. Moreover,
Wei & Wu (2017) and Wang et al. (2017) also find that the
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Gaussian process is sensitive to the fiducial Hubble constant
H0 and the results are greatly influenced by H0, which may
imply the unreliability of the Gaussian process in the re-
construction of H(z). In the analysis of Gaussian process,
the errors of the observational data are assumed to obey
Gaussian distribution (Seikel et al. 2012a). However, the
actual observations may not obey Gaussian distributions.
Thus, this may be a strong assumption for reconstructing
functions from data.
Artificial neural network (ANN) is one of the machine
learning methods and has been proven to be a “universal
approximator” that can represent a great variety of func-
tions (Cybenko 1989; Hornik 1991). This powerful property
of neural networks makes it widely used in regression and
estimation tasks. With the development of computer hard-
ware in the last decade, ANN is now capable of contain-
ing deep layers and training with a large amount of data.
Recently, methods based on ANN have outstanding perfor-
mances in solving cosmological problems in both accuracy
and efficiency. For example, it performs excellently in ana-
lyzing Gravitational Wave (George & Huerta 2017a; Li et al.
2017), estimating parameters of 21 cm signal (Shimabukuro
& Semelin 2017; Schmit & Pritchard 2018), discriminating
the cosmological and reionization models (Schmelzle et al.
2017; Hassan et al. 2018), searching and estimating parame-
ters of strong gravitational lenses (Pourrahmani et al. 2017;
Jacobs et al. 2017; Petrillo et al. 2017; Hezaveh et al. 2017;
Schaefer et al. 2018), classifying the Large Scale Structure
of the Universe (Aragon-Calvo 2018), researching the back-
ground evolution of the Universe (Wang &a˜A˘A˘Zhang 2017;
Arjona & Nesseris 2019), and studying the evolution of dark
energy models (Escamilla-Rivera et al. 2019).
An artificial neural network is a collection of processing
units designed to identify underlying relationships in input
data, which is a completely data-driven method, hence, there
are no assumptions of Gaussian distribution for the data.
Therefore, the model established by ANN may describe the
distribution of the input data correctly if an appropriate
network is selected. In this work, based on Artificial Neu-
ral Network, we propose a new non-parametric method to
reconstruct functions from data. We test this method by re-
constructing functions of the Hubble parameter H(z) and the
distance redshift relation DL(z) of SNe Ia.
This paper is organized as follows: In section 2, we take
the Hubble parameter as an example to illustrate the process
of the ANN method that is used to reconstruct functions
from data. We first introduce the ANN method used in this
work, then the method of simulating Hubble parameter, and
finally the process of reconstructing functions of H(z) with
the ANN method. In section 3, we reconstruct functions of
H(z) from the observational data with the ANN method.
Section 4 present the application of the ANN method in
the reconstruction of distance redshift relation of SNe Ia. In
section 5, we compare the ANN method with other neural
networks. In section 6, a discussion about the ANN method
is presented. Finally, a conclusion is shown in section 7.
2 METHODOLOGY
In this section, we first introduce the ANN method that is
used in this work and then takes the Hubble parameter as
…
Inputs
layer
Hidden layer Outputs
layer
( )H z
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z
Figure 1. The general structure of ANN used in this work. The
input is the redshift z of a Hubble parameter H(z) and the outputs
are the corresponding value and error of H(z).
an example to illustrate the process of reconstructing a func-
tion from data. We have developed a code for reconstructing
functions from data called ReFANN (Reconstruct Functions
with Artificial Neural Network) which will be available soon.
It can be used to reconstruct a function from a given data
set using both GPUs and CPUs.
2.1 Artificial Neural Network
An Artificial Neural Network (ANN), also called a Neural
Network (NN), is a mathematical model that is inspired by
the structure and functions of biological neural networks.
The main purpose of ANN is to construct an approximate
function that associates input data with output data. A neu-
ral network generally consists of input layer, hidden layer
and output layer. A general structure of ANN with one hid-
den layer used in this work is shown in Figure 1. Each layer
accepts a vector, the elements of which are called neurons,
from the former layer as input, then apply a linear transfor-
mation and a nonlinear activation on the input, and finally
propagates the current result to the next layer. Formally, in
a vectorized style,
zi+1 = xiWi+1 + bi+1, (1)
xi+1 = f (zi+1), (2)
where xi is the input row vector of the i-th layer, Wi+1 and
bi+1 are linear weights and biases to be learned, zi+1 is the
intermediate vector after linear transformation, and f the
elementwise non-linear function. The output layer only takes
linear transformation. In real implementation, for n inputs
of x with shape 1×n and m neurons, the matrix W has shape
n × m and b has shape 1 × m. Thus, z has the shape 1 × m.
In this work, we take the Exponential Linear Unit (ELU)
(Clevert et al. 2015) as the activation function, which has
the form
f (x) =
{
x x > 0
α(exp(x) − 1) x ≤ 0 , (3)
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Figure 2. Left: Redshift distribution of the observational H(z). Right: Errors of the observational H(z).
where α is the hyperparameter that controls the value to
which an ELU saturates for negative net inputs. In our net-
work model, α is set to 1.
Neural networks are usually designed to process a batch
of data simultaneously. Consider a matrix X ∈ Rm×n where
m is the batch size and each row of X is an independent
input vector, then Equations (1) and (2) are replaced by the
following batch-processed version:
Zi+1 = XiWi+1 + Bi+1, (4)
Xi+1 = f (Zi+1), (5)
where Bi+1 is the vertically replicated matrix of bi+1 in Equa-
tion (1). A neural network equals a function fW,b on input X.
In supervised learning tasks, every input data is labelled cor-
responding to a ground-truth target Y ∈ Rm×p. The training
process of a network is to minimize the difference between
the predicted result Yˆ = fW,b(X) and the ground truth, which
is quantitatively mapped with a loss function L, by optimiz-
ing the parameters W and b. The least absolute deviation is
used as the loss function in this work and has the following
form:
L = 1
mp
| |Yˆ − Y | |1. (6)
Following the differential chain rule, one could back-
wards manipulate gradients of parameters in the i-th layer
from the (i+1)-th layer, which is well recognized as the back-
propagation algorithm. Formally, in a vectorized batch style
(LeCun et al. 2012),
∂L
∂Zi+1
= f ′(Zi+1) ∂L
∂Xi+1
, (7)
∂L
∂Wi+1
= XTi
∂L
∂Zi+1
, (8)
∂L
∂Xi
= WTi+1
∂L
∂Zi+1
, (9)
∂L
∂bi+1
=
∑
j
rowj
(
∂L
∂Zi+1
)
. (10)
where operator ∂L∂· represents element-wise partial deriva-
tives of L on corresponding indices, f ′ is the derivative of the
non-linear function f . The network parameters are then up-
dated by a gradient-based optimizer in each iteration. Here,
we adopt Adam (Kingma & Ba 2014) as the optimizer,
which can accelerate the convergence.
The batch normalization, which is proposed by Ioffe &
Szegedy (2015), is implemented before every nonlinear layer.
Batch normalization is tested to stabilize the distribution
among variables, hence it benefits the optimization and ac-
celerates the convergence. It also enables us to use higher
learning rates and less care about initialization.
2.2 Simulation of H(z)
The network model that is used to reconstruct the obser-
vational Hubble parameter is optimized by using the mock
H(z), which is simulated in the framework of flat ΛCDM
model using
H(z) = H0
√
Ωm(1 + z)3 + 1 −Ωm , (11)
with the fiducial H0 = 70 km s−1 Mpc−1 and Ωm = 0.3. We as-
sume the redshift of the observational H(z) (Table 1) subject
to a Gamma distribution,
p(x;α, λ) = λ
α
Γ(α) x
α−1e−λx , (12)
where α and λ are parameters, and the gamma function is
Γ(α) =
∫ ∞
0
e−t tα−1dt . (13)
The distribution of the observational H(z) and the assumed
distribution function of redshift z are shown in the left panel
of Figure 2.
In the right panel of Figure 2, we plot errors with respect
to the redshift z. The error of H(z) obviously increase with
the redshift. Following Ma & Zhang (2011), we assume that
the error of H(z) increases linearly with the redshift. We
first fit σH(z) with first degree polynomials and obtain σ0 =
9.72z + 14.87 (the red dashed line). Here we assume that σ0
is the mean value of σH(z) at a specific redshift. Then, two
lines (the blue solid lines) are selected symmetrically around
the mean value line to ensure that most data points are in
the area between them, and these two lines have functions
MNRAS 000, 1–12 (0000)
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Figure 3. An example of reconstructed function of H(z) (black lines) and the corresponding 1σ error (gray areas) with neural network.
The red dots with error bars represent the simulated H(z) data, while the red dashed lines corresponding to the fiducial flat ΛCDM
model with H0 = 70 km s−1 Mpc−1 and Ωm = 0.3. From left to right panels, the network contains 1, 2, 3 and 4 hidden layers, respectively.
of σ− = 2.92z + 4.46 and σ+ = 16.52z + 25.28. Finally, the
error σ˜(z) is generated randomly according to the Gaussian
distribution N(σ0(z), ε(z)), where ε(z) = (σ+ −σ−)/4 is set to
assure that σ˜(z) falls in the area with a 95% probability.
The fiducial values of Hubble parameter Hfid(z) that
generated using Equation 11 are simulated randomly by
adding ∆H that subject to N(0, σ˜(z)). Thus, the final simu-
lated Hubble parameter is Hsim(z) = Hfid(z)+∆H with the un-
certainty σ˜(z). Therefore, one can simulate samples of Hub-
ble parameter in the flat ΛCDM model with the assumed
distribution of redshift and errors. We note that the mock
H(z) is used to optimize the network model and the assump-
tion of the error of H(z) increases linearly with the redshift
does not affect the reconstruction of the observational H(z),
thus, the error model of H(z) is acceptable in our analysis.
2.3 Optimize ANN model
In this section, we illustrate the process of reconstructing
functions and find the optimal network model that can be
used for the reconstruction of the observational H(z), by us-
ing the simulated Hubble parameter. The data used to train
the network is simulated according to the number and red-
shift distribution of the observational H(z) under flat ΛCDM
model with the method of section 2.2.
The neural network aims to make a mapping from the
input data to the output data to constructs an approximate
function. Specifically, it constructs an approximate function
that associates the redshift z with the Hubble parameter
H(z) and its uncertainty according to the H(z) data. Thus,
the input of the neural network is the redshift z and the out-
put is the corresponding H(z) and error σH(z) (see Figure 1).
Parameters of the neural network (W and b in Equation 1)
need to be learned by training the network with data. In su-
pervised learning tasks, the data is commonly divided into
three parts: training set, validation set and test set. The
training set is used to train the network model, the valida-
tion set is used to tune the hidden parameters (or hyperpa-
rameters, such as learning rate, the number of hidden layers
and the number of neurons) and the test set is used to test
the accuracy of the neural network. However, all of the H(z)
data should be used to train the network to construct an
approximate function in this task. Thus, there is no valida-
tion and test sets in this task and the evaluation strategy
of the neural network is different from that of other tasks.
Therefore, we present a new strategy to train and evaluate
the neural network.
The reconstructed function of H(z) should be able to
represent a H(z) and its uncertainty at a specific redshift.
Thus, an optimal network model should be adopted to learn
an approximate function. To illustrate our training and eval-
uation strategy, we only consider finding the optimal number
of hidden layers and the number of neurons in the hidden
layer. The initial learning rate is set to 0.01 and decreases
with the number of iterations and the batch size is set to
half of the number of the H(z) data. The network is trained
after 3×104 iterations, where the number of iteration is large
enough to ensure the loss function (Equation 6) no longer
decrease.
We first estimate the optimal number of hidden layers of
the neural network using the simulated H(z) data. We train
the network with the simulated H(z) sample. The number of
hidden layers of the network we consider varies from 1 to 4,
and 8 network models are trained with the number of neu-
rons in the range of [128, 16384] for each network structure.
Thus, 32 network models are trained totally. To choose the
optimal number of hidden layer of the network, the statisti-
cally correct thing to do is to minimize the risk (Wasserman
et al. 2001):
risk =
N∑
i=1
Bias2i +
N∑
i=1
Variancei
=
N∑
i=1
[H(zi) − H¯(zi)]2 +
N∑
i=1
σ2(H(zi)) , (14)
where N is the number of H(z) data points, and H¯(z) is the
fiducial value of H(z). We calculate the average of the risk of
8 models for each network structure and obtain four values
of the risk: 23218, 25326, 26851, 26782 for networks that the
number of hidden layers equal to 1, 2, 3 and 4, respectively.
Thus, the network structure that contains one hidden layer
should be chosen as the optimal. In order to visualize the
effect of the number of hidden layers on the H(z) reconstruc-
tion, we show an example of reconstructed H(z) with dif-
ferent network structure in Figure 3. The red dashed lines
represent the fiducial ΛCDM model. From left to right pan-
els, the number of hidden layer of the corresponding network
is 1, 2, 3 and 4, respectively. Obviously, with the increase of
the hidden layers, the reconstructed H(z) will gradually de-
viate from the fiducial model.
For further determination of the number of neurons in
the hidden layer, we plot the risk of the 8 network models
that contain one hidden layer, shown in Figure 4. We can
see that the risk decreases first and then increases with the
increase in the number of neurons, and it has a minimal risk
when the number of neurons is 4096. Therefore, we choose
MNRAS 000, 1–12 (0000)
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Figure 4. The risk for network models that have one hidden
layer. Each network model contains different number of neurons
in its hidden layer.
a network that contains 4096 neurons in the hidden layer
as the optimal and apply it to the reconstruction of the
observational H(z). For the reconstruction of functions from
other data, the strategy illustrated in this section can also
be used to find the optimal network model.
We further visualize the effect of the number of neurons
in the hidden layer on the reconstruction of H(z), shown in
Figure 5. In this figure, we plot three reconstructed func-
tions of H(z) that are trained with three different network
models that have one hidden layer. The number of neurons
in the hidden layer of these models is 128, 4096 and 16384,
respectively. We can see that these three functions of H(z)
are almost the same, which is different from the effect of the
number of the hidden layer (see Figure 3). This weak effect
of the number of neurons in the hidden layer on the recon-
struction of H(z) makes it safe to find the optimal model in
8 kinds of network models with the number of neurons in
the hidden layer lies in the range of [128, 16384].
3 RECONSTRUCTION OF H(Z)
In this section, we first introduce the Hubble parameter mea-
surements H(z), then utilize the optimal network model se-
lected in section 2.3 to reconstruct functions of the observa-
tional H(z).
3.1 Hubble parameter H(z)
The Hubble parameter measurements H(z) describe the ex-
pansion rate of the universe, which have been used to ex-
plore the evolution of the universe and the nature of dark
energy. H(z) can be obtained in two ways. One method that
obtains H(z) is based on the detection of the radial BAO
features (Gaztanaga et al. 2009; Blake et al. 2012; Samushia
et al. 2013). However, the H(z) data obtained using this
method is based on an assumed fiducial cosmological model.
Thus, these H(z) data are not considered in our analysis.
Another method is to calculate the differential ages of pas-
sively evolving galaxies at different redshifts, which provides
the H(z) measurements are model-independent (Jimenez &
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Figure 5. Three reconstructed functions of H(z) and the cor-
responding 1σ error with neural network that have one hidden
layer. These functions are reconstructed with network that hav-
ing different neurons in the hidden layer. The red dots with er-
ror bars represent the simulated H(z) data, while the red dashed
lines corresponding to the fiducial flat ΛCDM model with H0 =
70 km s−1 Mpc−1 and Ωm = 0.3.
Loeb 2002). In this method, a change rate ∆z/∆t can be ob-
tained, then the Hubble parameter H(z) could be written as
H(z) ' − 1
1 + z
∆z
∆t
. (15)
This method is usually called the cosmic chronometers, and
the H(z) data based on this method refers to as CC H(z).
On the basis of CC H(z) data used in Wang et al. (2017), we
add another new H(z) measurement that taken from Rat-
simbazafy et al. (2017) to achieve our model-independent
analysis. Hence, the H(z) sample has 31 data points totally
with the redshift range of [0.07, 1.965], which are correctly
summarized in Table 1. Note that the H(z) taken from Rat-
simbazafy et al. (2017) is 89±23(stat)±44(syst) km s−1 Mpc−1,
thus, the H(z) with total error 89± 49.6(tot) km s−1 Mpc−1 is
considered in our analysis.
3.2 Functions of CC H(z)
The minimum redshift of the CC H(z) is 0.07, which is larger
than most of the current SNe Ia data. Thus, if we want to
explore a lower redshift universe with Hubble parameter,
one possible way is to extend the reconstructed H(z) func-
tion to a lower redshift. However, it should be noted that
this extension is completely an approximation which may
introduce bias when having few H(z) data in the vicinity
of the redshift interval. Therefore, we consider a prior of
Hubble constant H0 in the reconstruction of H(z) to make
the reconstructed function of H(z) more reliable. We adopt
two recent measurements of H0 in the reconstruction of
H(z): H0 = 67.4 ± 0.5 km s−1 Mpc−1 with 0.7% uncertainty
(Aghanim et al. 2018), and H0 = 73.24 ± 1.74 km s−1 Mpc−1
with 2.4% uncertainty (Riess et al. 2016). Besides, for com-
parison, we also reconstruct H(z) with no prior of H0. Thus,
there are 3 cases when reconstructing H(z):
(a) with no prior of H0;
(b) with prior of H0 = 67.4 ± 0.5 km s−1 Mpc−1; and
MNRAS 000, 1–12 (0000)
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Figure 6. Reconstructed function of H(z) and the corresponding reconstructed DC/DH with ANN. The red dots with error bars represent
the H(z) data, while the red dashed lines correspond to the best-fit flat ΛCDM models with H0 = 67.4 km s−1 Mpc−1 and Ωm = 0.315
(Planck2018 result). The top two panels correspond to the results of case (a) (no prior of H0), the two panels in the middle represent that of
case (b) (with prior of H0 = 67.4±0.5 km s−1 Mpc−1), and the bottom two panels are for case (c) (with prior of H0 = 73.24±1.74 km s−1 Mpc−1).
(c) with prior of H0 = 73.24 ± 1.74 km s−1 Mpc−1.
Using the optimal network model obtained in Section
2.3, we reconstruct functions of H(z) by training the net-
work for the three cases of H(z) sample. After training the
neural network, one can feed a sequence of redshift to the
network model and obtain a series of Hubble parameter with
errors. Thus, the output Hubble parameter and correspond-
ing errors, as well as the input redshift sequence, constitute
a function of H(z). The reconstructed functions of H(z) for
the three cases are shown in the left panels of Figure 6. The
red dots with error bars represent the observational H(z),
and the red dashed lines are the flat ΛCDM model with
H0 = 67.4 km s−1 Mpc−1 and Ωm = 0.315 (Planck2018 result,
Aghanim et al. (2018)). The black lines and gray areas are
the best values and 1σ errors of the reconstructed functions
of H(z). Obviously, the reconstructed functions are consis-
tent with those of the flat ΛCDM model within a 1σ confi-
dence level for all these three cases. We note that, for case
(a), the reconstructed Hubble constant is
H0 = 67.33 ± 15.74 km s−1 Mpc−1 , (16)
where the best-fit value is similar with the latest Planck
CMB result: H0 = 67.4 ± 0.5 km s−1 Mpc−1. Then we obtain
the total line-of-sight comoving distance DC (Hogg 1999) by
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Figure 7. One-dimensional and two-dimensional marginalized distributions with 1σ and 2σ contours of H0 and Ωm constrained from
Hubble parameter H(z). The blue solid lines show the results of fitting ΛCDM model with H(z) data directly and the red dashed lines
referring to the results of fitting ΛCDM model with the reconstructed H(z) using ANN method. The left panel shows the result of case
(a) (no prior of H0), the middle panel referring to the result of case (b) (with prior of H0 = 67.4± 0.5 km s−1 Mpc−1), while the right panel
standing for case (c) (with prior of H0 = 73.24 ± 1.74 km s−1 Mpc−1). See the text for details.
using
DC = c
∫ z
0
dz′
H(z′) . (17)
The error of DC is obtained by integrating the error of the
H(z) functions. The corresponding reconstructed DC/DH are
shown in the right panels of Figure 6, where DH = cH−10 .
The neural network learn complex relationships be-
tween the redshift and the corresponding Hubble parameter
and its error. Specifically, the black lines in the left panels of
Figure 6 represent the evolution of Hubble parameter with
the redshift, and the gray areas referring to the distribution
of the errors of Hubble parameter with the redshift. In or-
der to quantify the reliability of the reconstructed functions
of H(z), we fit the flat ΛCDM model using the data gener-
ated by these functions of H(z) by comparing the distance
modulus. The corresponding χ2 takes the form of
χ2(H0,Ωm) =
∑
i
[µth(zi ;H0,Ωm) − µH (zi)]2
σ2
µH ,i
, (18)
where
µH = 5 log
DL
Mpc
+ 25 , DL = (1 + z)DC , (19)
and the corresponding errors can be propagated by using
σµH =
5
ln 10
σDL
DL
, σDL = (1 + z)σDC . (20)
The Hubble constant H0 is needed for the integral of Equa-
tion 17, thus, for case (a), we adopt the Hubble constant re-
constructed using the ANN method (Equation 16). We first
integrate the observational H(z) to obtain the correspond-
ing distance modulus and then fit the ΛCDM model using
Markov chain Monte Carlo (MCMC) method by minimizing
the χ2 of Equation 18. The results are shown in Figure 7
(blue lines), and these results are taken as the ground truth.
Then we simulate ten sets of samples of the redshift z
randomly according to the redshift distribution of the ob-
servational H(z) (Equation 12), where the sample has the
same number of redshift with the observational H(z). The
0
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12500
D L
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pc
]
CDM
ANN
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0.25 0.50 0.75 1.00 1.25
redshift z
1000
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0
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1000
D L
Figure 8. Reconstructed functions of DL (z) using ANN. In the
upper panel, the red dots with error bars represent DL (z) of
Union2.1 SNe Ia and the red dashed line referring to the best-
fit flat ΛCDM model of Union2.1 SNe Ia with H0 = 68.984 and
Ωm = 0.280 (Equation 26). Residuals with respect to this model
are shown in the lower panel.
corresponding H(z) values can be obtained from the recon-
structed functions of H(z). Thus, ten simulated samples of
H(z) can be obtained for cases (a), (b) and (c), respectively.
We fit the ΛCDM model using these samples and obtain the
distributions of parameters, shown in Figure 7 (red dashed
lines). These results are almost the same as the ground truth
(blue solid lines) that obtained using the observational H(z)
data. Thus, this may indicate the reliability of the functions
of H(z) reconstructed using the neural network. Moreover,
we note that the similarity between the results of the ANN
method and the ground truth is similar for all the three
cases. Therefore, the ANN method is not sensitive to the
prior of Hubble constant.
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Table 1. 31 CC H(z)measurements obtained from the differential
age method. Note: the Hubble paramter obtained from Ratsim-
bazafy et al. (2017) is 89 ± 23(stat) ± 44(syst) km s−1 Mpc−1, here
we consider their total error 89 ± 49.6(tot) km s−1 Mpc−1 in our
analysis.
z H(z) (km s−1 Mpc−1) References
0.09 69 ± 12 Jimenez et al. (2003)
0.17 83 ± 8
0.27 77 ± 14
0.4 95 ± 17
0.9 117 ± 23 Simon et al. (2005)
1.3 168 ± 17
1.43 177 ± 18
1.53 140 ± 14
1.75 202 ± 40
0.48 97 ± 62 Stern et al. (2010)
0.88 90 ± 40
0.1791 75 ± 4
0.1993 75 ± 5
0.3519 83 ± 14
0.5929 104 ± 13 Moresco et al. (2012)
0.6797 92 ± 8
0.7812 105 ± 12
0.8754 125 ± 17
1.037 154 ± 20
0.07 69 ± 19.6
0.12 68.6 ± 26.2 Zhang et al. (2014)
0.2 72.9 ± 29.6
0.28 88.8 ± 36.6
1.363 160 ± 33.6 Moresco et al. (2015)
1.965 186.5 ± 50.4
0.3802 83 ± 13.5
0.4004 77 ± 10.2
0.4247 87.1 ± 11.2 Moresco et al. (2016)
0.4497 92.8 ± 12.9
0.4783 80.9 ± 9
0.47 89 ± 49.6 Ratsimbazafy et al. (2017)
4 RECONSTRUCTION OF DL(Z)
In the literature of cosmology, except for the Hubble pa-
rameter, the distance redshift relations are also frequently
reconstructed from the SNe Ia (Seikel et al. 2012a; Yahya
et al. 2014; Yang et al. 2015; Wang et al. 2019) and grav-
itational wave (GW) measurements (Liao 2019). Here we
test the feasibility of the ANN method in the reconstruction
of the luminosity distance obtained from SNe Ia. The data
used here is Union2.1 (Suzuki et al. 2012) that contains 580
SNe Ia in the redshift range of [0.015, 1.414]. The distance
modulus of Union2.1 SNe Ia is
µSNe(α, β, δ,MB) = m∗B − MB + α × x1 − β × c
+δ · P(mtrue∗ < mthreshold∗ ),
(21)
where MB is the absolute B-band magnitude of SNe Ia, α, β
and δ are nuisance parameters of SNe Ia. We only want to
test the feasibility of ANN in reconstructing functions with
SNe Ia data, thus, α, β, δ and MB are set to 0.122, 2.466,
-0.036 and -19.318, respectively (Suzuki et al. 2012). The
error of the distance modulus is
σµSNe =
√
σ2
m∗B
+ (ασx1 )2 + (βσc)2. (22)
Then, the luminosity distance can be obtained by using
DSNeL = 10
(µSNe−25)/5, (23)
and the corresponding error is
σDSNeL
=
10(µSNe−25)/5 · ln 10
5
· σµSNe . (24)
The luminosity distance of Union2.1 is shown in Figure
8 (the red dots with error bars). We first fit the flat ΛCDM
model using the Union2.1 SNe by minimizing the χ2
χ2(H0,Ωm) =
∑
i
[
Dth
L
(zi ;H0,Ωm) − DSNeL (zi)
]2
σ2
DSNeL ,i
. (25)
Note that the absolute magnitude MB of SNe Ia is fixed,
thus, the Hubble constant H0 can be constrained by the SNe
Ia data. The constraint on H0 and Ωm are
H0 = 68.984 ± 0.347, Ωm = 0.280 ± 0.020 , (26)
and one-dimensional and two-dimensional distributions of
the parameters are shown in Figure 9 (the blue solid lines).
Then, using the method illustrated in section 2.3, we
obtain the optimal network model for the reconstruction of
DL(z). The optimal model for reconstructing DL(z) has one
hidden layer with 4096 neurons in the hidden layer. We note
that the batch normalization is not used in this model. The
reconstructed function of DL is shown in the upper panel of
Figure 8, where the solid black line with gray area represents
the function of DL and the corresponding 1σ error, and the
red dashed line standing for the best-fit flat ΛCDM model
of Union2.1 SNe Ia (Equation 26). Residuals with respect to
this model are shown in the lower panel. We can see that the
function of DL reconstructed with the ANN method com-
pletely coincides with the best-fit flat ΛCDM model. This
indicates that the ANN is capable to reconstruct functions
for the distance redshift relation.
In order to test the reliability of the reconstructed func-
tion of DL(z), we fit the flat ΛCDM model using ten sets of
samples of SNe Ia generated randomly from the function
of DL(z) according to the redshift distribution of Union2.1
SNe Ia. These samples has the same number of SNe Ia as the
Union2.1 SNe Ia. The mean values of parameters for these
ten sets of samples are
H0 = 70.015 ± 0.334, Ωm = 0.280 ± 0.023 , (27)
and the distributions of parameters are shown in Figure 9
(the red dashed lines). This constraint on parameters is al-
most the same as that obtained from the Union2.1 SNe Ia
directly, which further indicates the reliability of the recon-
structed function of DL(z) and makes the ANN a promising
method for future cosmological research.
5 COMPARING WITH OTHER NETWORKS
For comparison, we also reconstruct functions of H(z) with
other neural networks. Specifically, we consider Elman Re-
current Neural Network (RNN, Elman (1990)), Long Short
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Reconstructing Functions and Estimating Parameters with Artificial Neural Network: a test with Hubble parameter and SNe Ia 9
68
.8
69
.6
70
.4
71
.2
H0
0.2
0
0.2
5
0.3
0
0.3
5
m
0.2
0
0.2
5
0.3
0
0.3
5
m
Union2.1
ANN
Figure 9. One-dimensional and two-dimensional marginalized
distributions with 1σ and 2σ contours of H0 and Ωm constrained
from Union2.1 SNe Ia. The blue solid lines show the results of
fitting ΛCDM model with Union2.1 SNe Ia directly and the red
dashed lines referring to the results of fitting ΛCDM model with
the reconstructed SNe Ia using the ANN method.
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Figure 10. Reconstructed functions of H(z) with 1σ errors using
ANN. In the upper panel, the red dots with error bars represent
the simulated H(z), and the red dashed line referring to the fidu-
cial flat ΛCDM model with H0 = 70 km s−1 Mpc−1 and Ωm = 0.3.
Residuals with respect to this model are shown in the lower panel.
Term Memory (LSTM, Hochreiter & Schmidhuber (1997))
and Gated Recurrent Unit (GRU, Cho et al. (2014)). In our
analysis, all the processes are carried out on the simulated
Hubble parameter.
5.1 ANN
Using the method of section 2.2, we firstly simulate a set
of samples of Hubble parameter that has the same number
with the observational data, shown in the upper panel of Fig-
ure 10 (the red dots with error bars). Note that there is no
56 64 72 80
H0
0.0
0.2
0.4
0.6
0.8
1.0
m
0.0 0.2 0.4 0.6 0.8 1.0
m
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ANN
Figure 11. The same as Figure 7, except now using the simulated
H(z). The black dot standing for the fiducial values of parameters.
random for the fiducial values of H(z). Then we reconstruct
functions of H(z) with the ANN method. The reconstructed
functions with 1σ errors are shown in the upper panel of
Figure 10, where the black solid line with gray area repre-
sent the reconstructed function of H(z). In the lower panel
of this figure, we show the residual that respect to the fidu-
cial model. The red dashed lines in this figure stands for
the fiducial ΛCDM model. Obviously, the function of H(z)
reconstructed with the ANN method coincides completely
with the fiducial one.
We further constrain the parameters of ΛCDM model
using the same procedure of section 3.2 with ten sets of
samples generated randomly by the reconstructed function
of H(z). One-dimensional and two-dimensional distributions
of H0 and Ωm constrained from H(z) are shown in Figure 11,
where the blue lines represent the result constrained from
the mock H(z) directly, and the values of the parameter are
H0 = 68.885 ± 4.626, Ωm = 0.351 ± 0.174 . (28)
Here we take this result as the ground truth. The red dashed
lines corresponding to the results constrained from the H(z)
data generated randomly according to the redshift distri-
bution of the observational H(z) from the functions of H(z)
reconstructed by ANN. The mean values of H0 and Ωm for
these ten sets of samples are
H0 = 69.067 ± 5.289, Ωm = 0.361 ± 0.221 .
Obviously, the result is consistent with the ground truth, and
the values of parameters of the fiducial model are covered
by this result within 1σ confidence level.
5.2 RNN, LSTM & GRU
With the same procedure of section 2.3, we first find the
optimal network models for RNN, LSTM and GRU, respec-
tively, by using simulated Hubble parameter of Figure 3. The
optimal models have one hidden layer and contain 128, 128
and 1024 neurons in the hidden layer for RNN, LSTM and
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Figure 12. The same as Figure 10, except now using RNN,
LSTM and GRU network to reconstruct the Hubble parameter.
GRU, respectively. Then we reconstruct functions of H(z)
from the simulated Hubble parameter of Figure 10. The re-
constructed functions of H(z) with RNN, LSTM and GRU
are shown in Figure 12. The black dashed line with areas
referring to the result of RNN, the green dashed line with
areas standing for the result of LSTM and the blue dashed
line with areas are for that of GRU. We can see that the
reconstructed functions for all these three networks are con-
sistent with the fiducial cosmological model (the red dashed
line) within a 1σ confidence level. Moreover, the mean val-
ues of the reconstructed function are almost the same as
the fiducial cosmological model for both RNN and LSTM,
which is similar with that of the ANN method (see Figure
10). These may indicate that RNN, LSTM and GRU are
capable to reconstruct functions from data.
However, the reconstructed functions are greatly influ-
enced by the number of neurons in the hidden layer. In
Figure 13, we draw three reconstructed functions of H(z)
for RNN, LSTM and GRU, respectively. These three func-
tions of H(z) are reconstructed with three network models
that have the different number of neurons in the hidden
layer. For the RNN method (the left panel of Figure 13),
we can see that the reconstructed function of H(z) will de-
viate from the fiducial cosmological model with the increase
of the number of neurons in the hidden layer. This can also
happen with the LSTM method (the middle panel of Figure
13). What’s more, when the number of neurons in the hid-
den layer is 1024, the reconstructed function of H(z) using
LSTM method is slightly opposite in trend with the mock
data, which is totally unreasonable. For the GRU method
(the right panel of Figure 13), the number of neurons in the
hidden layer also affects the reconstructed functions of H(z),
even the effect is slightly reduced.
The effect of the number of neurons in the hidden layer
on the reconstructed functions of H(z) indicates that it is
not safe to reconstruct functions from the observational data
with the optimal network model. Thus, this makes it diffi-
cult to reconstruct functions from observational data with
RNN, LSTM and GRU, respectively. Therefore, the ANN
method is more reliable than RNN, LSTM and GRU in the
reconstruction of function from observational data.
6 DISCUSSIONS
In this work, the neural network is designed to reconstruct
functions of the Hubble parameter H(z) and the luminos-
ity distance DL(z) of SNe Ia. However, we note that it is
mathematically proved that a neural network with only one
hidden layer can approximate any function with any accu-
racy if we use enough neurons (Cybenko 1989; Hornik et
al. 1989). Therefore, the ANN is a general method that can
reconstruct functions for any kinds of data.
There are many hidden parameters (or hyperparame-
ters) in the neural network, which should be selected before
using ANN for the reconstruction of functions. In the pro-
cess of supervised learning, the data is generally divided into
three parts: the training set, the validation set and the test
set. The network models are trained on the training set and
the hidden parameters are optimized using the validation
set. However, this training and evaluation strategy is not
suitable in the tasks of reconstructing functions because all
the data should be used to train the network to construct an
approximate function, which means that the data cannot be
divided to evaluate the network models. Thus, we present
a new strategy to train and evaluate the network models in
section 2.3, by using simulated data.
In section 2.3, we only consider optimizing the numbers
of hidden layer and that of neurons in the hidden layer for
the reconstruction of Hubble parameter H(z). The optimal
network model selected in this work is applicable to both
current and near future observations of the Hubble parame-
ter. However, we propose that the hidden parameters of the
network should be optimized with the strategy of section 2.3
when the ANN method is used in other observational data
sets. Besides, other hidden parameters of the network, such
as the batch normalization, learning rate and batch size, can
also be optimized using this strategy if one applies the ANN
method in other similar tasks.
The ANN method proposed in this work can perform
a reconstruction of a function from data without assum-
ing a parametrization of the function, which is a completely
data-driven approach. Moreover, the ANN method has no
assumptions of Gaussian distribution for the random vari-
ables and can be used for any kinds of data. We test the
ANN method using both observational and simulated data
in the sections 3.2, 4 and 5, respectively. The results in-
dicate that the ANN method are reliable and unbiased, for
both the best-fit values and errors of the reconstructed func-
tion. In addition, the reconstructed functions can be used to
estimate cosmological parameters unbiased. Moreover, the
results of section 3.2 show that the ANN method is not sen-
sitive to the input cosmology. Therefore, we propose that
the ANN method will be a very promising method in the
reconstruction of functions from data.
7 CONCLUSIONS
We propose that Artificial Neural Network (ANN) can be
used to reconstruct functions from data. In this work, we
test the ANN method using the Hubble parameter and SNe
Ia data by reconstructing functions of H(z) and DL(z). We
find that both H(z) and DL(z) can be reconstructed with
high accuracy, which indicates that the ANN method is a
MNRAS 000, 1–12 (0000)
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Figure 13. The same as Figure 5, except now using RNN, LSTM and GRU to reconstruct the Hubble parameter.
promising method in cosmological research. Furthermore, we
also estimate parameters using the reconstructed functions
of H(z) and DL(z) and find the results are consistent with
that obtained using the observational data directly. There-
fore, we propose that the functions reconstructed by ANN
can represent the actual distribution of observational data
and can be used for parameter estimation in cosmological
research. We will investigate these interesting issues in the
future works.
The ANN used in this work is a general method that
could reconstruct a function from any kinds of data without
assuming a parametrization of the function, which is a com-
pletely data-driven approach. Moreover, this method has no
assumptions of Gaussian distribution for the observational
random variables, hence, it can be widely used in other ob-
servational data. Therefore, data-driven modeling based on
the neural network has the potential to play an important
role in future cosmological research. Based on the Artificial
Neural Network, a code for reconstructing functions from
data is developed and can be downloaded freely after publi-
cation of this paper.
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