Adaptive control systems are designed to achieve the desired control performance when plant parameters are unknown or possibly slow-changing. In this paper, we propose an adaptive model predictive control (MPC) algorithm for a class of nonlinear input affine systems. The key idea is to combine the MPC algorithm with the adaptive Immersion and Invariance (I&I) control method. That is, MPC is used to calculate the input satisfying the assumption in the adaptive I&I control method and then the parameter update law in I&I depends on the state, estimated parameter, and input determined by the MPC algorithm. This strategy allows us to estimate the unknown parameters online and produce the control input at the same time. To modify the I&I method, we show a stability theorem for a linearly parameterized plant and then, numerical examples are given to demonstrate its effectiveness.
Introduction
Model predictive control (MPC) is one of the most promising methods of dealing with nonlinear systems with input and/or state constraints. Many studies of nonlinear MPC have been performed to develop computation methods [1] [2] [3] [4] , solve various control problems [5] [6] [7] and analyze the stability [8, 9] . When using an MPC algorithm, the quality of the used model plays a vital role. However, in real systems, it is difficult to measure all the parameters accurately. This uncertainty may deteriorate control performance. For this reason, adaptive MPC methods under some conditions have been proposed, most of which are based on robust MPC [10, 11] . To ensure the feasibility and stability of systems, classical adaptive MPC methods have several assumptions and constraints. For example, some methods are applicable only to linear systems and others to nonlinear systems with guaranteed robust stability.
On the other hand, there are many cases in which the desired control performance cannot be satisfied with a fixed feedback controller (non-adaptive controller) when system parameters change according to the surrounding environmental situation and/or timevarying operational conditions. In these cases, design methods of adaptive control systems have been proposed [12, 13] . Recently, design methods of adaptive control have been extended to nonlinear systems. One of these methods, Immersion and Invariance (I&I) adaptive control, which is a nonlinear adaptive control based on I&I, has been proposed [14] [15] [16] [17] , and I&I adaptive control has been applied to solving a visual servoing problem [18] , discrete time systems [19] , and adaptive missile control problem [20] . In all of these studies, I&I methods are used to render a system's equilibrium points stable under certain conditions. The I&I method has two major difficulties. One is that it needs some assumptions to ensure that the equilibrium point is stable. The other is that the control law stabilizing the equilibrium point globally and asymptotically must be known explicitly in advance.
The main contribution of this study is the development of an adaptive MPC method for nonlinear input affine systems, which can be used to estimate unknown parameters online and produce the input simultaneously. The key idea is to combine a non--25 -linear MPC algorithm with the adaptive I&I control method, namely, the I&I controller estimates the unknown parameter and the MPC algorithm calculates the control input numerically. The proposed method enables control of the system without prior knowledge of the control law in a closed-form, which asymptotically stabilizes the equilibrium. It requires only the existence of such an input that can be calculated by an MPC algorithm numerically. Although it is generally difficult to ensure the stability of nonlinear MPC, a satisfactory control response is achieved by a nonlinear MPC in many practical systems. Therefore, it is practically meaningful to develop an adaptive mechanism to compensate for the effect of uncertainties under the assumption that a nonlinear MPC achieves the closed-loop stability of a possibly unknown equilibrium.
In this paper, a stability theorem of the adaptive MPC method for a linearly parameterized plant is considered. Next, two numerical examples are given to show the effectiveness of the proposed method.
The following notation will be used in this paper: x i denotes the ith element of a vector x. Letx and u MP C denote the estimated vector of x and the input calculated by the MPC algorithm, respectively. Leṫ x denote the differentiation of x with respect to time t, which is distinguished from the imaginary time τ on the horizon in MPC. Assume that the derivative of the unknown parameter θ with respect to time is equal to zero, namely, the parameter does not change.
Preliminaries
First, we show the basic nonlinear MPC algorithm and conventional adaptive I&I method.
Nonlinear Model Predictive Control
In the nonlinear MPC problem, we assume that the state equation and constraint are described bẏ
with the state vector x(t) ∈ R n and the input vector u(t) ∈ R m . Then, an optimal control problem is solved at each time t as follows. Regarding x(t) as the initial state, we consider the minimization of the cost function
where T is the horizon length. The prediction horizon is defined from the current time t to time t + T . Namely, the prediction horizon recedes into the future; because of this feature, MPC is also called receding horizon control. Then, the optimal control input u * (τ ) for minimizing J is calculated within τ ∈ [t,t + T ], and only the initial value of u * (τ ) is used as the actual control input u(t) at time t. As a result, model predictive control is a feedback law of the state x(t).
C/GMRES Algorithm
In this paper, C/GMRES [3] is applied for updating control inputs in real time. Dividing the horizon into N steps, discretizing the prediction horizon and calculating the variations, at each time, an optimal control problem results in a nonlinear algebraic equation
and μ * i (t) represent the state of ith step starting from x(t), the costate, the control input and Lagrange multiplier associated with the equality constraint, respectively. Let H denote the Hamiltonian defined by
A vector U (t) is defined as
Note that x * i (t) and λ * i (t) in (2) are determined as functions of U (t) and x(t) by the Euler-Lagrange equations [3] . The continuation method is applied to (2) to trace the time variation of the control inputs. Then the equation is rewritten as
Equation (4) yields the following linear equation foṙ U .
If U (t) is calculated by numerically integratingU to satisfy (4), no iterative solution method such as the Newton method is needed. The simultaneous linear equation forU is solved efficiently by the Generalized Minimum RESidual (GMRES) method [21] . Thus, the optimal control input can be calculated without performing iterative searches.
I&I Adaptive Control Systems
In the adaptive I&I method [14] , the stabilization of a system of the forṁ
with a state x ∈ R n , a control u ∈ R m and an equilibrium point x * ∈ R n to be stabilized is considered under the following assumption. The functions f (·) and g(·) depend on the unknown parameter vector θ ∈ R q .
(Assumption) There exists a full-information controller u = v(x,θ) such that the systeṁ
has a globally asymptotically stable equilibrium at x = x * .
Definition [14]
System (6) with Assumption is said to be adaptively I&I stabilizable if there exist mappings β(·) and w(·) such that all the trajectories of the extended systeṁ
are bounded and satisfy
Note that, for all the trajectories staying on the manifold
condition (7) holds. Moreover, by Definition and Assumption, adaptive I&I stabilizability means
Linearly Parameterized Plant
In this section, the adaptive I&I stabilization is applied to a particular problem. We present a procedure for designing an adaptive I&I scheme when the plant is linearly parameterized. Consider the stabilization problem for a system of the form (6) under Assumption and suppose that the plant is linearly parameterized, i.e., it can be described by an equation of the forṁ
Theorem 1 [14]
Consider system (8) with an equilibrium point x * to be stabilized and assume that (A1) and (A2) hold.
(A1) There exists a control law u = v(x,θ) such that the closed-loop systeṁ
has a globally asymptotically stable equilibrium point at x = x * . (A2) There exists a mapping β : R n → R q such that all the trajectories of the systeṁ
are bounded and the dynamics of z has a globally asymptotically stable equilibrium point at the origin. Then system (8) is adaptive I&I stabilizable.
Adaptive MPC via I&I Stabilizability
This section gives the main results of this paper and the effectiveness of our proposed method is shown using numerical examples in the next section. Now, we consider the linearly parameterized plant described by (8) . One of the most difficult problem to use Theorem 1 is finding the input satisfying assumption (A1). To construct such an input, we apply an MPC algorithm instead of finding the stabilizing control law. Moreover, the reference inputū(θ) satisfying the condition at the equilibrium point, is adopted. The following theorem is shown.
Theorem 2 Consider system (8) with an equilibrium point x * to be stabilized and assume that (A1') and (A2) hold.
(A1') There exists the MPC law u = u MP C (x,θ), such that the closed-loop systeṁ
has a globally asymptotically stable equilibrium point at x = x + ∈ R n , which might be unknown. The input vector u MP C (x,θ) is determined by minimizing the cost function J:
whereū(θ) satisfies
Then the system (8) is adaptive I&I stabilizable.
Before proving Theorem 2, Lemma 1 is given to show u MP C (x * ,θ) =ū(θ). Lemma 1 In Theorem 2, the following holds.
(Proof of Lemma 1) Since the functions φ(x) and L(x,u) in (13) are positive definite functions, the inequalities
are satisfied and then J ≥ 0 holds for any feasible solution. In particular, (14) implies that
is a feasible solution that achieves the minimum value J = 0. Therefore,
(Proof of Theorem 2) Since, from (A1'), x + is a globally asymptotically stable equilibrium point, the following is satisfied:
Also, from Lemma 1 and (14), u MP C (x * ,θ) =ū(θ) and the following equation is obtained:
Now, both x + and x * are equilibrium points. If we assume x + = x * , then this fact contradicts (A1'), under which system (11) has a globally asymptotically stable equilibrium point at x + . Therefore, x + = x * holds, which implies (A1). Then, from Theorem 1, this system is adaptive I&I stabilizable. In Theorem 2, the equilibrium point x + needs not to be known to be the same as x * in advance, and some constraints can be imposed on the MPC law as long as (A1') holds. Note that the performance index J needs to be chosen so that the optimal input makes x * an equilibrium point. Moreover, it should also be noted that the input vector is penalized for the difference from the reference inputū(θ) in the cost function (12) .
Theorem 2 indicates that if a linearly parameterized plant is stabilized by the MPC law, the system can be adaptive I&I stabilizable, even if the equilibrium point is unknown. Moreover, this theorem enables the control of a system without prior knowledge of the stabilizing control law in closed form. It is, in general, difficult to check assumption (A1'). However, there are many practical systems stabilized by MPC that have not been theoretically guaranteed. Therefore, Theorem 2 is applicable to various systems provided the stability of MPC is verified through simulations or experimental results. Note that the functions φ, L and β can be chosen freely as long as assumptions (A1') and (A2) are satisfied. Their choices depend on the system and the requirements of the control performance.
Numerical Examples
In this section, we present two numerical examples: a pendulum system and a magnetic levitation system. The pendulum system is employed to demonstrate that the proposed method can make the states converge to the terminal state, while non-adaptive MPC cannot. In addition, in the magnetic levitation system, the advantage of the proposed method is shown, which can treat a system whose stabilizing control law is not known in closed form.
Pendulum System
We consider the problem of adaptive I&I stabilization to the nonzero position (x * 1 ,0) of the pendulum systeṁ
where we assume that a PD controller has already been applied [22] . Now, the unknown parameter θ corresponds to the gravitational acceleration.
First, consider the adaptive state feedback law of the forṁ
Then, define a new variable
Taking the derivative of z along the trajectories of (17) and (18) yieldṡ
Selecting w(·) as
Then we need to choose the mapping β(·) such that
Therefore, we select β(x) = −x 2 sinx 1 . This selection yields the parameter update law as
Therefore, the entire system including parameter estimation is described by the following equationṡ
where u MP C is determined by minimizing the cost function J: with the weighting matrices S,Q,R > 0, andū(θ) satisfies
Here, the input determined by the MPC algorithm is used instead of the input used such that (17) has a globally asymptotically stable equilibrium point at x = x * . In this case, we should calculate the input with the state x and the estimated parameterθ so that (17) has a globally asymptotically stable equilibrium point at some state x = x + . Then we calculate the input with the estimated parameterθ(t) constant over the prediction horizon τ ∈ [t,t+T ], namely, ∂θ/∂τ = 0.
Prior to the simulation of the proposed method, the simulation of a non-adaptive MPC is carried out with the following cost function J: The simulation with the proposed method is carried out with the following cost function J:
T and the functions φ(·) and L(·,·) are defined by (20) . The initial state and the terminal state are x 0 = [2 2]
T and x * = [1 0] T , respectively. The weighting matrices are S = diag[100, 1], Q = diag[100, 1] and R = 1, respectively. In this simulation, a personal computer (CPU: Core2 Quad, 2.50 GHz) and the automatic code generation system AutogenU [23] are employed. Fig. 2 shows the simulation results and it took only 3.9 × 10 −3 [msec] to update the control input for every sampling interval of 1[msec]. In Fig. 2 , the solid and dashed lines show the time histories of the proposed and classical I&I methods [15] , respectively. From this figure, each state and the parameter estimation converge to the terminal state faster than those in the case of the classical I&I method.
Magnetic Levitation
Now, we consider the case in which the stabilizing control law is not known in closed form. That is, the classical I&I method cannot be applied.
Consider a magnetic levitation system consisting of an iron ball in a vertical magnetic field created by a single bar magnet (see Fig. 3 ). The system is described by the state equatioṅ
where x 1 and x 2 are the position and velocity of the magnet, and x 3 and x 4 denote the position and velocity of the iron ball, and u denotes the input, respectively. The meaning of each parameter is shown in Table 1 . Now, the magnetic constant θ is unknown; then we show that this system is adaptive I&I stabilizable. First, consider the adaptive state feedback law of the formθ
The dynamics of z is described by (21) . Selecting the function w(·) as (22) 
For the dynamics of z to have a globally asymptotically stable equilibrium point at the origin, the mapping β(·) needs to satisfy the inequality
Then we choose the mapping β(·) as
This selection yields the parameter update law (23) . Therefore, the entire extended system is described bẏ 
where u MP C is determined by minimizing the cost function defined by (19) andū(θ) satisfies
To show the effectiveness of the proposed method, the simulation of non-adaptive MPC was carried out with the following cost function J: 
The simulation of the proposed method was carried out with the following cost function
are defined by (20 Both simulation results are shown in Fig. 4 . In each subfigure, the solid, dashed and dotted lines represent the proposed method, non-adaptive MPC and terminal state, respectively. From the simulation results, while the non-adaptive MPC method can not make the states converge to the terminal states, each state of the proposed method achieves the desired value and the estimated parameter converges to the true parameter.
Conclusion
In this paper, a new scheme of the adaptive MPC algorithm has been proposed for nonlinear input affine systems and its effectiveness is shown by two numerical examples. The proposed method consists of the MPC algorithm for calculating the optimal input and the I&I scheme for estimating the unknown parameter. The features of the proposed method are its lack of requirement for prior knowledge of the control law stabilizing the equilibrium point and its ability of estimating the unknown parameter and producing the input simultaneously. Furthermore, the proposed method is more applicable than the conventional I&I method, because there are many cases in which the control law stabilizing the equilibrium point is not known in closed form, and this advantage is shown in the numerical example of a magnetic levitation system. However, our method has some difficulties. Even if real-time optimization is possible, it is difficult to analytically check whether or not MPC stabilizes the equilibrium point, i.e., whether or not assumption (A1') is satisfied. This is an important and common problem regarding nonlinear MPC. For future work, a stability analysis of the MPC algorithm will be performed. Furthermore, since the MPC algorithm can treat states and/or input constraints with appropriate choice of the cost function, the verification of the proposed algorithm with states and/or input constraints is also needed.
