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The Lieb-Liniger equation of state accurately describes the zero-temperature universal properties
of a dilute one-dimensional Bose gas in terms of the s-wave scattering length. For weakly-interacting
bosons we derive non-universal corrections to this equation of state taking into account finite-
range effects of the inter-atomic potential. Within the finite-temperature formalism of functional
integration we find a beyond-mean-field equation of state which depends on scattering length and
effective range of the interaction potential. Our analytical results, which are obtained performing
dimensional regularization of divergent zero-point quantum fluctuations, show that for the one-
dimensional Bose gas thermodynamic quantities like pressure and sound velocity are modified by
changing the ratio between the effective range and the scattering length.
PACS numbers: 03.70.+k, 05.70.Ce, 67.85.-d
I. INTRODUCTION
For almost eighty years one-dimensional (1D) quantum
systems have been subject of intense fascination. From
the seminal work of Bethe in 1931 on the Heisenberg
model [1], 1D physics was then explored in great detail,
providing exact and approximate solutions to a wide va-
riety of systems [2]. These 1D physical systems were con-
sidered toy models but recent advances in experimental
setups, like Josephson nano-junctions [3, 4] and magneto-
optical trapping of cold atoms [5–8], have achieved the
realization of 1D quantum fluids. In the case of the 1D
atomic Bose gas, Lieb-Lininger (LL) equation provides
a reliable description of the zero temperature thermody-
namic quantities [9, 10], while numerical results at finite
temperature can be extracted from the Yang-Yang the-
ory [11, 12], which reduces to LL one at zero temperature.
The resulting thermodynamics is universal, since the only
dependence from the inter-atomic potential is via the s-
wave scattering length. However, deviations from uni-
versality due to the finite-range of interaction potential
have been shown to be quite important for a better un-
derstanding of the 3D Bose gas [13–23]. Finite-range
effects naturally arise by modelling the two-body inter-
actions beyond the unphysical zero-range approximation.
As recently shown for the 2D Bose gas [24], since finite-
range corrections affect the behavior of quantum and
thermal fluctuations, they have to be taken into account
also in lower dimensional system, where fluctuations are
strongly enhanced (Mermin-Wagner-Hohenberg theorem
[25, 26]). Improvements in cold-atom experimental tech-
niques are providing a precision benchmark which makes
possible to explore in great details beyond-mean-field ef-
fects in low-dimensional systems [5, 6, 27, 28]. It was
recently shown, both theoretically and experimentally,
that quantum fluctuations provides a stabilization mech-
anism against collapse, as predicted by the mean-field
theory, both in dipolar condensate and binary Bose mix-
ture [29–33]. Moreover, by tuning the interaction via
Feshbach resonances one can reach regimes where the
effective range of interaction is comparable the scatter-
ing length: in these situations, a universal GPE-based
description is no more reliable, and one has to consider
finite-range effects in the thermodynamical and dynami-
cal description of the system.
In this paper we investigate the role of non-universal
corrections to the thermodynamics of the 1D Bose gas
both at zero and at finite temperature. Within the frame-
work of a local effective action [14, 15, 23, 24, 34], we
derive a novel equation of state, where the contributions
of quantum and thermal fluctuations crucially depend
also on the effective range of the interatomic potential.
These corrections are computed at Gaussian (one-loop)
level, where non-physical divergences are removed by us-
ing dimensional regularization. We show that the Gaus-
sian theory reproduces extremely well the LL equation of
state for weak and intermediate couplings. Finite-range
effects are analyzed by considering measurable quantities
such as the grand potential, the pressure, and the sound
velocity. We find that, at fixed temperature and scatter-
ing length, these physical quantities can be widely tuned
by varying the effective range.
II. EFFECTIVE FIELD THEORY FOR 1D BOSE
GASES
The Euclidean Lagrangian density of identical bosonic
particles of mass m and chemical potential µ in a 1D
configuration is given by [35]
L = ψ∗(x, τ)
[
~∂τ − ~
2
2m
∂2
∂x2
− µ
]
ψ(x, τ)
+
1
2
∫
dx′|ψ(x′, τ)|2V (|x− x′|)|ψ(x, τ)|2 ,
(1)
2where bosons are described by the complex field ψ(x, τ)
and V (|x− x′|) is the two-body interaction potential be-
tween atoms.
For dilute and ultracold atomic gases the inter-atomic
potential is usually approximated by a zero-range poten-
tial. In order to analyze the role played by the finite
range of the inter-atomic potential, we go beyond the
zero-range approximation by considering the following
low-momentum expansion
V˜ (q) = g0 + g2q
2 +O(q4) (2)
of the Fourier transform V˜ (q) of the interaction potential
V (|x|). It is relevant to connect the parameters g0 and g2
with measurable quantities like the 1D scattering length
as and the 1D effective range re of the potential V (|x|).
In order to establish this connection, we first recall that,
from 1D scattering theory, the scattering amplitude for
an even scattering wavefunction reads, in terms of the
phase shift [36]
f0(q) = qe
iδ0(q) sin δ0(q) . (3)
The scattering length and the effective of the inter-atomic
potential are defined via a low-momentum power expan-
sion of the phase shift, namely [36]
q tan δ0(q) =
1
as
+
1
2
req
2 +O(q4) . (4)
By supposing that the most relevant scattering processes
in the system are the ones described by f0(q), then [37],
we then write the T-matrix as
T0(q) = −2~
2
m
f0(q) . (5)
At low momenta, the T-matrix is determined analytically
by solving the equation [14, 37]
T0(q) =
[
1
V˜ (q)
− m
2pi~2
∫
dp
p2 − q2 + iκ
]
−1
(6)
By taking V˜ (q) as in Eq. (2), Eq. (6) becomes
T0(q) =
[
1
g0
− g2q
2
g20
+O(q3) + im
2~2q
]
−1
. (7)
By inserting Eq. (3) in Eq. (5), with Eq. (4) and the
identity eiδ sin δ = 1/(cot δ − i), an expansion up to q2
also leads us to
T0(q) = −2~
2
m
[
as − 1
2
rea
2
sq
2 +O(q3)− i
q
]
−1
. (8)
By matching Eq. (7) and Eq. (8), we finally obtain
g0 = − 2~
2
mas
g2 = −~
2
m
re , (9)
recovering the familiar result for the 1D coupling con-
stant g0 [38, 39] and a remarkably simple formula relat-
ing g2 to re. A similar procedure to get a relationship
between g2 and re has been used for the 3D Bose gas
[14, 23], while in 2D the connection between g2 and re is
much more complicated due to a logarithmic dependence
on momentum in the T-matrix.
III. THERMODYNAMIC PROPERTIES
All the relevant thermodynamic quantities can be de-
rived from the grand canonical ensemble partition func-
tion Z or, equivalently, from the grand potential Ω, which
are defined as
Z = e−βΩ =
∫
D[ψ, ψ∗] exp
(
− 1
~
S[ψ, ψ∗]
)
(10)
adopting a functional integration formalism. In Eq. (10)
the Euclidean action is given by
S[ψ, ψ∗] =
∫
L
dx
∫ β~
0
dτ L[ψ, ψ∗] , (11)
where L[ψ, ψ∗] is defined in Eq. (1), L is the system size
and β ≡ 1/(kBT ), with kB the Boltzmann constant and
T the temperature.
The mean-field plus Gaussian approximation is ob-
tained by splitting the field ψ(x, τ) as
ψ(x, τ) = v + η(x, τ) (12)
and expanding the action S[ψ, ψ∗] around the constant
field v up to the quadratic terms in the fluctuations field
η and η∗. Within the framework of second quantiza-
tion, this procedure is closely related to the Bogoliubov
approximation, where the quartic hamiltonian is disen-
tangled in quadratic terms [40]. The grand potential is
then composed by three different contribution
Ω(µ, v, T ) = Ω0(µ, v) + Ω
(0)
g (µ, v) + Ω
(T )
g (µ, v, T ) . (13)
Assuming a real v, Ω0(µ, v) is given by the terms in the
action independent from η and η∗, namely [43]
Ω0(µ, v) = L
(
− µv2 + 1
2
g0v
4
)
(14)
The contribution of fluctuations has double nature: first,
quantum fluctuations arising a zero temperature, i.e. the
zero-point energy of collective excitations
Ω(0)g =
1
2
∑
q
Eq(µ, v) (15)
and then the thermal ones
Ω(T )g = β
−1
∑
q
log
(
1− e−βEq(µ,v)) . (16)
3In Eq. (15) and Eq. (16), Eq(µ, v) is the spectrum of
bosonic excitations:
Eq(µ, v) =
[(
~
2q2
2m
−µ+v 2[g0+ V˜ (q)]
)2
−v 4V˜ (q)2
]1/2
.
(17)
One can eliminate the dependence on the parameter v by
imposing the saddle-point condition on Ω0(µ, v), which
reads
v =
√
µ
g0
, (18)
and make the spectrum in Eq. (17) gapless
Eq(µ) =
√
~2q2
2m
[
(1 + χµ)
~2q2
2m
+ 2µ
]
, (19)
where finite range effects are encoded in the parameter
χ =
4m
~2
g2
g0
. (20)
The grand potential Ω(µ, T ) is easily related to the pres-
sure through the formula P = −Ω/L so, by replacing Eq.
(18) in Eq. (14), one gets the familiar mean-field result
P0(µ) =
µ2
2g0
, (21)
which reproduces the LL solution in the weak-coupling
regime. Notice that this mean-field contribution depends
only on the zero-range strength g0.
A. Quantum fluctuations
In the continuum limit the contribution arising from
quantum fluctuations is given by
P (0)g (µ) = −
1
2
∫ +∞
−∞
dq
2pi
Eq(µ) . (22)
This integral is ultraviolet divergent. In order to regu-
larize it we use dimensional regularization [41, 42]: the
integral of Eq(µ) is computed over a D-dimensional mo-
mentum space, finding
P (0)g = −
SD(2µ˜)
D/2+1
4(2pi)D
(2m
~2
)D/2
B
(D + 1
2
,−D + 2
2
)
,
(23)
where µ˜ = µ/(1 + χµ), SD = 2pi
D/2/Γ(D/2) with Γ(x)
the Euler Gamma function, and B(x, y) the Euler beta
function. The dimension D is taken complex such that
B(x, y) can be analytically continued and expressed in
terms of Gamma functions: B(x, y) = Γ(x)Γ(y)/Γ(x+y).
Finally, setting D = 1 we obtain
P (0)g (µ) =
2
3pi
√
m
~2
µ3/2
1 + χµ
. (24)
This beyond-mean-field Gaussian contribution depends
explicitly only on the finite-range parameter χ, given by
Eq. (20).
The zero-temperature number density n of the system
is immediately derived from
n =
∂
∂µ
(
P0(µ) + P
(0)
g (µ)
)
(25)
and the corresponding speed of sound reads
cs =
√
n
m
∂µ
∂n
. (26)
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FIG. 1: Upper panel: Zero-temperature sound velocity in
units of the Fermi velocity vF = ~pin/m as a function
of the adimensional zero-range interaction parameter γ =
(mg0)/(~
2n) [44, 45]. We compare our Gaussian sound veloc-
ity c
(g)
s (solid line), with the exact solution of LL equation [44]
(dashed line), and the mean-field result c
(mf)
s (dotted line).
Lower panel: Gaussian sound velocity for different values of
the adimensional parameter α = ~2χ/(ma2s) = 4re/as, which
encodes the role played by the finite range of the inter-atomic
potential.
In the upper panel of Fig. 1 we report the compar-
ison between our Gaussian result of the sound velocity
(solid line) and the solution of LL theory (dashed line)
4for the universal case (χ = 0 in Eq. (24)). We char-
acterize the zero-range interaction strength by the pa-
rameter γ = (mg0)/(~
2n) [39, 44]. The figure shows
that our Gaussian theory improves the mean-field result,
c
(mf)
s (γ) = ~n
√
γ/m, reliable only in the weak-coupling
limit (dotted line). Quite remarkably, the range of appli-
cability of our Gaussian theory is up to γ ≃ 10. Only the
very strong coupling (Tonks-Girardeau) regime of impen-
etrable bosons is not captured by the Gaussian theory.
In the lower panel of Fig. 1 we plot the behavior of
our Gaussian sound velocity for different values of the
finite-range adimensional parameter α = (~2χ)/(ma2s) =
4re/as. The figure clearly shows that the inclusion of
finite range effects deeply affects the zero-temperature
sound velocity: at fixed zero-range strength the sound
velocity becomes larger with a positive effective range,
while the opposite happens for a negative effective range.
As previously stated, enhanced quantum fluctuations
play a crucial role in low-dimensional atomic quantum
gases [25, 26], since they cannot be controlled by lowering
the temperature. Thus, the usual mean-field scheme has
to be modified in such a way to include Gaussian fluctu-
ations in the thermodynamic and dynamical description
provided respectively by the grand potential Ω(µ) and
the Gross-Pitaevskii equation (GPE).
It has been shown that these corrections deeply af-
fects the stability of 2D and 1D Bose-Bose mixtures,
enabling a transition from a homogeneous ground state
to liquid-like self-bound states [29, 30]. Moreover, while
a universal GPE-based approach is reliable only when
re ≪ as ≪ d, with d being the average distance between
atoms, it has been shown [17, 19, 21] that one can greatly
enhance finite-range effects by means of Fano-Feshbach
resonances. In regimes where rs ≈ as, deviation from
universalities are relevant, and every dynamical picture
of the system has to take into account not only quan-
tum fluctuations, but also finite-range corrections mod-
elled around Eq. (24). In the present experiments one
can tune the scattering length as and in turn the adi-
mensional parameter α = 4re/as of our theory, because
the effective range re remains practically fixed and quite
small (≃ 10−10 m). The nontrivial behavior of the sound
velocity cs shown in the lower panel of Fig. 1 can be
observed experimentally, at fixed as and re, by varying
the number density n and consequently the adimensional
interaction parameter γ. Our approach can be seen as
complementary to the one in [46], where collective exci-
tations of the 1D Bose gas are studied within a hydro-
dynamic framework based on a GP-like equation. Differ-
ently from the usual mean-field approach, they still con-
sider a zero-range two-body interaction, but the chemical
potential is modelled around the LL exact solution.
B. Thermal fluctuations
The contribution of thermal fluctuations is obtained
from Eq. (16). In the continuum limit
P (T )g (µ, T ) =
1
pi
∫ +∞
0
dq q
dEq
dq
(
1
eβEq − 1
)
. (27)
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FIG. 2: We plot the pressure P (µ, T ) in Eq. (31), with kBT
in units, and µ in units of EB = ~
2/(ma2s), at the fixed value
µ/EB = 0.3. We consider three different values of the adimen-
sional parameter α = 4re/as. The case α = 0 corresponds to
the zero-range approximation of the inter-atomic potential.
By changing the integration variable to x = βEq(µ),
one gets
P (T )g (µ, T ) =
1
piβ
∫ +∞
0
dx q(x)
1
ex − 1 (28)
where
q(x) =
√
2mµ
~2(1 + χµ)
√√√√−1 +
√
1 +
(1 + χµ)x2
µ2
(kBT )2 .
(29)
After having inserted Eq. (29) in Eq. (28), an expan-
sion at low temperatures finally leads us to the following
results
P (T )g (µ, T ) =
pi
6
√
m
~2µ
(kBT )
2
[
1− pi
2
20
1 + χµ
µ2
(kBT )
2
]
.
(30)
So, by recalling Eq. (21) and Eq. (24), the gran canonical
ensemble pressure is given by
P (µ, T ) = P0(µ) + P
(0)
g (µ) + P
(T )
g (µ, T ) . (31)
In Fig. 2 we report the pressure P as a function of tem-
perature T at fixed chemical potential µ for three values
of the finite-range adimensional parameter α = 4re/as,
obtained with the low-temperature analytical formula
(30). At finite temperature non-universal effects slightly
increase as ratio (kBT/µ)
4 grows. This is explained by
recalling that the details of the inter-atomic potential be-
come more relevant when atoms scatter at higher energy.
5IV. CONCLUSIONS
We have derived a non-universal equation of state for
the 1D Bose gas providing a truthful connection be-
tween the scattering parameters and the coupling con-
stants of the interaction potential. The non-universal
1D equation of state is quite different with respect to
the 3D [14] and 2D [24] ones, and its quantum fluctua-
tions crucially depend on the scattering length and the
effective range of the interaction potential. Our finite-
range analytical results, Eq. (24) and Eq. (30), rep-
resent a nontrivial generalization of the universal 1D
equation of state. In the case of contact interaction
we have shown that our beyond-mean-field theory repro-
duces extremely well the Lieb-Liniger one apart the very
strong coupling regime. Sizable non-universal effects can
be reached experimentally with confined quasi-1D ultra-
cold atoms through Feshbach-resonance techniques by
decreasing the 1D scattering length as. Indeed, finite-
range effects become relevant by increasing the adimen-
sional ratio re/as, where re is the 1D effective range of
the inter-atomic potential. Our beyond-mean-field de-
scription of the 1D Bose gas can help the understand-
ing of a wide range of problems. For instance, the role
of quantum fluctuations, thermal fluctuations and finite-
range corrections in the stability and structural proper-
ties of topological defects (dark solitons) and localized
self-bound states (i.e. bright solitons).
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