COI, CKi = n be a p a r t i t i o n o f n. We d e f i n e a part i a l o r d e r on t h e s e t o f a l l m -p a r t p a r t i t i o n s o f n as f o l l o w s . .
. . K > K;-2 K~ s 2 K;, r = l , ..., m (1.1) i = l i = l W e s h a l l say t h a t K specia2izes t o K' o r t h a t K is more genera2 thrm K ' i f (1.1) holds.
The reverse ordering has been c a l l e d t h e dominance order [l] . This order occurs i n many d i f f e r e n t p a r t s o f p u r e and applied mathematics and we now proceed to discuss sane o f these.
The Snapper Conjecture
Let K = ( K l,...,$,,) be a p a r t i t i o n o f n. L e t SK be t h e subgroup S x S x ... x Sl n o f Sn, t h e symmetric group on n l e t t e r s . F o r example S(2,2,1) c S5 i s t h e subgroup consisting of the permutations (l), (12), (34), (12)
(34). Let p(K) be the represent a t i o n o f Sn o b t a i n e d b y t a k i n g t h e t r i v i a l r e p r e s e nt a t i o n o f t h e subgroup SK and inducing i t up t o Sn.
Then t h e Snapper conjecture fays that p(K) i s a d i r e c t sumnand o f p ( K ' ) i f K < K . Proofs o f t h i s statement can be found i n [2] and [3].
The Gale-Ryser Theorem [5],[6]
K1 K2 L e t p and w be two p a r t i t i o n s o f n. Then there i s a m a t r i x o f z e r o s and ones whose columns sum t o p and whose rows sum t o w i f f w 2 p*. There p* i s t h e d u a l p a r t i t i o n o f p defined by u% = #Cjlpj t i}. For example (2,2,1)* = (3, 2] . As a r u l e we s h a l l n o t d i s t i n g u i s h between two p a r t i t i o n s i f one o f them i s obtained from the other by adding some zeros.
Double Stochastic Matrices ([5])
A m a t r i x M = (m. .) i s c a l l e d double stochastic Let g: n denote the space o f a l l c m p l e t e l y reachable control systems x = Ax + Bu, x E Rn, q u p p o r t e d i n p a r t by NASA Grant 12384, ONR Contract #N00014-80C-0199 and DOE Contract #DE-AC01-80RA5256. P a r t o f t h i s work was done w h i l e t h e second author was v i s i ti ng Erasmus University.
u €e. That i s , Li :n i s t h e space o f a l l p a i r s (A,B) c o n s i s t i n g o f a r e a l n x n m a t r i x A and a r e a l n xm m a t r i x B such t h a t t h e n x (n+l)m matrix R(A,B) = (B;AB; ... ;A") has rank n. The transformat i o n s : (A,B) I+ (A+BK,B), K a r e a l m x n m a t r i x (feedback), (A,B) I+ (SAS-l,SB),
S an i n v e r t i b l e r e a l n x n matrix (basis change i n s t a t e space) and (A,B) I+ (A,BT), T an i n v e r t i b l e r e a l m x m matrix (basis change i n i n p u t space) define an a c t i o n o f t h e L i e group o f a l l b l o c k t r i a n g u l a r m a t r i c e s on Cyn. This group i s c a l l e d t h e feedback group. 
Gerstenhaber-Hesselink Theorem
Let N be t h e space o f a1 1 n i l p o t e n t n x n matrices, i. Note t h e r e v e r s a l o f t h e o r d e r i n t h i s s t a t e m e n t w i t h respect to the statement of Theorem 1.7. Let ' E be a holomorphic family of positive vecsmall enough t. I n v e r s e l y i f K < K ' a r e t w o p a r t it i o n s o f n, then there i s a holmorphic family o f bundles Et such t h a t K(Eo) = K and K(Et) = K' f o r a l l t # 0.
1.12. I n t e r r e l a t i o n s I t i s well-known that Snapper conjecture implies the Gale-Ryser theorem, the r e s u l t on doubly stochastic matrices as w e l l as another combinatorial result known as Muirhead's inequality, cf.
[l], [Z] . On the other hand, the Hermann-Martin vectorbundle associated t o a system provides the connection between theorems 1.11 and 1.7, c f .
[13], [4] , and explains why t h e same part i a l order occurs i n t h e two theorems.
I n t h i s paper we p r e s e n t a d i r e c t l i n k between theorems 1 .E and 1.7 and show how the Snapper-conjecture and theorem 1. 
Then K(E(E)) = K(C).
With the present definitions the proof turns out t o be almost a t r i v i a l i t y , c f . El*].
Systems and Nilpotent Matrices (Connection A) of both theorems. The i d e a o f t h e p r o o f i s two e x h i b i t a small closed set that intersects each o r b i t i n t h e c l o s u r e o f some f i x e d o r b i t . T h i s c l o s e d s e t i s
cons t r u c t e d i n terms o f c e r t a i n f i q t r a t i o n s t h a t u n i q u e l y define the orbit.
W e f i r s t consider the case o f n i lpotent matrices.
This connection takes the fonn of a cannon proof Let A be t h e p a r t i t i o n X1,. . . ,X and associate w i t h X the Young tableaux numbered fran l e f t t o r i g h t i.e.
n Let y be a p a r t i t i o n such t h a t y > X and y > T t X i m p l i e s T = X. Then as i n t h e i n t Associate with the diagram the Young tableaux numbered frun l e f t t o r i g h t as above Now d e f i n e a f u n c t i o n on the f i r s t n integers i n terms o f Young Tableaux f o r y by f ( i ) i s t h e nunber assigned t o t h e box imnediately above t h e i -t h box, i f f ( i ) = 0 i f f i i s a number i n the f i r s t row. Also such a box e x i s t s , i f n o t l e t f ( i ) = 0. Note t h a t t h a t i f k i s i n t h e i -t h r o w o f X t h e n f ( k ) i s i n a row o f X w i t h number less than or equal to i-1.
W e w i l l occassional l y r e f e r t o f as the upward s h i f t operator. L e t A be a n i l p t e n t m a t r i x w i t h a s s o c i a t e d filt r a t i o n Ker A c_ Ker A 9 c_ .. . 5 Ker An of type X.
Choose a b a s i s f o r
Ker An such t h a t el ,. . . , gene r a t e Ker A and i n general e e f u n c t i o n F by defining F(ei) = ef(i), where we take eo = 0, and extending F l i n e a r l y . Proof. Suppose t h e max rank ( t A + sB)' = k. Then t 9 s there i s a k x k minor that evaluated at to,so does not vanish. Since the minor i s polynomial i n t , s then there i s a Z a r i s k i open s e t on which i t doesn't clude that i t i s d e f i n e d on PpqD) and doesn't vanish vanish. The polynomial i s hom eneous so we can conon a Z a r i s k i open s e t o f P (a) and hence i t vanishes 1 a t a f i n i t e number o f p o i n t s on P (C) hence on a f i n i t e number o f l i n e s .
Thus the rank can only go down a t these isolated points.
The Lema follows by choosing t = 0 s = 1 and t = 1 s = 0.
1
The next lm w i l l be the key for the proof of the theorem.
e
L e t A and F be as above, t h e n t A + F i s conProof. W e w i l l prove by i n d u c t i o n t h a t Ker(tA+F)i 2 Ker Ai . 
Theorem (Gerstenhaber-Hesselink)
A m a t r i x B i s contained i n the closure of t h e o r b i t o f A i f f t h e f i l t r a t i o n t y p e o f B i s l a r g e r t h a n t h e f i l t r a t i o n t y p e o f A.
the s a y p e and F i s i n t h e c l o s u r e o f t h e o r b i t o f A.
Proof. I f B E M then there i s an F i n M o f W e now consider the case o f p a i r s o f m a t r i c e s and the feedback group. Again we must d e f i n e a s h i f t func-
t i o n b u t t h i s t i m e we need a down s h i f t i n s t e a d o f an
up s h i f t . L e t X be a p a r t i t i o n with Young tableaux T. L e t y be less than X and again have the prope r t y t h a t y < T 6 X i m p l i e s T = X. Let T' be t h e tableaux for y obtained by moving the appropriate box of the diagram f o r X. Define a function on the f i r s t n i n t e g e r s ' b y f ( i ) i s t h e number o f t h e box in the tableaux T immediately below the box o f i i f such a box e x i s t s and zero otherwise. 
L e t (A,B) be a c o n t r o l l a b l e p a i r and l e t t h e c a l l t h a t t h i s f i l t r a t i o n i s d e f i n e d by B1 i s t h e f i l t r a t i o n o f c o n t r o l l

tableaux of y. L e t G be the matrix whose columns
Define F by defining F on the basis by F(ei) = efci w i t h eo = 0 and extend F t o a 1 inear funct i o n . Now n o t e t h a t F and G have t h e f o l l w ' n g !F,Gl.
rOpertieS. Let G1 c_ ... 5 Gn be t h e f i l t r a t i o n of
1) (F,G) i s c o n t r o l l a b l e
2) Gi c_ Bi 3) FBi c_ Bi +l
The following lemna i s t h e c o u n t e r p a r t o f l e m a 4.2.
4.4.
e L e t (A,B) and (F,G) be as above. Then the system ( t A + F , t B + G ) i s e q u i v a l e n t t o (A,B) f o r a l l b u t f i n i t e l y many t. back type
Proof. W e use t h e f a c t t h a t t w o systems are feedequivalent i f f t h e f i l t r a t i o n s a r e o f t h e same
[ l S l . L e t VI 5 Vp 5 ... 5 Vn be t h e f i l t r a t i o n o f ( t A + F, t B + G). F i r s t s i n c e G1 c_ B1 we have t h a t V1 5 B1 f o r a l l t. Assume Vk 5 Bk and we are given t h a t Gk 5 Bk. Let x E Vk+l then by construction t h e r e i s a yl and y2 E Vk such t h a t ( F + t A ) y l + y2 = x but y2 E Vk 5 Bk c_ %+1 and yl E Vk 5 Bk and hence Fyl E Bk+l .
By d e f i n i t i o n Ayl E Bk+l so we have t h a t x E 8k+l. Thus we have t h a t Vk 5 Bk f o r a l l 
Now d e f i n e a s e t o f p a i r s S = i(F,G): t h e f i l t r at i o n o f (F,G) i s contained subspace by subspace i n t h e f i l t r a t i o n of (A,B) and (F,G)
i s c o n t r o l l a b l e ] . Again S i s an a l g e b r a i c s u b v a r i e t y o f t h e c o n t r o l lable pairs, but seen by choosing, w i t h r e s p e c t t o some be any p a r t i t i o n l e s s t h a n y then there i s a p a i r 
Proof. C l e a r l y t h e o r b i t o f (A,B) i s contained i n S and since each s e t i n t h e i n t e r s e c t i o n i s c l o s e d so i s S.
The main theorem now f o l l o w s t r i v i a l l y .
Theorem A p a i r (F,G) i s i n t h e c l o s u r e o f t h e o r b i t of (A,B) i f t h e f i l t r a t i o n t y p e o f (F,G) i s l e s s t h a n o r e q u a l t o t h e f i l t r a t i o n t y p e
of (A,B).
-Proof. I f T 6 y then there i s a system o f t y p e T i n S and hence i f (F,G) i s o f type T then i t s e q u i v a l e n t t o a system i n S.
both cases the key i s t h a t t h e r e i s a map f r u n each o r b i t o n t o a f l a g m a n i f o l d t h a t i s r e a l l y t h e c r u c i a l element. The set M and the set S are closely rel a t e d t o t h i s map f o r l e t x be e i t h e r a n i l p o t e n t m a t r i x o r a c o n t r o l l a b l e system and l e t T ( X ) be the corresponding element o f t h e f l a g m a n i f o l d . L e t The two theorems have almost identical proofs. In
H be t h e s t a b i l i z e r o f t h e f l a g and c o n s i d e r t h e s e t i n t h e o r i g i n a l v a r i e t y o f H x. I t i s n o t h a r d t o show t h a t H
The key t o t h e s i m p l i c i t y o f t h e s e p r o o f s was t h e f a c t t h a t i n b o t h cases
we were working with the corr e s p o n d i n g f i l t r a t i o n i n s t e a d o f t h e c a n o n i c a l forms. 
C l a s s i f i n
T h i s i s t h e c l a s s i f y i n g map of the vectorbundle E(Z) of Z ( b y d e f i n i t i o n o f t h e l a t t e r ) . I t f o l l o w s t h a t i n terms o f systems theorem 5.1 t r a n s l a t e s as 6.2. Theorem
Let 2 , $Z be as above and l e t K = (K1(Z),.. . , Km(C)), X = X(K).
( i ) There i s a Schubert-cell SC(A) such t h a t dim(Ai) = Xi (K) such t h a t I m OEcSC(A):
Assume C = (A,B) t o be i n Brunovsky canonical form. Then a f t e r renumbering the usual basis o f a" , which amounts t o r e a r r a n g i n g t h e columns o f ( S I -A,B), the map $E looks particularly simple.
For example i f K = (3,2,1) we f i n d where the * elements are a l l nonzero. Indeed i n t h i s case the vectors el,e2,e3,e4 are scalar multiples of each other mod x and so are e5 and e6, while el mod x, e5 mod x and e7 mod x a r e l i n e a r l y independent i n $,,(x).
By l e t t i n g Sn be the group o f p e r m u t a t i o n s o f various sets of n l e t t e r s among the symbols on which S , , , , , acts, many representations of Sn a r i s e . C o n j e c t u r a l l y a l l r e p r e s e n t a t i o n s o f Sn a r i s e i n t h i s way.
s # 0 t h e r e p r e s e n t a t i o n T ( $~( S ) ) . where 1 i s a It i s perhaps a l s o w o r t h o b s e r v i n g t h a t f o r a l l system i n Brufiowsky canonical form i s t h e induced representation p(K). I t would be n i c e t o be a b l e t o i n t e rp r e t t h i s i n c o n t r o l t h e o r e t i c t e r m s .
Families of Representations and Snapper Type Results
Now l e t us see how "continuous" families of repres e n t a t i o n s y i e l d s t h e t y p e o f r e s u l t o c c u r r i n g i n the Snapper conjecture. The r e l e v a n t theorem i s 8. 
Now note that te6
+ ye5 + zel = 0. U s i n g t h i s and t h e e x t r a r e l a t i o n t h a t t h e image o f (9.2) i s Zero mod Kt i t f o l l o w s r e a d i l y t h a t f o r t # 0 t h e images o f t h e t w o elements e 1 e e 2 e e 3 e e 4 e e 5 e e 6 e e 7 el e e2 e e3 e eq e e6 e e5 e e7 are equal i n mod Kt. the grand-family are precisely (up to taking a q u o t i e n t
Observe that the representations we are using fran of one o f them) among those living over the Schubertc e l l s SC(K) and SC(K').
I n t h i s v e i n one proves the Snapper c o n j e c t u r e f o r
