This paper studies systems of particles following independent random walks and subject to annihilation, binary branching, coalescence, and deaths. In the case without annihilation, such systems have been studied in our 2005 paper "Branching-coalescing particle systems". The case with annihilation is considerably more difficult, mainly as a consequence of the nonmonotonicity of such systems and a more complicated duality. Nevertheless, we show that adding annihilation does not significantly change the long-time behavior of the process and in fact, systems with annihilation can be obtained by thinning systems without annihilation.
Results

Introduction
In [AS05] , we studied systems of particles that perform independent random walks, branch binarily, coalesce, and die. Our motivation came from two directions. On the one hand, we were driven by the wish to study a population dynamic model that is more realistic than the usual branching particle systems, since the population at a given site cannot grow unboundedly but is instead controlled by an extra death term that is quadratic in the number of particles, which can be interpreted as extra deaths due to competition. On the other hand, such systems of branching and coalescing particles are known to be dual to certain systems of interacting diffusions, modelling gene frequencies in spatially structured populations subject to resampling, mutation, and selection [SU86] . In this context, the branching-coalecing particles can be interpreted as 'potential ancestors' [KN97] .
Apart from this duality, which was known, we showed in [AS05] that our particle systems are also related to resampling-selection processes by a Poissonization relation. Moreover, we proved that systems started with infinitely many particles on each site come down from infinity (a fact that had been proved before, with a less explicit bound, in [DDL90] ) and that systems on quite general spatially homogeneous lattices have at most one nontrivial homogeneous invariant law, which, if it exists, is the long-time limit law of the process started in any nontrivial homogeneous initial law.
In the present paper, we generalize all these results to systems where moreover, with some positive rate, pairs of particles on the same site annihilate each other, resulting in the disappearance of both particles. This my not seem like it should make a big difference with coalescence, where only one particle disappears -and indeed our results confirm this-but from the technical point of view annihilation has the huge disadvantage of making the system non-monotone, which means that many simple comparison arguments are not available. Some pioneering work on non-monotone systems can be found in, e.g., [BG85, Sud90, Dur91] . Despite progress in recent years, non-monotone particle systems are still generally less studied and worse understood than monotone ones.
As in the case without annihilation, our main tool is duality. In fact, it turns out that systems with annihilation are dual to the same Markov process (a system of interacting Wright-Fisher diffusions) as those without it, but with a different (and more complicated) duality function. As a result, we obtain Poissonization and thinning relations which show, among others, that systems with annihilation can be obtained from systems without it by independent thinning. We reported these duality and thinning relations before (without proof) in [Swa06a] .
The paper is organized a follows. In Section 1.2 we define our model and the dual system of interacting diffusions. In Section 1.3 we state our duality result and show how this implies Poissonization and thinning relations. Section 1.4 presents our main results, showing that the system started with infinitely many particles comes down from infinity and that systems started in a spatially homogeneous, nontrivial invariant law converge to a unique homogeneous invariant law. Section 1.5 contains more discussion and an overview of our proofs, which are given in Section 2.
Definition of the models
Let Λ be a finite or countably infinite set and let q(i, j) ≥ 0 (i, j ∈ Λ, i = j) be the transition rates of a continuous time Markov process on Λ, the underlying motion, which jumps from site i to site j with rate q(i, j). For notational convenience, we set q(i, i) := 0 (i ∈ Λ). We assume that the rates q(i, j) are uniformly summable and (in a weak sense) irreducible, and that the counting measure on Λ is an invariant law for the underlying motion, i.e.: (1.1)
Here and elsewhere sums and suprema over i, j always run over Λ, unless stated otherwise.
Branching-annihilating particle systems. We now let (Λ, q) be as above, fix rates a, b, c, d ≥ 0, and consider systems of particles subject to the following dynamics.
1
• Each particle jumps, independently of the others, from site i to site j with rate q(i, j).
2
• Each pair of particles, present on the same site, annihilates with rate 2a, resulting in the disappearance of both particles.
3
• Each particle splits with rate b into two new particles, created on the position of the old one.
4
• Each pair of particles, present on the same site, coalesces with rate 2c, resulting in the creation of one new particle on the position of the two old ones.
5
• Each particle dies (disappears) with rate d.
Let X t (i) denote the number of particles present at site i ∈ Λ and time t ≥ 0. Then X = (X t ) t≥0 , with X t = (X t (i)) i∈Λ , is a Markov process with formal generator where γ = (γ i ) i∈Λ are strictly positive constants satisfying
for some K < ∞. (Our assumptions on q imply the existence of a γ satisfying (1.4).)
Resampling selection processes. Let (Λ, q) be as before, let r, s, m be nonnegative constants, and let X = (X t ) t≥0 be the [0, 1] Λ -valued Markov process given by the unique pathwise solutions to the infinite dimensional stochastic differential equation (SDE) (see [SU86, AS05] ):
where (B(i)) i∈Λ is a collection of independent Brownian motions. The process X is a system of linearly interacting Wright-Fisher diffusions, also known as stepping stone model, which can be used to model the spatial distribution of gene frequencies in the presence of resampling, selection, and mutation. Following [AS05] , we call X the resampling-selection process with underlying motion (Λ, q), resampling rate r, selection rate s, and mutation rate m, or shortly the (q, r, s, m)-resemprocess.
Duality, Poissonization, and thinning
We start with some notation. Let X be a (q, a, b, c, d)-branco-process with X 0 ∈ E γ (Λ) a.s. and let X † be a (q † , r, s, m)-resemprocess, independent of X. Suppose that one or more of the following conditions are satisfied:
(1.10)
where the infinite products inside the expectation are a.s. well-defined.
Proposition 1, together with a self-duality for (q, r, s, m)-resem-processes described in [AS05, Theorem 1 (b)], implies that (q, a, b, c, d)-branco-processes can be obtained as Poissonizations of resampling-selection processes, and as thinnings of each other, as we explain now. (These thinning relations will prove useful several times in what will follow. On the other hand, we have no application of the Poissonization relations, but since they are very similar and closely related, we treat them here as well.) If φ is a [0, ∞) Λ -valued random variable, then by definition a Poisson measure with random intensity φ is an N Λ -valued random variable Pois(φ) whose law is uniquely determined by
where we allow for the case that e − φ, ψ = e −∞ := 0. In particular, if φ is nonrandom, then the components (Pois(φ)(i)) i∈Λ are independent Poisson distributed random variables with intensity φ(i).
If x and φ are random variables taking values in N Λ and [0, 1] Λ , respectively, then by definition a φ-thinning of x is an N Λ -valued random variable Thin φ (x) whose law is uniquely determined by
(1.13)
In particular, when x and φ are nonrandom and x = n δ in , then a φ-thinning of x can be constructed as Thin φ (x) := n χ n δ in where the χ n are independent {0, 1}-valued random variables with P[χ n = 1] = φ(i n ). More generally, if x and φ are random, then we may construct Thin φ (x) in such a way that its conditional law given x and φ is as in the deterministic case. It is not hard to check that (1.13) holds more generally for any s)-branco-process, respectively, and let X be the (q, r, s, m)-resemprocess. Then
(1.14) and
Proof Formula (1.14) has been proved in case α = 0 in [AS05] . The general case can be derived along the same lines. Alternatively, this can be derived from the case α = 0 using the fact that
, and formula (1.15), which we prove now. If the initial laws of X and X are related as in (1.15) and X † is a (q † , r, s, m)-resem-process started in X 0 = φ with |φ| < ∞, then by (1.11), 
In particular, each branco-process with a positive annihilation rate can be obtained as a thinning of a process with zero annihilation rate.
Main results
Let N = N ∪ {∞} denote the one-point compactification of N, and equip N Λ with the product topology. We say that probability measures ν n on N Λ converge weakly to a limit ν, denoted as
, the space of continuous real functions on N Λ .
Our first main result shows that it is possible to start a (q, a, b, c, d)-branco-process with infinitely many particles at each site. We call this the (q, a, b, c, d)-branco process started at infinity. This result generalizes [AS05, Theorem 2]. For branching-coalescing particle systems on Z d with more general branching and coalescing mechanisms, but without annihilation, a similar result has been proved in [DDL90] .
Theorem 4 (The maximal process) Assume that a + c > 0. Then there exists an
) t>0 with the following properties:
The measure ν is uniquely characterised by
where α := a/(a + c) and
(f ) If r, s, m, α, β are as in Proposition 2 and X (∞) and X (∞) are the corresponding branco-processes started at infinity, then
A similar thinning relation holds between their long-time limit laws.
If a = 0, then it has been shown in [AS05, Theorem 2 (e)] that ν dominates any other invariant measure in the stochastic order, hence ν can righteously be called the upper invariant measure of the process. In the general case, when we have annihilation, we do not know how to compare ν with other invariant measures in the stochastic order, and we only work with the characterization of ν in (1.22). To formulate our final result, we need some definitions. Let (Λ, q) be our lattice with jump kernel of the underlying motion, as before. By definition, an automorphism of (Λ, q) is a bijection g : Λ → Λ such that q(gi, gj) = q(i, j) for all i, j ∈ Λ. We denote the group of all automorphisms of (Λ, q) by Aut(Λ, q). We say that a subgroup G ⊂ Aut(Λ, q) is transitive if for each i, j ∈ Λ there exists a g ∈ G such that gi = j. We say that (Λ, q) is homogeneous if Aut(Λ, q) is transitive. We define shift operators
If G is a subgroup of Aut(Λ, q), then we say that a probability measure ν on N Λ is G-homogeneous if
For example, if Λ = Z d and q(i, j) = 1 {|i−j|=1} (nearest-neighbor random walk), then the group G of translations i → i + j (j ∈ Λ) is a transitive subgroup of Aut(Λ, q) and the G-homogeneous probability measures are the translation invariant probability measures.
The next theorem, which generalizes [AS05, Theorem 4 (a)], is our main result.
Theorem 5 (Convergence to the upper invariant measure) Assume that (Λ, q) is infinite and homogeneous, G is a transitive subgroup of Aut(Λ, q), and a + c > 0. Let X be the (q, a, b, c, d)-
where ν is the measure in (1.22). [SL97] , Lloyd and Sudbury observed that quite generally, if two interacting particle systems have the same dual (whith a special sort of duality relation as described in that article), then one is a thinning of the other. This general principle is also responsible for the Poissonization and thinning relations of our Proposition 2. The thinning relation in Corollary 3 is especially noteworthy, since it allows us to compare nonmonotone systems (which are generally hard to study) with monotone systems. Also, the thinning relation (1.23) allows us to prove that the unique nontrivial homogeneous invariant measures of (q, αr, It does not seem straightforward to make this claim rigorous, however. The reason is that Poissonization or thinning can only produce certain initial laws. Thus, an ergodic result for resampling-selection processes, as has been proved in [SU86] , only implies an ergodic result for branching-annihilating particle systems started in initial laws that are Poisson with random intensity, and likewise, the ergodic result for branching-annihilating particle systems in [AS05] implies our Theorem 5 only for special initial laws, that are thinnings of other laws.
Discussion and outline
Our main tool for proving the statement for general initial laws is, like in our previous paper, duality. In this respect, our methods differ from those in [DDL90] , which are based on entropy calculations, but are similar to those used in, for example, [SU86, BDD91, AS05, SS08]. The papers [SU86, AS05] are particularly close in spirit. The sort of cancellative systems type duality that we have to use in the present paper is somewhat harder to work with than the additive systems type duality in [SU86, AS05] . Earlier applications of this sort of 'cancellative' duality can be found in [BDD91, SS08] .
The remainder of this paper is devoted to proofs. Proposition 1 and Theorems 4 and 5 are proved in Sections 2.5, 2.6 and 2.8, respectively.
Proofs 2.1 Construction and approximation
Finite systems
We denote the set of finite particle configurations by N (Λ) := {x ∈ N Λ : |x| < ∞} and let
denote the space of real functions on N (Λ) satisfying a polynomial growth condition. Recall the definition of the operator G from (1.2). Generalizing [AS05, Prop. 8], we have the following result.
Below and in what follows, we let P x denote the law of the (q, a, b, c, d)-branco-process started in x and we let E x denote expectation with respect to P x .
Proposition 6 (Finite branco-processes) Let X be the (q, a, b, c, d)-branco-process started in a finite state x. Then X does not explode. Moreover, with
For each f ∈ S(N (Λ)), one has Gf ∈ S(N (Λ)) and X solves the martingale problem for the operator G with domain S(N (Λ)).
Proof The proof of [AS05, Prop. 8] carries over without a change.
We equip N Λ with the componentwise order, i.e., for two states x,x ∈ N Λ , we write x ≤x if x(i) ≤x(i) for all i ∈ Λ. In [AS05], we made extensive use of monotonicity of branching-coalescing particle systems. For systems with annihilation, most of these arguments do no longer work. In fact, we can only prove the following fact.
Lemma 7 (Comparison of branco-processes) Let X andX be the (q, a, b, c, d)-branco-process and the (q, 0,b,c,d)-branco-process started in finite initial states x andx, respectively. Assume that
Then X andX can be coupled in such a way that
Proof This can be proved in the same way as [AS05, Lemma 9], by constructing a bivariate process (B, W ), say of black and white particles, such that X = B are the black particles andX = B + W are the black and white particles together, with dynamics as described there, except that each pair of black particles, present at the same site, is replaced with rate 2(1 − θ)c by one black and one white particle, with rate 2(1 − θ)a by two white particles, with rate 2θc by one black particle, and with rate 2θa by one white particle, where θ :=c/(a + c).
We will often need to compare two (q, a, b, c, d)-branco-processes with the same parameters but different initial states. A convenient way to do this is to use coupling. Let (Y 01 , Y 11 , Y 10 ) be a trivariate process, in which particles jump, die and give birth to particles of their own type, and pairs of particles of the same type annihilate and coalesce in the usual way of a (q, a, b, c, d)-brancoprocesses, and in addition, pairs of particles of different types coalesce to one new particle with a type that depends on its parents, according to the following rates: 01 + 10 → 11 at rate r, 01 + 11 → 10 at rate 2a, 11 at rate 2c, (2.5) and similarly 10 + 11 → 01 or 11 at rate 2a resp. 2c. Then it is easy to see that, for any choice of the parameter r ≥ 0, both X := Y 01 + Y 11 and X ′ := Y 10 + Y 11 are (q, a, b, c, d)-branco-processes. We will call this the standard coupling with parameter r. Note that if a = 0, then X 0 ≤ X ′ 0 implies X t ≤ X ′ t for all t ≥ 0 but the same conclusion cannot be drawn if a > 0 because of the transition 01 + 11 → 10.
Let X be the (q, a, b, c, d)-branco-process. It follows from Proposition 6 that the semigroup (S t ) t≥0 defined by
maps S(N (Λ)) into itself. The semigroup gives first moments of functions of our process. We will also need a covariance formula for functions of our process, the general form of which is well-known. Below, for any measure µ and function f , we write µf := f dµ whenever the integral is welldefined, and we let Cov µ (f, g) := µ(f g) − (µf )(µg) denote the covariance of functions f, g under µ.
Note that if µ is a probability measure on N (Λ), then µS t f = µ(dx)E x (f (X t )], i.e., µS t is the law at time t of the (q, a, b, c, d)-branco-processes started in the initial law µ.
Lemma 8 (Covariance formula) Let (S t ) t≥0 be the semigroup defined in (2.6) and let µ be a probability measure on N (Λ) such that µ(dx)|x| k < ∞ for all k ≥ 1. Then, for each t ≥ 0 and f, g ∈ S(N (Λ)), one has
(2.7)
(2.8)
Proof Formula (2.7) is standard, but the details of the proof vary depending on the Markov process under consideration. In the present case, we can copy the proof of [Swa09, Prop. 2.2] almost without a change. We start by noting that
It is a straightforward excercise to check that Γ(f, g) is given by (2.8). Now (2.7) will follow from a standard argument (such as given in [Swa09, Prop. 2.2]) provided we show that
for all 0 ≤ s, t, u and f, g ∈ S(N (Λ)). Let us say that a sequence of functions f n ∈ S(N (Λ)) converges 'nicely' to a limit f ∈ S(N (Λ)) if f n → f pointwise and there exist constants K, M, k ≥ 0 such that sup n |f n (x)| ≤ K|x| k + M . Then (2.2) and dominated convergence show that f n → f 'nicely' implies S t f n → S t f 'nicely'. Note also that if f n , f, g ∈ S(N (Λ)) and f n → f 'nicely', then f n g → f g 'nicely'. It is easy to check that Gf ∈ S(N (Λ)) for all f ∈ S(N (Λ)). Since the (q, a, b, c, d)-branco-process X x started in a deterministic initial state X x 0 = x ∈ N (Λ) solves the martingale problem for G, we have
which by (2.2) and the fact that Gf ∈ S(N (Λ)) implies that t −1 (S t f − f ) → Gf 'nicely' as t ↓ 0. Combining three facts, we see that 
Infinite systems
Recall the definition of the Liggett-Spitzer space E γ (Λ) from (1.3). We let C Lip (E γ (Λ)) denote the class of Lipschitz functions on E γ (Λ), i.e., f :
The main result of this section is the following generalization of [AS05, Prop. 11].
Proposition 9 (Construction of branco-processes) Let (S t ) t≥0 be the semigroup defined in (2.6). For each f ∈ C Lip (E γ (Λ)) and t ≥ 0, the function S t f defined in (2.6) can be extended to a unique Lipschitz function on E γ (Λ), also denoted by S t f . There exists a unique (in distribution) time-homogeneous Markov process with cadlag sample paths in the space E γ (Λ) equipped with the norm · γ , such that
To prepare for the proof of Proposition 9, we start with the following lemma, which generalizes [AS05, Lemma 12].
Lemma 10 (Action of the semigroup on Lipschitz functions) Let (S t ) t≥0 be the semigroup
where K is the constant from (1.4).
′ , coupled using the standard coupling from (2.5), in such a way that (
(2.14)
Let us choose the parameter r in the standard coupling as r := 2(a + c). Then it is easy to see
Therefore, by [AS05, formula (3.13)], we can further estimate the quantity in (2.14) as
Proof of Proposition 9 Since N (Λ) is a dense subset of E γ (Λ), Lemma 10 implies that for each f ∈ C Lip (E γ (Λ)) and t ≥ 0, the function S t f defined in (2.6) can be extended to a unique Lipschitz function on E γ (Λ). The proof of Lemma 10 moreover shows that two (q, a, b, c, d)-branco-processes X, X ′ started in finite initial states x, x ′ can be coupled such that
It is not hard to see that for each x ∈ E γ (Λ) we can choose x n ∈ N (Λ) such that x n − x → 0 and
(For example, any x n ↑ x has these properties.) Let X n be the process started in X n 0 = x n . By (2.16), we can inductively couple the processes X 0 , X 1 , X 2 , . . . in such a way that
It follows that for each (deterministic) t ≥ 0, the sequence (X n t ) n≥0 is a.s. a Cauchy sequence in the complete metric space E γ (Λ), hence for each t ≥ 0 there a.s. exists an E γ (Λ)-valued random variable X t such that X n t − X t γ → 0. By Fatou, 
which describes a branching process in which particles don't move or die, and each particle at i gives with rate q(i, j) birth to a particle at j and with rate b to a particle at i. We claim that a (q, a, b, c, d)-branco-process X, started in a finite initial state X 0 = x, can be coupled to the process V started in V 0 = x in such a way that X t ≤ V t for all t ≥ 0. To see this, let (B, W ) be a bivariate process, say of black and white particles, started in (B 0 , W 0 ) = (x, 0), such that the black particles evolve as a (q, a, b, c, d)-branco-process, the white particles evolve according to the generator in (2.20), and each time a black particle disappears from a site i due to jumps, annihilation or coalescence, a white particle is created at i. Then it is easy to see that X = B and
where K is the constant from (1.4). Since V is nondecreasing in t, since V t (i) increases by one each time X t (i) does, and since X cannot become negative, it follows that
Applying this to the process X n , multiplying with γ i and summing over i, we see that
which by the convergence of x n γ gives us a uniform bound on the number of jumps made by X n . We wish to show that for large n, the processes X n and X n+1 make mostly the same jumps. 
be the set of jump times up to time one of the process X n (i) and let
and J n+1 (i) is contained in I(i) and, by the arguments leading up to (2.22), |I(i)| ≤ |x n (i) − x n+1 (i)| + 2V 1 (i). Thus, in analogy with (2.23), we find that
By (2.17), it follows that the sets J n (i) converge as n → ∞, i.e., for each i ∈ Λ there is a (random) n such that J n (i) = J n+1 (i) = J n+2 (i) = · · · . Taking into account also (2.22), it follows that the limit process (X(i)) t≥0 has cadlag sample paths for each i ∈ Λ and the set of jump times of X n (i) converges to the set of jump times of X(i). The fact that the sample path of (X) t≥0 are also cadlag in the norm · γ can be proved in the same way as [AS05, formula (3.31)].
The proof of Proposition 9 yields a useful side result.
Corollary 11 (Approximation with finite systems) Let x ∈ E γ (Λ) and x n ∈ N (Λ) satisfy x n − x γ → 0 and n≥1 x n − x n−1 γ < ∞. Then the (q, a, b, c, d )-branco-processes X n , X started in X n 0 = x n and X 0 = x can be coupled in such a way that X n t − X t γ → 0 a.s. for each t ≥ 0.
Covariance estimates
In this section, we give an upper estimate on the covariance of two functions of a (q, a, b, c, d )-branco-process, which shows in particular that events that are sufficiently far apart are almost independent.
For any continuous f :
It is easy to see that for each continuous f :
Lemma 12 (Lipschitz functions) A continuous function f : E γ (Λ) → R is Lipschitz with respect to the norm · γ if and only if there exists a constant L < ∞ such that
. Conversely, if the latter condition holds, then by (2.28)
We let B γ (Λ) denote the space of all functions φ : Λ → R such that
Note that by Lemma 12, δf ∈ B γ (Λ) for each f ∈ C Lip (E γ (Λ)). Let P t (i, j) denote the probability that the random walk on Λ that jumps from k to l with rate q(k, l), started in i, is a time t located at the position j. For any φ ∈ B γ (Λ), we write
It is not hard to check that P t is well-defined on B γ (Λ) and maps this space into itself.
Recall that (S t ) t≥0 denotes the semigroup of the (q, a, b, c, d)-branco-process, defined in (2.6).
Lemma 13 (Variation estimate) For any (q, a, b, c, d)-branco-process, one has a (q, a, b, c, d )-branco-processes started in X 0 = x ∈ E γ (Λ). Then, for each t ≥ 0, there exist functions
34)
and sup
for all bounded functions f, g ∈ C Lip (E γ (Λ)) .
Proof It suffices to prove the claim for finite initial states x ∈ N (Λ). For once the proposition is proved for finite systems, for arbitrary x ∈ E γ (Λ) we can find N (Λ) ∋ x n ↑ x. Then by Corollary 11, the processes X n , X started in x n , x can be coupled such that X n t − X t γ → 0 for each t ≥ 0, hence by bounded pointwise convergence, the left-hand side of (2.36) for X n converges to the same formula for X, while the right-hand side is obviously continuous under monotone limits.
We will show that for finite systems, the estimate (2.36) holds even without the boundednes assumption on f, g. We apply Lemma 8. A little calculation based on (2.8) shows that
(2.37)
In view of Lemma 13, we defineP t := e (b−d)t P t . Then (2.7), (2.37) and Lemma 13 show that for processes started in a deterministic initial state,
Let Y = (Y t ) t≥0 be the (q, 0, b, 0, d)-branco-process started in Y 0 = x. By Lemma 7, we can couple X and Y such that X t ≤ Y t for all t ≥ 0. We estimate
(2.39)
To estimate Var x (Y t (i)), we apply (2.38) to the process Y and f = g := f i where f i (x) := x(i).
Since the annihilation and coalescence rates of Y are zero, this yields
(2.40)
(2.41) Then (2.38) can be rewritten as
while (2.40) can be rewritten as
where we have used that δf i (j) = 1 {i=j} . Setting
and inserting (2.39) and (2.43) into (2.42), we obtain
Recalling the definition of B t (i; j, k), this shows that (2.36) is satisfied with
(2.46)
The invariance of K t and L t under automorphisms of (Λ, q) is obvious from the analogue property ofP t , but the summability condition (2.35) needs proof. Since P t (i, · ) is a probability distribution and since the counting measure on Λ is an invariant law for P t by assumption (1.1) (iii),
and therefore, by a similar calculation for B t (i; k, l),
which by (2.46) implies that
(2.50)
where K t , L t are as in Proposition 14.
Proof We first prove the statement if µ is finitely supported. Let support(µ) = {k 1 , . . . , k m } and set
(2.53) Therefore, since
otherwise, (2.54) Proposition 14 tells us that
(2.55)
To generalize the statement to the case that i µ(i) < ∞ but µ is not finitely supported, it suffices to choose finitely supported µ n ↑ µ and to observe that all terms in (2.51) are continuous in µ w.r.t. increasing limits.
Duality and subduality
Recall the definition of φ x from (1.7).
Lemma 16 (Infinite products)
(a) Assume that one or more of the following conditions are satisfied:
(2.56)
(b) Assume that φ is supported on a finite set and x n ∈ N Λ converge pointwise to x.
(d) Assume that either α < 1 or |φ| < ∞, and let
the only way in which the infinite product can be ill-defined is that For the proof of part (d) set I := {i ∈ Λ : x(i) = 0} and let I − , I 0 , I + be the subsets of I where 1 − (1 + α)φ(i) < 0, = 0 and > 0, respectively. If I 0 = ∅ then it is easy to see that 1 − (1 + α)φ n x → 0 = 1 − (1 + α)φ x , so from now on we may assume that I 0 = ∅. Note that 1 − (1 + α)φ n (i) ≥ 1 − (1 + α)φ(i) > 0 for all i ∈ I + . Therefore, if I − is finite, as must be the case when |φ| < ∞, then i∈I− 1 − (1 + α)φ n (i) x(i) converges since I − is finite while
. If I − is infinite and α < 1, then
We equip the space can be extended to continuous functions from [0, 1] Λ into the spaces ℓ 1 (Λ) and ℓ 1 (Λ 2 ) of absolutely summable sequences on Λ and Λ 2 , respectively, equipped with the ℓ 1 -norm. Define an operator
One can check that for f ∈ C Proof of Proposition 1 Since by Proposition 6 (resp [AS05, Lemma 20]), |X 0 | < ∞ (resp. |X 0 | < ∞) implies |X t | < ∞ (resp. |X t | < ∞) for all t ≥ 0, by Lemma 16, each of the conditions (1.10) (i)-(iii) guarantees that both sides of equation (1.11) are well-defined.
It suffices to prove (1.11) for deterministic initial states, i.e., we want to prove that either α < 1, |x| < ∞, or |φ| < ∞ imply that
where E x and E φ denote expectation w.r.t. the law of the process X started in X 0 = x and the process X started in X 0 = φ, respectively. We start by proving (2.59) if |x| < ∞. We wish to apply [AS05, Thm 7] . Unfortunately, the original formulation of this theorem contains an error, so we have to use the corrected version in [AS09b, Corollary 2] (see also [AS09a, Corollary 2]). We apply this to the duality function
Since for each x ∈ N (Λ), the function Ψ(x, · ) depends only on finitely many coordinates, we moreover have
Λ ) for each such x. Let G be the generator of the (q, a, b, c, d)-branco-process and let G † denote the generator of the (q † , r, s, m)-resem-process. In order to apply [AS09b, Corollary 2], we need to check that
To check (2.61), we calculate:
(2.63)
(2.64) and
we can rewrite the expression in (2.63) as
(2.66)
Reordering terms gives
where we have used (1.8), which implies in particular that
It is easy to see from (2.63) that there exists a constant K such that
hence (2.62) follows from Proposition 6. This completes the proof of (2.59) in case |x| < ∞. We next claim that (2.59) holds if x ∈ E γ (Λ) and φ is supported on a finite set. Choose N (Λ) ∋ x n ↑ x and let X n denote the (q, a, b, c, d)-branco-process started in X n 0 = x n . Then Corollary 11 implies that the X n can be coupled such that X n t (i) → X t (i) a.s. for each i ∈ Λ. Therefore, taking the limit in (2.59), using the fact that the integrands on the left-and right-hand sides converge in a bounded pointwise way by Lemma 16 (b) and (c), respectively, our claim follows.
To see that (2.59) holds more generally if α < 1 or |φ| < ∞, we choose finitely supported φ n ↑ φ and let X n denote the (q, r, s, m)-resem-process started in X n 0 = φ n . Then [AS05, Lemma 22] implies that the X n can be coupled such that X n t (i) ↑ X t (i) a.s. for each i ∈ Λ. The statement then follows by letting n → ∞ and applying Lemma 16 (d).
Fix constants β ∈ R, γ ≥ 0. Let M(Λ) := {φ ∈ [0, ∞) Λ : |φ| < ∞} be the space of finite measures on Λ, equipped with the topology of weak convergence, and let Y be the Markov process in M(Λ) given by the unique pathwise solutions to the SDE
. Then Y is the well-known super random walk with underlying motion a, growth parameter β and activity γ. One has [Daw93, Section 4.2]
for any φ ∈ M(Λ) and bounded nonnegative ψ : Λ → R, where u t = U t ψ solves the semilinear Cauchy problem Proposition 17 (Subduality with a branching process) Let X be the (q, a, b, c, d)-brancoprocess and let Y be the super random walk with underlying motion q † , growth parameter 2a+b−d+c and activity 2a + c. Then
Proof We first prove the statement if |x| < ∞ and |φ| < ∞. This goes exactly in the same way as in the proof of [AS05, Prop. 23] . Let H denote the generator of Y, defined in [AS05, formula (4.14)], let G be the generator in (1.2), and let Ψ be the duality function Ψ(x, φ) := e − φ,x . Then one has
This is just [AS05, formula (4.19) ], where the extra terms with the prefactor a obtain their e 2φ(i) − 1 part from the generator G and the remaining −2φ(i) from H. Using Proposition 6 to guarantee integrability we may apply [AS09b, Corollary 2] to deduce (2.73).
To generalize (2.73) to x ∈ E γ (Λ) and φ ∈ [0, ∞) Λ supported on a finite set, we choose N (Λ) ∋ x n ↑ x and let X n denote the (q, a, b, c, d)-branco-process started in X n 0 = x n . Then Corollary 11 implies that the X n can be coupled such that X n t (i) → X t (i) a.s. for each i ∈ Λ. It follows that e − φ,X n t → e − φ,Xt a.s. and e − Yt,xn ↓ e − Yt,xn a.s., so taking the limit in (2.73) we obtain the statement for x ∈ E γ (Λ) and φ finitely supported. To generalize this to |φ| < ∞ we choose φ n ↑ φ and let Y n denote the super random walk started in Y n 0 = φ n . Then it is well-known (and can be proved in the same way as [AS05, Lemma 22] ) that the Y n can be coupled in such a way that Y n t ↑ Y t for each t ≥ 0. Therefore, taking the monotone limit in (2.73) our claim follows.
The process started at infinity
In view of what follows, we recall the following projective limit theorem. Let E and (E i ) i∈N be Polish spaces. Assume that π i : E → E i are continuous surjective maps that separate points, i.e., for all x, y ∈ E with x = y, there exists an i ∈ N with π i (x) = π i (y). For each i ≤ j, let π ij : E j → E i be continuous maps satisfying π ij • π j = π i . Assume moreover that for each sequence (x i ) i∈N with x i ∈ E i (i ∈ N) that is consistent in the sense that π ij (x j ) = x i (i ≤ j), there exists an y ∈ E such that π i (y) = x i (i ∈ N). Let (µ i ) i∈N be probability measures on the E i 's, respectively (equipped with their Borel-σ-fields), that are consistent in the sense that µ i = µ j • π −1 ij for all i ≤ j. Then there exists a unique probability measure µ on E such that µ • π
This may be proved by invoking Kolmogorov's extension theorem to construct a probability measure µ ′ on the product space i E i whose marginals are the µ i and that is moreover concentrated on the set E ′ ⊂ i E i consisting of all (x i ) i∈N satisfying π ij (x j ) = x i for all i ≤ j. Now π(y) := (π i (y)) i∈N defines a bijection π : E → E ′ , so there exists a unique measure µ on the σ-algebra generated by the (π i (x)) i∈N whose image under π equals µ ′ . By [Sch73, Lemma II.18], this σ-algebra coincides with the Borel-σ-algebra on E.
which by the fact that 1/(1 + α) = (a + c)/(2a + c) yields (1.18). Formula (1.23) is a simple consequence of the way we have defined X (∞) as a thinning of X (∞) . This completes the proof of parts (a), (b), and (d)-(f) of the theorem.
To prove also part (c), by formula (2.76) and duality, it suffices to show that for each t > 0
By Lemma 21 (i) below, X † t (i) < 1 a.s. for all i ∈ Λ, hence a.s. on the event X † t = 0 there exists some i ∈ Λ such that 0 < X † t (i) < 1. It follows that |1 − (1 + α)X † t | x (n) → 0 as n → ∞ a.s. on the event that X † t = 0, hence (2.79) follows from bounded pointwise convergence. Remark Let X (n) be as in Theorem 4 (c). Then, using Proposition 17, copying the proof of [AS05, Thm 2 (b)], we obtain the uniform estimate
where
It is easy to see that this estimate is always worse than the estimate (1.18) that we obtained with the help of thinning (Corollary 3).
Particles everywhere
The aim of this section is to prove Lemma 20 below, which, roughly speaking, says that if we start a (q, a, b, c, d)-branco-process in a nontrivial spatially homogeneous initial law, then for each t > 0, if we look at sufficiently many sites, then we are sure to find a particle somewhere. For zero annihilation rate, this has been proved in [AS05, Lemma 6]. Results of this type are well-known, see e.g. the proof of [Lig85, Thm III.5.18]. It seems the main idea of the proof, and in particular the use of Hölder's inequality in (2.88) below or in [Lig85, (III.5.30)] goes back to Harris [Har76] . Another essential ingredient of the proof is some form of almost independence for events that are sufficiently far apart. For systems where the number of particle per site is bounded from above, such asymptotic independence follows from [Lig85, Thm I.4.6], but for branco-processes, the uniform estimate given there is not available. In [AS05] , we solved this problem by using monotonicity, which is also not available in the presence of annihilation. Instead, we will base our proof on the covariance estimate from Proposition 14 above.
Lemma 18 (Particles at the origin) Let G be a transitive subgroup of Aut(Λ) and let µ be a G-homogeneous probability measure on E γ (Λ). Assume that b > 0. Then, for a.e. x w.r.t. µ, the (q, a, b, c, d)-branco-process started in X 0 = x satisfies
Proof Although the statement is intuitively obvious, some work is needed to make this rigorous. If a = 0, then by monotonicity (see Lemma 7, which extends to infinite initial states by Corollary 11), it suffices to prove that for a.e. x w.r.t. µ, there exists some i ∈ Λ with x(i) > 0 such that there is a positive probability that a random walk with jump rates q, started in i, is at time t in the origin. Since we are only assuming a weak form of irreducibility (see (1.1) (ii)), this is not entirely obvious, but it is nevertheless true as has been proved in [AS05, Lemma 31] . If a > 0, then, to avoid problems stemming from the non-monotonicity of X, we use duality. Let α, r, s, m be as in (1.8) and observe that m > 0 by our assumptions that a, b > 0. Define δ 0 ∈ [0, 1] Λ by δ 0 (i) := 1 {i=0} . Then, by duality (Proposition 1), letting X denote the (q † , r, s, m)-resem-process started in X 0 = δ 0 , we have
and our claim will follow once we show that for all t > 0, this quantity is strictly less than one for a.e. x w.r.t. µ. Thus, it suffices to show that P δ0 [0 < X t (i) < 1] > 0 for some i ∈ Λ such that x(i) > 0. By the fact that m > 0 and Lemma 21 (i) below, this can be relaxed to showing that P δ0 [X t (i) > 0] > 0 for some i ∈ Λ such that x(i) > 0. LettingX denote the (q, 0, s, r, m)-brancoprocess, using duality again (this time with α = 0), it suffices to show that
sufficiently large such that r ≤ |φ n |. Then a rπ n -thinning is stochastically less than a φ n -thinning and therefore
where in the last step we have applied Jensen's inequality to the concave function z → z rπn(i) . For the process started in a nontrivial homogeneous initial law, we obtain, using Hölder's inequality, for all n sufficiently large such that r ≤ |φ n |,
where we have used spatial homogeneity in the last step but one. By Corollary 15, the quantity R n (x) defined in (2.87) can be estimated as
90) where by definition C(k, k) := 0 and we have used that by Cauchy-Schwartz and translation invariance:
We claim that
To see this, we observe that by (2.34), (2.35) and our assumption that 
, by Chebyshev, it follows that 
It follows that we can choose L t → ∞ slow enough such that
By (2.104), we conclude that lim sup t→∞ P φ 0 < |X t ∧ (1 − X t )| < K ≤ lim sup t→∞ P φ 0 < |X t ∧ (1 − X t )| < K 0 < |X t−t0 | < L t−t0 P φ 0 < |X t−t0 | < L t−t0 Remark It seems likely that the condition m > 0 in Lemma 21 is not necessary, at least for part (i). Indeed, it seems likely that (q, r, s, m)-resem-processes have the 'noncompact support property' P X t (i) > 0, X t (j) = 0 = 0 t > 0, i, j ∈ Λ, q(i, j) > 0 , (2.108) similar to what is known for super random walks [EP91] . Since proving (2.108) is quite involved and we don't know a reference, we will be satisfied with proving Lemma 21 only for m > 0, which is sufficient for our purposes.
Lemma 22 (Systems with particles everywhere) Assume that (Λ, q) is infinite and homogeneous and that G is a transitive subgroup of Aut(Λ, q) and a + c > 0, b > 0. Let X be the (q, a, b, c, d)-branco process started in a G-homogeneous nontrivial initial law L(X 0 ). Then, for any t > 0 and 0 ≤ α ≤ 1 and for any ε > 0, there exists a K < ∞ such that |φ| < ∞ and |φ ∧ (1 − φ)| ≥ K implies E |1 − (1 + α)φ| Xt ≤ ε. Set ψ n := φ n ∧ (1 − φ n ). Then, for each i ∈ Λ, we have and ψ n (i) ≤ 1 − φ n (i) ≤ 2 − (1 + α)φ n (i) and ψ n (i) ≤ φ n (i) ≤ (1 + α)φ n (i), from which we see that ψ n (i) − 1 ≤ 1 − (1 + α)φ n (i) ≤ 1 − ψ n (i), (2.111) or, in other words, |1 − (1 + α)φ n (i)| ≤ 1 − ψ n . It follows that E 1 − (1 + α)φ
Xt n ≤ E |1 − (1 + α)φ n | Xt ≤ E (1 − ψ n ) Xt = P Thin ψn (X t ) = 0 , (2.112) which tends to zero by Lemma 20 and our assumption that |ψ n | → ∞. Now imagine that the lemma does not hold. Then there exists some ε > 0 such that for all n ≥ 1 we can choose φ n with |φ n | < ∞ and |φ n ∧ (1 − φ n )| ≥ n such that E |1 − (1 + α)φ n | Xt > ε. Since this contradicts (2.110), we conclude that the lemma must hold.
Proof If a, b > 0, then it is well known that X has a transition density (see Propositions 3 and 4 in [Pal11] along with the discussion on page 1183 or [Gri79b, Gri79a] be the generators of the processes X and K, respectively, and let ψ(x, k) := x k be the duality function. Then
where the term with k(k − 1) is zero for k = 1 and both sides of the equation are zero for k = 0.
The claim now follows from [AS05, Thm 7] and [AS09b] and the fact that the expression in (A.6) is bounded uniformly in x and k, which guarantees the required integrability. Although this is not needed for the proof, this duality may be understood as follows. We can view X t as the frequency of type-one organisms in a large population where pairs of organisms are resampled with rate 2r and organisms mutate to type 1 and 0, respectively, with rates a and b. Then E[X k t ] is the probability that k organisms, sampled from the population at time t, are all of type one. We can view K t as the ancestors of these organism at time zero, where we neglect organisms that due to mutation are sure to be of type one while on the other hand the state K t = ∞ signifies that due to a mutatation event, at least one of these ancestors is of type zero. Now let X be as in (A.1), let c ≥ 0, and let Y be given by the pathwise unique solution to the stochastic differential equation
driven by the same Brownian motion as X.
Lemma 25 (Feller property) Let (X, Y ) be given by the pathwise unique solutions of (A.1) and (A.7), and let K t ((x, y), · ) := P (x,y) [(X t , Y t ) ∈ · ] denote the transition probabilities of (X, Y ). Then the map (t, x, y) → K t ((x, y), · ) from [0, ∞) × [0, 1] into the probability measures on [0, 1] 2 is continuous w.r.t. weak convergence of probability measures.
Proof It follows from well-known results [EK86, Corollary 5.3.4 and Theorem 5.3.6] that pathwise uniqueness for a stochastic differential equation implies uniqueness of solutions to the martingale problem for the associated differential operator, which is in our case given by 
