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Abstract
A Polyomino is an edge–connected union of cells in the planar square lattice.
Here we consider generalized linear polyominoes; that is, the polyominoes supported
by a n × 2 lattice. In this paper, we obtain the Green function and the Kirchhoff
index of a generalized linear polyomino as a perturbation of a 2n–path by adding
weighted edges between opposite vertices. This approach deeply links generalized
linear polyomino Green functions with the inverse M–matrix problem, and especially
with the so–called Green matrices.
1 Introduction
A Polyomino is an edge–connected union of cells in the planar square lattice. Quoting
[9], “Polyominoes have a long history, going back to the start of the 20th century, but
they were popularized in the present era initially by Solomon Golomb, then by Martin
Gardner in his Scientific American columns “Mathematical Games”. They now constitute
one of the most popular subjects in mathematical recreations, and have found interest
among mathematicians, physicists, biologists, and computer scientists as well.” Because
the chemical constitution of a molecule is conventionally represented by a molecular graph
or network, the polyominoes have attracted the attention of the Organic Chemistry com-
munity. So, several molecular structure descriptors based on network structural parame-
ters have been introduced, see for instance [16]. In particular, in the last decade a great
amount of work devoted to calculating the Kirchhoff index of linear polyominoes–like
networks have been published, see [15] and references therein. In this work, we deal with
this class of polyominoes, referred to here as generalized linear polyominoes, which be-
sides including the most popular class of linear polyomino chains, also includes Cycles,
Phenylenes and Hexagonal chains, to name only a few. Since the Kirchhoff index is the
trace of the Green function of the network, see [3], here we obtain the Green function of
such networks. To do this, we understand a polyomino as a perturbation of a path by
adding weighted edges between opposite vertices. Therefore, unlike the techniques used in
[15], which are based on the decomposition of the combinatorial Laplacian in structured
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blocks, here we obtain the Green function of a linear polyomino from a perturbation of
the combinatorial Laplacian. This approach deeply link linear polyomino Green functions
with the inverse M–matrix problem, and especially with the so–called Green matrices,
see [8].
This paper is organized as follows: Section 2 states the general expression of the Green
function, the effective resistance and the Kirchhoff index of a generalized linear polyomino.
In particular, explicit results are given for unicycle polyominoes including the cycle. The
study of generalized linear polyominoes with link number greater than one, leads us to
difference equations whose solution cannot always be expressed in a closed form. For
this reason, we introduce self–complementary polyominoes in Section 3, for which the
computation of the Green function involves the solution of a difference equation with
constant coefficients. We conclude with the expression of the Kirchhoff index for a ladder
network and a ladder–like polyomino.
The oldest class of symmetric, inverse M–matrices is the class of positive type D
matrices defined by Markham [10]. A s × s matrix Σ = (σij) is of type D if there exist
real numbers {σi}si=1, with σs > σs−1 > . . . > σ1, such that σij = σmin{i,j}. In the same
work, it was proved that if σ1 > 0 then Σ
−1 is a tridiagonal M–matrix. The matrix Σ is
named of weak type D if there are no constrains on the parameters {σi}si=1.
On the other hand, a s× s flipped weak type D matrix with parameters {σi}sk=1 is the
matrix Σ = (σij) whose entries satisfy σij = σmax{i,j}. When, in addition, the parameters
satisfy σ1 > · · · > σs, then Σ is named a flipped type D matrix. In this work, we use the
following result about flipped weak type D matrices, see [12].
Lemma 1.1 Consider Σ the s× s flipped weak type D matrix with parameters σ1, . . . , σs
and define σs+1 = 0. Then Σ is invertible iff the parameters satisfy σj 6= σj+1, j = 1, . . . , s
and when this condition holds, then Σ−1 is the tridiagonal matrix
Σ−1 =

γ1 −γ1 0 · · · 0 0
−γ1 γ1 + γ2 −γ2 · · · 0 0
0 −γ2 γ2 + γ3 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · γs−2 + γs−1 −γs−1
0 0 0 · · · −γs−1 γs−1 + γs

,
where γj =
1
σj − σj+1 , j = 1, . . . , s. Moreover, Σ
−1 is a Z–matrix iff Σ is an s× s flipped
type D matrix and an M–matrix when, in addition σs > 0.
A Green matrix, G is defined as the Hadamard product G = A ◦ B, of a weak type
D matrix, A, and a flipped weak type D matrix, B, see [12]. If A =
(
amin{i,j}
)
and
B =
(
bmax{i,j}
)
, then G =
(
gij
)
where
gij =
{
aibj, i ≤ j,
ajbi, i > j.
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Therefore, G looks like the Green function associated with a self–adjoint boundary value
problem for an ordinary difference equation. Actually, a classical result by Gantmacher
and Krein, see [8], states that G is a nonsingular Green matrix iff G−1 is an irreducible
tridiagonal matrix; that is, the matrix associated with a Schro¨dinger operator in a path.
Let Γ = (V,E, c) be a connected finite network on the vertex set V whose conductance
is c : V × V −→ [0,+∞) such that c(x, x) = 0 for any x ∈ V and moreover, x is adjacent
to y iff c(x, y) > 0. The space of real valued functions on V is denoted by C(V ) and for
any x ∈ V , εx ∈ C(V ) stands for the Dirac function at x. The standard inner product on
C(V ) is denoted by 〈·, ·〉; that is, 〈u, v〉 = ∑
x∈V
u(x) v(x) for each u, v ∈ C(V ). A unitary
and positive function is called a weight and we denote by Ω(V ) the set of weights.
The combinatorial Laplacian or simply the Laplacian of the network Γ is the endo-
morphism of C(V ) that assigns to each u ∈ C(V ) the function
L(u)(x) =
∑
y∈V
c(x, y)
(
u(x)− u(y)), x ∈ V. (1)
It is well–known, that the Laplacian is a singular, self–adjoint and positive semi–definite
operator on C(V ) and moreover, L(u) = 0 iff u is a constant function.
Given q ∈ C(V ), the Schro¨dinger operator on Γ with potential q is the endomorphism
of C(V ) that assigns to each u ∈ C(V ) the function Lq(u) = L(u) + qu.
If ω ∈ Ω(V ) is a weight on V , the function qω = − 1
ω
L(ω) is named the potential
determined by ω.
The Schro¨dinger operator Lq is singular, self–adjoint and positive semi–definite oper-
ator iff there exist unique ω ∈ Ω(V ) such that q = qω, see for instance [2]. Moreover,
Lqω(v) = 0 iff v = aω, a ∈ R. Therefore, Lqω is an isomorphism on ω⊥ whose inverse
extended to C(V ) is denoted by G and called orthogonal Green operator whose kernel G
is called orthogonal Green function. In the sequel, we consider fixed the weight ω ∈ Ω(V )
and the corresponding Schro¨dinger operator Lqω .
For any pair x, y ∈ V , we call ω–dipole between x and y the function τxy = εx
ω(x)
− εy
ω(y)
.
Clearly, τxy = −τyx and moreover, τxy = 0 iff x = y.
Given x, y ∈ V , we call effective resistance between x and y, with respect to ω, or
simply effective resistance between x and y, the value
R(x, y) = 〈G(τxy), τxy〉 = G(x, x)
ω(x)2
+
G(y, y)
ω(y)2
− 2G(x, y)
ω(x)ω(y)
. (2)
In [3] the authors proved that the kernel R : V × V −→ R determines a metric on
V . Moreover, for any x, y, z ∈ V the triangular inequality R(x, y) ≤ R(x, z) + R(z, y)
is an equality iff z separates x and y. Notice that when ω is the constant weight the
effective resistance R coincides, up to a normalization factor, with the standard effective
resistance.
The Kirchhoff index, with respect to ω, or simply the Kirchhoff index of Γ, is the value
k =
∑
x∈V
G(x, x) =
1
2
∑
x,y∈V
R(x, y)ω2(x)ω2(y), (3)
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see [2, 3].
2 Generalized Linear Polyominoes
We consider fixed a path P on 2n vertices, labeled as V = {x1, . . . , x2n}. The class of
generalized linear polyominoes supported by the path P , denoted by Ln, consists of all
connected networks whose conductance satisfies that c(xi, xi+1) > 0 for i = 1, . . . , 2n− 1,
c(xi, x2n+1−i) ≥ 0 for any i = 1, . . . , n − 1 and c(xi, xj) = 0 otherwise. For the sake of
simplicity we refer to generalized linear polyominoes simply as polyominoes.
Given Γ ∈ Ln and a weight ω on the vertex set V , we consider the positive numbers
ωj = ω(xj), j = 1, . . . , 2n and cj = c(xj, xj+1), j = 1, . . . , 2n − 1, and the non–negative
numbers aj = c(xj, x2n+1−j), j = 1, . . . , n− 1.
We define the link number of Γ as s = |{i = 1, . . . , n − 1 : ai > 0}|. So, the link
number of Γ ∈ Ln equals 0 iff a1 = · · · = an−1 = 0; that is, iff the underlying graph of Γ
is nothing but the path P . On the other hand, if the link number of Γ is positive there
exist indexes 1 ≤ i1 < · · · < is ≤ n − 1 such that aik > 0 when k = 1, . . . , s, whereas
aj = 0 otherwise, see Figure 1.
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x2n x2n−1
c1 c2
c2n−1 c2n−2
ai1
xk xn−1 xn
x2n+1−k xn+2 xn+1
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cn−1
Figure 1: A Generalized Linear Polyomino
Polyominoes with link number s = 1 are unicycle. In particular, the 2n–cycle corre-
sponds to the case a1 > 0 and aj = 0, j = 2, . . . , n− 1. A polyomino whose link number
equals n− 1 is called a linear polyomino chain or ladder in the Graph Theory framework.
Next, we describe some examples of polyominoes with positive link number that have
been considered in Organic Chemistry, see [15]. When n = 3m, a3k−1 = 0 for any
k = 1, . . . ,m and aj > 0, otherwise, then Γ is called phenylene and its link number
equals 2m− 1, see Figure 2. When n = 2m+ 1, a2k = 0 for any k = 1, . . . ,m and aj > 0
otherwise, then the polyomino is called linear hexagonal chain, see Figure 2. When m = 1,
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Figure 2: Phenylene (left) and hexagonal chain (right).
it is called benzene, whereas when m = 2 it is called naphthalene.
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Given Γ ∈ Ln, we denote its Green function as GΓ. If Γ has positive link number
s and {ij}sj=1 is its link sequence, then the combinatorial Laplacian of Γ appears as the
combinatorial Laplacian of the weighted path perturbed by adding for all j = 1, . . . , s an
edge with conductance aij between vertices xij and x2n+1−ij .
Consider G and R, the orthogonal Green function and the effective resistance of the
path P . Since each vertex in a path is a cut vertex, we get that
R(xi, xj) = R(xmin{k,i}, xmin{k,j}) +R(xmax{k,i}, xmax{k,j}), i, j, k = 1, . . . , 2n. (4)
The authors proved in [4] that for any i, j = 1, . . . , 2n,
G(xi, xj) = ωiωj
min{i,j}−1∑
k=1
W 2k
Ck
+
2n−1∑
k=max{i,j}
(1−Wk)2
Ck
−
max{i,j}−1∑
k=min{i,j}
Wk(1−Wk)
Ck
 ,
where Wj =
j∑
i=1
ω2i , j = 1, . . . , 2n, Ck = ckωkωk+1, j = 1, . . . , 2n− 1 and we use the usual
convention that empty sums are defined as zero. Therefore,
R(xi, xj) =
max{i,j}−1∑
k=min{i,j}
1
Ck
, i, j = 1, . . . , 2n and k =
2n−1∑
k=1
Wk(1−Wk)
Ck
.
Since we interpret a polyomino as a perturbation of the path by adding weighted edges
between opposite vertices, we use [5, Theorem 3.2] to obtain the associated orthogonal
Green function, the effective resistances and the Kirchhoff index of such a polyomino.
For k = 1, . . . , s, we consider the dipole
σk = ρk
(εx2n+1−ik
ω2n+1−ik
− εxik
ωik
)
,
where ρk =
√
aikωikω2n+1−ik . Moreover, we consider the (s× s)–matrix Λ =
(〈G(σj), σk〉),
where for any j, k = 1, . . . , s,
〈G(σj), σk〉 = ρjρk
2
[
R(x2n+1−ij , xik)+R(xij , x2n+1−ik)−R(x2n+1−ij , x2n+1−ik)−R(xij , xik)
]
=ρjρkR(xmax{ij ,ik}, x2n+1−max{ij ,ik}).
The result in [5, Theorem 3.2] establishes that matrix I + Λ is non–singular. Let M be its
inverse.
For any j = 1, . . . , 2n, we define the vector vj whose components are
vjk = ρk
[
R(x2n+1−ik , xj)−R(xik , xj)
]
, k = 1, . . . , s, (5)
and also the vector uj = Mvj. In addition, we consider the vector r =
2n∑
j=1
ω2j vj. With this
notation applying [5, Theorem 3.2], we obtain the following result.
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Theorem 2.1 For any i, j = 1, . . . , 2n, we get that
GΓ(xi, xj) = G(xi, xj)− ωiωj
4
〈M(r − vi), (r − vj)〉
RΓ(xi, xj) = R(xi, xj)− 1
4
〈(ui − uj), (vi − vj)〉.
In particular, the Kirchhoff index of the polyomino is given by
kΓ = k +
1
4
〈Mr, r〉 − 1
4
2n∑
j=1
ω2j 〈uj, vj〉.
Identity (4) allows us to give nice expressions for vectors vj and r. To do this, it is useful
to define for any h = 1, . . . , n − 1, the function φh : {1, . . . , 2n} −→ {h, . . . , 2n + 1 − h}
given by
φh(j) =

h, 1 ≤ j ≤ h,
j, h ≤ j ≤ 2n+ 1− h,
2n+ 1− h, 2n+ 1− h ≤ j ≤ 2n.
Clearly, φh is nondecreasing and moreover, given j, k = 1, . . . , s, we have that
〈G(σj), σk〉 = ρjρkR(xφik (ij), xφik (2n+1−ij)) = ρjρkR(xφij (ik), xφij (2n+1−ik)).
Lemma 2.2 If for any k = 1, . . . , s, we have that
vj,k = ρk
[
R(xik , x2n+1−ik)− 2R(xik , xφik (j))
]
, 1 ≤ j ≤ n,
vj,k = ρk
[
2R(xφik (j), x2n+1−ik)−R(xik , x2n+1−ik)
]
, n+ 1 ≤ j ≤ 2n,
vi,k − vj,k = 2ρkR
(
xφik (i), xφik (j)
)
, 1 ≤ i ≤ j ≤ 2n.
In particular, −v2n+1−i1 = vi1 =
(
ρkR(xik , x2n+1−ik)
)s
k=1
, vj = vi1 and v2n+1−j = v2n+1−i1
for any 1 ≤ j ≤ i1. Moreover, rk = ρk
[
2
2n−ik∑
j=ik
Wj
Cj
−
2n−ik∑
j=ik
1
Cj
]
, which in turns implies
that
rk − vj,k = 2ρk
2n−ik∑
m=ik
Wm
Cm
−
2n−ik∑
m=φik (j)
1
Cm
 , 1 ≤ j ≤ 2n.
Corollary 2.3 RΓ(xi, xj) ≤ R(xi, xj) and the equality holds iff either 1 ≤ i, j ≤ i1 or
2n+ 1− i1 ≤ i, j ≤ 2n.
2.1 Unicycle polyominoes
In this section we obtain the orthogonal Green function, the effective resistance and
the Kirchhoff index for unicycle polyominoes; that is, for those polyominoes whose link
number equals one. Therefore if i1 = h, then we add an edge with conductance a =
6
ah > 0 between vertices xh and x2n+1−h. Since s = 1, the computation of M and uj,
j = 1, . . . , 2n, is easy, since vectors and matrices are reduced to real numbers. Defining
C2n = aωhω2n+1−h = ρ21, then
I + Λ = 1 + C2nR(xh, x2n+1−h) = C2n
[
1
C2n
+
2n−h∑
j=h
1
Cj
]
.
Moreover, for any i, j = 1, . . . , 2n, we have the following useful version of Identity (4),
R(xi, xj) = R(xmin{h,i}, xmin{h,j})+R(xmax{2n+1−h,i}, xmax{2n+1−h,j})+R(xφh(i), xφh(j)). (6)
Proposition 2.4 For any i, j = 1, . . . , 2n, we get that
GΓ(xi, xj) = ωiωj
min{i,j}−1∑
k=1
W 2k
Ck
+
2n−1∑
k=max{i,j}
(1−Wk)2
Ck
−
max{i,j}−1∑
k=min{i,j}
Wk(1−Wk)
Ck

− ωiωj
[
1
C2n
+
2n−h∑
k=h
1
Ck
]−1 2n−h∑
k=h
Wk
Ck
−
2n−h∑
k=φh(i)
1
Ck
2n−h∑
k=h
Wk
Ck
−
2n−h∑
k=φh(j)
1
Ck

RΓ(xi, xj) =
min{h,max{i,j}}−1∑
k=min{h,i,j}
1
Ck
+
max{2n+1−h,i,j}−1∑
k=max{2n+1−h,min{i,j}}
1
Ck
+
[
1
C2n
+
2n−h∑
k=h
1
Ck
]−1φh(max{i,j})−1∑
k=φh(min{i,j})
1
Ck
 1
C2n
+
φh(min{i,j})−1∑
k=h
1
Ck
+
2n−h∑
k=φh(max{i,j})
1
Ck
 .
In particular,
kΓ =
2n∑
k=1
Wk(1−Wk)
Ck
+
[
1
C2n
+
2n−h∑
k=h
1
Ck
]−1 [2n−h∑
k=h
Wk
Ck
]2
−
2n−h∑
k=h
ω2k
[
2n−h∑
m=k
1
Cm
]2
−Wh−1
[
2n−h∑
k=h
1
Ck
]2 .
Proof. For any i, j = 1, . . . , 2n, we have
GΓ(xi, xj) = G(xi, xj)− M
4
ωiωj(r − vi)(r − vj) and RΓ(xi, xj) = R(xi, xj)− M
4
(vi − vj)2.
The expression for the Green function is a consequence of the last identity in Lemma
2.2, whereas the expression for the effective resistance appears as a consequence of the
mentioned Lemma and Identity (6).
Finally, since kΓ =
2n∑
j=1
GΓ(xj, xj), we have
kΓ = k−
[
1
C2n
+
2n−h∑
k=h
1
Ck
]−1 2n∑
j=1
ω2j
2n−h∑
m=h
Wm
Cm
−
2n−h∑
m=φh(j)
1
Cm
2 .
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On the other hand,
2n∑
j=1
ω2j
2n−h∑
m=h
Wm
Cm
−
2n−h∑
m=φh(j)
1
Cm
2= [2n−h∑
m=h
Wm
Cm
]2
− 2
[
2n−h∑
m=h
Wm
Cm
] 2n∑
j=1
ω2j
2n−h∑
m=φh(j)
1
Cm

+
2n∑
j=1
ω2j
 2n−h∑
m=φh(j)
1
Cm
2
= Wh−1
[
2n−h∑
m=h
1
Cm
]2
+
2n−h∑
j=h
ω2j
[
2n−h∑
m=j
1
Cm
]2
−
[
2n−h∑
m=h
Wm
Cm
]2
,
since
2n∑
j=1
ω2j
2n−h∑
m=φh(j)
1
Cm
= Wh
2n−h∑
m=h
1
Cm
+
2n−h∑
j=h+1
ω2j
2n−h∑
m=j
1
Cm
= Wh
2n−h∑
m=h
1
Cm
+
2n−h∑
m=h+1
1
Cm
m∑
j=h+1
ω2j =
2n−h∑
m=h
Wm
Cm
,
2n∑
j=1
ω2j
 2n−h∑
m=φh(j)
1
Cm
2 = Wh−1 [2n−h∑
m=h
1
Cm
]2
+
2n−h∑
j=h
ω2j
[
2n−h∑
m=j
1
Cm
]2
and hence, the expression for the Kirchhoff index follows. 
Next, we particularize the above theorem to h = 1 that corresponds to the 2n–cycle.
Although the case of cycles with constant weight and conductances is well–known, see for
instance [6], as far as authors’ knowledge, this is the first time that the orthogonal Green
function for a weighted cycle is obtained.
Corollary 2.5 The Green function and the effective resistance with respect to the weight
ω for the weighted 2n–cycle are given by
GΓ(xi, xj) = ωiωj
min{i,j}−1∑
k=1
W 2k
Ck
+
2n∑
k=max{i,j}
(1−Wk)2
Ck
−
max{i,j}−1∑
k=min{i,j}
Wk(1−Wk)
Ck

− ωiωj
[
2n∑
k=1
1
Ck
]−1 [ 2n∑
k=1
Wk
Ck
−
2n∑
k=i
1
Ck
][
2n∑
k=1
Wk
Ck
−
2n∑
k=j
1
Ck
]
,
RΓ(xi, xj) =
[
2n∑
k=1
1
Ck
]−1 max{i,j}−1∑
k=min{i,j}
1
Ck
min{i,j}−1∑
k=1
1
Ck
+
2n∑
k=max{i,j}
1
Ck
 .
Moreover the Kirchhoff index is given by
kΓ =
2n∑
k=1
Wk(1−Wk)
Ck
+
[
2n∑
k=1
1
Ck
]−1 [2n−1∑
k=1
Wk
Ck
]2
−
2n−1∑
j=1
ω2j
[
2n−1∑
k=j
1
Ck
]2 .
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The case in which the weight ω is constant; that is, ωj =
√
1
2n
is given in the following
result.
Corollary 2.6 The Green function and the effective resistance with respect to the con-
stant weight for the weighted 2n–cycle are given by
GΓ(xi, xj) =
1
4n2
min{i,j}−1∑
k=1
k2
ck
+
2n∑
k=max{i,j}
(2n− k)2
ck
−
max{i,j}−1∑
k=min{i,j}
k(2n− k)
ck

− 1
4n2
[
2n∑
k=1
1
ck
]−1 [ 2n∑
k=1
k
ck
−
2n∑
k=i
2n
ck
][
2n∑
k=1
k
ck
−
2n∑
k=j
2n
ck
]
,
RΓ(xi, xj) = 2n
[
2n∑
k=1
1
ck
]−1 max{i,j}−1∑
k=min{i,j}
1
ck
min{i,j}−1∑
k=1
1
ck
+
2n∑
k=max{i,j}
1
ck
 .
Moreover, the Kirchhoff index is
kΓ =
1
2n
2n∑
k=1
k(2n− k)
ck
+
1
2n
[
2n∑
k=1
1
ck
]−1 (2n−1∑
k=1
k
ck
)2
− 2n
2n−1∑
j=1
(
2n−1∑
k=j
1
ck
)2 .
In particular, if ck = c for all k = 1, . . . , 2n− 1 we get that
GΓ(xi, xj) =
1
12nc
[
(2n+ 1)(4n+ 1) + 3
(
i(i− 2n− 1) + j(j − 2n− 1)− 2n|i− j|
)]
− a
4c
[
c+ a(2n− 1)][2(n− i) + 1][2(n− j) + 1],
RΓ(xi, xj) =
2n|i− j|[
c+ a(2n− 1)](c+ a(2n− 1− |i− j|)),
and hence,
kΓ =
(4n2 − 1)(c+ a(n− 1))
6c
(
c+ a(2n− 1)) .
The last expression, when a = c, coincides with the one obtained in [6].
2.2 Polyominoes with link number greater than one
Assume now that s ≥ 2. If D is the (s × s)–diagonal matrix whose entries are given by
ρ1, . . . , ρs, then D
−1MD−1 = D−2 + R, where
R =

R(xi1 , x2n+1−i1) R(xi2 , x2n+1−i2) · · · R(xis , x2n+1−is)
R(xi2 , x2n+1−i2) R(xi2 , x2n+1−i2) · · · R(xis , x2n+1−is)
...
...
. . .
...
R(xis , x2n+1−is) R(xis , x2n+1−is) · · · R(xis , x2n+1−is)
 .
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Thus, R is a s × s flipped type D matrix with parameters {R(xik , x2n+1−ik)}sk=1, since
R(x1, x2n+1−1) > · · · > R(xn−1, xn+1). Therefore, from Lemma 1.1, R−1 is a tridiagonal
M–matrix; that is, a positive definite Schro¨dinger operator on a path with s vertices,
where
γk =
1
R(xik , xik+1) +R(x2n+1−ik+1 , x2n+1−ik)
, k = 1, . . . , s−1 and γs = 1
R(xis , x2n+1−is)
.
In consequence, R−1D−1MD−1 = R−1D−2 + I and hence R−1D−1MD = R−1 + D2. So,
R−1+D2 is an strictly diagonally dominant tridiagonal M–matrix and hence it is invertible
and moreover (R−1 + D2)−1 > 0. In addition,
M−1 = D
[
R−1 + D2
]−1
R−1D−1 = D
[
I− (R−1 + D2)−1D2]D−1 = I− D(R−1 + D2)−1D
and we only need to calculate (R−1 + D2)−1.
When s = 2, then
(R−1 + D2)−1 =
1
(ρ21 + γ1)(ρ
2
2 + γ2) + ρ
2
1γ1
[
ρ22 + γ1 + γ2 γ1
γ1 ρ
2
1 + γ1
]
. (7)
When s ≥ 3, R−1 + D2 is a tridiagonal matrix and hence we could compute its inverse
by applying the specific techniques for this class of matrices, see for instance [13, 14].
Alternatively, we apply the usual techniques for discrete boundary value problems, see
[1, 7]. Specifically, we have the following result expressing the entries of R−1 + D2 in
terms of two solutions of a difference equations. In particular, we obtain that R−1 + D2
is a Green matrix as Gantmacher & Krein’s theorem assures.
First, observe that the invertibility of R−1 + D2 implies that if a sequence {zi}si=1
satisfies (
ρ2i + γi−1 + γi
)
zi − γi−1zi−1 − γizi+1 = 0, i = 2, . . . , s− 1, (8)
and (ρ21 +γ1)z1−γ1z2 = (ρ2s+γs+γs−1)zs−γs−1zs−1 = 0, then zi = 0, for any i = 1, . . . , s.
Moreover, we have the following result about linearly independent solutions of the above
difference equation.
Lemma 2.7 If two sequences {zki }si=1, k = 1, 2, satisfy(
ρ2i + γi−1 + γi
)
zki − γi−1zki−1 − γizki+1 = 0, i = 2, . . . , s− 1,
then γj
[
z1j z
2
j+1 − z1j+1z2j
]
is constant for j = 1, . . . , s− 1. In addition, the constant is null
iff there exist α, β ∈ R such that |α|+ |β| > 0 and αz1j + βz2j = 0 for any j = 1, . . . , s.
Proposition 2.8 Consider {uj}sj=1 and {vj}sj=1 the solutions of (8) characterized by
satisfying the initial conditions
u1 = γ1, u2 = ρ
2
1 + γ1
and the final conditions
vs−1 = ρ2s + γs + γs−1, vs = γs−1,
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respectively. Then,
γs−1us−1 − (ρ2s + γs + γs−1)us =
γ1
γs−1
[
γ1v2 − (ρ21 + γ1)v1
] 6= 0,
and moreover,
bij = δij − ρiρj
γ1
(
(ρ21 + γ1)v1 − γ1v2
) umin{i,j}vmax{i,j}, i, j = 1, . . . , s,
where M =
(
bij
)
.
Proof. From Lemma (2.7) we know that γj[ujvj+1 − uj+1vj] is constant, which implies
that
γ1
[
γ1v2 − (ρ21 + γ1)v1
]
= γs−1
[
γs−1us−1 − (ρ2s + γs + γs−1)us
]
.
To obtain the entries of (R−1 + D2)−1, first observe that given f1, . . . , fs ∈ R, a se-
quence {zi}si=1 is a solution of the difference equation(
ρ2i + γi−1 + γi
)
zi − γi−1zi−1 − γizi+1 = fi, i = 2, . . . , s− 1,
iff there exists α, β ∈ R such that
zi = αui + βvi +
1
γ1
(
γ1v2 − (ρ21 + γ1)v1
) i∑
k=2
[
uivk − viuk
]
fk, i = 1, . . . , s.
In addition, the sequence verifies that(
ρ21 + γ1
)
z1 − γ1z2 = f1 and
(
ρ2s + γs + γs−1
)
zs − γs−1zs−1 = fs,
iff
α =
−1
γ1
(
γ1v2 − (ρ21 + γ1)v1
) [γs−1fs + s−1∑
k=2
vkfk
]
and β =
f1
(ρ21 + γ1)v1 − γ1v2
.
Therefore, the entries of (R−1 + D2)−1 are easily obtained choosing for any j = 1, . . . , s
the values fk = 0 when k 6= j and fj = 1. 
Observe that when s = 2, if we consider u1, u2, v1, v2 defined as
u1 = γ1, u2 = ρ
2
1 + γ1, v1 = ρ
2
2 + γ2 + γ1, v2 = γ1,
then
(ρ21 + γ1)v1 − γ1v2 = (ρ21 + γ1)(ρ22 + γ2) + ρ21γ1
which, in view of Identity (7), implies that the entries of (R−1 + D2)−1 are given by
1
γ1
(
(ρ21 + γ1)v1 − γ1v2
) umin{i,j}vmax{i,j}, i, j = 1, 2.
Therefore, the result of the above proposition is also true for s = 2.
The above proposition shows that the computation of the Green function, the effective
resistances and the Kirchhoff index for a polyomino with link number greater than two,
involves the solution of a difference equation whose coefficients are completely determined
by the effective resistances of the path. However, it is not always possible to find a closed
form for the solutions of such a linear difference equation. In addition, the computation
of vectors uj, j = 1, . . . , 2n is, in general, very involved.
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3 Self–complementary Polyominoes
In this section, we introduce a family of polyominoes for which the above–mentioned com-
putation can be carried out in a simple way, since we impose some symmetry constraints.
Observe that from Lemma (2.2) when 1 ≤ j ≤ i1, we have that vj,k + v2n+1−j,k = 0,
whereas when i1 ≤ j ≤ n we have
vj,k + v2n+1−j,k = 2ρk
[
R(x2n+1−ik , x2n+1−j)−R(xik , xj)
]
.
So, if the path satisfies that R(x2n+1−i, x2n+1−j) = R(xi, xj) for any i, j = 1, . . . , n, then
for any polyomino supported by the path, we have that v2n+1−j = −vj, j = 1, . . . , n,
which implies that u2n+1−j = −uj, j = 1, . . . , n.
The underlying weighted path is called symmetric if it satisfies that c2n−j = cj and
moreover ω2n+1−j = ωj for any j = 1, . . . , n. In this case, for any k = 1, . . . , 2n − 1 we
have
C2n−k = c2n−kω2n+1−kω2n−k = ckωkωk+1 = Ck,
W2n−k =
2n−k∑
j=1
ω2j =
2n−k∑
j=1
ω22n+1−j =
2n∑
j=k+1
ω2j = 1−Wk,
which, in particular, implies that Wn =
1
2
.
Proposition 3.1 If the path is symmetric, then
G(xi, x2n+1−j) = G(x2n+1−i, xj) and R(xi, x2n+1−j) = R(x2n+1−i, xj), i, j = 1, . . . , 2n.
In addition, k = 2
n−1∑
k=1
WkW2n−k
Ck
+
1
4Cn
.
Corollary 3.2 If the path is symmetric, then v2n+1−j = −vj, u2n+1−j = −uj, for any
j = 1, . . . , n and hence, r = 0. Therefore for any i, j = 1, . . . , n,
GΓ(xi, xj) = G
Γ(x2n+1−i, x2n+1−j) = G(xi, xj)− ωiωj
4
〈ui, vj〉,
GΓ(xi, x2n+1−j) = GΓ(x2n+1−i, xj) = G(xi, x2n+1−j) +
ωiωj
4
〈ui, vj〉,
RΓ(xi, xj) = R
Γ(x2n+1−i, x2n+1−j) = R(xi, xj)− 1
4
[
〈ui, vi〉+ 〈uj, vj〉 − 2〈ui, vj〉
]
,
RΓ(xi, x2n+1−j) = RΓ(x2n+1−i, xj) = R(xi, x2n+1−j)− 1
4
[
〈ui, vi〉+ 〈uj, vj〉+ 2〈ui, vj〉
]
.
Moreover, kΓ = 2
n−1∑
k=1
WkW2n−k
Ck
+
1
4Cn
− 1
2
n∑
j=1
ω2j 〈uj, vj〉.
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Notice that to compute the Green function and the effective resistance for a polyomino
supported by a symmetric path it suffices to obtain the values 〈ui, vj〉 for any i, j =
1, . . . , n. Therefore, the key is to solve the difference equation (8). Observe that the
symmetry of the path implies that γk =
1
2R(xik , xik+1)
for any k = 1, . . . , s − 1, but in
general it remains very hard to obtain a closed expression for the solution of the difference
equation. Next, we introduce a family of polyominoes whose associated difference equation
has constant coefficients.
A polyomino is called self–complementary if it is supported by a symmetric path and
there exists d > 0 and µ > 0 such that
(i) d = aikω
2
ik
, for any k = 2, . . . , s.
(ii) µ =
ik+1−1∑
j=ik
1
Cj
, for any k = 1, . . . , s− 1.
Clearly, any polyomino supported by a symmetric path and with link number s ≤ 2 is
self–complementary, so this definition is relevant for polyominoes with link number s ≥ 3.
In this case, ρk =
√
d, k = 1, . . . , s, γk =
1
2µ
, k = 1, . . . , s − 1 and hence the difference
equation (8) is (
d+
1
µ
)
zi − 1
2µ
zi+1 − 1
2µ
zi−1 = 0, i = 2, . . . , s− 1,
or, in an equivalent manner, if q = 1 + dµ,
zi+1 = 2qzi − zi−1, i = 2, . . . , s− 1,
which is a Chebyshev recurrence. Therefore, its solutions can be expressed in the form
zi = αUi−2(q) + βUi−1(q), or alternatively of the form zi = αUs−1−i(q) + βUs−i(q), where
Ui is the i–th Chebyshev polynomial of second kind, see [1]. Therefore, if Vi denotes the
i–th Chebyshev polynomial of third kind; that is, Vi = Ui − Ui−1, with the notations of
Proposition 2.8, we get that
ui = γ1Vi−1(q) + (ρ21 − d)Ui−2(q) and vi = γ1Vs−i(q) + γsUs−i−1(q), i = 1, . . . , s
and hence, for any i, j = 1, . . . , s,
b11 = 1−
ρ21
[
Vs−1(q) + 2µγsUs−2(q)
]
ρ21Us−1(q) + γsVs−1(q) + (ρ
2
1 − d)(2µγs − 1)Us−2(q)
b1j = bj1 = −
ρ1
√
d
[
Vs−j(q) + 2µγsUs−1−j(q)
]
ρ21Us−1(q) + γsVs−1(q) + (ρ
2
1 − d)(2µγs − 1)Us−2(q)
for any j = 2, . . . , s and
bij = δij−
d
[
Vmin{i,j}−1(q) + 2µ(ρ21 − d)Umin{i,j}−2(q)
][
Vs−max{i,j}(q) + 2µγsUs−1−max{i,j}(q)
]
ρ21Us−1(q) + γsVs−1(q) + (ρ
2
1 − d)(2µγs − 1)Us−2(q)
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for any i, j = 2, . . . , s.
Notice that if we take s = 1 in the above formulae, then taking into account that
U−1(q) = 0 and U0(q) = V0(q) = 1, we obtain
b11 = 1− ρ
2
1
ρ21 + γ1
=
γ1
ρ21 + γ1
=
1
1 + ρ21γ
−1
1
=
1
1 + ρ21R(xh, x2n+1−h)
and hence, the above expression for the entries of M is valid for all 1 ≤ s ≤ n− 1.
We finish this paper by studying a very particular family of self–complementary poly-
ominoes.
3.1 Ladder–like Polyominoes
In this section we compute the Green function, the effective resistance and the Kirchhoff
index for those polyominoes built by adding 1 ≤ s ≤ n− h consecutive edges from vertex
xh with the same conductance a > 0, to the path with constant conductance c > 0.
Specifically, assume that ωj =
√
1
2n
, j = 1, . . . , 2n and cj = c > 0, j = 1, . . . , 2n − 1,
which implies that the path is symmetric,
G(xi, xj) =
1
12nc
[
(2n+ 1)(4n+ 1) + 3
(
i(i− 2n− 1) + j(j − 2n− 1)− 2n|i− j|
)]
and hence, k =
1
6c
(4n2 − 1) and R(xi, xj) = 2n
c
|i− j| for any i, j = 1, . . . , 2n. Moreover,
ik = h+ k − 1, aik = a > 0 and ρk =
√
a
2n
, k = 1, . . . , s.
We call this class of self–complementary polyominoes ladder–like polyominoes (see
Figure 3) since when s = n− 1 the corresponding polyomino is nothing else but a ladder
x1
x2n
c
xh+s−1 xn
x2n+2−h−s xn+1
c c
c
c c
a a a
xh
a
x2n+1−h
xh+1
Figure 3: A Ladder–like Polyomino
network. Associated with the ladder–like polyomino located at vertex xh and with link
number 1 ≤ s ≤ n− h, we define
Qk(q) =
{ (
2(n− h− s) + 1)Vk(q) + 2Uk(q), k ≥ 0,
2(n− h− s+ k) + 3 k ≤ 0.
Observe that Q0(q) is defined unambiguously, since V0(q) = U0(q) = 1. Moreover, it is
clear that {Qk(q)}k≥0 is a Chebyshev sequence. In addition, taking into account that
Vk(1) = 1 and Uk(1) = k + 1 for any k ∈ Z, then
Qk(q) =
(
2(n− h− s) + 1)Vk(1) + 2Uk(1), for any k ≤ 0,
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which implies that {Qk(q)}k≤0 is also a Chebyshev sequence.
From the expression for products of Chebyshev polynomials, see [11, Chapter 2], we
deduce the following useful results.
Lemma 3.3 For any 1 ≤ m ≤ s+ 1 we have
aQs−m(q)Um−1(q)+
c
2
Vm−1(q)
[
Qs−m(q)−Qs−m−1(q)
]
= cVs(q)+a
(
2(n−s−h)+1)Us−1(q).
Moreover, if for any k ∈ Z, Tk and Wk denote the k–th Chebyshev polynomial of first and
fourth kind, respectively; that is Wk(q) = Uk(q) + Uk−1(q), then
s∑
m=1
Vm−1(q)Qs−m(q) =
c
a+ 2c
[
s
(
2(n−h−s)+1)Ts(q)+sWs(q)+2(n−h−s+1)Us−1(q)].
The parameters of the ladder–like polyomino are ρ21 = d =
a
2n
, µ =
2n
c
, q = 1 +
a
c
,
γs =
c
2n
[
2(n− s− h) + 3] and moreover γ1 = c4n when s ≥ 2. Therefore, when s ≥ 2,
applying Proposition 2.8
ui =
c
4n
Vi−1(q) and vi =
c
4n
(
2(n− s− h) + 3)Qs−i(q), for any i = 1, . . . , s.
Moreover, since 2aUs−1(q) + cVs−1(q) = cVs(q), we get that
ρ21Us−1(q) + γsVs−1(q) =
1
2n
(
2(n− s− h) + 3)[cVs(q) + a(2(n− s− h) + 1)Us−1(q)]
and hence,
bij = δij − aVmin{i,j}−1(q)Qs−max{i,j}(q)
cVs(q) + a
(
2(n− s− h) + 1)Us−1(q) (9)
for any i, j = 1, . . . , s. Recall that Formula (9), is also valid when s = 1.
To obtain the Green function, the effective resistances and the Kirchhoff index of a
ladder–like polyomino, we only need to obtain the vectors vj, uj, j = 1, . . . , n and their
inner products. To do this we use the following property for the sum of Chebyshev
polynomials, see for instance [11].
Lemma 3.4 If {Pk}∞k=0 is a Chebyshev sequence, given S(k) = αk + β, where α, β ∈ R,
and r, t ∈ N∗ such that t ≤ r then,
r∑
k=t
S(k)Pk(q) =
c
2a
[
S(r)
(
Pr+1(q)− Pr(q)
)− S(t)(Pt(q)− Pt−1(q))+ α(Pt(q)− Pr(q))].
Proposition 3.5 It is satisfied that vj = vh and hence uj = uh, j = 1, . . . , h. Moreover,
for any j = 1, . . . , n and any m = 1, . . . , s, we get that
vj,m =
√
2na
c
(
2
(
n− φh+m−1(j)
)
+ 1
)
,
uj,m =
√
2naVmin{φh(j)−h,m−1}(q)Qs−1−max{φh(j)−h,m−1}(q)
cVs(q) + a
(
2(n− s− h) + 1)Us−1(q) .
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Proof. Given j = 1, . . . , n and m = 1, . . . , s, from Lemma 2.2 we have
vj,m =
√
2na
c
[
2n+ 1− 2im − 2
[
φim(j)− im
]]
=
√
2na
c
[
2
(
n− φim(j)
)
+ 1
]
,
and the expression for vj,m follows bearing in mind that im = h+m− 1.
Since uj = Mvj, if we consider K =
√
2na
c
[
cVs(q) + a
(
2(n− s− h) + 1)Us−1(q)] , then for
m = 1, . . . , s, we have that
uj,m =
√
2na
c
(
2
(
n− φh+m−1(j)
)
+ 1
)
− aKQs−m(q)
m∑
k=1
Vk−1(q)
(
2
(
n− φh+k−1(j)
)
+ 1
)
− aKVm−1(q)
s∑
k=m+1
Qs−k(q)
(
2
(
n− φh+k−1(j)
)
+ 1
)
.
When h ≤ j ≤ h + s − 1, then φh+k−1(j) = j if 1 ≤ k ≤ j + 1 − h, whereas
φh+k−1(j) = h+ k − 1 if j + 1− h < k ≤ s. Therefore, when 1 ≤ m ≤ j + 1− h, we get
uj,m =
√
2na
c
(
2(n− j) + 1)− aK(2(n− j) + 1)Qs−m(q) m∑
k=1
Vk−1(q)
− aKVm−1(q)
[(
2(n− j) + 1) j+1−h∑
k=m+1
Qs−k(q) +
s∑
k=j+2−h
Qs−k(q)
(
2(n− h− k) + 3)].
Applying Lemma 3.4, we get that
m∑
k=1
Vk−1(q)=Um−1(q),
j+1−h∑
k=m+1
Qs−k(q)=
c
2a
[
Qs+h−2−j(q)−Qs+h−1−j(q) +Qs−m −Qs−1−m
]
,
s∑
k=j+2−h
Qs−k(q)
(
2(n− h− k) + 3)= c
2a
(
2(n− j) + 1)[Qs+h−1−j(q)−Qs+h−2−j(q)]
− c
a
Qs+h−1−j(q)
In addition, applying Lemma 3.3, we obtain that
uj,m = cKVm−1(q)Qs+h−1−j(q).
The remaining cases follow by similar reasonings. 
Corollary 3.6 Given 1 ≤ i, j ≤ n, then
〈ui, vj〉 =
2na
(
2(n− i) + 1)(2(n− j) + 1)Us−1(q)
c
[
cVs(q) + a
(
2(n− s− h) + 1)Us−1(q)]
when h+ s ≤ i, j ≤ n, whereas
〈ui, vj〉 = 2n
c
[(
2(n− φh(max{i, j})
)
+ 1
)− cVφh(min{i,j})−h(q)Qs−1+h−φh(max{i,j})(q)
cVs(q) + a
(
2(n− s− h) + 1)Us−1(q)
]
,
otherwise.
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The expression for the Green function and the effective resistance for a ladder–like
polyomino can be easily obtained from Corollary 3.2 by substituting the value of 〈ui, vj〉
just obtained.
Proposition 3.7 The Kirchhoff index of the ladder–like polyomino is
kΓ =
(4n2 − 1)
6c
− 1
2c
[
(h+ s− 1)(2(n− h) + 1)− s(s− 1)]
+
(
n− h− s+ 1)[6c2 − a(a+ 2c)(2(n− h− s) + 1)(2(n− h− s) + 3)]
6c(a+ 2c)
[
cVs(q) + a
(
2(n− h− s) + 1)Us−1(q)] Us−1(q)
+
[
(h− 1)(a+ 2c)Qs−1(q) + cs
[(
2(n− h− s) + 1)Ts(q) +Ws(q)]]
2(a+ 2c)
[
cVs(q) + a
(
2(n− h− s) + 1)Us−1(q)]
Proof. First, we have
n∑
j=h+s
〈uj, vj〉 = 2na
cα
Us−1(q)
n∑
j=h+s
(
2(n− j) + 1)2
=
2na
3cα
Us−1(q)
(
n− h− s+ 1)(2(n− h− s) + 1)(2(n− h− s) + 3),
whereas
h+s−1∑
j=1
〈uj, vj〉 = 2n
c
h+s−1∑
j=1
[(
2(n− φh(j)
)
+ 1
)− cVφh(j)−h(q)Qs−1+h−φh(j(q)
cVs(q) + a
(
2(n− s− h) + 1)Us−1(q)
]
.
Moreover,
h+s−1∑
j=1
(
2(n− φh(j)
)
+ 1
)
= (h− 1)(2(n− h) + 1)+ h+s−1∑
j=h
(
2(n− j) + 1)
= (h+ s− 1)(2(n− h) + 1)− s(s− 1),
whereas taking into account the last identity in Lemma 3.3,
h+s−1∑
j=1
Vφh(j)−h(q)Qs−1+h−φh(j)(q) = (h− 1)Qs−1(q) +
h+s−1∑
j=h
Vj−h(q)Qh+s−1−j(q)
= (h− 1)Qs−1(q) +
s∑
j=1
Vj−1(q)Qs−j(q)
= (h− 1)Qs−1(q) + 2c
a+ 2c
(n− h− s+ 1)Us−1(q)
+
cs
a+ 2c
[(
2(n− h− s) + 1)Ts(q) +Ws(q)],
and the result follows. 
When s = 1 we recover the unicycle case and the following formula coincides with
that in Proposition 2.4 for constant weight and constant conductance in the path. When,
in addition, h = 1, then we get the obtained formula for the cycle.
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Corollary 3.8 The Kirchhoff index of the unicycle ladder–like polyomino is
kΓ =
(4n2 − 1)[c+ a(n− 1)]− 4ah(h− 1)(n− 1)
6c
[
c+ a
(
2(n− h) + 1)] .
When the polyomino is the standard ladder; that is, when s = n− 1 and hence h = 1,
we have the following result.
Corollary 3.9 The Kirchhoff index of the standard ladder is
kΓ =
n2 + 2
6c
+
[
2c2 − a(a+ 2c)]Un−2(q) + c2(n− 1)[Tn−1(q) +Wn−1(q)]
2c(a+ 2c)
[
cVn−1(q) + aUn−2(q)
] .
In particular, when a = c, then
kΓ =
n2 − 1
6c
+
1
2c
n−1∑
k=0
1
1 + sin2(kpi
2n
)
.
Proof. The first Identity follows substituting s = n − 1 and h = 1 in Proposition 3.7.
On the other hand, when a = c, then q = 2 and Tn−1(2) + Wn−1(2) = Tn(2).Therefore,
we have
kΓ =
n2 + 2
6c
+
(n− 1)Tn(2)− Un−2(2)
6cUn−1(2)
Taking into account that U ′n−1(2) =
1
3
[
(n− 1)Tn(2)− Un−2(2)
]
, see [11], we get
(n− 1)Tn(2)− Un−2(2)
6cUn−1(2)
=
U ′n−1(2)
2cUn−1(2)
=
1
2c
n−1∑
k=1
1
2− cos(kpi
n
)
since
{
cos(kpi
n
)
}n−1
k=1
are the zeroes of the Chebyshev polynomial Un−1. 
In the Chemistry community, standard ladders are known as linear polyomino chains.
Then, the last formula coincides with that obtained in [15, Theorem 4.1] for a linear
polyomino chain with n− 1 squares.
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