Interferometric Laser Cooling of Atomic Rubidium by James, Bateman
 Cronfa -  Swansea University Open Access Repository
   
_____________________________________________________________
   
This is an author produced version of a paper published in:
Physical Review Letters
                                     
   
Cronfa URL for this paper:
http://cronfa.swan.ac.uk/Record/cronfa30578
_____________________________________________________________
 
Paper:
Dunning, A., Gregory, R., Bateman, J., Himsworth, M. & Freegarde, T. (2015).  Interferometric Laser Cooling of
Atomic Rubidium. Physical Review Letters, 115(7)
http://dx.doi.org/10.1103/physrevlett.115.073004
 
 
 
 
 
 
 
_____________________________________________________________
  
This item is brought to you by Swansea University. Any person downloading material is agreeing to abide by the terms
of the repository licence. Copies of full text items may be used or reproduced in any format or medium, without prior
permission for personal research or study, educational or non-commercial purposes only. The copyright for any work
remains with the original author unless otherwise specified. The full-text must not be sold in any format or medium
without the formal permission of the copyright holder.
 
Permission for multiple reproductions should be obtained from the original author.
 
Authors are personally responsible for adhering to copyright and publisher restrictions when uploading content to the
repository.
 
http://www.swansea.ac.uk/iss/researchsupport/cronfa-support/ 
 Interferometric laser cooling of atomic rubidium
Alexander Dunning,∗ Rachel Gregory, James Bateman, Matthew Himsworth, and Tim Freegarde
School of Physics & Astronomy, University of Southampton, Highfield, Southampton SO17 1BJ, UK
(Dated: May 30, 2017)
We report the 1-D cooling of 85Rb atoms using a velocity-dependent optical force based upon
Ramsey matter-wave interferometry. Using stimulated Raman transitions between ground hyperfine
states, 12 cycles of the interferometer sequence cool a freely-moving atom cloud from 21 µK to 3 µK.
This pulsed analog of continuous-wave Doppler cooling is effective at temperatures down to the recoil
limit; with augmentation pulses to increase the interferometer area, it should cool more quickly than
conventional methods, and be more suitable for species that lack a closed radiative transition.
The laser cooling of atomic gases has revolutionized
experimental atomic physics [1] and raised the prospect
of a range of atomic quantum technologies [2, 3]. How-
ever, traditional Doppler cooling [4, 5] relies upon the
velocity-dependence of a single narrow radiative transi-
tion, and spontaneous emission to reset the atomic state.
The cooling force is limited to a half photon-impulse per
excited-state lifetime and, as many impulses are needed,
requires a transition that can be closed by a few repump
lasers. Doppler cooling has thus so far been limited to a
handful of atomic elements and molecules [6–9].
In [10], Weitz and Ha¨nsch proposed a mechanism that
could extend laser cooling to a wider range of species,
by replacing the continuous wave (CW) excitation of
conventional Doppler cooling with the broadband laser
pulses of Ramsey matter-wave interferometry, and in-
terleaving inversion pulses to eliminate the dependence
upon the internal state energies. The interference signal,
and hence the impulse imparted, were thus determined
only by the particle’s kinetic energy; manifold transi-
tions could be accessed and, while spontaneous emis-
sion remained the entropy-removing mechanism, various
schemes [11–13] could increase the impulse per spon-
taneous event. With a drive towards efficient pulsed
schemes for molecular cooling [14–16] supported by im-
proved mode-locked laser technologies, interferometric
cooling appears a promising and flexible tool.
The idea of a pulsed Ramsey analog to CW Doppler
cooling has until now remained untested. In this letter,
we report the first experimental demonstration of 1-D in-
terferometric cooling of a cloud of already ultracold Rb
atoms. Our long-lived quasi-two-level system, comprising
the two 5S1/2 ground hyperfine states of
85Rb between
which we drive stimulated Raman transitions, in princi-
ple allows cooling to the recoil limit, and we show that
with just 12 cycles of the interferometric cooling sequence
the atom cloud is cooled from 21± 2 µK to 3.2± 0.4 µK.
Relaxation after each cycle is achieved by rapid pumping
and decay of the single-photon 5S1/2–5P3/2 transition,
and the cooling rate is therefore limited mainly by the
time needed for interferometric resolution of the differ-
ent velocity classes.
The Raman interferometric cooling mechanism is as
follows. Two pi/2 laser pulses, separated by a dwell time
(a) (b) k
FIG. 1. (a) Position-time trajectory of a two-level atom in the
velocity-selective Ramsey interferometer: two co-propagating
pi/2 pulses with phases φ1 and φ2, separated by a dwell time τ ,
split and recombine the matter-wave. (b) Impulse imparted as
a function of the detuning δ (proportional to the atom’s veloc-
ity vk) for positive (solid) and negative (dashed) wavevectors
k, with a relative phase φrel = φ1 − φ2 = −pi2 .
τ , act upon a two-level atom |Ψ〉 = c1|1〉 + c2|2〉 as the
beamsplitter and combiner of a Ramsey matter-wave in-
terferometer, as illustrated in Fig. 1(a). With the atom
starting in |1〉, the final excitation probability
|c2|2 ' 12
[
1 + cos (δ τ − φrel)
]
(1)
depends upon the detuning δ of the pulses from the rest-
frame resonance, the phase difference φrel = φ1 − φ2 be-
tween them, and the dwell time τ . The detuning
δ = δL + k · (v + vR/2) (2)
depends upon the component of the initial atom velocity
v along the laser wavevector k, the detuning δL at zero
velocity, and the recoil velocity vR. Since excitation to
|2〉 changes the atom’s momentum by mvR = h¯k, the
mean impulse, shown in Fig. 1(b), has a sinusoidal de-
pendence on the velocity. The fringes can be shifted in
velocity by changing φrel; their period can be increased
by reducing τ ; and the impulse can be reversed by re-
flecting k or starting the sequence in state |2〉. Just as
the Doppler effect renders photon absorption more prob-
able for atoms moving towards a red-detuned CW laser
beam, light-pulse Ramsey interferometry can thus im-
part a velocity-dependent impulse through the Doppler-
shifted interference pattern.
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FIG. 2. (a) Energy level diagram for the interferometric cooling experiment in 85Rb. (b) Schematic of the experimental setup of
the Raman beams: ECDL – external-cavity diode laser; PBSC – polarizing beamsplitter cube; TA – tapered amplifier; OSA –
optical spectrum analyzer; BSh – beam shaper and focusing lens. The annotation bubbles show sketches of the beam spectrum
at each preparation stage. (c) Experimental sequence diagram for N = 4 applications of the cooling sequence.
When the two-level interferometer is implemented by
counterpropagating Raman laser pulses with frequencies
ωP,S and wavevectors kP,S along the z-axis, the impulse
h¯keff = h¯(kP − kS) is of magnitude h¯keff ≈ 2h¯k, where
k ≈ |kP | ≈ |kS | is the single photon wavenumber; and
the Raman detuning from the rest-frame atomic reso-
nance is δL = (ωP − ωS) − (ω1 − ω2 + δAC), where
h¯ω1,2 are the atomic state energies and δAC is the com-
bined AC Stark shift in the presence of the beams. If
δL = 0, or the dependence upon it is eliminated as in
[10] by including appropriately timed inversion pulses,
the detuning depends only upon the velocity component
vk ≡ v · keff/|keff | of the atom. We thus have the con-
venience of a large impulse and r.f. frequency difference,
and can use the long-lived ground hyperfine states.
Although a single interferometer sequence alters the
atomic velocity distribution, it does not itself increase
the phase space density, because the decelerated atoms
are excited to a different internal state. Dissipation is
achieved through relaxation by spontaneous emission to
the initial state. Whereas this in the initial conception
occurs naturally [10], the spontaneous emission rate in
our Raman scheme is negligible; we therefore end the
interferometer sequence by pumping atoms from state |2〉
to the 5P3/2 state, labelled |3〉 in Fig. 2(a), from where
spontaneous emission returns them to the lower states
with a lifetime of 26 ns [17]. This switchable relaxation
allows the hyperfine distribution to be reset promptly
without limiting the coherence time of the interferometer.
For cooling to occur, the interferometer phase φrel is
set to give either a negative slope d|c2|2/dvk across the
velocity distribution for an initial state |1〉, or a positive
slope for atoms starting in state |2〉. The velocity de-
pendent impulse is, as noted by Weitz and Ha¨nsch [10],
in each case accompanied by a velocity-independent im-
pulse, which may be cancelled by alternating between
these two combinations, or by exchanging the directions
of the counterpropagating Raman beams and hence keff .
The velocity capture range ∆vk = ∆δ/keff = pi/keffτ ,
within which the impulse increases monotonocally with
velocity, is given by the width ∆δ = pi/τ of the negative
slope region of Fig. 1(b). For a cloud of 85Rb atoms with
temperature T = 100µK and hence r.m.s. velocity of
σv =
√
kBT/m = 0.1 m s
−1, and 780 nm Raman beams,
the dwell time τ required to capture the velocity distri-
bution up to ±3σv is roughly 330 ns. Alternatively, for
a sample at T = 1 K, this falls to around τ = 3 ns.
Our experimental sequence, illustrated in Fig. 2(c), is
as follows. 85Rb atoms from a background gas are ini-
tially trapped and cooled in a standard 3-D magneto-
optical trap (MOT). The magnetic fields are then ex-
tinguished, the beam intensities reduced, and the cloud
left to thermalize in the 3-D molasses for 5 ms. Because
atoms at the centre of the molasses undergo sub-Doppler
cooling more readily than those at the edges [18], the ve-
locity distribution at this point exhibits a two-component
Gaussian shape, with half the population in a central
peak at a temperature of around 20µK and the rest in
a broader background above the Doppler cooling limit
(146µK) at around 250µK.
The MOT repumping laser, which is resonant with
the 5S1/2 F = 2 → 5P3/2 F = 3 transition, is then
extinguished, and the atoms are optically pumped in
300µs into the 5S1/2 F = 2 ground hyperfine state by
the MOT cooling laser, which is red-detuned from the
5S1/2 F = 3 → 5P3/2 F = 4 transition. Three mu-
tually orthogonal sets of shim coils cancel the residual
magnetic field at the cloud position, such that the Zee-
man sub-levels mF = −F . . . F for each hyperfine state
are degenerate to much less than the Rabi frequency
Ωeff ≈ 2pi × 400 kHz observed for the Raman transition.
The pi/2 interferometer pulses are realized by driving
stimulated Raman transitions between the 5S1/2 F = 2
and F = 3 ground hyperfine levels, using 780 nm beams,
with δL = 0 and detuned from the 5P3/2 states, as il-
lustrated in Fig. 2(a). Each Raman transition lasts a
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FIG. 3. (a) Raman velocimetry measurements after N interferometric cooling cycles. Each point is an average of 16 shots
at probe detuning δ
(probe)
L , and the lines are from manually-fitted numerical simulations of the probe pulse assuming different
velocity distributions. (b) Histogram of the residuals  = |c2|2fit − |c2|2exp corresponding to panel (a). (c) Velocity distributions
corresponding to the solid curves in panel (a). (d) Velocity distributions from a numerical simulation of the cooling sequence
with τ = 1.1 µs and φrel = −3pi/8. (e) Simulated 1–D temperature, starting at 1 K, vs. number of cooling cycle applications
n for an example scheme in which τ and φrel vary with n as illustrated in panel (f).
quarter Rabi cycle, and is too rapid to resolve veloc-
ities within the ultracold sample. Spontaneous emis-
sion is induced by optical pumping from 5S1/2 F = 3
into 5P3/2 F
′ = 3, using a ‘depumping’ laser, denoted
ωD in Fig. 2(a), aligned perpendicular to keff . The
interferometer-depump sequence is applied N times be-
fore the velocity distribution is measured using Raman
velocimetry, whereby a long (tprobe = 200 µs), weak Ra-
man pulse excites into 5S1/2 F = 3 a narrow velocity
class defined by the probe pulse detuning [19] according
to Equation 2. The number of atoms in 5S1/2 F = 3
is then measured by light-induced fluorescence (LIF) ex-
cited by the MOT cooling laser, and the result is nor-
malised to the total atom number by immediately re-
pumping the whole distribution into 5S1/2 F = 3, and
repeating the LIF measurement. The velocity distribu-
tion is determined by repeating the sequence at a range
of probe detunings.
The source of our Raman pulses is shown schemati-
cally in Fig. 2(b). The continuous-wave beam from a
780 nm external cavity diode laser, red-detuned from
single-photon resonance by ∆ ≈ 2pi × 11 GHz, is spa-
tially divided by a 310 MHz acousto-optical modulator
(AOM), and the rest of the microwave frequency shift
is achieved by passing the undeflected beam through a
2.726 GHz electro-optical modulator (EOM). We con-
trol the EOM phase and frequency using an in-phase
and quadrature-phase (IQ) modulator, fed from a pair
of arbitrary waveform generators. The carrier wave is
removed after the EOM using a polarizing beamsplit-
ter cube [20], and temperature-dependent birefringence
within the EOM is countered by active feedback to a
liquid crystal phase retarder [21]. The remaining off-
resonant sideband is removed using a stabilized fibre-
optic Mach–Zehnder interferometer [22].
After pre-amplifying the EOM sideband by injection-
locking a CW diode laser, the two spectrally pure Ra-
man beams are individually amplified by tapered laser
diodes, recombined with orthogonal polarizations and
passed through an AOM (rise time ∼ 370 ns), whose
first-order output forms the Raman pulse beams. The
beams are then separated by a polarizing beamsplitter,
and passed via optical fibres to the MOT chamber.
After the fibres, each beam is passed through a Topag
GTH-4-2.2 refractive beam shaper and 750 mm focal
length lens to produce an approximately uniform 1.4 mm
square beam whose intensity varies by <∼ 15% across the
MOT cloud. Each beam has an optical power of 50 mW,
and hence an intensity around 2.5 W cm−2 – significantly
higher than the large-waist Gaussian beams required for
the same spatial homogeneity. To avoid broadening ef-
fects due to sublevel-dependent light shifts, the Raman
beams have orthogonal linear polarizations. For the cool-
ing sequence, the dwell time τ and relative phase φrel
were nominally set to 600 ns (which, allowing for the
AOM rise time, becomes 970 ns) and −pi/2, respectively.
Our experimental results for N = 0, 4, 8 and 12 consec-
utive applications of the interferometric cooling cycle are
shown in Fig. 3(a), where the circles show the measured
excited state populations |c2|2 after the probe pulse at a
range of probe detunings. These four data sets were ac-
quired interleaved within the same experimental run to
ensure comparable conditions, and the probe detunings
were sampled pseudo-randomly to counter any effects of
experimental drift. To estimate the temperatures, we
fit numerical simulations (solid lines), for a common set
of model parameters (beam intensities, detunings, tim-
ings, phases etc.), varying the two-component velocity
4distributions whose free parameters are the width and
central vk of the colder Gaussian component: we assume
that a fraction of 0.49 of the atom cloud remains at the
background temperature of 250 µK throughout. As a
qualitative indicator of the fit quality, Fig. 3 (b) shows
a histogram of the residuals  = |c2|2fit − |c2|2exp for the
range −400 kHz < δL/2pi < 400 kHz, revealing an ap-
proximately normal distribution. The corresponding ve-
locity distributions are plotted in Fig. 3(c). The initial,
uncooled distribution (N = 0) exhibits a central Gaus-
sian component at 21± 2 µK, which after N = 4 cooling
cycles this component has cooled to 10±1 µK. For N = 8
the temperature is 4.8 ± 0.5 µK, and after N = 12, the
temperature has reached 3.2 ± 0.4 µK. The Raman re-
coil temperature of this system – our theoretical lower
temperature limit – is 1.5µK.
In our experiment, all interferometer pulses carry the
same keff , hence as N increases the atoms are accelerated
towards positive velocity. Weitz and Ha¨nsch noted that
population can be made to accumulate around vk = 0 by
alternating between interferometer impulses ±h¯keff ; sim-
ilarly, the scheme could be extended to 3-D by introduc-
ing interferometer impulses along orthogonal axes [10].
To validate our experimental results, we have numeri-
cally simulated the cooling scheme using ProtoMol [23].
An impulse ∆p = h¯keff
1
2 [1 + A cos(δτ − φrel)], followed
by a randomly directed spontaneous emission recoil, is
applied N times to an ensemble of 10,000 atoms. The
parameter A = 0.8 describes the fringe contrast, and is
experimentally measured using an adaptation of the four-
pulse Ramsey-Borde´ interferometer [24], used in previous
photon recoil measurements [25]. The resultant velocity
distributions for an initial central temperature of 20 µK,
and taking τ = 1.1 µs and φrel = −3pi/8, are plotted in
Fig. 3(d), and clearly resemble our experimental results.
The differences from the nominal values of τ and φrel can
be attributed to the finite AOM rise time, and its combi-
nation with uncompensated IQ delay lines, respectively.
We also use a numerical simulation to predict the per-
formance at higher temperatures. For efficient cooling,
the dwell time τ and phase φrel must evolve as the
velocity distribution narrows and shifts [10]. For the
nth cooling cycle of the example shown in Figs. 3(e,f),
τ = τ0(1 + ae
bn) and φrel = φ0 + nτvRkeff/2, where
τ0 = 5 ns, a = 0.15, b = 2 × 10−4 and φ0 = −pi/4.
As illustrated in Fig. 3(e) where we begin at 1 K, the
temperature falls roughly exponentially with the num-
ber of interferometer sequences n, before arriving at the
recoil limit at n ∼ 2800. With this non-optimised dy-
namic scheme, about 65% of the atoms remain within
the Gaussian distribution as the recoil limit is reached.
For a given radiative transition, interferometric and
CW Doppler cooling have similar cooling rates and lim-
iting temperatures, determined by the radiative lifetime.
However, reducing the interferometer period τ allows a
larger capture range for higher temperatures without sat-
urating the transition for lower velocities, while Raman
transitions allow sub-Doppler temperatures to be reached
without the usual Sisyphus mechanisms.
As our Rabi frequency is limited by the available in-
tensities, we have not yet implemented the inversion
pulses of the scheme’s original proposal [10], which re-
move the dependence of cooling on the detuning of the
laser from atomic resonance; our cooling scheme therefore
relies upon a single atomic transition. However, improve-
ments in beam intensity, spectral control and switching
speed should allow interferometric cooling on multiple
atomic transitions simultaneously. Considerably higher
intensities have been demonstrated [26] which could raise
the Rabi frequency Ωeff above 2pi×100 MHz, allowing
the full interferometer sequence and capture ranges up
to 1 K. For the broad bandwidth originally envisaged
for the cooling of molecules distributed across rotational
manifolds, a rather different approach using mode-locked
lasers and spectral beam shaping [27] would be needed.
A variety of other enhancements could extend and
improve this cooling scheme. Adiabatic chirps [28, 29]
and composite pulses [30, 31] allow interferometer fidelity
to be extended over more complex pulse sequences and
greater systematic inhomogeneities. These in turn per-
mit amplified [11, 12] and algorithmic [13] cooling tech-
niques that offer faster cooling and, by reducing the num-
ber of spontaneous emission events accompanying a given
cooling impulse, may be of particular value with more
complex spectra within which population will inevitably
decay into dark states not addressed even with the broad-
est of laser pulses.
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