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Confinement of excitations induces quasilocalized dynamics in disorder-free isolated quantum
many-body systems in one spatial dimension. This occurrence is signalled by severe suppression
of quantum correlation spreading and of entanglement growth, long-time persistence of spatial
inhomogeneities, and long-lived coherent oscillations of local observables. In this work, we present
a unified understanding of these dramatic effects. The slow dynamical behavior is shown to be
related to the Schwinger effect in quantum electrodynamics. We demonstrate that it is quantitatively
captured for long time scales by effective Hamiltonians exhibiting Stark localization of excitations and
weak growth of the entanglement entropy for arbitrary coupling strength. This analysis explains the
phenomenology of real-time string dynamics investigated in a number of lattice gauge theories, as well
as the anomalous dynamics observed in quantum Ising chains after quenches. Our findings establish
confinement as a robust mechanism for hindering the approach to equilibrium in translationally-
invariant quantum statistical systems with local interactions.
Introduction.— Elementary particles such as quarks
experience spatial confinement into composite particles,
due to forces acting at arbitrary distances mediated by
gauge fields [1]. An analogous effect is also present in
condensed-matter systems. In one spatial dimension, con-
finement typically arises in the ordered phases of sys-
tems with a spontaneously broken discrete symmetry:
their elementary particle/antiparticle excitations consist
of kink/antikink configurations which locally connect dif-
ferent degenerate ground states (vacua). Upon breaking
the symmetry via external fields, the various vacua ac-
quire different energy densities. As a result, separating a
kink-antikink pair requires a configurational energy cost
proportional to their distance [2–17].
Several recent numerical studies of one-dimensional lat-
tice gauge theories and quantum spin chains have found
that confinement may give rise to anomalous real-time
dynamics [18–36] and spectral properties [37–39] at fi-
nite energy density above the ground state, in contrast
with the generically expected thermalization [40–47]. The
signatures of these phenomena include extraordinary long-
lived coherent oscillations of local observables [18–23, 32],
suppression of the light-cone spreading of quantum correla-
tions [20, 32] and of the entanglement growth [20, 25, 32],
and persistent inhomogeneities [24–31, 33]. While these
observations suggest that confinement is related to a sup-
pression of thermalization, the nature of this connection
has not yet been clarified.
In this work we investigate the relationship between
the aforementioned dynamical effects of confinement and
prototypical aspects of the localization of interacting par-
ticles [48–68]. We demonstrate that confinement causes
quasilocalized dynamics of states with dilute excitations.
In fact, the route towards thermalization involves the de-
cay of these states into entropically favored many-particle
states: the energy stored in confining strings has to be
converted into mass via the creation of new pairs of exci-
tations from the vacuum. We show that these processes
can become dramatically slow, in close analogy with the
Schwinger effect, i.e., with the suppressed decay of false
vacua in quantum electrodynamics [69]. In this regime,
fast spatial propagation of excitations is prevented by
their Stark localization [70] in the mutual confining po-
tentials. Remarkably, these two phenomenona stabilize
nonthermal behavior and low entanglement for extremely
long times in a thermodynamically relevant portion of
the many-body Hilbert space, as illustrated in Fig. 1.
Confinement and gauge invariance in one dimension.—
The occurrence of the phenomena mentioned above re-
lies solely on the presence of confinement, and hence
they emerge in both lattice gauge theories (LGTs) and
statistical-physics models such as quantum spin chains.
An exact correspondence between the two can be for-
mulated in one spatial dimension, via the introduc-
tion/elimination of ancillary degrees of freedom together
with local dynamical constraints. This leads to a unified
framework for this broad class of systems [7, 71]. In this
Letter, for concreteness, we focus on the paradigmatic
quantum Ising chain. To illustrate the general equivalence
above, we show how this model can be exactly mapped
onto a LGT with local U(1) symmetry. In Ref. [72], we
consider other models with confined excitations, includ-
ing the prototypical lattice Schwinger model of quantum
electrodynamics [73–76] and the antiferromagnetic XXZ
spin chain in a staggered magnetic field, which describes
anisotropic magnetic insulators [14, 16, 17].
The quantum Ising chain is defined by the Hamiltonian
H = −J
L−1∑
j=1
σzjσ
z
j+1 − h
L∑
j=1
σzj − g
L∑
j=1
σxj , (1)
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2Figure 1. Effects of confinement on the nonequilibrium evolu-
tion of the magnetization profile [panels (a) and (b)] and of
entanglement (c) in a quantum Ising chain. L = 100 spins are
initialized in a random product state with a density p = 0.1
of longitudinal domain-walls. The dynamics are generated
by H in Eq. (1) with J = 5g, and (a) h = 0: in the absence
of confinement, domain-walls freely propagate, smoothening
out all spatial inhomogeneities; (b) h = 0.75g: while confined
bound states of closeby domain-walls diffuse (upper half of
the plot), isolated domain-walls are Stark-localized by linear
confining potentials, and perform coherent Bloch oscillations
of spatial amplitude ξloc = g/h (lower half of the plot). Panel
(c): dynamics of the von Neumann entanglement entropy Sj(t)
for different position j of the bipartition cut, averaged over 500
initial states. Sj(t) grows linearly in the deconfined limit (a),
ξloc =∞ and logarithmically in the presence of confinement
(b), ξloc = 4/3, as also emphasized by the inset. These qual-
itative features are unaltered upon varying the localization
length ξloc while keeping p . 1/(2ξloc) and J  |g|, |h|.
where σx,y,zj , are Pauli matrices acting on site j. The
correspondence is based on the interpretation of the spin
polarization operator szj ≡ σzj /2 as a local "electric flux",
which leads one to introduce fictitious fermionic matter
degrees of freedom on the sites of the dual chain (i.e.,
on the bonds of the original chain [77]), and local dy-
namical constraints that associate a kink (antikink) in
the spin configuration with the presence of a "positron"
("electron") on the corresponding bond, as described in
Fig. 2, top panel. These constraints are enforced by
U(1) gauge-invariant matter-field interactions, and are
interpreted as a discrete Gauss law. To make this explicit,
we define two species of fermions, positively (p) and neg-
atively (e) charged respectively, residing on the chain
bonds (denoted as half-integer sites), with correspond-
ing creation operators (cp,ej+1/2)
† and occupation numbers
np,ej+1/2 = (c
p,e
j+1/2)
†cp,ej+1/2. We introduce a spin-1/2 U(1)-
Quantum Ising chain
+ +- -
U(1) lattice gauge theory
“Schwinger effect”
+ -
+ -
+ -
energy
 2m∼
 2m/∼ τ
tunneling
time
+
+
+ +
+ +
“Bloch oscillations”
time
Figure 2. Cartoon of the mapping of a quantum spin chain
(here, the quantum Ising chain) onto a 1 + 1-dimensional
lattice gauge theory (top), and of the two key mechanisms
which render the resulting dynamics slow: suppression of false
vacuum decay for weak coupling ("Schwinger effect", bottom
left), and Stark-localization of particles in a linear potential
("Bloch oscillations", bottom right).
quantum link model [78, 79],
HU(1) = Hm +Hg +Hint , (2)
with
Hm = m
∑
j
(npj+1/2 + n
e
j+1/2) + U
∑
j
npj+1/2n
e
j+1/2 ,
Hg =
τ
2
∑
j
σzj ,
Hint = w
∑
j
{[
(cpj−1/2)
† + cej−1/2
]
σ+j
[
cpj+1/2 + (c
e
j+1/2)
†]
+ h.c.
}
,
where σ±j = (σ
x
j ± iσyj )/2 act as U(1) parallel transporters
[76]. Hm encodes the fermion mass and onsite Hubbard-
like interaction, and Hg can be interpreted as the energy
shift caused by a background field (or topological θ-angle
[31, 80]). In Hint, the various terms describe hopping
and pair creation/annihilation of fermions. The U(1)
gauge invariance of these interactions is expressed by
the local symmetries [H,Gj ] = 0 with Gj = σzj+1/2 −
σzj /2 − (npj+1/2 − nej+1/2), which give rise to the Gauss
law within the neutral gauge sector Gj ≡ 0 [76]. This
law asserts that the variation of the gauge field strength
σz/2 upon crossing a bond (j, j + 1) equals the charge
Qj+1/2 = n
p
j+1/2 − nej+1/2 located on it.
In the presence of a strong Hubbard repulsion U →∞,
each "classical configuration" of the gauge field (eigenstate
of all σzj operators) fully determines a unique configuration
of the matter particles via the Gauss law. This allows
one to eliminate the redundant matter degrees of freedom
[31, 81] and write the model in terms of a locally self-
interacting gauge field [80].[82] In this case, all matrix
3elements of the Hamiltonian (2) between two classical
gauge-field configurations coincide with the corresponding
matrix elements of the quantum Ising chain in the σz-basis,
upon identifying m = 2J , τ = −2h, w = −g, and up to
an overall energy shift (see Ref. [72] for details). Within
this LGT picture, the longitudinal field h in the quantum
Ising chain plays the role of the electrostatic string tension
τ , leading to particle confinement. In passing, we mention
that the Ising chain can also be mapped onto a Z2-LGT,
see Ref. [72].
Exponential suppression of pair creation.— When a
particle and an antiparticle in the vacuum are adiabat-
ically separated at a distance d, the energy E(d) ∼ τd
associated with the gauge-field string linking them grows
proportionally to d and eventually it overcomes the thresh-
old Emin ∼ 2m for the creation of a new pair. We argue
that the dynamical breaking of strings after a quench of
the interactions takes anomalously long times for large
values of the mass. The mechanism for this suppression
may be essentially understood as a tunneling process
across a high energy barrier. In fact, the decay process
which converts the large amount of potential energy stored
in long gauge-field strings into the energy of additional
particle-antiparticle pairs is energetically allowed and en-
tropically favorable, because a string state is very atypical
compared to many-particle states with the same total en-
ergy. Accordingly, thermalization requires string breaking.
However, due to the energy conservation, the created par-
ticle and antiparticle of a pair must be separated at such
a distance d that the energy τd they subtract from the
broken string portion equals their mass, i.e., τd ∼ 2m.
If the string tension τ is small compared to the particle
mass m, local pair creation is not possible, and virtual
particles have to tunnel across a distance d ∼ 2m/τ  1
in order for the string to decay — see the bottom left
panel of Fig. 2 for an illustration (here the lattice spac-
ing is the unit length). This occurs through increasingly
high-order processes in the interactions, and hence the
decay is extremely slow.
The above qualitative picture is made quantitative by
constructing the effective Hamiltonian in perturbation
theory in 1/m. We formally split the Hamiltonian into
the mass term H0, possessing highly-degenerate blocks,
and the rest V , which involves gauge field and interac-
tions. H0 defines sectors of the Hilbert space labelled
by the number of particles and well-separated in en-
ergy. V may contain block-diagonal matrix elements
H1, describing particle/antiparticle energy and motion,
and block-off-diagonal ones R1 = V − H1, correspond-
ing to particle-antiparticle pair creation or annihilation.
The latter processes are eliminated through a unitary
transformation eS1 . For the quantum Ising chain, the re-
sulting effective Hamiltonian is H(1)eff = −J
∑
j σ
z
jσ
z
j+1 −
h
∑
j σ
z
j − g
∑
j(P
↑
j−1σ
x
j P
↓
j+1 + P
↓
j−1σ
x
j P
↑
j+1), where P
↑
j
(P ↓j ) projects onto the "up" ("down") state of the j-th
spin along z.
This standard procedure [83–85] can be car-
ried out to any arbitrary order n in perturba-
tion theory: The unitary transformation eS≤n , with
S≤n = −S†≤n = S1 + S2 + · · ·+ Sn, is chosen in such a
way that the transformed Hamiltonian commutes with
H0 up to the n + 1-th power of the perturbation
strength, i.e., H ′ = eS≤nHe−S≤n = H(n)eff + V>n, with
H
(n)
eff ≡ H0 +H1 + · · ·+Hn, and [Hj , H0] = 0. The ef-
fective Hamiltonian H(n)eff preserves the block-diagonal
structure of H0 and accounts for all transitions within
each sector of H0 occurring through up to n intermediate
transitions involving states in different blocks (virtual
particle pairs). The perturbative series generated by this
transformation are generally divergent at finite energy
density, pointing to an asymptotic hybridization of the
various blocks and hence thermalization. However, by
adapting the rigorous theory in Ref. [86], one finds that by
truncating the series at an “optimal order” n∗ that scales
linearly with the particle mass m, the rest V>n∗ can be
made exponentially small in m. Consequently, the effect
of the latter can be neglected for exponentially long times.
Denoting H(n
∗)
eff ≡ Heff and S≤n∗ ≡ S, the nonequilibrium
evolution of the system is accurately described by
|Ψ(t)〉 ' e−S e−itHeff eS |Ψ(t = 0)〉 . (3)
Within this transformed picture, the number of particles is
exactly conserved by Heff, and hence it is approximately
conserved by H in the original picture at least for ex-
ponentially long times. This implies the emergence of
nonthermal behavior in highly-excited states, signalled
by the time-evolution of local observables such as the
particle mass density, the gauge field, and the energy
density. In fact, the analysis above shows that the bulk of
a long gauge string is stable against pair creation, since
the "string-breaking" (or "vacuum-decay") time scale is
exponentially long in m. This bulk stability persists in
the continuum limit [8], and, within the mapping in Eq.
(2), it is reminiscent of the Schwinger effect in quantum
electrodynamics [69], in that the decay rate Γ(E) per unit
volume of a false vacuum in the presence of a background
electric field E into particle pairs, is exponentially small
in the ratio between the electron mass m and the elec-
trostatic energy |eE| × 1/m contained within a Compton
length, i.e., Γ(E) ∝ (eE)2 exp ( − pim2|eE| ), where e is the
electron charge and ~ = c = 1 [69, 87].
In Ref. [72], we provide the details of the construction
of Heff and discuss the quantum Ising chain in Eq. (1)
and the lattice Schwinger model as specific cases. In the
former, for J  |g|, |h| the estimates adapted from Refs.
[86, 88] lead to the quasiconservation of the spatial density
of domain-walls at times t Tsb, where
Tsb ≥ g−1 exp
(
const× J/
√
h2 + g2
)
, (4)
4and the constant is independent of the parameters [72].
Stark localization.— The nonequilibrium dynamics
starting from a generic initial state may be expected to un-
dergo prethermalization to the Gibbs ensemble e−βHeff/Z
defined by the effective (nonintegrable) Hamiltonian Heff
discussed above, at the inverse temperature β uniquely de-
termined by the energy density of the initial state [86, 89].
Contrarily to this expectation, we demonstrate that the
combination of confinement and lattice effects leads to a
dramatic slowdown of prethermalization in a thermody-
namically significant portion of the many-body Hilbert
space. This phenomenon is due to the Stark localization
of particles [70] in their mutual linear confining poten-
tial, which suppresses spatial propagation and energy
transport for arbitrary interaction strength.
We consider below many-particles states, with a dilute-
ness parameter p, i.e., with an average separation of 1/p
lattice sites between consecutive particles. To disentan-
gle the effect of having a finite particle mass — leading
to exponentially slow pair creation — from the intrinsic
slow dynamics of Heff, we analyze the nonequilibrium
dynamics generated by the latter truncated at the lowest
order. The effective picture consists of a system of hop-
ping hardcore particles in a constant electric field, subject
to interactions. Higher-order terms in Heff do not alter
the physics qualitatively, as they just renormalize the
hopping amplitudes with small longer-range terms [72].
In the extremely dilute limit p 1 the system consists
of isolated particles moving in a linear potential, a so-
called Wannier-Stark ladder. This problem can be solved
exactly [90]: eigenstates are product states of localized
orbitals with equispaced energy levels En ∝ n. For the
quantum Ising chain in Eq. (1), En = 2hn and the lo-
calized wavefunction centered around the site n reads
Ψ
(n)
j = Jn−j(g/h), where Jν is the Bessel function of
order ν [72]. The tails of this localized orbitals decay
faster than exponentially for |n− j|  g/h ≡ ξloc. If the
distance between consecutive particles is much larger than
ξloc, transport and thermalization are suppressed, and par-
ticles perform coherent (Bloch) oscillations around their
initial position, with spatial amplitude ξloc and temporal
period pi/h [24].
However, delocalization gradually occurs as ` = 1/p is
made comparable with twice the localization length 2ξloc.
To understand this phenomenon and the associated time
scales, we consider an isolated string with a particle (kink)
at site n1 and an antiparticle (antikink) at site n2 > n1.
In the center-of-mass frame described by the relative coor-
dinate n− = n2−n1 > 0, the problem reduces to a single-
particle Wannier-Stark ladder with hopping 2g cosK,
where K is the center-of-mass momentum, and subject to
a hard wall at the origin, i.e., to the boundary condition
ψn−=0 ≡ 0 [72]. The solution consists of a discrete
sequence of particle-antiparticle bound states ("mesons")
labelled by ` = 1, 2, . . . with dispersion relations E`(K).
The wavefunctions Ψ(`,K)n− = J`−n−(2g cosK/h) with
ℓ
ℓ/2
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Figure 3. Growth of the von Neumann entanglement entropy
S(t) starting from a state with equally spaced domain-walls
at a distance `; the cartoon above the plots indicates the
position of the bipartition cuts along the chain. Left: S(t)
exhibits pronounced coherent oscillations with frequency 2h
superimposed to a slow growth (the straight line is a guide
for the eye). Right: The growth of S(t) slows down upon
increasing the diluteness. Dotted lines represent the growth
of S(t) in the evolution of a single isolated string formed by
the two domain-walls adjacent to the cut. The latter can be
obtained analytically [72], is upper-bounded by log `+ const,
and reaches its maximum around the time Tdloc, cf. Eq. (5).
Parameters: ξloc = 2, L = 120.
`  2ξloc are localized far away from the boundary
n− = 0: they are hardly affected by it, and hence their
energy E` = 2h` is independent of K. This implies that
spatially extended bound states have asymptotically flat
bands: the two particles perform uncorrelated Bloch oscil-
lations at the edges of the string connecting them, while
the quantum diffusion of their center of mass is suppressed.
However, the presence of the boundary bends the disper-
sion relation E`(K) of bound states with an extension
comparable to that of the Bloch oscillations. This leads
to correlated ("rigid") motion of the string edges, and
hence spatial delocalization and entanglement growth.
The correction δE`(K) to the energy level E` in
the dilute regime ` & 2ξloc is found to be ap-
proximately −2g cosK J` (2ξloc cosK) J`−1 (2ξloc cosK)
[72]. The analysis of the resulting spreading veloci-
ties vmax` = MaxK |∂KE`(K)| of bound states for varying
quantum number `, leads to a sequence of delocaliza-
tion time scales Tdloc(`, ξloc) rapidly decaying as the ratio
`/ξloc increases; for large ` & ξ2loc, one has [72]
Tdloc(`, ξloc) ∼ g−1 (`!)2`−3/2 ξ−2`+1loc . (5)
As a result, the typical delocalization time scale is state-
dependent via the diluteness parameter p, unlike the
string-breaking time scale Tsb in Eq. (4). We stress that
the above equations are nonperturbative in g/h = ξloc
and hence valid for arbitrarily large values of this ratio.
Slow entanglement growth.— The scenario outlined
above sheds light on the effects of confinement on the
5nonequilibrium evolution of entanglement. While the en-
tanglement entropy S(t) is expected to increase linearly
in time in generic quantum many-body systems which
dynamically relax to equilibrium [91–97], the quasilocal-
ization discussed above is expected to cause a severe
suppression of the growth of S(t) despite the finite energy
density, in analogy with disordered and glassy quantum
systems [51–53, 55, 60, 63–65, 98–100]. This expectation
is confirmed by numerical simulations using the time-
evolving-block-decimation algorithm on matrix-product
states [101], with maximum bond dimension D = 300. In
particular, we initialize a quantum Ising chain of L = 100
spins in nonentangled product states with a spatial density
p of domain-walls: in Fig. 1 these states are drawn from
a thermal ensemble ρ0 = e−µH0/Z of the "unperturbed"
classical Ising chain with p = [1− tanh(µJ)]/2. (Similar
dilute states with tuneable p can be experimentally real-
ized via the quantum Kibble-Zurek mechanism [102, 103]).
The numerical results reported in Fig. 1 are compatible
with a logarithmic growth of the bipartite entanglement
entropy Sj(t) superimposed to coherent oscillations of
period pi/h, ascribed to Bloch oscillations. In Fig. 3,
instead, regularly arranged initial states are considered
with equispaced domain-walls at a distance ` = 1/p and
L = 120. The fast convergence of S(t) to that generated
by the effective Hamiltonian Heff upon increasing J (Fig.
3, left panel) leads us to rule out the hypothesis that the
slow vacuum decay is responsible for the entanglement
growth. Furthermore, the bottom right panel of Fig. 3
shows that the initial growth of S(t) is captured by the
delocalization of individual strings described in Eq. (5)
above [72]; however, at longer times, many-particle effects
lead to a slow unbounded growth.
Outlook.— In the framework of localization phenomena
in disorder-free quantum systems [57–68, 104, 105], this
work establishes the role of confinement as a robust mech-
anism capable of dramatically slowing down the approach
to equilibrium [20, 24, 31–35, 99, 106, 107]. It is interest-
ing to highlight the connection with the recently proposed
"Stark many-body localization" [67, 68, 108], in that the
effective dynamics of the systems considered in the present
work may be viewed as that of interacting particles in
a constant field. Our preliminary numerical results sug-
gest that rare high-density regions embedded in dilute
systems do not thermalize the rest of the system within
the relevant time scales in this work; however, a complete
analysis of this problem calls for further investigations
which we leave to future studies.
Our discussion applies to generic one-dimensional
lattice models with confined excitations, including
Abelian and non-Abelian LGTs [25, 74, 109]. The
extension of our work to confining theories in higher
dimensions stands as a challenging direction for future
work, inasmuch as their real-time dynamics has hardly
been explored in the framework of nonequilibrium
statistical mechanics.
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Here we derive in detail the results presented in the main text and we provide additional numerical evidence which
demonstrates the occurrence of similar phenomena in other models with confined excitations. The supplemental
material is organized as follows: in Section I we show how to map the quantum Ising chain onto a U(1) or a Z2 lattice
gauge theory (LGT); in Section II we discuss the general construction of the effective Hamiltonian and we report
its analytic determination at the lowest order in perturbation theory in two cases: the quantum Ising chain and the
lattice Schwinger model; in Section III we study the effective model in the two-particle sector in order to estimate the
delocalization time of an isolated string and rationalize the observed entanglement growth; in Section IV A we discuss
the quasilocalized dynamics induced by confinement in the antiferromagnetic XXZ spin chain and in Section IV B in
the lattice Schwinger model.
I. EXACT MAPPING BETWEEN QUANTUM SPIN CHAINS AND LATTICE GAUGE THEORIES IN
ONE SPATIAL DIMENSION
In this Section, we provide the details of the mapping between quantum spin chains and one-dimensional LGTs.
The correspondence is based on the elimination of matter degrees of freedom. A related construction was recently
proposed in Ref. S1, which allows one to interpret strongly interacting Rydberg atom arrays as the realization of
a spin-1/2 U(1) LGT with staggered fermionic matter. For the sake of illustration, we focus here on the quantum
Ising chain given in Eq. (1) of the main text, but analogous mappings may be constructed for generic one-dimensional
quantum lattice models by (i) introducing additional “matter” degrees of freedom on the bonds, and (ii) defining
gauge-invariant interactions in such a way that the Gauss law renders these newly introduced degrees of freedom
actually redundant.
A. The quantum Ising chain as a U(1) LGT
In the main text, we have argued that the quantum Ising chain can be mapped to a U(1)-LGT, with two species of
fermions (”positrons” and ”electrons”). In this Section, we detail the explicit mapping of the operators which allow
one to transform the U(1) lattice gauge theory in Eq. (2) of the main text into the quantum Ising chain in Eq. (1).
The first step consists in mapping the fermions cpj+1/2 and c
e
j+1/2 to hardcore bosons, by defining the Pauli spin-1/2
operators ταj+1/2, p and τ
α
j+1/2, e as
τ−j+1/2, p =
∏
k<j
[
(−1)nek+1/2(−1)npk+1/2σzkσzk+1
]
cpj+1/2 , τ
z
j+1/2, p = 2n
p
j+1/2 − 1 , (S1)
τ−j+1/2, e =
∏
k<j
[
(−1)nek+1/2(−1)npk+1/2σzkσzk+1
]
(−1)nej+1/2(−1)npj+1/2σzjσzj+1cej+1/2 , τzj+1/2, e = 2nej+1/2 − 1 , (S2)
and τ+j+1/2, p = (τ
−
j+1/2, p)
†, τ+j+1/2, e = (τ
−
j+1/2, e)
†. By exponentiating the Gauss law introduced in the main text, we
find that in the gauge-invariant subspace one has
(−1)Gj = (−1)nej+1/2(−1)npj+1/2σzjσzj+1 ≡ 1 (S3)
for every j. Plugging this relation into Eqs. (S1) and (S2) we get that the equivalences τ−j+1/2, p = c
p
j+1/2 and
τ−j+1/2, e = c
e
j+1/2 hold in this subspace. Note that in this step, we have been able to cancel the string coming from
the Jordan-Wigner transformation by exploiting only the fact that Z2 is a normal subgroup of U(1)S2: this method
is quite general and can be applied in any number of spatial dimensions. After this procedure, the Gauss law takes
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2the form Gj = (σ
z
j+1 − σzj − τzj+1/2, p + τzj+1/2, e)/2 = 0. In addition, the constraint given by the infinite Hubbard
interaction (Eq. (2) of the main text) excludes the state |↑↑〉j+1/2 (where the first and second spins refer to the
eigenvectors of τzj+1/2, p and τ
z
j+1/2, e, respectively).
We will use both the Gauss law and the aforementioned constraint to perform the next step of the mapping, which
is the elimination of the matter degrees of freedom (the general procedure can be found in Ref. S2). It is useful to
work in the basis of the eigenstates of σz and τz operators, where both constraints are diagonal. The basic observation
is that, for a given spin configuration of the gauge fields, the state of the matter particles is uniquely fixed by Gauss
law, with the following rules:

σzj+1 = +1, σ
z
j = −1 → τzj+1/2, p = +1, τzj+1/2, e = −1 ,
σzj+1 = σ
z
j → τzj+1/2, p = −1, τzj+1/2, e = −1 ,
σzj+1 = −1, σzj = +1 → τzj+1/2, p = −1, τzj+1/2, e = +1 .
(S4)
In the case σzj+1 = σ
z
j , the option τ
z
j+1/2, p = +1, τ
z
j+1/2, e = +1, allowed by the Gauss law, is excluded by the constraint
given by the Hubbard interaction, thus ensuring that the mapping is one-to-one. The fact that the configuration of
matter particles is completely determined by that of the gauge field in the gauge-invariant sector can be reformulated
as follows: We can find a unitary transformation U = eiA which maps each gauge-invariant state to a product
state of a gauge field state and a single reference state of the matter field (e.g., the matter vacuum state |0〉m, with
τzj+1/2, p,e |0〉m = − |0〉m for every j)S3. This can be done for example via the Hermitian operator
A =
pi
2
∑
j
(
P ↑j τ
x
j+1/2, eP
↓
j+1 + P
↓
j τ
x
j+1/2, pP
↑
j+1
)
, (S5)
where P ↑j and P
↓
j are the projectors on the |↑〉j and |↓〉j states respectively. By using Eq. (S4), one can see that, on
gauge invariant states, the action of U consists in flipping all and only the τz-spins in the state |↑〉. Moreover, for
each state of our basis, the gauge field part is left invariant by U .
The unitary transformation U effectively eliminates the redundant matter degrees of freedom. In fact, we can
now define the transformed Hamiltonian H ′ = m 〈0|UHU†|0〉m which acts on the non-trivial part (the gauge-field
configurations) of the transformed states. We apply the transformation to each term of Eq. (2) of the main text. The
mass term Hm can be transformed by noting that, on gauge-invariant states, (n
p
j+1/2 + n
e
j+1/2) = (1 − σzjσzj+1)/2.
Then, by using the fact that U acts as the identity on the gauge field part for each state of our basis, we find that
H ′m =
m
2
∑
j
(1− σzjσzj+1), H ′g =
τ
2
∑
j
σzj , H
′
int = w
∑
j
σxj , (S6)
i.e., H ′ is a quantum Ising chain in a transverse and longitudinal field. In addition, this establishes the correspondence
between the parameters of the LGT and those of the quantum Ising chain anticipated in the main text (see Eq. (1)).
It is interesting to finally comment on the gauge-integrated version of the above lattice gauge theory, where the
gauge field is eliminated by solving the Gauss lawS4,S5. In one spatial dimension, the result of this procedure is a
model of charges interacting via long-range Coulomb potentials. In the specific case of the U(1) LGT discussed above,
the gauge-integrated model is equivalent to a model of charges subject to a constant electric field and to the constraint
of sign alternation along the chain. The latter makes the particles interacting, as made explicit by the strong on-site
Hubbard repulsion. The slow dynamics discussed in the main text can thus be connected with the recently proposed
“Stark many-body localization” of interacting charged particles in a strong fieldS6,S7.
B. The quantum Ising chain as a Z2 LGT
In the previous Section, we have shown that the one-dimensional quantum Ising model in a transverse and longitu-
dinal field can be mapped to a U(1) lattice gauge theory. This was done by identifying the local magnetization along
z with the electric field and the kinks/antikinks with the particles/antiparticles.
We now demonstrate that, in a similar spirit, the quantum Ising chain can also be mapped to a Z2 LGT. The main
difference with respect to the U(1) LGT is that we now use the same fermionic operators to designate both kinks
and antikinks. We therefore introduce fermions on bonds, with creation operators c†j+1/2 and occupancy number
nj+1/2 = c
†
j+1/2cj+1/2, and define the following Hamiltonian
HZ2 = Hm +Hg +Hint (S7)
3with
Hm = m
∑
j
nj+1/2, Hg =
τ
2
∑
j
σzj , Hint = w
∑
j
(c†j−1,jσ
x
j cj+1/2 + c
†
j−1/2σ
x
j c
†
j+1/2 + h.c.). (S8)
The operators
Gj = σ
z
jσ
z
j+1(1− 2nj+1/2) (S9)
commute with HZ2 and generate a local Z2 gauge symmetry. The Gauss law Gj ≡ 1 thus restricts the Hilbert space to
the neutral gauge sector, meaning that, as anticipated, the allowed configurations are those in which fermions sit on
all the bonds where a kink or an antikink is present in the gauge field configuration. Hence, an analogous procedure
of matter-integration as that detailed above for the U(1) LGT mapping, shows that HZ2 in Eq. (S7) is equivalent to
the quantum Ising chain. It is interesting to observe that the U(1) LGT mapping above straightforwardly reduces to
the Z2 LGT one here upon identifying matter particles with positive and negative charge to a single fermionic species.
II. CONSTRUCTION OF THE EFFECTIVE HAMILTONIAN
We outline here the general procedure for the construction of the effective Schrieffer-Wolff Hamiltonian, following
closely Refs. S8–S10 to arbitrary order in perturbation theory. With the notation introduced in the main text, H0
denotes the “unperturbed” block-diagonal Hamiltonian given by the mass term, and the remaining terms are collected
in V = H −H0. As in the main text, we introduce the generators S1, . . . , Sn of the transformation which brings H
to the desired block-diagonal form up to the various orders in perturbation theory.
Explicitly, the terms of the effective Hamiltonian and the generator of the unitary transformation are defined order
by order in perturbation theory via the following recursive algorithm. We define V1 ≡ V and for n ≥ 2,
Vn =
∑
(k1,...,kp)∈[n]′
1
p!
[Sk1 , [Sk2 , . . . , [Skp , H0]...]] +
∑
(k1,...,kp)∈[n−1]
1
p!
[Sk1 , [Sk2 , . . . , [Skp , V ]...]], (S10)
where the summations run over the set [m] of the ordered partitions (k1, . . . , kp) of an integer m, i.e., ki ≥ 1 and∑p
i=1 ki = m, and the prime [m]
′ excludes the trivial partition (k1 = m) with p = 1. The operator Vn represents the
effective perturbation at the n-th order, i.e., the term of order n in the transformed Hamiltonian after eliminating
all block-off-diagonal transitions up to the n − 1-th order, i.e., H ′ = H0 + · · · + Hn−1 + Vn + V>n. Just like in the
first order, we split the perturbation into a block-diagonal and a block-off-diagonal term, Vn ≡ Hn +Rn. The former
constitutes the n-th order correction to the effective Schrieffer-Wolff Hamiltonian Heff, while the latter is eliminated
by choosing Sn in such a way that [Sn, H0] +Rn = 0.
This construction is algorithmic and may be carried out directly in the thermodynamic limit, as it involves only
the commutation of local operators. However, manual derivations are limited to the first few orders because the com-
binatorial complexity of the calculation increases rapidly with the perturbative order n. The convergence properties
of this kind of construction have been discussed in Ref. S9 in full generality, and later in Ref. S10 in a specific case.
We observe that, differently from these works, the local density of the unperturbed Hamiltonian H0 need not be a
single-site operator for our purposes (for example, in the quantum Ising chain, σzjσ
z
j+1 is not); however, the formal
construction in the mentioned works may be adapted to the present case. It is rigorously shown therein that the
relative magnitude of the “rest” V>n compared to H0 has an upper bound proportional to n! times the perturbation
strength to the power n. The perturbative series (presumably) diverges, pointing to an asymptotic mixing of the
eigenstates among sectors and thermalization. However, truncation of the series to order n leads to a bound for the
size of the effective perturbation at the n-th step. The optimal order n∗ (the one which gives the tightest bound)
scales as the inverse perturbation strength, which leads to an exponential bound. In the main text, we use this fact
to prove that the effective Hamiltonian represents a good approximation for studying the dynamics up to times which
become exponentially long upon increasing the inverse perturbation strength.
Below, we report and discuss the effective Hamiltonian for the quantum Ising chain and for the lattice Schwinger
model calculated at the lowest orders in perturbation theory. In Sec. IV A, we also discuss a prototypical condensed-
matter model with confined excitations, namely the antiferromagnetic XXZ quantum spin chain in a staggered field.
We emphasize that its corresponding effective Hamiltonian is analogous to those of the aforementioned models.
4Quantum Ising chain
+ -+-
U(1) lattice gauge theory
H(1)eff H
(2)
eff
FIG. S1. Cartoon of the perturbative transitions described by the effective Hamiltonian H
(2)
eff of the quantum Ising chain up
to the second order in 1/J . At the first order, hopping of a kink/antikink by one lattice site is the only allowed transition. At
the second order, one can either have hopping by one lattice site of a string/antistring of length one (top row) or hopping of
two lattice sites of a kink/antikink (bottom row). Solid arrows show the block-diagonal transitions described by the effective
Hamiltonian. The intermediate states mediating the processes, indicated by dashed arrows, involve “virtual” states belonging
to a different block. The amplitudes of the second-order processes are proportional to g2/J , see Eq. (S13).
A. Effective Hamiltonian of the quantum Ising chain
In order to show the structure of the effective Hamiltonian, we report its expression up to the third order for the
quantum Ising chain in Eq. (1) of the main text (using the notation introduced there):
H0 = −J
∑
j
σzjσ
z
j+1, (S11)
H1 = −h
∑
j
σzj − g
∑
j
(
P ↑j−1σ
x
j P
↓
j+1 + P
↓
j−1σ
x
j P
↑
j+1
)
, (S12)
H2 = +
g2
4J
∑
j
[
+ P ↑j−1(σ
−
j σ
+
j+1 + σ
+
j σ
−
j+1)P
↑
j+2 + P
↓
j−1(σ
−
j σ
+
j+1 + σ
+
j σ
−
j+1)P
↓
j+2 (S13)
− P ↑j−1(σ+j σ+j+1 + σ−j σ−j+1)P ↓j+2 − P ↓j−1(σ+j σ+j+1 + σ−j σ−j+1)P ↑j+2
− σzjσzj+1
]
,
H3 = +
hg2
8J2
∑
j
[
− σzj − σzj−1σzjσzj+1 (S14)
+ P ↑j−1(σ
+
j σ
−
j+1 + σ
−
j σ
+
j+1)P
↑
j+2 − P ↓j−1(σ+j σ−j+1 + σ−j σ+j+1)P ↓j+2
]
+
g3
8J2
∑
j
[
+ P ↓j−2(σ
+
j−1σ
+
j σ
+
j+1 + σ
−
j−1σ
−
j σ
−
j+1 + σ
+
j−1σ
−
j σ
+
j+1 + σ
−
j−1σ
+
j σ
−
j+1+)P
↑
j+2
+ P ↑j−2(σ
+
j−1σ
+
j σ
+
j+1 + σ
−
j−1σ
−
j σ
−
j+1 + σ
+
j−1σ
−
j σ
+
j+1 + σ
−
j−1σ
+
j σ
−
j+1+)P
↓
j+2
− P ↑j−2(σ+j−1σ+j σ−j+1 + σ−j−1σ+j σ+j+1 + σ−j−1σ−j σ+j+1 + σ+j−1σ−j σ−j+1+)P ↑j+2
− P ↓j−2(σ+j−1σ+j σ−j+1 + σ−j−1σ+j σ+j+1 + σ−j−1σ−j σ+j+1 + σ+j−1σ−j σ−j+1+)P ↓j+2
− P ↑j−1σxj P ↓j+1 − P ↓j−1σxj P ↑j+1
]
,
5while the generators S1 and S2 of the unitary transformation up to the second order in 1/J are
S1 =
ig
4J
∑
j
(
P ↑j−1σ
y
jP
↑
j+1 − P ↓j−1σyjP ↓j+1
)
, (S15)
S2 =
igh
8J2
∑
j
(− P ↓j−1σyjP ↓j+1 − P ↑j−1σyjP ↑j+1) (S16)
+
g2
8J2
∑
j
[
+ P ↓j−1(σ
−
j σ
−
j+1 − σ+j σ+j+1)P ↓j+2
+ P ↓j−1(σ
+
j σ
−
j+1 − σ−j σ+j+1)P ↑j+2
+ P ↑j−1(σ
+
j σ
+
j+1 − σ−j σ−j+1)P ↑j+2
+ P ↑j−1(σ
−
j σ
+
j+1 − σ+j σ−j+1)P ↓j+2
]
.
One realizes that higher-order terms have a twofold effect: they renormalize lower-order terms and introduce longer-
range processes compatible with the conservation of H0. Note that the maximal range of these processes at order n
is bounded by n+ 2, as can be proven by induction. Transitions allowed up to the second order are sketched in Fig.
S1.
For the quantum Ising chain, the estimates of Refs. S9 and S10 yield
||V≥n||
||H0|| ≤
(
const × n
√
g2 + h2
J
)n
, (S17)
where ||·|| indicates the operator norm of the local density of the argument. Truncation of the series at the optimal
order n∗ ∝ J/
√
g2 + h2 leads to an exponential bound for the thermalization time, see Eq. (4) of the main text.
The construction presented here is similar to that of Ref. S11 for the quantum Ising chain. However, while that
study is concerned with the homogeneous dynamics of elementary quasiparticle excitations above the ground state,
we are here interested in the effective dynamics of dilute domain-walls, corresponding to high-energy states of the
model.
B. Effective Hamiltonian of the lattice Schwinger model
In this Section we detail the construction of the effective Schrieffer-Wolff Hamiltonian for the lattice Schwinger
modelS12,S13 following the method of Sec. II. The latter represents the one-dimensional lattice discretization of quan-
tum electrodynamics: matter particles are given by fermionic operators φj located at lattice site j and interact via
the U(1) gauge electric field Ej,j+1 residing on the bonds of the lattice. The Hamiltonian reads
H = −w
L−1∑
j=1
(φ†jUj,j+1φj+1 + φ
†
j+1U
†
j,j+1φj) +m
L∑
j=1
(−1)jφ†jφj + J
L∑
j=1
E2j,j+1 (S18)
where we adopted the Kogut-Susskind staggered fermion formulationS13,S14: particles occupying even sites represent
quarks with positrons and empty odd sites represent electrons. The first term w of the Hamiltonian gives the minimal
coupling between gauge and matter degrees of freedom, the second is the particle/antiparticle mass m and the last
one is the electrostatic energy J . Uj,j+1 = exp(iθj,j+1) is the parallel transporter, with θj,j+1 the vector potential,
and it is related to the electric field Ej,j+1 by the commutation relations
[θj,j+1, En,n+1] = iδj,n, [Ej,j+1, Un,n+1] = Uj,j+1δj,n. (S19)
The infinitesimal generators of the local U(1) symmetry are
Gj = Ej,j+1 − Ej−1,j − φ†jφj +
1− (−1)j
2
, (S20)
therefore [H,Gj ] = 0 and we work in the neutral gauge sector where no background charges Gj |ψ〉 = 0 are present.
The Gauss law is therefore satisfied at any lattice site and at any time during the dynamics.
6In order to derive the effective Hamiltonian governing the dynamics of the model in the limit of a large elec-
tron/positron mass m, we split the Hamiltonian of Eq. (S18) as follows:
H = H0 + V, (S21)
H0 = m
L∑
j=1
(−1)jφ†jφj , (S22)
V = H1 +R1 = J
L∑
j=1
E2j,j+1 − w
L−1∑
j=1
(φ†jUj,j+1φj+1 + φ
†
j+1U
†
j,j+1φj), (S23)
where the perturbation V has been in turn decomposed into a diagonal part Vdiag ≡ H1 given by the electrostatic
term J conserving the particle/antiparticle number (mass) and an off-diagonal one Voffdiag ≡ R1, coupling sectors of
the Hilbert space with different particle/anti-particle number (mass). By performing the unitary transformation as
explained in Sec. II, the effective Hamiltonian H
(2)
eff , which is block-diagonal up to second order in 1/m, is found to be
H
(2)
eff = H0 +H1 +H2, (S24)
H2 =
w2
2m
L∑
j=1
(−1)jφ†jφj +
w2
2m
L∑
j=1
(−1)j(φ†jUj,j+1Uj+1,j+2φj+2 + φ†j+2U†j+2,j+1U†j+1,jφj), (S25)
with H0 given in Eq. (S22). The lowest-order generators S1 and S2 of the unitary transformation e
S bringing H to
the block-diagonal form H
(2)
eff in Eq. (S25) may be written as
S1 = − w
2m
L∑
j=1
(−1)j(φ†jUj,j+1φj+1 − φ†j+1U†j,j+1φj), (S26)
S2 =
wJ
4m2
L∑
j=1
φ†j(Ej,j+1Uj,j+1 + Uj,j+1Ej,j+1)φj+1 − φ†j+1(U†j,j+1Ej,j+1 + Ej,j+1U†j,j+1)φj . (S27)
(S28)
The allowed processes at the second order in perturbation theory are described by H2 and consist of a particle (anti-
particle) hopping by two lattice sites mediated by a virtual state where a particle-antiparticle pair is either annihilated
or created, as shown pictorially in Fig. S2.
We remark that in the lattice Schwinger model, the off-diagonal part R1 of the perturbation in Eq. (S23) has no
diagonal component and therefore the first non-trivial transitions appear in the effective Hamiltonian at the second
order. This differs from the case of the Ising chain in Sec. II A, where the perturbation has a non-trivial diagonal
component H1 already at the first order, given in Eq. (S12). This, in turn, implies that the dynamics in the lattice
Schwinger model will be comparatively slower than that of the Ising chain.
III. TWO-PARTICLE PROBLEM AND DELOCALIZATION TIME
In this Section we study the problem of a single string consisting of a particle at position n1 and an antiparticle at
position n2 > n1. We consider the dynamics induced by Heff, which conserves the number of particles and antiparticles.
This two-body problem can be mapped to the problem of a single particle hopping on a two-dimensional lattice with
coordinates n1 and n2 horizontally and vertically, confined to the half-plane n2 > n1 by a hard-wall boundary condition
along the diagonal and subject to a constant field orthogonal to the boundary.
We focus for simplicity on the quantum Ising chain, using the same notation as in Eq. (1) of the main text.
Particles are here given by longitudinal domain-walls or kinks in the spin configuration, and the lowest-order effective
Hamiltonian in Eq. (S12) is the sum of Hg and the projection of Hint; the mass term in Eq. (S11) is constant within
sectors and will be omitted. When restricted to the two-particle sector, Hg accounts for the linear confining potential
between the two particles and Hint for the particle hopping. Their respective matrix elements read
〈n1, n2|Hg|m1,m2〉 = 2h(n2 − n1) δn1,m1δn2,m2 (S29)
and
〈n1, n2|Hint|m1,m2〉 = g(δn1+1,m1δn2,m2 + δn1−1,m1δn2,m2 + δn1,m1δn2+1,m2 + δn1,m1δn2−1,m2). (S30)
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FIG. S2. Sketch of the perturbative transitions described by the effective Hamiltonian H
(2)
eff of the lattice Schwinger model in
Eq. (S24) up to the second order in 1/m. With reference to the Hamiltonian H in Eq. (S18), black and white dots denote empty
and occupied staggered-fermion sites, respectively; q (q¯) denote the presence of a particle (antiparticle) at the corresponding
site, with positive (negative) electric charge; the green arrows represent the value of the electric flux on the chain bonds. By
virtue of the Gauss law, the electric flux jumps up (down) by one unit as a particle (antiparticle) is traversed from the left along
the chain. Considering for simplicity an odd lattice site j, one can either have hopping by two lattice sites of an anti-quark
(top row) or hopping by two lattices of an anti-quark in presence of a quark occupying the site j + 1 (bottom row). For even
j analogous processes take place, in which the role of the quark and the anti-quark are exchanged. Solid arrows show the
block-diagonal transitions described by the effective Hamiltonian. The intermediate states mediating the processes, indicated
by dashed arrows, involve “virtual” states belonging to a different block. The amplitude of these transitions are proportional
to w2/m, see Eq. (S24).
We emphasize here that the analysis reported below is actually is nonperturbative in the ratio g/h.
Since the interaction part depends only on the positive distance n2−n1, it is convenient to consider the coordinates
n± = n2±n2. Accordingly, by plugging the ansatz ψ(K)n+,n− = eiKn+ψ(K)n− into the Schro¨dinger equation Hψ = Eψ, one
realizes that the plane wave eiKn+ factors out, and the problem reduces to the single-particle Wannier-Stark ladder
2hn−ψ(K)n− + 2g cosK
[
ψ
(K)
n−−1 + ψ
(K)
n−+1
]
= Eψ(K)n− (S31)
subject to a hard wall at the origin n− = 0, i.e., to the boundary condition ψ
(K)
n−=0 ≡ 0.
In the absence of the hard wall, the exact eigenfunctions are of the form Ψ
(j,K)
n− = Jj−n−(2ξloc cosK) (where Jν
is the Bessel function and ξloc = g/h), with energy Ej = 2hj, independent of K. These wavefunctions decay faster
than exponentially as the relative distance n− moves away from j > 0 by more than 2ξloc lattice spacings. Hence, for
j  2ξloc, the effect of the boundary condition is negiglible. The dispersion relations Ej vs K of bound states labelled
by j become completely flat in this limit: If the initial particles’ wavefunction is concentrated on widely separated
regions, their center of mass does not move and the two particles perform uncorrelated Bloch oscillations around their
initial positions. The hard wall in n− = 0 is responsible for the failure of this occurrence, and its effect becomes
manifest as j approaches twice the extent ξloc of the Bloch oscillations, such that the two particles’ wavefunction tails
overlap significantly.
We can quantify the resulting bending of the bands Ej(K) by making an estimate based on the Hellmann-Feynman
theorem. Consider the model without the hard wall, and let 2g˜ cosK be the hopping amplitude between sites n− = 0
and n− = 1, and 2g cosK be the hopping amplitude on all the other links. Clearly, for g˜ = g the eigenfunctions and
the eigenenergies are φ
(j,K)
n− (g˜ = g) = Ψ
(j,K)
n− , Ej(K; g˜ = g) = 2hj, respectively. On the other hand, if we adiabatically
turn off g˜, we obtain the eigenfunctions φ
(j,K)
n− (g˜ = 0) and the eigenenergies Ej(K; g˜ = 0) of the same model with the
hard wall. From the Hellmann-Feynman theorem, we find that
δEj(K) = Ej(K; g˜ = 0)− Ej(K; g˜ = g) = 2 cosK
∫ 0
g
[(
φ
(j,K)
0 (s)
)∗
φ
(j,K)
1 (s) + h.c.
]
ds. (S32)
We can estimate this integral by replacing the integrand with the average between the values at the two extrema.
Since φ
(j,K)
0 (0) = 0, we find δEj ' −g cosK
[(
Ψ
(j,K)
0
)∗
Ψ
(j,K)
1 + h.c.
]
. We obtain the correction to the dispersion
relation
δEj(K) ' −2g cosK Jj (2ξloc cosK) Jj−1 (2ξloc cosK) ' − 2 (g cosK)
2j
j!(j − 1)!h2j−1 , (S33)
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FIG. S3. Correction to the energy Ej of the j-th eigenfunction, induced by the hard-wall potential. The dots correspond to the
results of an exact diagonalization, the dashed line is the value estimated as g cosK
[(
Ψ
(j,K)
0
)∗
Ψ
(j,K)
1 + h.c.
]
and the dotted
line is the one obtained from the last approximation in Eq. (S33). The energies are in units of g cosK and the different colours
refer to the different values of h reported in the legend.
where, in the last approximation, we used only the asymptotic behaviour of the eigenfunction for j  ξ2locS15. In
Fig. S3, these approximations are compared with numerical diagonalization of the one-kink problem with the hard
wall: The first asymptotic estimate is found to be extremely accurate in the considered quasilocalized regime j & 2ξloc.
In a semiclassical picture, asymptotically exact for j  1, ξloc  1 and fixed j/ξloc, this regime corresponds to having
the two particles at the edges of the string performing non-overlapping Bloch oscillations of amplitude ξloc each.
We observe that the last asymptotic estimate in Eq. (S33) agrees with the perturbation-theory argument for which
nonvanishing corrections to the eigenenergy of the j-th bound state occur only at the 2j-th order in g/h; we emphasize,
however, that the equations above are valid for arbitrarily large localization lengths ξloc = g/h, provided the string
length is even larger.
The result in Eq. (S33) can be recovered from the exact single-string energy spectrum, expressed as a solution of
the implicit equation
J−Ej/2h (2ξloc cosK) = 0, (S34)
first derived in Ref. S16. From the series expansionS15
Jν(z) =
(z
2
)ν ∞∑
p=0
(−1)p
Γ(p+ 1)Γ(p+ 1 + ν)
(z
2
)2p
(S35)
one readily realizes that the leading correction δEj(K) in z = 2ξloc cosK to the flat band energy level Ej(K) = 2hj
is given precisely by Eq. (S33).
From the above result, the maximal group velocity vmaxj = maxK∈[0,pi)
∣∣∂K δEj(K))∣∣ of the j-th bound state can be
computed. In particular, for j  ξ2loc, one finds
vmaxj ' h
(2j)3/2
(j!)2
( g
2h
)2j
e−1/2. (S36)
Note that these speeds dramatically drop to zero for j  g/h. The delocalization time in Eq. (5) of the main text,
is estimated by taking the inverse of vmax` .
We finally observe that from the exact eigenvalues and eigenfunctions of the two-kink problem, one can obtain the
dynamics of the entanglement entropy S(t) associated with a bipartition of the chain. The bottom right panel of Fig.
3 of the main text reports the growth of S(t) for the evolution of isolated strings, compared with the corresponding
growth for initial dilute states with multiple strings. For an initial condition given by kinks located at sites i, j = n1,2
and bipartition cut at site r, the growth of S(t) turns out to approximately consist of a discrete sequence of ”jumps”,
associated with the delocalization of the various components of the initial state on the eigenstates with quantum
number ` = 1, 2, . . . , their weight being maximal around ` ≈ |n2 − n1|. Eventually, S(t) converges to log 2 as t→∞,
since the diffusing string will asymptotically be either entirely on the left or entirely on the right of the cut, with equal
9amplitude. Before this eventual saturation, S(t) can attain values larger than log 2, caused by transient correlations
between the two particles located on opposite sides of the cut. Using the fact that particles are confined, it is
straightforward to formulate an upper bound for S(t). In fact, for wavefunctions supported in the region |i− j| ≤ d,
i.e., with the two particles separated by no more than d lattice sites, the maximal von Neumann entanglement entropy
is log(d+ 1). For the considered initial condition, this bound holds with d ≈ |n2 − n1|+ 2ξloc.
IV. GENERALITY OF THE QUASILOCALIZED DYNAMICS
In this Section, we provide numerical evidence of the fact that, as anticipated in the main text, most of the
phenomena discussed here occurs generically in the presence of confinement. In particular, we consider here additional
one-dimensional models with confined excitations.
A. The antiferromagnetic XXZ quantum spin chain in a staggered field
✏ ✏
J J
 E = hl
FIG. S4. Sketch of the origin of spinon confinement in XXZ Hamiltonian in a staggered external magnetic field, described by
Eq. (S37).
As recalled in the introduction, confinement of excitations can be observed in a large class of one-dimensional
statistical-physics models, and our findings apply to them. In this Section we corroborate this statement by study-
ing the effects of confinement in the antiferromagnetic XXZ spin chains in a longitudinal staggered magnetic field,
described by the Hamiltonian
HXXZ = J˜
L−1∑
i=1
(Sxi S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1)− h
L∑
i=1
(−1)iSzi , (S37)
where Sαi =
1
2σ
α
i . Let us note that in this case the magnetization is conserved: in fact, we have[
HXXZ ,
∑
i
Szi
]
= 0.
The Hamiltonian (S37) exhibits a quantum phase transition at ∆/J˜ = 1: For ∆/J˜ > 1 the ground state has an
antiferromagnetic axial order, whereas for −1 < ∆/J˜ < 1 it presents planar order. This model for h = 0 was exactly
solved by Yang and Yang using the Bethe ansatzS17. In the ordered phase the excitations can be described by kinks,
as the Ising model in the ordered ferromagnetic phase (hz < J). The “Ising limit” is, in fact, recovered when |∆|  1.
The Hamiltonian (S37) describes with a good accuracy the intra-chain interactions in SrCo2V2O8 crystals
S18,S19, in this
case the external staggered magnetic field is given by the average effect of the inter-chains interactions. In Refs. S18
and S20, the masses of the first bound states are computed, using semiclassical and perturbative approximations, and
an almost perfect match is found with the experimental data, obtained via neutron scattering. Here we are interested
in the dynamical properties of this model out of equilibrium. For this purpose we focus on the case ∆ > 1, for which
the ground state is Ne´el-ordered and gapped. In the limit ∆  1 the twofold degenerate ground states are well
approximated by the Ne´el (|N〉) and the anti-Ne´el (|AN〉) states
|N〉 =
L/2⊗
i=1
|↑〉2i|↓〉2i+1, |AN〉 =
L/2⊗
i=1
|↓〉2i|↑〉2i+1. (S38)
Kinks interpolate between these two vacua. These excitations are deconfined for h = 0, i.e., they are not subject
to long-range interactions. If we switch on an external staggered magnetic field h 6= 0, the spectrum changes in a
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FIG. S5. Evolution of the string state sketched in the cartoon below the plots, made up of two antiferromagnetic domain-walls,
under the action of the Hamiltonian (S39). We can observe the stability of the string for different values of the external magnetic
field. The insets show the corresponding spatiotemporal variation of the bipartite entanglement entropy Sj(t) betweens spins
in regions [1, j] and [j + 1, L]. In the bottom line we reported a sketch of the initial state.
h = 0.07 ✏ = 0.1
h
=
0 h =
0.0
7
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FIG. S6. Density plot of the staggered magnetization for various values of the magnetic field and for a representative state with
sizeable density p = 0.4 of antiferromagnetic domain-walls. In particular, in the left panel h = 0.07 and the initial inhomogeneity
persists until long times. In the bottom right panel, instead, the same quantity is plotted for h = 0, and one observes that the
initial inhomogeneities are smoothed out already at relatively short times. This qualitatively different behavior is signaled also
by a different temporal growth of the averaged entanglement entropy, reported in the top right panel. This figure should be
compared with Fig. 1 of the main text.
nonperturbative way. In particular, the two vacua are no longer degenerate: one is the true vacuum and the other
the false vacuum lying in the middle of the spectrum. In this case the quasi-particle excitations feel a long-range
confining potential, as sketched in Fig. S4.
In order to study the dynamics, let us rewrite the Hamiltonian (S37), defining J = J˜/∆ and  = 1/∆, as
HXXZ = J
L−1∑
i=1
Szi S
z
i+1 + (S
x
i S
x
i+1 + S
y
i S
y
i+1)− h
L∑
i=1
(−1)iSzi . (S39)
We fix J = 1 and we consider  < 1 in order to be in the anti-ferromagnetic phase. We consider both isolated strings
and random initial states with multiple kinks, and we study the evolution of the staggered magnetization profile, i.e.
Szj,stagg = (−1)jSzj . In Figs. S5 and S6 we report the space-time density plot of the staggered magnetization starting
from single string states and random states, respectively, with density p = 1/l, where l is the average separation
between consecutive kinks along the chain. As we can observe, also in this case the dynamics exhibit signatures of
a quasilocalization, as we have shown in the main text for the confined Ising model. This effect is caused by the
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FIG. S7. Space-time dependence of the electric field 〈Ej,j+1(t)〉 starting from a nonentangled initial state with one q − q¯ pair,
governed by the Hamiltonian (S18) with the indicated values of the coupling J/w and of the mass m/w.
confining nature of the long-range interactions. Similarly to the case of the quantum Ising chain, the frequency of
oscillation ν is proportional to the external magnetic field strength ν ∝ h, and the dependence of the confinement
length ξloc on the parameters of the Hamiltonian (S39): as can be observed in Fig. S5, we have ξloc ∝ /h, analogous
to the Ising case upon the substitution g ↔ .
The system is extremely sensitive to the parameter  that is proportional to the inverse mass of the quasi-particles.
Indeed, as we increase  toward the Heisenberg isotropic limit ( = 1), the false vacuum becomes more unstable
and the thermalization process is enhanced. It is natural to expect that in the planar phase (|| > 1), in which the
excitations are massless, the effect of confinement disappears.
The effect of the confinement can be also quantified investigating the entanglement entropy growth. In particular,
from the density plot of the entanglement (insets in Fig. S5) and from the average time-dependent entanglement
entropy, defined as Savg =
∑
i Si/L with Si the entanglement entropy computed across the boundary at site i, for
several values of h (panel in Fig. S6), we can observe how the spreading of information in the system is slowed down
by the presence of the confining interaction. Even in this case, the oscillations of the kink in the middle can be viewed
as Bloch-oscillations and studied analytically considering an effective Hamiltonian, obtained by projecting (S39) onto
the one-kink (or two-kink) subspace.
B. The lattice Schwinger model
In this Section we report some results which show that the effects of particle confinement on the string dynamics
of the lattice Schwinger model in Eq. (S18) are similar to those of the linear potential between domain-walls in the
quantum Ising chain with a tilted magnetic field.
For this purpose let us consider “string” initial states, i.e., gauge-invariant eigenstates of the Hamiltonian in the
non-interacting limit w = 0, with a particle q and an anti-particle q¯ located at a distance d along the chain, and let us
measure the evolution of the electric flux spatial profile, 〈Ej,j+1(t)〉. Numerical simulations are performed with exact
diagonalization techniques applied to the model obtained after integrating out the gauge field, i.e., a globally neutral
system of fermionic charges with long-range Coulomb interactionsS4.
Results are shown in Fig. S7 for d = 5. Away from the initial particles, vacuum fluctuations made up of virtual
particle-antiparticle pairs appear, as signaled by the small coherent oscillations of the local electric field, cf. Refs.
S1, S21, and S22. However, the spatial inhomogeneity of the electric field persists for long times, due to the suppression
of string breaking, despite the sizeable strength w = m of the interactions.
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