Abstract: Culpepper and Aguinis (2011) highlighted the benefit of using the errors-in-variables (EIV) method to control for measurement error and obtain unbiased regression estimates. The current study investigated the EIV method and compared it to change scores and analysis of covariance (ANCOVA) in a two-group pretest-posttest design. Results indicated that the EIV method's estimates were unbiased under many conditions, but the EIV method consistently demonstrated lower power than the change score method. An additional risk with using the EIV method is that one must enter the covariate reliability into the EIV model, and results highlighted that estimates are biased if a researcher chooses a value that differs from the true covariate reliability. Obtaining unbiased results also depended on sample size. Our conclusion is that there is no additional benefit to using the EIV method over change score or ANCOVA methods for comparing the amount of change in pretestposttest designs.
Measuring group differences across two time points has been a topic of debate for decades (e.g., Allison, 1990; Cribbie & Jamieson, 2000; Cronbach & Furby, 1970; Lord, 1967; Maris, 1998; Wright, 2006) . The two most common contenders are change score models and analysis of covariance (ANCOVA). A recent article by Culpepper and Aguinis (2011) acknowledged that the issue with using ANCOVA is its assumption that the covariate has been measured without error. Since it is rarely the case that the types of covariates used in psychology are free of measurement error, using ANCOVA will produce biased (and often misleading) results. Based on their simulation study, Culpepper and Aguinis recommend using the errors-in-variables (EIV) method in lieu of ANCOVA. The EIV method is a modified ANCOVA procedure that takes the reliability of the covariate into account so that the regression model no longer produces biased estimates (Fuller, 1980 (Fuller, , 1987 Warren, White, & Fuller, 1974) . However, in their paper, Culpepper and Aguinis (2011) discussed the use of the EIV method for general covariates, not specifically for use with a pretest score as a covariate. Given the theoretical debate about when it is appropriate to use change scores and when it is appropriate to use ANCOVA, the EIV method should be investigated in such a context to determine whether it can provide a general solution to the problem of comparing groups in pretestposttest designs.
ANCOVA or Change Scores?
Before delving into the EIV method it is important to discuss the similarities and differences between using change scores (also called difference scores or gain scores) versus using ANCOVA to compare the amount of change across two time points and two groups. The change score method involves running an independent samples ANOVA (or equivalently a t-test in cases with only two groups) to compare the amount of change from pretest to posttest between the groups. It can also be expressed as a regression model: (Y À X) = β 0 + β 1 G + ɛ, where Y is the score at posttest, X is the score at pretest, G is the dummy coded grouping variable, and ɛ represents the residual error. The other popular method for two time point-two group designs is to conduct an ANCOVA using the individual's pretest score as a covariate. ANCOVA, written as a regression model, is: Y = β 0 + β 1 G + β 2 X + ɛ. One can see that the variables in the ANCOVA equation are the same as those in the change score model, and with some simple algebra, that the two models will be mathematically identical when β 2 = 1. In practice, however, β 2 will not be equal to 1 and therefore the methods will not produce equivalent model coefficients. Specifically β 2 is the pooled within-group regression coefficient, which requires the assumption of homogeneity of regression (i.e., the slopes are equal across the groups) for unbiased estimates.
Although the methods may be used to address the same research design, researchers should be aware that the two methods are actually testing different null hypotheses. Specifically, the change score method is testing the null hypothesis that there is no raw difference between the groups in the amount of change from pretest to posttest, whereas the ANCOVA model is testing the null hypothesis that there is no difference in the groups' posttest scores, had the groups started with the same pretest scores. This theoretical difference has implications for the appropriateness of selecting one approach over another, particularly when different results are obtained using each of the two methods. When pretest differences between groups occur, a researcher can obtain radically different results regarding the differences between groups at posttest depending on the statistical approach used. Drawing conclusions from one method or the other could potentially be detrimental if the results were to be used for program implementation or policy change.
As a practical example, consider two different classes, one that receives a novel teaching method for improving vocabulary and another that continues with a previous teaching instruction method (control) . However, the two classes differ at pretest, whereby the one that received the novel teaching method had, on average, lower vocabulary scores than the second class (control). If the means of each group remain the same from pre-intervention to post-intervention, the researcher could arrive at different conclusions about the effectiveness of the novel teaching method based on whether he or she used a change score or ANCOVA approach. More specifically, since the ANCOVA method assumes that the groups are from populations that are equivalent on pretest scores, it is possible for the ANCOVA method to conclude that the group that started with a higher score at pretest actually improved more, even though the mean differences are equivalent. This phenomenon is often termed Lord's paradox (Lord, 1967) as two apparently valid statistical methods provide contradictory results.
It is now clear that the ANCOVA approach can provide misleading results because it assumes that the mean pretest group differences are zero in the population, and therefore it is not the appropriate control for nontrivial pretest differences. In the example presented above, it would not be appropriate to assume that the classes with different pretest vocabulary scores actually started with the same pretest ability. Many researchers have examined this issue (Cribbie & Jamieson, 2004; Fitzmaurice, 2001; Jamieson, 1999 Jamieson, , 2004 Linn & Slinde, 1977; Maris, 1998; Rogosa, 1988 Rogosa, , 1995 Senn, 2006; Wright, 2006) , and in general, the conclusions are that the ANCOVA model is slightly more powerful than the change score model for randomized experiments, but that ANCOVA should not be used when there are true population differences at baseline (unless participants were assigned to groups based on pretest scores, see Wright, 2006) . In nonexperimental studies, baseline differences between the groups are often not trivial, so regression-based control often results in erroneous conclusions (Cribbie & Jamieson, 2000; Miller & Chapman, 2001) . Allison (1990) discusses situations where one method is more appropriate than the other. The authors would like to note that due to Cronbach and Furby's (1970) influential paper, there is a history of negative attitudes toward using change scores based on the argument that they are unreliable. We highly encourage researchers to read Rogosa (1995) for more information on this topic.
Errors-in-Variables Method
The issue that using ANCOVA may lead to biased results is a matter of having fallible covariates, that is, covariates that contain measurement error are not perfectly reliable. In situations where there are nontrivial differences between the groups at pretest, measurement error (coupled with violating the homogeneity of regression assumption) is known to provide biased estimates (Culpepper & Aguinis, 2011; Porter & Raudenbush, 1987) . The EIV method was developed to adjust the regression equation based on the covariate's degree of (un)reliability. Rather than using the raw covariance matrix of the independent variables to calculate the regression coefficients, it uses a corrected covariance matrix, which is adjusted to take into account the reliability of the covariate(s). After accounting for measurement error in the covariate (i.e., pretest score in the described research design), the EIV method creates an unbiased estimate. For specific details on how the covariance matrix is modified in the EIV formula, see Fuller (1987) . In Culpepper and Aguinis' simulation study, the EIV demonstrated unbiased estimates, good power, and accurate Type I error rates across a number of different conditions.
While the simulation results of Culpepper and Aguinis (2011) look promising, the EIV method was not utilized in the measurement of differences in pre-post change across groups. As such, it is important to investigate whether the EIV method is the recommended method for comparing pre-post change with two groups. Since the EIV method is a modification of the ANCOVA method, one may raise the question about whether the EIV method is appropriate for a two time point-two group study when nontrivial pretest group differences occur. One would expect that the amount of bias would be equivalent to the change score method, given what is known about the regression formulae when ANCOVA's pooled regression coefficient is 1; in other words, if the pretest/posttest reliability is 1, then the slope of the relationship between pretest and posttest will be 1 (as in the change score model). However, it also raises questions about the appropriateness of the EIV, given the previous discussion of the theoretical difference between ANCOVA and the change score approach. The current research will address the following questions: 1) Are the power, Type I error control, and estimates obtained by the EIV method superior to those of the change score method when baseline differences are nontrivial? 2) As part of the EIV method, one must use an estimate of the covariate's reliability. How precise must a researcher be in estimating the reliability of the covariate in order to obtain unbiased results?
We hypothesize that the EIV's estimates will be unbiased and more similar to the change score method than those of ANCOVA when there are nontrivial pretest differences. With trivial pretest differences (e.g., those that are due to randomization), all three procedures should produce similar model estimates. We also hypothesize that the EIV method will maintain accurate Type I error rates and similar power to the change score method across the range of conditions investigated.
Method
This study used computer simulations to examine the bias, Type I error control, and power of the EIV, ANCOVA, and change score methods for comparing the amount of change from pretest to posttest across two groups. Data generation involved creating a continuous underlying score labeled "ability," which had a mean of 0 and a standard deviation of 1. Reliability of the pretest and posttest scores was fixed to be equal, although the reliability varied across conditions. Typically when researchers have a two group-two time point research design, the same instrument is used at both time points; this is the justification for why the reliability of the instrument did not change from pretest to posttest. The pretest score (x) was generated from the following model:
where ρ xx is the reliability of the pretest score x, X is the underlying ability measure, and ɛ x is a random error component for the pretest score. Group membership was determined by an allocation variable based on the correlation between group membership and pretest score. The simulation included four different conditions for group allocation. The first condition was random assignment to either the control or treatment group. This resulted in equal proportions across the groups. The next three allocation conditions were created such that the correlation between the underlying measure of ability and group membership was .2, .4, or .6. After the dummy coded group variable was created, a posttest score (y) was generated based on different effect sizes and group allocation with the following model:
where ρ yy is the reliability of the posttest score y, δ is the amount that the groups differ at pretest, G is the dummy coded grouping variable (0 or 1), and ɛ y is a random error component for the posttest score.
The study included a total of 840 conditions. The following variables were manipulated: 1) δ, standardized population difference between groups at pretest (À.5, À.25, 0, .25, .5); 2) reliability of the pretest and posttest scores (.5, .8); 3) sample size (20, 50, 100); 4) correlation between an underlying ability score and group membership (0, .2, .4, .6); 5) difference between true reliability and researcher reported reliability of the covariate (À.2, À.1, À.05, 05, .1, .2).
This last condition is only relevant for the EIV method because users do not specify reliability estimates when using the change score or ANCOVA approaches. Five thousand replications were conducted for each condition using a nominal Type I error rate (α) of .05. The simulations were conducted using the open source statistical software R (R Development Core Team, 2013) and the EIV model was created using the function provided by Culpepper and Aguinis (2011) .
Results
Relative bias was used as an indicator of the amount of bias present for each of the three methods. Specifically, relative bias is defined as the absolute difference between the observed model coefficient and the population treatment effect divided by the population treatment effect (e.g., effect size). When the population treatment effect was zero, bias was based on the raw difference between the model and population coefficients (to avoid division by zero). For the EIV model, bias was assessed under two separate conditions. In the first condition, the estimate of pretest (covariate) reliability entered in the model was exactly equal to the true reliability. A second bias condition examined the model coefficients when the reliability between the true score and the researcher-estimated reliability differed. This condition was investigated because we expected the EIV model coefficient to be unbiased in the first condition, but find it unlikely that applied researchers would be able to provide a value for their instrument's reliability that is exactly equal to its true value. Our Type I error was assessed by examining the proportion of rejections for each of the three models when the population treatment effect was zero. Power was defined as the proportion of rejections when the population treatment effect was nonzero. Only a subset of the results is presented due to space constraints. Specifically, only the results for N = 50 are presented for the Type I error, power, and relative bias conditions for all three procedures. Since the amount of bias differed for the EIV method based on sample size, we also present a figure with all sample size conditions along with a large sample size (N = 1,000) for the EIV method. The pattern of results for the change score and ANCOVA models remains the same regardless of sample size. If interested, the reader can request the full set of results from the authors.
Relative Bias Results
Table 1 presents the amount of bias present for the change score, ANCOVA, and EIV models when ρ xx = .5 and N = 50. Table 2 presents the amount of bias present for the three models when ρ xx = .8 and N = 50. Across all of the conditions investigated, the change score method demonstrated negligible bias. It was unbiased regardless of sample size, population treatment effect, pretest reliability, or correlation between group membership and underlying ability. Unsurprisingly, ANCOVA was found to be the most biased of the three methods across many conditions. Two conditions drastically affected the amount of bias in ANCOVA's estimates. The first was the correlation of group membership with the underlying ability score. When group membership was not correlated with the underlying ability measure, the ANCOVA's estimates were unbiased. However, as expected, with small, medium, or large correlations between pretest scores and the grouping variable, bias was demonstrated for all of the effect sizes. The amount of bias increased as the correlation between group membership and underlying ability increased, where relative bias was as high as 217% in the condition with the highest correlation between group membership and ability score. The second condition that affected ANCOVA's estimates was the reliability of the pretest and posttest scores. Specifically bias in the regression estimates decreased as the reliability increased. This result is Notes. ρ = The correlation between group membership and underlying ability; δ = effect size, the population treatment effect; CS = change score; A = ANCOVA; EIV = errors-in-variables; raw bias is used when δ = 0 since we cannot calculate the relative bias with an effect of 0 (highlighted in bold). Table 2 . Relative bias (in percentages) for N = 50 when ρ xx = .8 Notes. ρ the correlation between group membership and underlying ability; δ = effect size, the population treatment effect; CS = change score; A = ANCOVA; EIV = errors-in-variables. Raw bias is used when δ = 0 since we cannot calculate the relative bias with an effect of 0 (highlighted in bold).
expected because if the pretest and posttest scores' reliability is exactly equal to 1, the ANCOVA model will be equivalent to the EIV model. There were three conditions that interacted to affect the amount of bias for the EIV method. Sample size, reliability of the covariate (ρ xx ), and correlation between group membership and underlying ability. For smaller sample sizes (N = 20 or 50), the EIV method demonstrated little to no relative bias across the effect sizes when the correlation between group allocation and ability score was low. However, bias increased as the correlation increased when the reliability of the covariate was .5. In the largest correlation condition with pretest reliability of .5, the EIV demonstrated biased results up to 92% in the N = 50 condition. Given the relationship with sample size and bias, we investigated bias under a large sample size (N = 1,000), to see whether bias results approached zero. The interaction of sample size, ρ xx , and correlation between group membership and underlying ability can be seen in Figure 1 . Relative bias estimates at each correlation have been averaged over the four population treatment effect sizes (relative bias cannot be calculated with an effect size of 0). The figure demonstrates that in large sample sizes (e.g., N = 1,000) there is no bias in any conditions, but for all of the other sample sizes, the amount of bias depends on the particular condition (i.e., combination of ρ xx and correlation of group membership and ability).
Bias When True Score Reliability Differs From Estimated Reliability (EIV Only)
Given the importance of covariate reliability for the EIV method, we also investigated deviations of estimated covariate reliability from the true reliability to determine how accurate researchers must be for the EIV method to provide unbiased results. Table 3 presents a subset of the bias results for the EIV method when reliability estimates differ from true score reliability for N = 50. With random group assignment (correlation between group membership and underlying ability = 0), the results continued to show almost no bias regardless of degree of inaccuracy for reliability estimation. When the correlation was greater than zero, even small deviations (e.g., .05) from the true reliability resulted in bias across most of the conditions. More bias was present when the effect size was nonzero, and the amount of bias increased as the correlation between group membership and underlying ability increased. Increasing the correlation between underlying ability and group allocation resulted in bias regardless of the amount of deviation from the true reliability across most of the conditions. In fact, at the highest correlation tested, underestimating or overestimating the true reliability of the covariate often resulted in more biased estimates than if one were to have used the ANCOVA method instead. This pattern of results occurred regardless of sample size. Table 4 displays the Type I error results across the presented conditions for N = 50. Here, ANCOVA's Type I error rates were close to the nominal level (.05) when random assignment was used for group membership. However, empirical Type I error rates were found to be highly inflated at the largest correlation between group and underlying ability (e.g., rates as high as .50 when ρ xx was .5). Increasing the reliability to .8 decreased the amount of Type I error, but rates were still found to be much higher than the nominal level. Both the change score Figure 1 . Amount of relative bias in the EIV method. Bias has been averaged across the population treatment effect size at each level of the correlation. The left figure displays the interaction of sample size and correlation between ability and group membership when ρ xx = .5. The right figure displays the interaction of N and the correlation between group membership and ability when ρ xx = .8.
Type I Error Rates
and EIV methods were found to accurately maintain the empirical Type I error rates at the nominal level across all of the conditions investigated.
Power Rates
Figure 2 displays four graphics presenting power results for several of the conditions with N = 50. The top left figure presents results for the ANCOVA, change scores, and EIV methods when group membership was randomly assigned and ρ xx was .5. Here, the ANCOVA was found to have the most power of the three procedures whereas the EIV method displayed the lowest power. The change score method consistently displayed higher power than the EIV, although the power advantage was relatively minor. In the top right figure, the correlation between group and ability remains at 0, but ρ xx was .8. Increasing the reliability increased the power for each of the methods and lessened the power difference between ANCOVA and the other two methods.
The bottom left graph of Figure 2 examined power results when ρ xx = .5 but the correlation between group membership and underlying ability was .6. This condition resulted in a different pattern of results from what was discussed above. When the effect size was negative, the change score method demonstrated the most power and the EIV and ANCOVA methods' power results were comparable to one another but significantly lower than the power of the change score approach. When the effect size was positive, the change score method continued to demonstrate higher power than the EIV method, but the ANCOVA's power exceeded that of the change score and EIV methods. It is important to note, however, that the ANCOVA's power results cannot be validly interpreted because the empirical Type I error results were almost five times the nominal level. The bottom right figure presents power results with a correlation of .6 and ρ xx of .8. Increasing the reliability from .5 to .8 in the correlated group membership condition resulted in the same pattern of results as when ρ xx was .5, although the power of the EIV and change score procedures increased.
Discussion
Researchers are often interested in assessing a change in behavior before and after some intervention. In order to provide valid claims about the effectiveness of the intervention, comparison to a control group is beneficial. While randomization is the only way to conclude that any differences between the groups were solely due to the effect of the intervention, in practice, some groups occur naturally or randomization may not be possible. Traditionally, when utilizing quasi-experimental designs, researchers were required to make a decision between two available statistical approaches: ANOVA (or t-test) on change scores or ANCOVA. Table 3 . EIV's relative bias (percentages) when estimated reliability differs from true reliability when ρ xx = .5 (N = 50) Notes. ρ = Correlation between group membership and underlying ability; Diff = the difference between true reliability and estimated reliability (negative difference is an underestimate of reliability); δ = effect size: population treatment effect; raw bias is used when δ = 0 since we cannot calculate the relative bias with an effect of 0 (highlighted in bold). Culpepper and Aguinis (2011) suggested that the EIV method might be a viable alternative to ANCOVA. The benefit of using the EIV in lieu of change scores or ANCOVA is that estimates will be unbiased under many different conditions. Based on the current study, it was demonstrated that with larger sample sizes (N > 100) the EIV method showed little bias independent of pretest/ posttest reliability, whether the groups displayed differences at pretest or not, and across differing correlations between group membership and underlying ability. However, several issues were demonstrated with using the EIV method instead of change scores or ANCOVA. With smaller sample sizes, there were conditions when the EIV's estimates were biased. Given the complexity of the EIV model, it is possible that with small sample sizes, there were slight differences between the empirical modification to the covariance matrix and the model-implied changes. Another potential downfall with using the EIV method for the two group-two time point design is that the EIV method's power was consistently lower than that of the change score model or ANCOVA across a wide range of conditions. While the power advantage of the change score or ANCOVA (when group membership was randomly allocated) may not always have been much larger, there were some instances in which the power difference was marked. The last potential issue with using the EIV method in the current study was that bias was large when the researcher-estimated value of pretest/posttest reliability differed (even by small amounts) from the true reliability. This bias was magnified when there was a relationship between group membership and one's underlying ability being measured at pretest and posttest. In practice, it is unlikely that researchers will have a precise estimate of reliability, and therefore may unknowingly bias their results by using the EIV method with covariate reliability estimates that are marginally different from their true value. Aside from the differences in power and bias using the EIV method, a theoretical conundrum arises by using the EIV method as a catch-all to reduce model bias and maintain Type I error rates. Using the EIV method takes away the necessity of thinking critically about the appropriateness of one's statistical analysis in this two group-two time point research design. After all, change scores and ANCOVA are testing two different null hypotheses, and this necessarily means that the language around interpretation and implication of results should be related back to the research hypotheses being tested.
Conclusion
Based on the results of the current research, we would not recommend using the EIV in place of the change score or Figure 2 . Four power plots when N = 50. The first row represents a correlation of group membership and ability of 0 whereas the second row is .6. The first column represents ρ xx = .5 and the second column is ρ xx = .8. Note that although ANCOVA appears to demonstrate a power advantage in the figures in the second row, the power results should not be interpreted as such, because its Type I error rates are extremely liberal.
ANCOVA methods with a two-group, pretest-posttest research design. In smaller sample sizes, the EIV method is more biased and less powerful than the change score method when there are nontrivial pretest differences between groups. At larger sample sizes, the estimates are similar, but there is no advantage to using the EIV method in lieu of change scores. When trivial pretest differences exist, the ANCOVA is more powerful than the EIV (or change score) method and all of the methods are unbiased. Choosing the EIV method over change scores or ANCOVA also poses an additional risk. Researchers may obtain biased parameter estimates if the researcher specifies a pretest reliability that is not exactly equal to the true population reliability or a researcher has a small sample size. As such, we recommend that researchers continue to think critically about their research design and hypotheses and choose the change score model with nontrivial pretest group differences or ANCOVA with trivial pretest differences, instead of implementing the EIV model for a research design with two time points and two groups.
