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1 Rappels de probabilite´
1.1 Espace de probabilite´ Cours 1
Un espace de probabilite´ est un triplet (Ω,F ,P) ou` :
- Ω est un ensemble,
- F est une tribu (ou σ-alge`bre) sur Ω,
- P est une (mesure de) probabilite´ sur (Ω,F).
De´finition 1.1.1. Une tribu (ou σ-alge`bre) sur Ω est une famille F de sous-ensembles de
Ω (appele´s “e´ve´nements”) tels que


i) ∅ ∈ F ,
ii) A ∈ F ⇒ Ac ∈ F ,
iii) (An)
∞
n=1 ⊂ F ⇒ ∪∞n=1An ∈ F .
En particulier : A,B ∈ F ⇒ A ∪B ∈ F .
De meˆme, A,B ∈ F ⇒ A ∩B ∈ F (cf. exercices pour d’autres proprie´te´s).
Exemple 1.1.2. - Soit Ω = {1, . . . , 6}. On peut de´finir plusieurs tribus sur Ω :
F = P(Ω) = {∅, {1}, {2}, . . . , {1, 2}, . . . ,Ω}= tribu comple`te (la plus grande),
F0 = {∅,Ω} = tribu triviale (la plus petite) (∅ = e´ve´n. impossible, Ω = e´ve´n. arbitraire),
F1 = {∅, {1}, {2, . . . , 6},Ω}, F2 = {∅, {1, 3, 5}, {2, 4, 6},Ω}, etc.
- Soit Ω = [0, 1] et I1, . . . , In une famille d’intervalles formant une partition de Ω. La famille
de sous-ensembles de´finie par
G = {∅, I1, I2, . . . , I1 ∪ I2, . . . , I1 ∪ I2 ∪ I3, . . . ,Ω}
est une tribu sur Ω.
De´finition 1.1.3. Soit A = {Ai, i ∈ I} une famille de sous-ensembles de Ω. Alors la
tribu engendre´e par A est la plus petite tribu sur Ω qui contient tous les sous-ensembles
Ai, i ∈ I. Elle est note´e σ(A). (NB : l’ensemble I n’est pas force´ment de´nombrable.)
Exemple 1.1.4. Reprenons l’exemple 1.1.2.
- Soit Ω = {1, . . . , 6}. SiA1 = {{1}}, alors σ(A1) = F1. SiA2 = {{1, 3, 5}}, alors σ(A2) = F2.
Et si A = {{1, 3, 5}, {1, 2, 3}}, alors σ(A) =? (cf. exercices).
- Soit Ω = [0, 1]. Si A = {I1, . . . , In}, alors σ(A) = G.
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De´finition 1.1.5. Soit Ω = [0, 1]. La tribu bore´lienne sur [0, 1] est la tribu engendre´e par la
famille de sous-ensembles A = { ]a, b[ : 0 ≤ a < b ≤ 1} = {intervalles ouverts dans [0, 1]}.
Elle est note´e B([0, 1]). Elle contient un tre`s grand nombre de sous-ensembles de [0, 1], mais
pas tous.
Remarque 1.1.6. - Pour Ω ensemble fini, on choisit souvent F = P(Ω).
- Pour Ω ⊂ R ou Ω ⊂ Rn, on choisit souvent F = B(Ω).
De´finition 1.1.7. Une sous-tribu de F est une tribu G telle que si A ∈ G alors A ∈ F .
On note G ⊂ F .
Exemple 1.1.8. Reprenons l’exemple 1.1.2. On a F0 ⊂ F1 ⊂ F , F0 ⊂ F2 ⊂ F , mais pas
F1 ⊂ F2, ni F2 ⊂ F1.
Remarque importante :
Il est toujours vrai que A ∈ G et G ⊂ F ⇒ A ∈ F .
Mais il est faux de dire que A ⊂ B et B ∈ F ⇒ A ∈ F . Contre-exemple :
{1} ⊂ {1, 3, 5}, {1, 3, 5} ∈ F2, mais {1} 6∈ F2.
De´finition 1.1.9. Soit F une tribu sur Ω. Une (mesure de) probabilite´ sur (Ω,F) est une
application P : F → [0, 1] telle que{
i) P(∅) = 0 et P(Ω) = 1,
ii) (An)
∞
n=1 ⊂ F disjoints (i.e. An ∩ Am = ∅,∀n 6= m)⇒ P(∪∞n=1An) =
∑∞
n=1 P(An).
En particulier : A,B ∈ F et A ∩B = ∅ ⇒ P(A ∪B) = P(A) + P(B). De plus :{
i) Si (An)
∞
n=1 ⊂ F , An ⊂ An+1 et ∪∞n=1 An = A, alors limn→∞ P(An) = P(A),
ii) Si (An)
∞
n=1 ⊂ F , An ⊃ An+1 et ∩∞n=1 An = A, alors limn→∞ P(An) = P(A).
Pour d’autres proprie´te´s, cf. exercices.
Exemple 1.1.10. Soient Ω = {1, . . . , 6}, F = P(Ω). On de´finit :
- P1({i}) = 16 ∀i (mesure de probabilite´ associe´e a` un de´ e´quilibre´).
Dans ce cas, on voit p. ex. que P1({1, 3, 5}) = P1({1}) + P1({3}) + P1({5}) = 16 + 16 + 16 = 12 .
- P2({i}) = 0 ∀i ≤ 5, P2({6}) = 1 (mesure de probabilite´ associe´e a` un de´ pipe´).
De´finition 1.1.11. Soient Ω = [0, 1] et F = B([0, 1]). On appelle mesure de Lebesgue sur [0, 1]
la mesure de probabilite´ de´finie par
P( ]a, b[ ) = b− a, ∀0 ≤ a < b ≤ 1.
P n’est de´finie a priori que sur les intervalles, mais est uniquement extensible a` tout ensemble
bore´lien B ∈ B([0, 1]). Elle est note´e P(B) = |B|, B ∈ B([0, 1]).
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En utilisant la proprie´te´ (ii) ci-dessus, on de´duit que pour tout x ∈ [0, 1] :
|{x}| = lim
n→∞ | ]x−
1
n
, x+
1
n
[ | = lim
n→∞
2
n
= 0.
Ge´ne´ralisation a` n dimensions : Soit Ω = [0, 1]n.
- Tribu bore´lienne : B(Ω) = σ(A), ou` A = { ]a1, b1[×]a2, b2[× · · · ×]an, bn[, 0 ≤ ai < bi ≤ 1}.
A est la famille des “rectangles” dans Ω.
- Mesure de Lebesgue : P( ]a1, b1[×]a2, b2[× · · · ×]an, bn[ ) = (b1 − a1)(b2 − a2) · · · (bn − an).
Comme dans le cas uni-dimensionnel, P n’est de´finie a priori que sur certains ensembles (les
rectangles), mais est uniquement extensible a` tout B ∈ B(Ω) (p.ex. B = disque, ovale...).
Notation : P(B) = |B|, pour B ∈ B(Ω).
1.2 Variable ale´atoire
De´finition 1.2.1. Soit (Ω,F ,P) un espace de probabilite´. Une variable ale´atoire (souvent
abre´ge´ v.a. par la suite) est une application X : Ω→ R telle que
{ω ∈ Ω : X(ω) ∈ B} = {X ∈ B} ∈ F , ∀B ∈ B(R).
Proposition 1.2.2. X est une v.a. ssi {ω ∈ Ω : X(ω) ≤ t} ∈ F , ∀t ∈ R.
Remarque 1.2.3. - X est aussi dite une fonction (ou v.a.) F -mesurable.
- Si F = P(Ω), alors X est toujours F -mesurable.
- Si Ω = R et F = B(R), alors X est dite une fonction bore´lienne.
De´finition 1.2.4. Pour A ⊂ Ω, on pose 1A(ω) =
{
1 si ω ∈ A,
0 sinon.
On ve´rifie que la v.a. 1A est F -mesurable ssi A ∈ F .
Exemple 1.2.5. Soit (Ω,F ,P) l’espace de probabilite´ du de´ e´quilibre´ (cf. exemple 1.1.10).
X1(ω) = ω : P({ω ∈ Ω : X1(ω) = i}) = P({i}) = 16 .
X2(ω) = 1{1,3,5}(ω) : P({ω ∈ Ω : X2(ω) = 1}) = P({1, 3, 5}) = 12 .
Soit F = P(Ω). X1 et X2 sont toutes deux F -mesurables.
Soit F2 = {∅, {1, 3, 5}, {2, 4, 6},Ω}. Seule X2 est F2-mesurable ; X1 ne l’est pas. En effet :
{ω ∈ Ω : X2(ω) = 1} = {1, 3, 5} ∈ F2 et {ω ∈ Ω : X2(ω) = 0} = {2, 4, 6} ∈ F2,
tandis que {ω ∈ Ω : X1(ω) = 1} = {1} 6∈ F2.
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De´finition 1.2.6. La tribu engendre´e par une famille de v.a. {Xi, i ∈ I} sur (Ω,F ,P) est
de´finie par
σ(Xi, i ∈ I) = σ({Xi ∈ B}, i ∈ I, B ∈ B(R)) = σ({Xi ≤ t}, i ∈ I, t ∈ R).
Exemple 1.2.7. Reprenons l’exemple pre´ce´dent : σ(X1) = F = P(Ω), σ(X2) = F2 6= P(Ω).
Proposition 1.2.8. Si g : R → R est bore´lienne et X : Ω→ R est une v.a., alors g(X) est
une v.a.
De´monstration. Soit B ∈ B(R). On a
{ω ∈ Ω : g(X(ω)) ∈ B} = {ω ∈ Ω : X(ω) ∈ g−1(B)}.
Or g−1(B) = {x ∈ R : g(x) ∈ B} ∈ B(R), car g est bore´lienne. Comme X est une v.a., on
en de´duit que {ω ∈ Ω : X(ω) ∈ g−1(B)} ∈ F , et donc finalement que g(X) est une v.a. ¤
Proposition 1.2.9. Toute fonction continue est bore´lienne (et pratiquement toute fonction
discontinue l’est aussi !).
1.3 Loi d’une variable ale´atoire
De´finition 1.3.1. La loi d’une v.a. X est l’application µX : B(R)→ [0, 1] de´finie par
µX(B) = P({X ∈ B}), B ∈ B(R).
NB : (R,B(R), µX) forme un nouvel espace de probabilite´ !
Exemple 1.3.2. - Soit Ω = {1, . . . , 6}, F = P(Ω), P({i}) = 1
6
, ∀i.
X1(ω) = ω, µX({i}) = P({X = i}) = P({i}) = 16 .
- Soit Ω = {1, . . . , 6} × {1, . . . , 6}, F = P(Ω), P({(i, j)}) = 1
36
, ∀(i, j) ∈ Ω.
X(ω) = X(ω1, ω2) = ω1 + ω2. On a alors, p.ex :
µX({7}) = P({X = 7}) = P({(1, 6), (2, 5), (3, 4), (4, 3), (5, 2), (6, 1)} = 6× 136 = 16 .
Fonction de re´partition d’une variable ale´atoire
De´finition 1.3.3. La fonction de re´partition d’une v.a. X est l’application FX : R → [0, 1]
de´finie par
FX(t) = P({X ≤ t}) = µX( ]−∞, t]), t ∈ R.
Proposition 1.3.4. La donne´e de FX e´quivaut a` celle de µX .
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Cette dernie`re proposition est a` rapprocher de la proposition 1.2.2.
Deux types particuliers de variables ale´atoires
A) Variable ale´atoire discre`te :
X prend ses valeurs dans un ensemble D de´nombrable (X(ω) ∈ D,∀ω ∈ Ω). Dans ce cas, on
a : σ(X) = σ({X = x}, x ∈ D), p(x) = P({X = x}) ≥ 0 et ∑x∈D p(x) = P({x ∈ D}) = 1.
De plus, FX(t) =
∑
x∈D:x≤t p(x).
B) Variable ale´atoire continue :
P({X ∈ B}) = 0 si |B| = 0 (en part. P({X = x}) = 0∀x). Sous cette condition, le the´ore`me
de Radon-Nikodym assure l’existence d’une fonction bore´lienne fX : R → R (appele´e densite´)
telle que
fX(x) ≥ 0, ∀x ∈ R,
∫
R
fX(x) dx = 1 et P({X ∈ B}) =
∫
B
fX(x) dx.
De plus, FX(t) =
∫ t
−∞ fX(x) dx et F
′
X(t) = fX(t).
Exemple 1.3.5.
A) Loi binomiale B(n, p), n ≥ 1, p ∈ [0, 1] :
p(k) = P({X = k}) =
(
n
p
)
pk(1− p)n−k, pour 0 ≤ k ≤ n,
ou`
(
n
p
)
=
n!
k!(n− k)! .
B) Loi gaussienne N (µ, σ2), µ ∈ R, σ > 0 :
densite´ : fX(x) =
1√
2piσ2
exp
(
−(x− µ)
2
2σ2
)
, x ∈ R.
Terminologie : - Si X suit une loi gaussienne (p.ex.), on e´crit X ∼ N (µ, σ2).
- Si X et Y suivent une meˆme loi, on dit que X et Y sont identiquement distribue´es (i.d.) et
on note X ∼ Y (ne pas confondre avec X ' Y , qui veut dire que X est “a` peu pre`s e´gale”
a` Y ).
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1.4 Espe´rance d’une variable ale´atoire Cours 2
Construction de l’espe´rance (= inte´grale de Lebesgue !)
On proce`de en trois e´tapes :
1. Soit X(ω) =
∑∞
i=0 xi 1Ai(ω), xi ≥ 0, Ai ∈ F . On de´finit l’espe´rance de telles v.a. (dites
simples) comme suit :
E(X) =
∞∑
i=0
xi P(Ai) ∈ [0,+∞].
Attention ! E(X) peut prendre la “valeur” +∞.
Exemples : - Si X = 1A, P(A) = p, alors E(X) = P(A) = p.
- Si X = c 1Ω = cte sur Ω, alors E(X) = c.
2. Soit X une v.a. F -mesurable telle que X(ω) ≥ 0, ∀ω ∈ Ω. On pose
Xn(ω) =
∞∑
i=0
i
2n
1{ i
2n
≤X< i+1
2n
}(ω).
Alors (Xn) est une suite croissante de v.a. qui tend vers X. On de´finit
E(X) = lim
n→∞E(Xn) = limn→∞
∞∑
i=0
i
2n
P
({
i
2n
≤ X < i+ 1
2n
})
∈ [0,+∞].
3. Soit X une v.a. F -mesurable quelconque. On pose
X(ω) = X+(ω)−X−(ω) avec
{
X+(ω) = max(0, X(ω)) ≥ 0,
X−(ω) = max(0,−X(ω)) ≥ 0.
On a alors |X(ω)| = X+(ω) +X−(ω) ≥ 0.
- Si E(|X|) <∞, alors on de´finit E(X) = E(X+)− E(X−).
- Si E(|X|) =∞, alors on dit que E(X) n’est pas de´finie.
Terminologie : - Si E(X) = 0, alors on dit que X est une v.a. centre´e.
- Si E(|X|) <∞, alors on dit que X est une v.a. inte´grable.
- Si E(X2) <∞ alors on dit que X est une v.a. de carre´ inte´grable.
- On dit que X est une v.a. borne´e s’il existe une cte K > 0 telle que |X(ω)| ≤ K, ∀ω ∈ Ω.
Remarque 1.4.1. X borne´e ⇒ E(X2) <∞⇒ E(|X|) <∞.
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Proposition 1.4.2. Soient X une v.a. et g : R → R une fonction bore´lienne telle que
E(|g(X)|) <∞. Alors
A) Si X est une v.a. discre`te (a` valeurs dans D de´nombrable), alors
E(g(X)) =
∑
x∈D
g(x) P({X = x}).
B) Si X est une v.a. continue (avec densite´ fX), alors
E(g(X)) =
∫
R
g(x) fX(x) dx.
Ceci s’applique en particulier si g(x) = x.
Variance et covariance de variables ale´atoires
De´finition 1.4.3. Soient X,Y deux v.a. de carre´ inte´grable. On pose
Var(X) = E((X − E(X))2) = E(X2)− (E(X))2 ≥ 0
Cov(X,Y ) = E((X − E(X))(Y − E(Y ))) = E(XY )− E(X)E(Y )
Terminologie : - Un e´ve´nement A ∈ F est dit ne´gligeable si P(A) = 0.
- Un e´ve´nement A ∈ F est dit presque suˆr (souvent abre´ge´ p.s.) si P(A) = 1, i.e. si Ac est
ne´gligeable.
Exemple 1.4.4. Soit X une v.a. telle que P({X = c}) = 1. Alors on dit que X = c presque
suˆrement (“X = c p.s.”)
Proposition 1.4.5. Si (An)
∞
n=1 ⊂ F est une famille d’e´ve´nements ne´gligeables
(i.e. P(An) = 0 ∀n), alors ∪∞n=1An est ne´gligeable.
De´monstration. P(∪∞n=1An) ≤
∑∞
n=1 P(An) = 0. ¤
Exemple 1.4.6. L’ensemble A = [0, 1] ∩Q est ne´gligeable pour la mesure le Lebesgue, car
Q est de´nombrable et |{x}| = 0 pour tout x ∈ [0, 1].
Proprie´te´s de l’espe´rance
Soient X,Y deux v.a. inte´grables.
- Line´arite´ : E(cX + Y ) = cE(X) + E(Y ), c ∈ R et X,Y v.a. inte´grables.
- Positivite´ : si X ≥ 0 p.s., alors E(X) ≥ 0.
- Positivite´ stricte : si X ≥ 0 p.s. et E(X) = 0, alors X = 0 p.s.
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- Monotonie : si X ≥ Y p.s., alors E(X) ≥ E(Y ).
Ine´galite´ de Cauchy-Schwarz
Soient X,Y deux v.a. de carre´ inte´grable. Alors{
i) XY est inte´grable,
ii) (E(|XY |))2 ≤ E(X2)E(Y 2).
En posant Y ≡ 1, on trouve que (E(|X|))2 ≤ E(X2) (donc E(|X|) < ∞ si E(X2) < ∞ ; cf.
remarque 1.4.1).
Ine´galite´ triangulaire
Soient X,Y deux v.a. inte´grables. Alors
E(|X + Y |) ≤ E(|X|) + E(|Y |)
Ine´galite´ de Jensen
Soient X une v.a. et ϕ : R → R une fonction bore´lienne et convexe telle que E(|ϕ(X)|) <∞.
Alors
ϕ(E(X)) ≤ E(ϕ(X)).
En particulier, |E(X)| ≤ E(|X|).
De´monstration. Vu que ϕ est convexe, on a ϕ(x) = sup
a,b: ay+b≤ϕ(y),∀y∈R
(ax+ b) et donc :
ϕ(E(X)) = sup
a,b:...
(aE(X) + b) = sup
a,b:...
E(aX + b) ≤ sup
a,b:...
E(ϕ(X)) = E(ϕ(X)).
¤
Exemple 1.4.7. Si X = a ou b avec prob. 1
2
- 1
2
et ϕ est convexe, alors ϕ(E(X)) = ϕ( a+b
2
) ≤
ϕ(a)+ϕ(b)
2
= E(ϕ(X)).
Ine´galite´ de Chebychev (ou Markov)
Soient X une v.a. et ψ : R → R+ telle que ψ est bore´lienne et croissante sur R+, ψ(a) > 0
pour tout a > 0 et E(ψ(X)) <∞. Alors
P({X ≥ a}) ≤ E(ψ(X))
ψ(a)
, ∀a > 0.
De´monstration. Du fait que ψ est croissante sur R+, on a
E(ψ(X)) ≥ E(ψ(X) 1{X≥a}) ≥ E(ψ(a) 1{X≥a}) = ψ(a)E(1{X≥a}) = ψ(a)P({X ≥ a}).
Comme ψ(a) > 0, ceci permet de conclure. ¤
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1.5 Inde´pendance
1.5.1 Inde´pendance d’e´ve´nements
De´finition 1.5.1. Deux e´ve´nements A et B(∈ F) sont inde´pendants si P(A∩B) = P(A)P(B).
Attention ! Ne pas confondre : A et B sont disjoints si A∩B = ∅ (⇒ P(A∪B) = P(A)+P(B)).
Notation : Si A est inde´pendant de B, on note A⊥B (de meˆme pour les tribus et les v.a. ;
voir plus bas).
Conse´quence :
P(Ac ∩B) = P(B\(A ∩B)) = P(B)− P(A ∩B)
= P(B)− P(A)P(B) = (1− P(A))P(B) = P(Ac)P(B).
De meˆme, on a P(A ∩Bc) = P(A)P(Bc) et P(Ac ∩Bc) = P(Ac)P(Bc).
De´finition 1.5.2. n e´ve´nements A1, . . . , An ∈ F sont inde´pendants si
P(A∗1 ∩ · · · ∩ A∗n) =
n∏
i=1
P(A∗i ), ou` A∗i = soit Ai, soit Aci .
Proposition 1.5.3. n e´ve´nements A1, . . . , An ∈ F sont inde´pendants ssi
P(∩i∈IAi) =
∏
i∈I
P(Ai), ∀I ⊂ {1, . . . , n}.
Remarque 1.5.4. - Pour n > 2, la condition P(A1∩· · ·∩An) = P(A1) · · ·P(An) ne suffit pas !
- L’inde´pendance de n e´ve´nements telle que de´finie ci-dessus est plus forte que l’inde´pendance
deux a` deux (Ai⊥Aj, ∀i 6= j).
1.5.2 Inde´pendance de tribus
De´finition 1.5.5. Une famille (F1 . . .Fn) de sous-tribus de F est inde´pendante si
P(A1 ∩ · · · ∩ An) = P(A1) · · ·P(An), ∀A1 ∈ F1, . . . , An ∈ Fn.
Proposition 1.5.6. (σ(A1), . . . , σ(An)) est une famille de sous-tribus inde´pendantes ssi les
e´ve´nements (A1, . . . , An) sont inde´pendants.
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1.5.3 Inde´pendance de variables ale´atoires
De´finition 1.5.7. Une famille (X1, . . . , Xn) de v.a. (F-mesurables) est inde´pendante si
(σ(X1), . . . , σ(Xn)) est inde´pendante.
Proposition 1.5.8. (X1, . . . , Xn) est une famille de v.a. inde´pendantes
ssi les e´ve´nements {X1 ≤ t1}, . . . , {Xn ≤ tn} sont inde´pendants ∀t1, . . . , tn ∈ R.
En particulier : X⊥Y ssi P({X ≤ t, Y ≤ s}) = P({X ≤ t})P({Y ≤ s}), ∀t, s ∈ R.
Exemple 1.5.9. Soit Ω = {1 . . . 6} × {1 . . . 6}, F = P(Ω), P({(i, j)}) = 1
36
. On pose
X(ω) = X(ω1, ω2) = ω1, Y (ω) = Y (ω1, ω2) = ω2.
Calculons P({X = i}) = P({ω ∈ Ω : ω1 = i}) = P({i, 1), . . . , (i, 6)}) = 16 = P({Y = j}).
D’autre part, P({X = i, Y = j}) = P({(i, j)}) = 1
36
= 1
6
× 1
6
= P({X = i})P({Y = j}),
donc X et Y sont inde´pendantes.
Exemple 1.5.10. SiX(ω) = c, ∀ω ∈ Ω, alorsX⊥Y , ∀Y (une v.a. constante est inde´pendante
de toute autre v.a.).
Exemple 1.5.11. Si X⊥Y et g, h sont des fonctions bore´liennes, alors g(X)⊥h(Y ) ; c’est
vrai en particulier si g = h (mais pas X = Y , bien suˆr !). Cette proprie´te´ de´coule du
fait que g(X) est σ(X)-mesurable (resp. que h(Y ) est σ(Y )-mesurable) et de la de´finition
d’inde´pendance pour les tribus.
Proposition 1.5.12. Soient c ∈ R et X, Y deux v.a. de carre´ inte´grable. Si X⊥Y , alors
E(XY ) = E(X)E(Y ) et Var(cX + Y ) = c2Var(X) + Var(Y ),
La premie`re e´galite´ dit que si deux v.a. sont inde´pendantes, alors elles sont de´corre´le´es ; la
re´ciproque n’est pas vraie.
Proposition 1.5.13. Si X⊥Y et X, Y sont deux v.a. continues posse´dant une densite´
conjointe fX,Y (i.e. P((X,Y ) ∈ B) = ∫∫B fX,Y (x, y) dx dy, ∀B ∈ B(R2)), alors fX,Y (x, y) =
fX(x) fY (y), ∀x, y ∈ R.
1.6 Espe´rance conditionnelle Cours 3
1.6.1 Conditionnement par rapport a` un e´ve´nement B ∈ F
Soit A ∈ F : P(A|B) = P(A ∩B)
P(B)
, si P(B) 6= 0.
Soit X une v.a. inte´grable (i.e. E(|X|) <∞) : E(X|B) = E(X 1B)
P(B)
, si P(B) 6= 0.
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1.6.2 Conditionnement par rapport a` une v.a. discre`te Y (a` valeurs dansD de´nombrable)
Soit A ∈ F : P(A|Y ) = ϕ(Y ), ou` ϕ(y) = P(A|Y = y), y ∈ D.
Soit X une v.a. inte´grable : E(X|Y ) = ψ(Y ), ou` ψ(y) = E(X|Y = y), y ∈ D.
Remarque 1.6.1. Il est important de voir que soit P(A|Y ), soit E(X|Y ) sont des v.a. !
Exemple 1.6.2. Soient (X1, X2) deux jets de de´s inde´pendants : E(X1 +X2|X2) = ψ(X2),
ou`
ψ(y) = E(X1 +X2|X2 = y) = E((X1 +X2) 1{X2=y})P({X2 = y})
=
E((X1 + y) 1{X2=y})
P({X2 = y}) =
E(X1 + y)P({X2 = y})
P({X2 = y}) = E(X1) + y,
donc E(X1 +X2|X2) = E(X1) +X2.
1.6.3 Conditionnement par rapport a` une v.a. Y continue ? Cas ge´ne´ral ?
P(A|Y ) = ψ(Y ) ou` ψ(y) = P(A|Y = y) = ? ? ? Proble`me : P({Y = y}) = 0.
Il vaut mieux ge´ne´raliser la de´finition pour une tribu.
1.6.4 Conditionnement par rapport a` une tribu G
Soient (Ω,F ,P) un espace de probabilite´ ; X une v.a. F -mesurable telle que E(|X|) <∞ et
G une sous-tribu de F .
The´ore`me - De´finition. Il existe une v.a. Z telle que E(|Z|) <∞ et
{
i) Z est une v.a. G-mesurable,
ii) E(XU) = E(ZU), ∀v.a. U G-mesurable et borne´e.
Z est note´e E(X|G) et est appele´e l’espe´rance conditionnelle de X par rapport a` G.
De plus, si Z1 et Z2 ve´rifient (i) et (ii), alors Z1 = Z2 p.s.
Remarque 1.6.3. A cause de cette dernie`re phrase, l’espe´rance conditionnelle n’est de´finie
qu’a` un “p.s.” pre`s, c’est-a`-dire a` un ensemble ne´gligeable pre`s (qu’on va peu a` peu oublier...).
De´finition 1.6.4. On pose P(A|G) = E(1A|G) (probabilite´ conditionnelle par rapport a` une tribu),
ainsi que E(X|Y ) = E(X|σ(Y )) (espe´rance conditionnelle par rapport a` une variable ale´atoire).
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Remarque 1.6.5. Du fait que toute v.a. U σ(Y )-mesurable et borne´e s’e´crit U = g(Y ) avec
g bore´lienne et borne´e, on peut de´finir de manie`re e´quivalente E(X|Y ) comme la v.a. Z qui
ve´rifie E(|Z|) <∞ et{
i) Z est une v.a. σ(Y )-mesurable,
ii) E(Xg(Y )) = E(Z g(Y )), ∀fonction g bore´lienne et borne´e.
Exemple 1.6.6. Soient X,Y deux v.a. ale´atoires continues posse´dant une densite´ conjointe
fX,Y . Alors
E(X|Y ) = ψ(Y ) p.s., ou` ψ(y) = E(X|Y = y) = 1
fY (y)
∫
R
x fX,Y (x, y) dx
et fy(y) =
∫
R fX,Y (x, y) dx.
De´monstration. 1) Simplification : on admet que la fonction ψ de´finie ci-dessus est bore´lienne.
Il en de´coule donc directement que ψ(Y ) est une v.a. σ(Y )-mesurable.
2) Montrons que E(X g(Y )) = E(ψ(Y ) g(Y )),∀g bore´lienne borne´e :
E(ψ(Y ) g(Y )) =
∫
R
ψ(y) g(y) fY (y) dy
=
∫
R
(
1
fY (y)
∫
R
x fX,Y (x, y) dx
)
g(y) fY (y) dy
=
∫ ∫
R2
x g(y) fX,Y (x, y) dx dy = E(X g(Y )).
¤
Proprie´te´s de l’espe´rance conditionnelle (de´monstration : cf. exercices)
Soient X, Y deux v.a. inte´grables.
- Line´arite´ : E(cX + Y |G) = cE(X|G) + E(Y |G) p.s.
- Positivite´-monotonie : X ≥ Y p.s. ⇒ E(X|G) ≥ E(Y |G) p.s.
- E(E(X|G)) = E(X).
- Si X⊥G alors E(X|G) = E(X) p.s.
- Si X est G-mesurable, alors E(X|G) = X p.s.
- Si Y est G-mesurable et borne´e, alors E(XY |G) = E(X|G)Y p.s.
- Si H ⊂ G ⊂ F alors E(E(X|H)|G) = E(X|H) = E(E(X|G)|H) p.s.
Proposition 1.6.7. (cf. exercices pour une de´monstration simplifie´e)
Si X⊥G, Y est G-mesurable et ϕ : R×R → R est bore´lienne et telle que E(|ϕ(X,Y )|) <∞,
alors
E(ϕ(X,Y )|G) = ψ(Y ), ou` ψ(y) = E(ϕ(X, y)).
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Ine´galite´ de Jensen (de´monstration : cf. meˆme proprie´te´ pour l’espe´rance)
Soient X une v.a., G une sous-tribu de F et ϕ : R → R convexe telle que E(|ϕ(X)|) < ∞.
Alors
ϕ(E(X|G)) ≤ E(ϕ(X)|G) p.s.
En particulier : |E(X|G)| ≤ E(|X||G) p.s.
Remarque 1.6.8. C’est tre`s souvent en utilisant les proprie´te´s mentionne´es ci-dessus qu’on
peut ve´ritablement calculer une espe´rance conditionnelle. Le recours a` la de´finition the´orique
n’est utile que dans certains cas de´licats.
1.7 Convergences de suites de variables ale´atoires
Soient (Xn)
∞
n=1 une suite de v.a. et X une autre v.a., toutes de´finies sur (Ω,F ,P). Il y a
plusieurs fac¸ons de de´finir la convergence de la suite (Xn) vers X, car X : Ω → R est une
fonction.
Convergence en probabilite´
Xn
P→
n→∞ X si ∀ε > 0, limn→∞P({ω ∈ Ω : |Xn(ω)−X(ω)| > ε}) = 0.
Convergence presque suˆre
Xn →
n→∞ X p.s. si P({ω ∈ Ω : limn→∞Xn(ω) = X(ω)}) = 1.
Remarque 1.7.1. Si Xn →
n→∞ Xp.s., alors Xn
P→
n→∞ X.
Le contraire est faux. Donnons un contre-exemple : soit une suite de “pile ou face” inde´pendants
et e´quilibre´s (p. ex. “PFPPPFFP...”). On de´finit
X1 = 1P =
{
1 si 1er re´sultat=pile,
0 sinon,
X2 = 1F , X3 = 1PP , X4 = 1PF ,
X5 = 1FP , X6 = 1FF , X7 = 1PPP , X8 = 1PPF . . .
La suite (Xn) converge en probabilite´ vers 0 car P(|Xn| > ε) = P(Xn = 1) →
n→∞ 0.
Mais (Xn) ne converge pas p.s. vers 0, car pour un ω donne´, on a p. ex.
(Xn(ω)) = (1, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0 . . . 0 . . . 0, 1, 0, . . .),
Autrement dit, il y a toujours un “1” qui apparaˆıt et la suite ne converge pas vers 0.
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Crite`re pour la convergence presque suˆre : Xn →
n→∞ X p.s. ssi
∀ε > 0, P({ω ∈ Ω : |Xn(ω)−X(ω)| > ε pour une infinite´ de n}) = 0.
Revenons a` l’exemple ci-dessus : P({Xn = 1 pour une infinite´ de n}) = 1 6= 0.
Convergence en moyenne (ou convergence L1)
lim
n→∞E(|Xn −X|) = 0.
Convergence quadratique (ou convergence L2)
lim
n→∞E(|Xn −X|
2) = 0
L’une ou l’autre de ces convergences implique la convergence en probabilite´. En effet, on a
p.ex. pour tout ε > 0 fixe´ :
P({|Xn −X| > ε}) ≤ E(|Xn −X|
2)
ε2
→
n→∞ 0.
(On a applique´ ici l’ine´galite´ de Chebychev avec ϕ(x) = x2.)
Lemme de Borel-Cantelli (B-C)
Soit (An) une suite d’e´ve´nements de F .
(a) Si
∑∞
n=1 P(An) <∞, alors
P({ω ∈ Ω : ω ∈ An pour une infinite´ de n}) = 0.
(b) Si (An)
∞
n=1 sont inde´pendants et
∑∞
n=1 P(An) =∞, alors
P({ω ∈ Ω : ω ∈ An pour une infinite´ de n}) = 1.
Application : Si
∑∞
n=1 E(|Xn −X|2) <∞, alors Xn →n→∞ X p.s.
De´monstration.
∞∑
n=1
P({|Xn −X| > ε}) ≤ 1
ε2
∞∑
n=1
E(|Xn −X|2) <∞, ∀ε > 0 fixe´.
D’apre`s B-C (a), on a alors ∀ε > 0 fixe´,
P({ω ∈ Ω : |Xn(ω)−X(ω)| > ε pour une infinite´ de n} = 0.
Par le crite`re e´nonce´ ci-dessus, Xn →
n→∞ X p.s. ¤
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Loi des grands nombres (LGN)
Soient (Xn)
∞
n=1 une suite de v.a. inde´pendantes et identiquement distribue´es (i.i.d.)
et Sn = X1 + . . .+Xn. Si E(|X1|) <∞, alors
(a) Loi faible :
Sn
n
P→
n→∞ E(X1).
(b) Loi forte :
Sn
n
→
n→∞ E(X1) p.s.
Remarque 1.7.2. Si on supprime l’hypothe`se que E(|X1|) <∞, alors les choses changent :
(a) Si lima→∞ a P(|X1| > a) = 0, alors Sn
n
− E(X1 · 1|X1|≤n) P→n→∞ 0.
(b) Si E(|X1|) =∞, alors Sn
n
diverge p.s. lorsque n→∞.
Exemple 1.7.3. Soit (Xn) une suite de pile (1) ou face (0) inde´pendants et e´quilibre´s. Du
fait que E(X1) = 12 <∞, on a par la loi forte des grands nombres :
Sn
n
→ 1
2
p.s., i.e. Sn ' n
2
.
Question : quelle est la de´viation moyenne de Sn − n2 ?
Convergence en loi
Soient (Xn) une suite de v.a. (de´finies sur (Ω,F ,P)) et (FXn) la suite des fonctions de
re´partition correspondantes (FXn(t) = P({Xn ≤ t}), t ∈ R). Xn converge en loi vers X
(“Xn ⇒
n→∞ X”) si limn→∞ FXn(t) = FX(t), ∀ t ∈ R point de continuite´ de FX .
The´ore`me central limite (TCL)
Soit (Xn)
∞
n=1 une suite de v.a. i.i.d. telle que E(X1) = µ ∈ R et Var(X1) = σ2 > 0. Soit
Sn = X1 + . . .+Xn. Alors
Sn − nµ√
nσ
⇒
n→∞ Z ∼ N (0, 1), i.e. P
(
Sn − nµ√
nσ
≤ t
)
→
n→∞
∫ t
−∞
1√
2pi
e−
x2
2 dx = Φ(t), ∀t ∈ R.
(NB : la fonction de re´partition Φ de la loi N (0, 1) est continue sur tout R.)
Exemple 1.7.4. Soit (Xn)
∞
n=1 la suite de pile ou face inde´pendants et e´quilibre´s conside´re´e
ci-dessus : E(X1) = 12 et Var(X1) =
1
4
, donc
Sn − n2√
n 1
2
⇒ Z ∼ N (0, 1), i.e. Sn ' n
2
+
√
n
2
Z
La re´ponse a` la question pose´e ci-dessus est donc que la de´viation est d’ordre
√
n.
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1.8 Processus ale´atoire a` temps discret Cours 4
Marche ale´atoire syme´trique sur Z
Soit (Xn)
∞
n=1 une suite de v.a. i.i.d. telle que P({X1 = +1}) = P({X1 = −1}) = 12 .
Soient S0 = 0, Sn = X1 + . . .+Xn. Le processus (Sn, n ∈ N) est appele´ la marche ale´atoire
syme´trique sur Z.
Deux points de vue possibles :


(Sn, n ∈ N) est une famille de v.a. a` valeurs dans Z,
S :
∣∣∣∣∣ Ω→ {suites (zn, n ∈ N) a` valeurs dans Z},ω 7→ S(ω) = (Sn(ω), n ∈ N) = suite ale´atoire.
Remarque 1.8.1. E(X1) = 0⇒ E(Sn) = 0.
Var(X1) = E(X21 ) = 1⇒ Var(Sn) =
∑n
i=1Var(Xi) = n.
Loi des grands nombres :
Sn
n
→ 0 p.s.
The´ore`me central limite :
Sn√
n
⇒ Z ∼ N (0, 1) (i.e. Sn ' √nZ).
Ge´ne´ralisations :
- Marche ale´atoire asyme´trique sur Z : Sn = X1 + . . . + Xn, Xi i.i.d., P({X1 = +1}) =
1− P({X1 = −1}) = p 6= 1/2.
- Marche ale´atoire a` valeurs dans R : Sn = X1 + . . .+Xn, Xi i.i.d., X1 ∼ N(0, 1) (p.ex.).
- Temps continu : mouvement brownien (voir section 2).
Chaˆıne de Markov
Processus ale´atoire a` temps discret (Mn, n ∈ N) a` valeurs dans un ensemble D de´nombrable
(appele´ espace des e´tats) tel que
P(Mn+1 = xn+1|Mn = xn,Mn−1 = xn−1 . . .M0 = x0) = P(Mn+1 = xn+1|Mn = xn),
∀n ≥ 1, x0 . . . xn+1 ∈ D (c’est un processus qui “oublie” son histoire au fur et a` mesure).
Chaˆıne de Markov stationnaire
Chaˆıne de Markov telle que P(Mn+1 = y|Mn = x) = Q(x, y) pour tout n ∈ N, x, y ∈ D.
Q(x, y) est appele´e la probabilite´ de transition de x a` y.
La probabilite´ de´finie par µ({x}) = P(M0 = x), x ∈ D, est appele´e la loi initiale.
µ et Q caracte´risent entie`rement la chaˆıne de Markov (dans le cas stationnaire).
En effet, on ve´rifie que :
P(Mn = xn, . . . ,M0 = x0) = µ(x0)Q(x0, x1) · · ·Q(xn−1, xn).
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Exemple 1.8.2. La marche ale´atoire syme´trique ou asyme´trique sur Z est une chaˆıne de
Markov stationnaire. Soit effectivement S0 = 0, Sn = X1 + . . . + Xn, avec Xi i.i.d. et
P({X1 = 1}) = p = 1− P({X1 = −1}) :
P(Sn+1 = y|Sn = x, Sn−1 = xn−1 . . . S0 = x0) = P(Sn+1 = y, Sn = x, . . . S0 = x0)P(Sn = x, Sn−1 = xn−1 . . . S0 = x0) = (∗)
Par de´finition, Sn+1 = X1 + . . .+Xn +Xn+1 = Sn +Xn+1, i.e. Xn+1 = Sn+1 − Sn, donc
(∗) = P(Xn+1 = y − x, Sn = x . . . S0 = x0)
P(Sn = x . . . S0 = x0)
.
Or Xn+1⊥Sn, Sn−1 . . . S0 (du fait que les (Xi) sont i.i.d.), donc
(∗) = P(Xn+1 = y − x)P(Sn = x . . . S0 = x0)
P(Sn = x . . . S0 = x0)
= P(Xn+1 = y − x) = Q(x, y),
ou`
Q(x, y) =


p si y − x = +1,
1− p si y − x = −1,
0 sinon.
On montre de la meˆme manie`re que P(Sn+1 = y|Sn = x) = Q(x, y). D’autre part, on a (mais
ceci n’est pas ne´cessaire a` la de´monstration) :
µ({x}) = P(S0 = x) =
{
1 si x = 0,
0 si x 6= 0.
Martingale
De´finition 1.8.3. Soit (Ω,F ,P) un espace de probabilite´.
- Une filtration est une famille (Fn, n ∈ N) de sous-tribus de F tq Fn ⊂ Fn+1, ∀n ∈ N.
- Un processus ale´atoire a` temps discret (Xn, n ∈ N) est adapte´ a` la filtration (Fn, n ∈ N)
si Xn est Fn-mesurable ∀n ∈ N.
- La filtration naturelle d’un processus (Xn, n ∈ N) est donne´e par (FXn , n ∈ N), ou` FXn =
σ(Xi, 0 ≤ i ≤ n).
De´finition 1.8.4. - Une sous-martingale (resp. sur-martingale) est un processus (Mn, n ∈
N) adapte´ a` une filtration (Fn, n ∈ N) tel que{
i) E(|Mn|) <∞, n ∈ N,
ii) E(Mn+1|Fn) ≥Mn p.s. (resp. E(Mn+1|Fn) ≤Mn p.s.), ∀n ∈ N.
- Une martingale est un processus qui est a` la fois une sous-martingale et une sur-martingale
(i.e. un processus qui ve´rifie (i) et l’e´galite´ au point (ii)).
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Remarque 1.8.5. - La notion de martingale e´quivaut a` celle de “jeu honneˆte” (s’il est
toutefois possible de parler de jeu honneˆte losqu’on parle de jeu d’argent...) : a` l’instant n
(ou` l’on dispose de l’information Fn), l’espe´rance de la somme posse´de´e l’instant d’apre`s est
e´gale a` la somme dont on dispose a` l’instant pre´sent.
- Les appellations “sous-martingale” et “sur-martingale” sont contre-intuitives : une sous-
martingale est un processus qui a tendance a` monter (jeu favorable), une sur-martingale est
un processus qui tendance a` descendre (jeu de´favorable).
Proposition 1.8.6. (de´monstration : cf. exercices)
Soit (Mn, n ∈ N) une martingale. Alors ∀m,n ∈ N,
E(Mn+m|Fn) = Mn p.s. E(Mn+1 −Mn|Fn) = 0 p.s.,
E(Mn+1) = E(E(Mn+1|Fn)) = E(Mn) = . . . = E(M0).
Exemple 1.8.7. Soit (Sn, n ∈ N) une marche ale´atoire syme´trique a` valeurs dans Z ou R,
i.e. S0 = 0, Sn = X1 + . . .+Xn, avec Xi i.i.d. et E(X1) = 0. On pose
F0 = {∅,Ω} (la tribu triviale) et Fn = σ(Xi, 1 ≤ i ≤ n) ∀n ≥ 1.
Alors (Sn, n ∈ N) est une martingale par rapport a` (Fn, n ∈ N). En effet :
(0) Sn est Fn-mesurable, ∀n ∈ N.
(i) E(|Sn|) ≤ ∑ni=1 E(|Xi|)) <∞.
(ii) E(Sn+1|Fn) = E(Sn|Fn) + E(Xn+1|Fn) = Sn + E(Xn+1) = Sn p.s.
(Dans cette se´rie d’e´galite´s, on a utilise´ successivement : le fait que Sn+1 = Sn + Xn+1 et
la line´arite´ de l’espe´rance conditionnelle, le fait que Sn est Fn-mesurable et que Xn+1 est
inde´pendante de Fn, et finalement l’hypothe`se que les v.a. Xn sont toutes centre´es.)
Exemple 1.8.8. Si on reprend l’exemple ci-dessus en supposant cette fois que E(X1) > 0
(marche asyme´trique), alors (Sn) devient une sous-martingale.
Proposition 1.8.9. Soit (Mn) une martingale par rapport a` (Fn) et ϕ : R → R convexe
telle que E(|ϕ(Mn)|) < ∞, ∀n ∈ N. Alors (ϕ(Mn)) est une sous-martingale (par rapport a`
(Fn)). En particulier, (M 2n) est une sous-martingale.
De´monstration. Par l’ine´galite´ de Jensen (pour l’espe´rance conditionnnelle), on a
E(ϕ(Mn+1)|Fn) ≥ ϕ(E(Mn+1|Fn)) = ϕ(Mn) p.s.,
ce qui prouve la prorie´te´ (ii). Les autres ve´rifications sont triviales. ¤
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De´finition 1.8.10. Un temps d’arreˆt par rapport a` (Fn) est une v.a. T a` valeurs dans
N ∪ {+∞} telle que {T ≤ n} ∈ Fn, ∀n ∈ N.
Exemple 1.8.11. Si (Xn) est un processus adapte´ a` (Fn), alors pour tout a ∈ R, la v.a. Ta
de´finie par
Ta = inf{n ∈ N : Xn ≥ a},
est un temps d’arreˆt, car
{Ta ≤ n} = {∃i ∈ {0, . . . , n} tel que Xi ≥ a} = ∪ni=0{Xi ≥ a} ∈ Fn,
car chaque e´ve´nement {Xi ≥ a} ∈ Fi ⊂ Fn, du fait que le processus (Xn) est adapte´ et que
i ≤ n.
De´finition 1.8.12. Soit (Xn) un processus adapte´ a` une filtration (Fn) et T un temps d’arreˆt
(p.r. a` (Fn)). On pose
XT (ω) = XT (ω)(ω) =
∑
n∈N
Xn(ω) 1{T=n}(ω),
FT = {A ∈ F : A ∩ {T ≤ n} ∈ Fn, ∀n ∈ N}.
Remarque 1.8.13. Bien que sa de´finition soit peu explicite, la tribu FT repre´sente simple-
ment l’information dont on dispose au temps ale´atoire T .
The´ore`me d’arreˆt
Soient (Mn) une martingale par rapport a` (Fn) et T1, T2 deux temps d’arreˆt tels que 0 ≤
T1(ω) ≤ T2(ω) ≤ N <∞, ∀ω ∈ Ω. Alors
E(MT2|FT1) =MT1 p.s., et donc E(MT2) = E(MT1).
En particulier si 0 ≤ T (ω) ≤ N, ∀ω ∈ Ω, alors E(MT ) = E(M0).
Remarque 1.8.14. Ce the´ore`me reste vrai pour une sous-martingale ou une sur-martingale
(avec les ine´galite´s correspondantes).
Pour la de´monstration, on aura besoin du lemme suivant :
Lemme 1.8.15. Y est une v.a. FT -mesurable ssi Y 1{T=n} est une v.a. Fn-mesurable ∀n.
De´monstration. (the´ore`me d’arreˆt)
- De´montrons tout d’abord que si T est un temps d’arreˆt tel que 0 ≤ T (ω) ≤ N, ∀ω ∈ Ω,
alors
E(MN |FT ) =
N∑
n=0
Mn 1{T=n} =MT p.s. (1)
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Appelons Z le terme du milieu de l’e´quation ci-dessus. Pour ve´rifier que E(MN |FT ) = Z, il
faut ve´rifier les deux points de la de´finition de l’espe´rance conditionnelle :
(i) Z est FT -mesurable : effectivement, Z 1{T=n} =Mn 1{T=n} est Fn-mesurable ∀n, donc par
le lemme, Z est FT -mesurable.
(ii) E(Z U) = E(MN U), ∀ v.a. U FT -mesurable et borne´e :
E(Z U) =
N∑
n=0
E(Mn 1{T=n} U)
(a)
=
N∑
n=0
E(E(MN |Fn) 1{T=n} U) (b)=
N∑
n=0
E(MN 1{T=n} U)
= E(MN U),
car (a) : (Mn) est une martingale et (b) : 1{T=n} U est Fn-mesurable par le lemme.
- En utilisant (1) avec T = T1 et T = T2 succesivement, on trouve donc que
MT1 = E(MN |FT1) (c)= E(E(MN |FT2)|FT1) = E(MT2|FT1) p.s.,
ou` (c) de´coule du fait que FT1 ⊂ FT2 (car T1 ≤ T2). ¤
Inte´grale stochastique discre`te
De´finition 1.8.16. Un processus (Hn, n ∈ N) est dit pre´visible (par rapport a` une filtration
(Fn, n ∈ N)) si H0 = 0 et Hn est Fn−1-mesurable ∀n ≥ 1.
Soit (Hn) un processus pre´visible et (Mn) une martingale. On pose I0 = 0 et
In = (H ·M)n =
n∑
i=1
Hi (Mi −Mi−1), n ≥ 1.
In repre´sente le gain effectue´ au temps n en appliquant la strate´gie (Hn) sur le jeu (Mn) ;
Hn repre´sente la mise au temps n, qui ne doit logiquement de´pendre que des observations
passe´es (la tribu Fn−1), sinon il y a de´lit d’initie´ (i.e. on a une information sur le futur du
processus).
Proposition 1.8.17. Si Hn est une v.a. borne´e (i.e. |Hn(ω)| ≤ Kn, ∀ω ∈ Ω) ∀n ≥ 1, alors
le processus (In) est une martingale par rapport a` (Fn).
De´monstration. Il est clair que In est Fn-mesurable ∀n ∈ N. D’autre part, on a
E(|In|) ≤
n∑
n=1
E(|Hi · (Mi −Mi1)|) ≤
n∑
i=1
Ki (E(|Mi|) + E(|Mi+1|)) <∞,
E(In+1|Fn) = E(In|Fn) + E(Hn+1 (Mn+1 −Mn)|Fn) = In +Hn+1 E(Mn+1 −Mn|Fn) = In p.s.
ce qui prouve les points (i) et (ii) de la de´finition d’une martingale. ¤
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Remarque 1.8.18. Une re´ciproque a` cette proposition existe : cf. exercices.
Application : Soit (Mn) la marche ale´atoire syme´trique sur Z (Mn = X1 + . . .+Xn,
P(X1 = +1) = P(Xn = −1) = 1/2). On pose
H0 = 0, H1 = 1, Hn+1 =
{
2Hn si X1 = . . . = Xn = −1,
0 de`s que Xn = +1.
Alors In =
∑n
i=1Hi (Mi−Mi−1) =
∑n
i=1HiXi est une martingale par la proposition ci-dessus
(chacune des v.a. Hi est clairement borne´e). En particulier E(In) = E(I0) = 0. On de´finit le
temps d’arreˆt
T = inf{n ≥ 1 : Xn = +1}.
Il est alors facile de voir que IT = 1, donc E(IT ) = 1 6= E(I0) = 0 ? ? ?
Effectivement, le the´ore`me d’arreˆt mentionne´ ci-dessus ne s’applique pas ici car T n’est pas
borne´ (en d’autres mots, en appliquant la strate´gie (Hn), on est suˆr de gagner un franc au
temps T , mais le prix a` payer est que ce temps T peut eˆtre arbitrairement grand, et donc
qu’on risque de perdre toute notre fortune avant de gagner ce franc).
1.9 Vecteur ale´atoire Cours 5
De´finition 1.9.1. Un vecteur ale´atoire (de dimension n ≥ 1) est une application
X :
{
Ω→ Rn
ω 7→ X(ω) = (X1(ω), . . . , Xn(ω)) telle que
{ω ∈ Ω : X(ω) ∈ B} ∈ F , ∀B ∈ B(Rn).
Proposition 1.9.2. X est un vecteur ale´atoire ssi
{ω ∈ Ω : X1(ω) ≤ t1, . . . , Xn(ω) ≤ tn} ∈ F , ∀t1, . . . , tn ∈ R.
Remarque 1.9.3. Si X est un vecteur ale´atoire, alors chaque Xi est une v.a. ale´atoire, mais
la re´ciproque n’est pas vraie.
Deux types particuliers de vecteurs ale´atoires
A) Vecteur ale´atoire discret : X prend ses valeurs dans un ensemble de´nombrable D.
B) Vecteur ale´atoire continu : P({X ∈ B}) = 0 si |B| = 0. Sous cette condition, le the´ore`me
de Radon-Nikodym assure l’existence d’une fonction bore´lienne fX : Rn → R (appele´e
densite´ conjointe) telle que fX(x1, . . . , xn) ≥ 0,∫
Rn
fX(x1, . . . , xn) dx1 · · · dxn = 1 et P({X ∈ B}) =
∫
B
fX(x1, . . . , xn) dx1 · · · dxn.
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Remarque 1.9.4. A) X est un vecteur ale´atoire discret ssi chaque Xi est une v.a. discre`te.
B) Si X est un vecteur ale´atoire continu, alors chaque Xi est une v.a. ale´atoire continue,
mais la re´ciproque n’est pas vraie : soit U est une v.a. continue ; alors le vecteur ale´atoire
X = (U,U) n’est pas un vecteur ale´atoire continu, car pour B = {(x, y) ∈ R2 : x = y}, on a
P({X ∈ B}) = 1 alors que |B| = 0.
Espe´rance et matrice de covariance d’un vecteur ale´atoire
Soit X un vecteur ale´atoire (tel que Xi est une v.a. de carre´ inte´grable, ∀i ∈ {1, . . . , n}).
Alors{
i) E(X) = (E(X1) . . .E(Xn)),
ii) Cov(X) = Q ou` Q est une matrice n× n, Qij = Cov(Xi, Xj) = E(XiXj)− E(Xi)E(Xj).
Proposition 1.9.5. i) Qij = Qji (i.e. Q est syme´trique),
ii)
∑n
i,j=1 ci cj Qij ≥ 0, ∀c1 . . . cn ∈ R (i.e. Q est de´finie positive).
De´monstration. La syme´trie est claire. La seconde proprie´te´ de´coule du fait que
n∑
i,j=1
ci cj Qij =
n∑
i,j=1
ci cj Cov(Xi, Xj) = Cov

 n∑
i=1
ciXi,
n∑
j=1
cj Xj

 = Var
(
n∑
i=1
ciXi
)
≥ 0.
(On a utilise´ ici la biline´arite´ de la covariance.) ¤
Rappel : Une matrice syme´trique Q est de´finie positive ssi toutes ses valeurs propres sont
positives (i.e. ≥ 0).
Proposition 1.9.6. Si (X1 . . . Xn) sont des v.a. inde´pendantes et de carre´ inte´grable,
alors X = (X1, . . . , Xn) est un vecteur ale´atoire et Cov(X) est une matrice diagonale
(i.e. Cov(Xi, Xj) = 0, ∀i 6= j).
Vecteur ale´atoire gaussien
Convention : si Y (ω) ≡ c, alors on dit par abus de langage que Y est une v.a. gaussienne
(de moyenne c et de variance nulle) et on note Y ∼ N (c, 0).
De´finition 1.9.7. Un vecteur ale´atoire X = (X1, . . . , Xn) est dit gaussien si ∀c1, . . . , cn ∈ R,
la v.a. c1X1 + . . .+ cnXn est une v.a. gaussienne.
Exemple 1.9.8. Si X1, . . . , Xn sont inde´pendantes et gaussiennes, alors X = (X1, . . . , Xn)
est un vecteur gaussien.
Proposition 1.9.9. Soit X un vecteur ale´atoire gaussien. Alors les v.a. X1, . . . , Xn sont
inde´pendantes ssi la matrice Cov(X) est diagonale.
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Remarque 1.9.10. - Il n’est pas obligatoire qu’un vecteur forme´ de deux v.a. gaussiennes
X1 et X2 soit un vecteur gaussien.
- De la meˆme manie`re, il n’est pas vrai que deux v.a. gaussiennes de´corre´le´es sont toujours
inde´pendantes (cf. exercices).
Notation : Si X est un vecteur gaussien de moyenne m et de (matrice de) covariance Q, on
note X ∼ N (m,Q).
De´finition 1.9.11. Soit X un vecteur ale´atoire gaussien de dimension n, moyenne m et
covariance Q. X est dit de´ge´ne´re´ si rang(Q) < n.
Rappel : Une matrice syme´trique Q ve´rifie :
rang(Q) < n ssi Q est non-inversible ssi det(Q) = 0
ssi Q admet au moins une valeur propre nulle.
NB : rang(Q) = nombre de valeurs propres non-nulles.
Proposition 1.9.12. Soit X un vecteur ale´atoire gaussien non-de´ge´ne´re´ de dimension n,
moyenne m et covariance Q. Alors X un vecteur ale´atoire continu dont la densite´ conjointe
fX est donne´e par
fX(x1, . . . , xn) =
1√
(2pi)n detQ
exp

−1
2
n∑
i,j=1
(xi −mi)(Q−1)ij(xj −mj)

 .
NB : det(Q) 6= 0 et Q−1 existe par hypothe`se.
Proposition 1.9.13. (de´composition de Karhunen-Lowe)
Soit X un vecteur ale´atoire gaussien de dimension n, moyenne m et covariance Q. Soit
k = rang(Q) ∈ {1, . . . , n}. Alors il existe k v.a. U1, . . . , Uk i.i.d. ∼ N (0, 1) et des nombres
re´els (αij)
n,k
i,j=1 tels que
Xi =
k∑
j=1
αij Uj, ∀j ∈ {1, . . . , n}.
En mots, cette proposition dit qu’un vecteur gaussien dont la matrice de covariance est de
rang k peut toujours s’exprimer en termes de k variables gaussiennes inde´pendantes. Cette
de´composition correspond a` la de´composition de la matrice Q dans la base de ses vecteurs
propres (associe´s aux valeurs propres non-nulles).
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2 Calcul stochastique
2.1 Processus ale´atoire a` temps continu
De´finition 2.1.1. Un processus ale´atoire a` temps continu est une famille de v.a. (Xt, t ∈
R+) de´finie sur (Ω,F ,P). On peut e´galement le voir comme une fonction ale´atoire :
X :
{
Ω→ {fonctions de R+ dans R}
ω 7→ {t 7→ Xt(ω)}
Remarque 2.1.2. Pour caracte´riser une v.a. X, il suffit de donner sa loi P(X ≤ x), ∀x ∈ R.
Que faut-il pour caracte´riser un processus (Xt, t ∈ R+) ?
- 1e`re ide´e : donner P(Xt ≤ x), ∀t ∈ R+, x ∈ R.
C¸a n’est pas suffisant : si on demande p.ex. que Xt ∼ N (0, t), ∀t ∈ R+, alors X(1)t =
√
t Y , ou`
Y ∼ N(0, 1) et X (2)t = mouvement brownien (voir plus loin) satisfont tous deux la condition
ci-dessus, mais ces deux processus ne se ressemblent pas du tout !
- 2e`me ide´e : donner P(Xt ≤ x, Xs ≤ y), ∀t, s ∈ R+, x, y ∈ R.
C¸a n’est pas suffisant non plus...
- n-e`me ide´e : donner P (Xt ≤ x1, . . . , Xtn ≤ xn), ∀n ≥ 1, t1 . . . tn ∈ R+, x1 . . . xn ∈ R.
C’est suffisant, mais a-t-on toujours besoin de toutes ces informations pour caracte´riser un
processus ?
De´finition 2.1.3. Les v.a. Xt−Xs, t > s ≥ 0, sont appele´es des accroissements du processus
(Xt).
2.1.1 Processus a` accroissements inde´pendants et stationnnaires
(Inde´pendance) : (Xt −Xs)⊥FXs = σ(Xr, 0 ≤ r ≤ s), ∀t > s ≥ 0.
(Stationnarite´) : Xt −Xs ∼ Xt−s −X0, ∀t > s ≥ 0.
Pour de tels processus, donner la loi de Xt − X0, ∀t > 0, ainsi que celle de X0 suffit a`
caracte´riser entie`rement le processus.
Citons encore une de´finition dont nous avons besoin pour de´finir le mouvement brownien.
De´finition 2.1.4. Un processus (Xt) est appele´ un processus a` trajectoires continues (ou
simplement processus continu) si P({ω ∈ Ω : t 7→ Xt(ω) est continue}) = 1.
Attention : ne pas confondre “processus a` temps continu” (=notion ge´ne´rale) et “processus
continu” (=processus a` trajectoires continues).
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2.1.2 Mouvement brownien standard
De´finition 2.1.5. (1e`re caracte´risation du mouvement brownien standard)
Un mouvement brownien standard (abre´ge´ m.b.s.) est un processus ale´atoire a` temps continu
(Bt, t ∈ R+) tel que


i) B0 = 0 p.s.,
ii) (Bt) est a` accroissements inde´pendants et stationnaires,
iii) Bt ∼ N (0, t), ∀t > 0,
iv) (Bt) est a` trajectoires continues.
Remarque 2.1.6. De cette de´finition, il suit que pour t ≥ s ≥ 0,
Bt −Bs ∼ Bt−s ∼ N (0, t− s), i.e. E(Bt −Bs) = 0 et E((Bt −Bs)2) = t− s.
En appliquant la loi des grands nombres, on trouve encore que Bt
t
→ 0 p.s. lorsque t→∞.
De plus, on a Bt√
t
∼ N (0, 1), pour tout t > 0 (pas besoin par contre du TCL pour le prouver !).
On voit donc que le m.b.s. est bien une ge´ne´ralisation a` temps continu de la marche ale´atoire
syme´trique sur Z.
Il existe plusieurs manie`res de construire un mouvement brownien standard. Citons trois
d’entre elles.
I. Construction de Kolmogorov
Un the´ore`me d’existence ge´ne´ral (le “the´ore`me de Kolmogorov”) implique qu’il existe un
processus (Bt) qui ve´rifie (i) - (iii). A priori, il n’est pas clair que ce processus posse`de des
trajectoires continues, mais un second the´ore`me (baptise´ “crite`re de continuite´ de Kolmogo-
rov”) permet de montrer que
E(|Bt −Bs|2p) ≤ Cp|t− s|p, ∀p ≥ 1, ⇒ ∃(B˜t) tel que P(B˜t = Bt) = 1, ∀t ∈ R,
et (B˜t) est a` trajectoires continues.
Le processus (B˜t) est donc un m.b.s. Cette “construction” a le de´savantage de ne pas eˆtre
explicite, contrairement aux deux suivantes.
II. Principe d’invariance de Donsker
Soit S0 = 0, Sn = X1 + . . . + Xn, la marche ale´atoire syme´trique sur Z (avec Xi i.i.d. et
P(Xi = +1) = P(Xi = −1) = 12).
Rappel : par le TCL, Sn√
n
⇒
n→∞ Z ∼ N (0, 1).
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Soit Yt = S[t] + (t− [t])X[t]+1 (i.e. si t = n+ ε, alors Yt = Sn + εXn+1). On pose B(n)t = Ynt√n .
Supposons pour simplifier que nt ∈ N. Alors on a
B
(n)
t =
Snt√
n
=
√
t
Snt√
nt
⇒
n→∞
√
t Z ∼ N (0, t), car Z ∼ N (0, 1),
ce qui veut dire que
P(B(n)t ≤ x) →n→∞ P(Bt ≤ x).
On peut montrer de manie`re similaire que ∀m ≥ 1, t1, . . . , tm ∈ R+, x1, . . . , xm ∈ R,
P(B(n)t1 ≤ x1, . . . , B(n)tm ≤ xm) →n→∞ P(Bt1 ≤ x1, . . . , Btm ≤ xm),
i.e. que la suite de processus (B
(n)
t ) converge en loi vers le m.b.s. (Bt).
III. Construction par se´rie de Fourier
Soit t ∈ [0, pi]. On pose
Bt =
√
8
pi
∞∑
n=1
sin(nt)
n
ξn,
ou` (ξn) est une suite de v.a. i.i.d. ∼ N (0, 1). Alors Bt est une v.a. gaussienne (car c’est une
somme de v.a. gaussiennes inde´pendantes), E(Bt) = 0 et
E(B2t ) =
8
pi2
∞∑
n,m=1
sin(nt)
n
sin(mt)
n
E(ξn ξm) =
8
pi2
∞∑
n=1
(sin(nt))2
n2
= t.
On peut e´galement ve´rifier que le processus (Bt) ainsi de´fini a toutes les proprie´te´s d’un
m.b.s. A l’aide de cette troisie`me construction, effectuons un petit calcul (formel) :
∂Bt
∂t
=
√
8
pi
∞∑
n=1
∂
∂t
(
sin(nt)
n
)
ξn =
√
8
pi
∞∑
n=1
cos(nt) ξn.
La v.a. ∂Bt
∂t
est donc une v.a. gaussienne (car c’est une somme de v.a. gaussiennes inde´pendantes),
mais
E

(∂Bt
∂t
)2 = 8
pi2
∞∑
n=1
(cos(nt))2 =∞.
Il y a donc une contradiction, car une v.a. gaussienne ne peut pas avoir une variance infinie.
En conclusion, la v.a. ∂Bt
∂t
n’est pas bien de´finie, i.e. la fonction t 7→ Bt est continue mais pas
de´rivable. On reverra ceci de manie`re plus rigoureuse ci-apre`s.
Remarque 2.1.7. Il est toutefois possible de de´finir la de´rive´e du mouvement brownien “au
sens des distributions” ; l’objet repre´sentant la de´rive´e est appele´ “bruit blanc”.
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Transformations du mouvement brownien standard (cf. exercices)
Soit (Bt, t ∈ R+) un mouvement brownien standard. Alors les cinq processus ci-dessous sont
e´galement des mouvements browniens standard :
1) B
(1)
t = −Bt, t ∈ R+ ( ↔ proprie´te´ de syme´trie du mouvement brownien) ;
2) soit T ∈ R+ fixe´ : B(2)t = Bt+T −BT , t ∈ R+ (↔ stationnarite´) ;
3) soit T ∈ R+ fixe´ : B(3)t = BT −BT−t, t ∈ [0, T ] (↔ renversement du temps) ;
4) soit a > 0 fixe´ : B
(4)
t =
1√
a
Bat, t ∈ R+ (↔ loi d’e´chelle) ;
5) B
(5)
t = tB 1
t
, t > 0 et B
(5)
0 := 0 (↔ inversion du temps).
A cause de la proprie´te´ 4), on appelle le mouvement brownien standard un “fractal ale´atoire”
ou encore un “processus auto-similaire”, i.e. un processus qui garde le meˆme aspect a`
diffe´rentes e´chelles.
2.1.3 Processus gaussien
De´finition 2.1.8. Un processus gaussien est un processus (Xt, t ∈ R+) tel que (Xt1 , . . . , Xtn)
est un vecteur ale´atoire gaussien ∀n ≥ 1 et t1, . . . , tn ∈ R+. Ceci revient a` dire que c1Xt1 +
. . .+ cnXtn est une v.a. gaussienne ∀n ≥ 1, t1, . . . , tn ∈ R+ et c1, . . . , cn ∈ R.
Pour un vecteur ale´atoire (pas force´ment gaussien), on de´finit encore :
- La fonction m : R+ → R donne´e par m(t) = E(Xt) et appele´e la moyenne du processus.
- La fonction K : R+ × R+ → R donne´e par K(t, s) = Cov(Xt, Xs) et appele´e la covariance
du processus.
Proposition 2.1.9. (valide pour tout processus ale´atoire)
K est syme´trique : K(t, s) = K(s, t), ∀s, t ∈ R+.
K est de´finie positive :
∑n
i,j=1 ci cj K(ti, tj) ≥ 0, ∀n ≥ 1, c1, . . . , cn ∈ R, t1, . . . , tn ∈ R+.
La de´monstration de cette proposition est identique a` celle donne´e pour un vecteur ale´atoire.
Proposition 2.1.10. (Kolmogorov)
Etant donne´ m : R+ → R et K : R+ × R+ → R syme´trique et de´finie positive, il existe
un processus gaussien (Xt, t ∈ R+) de moyenne m et de covariance K. De plus, m et K
caracte´risent entie`rement le processus (Xt).
Proposition 2.1.11. (2e`me caracte´risation du mouvement brownien standard)
Un mouvement brownien standard (Bt, t ∈ R+) est un processus a` trajectoires continues et
gaussien avec moyenne m(t) = 0 et covariance K(t, s) = t ∧ s = min(t, s).
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De´monstration. Il faudrait ve´rifier que c1Bt1 + . . .+ cnBtn est une v.a. gaussienne.
Ve´rifions seulement que Bt +Bs est gaussienne : Bt +Bs = (Bt−Bs) + 2Bs, c’est donc une
v.a. gaussienne, car la somme de deux v.a. gaussiennes inde´pendantes est encore gaussienne.
Soit maintenant t ≥ s ≥ 0 :
m(t) = E(Bt) = 0,
K(t, s) = Cov(Bt, Bs) = E(BtBs) = E((Bt −Bs +Bs)Bs)
= E((Bt −Bs)Bs) + E(B2s ) = 0 + s,
car (Bt −Bs)⊥Bs. On a donc K(t, s) = min(t, s). ¤
2.1.4 Processus de Markov Cours 6
Processus (Xt, t ∈ R+) tel que
E(f(Xt)|FXs ) = E(f(Xt)|Xs) p.s.,
pour tout t > s ≥ 0 et pour toute fonction f : R → R bore´lienne et borne´e (NB :
FXs = σ(Xr, r ≤ s)).
En particulier, si f(x) = 1B(x) avec B ∈ B(R), alors P(Xt ∈ B|FXs ) = P(Xt ∈ B|Xs).
Proposition 2.1.12. Le mouvement brownien standard (Bt, t ∈ R+) est un processus de
Markov.
De´monstration. En utilisant le fait que (Bt−Bs)⊥Bs, Bs est FBs -mesurable et la proposition
1.6.7, on obtient
E(f(Bt)|FBs ) = E(f(Bt −Bs +Bs)|FBs ) = ψ(Bs) p.s.,
ou` ψ(y) = E(f(Bt − Bs + y)). Un calcul identique montre que E(f(Bt)|Bs) = ψ(Bs) p.s. et
donc la proprie´te´ de Markov est de´montre´e. ¤
Remarque 2.1.13. De la de´monstration ci-dessus, on de´duit que
E(f(Bt)|FBs ) = ψ(Bs) p.s., ou` ψ(y) = E(f(X + y)),
avec X ∼ N (0, t− s). Ceci montre qu’une expression a priori complique´e faisant intervenir
une espe´rance conditionnelle d’une fonction du mouvement brownien peut se re´duire a` une
simple espe´rance d’une fonction d’une loi gaussienne.
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2.1.5 Martingale a` temps continu
De´finition 2.1.14. Soit (Ω,F ,P) un espace de probabilite´.
- Une filtration est une famille (Ft, t ∈ R+) de sous-tribus de F tq Fs ⊂ Ft, ∀t ≥ s ≥ 0.
- Un processus (Xt) est adapte´ a` (Ft) si Xt est Ft-mesurable ∀t ≥ 0.
- La filtration naturelle d’un processus (Xt, t ∈ R+) est donne´e par (FXt , t ∈ R+), ou` FXt =
σ(Xs, 0 ≤ s ≤ t).
De´finition 2.1.15. Un processus (Mt) adapte´ a` (Ft) tel que{
i) E(|Mt|) <∞, ∀t ≥ 0,
ii) E(Mt|Fs) =Ms p.s., ∀t > s ≥ 0,
est appele´ une martingale (a` temps continu). On de´finit de manie`re similaire une sous-
martingale et une sur-martingale (a` temps continu), avec les ine´galite´s correspondantes.
Proposition 2.1.16. Le mouvement brownien standard (Bt, t ∈ R+) est une martingale par
rapport a` sa filtration naturelle (FBt , t ∈ R+).
De´monstration. i) Par Cauchy-Schwarz, on a E(|Bt|) ≤
√
E(B2t ) =
√
t <∞, ∀t ≥ 0.
ii) ∀t > s ≥ 0, on a E(Bt|FBs ) = E(Bt −Bs|FBs ) + E(Bs|FBs ) = E(Bt −Bs) +Bs = Bs. ¤
Remarque 2.1.17. Pour des raisons techniques, on a parfois besoins “d’augmenter” la
filtration naturelle (FBt ). On ne rentrera pas dans ces de´tails dans ce cours.
Proposition 2.1.18. (de´monstration : cf. exercices)
Les processus suivants sont des martingales par rapport a` (FBt ) :{
i) Mt = B
2
t − t,
ii) Nt = exp(Bt − t2).
The´ore`me de Le´vy (3e`me caracte´risation du mouvement brownien standard)
Soit (Xt) un processus a` trajectoires continues, adapte´ a` une filtration (Ft) et tel que{
i) (Xt) est une martingale par rapport a` (Ft),
ii) (X2t − t) est une martingale par rapport a` (Ft),
Alors (Xt) est un mouvement brownien standard.
De´finition 2.1.19. Soit (Ft, t ∈ R+) une filtration.
- Un temps d’arreˆt T par rapport a` (Ft) est une v.a. T a` valeurs dans R+ ∪ {+∞} telle que
{T ≤ t} ∈ Ft, ∀t ∈ R+.
- On de´finit
FT = {A ∈ F : A ∩ {T ≤ t} ∈ Ft, ∀t ∈ R+}.
- Si (Xt) est un processus adapte´ a` la filtration (Ft), on pose XT (ω) = XT (ω)(ω).
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The´ore`me d’arreˆt
Soient (Mt) une martingale continue (par rapport a` (Ft)) et T1, T2 deux temps d’arreˆt tels
que 0 ≤ T1(ω) ≤ T2(ω) ≤ K <∞, ∀ω ∈ Ω. Alors
E(MT2 |FT1) =MT1 p.s. et donc E(MT2) = E(MT1).
En particulier, si 0 ≤ T (ω) ≤ K, ∀ω, alors E(MT ) = E(M0).
Remarque 2.1.20. - Bien que l’e´nonce´ soit en tout point identique au the´ore`me dans le cas
discret, la de´monstration du the´ore`me a` temps continu est beaucoup plus laborieuse !
- Le the´ore`me est encore valide pour une sous-martingale et une sur-martingale (avec les
ine´galite´s correspondantes). C’est ce que nous allons utiliser pour de´montrer les ine´galite´s
de Doob ci-dessous.
Terminologie : Une martingale (Mt) est dite de carre´ inte´grable si E(M 2t ) <∞, ∀t ∈ R+.
Ine´galite´s de Doob
Soit (Mt) une martingale (par rapport a` une filtration (Ft)) continue, de carre´ inte´grable et
telle que M0 = 0 p.s. Alors

a) P(sup0≤s≤t |Ms| ≥ λ) ≤
E(|Mt|)
λ
, ∀t > 0, λ > 0,
b) E(sup0≤s≤t |Ms|2) ≤ 4E(|Mt|2), ∀t > 0.
Remarque 2.1.21. Ces ine´galite´s sont pre´cieuses, car elles permettent de borner (en espe´rance)
le supremum d’une martingale sur un intervalle par quelque chose qui ne de´pend que de la
valeur de la martingale a` la fin de l’intervalle.
De´monstration. (ine´galite´s de Doob)
a) Par l’ine´galite´ de Jensen, le processus (|Mt|, t ∈ R+) est une sous-martingale. On de´finit
T1 = inf{s ≥ 0 : |Ms| ≥ λ} ∧ t, T2 = t.
On voit alors que 0 ≤ T1 ≤ T2 = t. En appliquant le the´ore`me d’arreˆt ci-dessus a` la sous-
martingale (|Mt|), on trouve donc que
|MT1| ≤ E(|Mt||FT1).
En multipliant par 1{|MT1 |≥λ}, on trouve encore
|MT1| 1{|MT1 |≥λ} ≤ E(|Mt| 1{|MT1 |≥λ}|FT1),
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car 1{|MT1 |≥λ} est FT1-mesurable. De la`, on de´duit que
λP({|MT1| ≥ λ}) = E(λ 1{|MT1 |≥λ}) ≤ E(|MT1| 1{|MT1 |≥λ}) ≤ E(|Mt| 1{|MT1 |≥λ}).
Soit maintenant M ∗ = sup0≤s≤t |Ms| : il importe de remarquer que
{|MT1 | ≥ λ} = {M ∗ ≥ λ}.
(Effectivement, chacun des deux e´ve´nements ci-dessus correspond a` l’e´ve´nement “le processus
|Mt| a de´passe´ la valeur λ dans l’intervalle [0, t]”). Ceci implique que
λP({M ∗ ≥ λ}) ≤ E(|Mt| 1{M∗≥λ}) ≤ E(|Mt|) (2)
et donc l’ine´galite´ a).
b) Pour simplifier, supposons que l’on sait que E((M ∗)2) < ∞ (c¸a n’est pas clair a priori).
Alors du fait que (cf. exercices)
g(M∗) =
∫ ∞
0
g′(x) 1{M∗≥x} dx,
on a par l’ine´galite´ de gauche dans (2),
E((M ∗)2) =
∫ ∞
0
2xP({M ∗ ≥ x}) dx ≤
∫ ∞
0
2E(|Mt| 1{M∗≥x}) dx = 2E(|Mt|M∗).
L’ine´galite´ de Cauchy-Schwarz permet finalement de conclure que
E((M ∗)2) ≤ 2
√
E(|Mt|2)
√
E(M ∗)2),
autrement dit,
√
E((M ∗)2) ≤ 2
√
E(M 2t ) i.e. E((M ∗)2) ≤ 4E(M 2t ),
ce qui termine la de´monstration. ¤
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2.2 Inte´grale de Riemann-Stieltjes
Inte´grale de Riemann
Soit t > 0 et f : R+ → R continue. On de´finit
∫ t
0
f(s) ds = lim
n→∞
n∑
i=1
f(s
(n)
i ) (t
(n)
i − t(n)i−1),
ou` 0 = t
(n)
0 < t
(n)
1 < . . . < t
(n)
n = t, s
(n)
i ∈ [t(n)i−1, t(n)i ] et (t(n)0 , . . . , t(n)n ) est une suite de parti-
tions de [0, t] telle que limn→∞max1≤i≤n |t(n)i − t(n)i−1| = 0.
Fonction (localement) a` variation borne´e
Fonction g : R+ → R telle que ∀t > 0,
sup
n∑
i=1
|g(ti)− g(ti−1)| <∞,
ou` le supremum est pris sur toutes les partitions (t0, . . . , tn) de [0, t], avec n arbitraire.
Remarque 2.2.1. - Si g est croissante, alors g est a` variation borne´e, car
n∑
i=1
|g(ti)− g(ti−1)| =
n∑
i=1
(g(ti)− g(ti−1)) = g(t)− g(0)
est inde´pendant de la partition choisie, donc
sup
n∑
i=1
|g(ti)− g(ti−1)| = g(t)− g(0) <∞.
- Si g est la diffe´rence de deux fonctions croissantes, alors g est a` variation borne´e.
(La de´monstration est similaire a` ce qui pre´ce`de.)
- Si g est continuˆment de´rivable, alors g est a` variation borne´e, car
n∑
i=1
|g(ti)− g(ti−1)| =
n∑
i=1
∣∣∣∣∣
∫ ti
ti−1
g′(s) ds
∣∣∣∣∣ ≤
n∑
i=1
sup
s∈[ti−1,ti]
|g′(s)| (ti − ti−1)
≤ sup
s∈[0,t]
|g′(s)|
n∑
i=1
(ti − ti−1) = sup
s∈[0,t]
|g′(s)| t
est inde´pendant de la partition choisie, donc
sup
n∑
i=1
|g(ti)− g(ti−1)| ≤ sup
s∈[0,t]
|g′(s)| t <∞.
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Inte´grale de Riemann-Stieltjes
Soit t > 0, f : R+ → R continue et g : R+ → R a` variation borne´e. On de´finit∫ t
0
f(s) dg(s) = lim
n→∞
n∑
i=1
f(s
(n)
i ) (g(t
(n)
i )− g(t(n)i−1)),
ou` 0 = t
(n)
0 < t
(n)
1 < . . . < t
(n)
n = t, s
(n)
i ∈ [t(n)i−1, t(n)i ] et (t(n)0 , . . . , t(n)n ) est une suite de parti-
tions de [0, t] telle que limn→∞max1≤i≤n |t(n)i − t(n)i−1| = 0.
Proposition 2.2.2. - Si f est continue et g est continuˆment de´rivable, alors∫ t
0
f(s) dg(s) =
∫ t
0
f(s) g′(s) ds.
- Si f et g sont continues et a` variation borne´e, alors∫ t
0
f(s) df(s) =
f(t)2
2
− f(0)
2
2
,∫ t
0
f(s) dg(s) = f(t) g(t)− f(0) g(0)−
∫ t
0
g(s) df(s).
Passons des fonctions de´terministes aux processus ale´atoires
Soit (Ht, t ∈ R+) un processus a` trajectoires continues.
Soit (Vt, t ∈ R+) un processus (a` trajectoires) a` variation borne´e.
On de´finit (∫ t
0
Hs dVs
)
(ω) =
∫ t
0
Hs(ω) dVs(ω)
Cette inte´grale est de´finie trajectoire par trajectoire (i.e. “ω par ω”).
Remarque 2.2.3. Si la courbe (Vt) est l’e´volution du prix d’un actif financier et (Ht) est la
strate´gie d’investissement sur cet actif, alors
∫ t
0 Hs dVs repre´sente le gain effectue´ sur l’inter-
valle [0, t]. L’inte´grale ci-dessus est donc bien de´finie et l’on peut se demander pourquoi on
a besoin de parler d’inte´grale “stochastique” ?
Il se trouve qu’en mathe´matiques financie`res, les processus d’e´volution des prix sont mieux
repe´sente´s par des mouvements browniens (ou des processus plus complique´s encore). Or le
mouvement brownien (standard) a des trajectoires continues mais pas a` variation borne´e
(voir plus loin). Comment de´finir alors
∫ t
0 Hs dBs ?
Une fausse solution : si on suppose (Ht) a` variation borne´e, alors on pourrait de´finir∫ t
0
Hs dBs = HtBt −H0B0 −
∫ t
0
Bs dHs.
Le terme de droite est bien de´fini, car (Ht) est a` variation borne´e et (Bt) est continu. Mais
comment de´finir alors
∫ t
0 Bs dBs ? ? ?
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2.3 Variation quadratique Cours 7
Variation quadratique du mouvement brownien standard
Soit (Bt, t ∈ R+) un mouvement brownien standard (par convenance, on notera parfois
Bt = B(t)). Pour t > 0, on de´finit
〈B〉(n)t =
2n∑
i=1
(
B
(
it
2n
)
−B
(
(i−1) t
2n
))2
.
Proposition - De´finition. Pour t > 0,
lim
n→∞〈B〉
(n)
t = t p.s.
et on de´finit la variation quadratique du mouvement brownien standard 〈B〉t comme e´tant
donne´e par cette limite (par convention, on pose e´galement 〈B〉0 = 0).
De´monstration. Soient Xi = B
(
it
2n
)
−B
(
(i−1)t
2n
)
, 1 ≤ i ≤ 2n (t et n fixe´s).
Les v.a. Xi sont i.i.d. ∼ N(0, t/2n) et 〈B〉(n)t = ∑2ni=1X2i . De plus, on a
E(〈B〉(n)t ) =
2n∑
i=1
E(X2i ) =
2n∑
i=1
t
2n
= t,
Var(〈B〉(n)t ) =
2n∑
i=1
Var(X2i ) =
2n∑
i=1
(E(X4i )− E(X2i )2)
=
2n∑
i=1
(
3
t2
4n
− t
2
4n
)
=
t2
2n−1
.
En conse´quence,
∞∑
n=1
P(|〈B〉(n)t − t| > ε) ≤
1
ε2
∞∑
n=1
Var(〈B〉(n)t ) =
1
ε2
∞∑
n=1
t2
2n−1
<∞.
Par le lemme de Borel-Cantelli (a) et le crite`re donne´ pour la convergence presque suˆre, on
a donc
〈B〉(n)t →n→∞ t p.s.
¤
Corollaire 2.3.1.
lim
n→∞
2n∑
i=1
∣∣∣B ( it
2n
)
−B
(
(i−1) t
2n
)∣∣∣ =∞ p.s.
donc le processus (Bt) n’est pas a` variation borne´e.
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De´monstration. Supposons par l’absurde que P(limn→∞
∑n
i=1 |B( it2n )− B( (i−1)t2n )| < ∞) > 0.
Alors en reprenant la notation de la de´monstration pre´ce´dente, on a
〈B〉t = lim
n→∞〈B〉
(n)
t = limn→∞
2n∑
i=1
X2i ≤
(
lim
n→∞ max1≤i≤2n
|Xi|
)(
lim
n→∞
2n∑
i=1
|Xi|
)
.
Vu que le processus (Bt) est continu, il est uniforme´ment continu sur [0, t], et donc
lim
n→∞ max1≤i≤2n
|Xi| = 0 p.s.
D’un autre coˆte´, on a suppose´ que
P
(
lim
n→∞
2n∑
i=1
|Xi| <∞
)
> 0.
De la premie`re ine´galite´, on conclut donc que
P (〈B〉t = 0) > 0,
ce qui est clairement en contradiction avec le fait que 〈B〉t = t p.s., de´montre´ ci-dessus. ¤
Remarque 2.3.2. Le fait que le processus (Bt) n’est pas a` variation borne´e implique que
ses trajectoires ne sont pas de´rivables.
Remarque 2.3.3. En appliquant la proposition 2.1.18 (i), on remarque que le processus
(B2t − 〈B〉t, t ∈ R+) est une martingale. Ceci n’est pas un hasard. Cette proprie´te´ va meˆme
nous servir a` de´finir la variation quadratique d’une martingale continue de carre´ inte´grable.
The´ore`me de de´composition de Doob
Soit (Xt, t ∈ R+) une sous-martingale continue (par rapport a` une filtration (Ft, t ∈ R+)).
Alors il existe un unique processus (At, t ∈ R+) croissant, continu et adapte´ a` (Ft, t ∈ R+)
tel que A0 = 0 et (Xt − At, t ∈ R+) est une martingale.
Application : de´finition de la variation quadratique d’une martingale
Soit (Mt) une martingale continue de carre´ inte´grable (par rapport a` une filtration (Ft)).
Alors (M 2t ) est une sous-martingale et donc, d’apre`s le the´ore`me ci-dessus, il existe un unique
processus (At) croissant, continu et adapte´ a` (Ft) tel que A0 = 0 et (M 2t − At) est une
martingale. On note At = 〈M〉t et on appelle ce processus la variation quadratique de (Mt).
Exemple 2.3.4. On a vu que 〈B〉t = t. Noter que dans ce cas, la variation quadratique est
un processus de´terministe.
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Remarque 2.3.5. - Noter qu’on a toujours par de´finition : E(〈M〉t) = E(M 2t )− E(M 20 ).
- Du fait que le processus (〈M〉t) est croissant, c’est un processus a` variation borne´e (i.e. la
variation quadratique d’une martingale est un processus a` variation borne´e).
- Si (Mt) est une martingale continue a` variation borne´e, alors Mt = M0 pour tout t > 0
(i.e. Mt est constante).
Proposition 2.3.6. Si (Mt) est une martingale continue de carre´ inte´grable, alors on a :
〈M〉(n)t =
2n∑
i=1
(
M
(
it
2n
)
−M
(
(i−1) t
2n
))2 P→
n→∞ 〈M〉t, ∀t ≥ 0.
Remarque 2.3.7. - A priori, la convergence n’a lieu qu’en probabilite´ (alors qu’elle a lieu
presque suˆrement dans le cas ou` (Mt) est un mouvement brownien standard).
- Bien que la variation quadratique soit une quantite´ ale´atoire, la proposition ci-dessus illustre
le fait qu’elle est une ge´ne´ralisation de la notion de variance pour des processus ale´atoires.
De´finition 2.3.8. Soient (Mt), (Nt) deux martingales continues de carre´ inte´grable. On
de´finit la covariation quadratique de (Mt) et (Nt) par
〈M,N〉t = 1
4
(〈M +N〉t − 〈M −N〉t).
Proposition 2.3.9. (de´monstration : cf. exercices)
Le processus (MtNt − 〈M,N〉t) est une martingale.
Proposition 2.3.10. Si (Mt) et (Nt) sont deux martingales continues de carre´ inte´grable,
alors on a :
〈M,N〉(n)t =
2n∑
i=1
(
M
(
it
2n
)
−M
(
(i−1) t
2n
)) (
N
(
it
2n
)
−N
(
(i−1) t
2n
)) P→
n→∞ 〈M,N〉t, ∀t ≥ 0.
Remarque 2.3.11. De la meˆme manie`re que ci-dessus, on voit que la covariation quadra-
tique est en quelque sorte une ge´ne´ralisation de la covariance pour des processus ale´atoires.
En particulier, elle est biline´aire et on a e´galement la proposition suivante.
Proposition 2.3.12. (cf. proposition 1.5.12)
Soient (Mt), (Nt) deux martingales continues de carre´ inte´grable inde´pendantes et soit c ∈ R.
Alors
〈M,N〉t = 0 et 〈cM +N〉t = c2 〈M〉t + 〈N〉t.
La premie`re e´galite´ vient du fait que si (Mt) et (Nt) sont deux martingales inde´pendantes
de carre´ inte´grable, alors (MtNt) est une martingale (mais la de´monstration de ce fait est
plus longue qu’on pourrait imaginer).
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Changement de temps
De´finition 2.3.13. On appelle mouvement brownien standard par rapport a` une filtration (Ft)
un mouvement brownien standard (Bt) adapte´ a` (Ft) et tel que
(Bt −Bs)⊥Fs, ∀t > s ≥ 0.
On est maintenant en mesure de donner une version diffe´rente du the´ore`me de Le´vy.
The´ore`me de Le´vy (seconde version)
Soit (Mt) une martingale continue de carre´ inte´grable par rapport a` une filtration (Ft) telle
que
〈M〉t = t p.s., ∀t ∈ R+.
Alors (Mt) est un mouvement brownien standard par rapport a` (Ft).
Proposition 2.3.14. Soit (Mt) une martingale continue de carre´ inte´grable (par rapport a`
une filtration (Ft)) et telle que
lim
t→∞〈M〉t =∞ p.s.
Soit T (s) = inf{t ≥ 0 : 〈M〉t ≥ s}. On pose
Gs = FT (s) et Bs =MT (s), s ∈ R+.
Alors le processus (Bs) est un mouvement brownien standard par rapport a` (Gs).
De´monstration. On utilise la version du the´ore`me de Le´vy mentionne´e ci-dessus. Par conti-
nuite´ de l’application s 7→ T (s) (qui provient de la continuite´ de t 7→ 〈M〉t), le processus
(Bs) est continu. D’autre part, pour s2 > s1 ≥ 0, on a, par le the´ore`me d’arreˆt :
E(Bs2 −Bs1 |Gs1) = E(MT (s2) −MT (s1)|FT (s1)) = 0.
(NB : ici, T (s2) n’est pas force´ment borne´ (i.e. on n’est pas suˆr que T (s2)(ω) ≤ K, ∀ω ∈ Ω),
mais le the´ore`me d’arreˆt s’applique malgre´ tout). Le processus (Bs) est donc une martingale
p.r. a` (Fs). Elle est e´galement de carre´ inte´grable et
E(B2s2 −B2s1 |Gs1) = E(M 2T (s2) −M2T (s1)|FT (s1)).
Par de´finition de la variation quadratique (et en utilisant a` nouveau le the´ore`me d’arreˆt), on
a
E(M 2T (s2) − 〈M〉T (s2)|FT (s1)) =M 2T (s1) − 〈M〉T (s1),
i.e.
E(B2s2 −B2s1 |Gs1) = E(〈M〉T (s2) − 〈M〉T (s1)|FT (s1)) = E(s2 − s1|FT (s1)) = s2 − s1.
Donc le processus (B2s − s) est une martingale par rapport a` (Gs), i.e. 〈B〉s = s p.s., et par
le the`ore`me de Le´vy, (Bs) est un mouvement brownien standard par rapport a` (Gs). ¤
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Corollaire 2.3.15. Toute martingale continue de carre´ inte´grable telle que limt→∞〈M〉t =∞
p.s. s’e´crit Mt = B(〈M〉t), ou` (Bt) est un mouvement brownien standard.
On voit donc qu’une martingale se comporte ge´ne´ralement comme un mouvement brownien
(en ce qui concerne l’allure des trajectoires). En ce sens, le mouvement brownien est “la”
martingale typique.
Attention ! Du corollaire ci-dessus, on pourrait avoir envie de conclure que toute martingale
est un processus gaussien. C¸a n’est e´videmment pas vrai, car le changement de temps t 7→
〈M〉t est lui-meˆme ale´atoire (en ge´ne´ral), et donc la variable ale´atoire B(〈M〉t) n’est pas
ne´cessairement gaussienne. Il est par contre vrai que si (〈M〉t) est un processus de´terministe,
alors (Mt) est un processus gaussien.
2.4 Inte´grale stochastique (ou inte´grale d’Itoˆ)
Soit (Bt, t ∈ R+) un mouvement brownien standard par rapport a` (Ft, t ∈ R+).
Soit T > 0 fixe´ (6= temps d’arreˆt). Notre but est de construire l’inte´grale stochastique
(∫ t
0
Hs dBs, t ∈ [0, T ]
)
pour un processus (Ht) ve´rifiant certaines proprie´te´s. Pour cela, on proce`de en plusieurs
e´tapes (cf. construction de l’espe´rance).
Remarque 2.4.1. En mathe´matiques financie`res, T repre´sente l’horizon du marche´ (de´sormais,
on travaillera toujours a` horizon fini, ce qui simplifie les choses), (Bt) repre´sente l’e´volution
du prix d’un actif, (Ht) la strate´gie d’investissement sur cet actif et
∫ t
0 Hs dBs la gain re´alise´
au temps t avec la strate´gie H. De la meˆme manie`re qu’a` temps discret, (Ht) doit eˆtre
“pre´visible” pour qu’il n’y ait pas de´lit d’initie´. Nous allons voir une manie`re simple de
traduire cette proprie´te´ de pre´visibilite´ a` temps continu.
Premie`re e´tape
De´finition 2.4.2. Un processus simple pre´visible (par rapport a` une filtration (Ft)) est un
processus (Ht, t ∈ [0, T ]) tel que
Ht =
n∑
i=1
Xi 1]ti−1,ti](t), t ∈ [0, T ],
ou` 0 = t0 < t1 < . . . < tn = T forme une partition de [0, T ] et Xi est une v.a. Fti−1-mesurable
et borne´e ∀i ∈ {1, . . . , n}.
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On voit donc que sur l’intervalle ]ti−1, ti], la valeur du procesus (Ht) est de´termine´e par
l’information Fti−1 , d’ou` le nom de “pre´visible” (l’appellation “simple” vient quant a` elle du
fait que le processus ne prend qu’un nombre fini de valeurs (ale´atoires !)). On pose
(H ·B)T ≡
∫ T
0
Hs dBs =
n∑
i=1
Xi (Bti −Bti−1).
Cette de´finition de l’inte´grale stochastique pour des processus simples pre´visibles est uni-
voque (mais c¸a demande un petit travail de ve´rification) et l’inte´grale est line´aire en H,
i.e.
((cH +K) ·B)T = c (H ·B)T + (K ·B)T .
Remarque 2.4.3. Cette inte´grale repre´sente en quelque sorte l’“aire sous la courbe t→ Ht”,
lorsqu’on “mesure” les intervalles ]ti−1, ti] a` l’aide du brownien (Bt). Ici, il faut faire attention
quand on parle de mesure car 1) la “mesure” de l’intervalle Bti − Bti−1 peut eˆtre ne´gative ;
2) cette “mesure” ne ve´rifie pas non plus l’axiome (ii) de la de´finition 1.1.9.
Proposition 2.4.4. On a les e´galite´s suivantes :
E((H ·B)T ) = 0 et E((H ·B)2T ) = E
(∫ T
0
H2s ds
)
.
La seconde e´galite´ ci-dessus est appele´e l’isome´trie d’Itoˆ.
Remarquer que si H(t) ≡ 1, alors on retrouve l’e´galite´ E(B2T ) = T .
De´monstration. En utilisant la line´arite´ de l’espe´rance et en introduisant un conditionnement
a` l’inte´rieur de l’espe´rance, on obtient
E((H ·B)T ) =
n∑
i=1
E(Xi (Bti −Bti−1))
=
n∑
i=1
E
(
E(Xi (Bti −Bti−1)|Fti−1)
)
=
n∑
i=1
E
(
Xi E(Bti −Bti−1 |Fti−1)
)
=
n∑
i=1
E
(
Xi E(Bti −Bti−1)
)
= 0,
ou` on a utilise´ le fait que Xi est Fti−1-mesurable et (Bti −Bti−1)⊥Fti−1 . Pour l’isome´trie, on
calcule
E((H ·B)2T ) =
n∑
i,j=1
E
(
XiXj (Bti −Bti−1) (Btj −Btj−1)
)
=
n∑
i=1
E
(
X2i (Bti −Bti−1)2
)
+ 2
n∑
i,j=i
i<j
E
(
XiXj (Bti −Bti−1)(Btj −Btj−1)
)
.
39
En introduisant a` nouveau un conditionnement a` l’inte´rieur des espe´rances, on obtient
E((H ·B)2T ) =
n∑
i=1
E
(
E(X2i (Bti −Bti−1)2|Fti−1)
)
+2
n∑
i,j=1
i<j
E
(
E(XiXj (Bti −Bti−1) (Btj −Btj−1)|Ftj−1
)
=
n∑
i=1
E
(
X2i E((Bti −Bti−1)2)
)
+ 2
n∑
i,j=1
i<j
E
(
XiXj (Bti −Bti−1)E(Btj −Btj−1)
)
=
n∑
i=1
E(X2i ) (ti − ti−1) + 0,
car E((Bti −Bti−1)2) = ti − ti−1. D’autre part, on a
E
(∫ t
0
H2s ds
)
= E
(
n∑
i=1
∫ ti
ti−1
H2s ds
)
= E
(
n∑
i=1
X2i (ti − ti−1)
)
,
donc l’isome´trie est ve´rifie´e. ¤
Remarque 2.4.5. Pour eˆtre tout a` fait exact, l’isome´trie d’Itoˆ dit encore que si H et K
sont deux processus simples pre´visibles, alors
E((H ·B)T (K ·B)T ) = E
(∫ T
0
HsKs ds
)
.
La ve´rification est similiaire a` celle effectue´e ci-dessus, quoiqu’un peu plus technique.
Deuxie`me e´tape
Soit (Ht, t ∈ [0, T ]) un processus simple pre´visible comme de´fini ci-dessus et t ∈ [0, T ]. On
pose
(H ·B)t ≡
∫ t
0
Hs dBs = ((H 1[0,t]) ·B)T =
n∑
i=1
Xi (Bti∧t −Bti−1∧t).
A nouveau, cette inte´grale est line´aire en H et on a par la proposition pre´ce´dente :
E((H·B)t) = 0 et E((H·B)2t ) = E(((H 1[0,t])·B)2T ) = E
(∫ T
0
H2s 1[0,t](s) ds
)
= E
(∫ t
0
H2sds
)
.
De plus, en utilisant la remarque 2.4.5, on peut encore calculer
Cov((H ·B)t, (K ·B)s) = E((H ·B)t (K ·B)s) = E
(∫ t∧s
0
HrKr dr
)
.
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Remarque 2.4.6. Si t ∈ ]tk−1, tk], alors Cours 8
(H ·B)t =
k−1∑
i=1
Xi (Bti −Bti−1) +Xk (Bt −Btk−1).
Proposition 2.4.7. Le processus ((H ·B)t, t ∈ [0, T ]) est une martingale continue de carre´
inte´grable.
De´monstration. Par la remarque ci-dessus et la continuite´ de (Bt), le processus ((H · B)t)
est clairement continu a` l’inte´rieur des intervalles ]tk−1, tk[. Aux points limites, il est aise´ de
ve´rifier que le processus reste continu e´galement. D’autre part, l’isome´trie montre´e plus haut
dit que ((H ·B)t) est un processus de carre´ inte´grable, donc par l’ine´galite´ de Cauchy-Schwarz,
E(|(H ·B)t|) ≤
√
E((H ·B)2t ) <∞.
De plus, si on suppose que t ∈ ]tk−1, tk], alors
E((H ·B)T |Ft) =
k−1∑
i=1
E(Xi (Bti −Bti−1)|Ft) + E(Xk (Btk −Btk−1)|Ft)
+
n∑
i=k+1
E(Xi (Bti −Bti−1)|Ft)
=
k−1∑
i=1
Xi (Bti −Bti−1) +Xk E(Btk −Btk−1 |Ft)
+
n∑
i=k+1
E(Xi E(Bti −Bti−1 |Fti−1)|Ft)
=
k−1∑
i=1
Xi (Bti −Bti−1) +Xk (Bt −Btk−1) + 0 = (H ·B)t,
par la remarque ci-dessus. Le processus ((H · B)t) est donc une martingale car pour t ≥ s,
on a
E((H ·B)t|Fs) = E(E((H ·B)T |Ft)|Fs) = E((H ·B)T |Fs) = (H ·B)s.
¤
D’apre`s l’ine´galite´ de Doob (b), on a donc :
E
(
sup
t∈[0,T ]
(H ·B)2t
)
≤ 4E
(
(H ·B)2T
)
= 4E
(∫ T
0
H2s ds
)
.
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Troisie`me e´tape
On e´tend maintenant l’inte´grale (H ·B) par continuite´ a` l’ensemble
HT =
{
(Ht, t ∈ [0, T ]) : H est adapte´, continu a` gauche, limite´ a` droite
et tel que E
(∫ T
0
H2s ds
)
<∞
}
.
Cet ensemble est un espace vectoriel norme´ et complet (ou espace de Banach), muni de la
norme ‖ · ‖T,1 de´finie par
‖H‖2T,1 = E
(∫ t
0
H2s ds
)
.
Remarque 2.4.8. Un processus adapte´ et continu a` gauche est l’e´quivalent a` temps continu
d’un processus pre´visible a` temps discret : la valeur d’un tel processus a` l’instant t ne peut
pas diffe´rer trop de sa valeur a` l’instant t− ε, instant ou` il est Ft−ε-mesurable car adapte´. Il
existe toutefois une notion plus ge´ne´rale de processus pre´visible a` temps continu, mais nous
n’entrerons pas dans ces de´tails dans ce cours.
D’autre part, on entend par “limite´ a` droite” que le processus peut eˆtre discontinu a` droite,
mais doit tout de meˆme avoir une limite depuis la droite (i.e. le “futur”). Cette restriction
est essentiellement technique ; elle assure que le processus soit suffisamment re´gulier.
On a maintenant besoin du lemme suivant.
Lemme 2.4.9. ∀H ∈ HT , il existe une suite (H (n)) de processus simples pre´visibles tels que
E
(∫ T
0
(H(n)s −Hs)2 ds
)
→
n→∞ 0.
Conse´quence : Du fait que la suite (H (n)) converge, c’est e´galement une suite de Cauchy :
E
(∫ T
0
(H(n)s −H(m)s )2 ds
)
→
n,m→∞ 0.
Et donc, on a
E
(
sup
t∈[0,T ]
((H(n) ·B)t − (H(m) ·B)t)2
)
= E
(
sup
t∈[0,T ]
((H(n) −H(m)) ·B)t)2
)
≤ 4E
(∫ T
0
(H(n)s −H(m)s )2 ds
)
→
n,m→∞ 0.
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La suite de processus ((H (n) ·B)) est donc une suite de Cauchy dans l’espace de BanachMT
de´fini par
MT = {(Mt, t ∈ [0, T ]) martingale continue de carre´ inte´grable telle que M0 = 0}
et muni de la norme ‖ · ‖T,2 de´finie par
‖M‖2T,2 = E
(
sup
t∈[0,T ]
M2t
)
.
Le fait que MT soit complet (i.e. que toute suite de Cauchy dans MT converge dans MT )
implique que la suite ((H (n) ·B)) converge dansMT . Il existe donc un e´le´ment (H ·B) ∈MT
tel que
E
(
sup
t∈[0,T ]
((H(n) ·B)t − (H ·B)t)2
)
→
n→∞ 0. (3)
Nous avons ainsi de´fini l’application line´aire et continue
{ HT →MT ,
H 7→ (H ·B).
Remarque 2.4.10. - (3) implique en particulier que pour tout ε > 0,
P( sup
t∈[0,T ]
|(H(n) ·B)t − (H ·B)t| > ε) →
n→∞ 0,
donc la suite ((H (n) ·B)) converge uniforme´ment sur [0, T ] en probabilite´ vers (H ·B).
- Attention : la construction de l’inte´grale stochastique ci-dessus implique qu’elle n’est de´finie
qu’a` un ensemble ne´gligeable pre`s (cf. de´finition de l’espe´rance conditionnelle). Plus impor-
tant : l’inte´grale stochastique n’est pas de´finie trajectoire par trajectoire, i.e. “ω par ω” :
pour un ω ∈ Ω donne´, il est impossible de dire ce que vaut (H · B)T (ω) si on ne connaˆıt
que les trajectoires t 7→ Ht(ω) et t 7→ Bt(ω) ; aussi e´trange que cela puisse paraˆıtre, il faut
connaˆıtre les processus (Ht) et (Bt) en entier !
Proprie´te´s de l’inte´grale stochastique
- Line´arite´ : ((cH +K) ·B)t = c (H ·B)t + (K ·B)t p.s.
- Espe´rance nulle et isome´trie : E((H ·B)t) = 0 et Cov((H ·B)t, (K ·B)s) = E(∫ t∧s0 HrKr dr).
- (H ·B) est une martingale continue de carre´ inte´grable telle que
E
(
sup
t∈[0,T ]
(H ·B)2t
)
≤ 4E
(∫ T
0
H2s ds
)
.
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Les proprie´te´s ci-dessus ont de´ja` e´te´ ve´rifie´es lors de la seconde e´tape pour des processus
H simples pre´visibles (on ve´rifie le cas ge´ne´ral en utilisant la continuite´). Citons encore une
proprie´te´ qui n’a pas e´te´ mentionne´e pre´cedemment et qui est plus de´licate a` de´montrer,
mais tre`s utile en pratique :
〈(H ·B)〉t =
∫ t
0
H2s ds,
ou plus ge´ne´ralement,
〈(H ·B), (K ·B)〉t =
∫ t
0
HsKs ds.
Ainsi, on peut calculer facilement la variation quadratique d’une inte´grale stochastique, ou la
covariation quadratique de deux inte´grales stochastiques, sans devoir se re´fe´rer a` la de´finition
de (co)variation quadratique.
Remarque 2.4.11. Soit (Ht, t ∈ [0, T ]) ∈ HT , qu’on suppose de plus a` trajectoires conti-
nues. On pose
H
(n)
t =
n∑
i=1
H
t
(n)
i−1
1
]t
(n)
i−1,t
(n)
i
]
(t),
ou` 0 = t
(n)
0 < t
(n)
1 < . . . < t
(n)
n = t et limn→∞max1≤i≤n |t(n)i − t(n)i−1| = 0. Alors on a
(H(n) ·B)T =
n∑
i=1
H
t
(n)
i−1
(B
t
(n)
i
−B
t
(n)
i−1
)
P→
n→∞ (H ·B)T ≡
∫ T
0
Hs dBs.
Mais : 1) La convergence a lieu seulement en probabilite´ (on peut en fait montrer que si on
exige que la convergence ait lieu presque suˆrement pour tout processus continu H, alors le
processus B doit eˆtre a` variation borne´e).
2) On n’a plus le choix du point s
(n)
i ∈ [t(n)i−1, t(n)i ], comme c’e´tait le cas pour l’´ınte´grale
de Riemann-Stieltjes ; il faut maintenant choisir syste´matiquement le point a` gauche de
l’intervalle (s
(n)
i = t
(n)
i−1), sinon la limite change.
Illustration de ce dernier point : inte´grale de Stratonovich
On pose
(H ◦B)T ≡
∫ T
0
Hs ◦ dBs = lim
n→∞
n∑
i=1
1
2
(H
t
(n)
i−1
+H
t
(n)
i
) (B
t
(n)
i
−B
t
(n)
i−1
),
ou` la limite est une limite en probabilite´. On peut montrer que (cf. exercices) :
(H ◦B)T = (H ·B)T + 1
2
〈H,B〉T
44
ou` (H ·B)T est l’inte´grale de´finie au sens d’Itoˆ et
〈H,B〉T = lim
n→∞
n∑
i=1
(H
t
(n)
i
−H
t
(n)
i−1
) (B
t
(n)
i
−B
t
(n)
i−1
),
ou` la limite est a` nouveau une limite en probabilite´ (NB : si H et B sont des martingales
continues de carre´ inte´grable, alors la de´finition de 〈H,B〉T ci-dessus co¨ıncide avec celle de
covariation quadratique donne´e plus haut).
Ainsi, si au lieu de conside´rer le point a` gauche de l’intervalle, on choisit la moyenne entre le
point a` gauche et le point a` droite, alors la valeur de l’inte´grale change. De plus, le processus
((H ◦ B)t) n’est pas une martingale. Par contre, on verra que l’inte´grale de Stratonovich
pre´sente des avantages du point de vue du calcul diffe´rentiel.
Inte´grale stochastique par rapport a` une martingale
On peut de´finir
∫ t
0 Hs dMs de la meˆme manie`re que
∫ t
0 Hs dBs si on suppose que M est une
martingale continue de carre´ inte´grable.
1. Pour (Ht) un processus simple donne´ par Ht =
∑n
i=1Xi 1]ti−1,ti](t), on pose
(H ·M)t ≡
∫ t
0
Hs dMs =
n∑
i=1
Xi (Mti∧t −Mti−1∧t)
et on ve´rifie que
E((H ·M)t) = 0, E((H ·M)2t ) = E
(∫ t
0
H2s d〈M〉s
)
.
Remarquer que le terme ds apparaissant dans l’isome´trie pour (H · B)t a logiquement e´te´
remplace´ par d〈M〉s pour tenir compte de la variation quadratique 〈M〉s de la martingale
qui n’est pas force´ment e´gale a` s.
D’autre part, on ve´rifie que le processus ((H ·M)t, t ∈ [0, T ]) est e´galement une martingale
continue de carre´ inte´grable.
2. L’extension de l’inte´grale a` un processus (Ht) adapte´, continu a` gauche, limite´ a` droite et
tel que
E
(∫ T
0
H2s d〈M〉s
)
<∞
est identique a` celle effectue´e pour
∫ t
0 HsdBs.
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Donnons ici la liste des proprie´te´s de (H ·M)t ≡ ∫ t0 Hs dMs :
Line´arite´ : ((cH +K) ·M)t = c (H ·M)t +(K ·M)t et (H · (M +N))t = (H ·M)t +(H ·N)t.
E((H ·M)t) = 0, E((H ·M)2t ) = E(
∫ t
0 H
2
s d〈M〉s).
Cov((H ·M)t, (K ·N)t) = E(∫ t0 HsKs d〈M,N〉s).
〈(H ·M)t〉 = ∫ t0 H2s d〈M〉s.
〈(H ·M), (K ·N)〉t = ∫ t0 HsKs d〈M,N〉s.
“Re`gle” utile a` retenir : si Xt =
∫ t
0 HsdMs (i.e. dXt = Ht dMt), alors d〈X〉t = H2t d〈M〉t.
Noter que si Mt =
∫ t
0 Ks dBs, alors
Xt =
∫ t
0
HsKs dBs et 〈X〉t =
∫ t
0
H2s K
2
s ds.
De meˆme, vu que la prorie´te´ de martingale (continue de carre´ inte´grable) est pre´serve´e, on
peut encore de´finir (L ·X)t ≡ ∫ t0 Ls dXs etc. etc.
Remarque 2.4.12. On a maintenant de´fini une application line´aire et continue
{
H˜T ×MT →MT ,
(H,M) 7→ (H ·M),
ou` H˜T est l’ensemble des processus (Ht) adapte´s, continus a` gauche, limite´s a` droite et tels
que E(
∫ T
0 H
2
s d〈M〉s) <∞.
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2.5 Formules d’Itoˆ Cours 9
2.5.1 Formules de base
Jusqu’a` pre´sent, on a de´fini l’inte´grale stochastique, mais il nous manque encore des re`gles
de calcul. La premie`re re`gle de calcul est la suivante.
The´ore`me 2.5.1. Soit (Bt, t ∈ R+) un mouvement brownien stantard par rapport a` (Ft, t ∈
R+) et f ∈ C2(R) (i.e. f, f ′ et f ′′ sont des fonctions continues). On suppose de plus que
E
(∫ t
0
(f ′(Bs))2 ds
)
<∞, ∀t > 0. (4)
Alors pour tout t > 0,
f(Bt)− f(B0) =
∫ t
0
f ′(Bs) dBs +
1
2
∫ t
0
f ′′(Bs) ds p.s. (5)
Remarque 2.5.2. - Vu que (f ′(Bt), t ≥ 0) est un processus continu et adapte´ a` (Ft) et que
la condition (4) est ve´rifie´e,
∫ t
0 f
′(Bs) dBs est bien de´finie (et
∫ t
0 f
′′(Bs) ds l’est e´galement car
l’application s 7→ f ′′(Bs) est continue).
- Le second terme du membre de droite dans (5) (absent dans les re`gles de calcul diffe´rentiel
“classique”) est appele´ terme d’Itoˆ ; il re´sulte la variation quadratique non-nulle du mouve-
ment brownien.
De´monstration.(ide´e principale)
f(Bt)− f(B0) =
n∑
i=1
(f(B
t
(n)
i
)− f(B
t
(n)
i−1
)),
ou` 0 = t
(n)
0 < t
(n)
1 < . . . < t
(n)
n = t est une suite de partitions de [0, t] telle que
lim
n→∞ max1≤i≤n
|t(n)i − t(n)i−1| = 0.
Par un de´veloppement de Taylor classique, on a
f(y)− f(x) = f ′(x) (y − x) + 1
2
f ′′(x) (y − x)2 + r(y − x),
ou` limh→0
r(h)
h2
= 0 (on note aussi r(h) = o(h2)). Donc
f(Bt)− f(B0) =
n∑
i=1
(
f ′(B
t
(n)
i−1
) (B
t
(n)
i
−B
t
(n)
i−1
) +
1
2
f ′′(B
t
(n)
i−1
) (B
t
(n)
i
−B
t
(n)
i−1
)2 + r
(n)
i
)
P→
n→∞
∫ t
0
f ′(Bs) dBs +
1
2
∫ t
0
f ′′(Bs) d〈B〉s + 0,
ce qui permet de conclure, vu que 〈B〉s = s. ¤
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Remarque 2.5.3. Cette “de´monstration” e´vite un tre`s grand nombre de de´tails techniques
concernant la convergence des divers termes. Notamment, il faut choisir les points B
t
(n)
i−1
(et
non B
t
(n)
i
ou autre chose) pour le de´veloppement de Taylor, ce qui n’apparaˆıt pas clairement
ci-dessus. Remarquer d’autre part que dans le cas ou` f ′′(x) = 1, on a de´ja` vu que
n∑
i=1
1 (B
t
(n)
i
−B
t
(n)
i−1
)2
P→
n→∞ 〈B〉t =
∫ t
0
1 d〈B〉s.
Exemple 2.5.4. Soit f(x) = x ; la formule (5) s’e´crit alors
Bt −B0 =
∫ t
0
1 dBs + 0,
autrement dit, rien de nouveau (ceci correspond au calcul diffe´rentiel classique).
Exemple 2.5.5. Soit f(x) = x2 ; on a d’apre`s (5) :
B2t −B20 =
∫ t
0
2Bs dBs +
1
2
∫ t
0
2 ds = 2
∫ t
0
Bs dBs + t,
autrement dit : B2t−t = 2
∫ t
0 BsdBs est une martingale, ce qu’on avait de´ja` montre´ d’une autre
manie`re (noter que la condition (4) est ve´rifie´e car E(
∫ t
0(2Bs)
2 ds) =
∫ t
0 4s ds = 2t
2 <∞).
Exemple 2.5.6. Soit f(x) = ex : f ′(x) = f ′′(x) = ex, et donc
eBt − 1 =
∫ t
0
eBs dBs +
1
2
∫ t
0
eBs ds.
Noter qu’ici aussi la condition (4) est ve´rifie´e, car
E
(∫ t
0
(eBs)2 ds
)
=
∫ t
0
E(e2Bs) ds =
∫ t
0
e2s ds =
e2t − 1
2
<∞.
Si on pose Xt = e
Bt , alors la formule ci-dessus devient :
Xt − 1 =
∫ t
0
Xs dBs +
1
2
∫ t
0
Xs ds.
Autrement dit, on a trouve´ une e´quation (inte´grale) pour le processus (Xt). Sous forme
diffe´ntielle, celle-ci s’e´crit
dXt = Xt dBt +
1
2
Xt dt et X0 = 1.
Vu que dBt
dt
n’existe pas, “on ne divise pas par dt”. Noter que la forme diffe´rentielle ci-dessus
n’a aucun sens en tant que telle et ne constitue qu’une notation pour la forme inte´grale donne´e
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plus haut. L’esprit humain cependant a plus de facilite´ a` raisonner avec des diffe´rentielles,
c’est pourquoi celle-ci est largement re´pandue.
Sous une forme ou l’autre, l’e´quation ci-dessus est notre premier exemple d’e´quation diffe´ren-
tielle stochastique. Il se trouve que c’est aussi un cas particulier de l’e´quation de Black &
Scholes, largement utilise´e en mathe´matiques financie`res pour de´crire l’e´volution du prix
d’un actif (noter que la solution Xt = e
Bt suit une loi log-normale et est toujours a` valeurs
positives).
Voyons maintenant une version le´ge`rement plus e´labore´e de la formule (5).
The´ore`me 2.5.7. Soient (Bt) un mouvement brownien standard et f ∈ C1,2(R+ × R) (i.e
f, ∂f
∂t
, ∂f
∂x
, ∂
2f
∂x2
sont continues) telle que
E

∫ t
0
(
∂f
∂x
(s, Bs)
)2
ds

 <∞, ∀t > 0.
Alors pour tout t > 0,
f(t, Bt)− f(0, B0) =
∫ t
0
∂f
∂t
(s, Bs) ds+
∫ t
0
∂f
∂x
(s, Bs) dBs +
1
2
∫ t
0
∂2f
∂x2
(s, Bs) ds p.s.
De´monstration. La de´monstration reprend le sche´ma de celle du the´ore`me 2.5.1 esquisse´e
ci-dessus. Le de´veloppement de Taylor utilise´ est :
f(u, y)− f(t, x) = ∂f
∂t
(t, x) (u− t) + ∂f
∂x
(t, x) (y − x) + ∂
2f
∂x2
(t, x)(y − x)2 + r(u− t, y − x),
ce qui explique l’apparition du terme supple´mentaire dans la formule. ¤
Remarque 2.5.8. Vu que la fonction t 7→ t est une fonction a` variation borne´e, il n’y a pas
besoin d’effectuer un de´veloppement de la fonction f a` l’ordre 2 en t.
Exemple 2.5.9. Soit f(t, x) = x2 − t : ∂f
∂t
= −1, ∂f
∂x
= 2x, ∂
2f
∂x2
= 2, donc ∂f
∂t
+ 1
2
∂2f
∂x2
= 0 et
B2t − t =
∫ t
0
2Bs dBs.
On retrouve donc la meˆme formule que ci-dessus.
Exemple 2.5.10. - Soit f(t, x) = ex−
t
2 : ∂f
∂t
= −1
2
f , ∂f
∂x
= ∂
2f
∂x2
= f , donc a` nouveau
∂f
∂t
+ 1
2
∂2f
∂x2
= 0 et
eBt−
t
2 − 1 =
∫ t
0
eBs−
s
2 dBs.
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Le processus (Zt = e
Bt− t2 ) est donc une martingale (appele´e la martingale exponentielle
associe´e au mouvement brownien standard). De plus, il satisfait l’e´quation diffe´rentielle sto-
chastique :
Zt − 1 =
∫ t
0
Zs dBs, i.e. dZt = Zt dBt et Z0 = 1.
Remarque 2.5.11. On sait que le processus Xt = e
Bt est une sous-martingale. En utilisant
l’une ou l’autre des formules d’Itoˆ ci-dessus, on a vu qu’il y a deux manie`res de l’e´crire :
Xt = 1 +
∫ t
0
eBs dBs +
1
2
∫ t
0
eBs ds
ou
Xt = e
t/2 +
∫ t
0
e
t−s
2 eBs dBs.
Or selon le the´ore`me de de´composition de Doob, toute sous-martingale Xt continue s’e´crit
de manie`re unique commeMt+At, ou`Mt est une martingale continue et At est un processus
croissant continu adapte´ tel que A0 = 0. L’exemple ci-dessus ne contredit-il donc pas le
the´ore`me ? Non, car le processus
∫ t
0 e
t−s
2 eBs dBs n’est pas une martingale (a` cause de la
de´pendance en t de l’inte´grand).
2.5.2 Processus d’Itoˆ (ou “semi-martingale continue”)
De´finition 2.5.12. Un processus d’Itoˆ est un processus (Xt) pouvant se de´composer comme
(Xt =Mt + Vt), ou` :{
(Mt) est une martingale continue de carre´ inte´grable (p.r. a` une filtration (Ft)),
(Vt) est un processus continu a` variation borne´e, adapte´ a` (Ft) et tel que V0 = 0.
Remarque 2.5.13. Le nom “semi-martingale” vient simplement du fait que le processus
(Xt) est compose´ pour moitie´ d’une martingale.
Exemple 2.5.14. D’apre`s le the´ore`me de de´composition de Doob, toute sous-martingale
(resp. sur-martingale) continue de carre´ inte´grable est un processus d’Itoˆ (car un processus
croissant (resp. de´croissant) est a` variation borne´e).
Exemple 2.5.15. Soit (Xt) le processus de´fini par
Xt = X0 +
∫ t
0
Hs dBs +
∫ t
0
Ks ds,
ou` (Ht) est continu adapte´ et tel que E(
∫ t
0 H
2
s dBs) <∞ pour tout t ≥ 0 et (Kt) est continu
et adapte´. (Xt) un processus d’Itoˆ.
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Exemple 2.5.16. Soit f ∈ C2(R) ve´rifiant la condition (4). Alors (f(Bt)) est un processus
d’Itoˆ, car par la formule (5),
f(Bt) = f(B0) +
∫ t
0
f ′(Bs) dBs +
1
2
∫ t
0
f ′′(Bs) ds,
i.e. (f(Bt)) est la somme d’une martingale continue de carre´ inte´grable (Mt = f(B0) +∫ t
0 f
′(Bs) dBs) et d’un processus continu a` variation borne´e (Vt = 12
∫ t
0 f
′′(Bs) ds) tel que
V0 = 0.
De´finition 2.5.17. Pour t ≥ 0, la variation quadratique du processus d’Itoˆ (Xt =Mt + Vt)
est de´finie par
〈X〉t = 〈M〉t,
et pour deux processus d’Itoˆ (Xt =Mt + Vt) et (Yt = Nt + Ut), on pose
〈X,Y 〉t = 〈M,N〉t.
Remarque 2.5.18. - Remarquer que si (Xt) est a` variation borne´e, alors Xt = M0 + Vt
(rappelons ici que si (Mt) est une martingale continue a` variation borne´e, alors Mt = M0
pour tout t > 0) et donc, 〈X〉t = 0 selon la de´finition ci-dessus. De meˆme, 〈X,Y 〉t = 0, quel
que soit (Yt) (ceci vient de l’ine´galite´ de Cauchy-Schwarz : |〈X,Y 〉t| ≤
√
〈X〉t 〈Y 〉t).
- Si d’autre part (Xt) et (Yt) sont inde´pendants (mais pas force´ment a` variation borne´e),
alors 〈X,Y 〉t = 0.
De´finition 2.5.19. Soit (Xt = Mt + Vt) un processus d’Itoˆ et (Ht) un processus continu,
adapte´ a` (Ft) et tel que
E
(∫ t
0
H2s d〈X〉s
)
≡ E
(∫ t
0
H2s d〈M〉s
)
<∞.
On pose
(H ·X)t ≡
∫ t
0
Hs dXs =
∫ t
0
Hs dMs +
∫ t
0
Hs dVs.
Remarquer qu’une inte´grale stochastique par rapport a` un processus d’Itoˆ (Xt) est la somme
d’une inte´grale stochastique “pure” et d’une inte´grale de Riemann-Stieltjes.
2.5.3 Retour a` l’inte´grale de Stratonovich
On peut maintenant de´finir l’inte´grale de Stratonovich de la manie`re suivante. Etant donne´s
(Ht) et (Xt) deux processus d’Itoˆ tels que
E
(∫ t
0
H2s d〈X〉s
)
<∞,
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on pose ∫ t
0
Hs ◦ dBs ≡ (H ◦B)t = (H ·B)t + 1
2
〈H,B〉t.
On a la proposition suivante.
Proposition 2.5.20. Soient (Bt) un mouvement brownien standard et f ∈ C3(R) telle que
E
(∫ t
0
(f ′(Bs))2 ds
)
<∞ et E
(∫ t
0
(f ′′(Bs))2 ds
)
<∞.
Alors
f(Bt)− f(B0) =
∫ t
0
f ′(Bs) ◦ dBs p.s.
Ceci montre bien le coˆte´ “agre´able” du calcul de Stratonovich par rapport au calcul d’Itoˆ ;
l’absence de terme supple´mentaire dans la formule ci-dessus permet en effet d’utiliser des
re`gles de calcul classiques sans se poser de questions (faire attention toutefois qu’on a besoin
d’hypothe`ses a priori plus fortes sur f). On a p.ex.
∫ t
0
Bs ◦ dBs = B
2
t −B20
2
.
De´monstration. Soit g = f ′. Par la de´finition ci-dessus, on a :
∫ t
0
g(Bs) ◦ dBs =
∫ t
0
g(Bs) dBs +
1
2
〈g(B), B〉t.
Or par hypothe`se g ∈ C2(R) et E(∫ t0(g′(Bs))2 ds) <∞, donc par la formule d’Itoˆ,
g(Bt) = g(B0) +
∫ t
0
g′(Bs) dBs +
1
2
∫ t
0
g′′(Bs) ds =Mt + Vt,
donc
〈g(B), B〉t = 〈M,B〉t =
∫ t
0
g′(Bs) 1 d〈B,B〉s =
∫ t
0
g′(Bs) ds.
Autrement dit,
∫ t
0
g(Bs) ◦ dBs =
∫ t
0
g(Bs) dBs +
1
2
∫ t
0
g′(Bs) ds
=
∫ t
0
f ′(Bs) dBs +
1
2
∫ t
0
f ′′(Bs) ds = f(Bt)− f(B0),
par l’application inverse de la formule d’Itoˆ. Ceci conclut la de´monstration. ¤
52
2.5.4 Formules d’Itoˆ ge´ne´ralise´es
Les deux formules qui suivent sont des ge´ne´ralisations des the´ore`mes 2.5.1 et 2.5.7, respec-
tivement.
The´ore`me 2.5.21. Soit (Mt) une martingale continue de carre´ inte´grable et f ∈ C2(R)
telle que
E
(∫ t
0
(f ′(Ms))2 d〈M〉s
)
<∞, ∀t > 0.
Alors
f(Mt)− f(M0) =
∫ t
0
f ′(Ms) dMs +
1
2
∫ t
0
f ′′(Ms) d〈M〉s p.s.
Remarquer que seul le terme ds de la formule (5) a e´te´ remplace´ par le terme d〈M〉s pour
tenir compte de la variation quadratique de la martingale M .
The´ore`me 2.5.22. Soient (Mt) martingale continue de carre´ inte´grable, (Vt) un processus
continu a` variation borne´e et f ∈ C1,2(R× R) telle que
E

∫ t
0
(
∂f
∂x
(Vs,Ms)
)2
d〈M〉s

 <∞, ∀t > 0.
Alors pour tout t > 0,
f(Vt,Mt)− f(V0,M0) =
∫ t
0
∂f
∂t
(Vs,Ms) dVs +
∫ t
0
∂f
∂x
(Vs,Ms) dMs
+
1
2
∫ t
0
∂2f
∂x2
(Vs,Ms) d〈M〉s p.s.
Remarquer que dans le cas particulier ou` f(t, x) = g(t+ x), la formule ci-dessus se re´crit
g(Vt +Mt)− g(V0 +M0) =
∫ t
0
g′(Vs +Ms) dVs +
∫ t
0
g′(Vs +Ms) dMs
+
1
2
∫ t
0
g′′(Vs +Ms) d〈M〉s p.s.
ou encore, en posant Xt =Mt + Vt :
g(Xt)− g(X0) =
∫ t
0
g′(Xs) dXs +
1
2
∫ t
0
g′′(Xs) d〈X〉s p.s.
Il ne faut cependant pas oublier ici que la premie`re inte´grale est la somme de deux inte´grales
de natures diffe´rentes !
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2.5.5 Formule d’inte´gration par parties (IPP)
Soient (Xt), (Yt) deux processus d’Itoˆ. Alors pour tout t ≥ 0, on a
Xt Yt −X0 Y0 =
∫ t
0
Xs dYs +
∫ t
0
Ys dXs + 〈X,Y 〉t p.s.,
qu’on e´crit encore sous forme diffe´rentielle
d(Xt Yt) = Xt dYt + Yt dXt + d〈X,Y 〉t.
De´monstration. En utilisant la formule d’Itoˆ ge´ne´ralise´e ci-dessus, on trouve
(Xt + Yt)
2 − (X0 + Y0)2 = 2
∫ t
0
(Xs + Ys) d(Xs + Ys) + 〈X + Y 〉t,
(Xt − Yt)2 − (X0 − Y0)2 = 2
∫ t
0
(Xs − Ys) d(Xs − Ys) + 〈X − Y 〉t,
En soustrayant les deux e´galite´s ci-dessous, on obtient
4(Xt Yt −X0 Y0) = 4
(∫ t
0
Xs dYs +
∫ t
0
Ys dXs
)
+ 〈X + Y 〉t − 〈X − Y 〉t.
Combine´ avec la de´finition de covariation quadratique, ceci donne finalement le re´sultat. ¤
Remarque 2.5.23. Si (Xt) ou (Yt) est a` variation borne´e, alors par la remarque 2.5.18,
〈X,Y 〉t = 0 et on retrouve la formule d’inte´gration par parties classique.
Exemple 2.5.24. Soient Xt = e
Bt et Yt = e
− t
2 . On a vu que dXt =
1
2
Xt dt + Xt dBt ;
d’autre part, on a dYt = −12Yt dt. Posons maintenant Zt = Xt Yt = eBt−
t
2 . Par la formule
d’inte´gration par parties, on obtient :
Zt − 1 =
∫ t
0
Xs dYs +
∫ t
0
Ys dXs + 0,
car 〈X,Y 〉t = 0 ((Yt) est a` variation borne´e). On a donc
Zt − 1 =
∫ t
0
Xs(−1
2
Ys) ds+
∫ t
0
Ys(
1
2
Xs) ds+
∫ t
0
YsXsdBs =
∫ t
0
ZsdBs,
i.e. dZt = Zt dBt et Z0 = 1, qui est l’e´quation qu’on avait trouve´e plus haut.
Exemple 2.5.25. Soient Xt =
∫ t
0 Hs dBs et Yt =
∫ t
0 Ks dBs. On a
XtYt =
∫ t
0
(Hs Ys +KsXs) dBs +
∫ t
0
HsKs ds.
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2.6 Equations diffe´rentielles stochastiques (EDS) Cours 10
2.6.1 Equations homoge`nes en temps
On a vu que Xt = e
Bt (aussi appele´ “mouvement brownien ge´ome´trique”) est solution de
l’e´quation
Xt − 1 = 1
2
∫ t
0
Xs ds+
∫ t
0
Xs dBs,
qu’on e´crit encore sous forme diffe´rentielle :
dXt =
1
2
Xt dt+Xt dBt et X0 = 1.
De la meˆme fac¸on, on peut voir que Xt = e
(µ−σ2
2
) t+σ Bt (avec µ ∈ R et σ > 0 fixe´s) est
solution de
dXt = µXt dt+ σXt dBt et X0 = 1. (6)
Cette e´quation est appele´e l’e´quation de Black & Scholes ; µ est appele´ le coefficient de de´rive
(il traduit la tendance ge´ne´rale du processus) et σ le coefficient de diffusion (il traduit la
variabilite´ ou encore la “volatilite´” du processus). Cette e´quation, ou des ge´ne´ralisations de
celle-ci, sont couramment utilise´es en mathe´matiques financie`res pour de´crire l’e´volution des
prix des actifs.
De manie`re plus ge´ne´rale, on conside´re le proble`me suivant. Etant donne´s (Bt) un mouvement
brownien standard, x0 ∈ R et f, g : R → R, existe-t-il un processus (Xt) qui ve´rifie
dXt = f(Xt) dt+ g(Xt) dBt et X0 = x0?
(dans l’exemple pre´ce´dent, f(x) = µx et g(x) = σx). Pour re´pondre a` cette question, on a
besoin de la de´finition suivante.
De´finition 2.6.1. Une fonction f : R → R est dite (globalement) lipschitzienne s’il existe
K ≥ 0 tel que
|f(y)− f(x)| ≤ K|y − x|, ∀x, y ∈ R.
Remarque 2.6.2. - Si f est lipschitzienne, alors f est uniforme´ment continue (et donc
continue) sur R.
- Si f est continuˆment de´rivable et f ′ est borne´e, alors f est lipschitzienne. En effet :
|f(y)− f(x)| =
∣∣∣∣
∫ y
x
f ′(z)dz
∣∣∣∣ ≤ sup
z∈R
|f ′(z)| · |y − x|.
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The´ore`me 2.6.3. Soient (Bt, t ∈ R+) un mouvement brownien standard (p.r. a` une fil-
tration (Ft, t ∈ R+)), x0 ∈ R et f, g lipschitziennes. Alors il existe un unique processus
(Xt, t ∈ R+) continu et adapte´ a` (Ft, t ∈ R+) tel que
Xt = x0 +
∫ t
0
f(Xs) ds+
∫ t
0
g(Xs) dBs p.s., ∀t ∈ R+. (7)
De plus, E(sup0≤t≤T X2t ) <∞ pour tout T > 0.
Remarque 2.6.4. - La solution (Xt) de l’e´quation ci-dessus est e´galement appele´e une
solution forte de l’e´quation (par opposition au concept de solution faible pre´sente´ au para-
graphe 2.6.4).
- On appelle f(Xt) le terme de de´rive de l’e´quation et g(Xt) le terme de diffusion.
De´monstration.(ide´e principale)
On de´finit
XT =
{
(Xt, t ∈ [0, T ]) continu et adapte´ a` (Ft) tel que E( sup
0≤t≤T
X2t ) <∞
}
.
Noter que l’espace vectoriel XT muni de la norme ‖X‖2T,2 = E(sup0≤t≤T X2t ) est complet. Pour
trouver le processus X ∈ XT solution de (7), on utilise la me´thode classique dite “me´thode
d’ite´ration de Picard”, i.e. on de´finit une suite de processus (X (n)) de manie`re re´cursive :
X
(0)
t = x0, X
(n+1)
t = x0 +
∫ t
0
f(X(n)s ) ds+
∫ t
0
g(X(n)s ) dBs.
Il se trouve que la suite (X (n)) est une suite de Cauchy dans XT , donc elle converge car XT
est complet, et on montre que la limite de la suite est solution de (7). De plus, on montre
que si (Xt) et (Yt) sont des solutions de (7), alors Xt = Yt p.s. pour tout t ∈ R+.
Pour chaque e´tape, on a recours a` l’estimation centrale suivante (qui se de´montre en utilisant
notamment l’ine´galite´ de Doob (b) et l’isome´trie d’Itoˆ) ; si on pose
φ(Y )t = x0 +
∫ t
0
f(Ys) ds+
∫ t
0
g(Ys) dBs,
alors
E
(
sup
0≤t≤T
(φ(Y )t − φ(Z)t)2
)
≤ K E
(∫ T
0
(Ys − Zs)2 ds
)
.
¤
56
Remarque 2.6.5. Il est important de voir que le sche´ma d’ite´ration de Picard ci-dessus,
meˆme s’il est explicite, se rapproche tre`s lentement de la solution (Xt). Il est donc fortement
de´conseille´ de l’appliquer pour trouver une approximation nume´rique de la solution (pour
un sche´ma nume´rique efficace, se re´fe´rer a` la section 2.10).
Proposition 2.6.6. Le processus (Xt) solution de l’e´quation (7) est un processus d’Itoˆ.
De´monstration. On peut de´composer la solution comme Xt =Mt + Vt, ou`
Mt = x0 +
∫ t
0
g(Xs) dBs et Vt =
∫ t
0
f(Xs) ds.
Du fait que X ∈ XT et que g est lipscihtzienne, l’inte´grale stochastique ∫ t0 g(Xs) dBs est bien
d’efinie et (Mt) est une martingale continue de carre´ inte´grable. D’autre part, du fait que
t 7→ (Xt) et f sont des fonctions continues, le processus (Vt) est continuˆment de´rivable, donc
continu et a` variation borne´e. Le processus (Xt) est donc un processus d’Itoˆ . ¤
Exemple 2.6.7. L’e´quation de Black & Scholes
dXt = µXt dt+ σXt dBt et X0 = x0,
avec µ ∈ R et σ, x0 > 0 fixe´s, est un exemple d’e´quation admettant une unique solution
(Xt), car f(x) = µx et g(x) = σx sont line´aires, donc lipschitziennes (pour la me´thode de
re´solution, voir exercices).
Exemple 2.6.8. Soit a, x0 ∈ R et σ > 0 fixe´s. On conside`re l’EDS
dXt = −aXt dt+ σ dBt et X0 = x0. (8)
Les fonctions f(x) = −ax et g(x) ≡ σ sont lipschitziennes, donc il existe un unique processus
(Xt) solution de l’e´quation ci-dessus. Ce processus est appele´ le processus d’Ornstein-Uhlenbeck.
Proposition 2.6.9. La solution de l’EDS (8) est donne´e par
Xt = e
−at x0 +
∫ t
0
e−a(t−s) dBs.
De´monstration. Plutoˆt que de ve´rifier que le processus ci-dessus est magiquement solution
de (8) (noter que ceci a de´ja` e´te´ fait aux exercices !), on pre´sente ici la me´thode de re´solution
de l’e´quation, qui est une adaptation de la me´thode dite de “variation de la constante” au
cas stochastique. Soit (Φt) le processus (de´terministe) solution de l’e´quation diffe´rentielle
ordinaire (et homoge`ne) :
dΦt = −aΦt dt et Φ0 = 1.
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Il est connu que Φt = e
−at. Ecrivons maintenant Xt = Φt Yt. On a alors par la formule
d’inte´gration par parties :
dXt = Φt dYt + (dΦt)Yt + d〈Φ, Y 〉t = ΦtdYt − aΦt Yt dt+ 0
car le processus (Φt) est a` variation borne´e. D’un autre coˆte´, on a
dXt = −aXt dt+ σ dBt.
En identifiant les deux e´quations (et en se rappelant que Xt = Φt Yt), on trouve l’EDS
suivante pour (Yt) :
Φt dYt = σ dBt i.e. dYt =
σ
Φt
dBt (et Y0 = x0),
donc
Yt = Y0 +
∫ t
0
σ
Φs
dBs = x0 + σ
∫ t
0
eas dBs.
Ceci implique finalement que
Xt = e
−at x0 + σ
∫ t
0
e−a(t−s) dBs.
¤
Remarquer encore que si x0 = 0 et a > 0, alors
E(Xt) = 0 et E(X2t ) = σ2
1− e−2at
2a
→
t→∞
σ2
2a
,
i.e. le processus d’Ornstein-Uhlenbeck (avec a > 0) est un processus qui ne grandit pas
inde´finiment (comme c’est le cas pour le mouvement brownien), mais se stabilise autour de
la valeur 0 avec une variance donne´e (σ
2
2a
).
Exemple 2.6.10. Conside´rons l’EDS
dXt = sin(Xt) dt+ cos(Xt) dBt et X0 = 0.
Ici, f(x) = sin(x) et g(x) = cos(x) sont lipschitziennes (car f ′ et g′ sont borne´es), donc il
existe une unique solution a` l’e´quation, mais quelle est-elle ? Il se trouve que meˆme si la for-
mulation de l’e´quation est assez simple, il n’existe pas de me´thode de re´solution analytique !
On voit donc l’inte´reˆt de simuler nume´riquement la solution d’une telle e´quation. Noter que
d’autre part, il existe des me´thodes analytiques pour estimer le comportement asymptotique
de la solution.
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Exemple 2.6.11. Soit a > 0. On conside`re l’EDS
dXt =
a
Xt
dt+ dBt et X0 = 1.
La fonction f(x) = a
x
n’est pas lipschitzienne en 0 (f ′(0) = −∞). Toutefois, il existe une
unique solution (forte) a` l’e´quation (appele´e processus de Bessel). La raison intuitive pour
laqelle ceci est ve´rifie´ est que sitoˆt que le processus Xt se rapproche de 0 (l’endroit ou` f(x)
n’est pas lipschitzienne), il est fortement repousse´ vers le haut par le terme de de´rive a
Xt
(noter toutefois que si a est petit, des choses e´tranges commencent a` se produire).
Exemple 2.6.12. Soit a ∈ R. On conside`re l’EDS
dXt = aXt dt+
√
Xt dBt et X0 = 0.
La fonction g(x) =
√
x n’est pas lipschitzienne en 0 (g′(0) =∞) et il n’existe pas de solution
forte, mais une solution dite “faible” (voir paragraphe 2.6.4), appele´e processus de Feller.
Exemple 2.6.13. Conside´rons l’EDS
dXt = sgn(Xt) dBt et X0 = 0.
La fonction
g(x) = sgn(x) =


+1 si x > 0,
0 si x = 0,
−1 si x < 0,
est discontinue en 0 et donc n’est pas lipschitzienne. L’e´quation n’admet pas de solution
forte, mais seulement une solution faible (a` nouveau, voir paragraphe 2.6.4).
2.6.2 Equations inhomoge`nes en temps
On conside´re le proble`me suivant. Etant donne´s (Bt) un mouvement brownien standard,
x0 ∈ R et f, g : R+ × R → R, existe-t-il un processus (Xt) qui ve´rifie
dXt = f(t,Xt) dt+ g(t,Xt) dBt et X0 = x0?
Pour re´pondre a` cette question, on a besoin de la de´finition suivante.
De´finition 2.6.14. Une fonction f : R+×R → R est dite lipschitzienne en x s’il existe une
constante K > 0 telle que
|f(t, y)− f(t, x)| ≤ K|y − x|, ∀t ∈ R+, x, y ∈ R.
The´ore`me 2.6.15. Si f, g : R+ × R → R sont continues (conjointement en t et en x) et
lipschitziennes en x, alors il existe un unique processsus (Xt) solution de l’e´quation
Xt = x0 +
∫ t
0
f(s,Xs) ds+
∫ t
0
g(s,Xs) dBs p.s., ∀t ∈ R+.
A nouveau, le processus (Xt) est appele´ une solution forte de l’e´quation (et c’est un processus
d’Itoˆ).
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2.6.3 Equations line´aires
Soient x0 ∈ R et a, σ : R+ → R continues et borne´es. On appelle line´aire une EDS de la
forme
dXt = a(t)Xt dt+ σ(t) dBt et X0 = x0. (9)
Remarque 2.6.16. On pourrait avoir envie plutoˆt d’appeler “e´quation line´aire” une e´quation
du type
dXt = a(t)Xt dt+ σ(t)Xt dBt et X0 = x0,
qui constitue une ge´ne´ralisation de l’e´quation de Black & Scholes (6). Il se trouve que le fait
de “multiplier” Xt et dBt dans le terme de droite implique que la solution de le´quation n’est
pas un processus gaussien et qu’on pre´fe`re appeler line´aire une e´quation dont la solution est
un processus gaussien (mais ceci est arbitraire).
De´finition 2.6.17. Soit (Φt, t ∈ R+) la solution de l’e´quation diffe´rentielle ordinaire
dΦt = a(t) Φt dt et Φ0 = 1.
Remarquer que Φt = exp
(∫ t
0
a(s) ds
)
.
Proposition 2.6.18. L’e´quation (9) admet une unique solution forte (Xt) donne´e par
Xt = Φt x0 +
∫ t
0
Φt
Φs
σ(s) dBs t ∈ R+.
De´monstration. Il est clair que f(t, x) = a(t)x et g(t, x) = σ(t) sont continues en (t, x) et
lipschitziennes en x, donc l’e´quation (9) admet une uniqe solution. La me´thode de re´solution
est du meˆme type que celle utilise´e pour l’e´quation (8). On e´crit tout d’abord Xt = Φt Yt,
d’ou` on de´duit que
dXt = Φt dYt + a(t) Φt Yt dt+ 0 = a(t)Xt dt+ σ(t) dBt.
De la`, on tire que
Φt dYt = σ(t) dBt, i.e. Yt = x0 +
∫ t
0
σ(s)
Φs
dBs,
et donc
Xt = Φt x0 +
∫ t
0
Φt
Φs
σ(s) dBs.
¤
60
Exemple 2.6.19. (pont brownien ; cf. exercices) Conside´rons l’EDS
dXt = − Xt
1− t dt+ dBt, 0 < t < 1, et X0 = 0.
Ici, la fonction a(t) = − 1
1−t n’est pas continue en t = 1, mais l’e´quation ci-dessus admet
tout de meˆme une unique solution forte jusqu’en t = 1. Noter que X1 = 0 p.s. et que
E(X2t ) = t(1− t).
2.6.4 Solution faible
Soient x0 ∈ R et f, g : R → R. On conside`re l’EDS
dXt = f(Xt) dt+ g(Xt) dBt et X0 = x0. (10)
On donne la de´finition suivante, qui peut paraˆıtre e´trange au premier abord.
De´finition 2.6.20. Une solution faible de l’e´quation (10) est un processus continu (Xt) tel
que les processus (Mt) et (Nt) de´finis respectivement par
Mt = Xt −X0 −
∫ t
0
f(Xs) ds et Nt =M
2
t −
∫ t
0
g(Xs)
2 ds
sont des martingales.
Remarque 2.6.21. Le mouvement brownien standard (Bt) a disparu de la de´finition de
solution faible ! Ainsi, une solution faible d’une EDS est une solution en loi, mais plus du
tout une solution “trajectorielle” de l’e´quation (10).
La justification de cette de´finition est donne´e ci-dessous.
Proposition 2.6.22. Supposons f , g continues, g borne´e et supposons encore que l’e´quation
(10) admette une solution forte (Xt). Alors (Xt) est une solution faible de (10).
De´monstration. Vu que g est borne´e, il est clair que
Mt = Xt −X0 −
∫ t
0
f(Xs) ds =
∫ t
0
g(Bs) dBs
est une martingale continue de carre´ inte´grable. De plus, la variation quadratique de (Mt)
est donne´e par 〈M〉t = ∫ t0 g(Xs)2 ds, donc le processus (Nt) de´fini par
Nt =M
2
t −
∫ t
0
g(Xs)
2 ds (11)
est e´galement une martingale. ¤
61
Remarque 2.6.23. - Une EDS peut admettre une solution faible, mais pas de solution
forte ; il existe donc plus souvent une solution faible qu’une solution forte.
- La question de l’unicite´ de la solution faible est par contre plus de´licate ; il faut pre´ciser ce
qu’on entend par “unique”.
Exemple 2.6.24. La solution faible de l’EDS
dXt = aXt dt+
√
Xt dBt et X0 = 0
est un processus continu (Xt) tel que les processus (Mt) et (Nt) de´finis par
Mt = Xt − a
∫ t
0
Xs ds et Nt =M
2
t −
∫ t
0
Xs ds
sont des martingales.
Exemple 2.6.25. La solution faible de l’EDS
dXt = sgn(Xt) dBt et X0 = 0.
est un processus continu (Xt) tel que
(Xt − 0 = Xt) et (X2t −
∫ t
0
1 ds = X2t − t) sont des martingales.
Par le the´ore`me de Le´vy, la solution faible de l’e´quation ci-dessus est donc un mouvement
brownien standard ! (mais qui n’est pas le mouvement brownien standard (Bt) ; on ne peut
pas remplacer Xt par Bt dans l’e´quation ci-dessus...)
2.6.5 Martingale exponentielle Cours 11
De´finition 2.6.26. Soit M une martingale continue de carre´ inte´grable telle que M0 = 0 et
〈M〉t ≤ Kt pour tout t ∈ R+. On de´finit la martingale exponentielle Y associe´e a` M par
Yt = exp
(
Mt − 〈M〉t
2
)
, t ∈ R+.
Remarque 2.6.27. Noter que la condition 〈M〉t ≤ Kt n’impose pas force´ment que la
variation quadratique (〈M〉t) soit un processus de´terministe.
Proposition 2.6.28. Le processus (Yt) de´fini ci-dessus satisfait l’EDS
Yt = 1 +
∫ t
0
Ys dMs (i.e. dYt = Yt dMt et Y0 = 1),
et (Yt) est donc une martingale.
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De´monstration. (ide´e principale)
Remarquer que
Yt = f(〈M〉t,Mt), ou` f(t, x) = exp(x− t
2
)
et ∂f
∂t
= −1
2
f , ∂f
∂x
= ∂
2f
∂x2
= f . En appliquant le the´ore`me 2.5.22 (et en passant a` dessein sous
silence la condition d’inte´grablite´ e´nonce´e dans le the´ore`me en question !), on trouve donc :
Yt − Y0 =
∫ t
0
(−1
2
Ys) d〈M〉s +
∫ t
0
Ys dMs +
1
2
∫ t
0
Ys d〈M〉s =
∫ t
0
Ys dMs.
¤
Remarque 2.6.29. La condition 〈M〉t ≤ Kt, meˆme si elle n’est pas utilise´e explicitement
ci-dessus, a toute son importance (elle permet de justifier l’utilisation de la formule d’Itoˆ).
Noter qu’il est possible de montrer que le processus (Yt) est une martingale sous une condition
plus faible encore.
2.7 The´ore`me de Girsanov
Comme vu pre´cedemment, la solution de l’e´quation
dXt = f(t,Xt) dt+ g(t,Xt) dBt et X0 = x0,
n’est en ge´ne´ral pas une martingale (sous la probabilite´ P). La question que l’on se pose ici
est de savoir s’il existe une autre mesure de probabilite´ P˜ sous laquelle le processus (Xt) soit
une martingale.
L’application en mathe´matiques financie`res est la suivante : pour e´valuer le prix d’une option
sur un actif, on a besoin de la proprie´te´ de martingale. Pourtant, le prix d’un actif donne´
n’est en ge´ne´ral pas une martingale, mais affiche une tendance a` la hausse ou a` la baisse.
C’est pourquoi on de´sire de´finir une nouvelle probabilite´ sous laquelle celui-ci soit une mar-
tingale, de manie`re a` pouvoir effectuer des calculs.
Premie`re e´tape : de´finition du changement de probabilite´
Soit (Mt) une martingale par rapport a` (Ft), continue, de carre´ inte´grable telle que M0 = 0
et 〈M〉t ≤ Kt pour tout t ∈ R+. On pose (Yt) la martingale exponentielle associe´e a` (Mt)
(voir paragraphe 2.6.5). On rappelle ici que Yt > 0 pour tout t ∈ R+.
On se place a` horizon fini T > 0 (ce qui simplifie conside´rablement les choses) et on de´finit
P˜T (A) = E(1A YT ), A ∈ F .
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Le triplet (Ω,F , P˜T ) forme un nouvel espace de probabilite´. En effet :

P˜T (A) ≥ 0, ∀A ∈ F , car YT > 0,
P˜T (Ω) = E(YT ) = E(Y0) = 1, car (Yt) est une martingale,
et P˜T (∪∞n=1An) = E(
∑∞
n=1 1An YT ) =
∑∞
n=1 P˜T (An),
si (An)
∞
n=1 est une famille disjointe d’e´ve´nements dans F .
On montre d’autre part que si X est une v.a. telle que E(|X YT |) <∞, alors
E˜T (X) = E(X YT ).
Finalement, noter que P(A) = 0 si et seulement si P˜T (A) = 0 (on dit que les deux mesures
de probabilite´ P et P˜T sont “e´quivalentes”).
Deuxie`me e´tape : martingales sous P et martingales sous P˜T
Lemme 2.7.1. Si Z est Ft-mesurable et telle que E(|Z YT |) <∞, alors E˜T (Z) = E(Z Yt).
De´monstration. Du fait que (Yt) est une martingale et que Z est Ft-mesurable, on a
E˜T (Z) = E(Z YT ) = E(Z Yt).
¤
Lemme 2.7.2. Le processus (Xt) est une martingale sous P˜T ssi (XtYt) est une martingale
sous P.
De´monstration. On montre seulement que si (XtYt) est une martingale sous P, alors (Xt) est
une martingale sous P˜T (pour la re´ciproque, voir exercices). Supposons donc que (XtYt) est
une martingale sous P, i.e.{
(i) ∀t ∈ [0, T ], Xt Yt est Ft −mesurable et E|XtYt| <∞,
(ii) ∀0 ≤ s ≤ t ≤ T, E(XtYtZ) = E(XsYsZ), ∀Z Fs-mesurable et borne´e.
De la`, on de´duit que
(i) Pour tout t ∈ [0, T ], Xt = XtYtYt est Ft-mesurable et E˜T (|Xt|) = E(|Xt|YT ) = E(|Xt|Yt) <∞.
(ii) Soit 0 ≤ s ≤ t ≤ T et Z Fs-mesurable et borne´e. Par le lemme 2.7.1 et la condition (ii)
ci-dessus, on a
E˜T (XtZ) = E(XtZYt) = E(XsZYs) = E˜T (XsZ)
i.e. E˜T (Xt|Fs) = Xs, i.e. (Xt) est une martingale sous P˜T . ¤
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The´ore`me 2.7.3. (Girsanov)
Soit (Zt) est une martingale continue de carre´ inte´grable sous P. Alors (Zt − 〈M,Z〉t) est
une martingale sous P˜T .
De´monstration. (ide´e principale)
Posons At = 〈M,Z〉t. Pour montrer que (Zt − At) est une martingale sous P˜T , il suffit de
montrer par le lemme 2.7.2 que ((Zt − At)Yt) est une martingale sous P. Par la formule
d’inte´gration par parties, on a :
(Zt − At)Yt − (Z0 − 0)Y0 =
∫ t
0
(Zs − As) dYs +
∫ t
0
Ys dZs −
∫ t
0
Ys dAs + 〈Z − A, Y 〉t
Du fait que Y et Z sont des martingales sous P, les deux premiers termes
∫ t
0(Zs − As) dYs
et
∫ t
0 Ys dZs sont e´galement des martingales sous P. On aura donc montre´ le re´sultat si on
montre que les deux derniers termes s’annulent, i.e.
−
∫ t
0
Ys dAs + 〈Z − A, Y 〉t = 0. (12)
Or dYt = YtdMt, donc dMt =
1
Yt
dYt (noter que Yt > 0) et
dAt = d〈M,Z〉t = 1
Yt
d〈Y, Z〉t.
Ceci implique que ∫ t
0
Ys dAs =
∫ t
0
d〈Y, Z〉s = 〈Y, Z〉t.
De l’autre coˆte´, on sait que 〈Z − A, Y 〉t = 〈Z, Y 〉t, car A est a` variation borne´e. L’e´quation
(12) est donc bien ve´rifie´e et le the´ore`me est de´montre´. ¤
Troisie`me e´tape : application aux EDS
A) Soient (Bt) un mouvement brownien standard, x0 ∈ R et f : R+ × R → R une fonction
continue, lipschitzienne en x et borne´e (i.e. |f(t, x)| ≤ K1 pour tous t, x). On conside`re (Xt)
la solution de l’e´quation
dXt = f(t,Xt) dt+ dBt et X0 = x0.
Sous quelle mesure de probabilite´ P˜T le processus (Xt, t ∈ [0, T ]) est-il une martingale ?
Soit Mt = − ∫ t0 f(s,Xs) dBs ; (Mt) est une martingale continue de carre´ inte´grable (sous P)
et on ve´rifie que
〈M〉t =
∫ t
0
f(s,Xs)
2 ds ≤ K21 t
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Soit (Yt) la martingale exponentielle associe´e a` (Mt) et P˜T la probabilite´ de´finie par P˜T (A) =
E(1A YT ).
Proposition 2.7.4. (i) (Xt) est une martingale sous P˜T .
(ii) (Xt) est meˆme un mouvement brownien standard sous P˜T !
De´monstration. (i) Du fait que (Bt) est une martingale sous P, le the´ore`me de Girsanov dit
que (Bt − 〈M,B〉t) est une martingale sous P˜T . Or
Bt − 〈M,B〉t = Bt +
∫ t
0
f(s,Xs) ds = Xt −X0,
donc le premier point est ve´rifie´.
(ii) D’autre part, on a par de´finition :
〈X〉t = 〈B〉t = t,
car X est un processus d’Itoˆ dont la partie martingale est e´gale a` B. Or on peut montrer
que la variation quadratique de X est la meˆme sous P et sous P˜T , donc par le the´ore`me de
Le´vy, X est un mouvement brownien standard sous P˜T (remarquer que X est a` trajcetoires
continues). ¤
B) Soient (Bt) un mouvement brownien standard, x0 ∈ R et f, g : R+ × R → R deux
fonctions continues, lipschitziennes en x et telles que |f(t, x)| ≤ K1 et |g(t, x)| ≥ K2 pour
tous t, x. On conside`re (Xt) la solution de l’e´quation
dXt = f(t,Xt) dt+ g(t,Xt) dBt et X0 = x0.
Remarque 2.7.5. L’hypothe`se |g(t, x)| ≥ K2 ci-dessus assure que le processus X est “non-
de´ge´ne´re´”, autrement dit qu’il a l’allure d’un mouvement brownien et pas celle d’une fonction
a` variation borne´e (ce qui serait le cas si g(t, x) = 0 p.ex.). Sans cette hypothe`se, il n’est
plus possible de transformer le processus X en martingale en changeant la probabilite´ de
re´fe´rence.
Soit Mt = − ∫ t0 f(s,Xs)g(s,Xs) dBs. On ve´rifie que 〈M〉t ≤ K21K22 t et on pose (Yt) la martingale expo-
nentielle associe´e a` (Mt) et P˜t la probabilite´ de´finie par P˜T (A) = E(1A YT ).
Proposition 2.7.6. (i) (Xt) est une martingale sous P˜T et (ii) 〈X〉t = ∫ t0 g(s,Xs)2 ds.
De´monstration. (i) Soit Ct =
∫ t
0 g(s,Xs) dBs ; (Ct) est une martingale sous P, donc
Ct − 〈M,C〉t =
∫ t
0
g(s,Xs) dBs +
∫ t
0
f(s,Xs) ds = Xt −X0
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est une martingale sous P˜T .
(ii) A nouveau, l’e´galite´ de´coule de la de´finition de variation quadratique. ¤
En ge´ne´ral, le processus (Xt) n’est donc pas un mouvement brownien standard sous P˜T . Mais
peut-on exhiber un proceessus qui soit un mouvement brownien standard sous P˜T ? C’est le
cas en effet : soit B˜t = Bt +
∫ t
0
f(s,Xs)
g(s,Xs)
ds.
Proposition 2.7.7. (i) (B˜t) est une martingale sous P˜t
(ii) 〈B˜〉t = t, donc (B˜t) est un mouvement brownien standard sous P˜T .
De´monstration. (i) Du fait que (Bt) est une martingale sous P,
Bt − 〈M,B〉t = Bt +
∫ t
0
f(s,Xs)
g(s,Xs)
ds = B˜t
est une martingale sous P˜t.
(ii) clair (on utilise a` nouveau le the´ore`me de Le´vy). ¤
Remarque importante : de la de´finition de (B˜t), il de´coule que
dXt = g(t,Xt) dB˜t.
Ceci montre d’une autre manie`re que le processus (Xt) est une martingale sous P˜T .
Exemple 2.7.8. (mode`le de Black & Scholes)
Soient µ ∈ R, σ, x0 > 0 fixe´s. On conside`re l’EDS
dXt = µXt dt+ σXt dBt et X0 = x0.
La fonction g(x) = σx ne satisfait pas l’hypothe`se de non-de´ge´ne´rescence mentionne´e plus
haut (car g(0) = 0), cependant, si on de´finit
Mt = −
∫ t
0
µXs
σXs
dBs = −µ
σ
Bt,
alors on voit que (Mt) est une martingale sous P et que 〈M〉t = µ2σ2 t. Soit (Yt) la martingale
associe´e a` (Mt) et P˜T (A) = E(1A YT ).
Par le the´ore`me de Girsanov, le processus (Xt) est une martingale sous P˜T . D’autre part, le
processus (B˜t) de´fini par
B˜t = Bt +
µ
σ
t
est un mouvement brownien standard sous P˜T et dXt = σXt dB˜t.
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Application : formule de Black & Scholes
De´finition 2.7.9. Une option d’achat europe´enne est le droit d’acheter un actif (Xt) a` un
temps T futur au prix K fixe´ a` l’avance.
Au temps T (aussi appele´ la “maturite´” de l’option), la valeur de l’option est donc donne´e
par
ZT = (XT −K)+.
Supposons maintenant que l’actif (Xt) soit de´crit par le mode`le de Black & Scholes de
l’exemple 2.7.8 (avec µ ∈ R, σ > 0 fixe´s) :
dXt = µXt dt+ σXt dBt et X0 = x0 > 0
et soit (Ft) la filtration a` laquelle X est adapte´. Sous cette hypothe`se, on peut montrer qu’il
existe z0 ∈ R+ et une strate´gie d’investissement H sur le processus X (continue et adapte´e
a` (Ft)) tels que
ZT = z0 +
∫ T
0
Hs dXs.
(Ceci est une conse´quence du “the´ore`me de repre´sentation des martingales”.)
Question : A quel prix une banque doit-elle vendre l’option d’achat ZT au temps initial
t = 0 de manie`re a` eˆtre suˆre de pouvoir payer ZT au temps T ?
Re´ponse : Etant donne´ ce qui pre´ce`de, elle doit vendre l’option au prix z0. Mais comment
calculer ce prix ?
Calcul de z0 :
a) On a vu que (Xt) est une martingale sous la probabilite´ P˜T de´finie dans l’exemple 2.7.8.
Donc le processus (Mt) de´fini par
Mt =
∫ t
0
Hs dXs t ∈ [0, T ],
est e´galement une martingale sous P˜T , d’ou` on tire que
z0 = E˜T (ZT ) = E˜T ((XT −K)+)
b) On sait d’autre part que (cf. exemple 2.7.8)
dXt = Xt dB˜t i.e. XT = x0 e
σB˜T−σ22 T ,
ce qui nous me`ne a` la formule de Black & Scholes :
z0 = E˜T ((x0 eσB˜T−
σ2
2
T −K)+) =
∫
R
(x0 e
σy−σ2
2
T −K)+ fT (y) dy,
ou` fT est la densite´ de la loi N (0, T ). Remarquer que de manie`re surprenante, le coefficient
de de´rive µ n’entre pas en compte dans le calcul du prix z0 !
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2.8 Liens EDS ↔ EDP Cours 12
Le but de cette section est de montrer qu’on peut repre´senter les solutions d’e´quations aux
de´rive´es partielles (EDP) classiques a` l’aide de processus ale´atoires.
Attention ! Les the´ore`mes d’analyse cite´s ci-dessous sont le´ge`rement inexacts et donc par-
seme´s de guillemets : voir la remarque 2.8.1, qui s’applique e´galement aux re´sultats cite´s
apre`s.
2.8.1 Lien mouvement brownien ↔ e´quation(s) de la chaleur
A) Soit (Bt, t ∈ R+) un mouvement brownien standard. On de´finit (Bxt , t ∈ R+), le mouve-
ment brownien partant au temps t = 0 du point x ∈ R par
Bxt = Bt + x, t ∈ R+.
Re´sultat d’analyse (e´quation de la chaleur progressive)
Soient T > 0 et u0 ∈ C(R). Il existe alors une “unique” fonction u ∈ C1,2(R+×R) qui ve´rifie

∂u
∂t
(t, x) =
1
2
∂2u
∂x2
(t, x), ∀(t, x) ∈ R+ × R,
“u(0, x) = u0(x)
′′, ∀x ∈ R.
(13)
Remarque 2.8.1. - La solution de l’e´quation de la chaleur (13) n’est en re´alite´ pas unique.
Toutefois, si on impose une (tre`s) faible condition supple´mentaire sur la solution u, alors u
est unique.
- Si u0 n’est pas C
2, alors la solution en t = 0 ne peut eˆtre C2 en x. Pour eˆtre tout a` fait
exact, on devrait remplacer la condition u(0, x) = u0(x) par
lim
t↓0
u(t, x) = u0(x).
Lemme 2.8.2. Soit u la solution de l’e´quation (13). Pour tout (T, x) ∈ R+ × R fixe´, le
processus (u(T − t, Bxt ), t ∈ [0, T ]) est une martingale.
De´monstration. Par la formule d’Itoˆ (et le fait que dBxs = dBs, d〈Bx〉s = ds), on a
u(T − t, Bxt )− u(T, x)
=
∫ t
0
−∂u
∂t
(T − s, Bxs ) ds+
∫ t
0
∂u
∂x
(T − s, Bxs ) dBxs +
1
2
∫ t
0
∂2u
∂x2
(T − s, Bxs ) d〈Bx〉s
=
∫ t
0
(
−∂u
∂t
(T − s, Bxs ) +
1
2
∂2u
∂x2
(T − s, Bxs )
)
ds+
∫ t
0
∂u
∂x
(T − s, Bxs ) dBs
=
∫ t
0
∂u
∂x
(T − s, Bxs ) dBs,
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car u satisfait l’e´quation (13) (on oublie ici de ve´rifier la condition technique permettant d’ap-
pliquer la formule d’Itoˆ !). Le processus (u(T − t, Bxt ), t ∈ [0, T ]) est “donc” une martingale.
¤
Proposition 2.8.3. Soit u la solution de l’e´quation (13). Pour tout (T, x) ∈ R+ × R, on a
u(T, x) = E(u0(BxT )). (14)
De´monstration. Par le lemme pre´ce´dent et la condition initiale dans (13), on trouve que
u(T, x) = E(u(T,Bx0 )) = E(u(0, BxT )) = E(u0(BxT )).
¤
Remarque 2.8.4. - Le re´sultat ci-dessus nous donne donc une repre´sentation probabiliste
de la solution de l’e´quation de la chaleur (13). Noter qu’on peut le reformuler de manie`re
plus “classique” :
u(T, x) =
∫
R
u0(y) fT (y − x) dy,
ou` fT est la densite´ de la loi N (0, T ). La fonction KT (x, y) = fT (y−x) est e´galement appele´e
“noyau de Green de l’e´quation de la chaleur” en analyse.
- Remarquer qu’il est possible de montrer dans l’autre sens (mais c’est beaucoup plus long)
que la fonction u de´finie par (14) est solution de l’e´quation (13).
B) Soit (Bt, t ∈ R+) un mouvement brownien standard. On de´finit (Bt0,x0t , t ∈ [t0,∞[ ) le
mouvement brownien partant au temps t0 ≥ 0 du point x0 ∈ R par
Bt0,x0t = Bt −Bt0 + x0, t ≥ t0.
Re´sultat d’analyse (e´quation de la chaleur re´trograde)
Soient T > 0 et h ∈ C(R). Il existe alors une “unique” fonction u ∈ C1,2([0, T ] × R) qui
ve´rifie 

∂u
∂t
(t, x) +
1
2
∂2u
∂x2
(t, x) = 0, ∀(t, x) ∈ [0, T ]× R,
“u(T, x) = h(x)′′, ∀x ∈ R.
(15)
Lemme 2.8.5. Soit u la solution de l’e´quation (15). Pour tout (t0, x0) ∈ [0, T ] × R fixe´, le
processus (u(t, Bt0,x0t ), t ∈ [t0, T ]) est une martingale.
De´monstration. Par la formule d’Itoˆ (utilise´e sur l’intervalle de temps [t0, t]), on a
u(t, Bt0,x0t )− u(t0, x0) =
∫ t
t0
∂u
∂t
(s, Bt0,x0s ) ds+
∫ t
t0
∂u
∂x
(s, Bt0,x0s ) dB
t0,x0
s +
1
2
∫ t
t0
∂2u
∂x2
(s, Bt0,x0s ) ds
=
∫ t
t0
∂u
∂x
(s, Bt0,x0s ) dBs,
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car u satisfait l’e´quation (15). Le processus (u(t, Bt0,x0t ), t ∈ [t0, T ]) est “donc” une martin-
gale. ¤
Proposition 2.8.6. Soit u la solution de l’e´quation (15). Pour tout (t0, x0) ∈ [0, T ]×R, on
a
u(t0, x0) = E(h(Bt0,x0T )).
De´monstration. Par le lemme pre´ce´dent et la condition terminale dans (15), on trouve que
u(t0, x0) = E(u(t0, Bt0,x0t0 )) = E(u(T,B
t0,x0
t )) = E(h(B
t0,x0
T )).
¤
2.8.2 Lien EDS ↔ EDP paraboliques (formule de Feynman-Kac)
Soient t0 ∈ R+, x0 ∈ R, (Bt, t ∈ R+) un mouvement brownien standard et f, g : R+×R → R
deux fonctions conjointement continues en (t, x) et lipschitziennes en x. On pose (X t0,x0t , t ∈
[t0,∞[ ) la solution de l’EDS
dXt = f(t,Xt) dt+ g(t,Xt) dBt et Xt0 = x0. (16)
On suppose de plus qu’il existe une constante K > 0 telle que
|g(t, x)| ≥ K, ∀(t, x) ∈ R+ × R.
Cette dernie`re hypothe`se est l’hypothe`se de “diffusion non-de´ge´ne´re´e” effectue´e a` la section
2.7.
Re´sultat d’analyse (EDP parabolique)
Soient h ∈ C(R) et T > 0. Etant donne´ les hypothe`ses effectue´es ci-dessus sur f et g, il
existe une “unique” fonction u ∈ C1,2([0, T ]× R) qui ve´rifie

∂u
∂t
(t, x) + f(t, x)
∂u
∂x
(t, x) +
1
2
g2(t, x)
∂2u
∂x2
(t, x) = 0, ∀(t, x) ∈ [0, T ]× R,
“u(T, x) = h(x)′′, ∀x ∈ R.
(17)
Lemme 2.8.7. Soit u la solution de l’e´quation (17). Pour tout (t0, x0) ∈ [0, T ] × R fixe´, le
processus (u(t,X t0,x0t ), t ∈ [t0, T ]) est une martingale.
De´monstration. Par la formule d’Itoˆ (utilise´e sur l’intervalle de temps [t0, t]), on a
u(t,X t0,x0t )− u(t0, x0)
=
∫ t
0
∂u
∂t
(s,X t0,x0s ) ds+
∫ t
0
∂u
∂t
(s,X t0,x0s ) dX
t0,x0
s +
1
2
∫ t
0
∂2u
∂x2
(s,X t0,x0s )d〈X t0,x0〉.
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En utilisant le fait que X est solution de (16), on trouve donc que
u(t,X t0,x0t )− u(t0, x0)
=
∫ t
0
(
∂u
∂t
(s,X t0,x0s ) +
∂u
∂x
(s,X t0,x0s ) f(s,X
t0,x0
s ) +
1
2
∂2u
∂x2
(s,X t0,x0s ) g(s,X
t0,x0
s )
2
)
ds
+
∫ t
0
∂u
∂x
(s,X t0x0s ) g(s,X
t0,x0
s ) dBs
=
∫ t
0
∂u
∂x
(s,X t0,x0s ) g(s,X
t0,x0
s ) dBs,
car u satisfait l’e´quation (17). Le processus (u(t,X t0,x0t ), t ∈ [t0, T ]) est “donc” une martin-
gale. ¤
Proposition 2.8.8. (formule de Feynman-Kac)
Soit u la solution de l’e´quation (17). Pour tout (t0, x0) ∈ [0, T ]× R, on a
u(t0, x0) = E(h(X t0,x0T )).
De´monstration. Par le lemme pre´ce´dent et la condition terminale dans (17), on trouve que
u(t0, x0) = E(u(t0, X t0,x0t0 )) = E(u(T,X
t0,X0
T )) = E(h(X
t0,x0
T ))
¤
Remarque 2.8.9. La formule donne´e ci-dessus est l’une des nombreuses versions de la
formule dite de Feynman-Kac (prononcer “Kats”). Une autre version de cette formule est
donne´e en exercice, qui correspond plus a` la formule de Feynman-Kac connue des physiciens.
Proprie´te´ de Markov et processus de diffusion
On donne ici une nouvelle version de la proprie´te´ de Markov e´nonce´e au paragraphe 2.1.4.
A) Soit tout d’abord (Bt0,x0t ) un mouvement brownien partant du point x0 ∈ R au temps
t0 ∈ R+. On ve´rifie que si t ≥ s ≥ 0, alors
Bs,B
0,x
s
t = B
0,x
t , (18)
En effet, on a par de´finition :
Bs,B
0,x
s
t = Bt −Bs +B0,xs = Bt −Bs +Bs −B0 + x = Bt −B0 + x = B0,xt .
La proprie´te´ (18) entraˆıne que
E(h(B0,xt )|FB0,xs ) = E(h(B0,xt )|B0,xs ), ∀h ∈ Cb(R).
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Noter que la proprie´te´ (18) traduit bien la meˆme ide´e que la proprie´te´ de Markov ci-dessus :
le mouvement brownien parti du point x au temps 0 est le meˆme que celui qu’on sait eˆtre
passe´ au point B0,xs au temps s. Ainsi, l’e´volution du mouvement brownien apre`s le temps
s ne de´pend pas de l’histoire du processus avant s (donc en particulier, pas de la valeur x),
mais seulement de la valeur du processus au temps s.
B) Soit maintenant (X t0,x0t ) la solution de l’EDS (16). On peut ve´rifier que pour tout t ≥
s ≥ 0, on a e´galement
Xs,X
0,x
s
t = X
0,x
t ,
ce qui implique que
E(h(X0,xt )|FX0,xs ) = E(h(X0,xt )|X0,xs ), ∀h ∈ Cb(R).
La solution d’une EDS est donc un processus de Markov. On l’appelle e´galement un proces-
sus de diffusion ou plus simplement une diffusion.
Ge´ne´rateur d’une diffusion
A) Diffusion homoge`ne en temps
Soient x ∈ R, (Bt, t ∈ R) un mouvement brownien standard et f, g : R → R lipschitziennes.
On pose X la solution de l’EDS
dXt = f(Xt) dt+ g(Xt) dBt et X0 = x.
Soit A l’ope´rateur line´aire diffe´rentiel de C2(R) dans C(R) de´fini par
Av(x) = f(x) v′(x) +
1
2
g(x)2 v′′(x), v ∈ C2(R).
Alors les proprie´te´s suivantes sont ve´rifie´es (cf. exercices) :
(i) si v′ est borne´e, alors v(Xt)−
∫ t
0
Av(Xs) ds est une martingale,
(ii) lim
t↓0
E
(
1
t
(v(Xt)− v(x))
)
= Av(x),
(iii) lim
t↓0
E
(
1
t
(Xt − x)
)
= f(x) et lim
t↓0
E
(
1
t
(Xt − x)2
)
= g(x)2.
B) Diffusion inhomoge`ne en temps
Soient x ∈ R, (Bt, t ∈ R) un mouvement brownien standard et f, g : R+ × R → R conjoin-
tement continues en (t, x) et lipschitziennes en x. On pose X la solution de l’EDS
dXt = f(t,Xt) dt+ g(t,Xt) dBt et X0 = x.
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Pour t ∈ R+ fixe´, on pose At l’ope´rateur line´aire diffe´rentiel de C2(R) dans C(R) de´fini par
Atv(x) = f(t, x) v
′(x) +
1
2
g(t, x)2 v′′(x), v ∈ C2(R).
Pour u ∈ C1,2(R+ × R), on note encore
Atu(t, x) = f(t, x)
∂u
∂x
(t, x) +
1
2
g(t, x)2
∂2u
∂x2
(t, x).
De la meˆme manie`re que ci-dessus, on montre que si ∂u
∂x
est borne´e, alors
u(t,Xt)−
∫ t
0
(
∂u
∂s
(s,Xs) + Asu(s,Xs)) ds est une martingale.
En particulier, si ∂u
∂t
+ Atu = 0, alors le processus u(t,Xt) est une martingale.
Application : e´valuation d’options europe´ennes
Soient x0 ≥ 0, (Bt, t ∈ R) un mouvement brownien standard et f, g : R+ × R → R conjoin-
tement continues en (t, x) et lipschitziennes en x. Supposons de plus qu’ il existe K1, K2 > 0
telles que
|f(t, x)| ≤ K1 et |g(t, x)| ≥ K2, ∀(t, x) ∈ R+ × R.
On mode´lise l’e´volution du prix d’un actif X par l’EDS
dXt = f(t,Xt) dt+ g(t,Xt) dBt et X0 = x0.
Une option europe´enne d’e´che´ance T > 0 sur l’actif (Xt) est une v.a. donne´e par ZT = h(XT )
pour une certaine fonction h ∈ C(R) (ZT repre´sente la valeur de l’option au temps T ).
Soient (Ft) la filtration a` laquelle le processus X est adapte´ et P˜T la probabilite´ sous laquelle
le processus X est une martingale. Par ce qu’on a vu pre´ce´demment, il existe e´galement un
m.b.s. (B˜t) sous P˜T tel que
dXt = g(t,Xt) dB˜t.
On suppose ici (pour simplifier) que ZT peut s’e´crire comme ZT = Zt +
∫ T
t Hs dXs, ou` H
est une strate´gie d’investissement continue et adapte´e a` (Ft) et Zt est une v.a. positive
Ft-mesurable. De la`, on de´duit que
E˜T (ZT |Ft) = Zt + E˜T
(∫ T
0
Hs dXs −
∫ t
0
Hs dXs
∣∣∣∣Ft
)
= Zt,
car (Xt) est une martingale sour P˜T . Par la proprie´te´ de Markov, on a donc
Zt = E˜T (h(XT )|Ft) = E˜T (h(XT )|Xt) = z(t,Xt),
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ou`
z(t, x) = “E˜T (h(XT )|Xt = x)” = E˜T (h(X t,xT )). (19)
Par ce qu’on vient de voir plus haut sur le lien entre EDS et EDP, ceci signifie que la fonction
z(t, x) est solution de l’e´quation :
∂z
∂t
(t, x) +
1
2
g(t, x)2
∂2z
∂x2
(t, x) = 0. et z(T, x) = h(x) (20)
Au temps t < T , la valeur de l’option Zt est donc donne´e par z(t,Xt), ou` z est solution de
l’e´quation ci-dessus.
Remarque 2.8.10. - Le terme de de´rive f est absent de l’e´quation pour z (de la meˆme
fac¸on que µ est absent de la formule de Black & Scholes plus classique donne´e a` la section
pre´ce´dente).
- Dans le cas particulier ou` f(t, x) = µx, g(t, x) = σx (attention : g(t, 0) = 0, mais c¸a ne
pose pas de proble`me ici), on a
∂z
∂t
(t, x) +
1
2
σ2x2
∂2z
∂x2
(t, x) = 0 et z(T, x) = h(x).
En re´solvant cette e´quation (ou en repartant directement de la formule (19) et en utilisant
l’expression trouve´e pour la solution X t,xT de l’EDS), on trouve donc que
z(t, x) =
∫
R
h(x eσy−
σ2
2
(T−t)) fT−t(y) dy,
ou` fT−t est la densite´ de la loi N (0, T − t).
On peut finalement de´terminer quelle est la strate´gie (Ht) de couverture de l’option, en
utilisant la formule d’Itoˆ pour ZT = z(T,XT ) :
ZT − Zt = z(T,XT )− z(t,Xt)
=
∫ T
t
∂z
∂t
(s,Xs) ds+
∫ T
t
∂z
∂x
(s,Xs) dXs +
1
2
∫ T
t
∂2z
∂x2
(s,Xs) d〈X〉s
=
∫ T
t
∂z
∂x
(s,Xs) dXs,
car d〈X〉s = g(s,Xs)2 ds et z satisfait l’e´quation (20). D’autre part, on sait que
ZT − Zt =
∫ T
t
HsdXs.
En comparant les deux expressions, on trouve finalement que
Hs =
∂z
∂x
(s,Xs).
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2.9 Processus multidimensionnels Cours 13
Donnons tout d’abord une liste de de´finitions.
De´finition 2.9.1. - Un mouvement brownien standard a` n dimensions est une famille (B (1),
. . . , B(n)) de n mouvements browniens standard par rapport a` une meˆme filtration (Ft), sup-
pose´s de plus inde´pendants les uns des autres.
- Une martingale a` n dimensions est une famille (M (1), . . . ,M (n)) de n martingales par rap-
port a` la meˆme filtration (Ft).
- Un processus d’Itoˆ a` n dimensions est une famille (X (1), . . . , X(n)) de n processus d’Itoˆ
adapte´s a` la meˆme filtration (Ft).
Notation : On pose Bt = (B
(1)
t , . . . , B
(n)
t ), Mt = (M
(1)
t , . . . ,M
(n)
t ) et Xt = (X
(1)
t , . . . , X
(n)
t ).
Inte´grale stochastique multidimensionnelle
Soit B = (B(1), . . . , B(m)) un mouvement brownien standard a` m dimensions, adapte´ a` (Ft),
et H = (H(i,j))n,mi,j=1 une famille de processus continus et adapte´s a` (Ft) telle que
E
(∫ t
0
(H(i,j)s )
2 ds
)
<∞, ∀t ∈ R+, i ∈ {1, . . . , n}, j ∈ {1, . . . ,m}.
On de´finit
M
(i)
t =
m∑
j=1
∫ t
0
H(i,j)s dB
(j)
s , i = 1, . . . , n.
et Mt = (M
(1)
t , . . . ,M
(n)
t ). Le processus (Mt) est une martingale continue de carre´ inte´grable
a` n dimensions. On note encore de manie`re plus concise : Mt =
∫ t
0 HsdBs.
Le processus M mode´lise (par exemple) les fluctuations de n actifs M (1), . . . ,M (n) dues
a` m sources ale´atoires inde´pendantes B(1), . . . , B(m). Ceci permet de rendre compte des
corre´lations des actifs :
〈M (i),M (k)〉t =
m∑
j,l=1
〈(H(i,j) ·B(j)), (H(k,l) ·B(l))〉t
=
m∑
j,l=1
∫ t
0
H(i,j)s H
(k,l)
s d〈B(j), B(l)〉s =
m∑
j=1
∫ t
0
H(i,j)s H
(k,j)
s ds,
car 〈B(j), B(l)〉s =
{
s, si i = k,
0, si i 6= k, (B
(i)⊥B(k) si i 6= k).
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Formule d’Itoˆ multidimensionnelle
Soit X = (X (1), . . . , X(n)) un processus d’Itoˆ a` n dimensions et f ∈ C2(Rn) telle que
E

∫ t
0
(
∂f
∂xi
(Xs)
)2
d〈X(i)〉s

 <∞, ∀t ∈ R+, i ∈ {1, . . . , n}.
Alors
f(Xt)− f(X0) =
n∑
i=1
∫ t
0
∂f
∂xi
(Xs) dX
(i)
s +
1
2
n∑
i,k=1
∫ t
0
∂2f
∂xi∂xk
(Xs) d〈X(i), X(k)〉s.
Exemple 2.9.2. Conside´rons le cas n = 2 : on a de´ja` vu cette formule avec X
(1)
t = t,
X
(2)
t = Bt ou X
(1)
t = Vt, X
(2)
t =Mt avec V a` variation borne´e et M martingale.
Exemple 2.9.3. Pour n quelconque et X = B, on a 〈B(i), B(k)〉t =
{
t, si i = k,
0, si i 6= k, donc
f(Bt)− f(B0) =
n∑
i=1
∫ t
0
∂f
∂xi
(Bs) dB
(i)
s +
1
2
∫ t
0
∆f(Bs) ds,
ou` ∆f(x) =
n∑
i=1
∂2f
∂x2i
(x). De la formule ci-dessus, on de´duit que le processus
f(Bt)− f(B0)−
1
2
∫ t
0
∆f(Bs) ds
est une martingale (du moment que la condition E

∫ t
0
(
∂f
∂xi
(Bs)
)2
ds

 <∞ est ve´rifie´e ∀i).
Donc en particulier, si f est harmonique (i.e. ∆f(x) = 0), alors f(Bt) est une martingale.
D’autre part, si f est sous-harmonique (i.e. ∆f(x) ≥ 0), alors f(Bt) est une sous-martingale
(d’ou` l’origine de l’expression contre-intuitive “sous-martingale” pour un processus qui a
tendance a` monter).
EDS multidimensionnelles
Soient x0 ∈ Rn, B un mouvement brownien standard a` m dimensions, f : R+×Rn → Rn une
fonction continue en (t, x) et lipschitzienne en x, i.e.
‖f(t, x)− f(t, y)‖ ≤ K ‖x− y‖, ∀t ∈ R+, x, y ∈ Rn,
et g(1), . . . , g(m) : R+ × Rn → Rn continues en (t, x) et lipschitziennes en x. Alors il existe
une unique solution forte (Xt) a` l’e´quation
dXt = f(t,Xt) dt+
m∑
j=1
g(j)(t,Xt) dB
(j)
t , X0 = x0. (21)
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Rappelons qu’une solution forte est par de´finition un processus continu et adapte´ a` la meˆme
filtration que le mouvement brownien B, qui ve´rifie de plus l’e´quation inte´grale correspondant
a` l’e´quation ci-dessus.
Exemple 2.9.4. Dans le cas ou` n = 2 et m = 1, nous avons de´ja` vu un exemple d’EDS
multidimensionnelle (ex. 3, se´rie 10) :
dXt = −1
2
Xt dt− Yt dBt, X0 = 1,
dYt = −1
2
Yt dt+Xt dBt, Y0 = 0.
Ici f(t, x, y) = (− 1
2
x,−1
2
y) et g(1)(t, x, y) = (−y, x) sont des fonctions line´aires, donc lipschit-
ziennes ; il existe donc une unique solution forte (Xt, Yt) a` l’e´quation ci-dessus (analyse´e dans
l’exercice 3 de la se´rie 10).
Exemple 2.9.5. Conside´rons encore le cas n = 2 et m = 1 :
dXt = Yt dt, X0 = 1,
dYt = −Xt dt+Xt dBt, Y0 = 0.
Cette e´quation, qui paraˆıt simple a` resoudre au premier abord, ne l’est pas tant que c¸a en
re´alite´ !
Exemple 2.9.6. Le mode`le de Black & Scholes a` plusieurs dimensions est le suivant :
dX
(i)
t = µiX
(i)
t dt+
m∑
i=1
σijX
(i)
t dB
(j)
t , X
(i)
0 = x
(i)
0 , i ∈ {1, . . . , n}.
Remarquer que les n e´quations ci-dessus sont de´couple´es (contrairement aux deux exemples
pre´ce´dents), ce qui rend nettement plus facile la recherche de la solution.
EDS multidimensionnelles “line´aires”
Soient x0 ∈ Rn, B un mouvement brownien standard a` m dimensions, A = (aik) une matrice
n× n et Σ = (σij) une matrice n×m. On consie`re l’e´quation
dXt = AXt dt+ Σ dBt, X0 = x0.
Ici, f (i)(t, x) =
∑n
k=1 aikxk et g
(i,j)(t, x) = σij (NB : g
(i,j) est la ie composante du vecteur g(j)).
Pour expliciter la solution de cette e´quation, on a besoin de la solution de l’e´quation ho-
moge`ne. Soit donc (Φt) le processus (de´terministe) a` valeurs dans l’espace des matrices
n× n, solution de
dΦt = AΦt dt, Φ0 = Id,
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ou` Id est la matrice identite´. Suivant la matrice A conside´re´e, le processus Φ peut eˆtre difficile
a` de´terminer. Il s’e´crit toutefois sous la forme synthe´tique
Φt = exp(tA) =
∑
l≥0
(tA)l
l!
.
Remarquer d’autre part que Φt+s = Φt Φs et Φ−t = Φ−1t .
Proposition 2.9.7. La solution X de l’EDS “line´aire” ci-dessus est donne´e par
Xt = Φt x0 +
∫ t
0
Φt−sΣ dBs
De´monstration. Ecrivons Xt = ΦtYt ; on a alors, du fait que Φ est un processus a` variation
borne´e (i.e. chacune des entre´es de la matrice est un processus a` variation borne´e) :
dXt = (dΦt)Yt + Φt dYt + 0 = AΦtYt dt+ Φt dYt
= AXt dt+ Σ dBt.
On en de´duit donc que
dYt = Φ
−1
t Σ dBt, Y0 = x0,
d’ou`
Xt = Φt
(
x0 +
∫ t
0
Φ−1s Σ dBs
)
= Φt x0 +
∫ t
0
Φt−sΣ dBs.
¤
Exemple 2.9.8. Lorsque n = m = 1, l’e´quation ci-dessus devient :
dXt = aXt dt+ σ dBt,
dont la solution est le processus d’Ornstein-Uhlenbeck vu pre´ce´demment.
Exemple 2.9.9. Conside´rons le cas n = 2 et m = 1 :
dXt = Yt dt, X0 = 1,
dYt = −Xt dt+ σ dBt, Y0 = 0.
Ici, A =
(
0 1
−1 0
)
et Σ =
(
0
σ
)
. Formellement, ce syste`me des deux e´quations du premier
ordre peut se re´crire comme une seule e´quation du second ordre :
d2Xt
dt2
= −Xt + σ dBt
dt
,
qui de´crit le mouvement d’un ressort perturbe´ par un bruit blanc.
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Vecteur de de´rive, matrice de diffusion et solution faible
Revenons au cas ge´ne´ral. Le processus X solution forte de l’EDS (21) est appele´ une diffusion
(c’est aussi un processus de Markov). On ve´rifie que :
(i) Le processus M
(i)
t = X
(i)
t −
∫ t
0
f (i)(s,Xs) ds est une martingale pour tout i ∈ {1, . . . , n} ;
le vecteur f(t, x) est appele´ vecteur de de´rive du processus X.
(ii) Du fait que
〈X(i), X(k)〉t = 〈M (i),M (k)〉t =
m∑
j,l=1
∫ t
0
g(i,j)(s,Xs) g
(k,l)(s,Xs) d〈B(j), B(l)〉s
=
∫ t
0
m∑
j=1
g(i,j)(s,Xs) g
(k,j)(s,Xs) ds,
on trouve que le processus
N
(i,k)
t =M
(i)
t M
(k)
t −
∫ t
0
m∑
j=1
g(i,j)(s,Xs) g
(k,j)(s,Xs) ds
est une martingale pour tout i, k ∈ {1, . . . , n}. La matrice G(t, x) de´finie par
G(i,k)(t, x) =
m∑
j=1
g(i,j)(t, x) g(k,j)(t, x)
est appele´ la matrice de diffusion du processus X (noter que G(t, x) = g(t, x) g(t, x)T ).
Finalement, un processus X tel que les processus M (i) et N (i,k) de´finis ci-dessus sont des
martingales pour tout i, k ∈ {1, . . . , n} est appele´ une solution faible de l’EDS (21).
Existence d’une messure martingale
Ci-dessous, on recherche ici des conditions suffisantes sur f et G garantissant l’existence d’une
mesure de probabilite´ P˜T sous laquelle les processus X (1), . . . , X(n) soient simultane´ment des
martingales sur l’intervalle [0, T ].
Remarque 2.9.10. Comme on l’a vu plus haut, l’existence d’une mesure martingale permet
de fixer un prix et une strate´gie de couverture a` des options en mathe´matiques financie`res.
Cette dernie`re affirmation n’est toutefois pas tout a` fait exacte. Pour que cela soit possible, il
faut encore que la mesure martingale soit unique (sinon, on voit bien que le prix et la strate´gie
de couverture de´pendront de la mesure martingale choisie). Nous n’entrerons cependant pas
plus loin dans les de´tails dans ce cours.
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Voici donc les hypothe`ses supple´mentaires a` effectuer sur f etG ; il existeK1, K2 > 0 telles que
(i) ‖f(t, x)‖ ≤ K1, ∀t ∈ R+, x ∈ Rn,
(ii)
n∑
i,k=1
G(i,k)(t, x) ξiξk ≥ K2 ‖ξ‖2, ∀t ∈ R+, x, ξ ∈ Rn.
Si l’hypothe`se (ii) est satisfaite, on dit que la diffusion X est non-de´ge´ne´re´e.
Remarque 2.9.11. Du fait que G(t, x) = g(t, x) g(t, x)T , il est toujours vrai que
n∑
i,k=1
G(i,k)(t, x) ξiξk ≥ 0, ∀t, x, ξ. (22)
L’hypothe`se (ii) assure que pour un point (t, x) donne´, on a de plus l’ine´galite´ stricte :
n∑
i,k=1
G(i,k)(t, x) ξiξk > 0, ∀ξ 6= 0. (23)
Etant donne´ que (22) est ve´rifie´, la condition (23) peut se reformuler de plusieurs manie`res
e´quivalentes :
(a) toutes les valeurs propres de G(t, x) sont positives,
(b) detG(t, x) > 0,
(c) G(t, x) est inversible,
(d) rang G(t, x) = n.
Ceci nous ame`ne a` la remarque suivante : du fait que G(t, x) = g(t, x) g(t, x)T et que g(t, x)
est une matrice n×m, on sait que rang G(t, x) ≤ m ∧ n, donc que
si m < n, alors rang G(t, x) < n, ∀(t, x), (24)
auquel cas l’hypothe`se (ii) ci-dessus ne peut eˆtre satisfaite.
Proposition 2.9.12. Sous les hypothe`ses (i) et (ii) effectue´es ci-dessus, il existe une mesure
martingale P˜T (i.e. une mesure de probabilite´ sous laquelle tous les processus X (1), . . . , X(n)
sont simultane´ment des martingales).
De´monstration. On de´finit les processus et fonctions suivants :
Z
(i)
t =
m∑
j=1
∫ t
0
g(i,j)(s,Xs) dB
(j)
s , i ∈ {1, . . . , n},
h(i)(t, x) =
n∑
k=1
f (k)(x) (G−1)(k,i)(t, x), i ∈ {1, . . . , n},
Mt = −
n∑
i=1
∫ t
0
h(i)(s,Xs) dZ
(i)
s .
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Remarquer que Z(i) est une martingale sous P pour tout i ∈ {1, . . . , n}, de meˆme queM . On
peut ve´rifier que 〈M〉t ≤ Kt, et on de´finit Y et P˜T comme a` la section 2.7. Par le the´ore`me
de Girsanov, on sait donc que pour tout l ∈ {1, . . . , n}, Z (l)t − 〈M,Z(l)〉t est une martingale
sous P˜T . Calculons ce processus :
Mt = −
n∑
i,k=1
m∑
j=1
∫ t
0
f (k)(s,Xs) (G
−1)(k,i)(s,Xs) g
(i,j)(s,Xs) dB
(j)
s
〈M,Z(l)〉t = −
n∑
i,k=1
m∑
j=1
∫ t
0
f (k)(s,Xs) (G
−1)(k,i)(s,Xs) g
(i,j)(s,Xs) g
(l,j)(s,Xs) ds
= −
n∑
i,k=1
∫ t
0
f (k)(s,Xs) (G
−1)(k,i)(s,Xs)G
(i,l)(s,Xs) ds
= −
n∑
k=1
∫ t
0
f (k)(s,Xs) δkl ds = −
∫ t
0
f (l)(s,Xs) ds
Donc
Z
(l)
t − 〈M,Z(l)〉t =
m∑
j=1
∫ t
0
g(i,j)(s,Xs) dB
(j)
s +
∫ t
0
f (l)(s,Xs) ds = X
(l)
t −X(l)0
est une martingale sous P˜T pour tout l ∈ {1, . . . , n} et la proposition est de´montre´e. ¤
Exemple 2.9.13. Appliquons le re´sultat ci-dessus au mode`le de Black & Scholes multimen-
sionnel (cf. exemple 2.9.6). Dans ce cas, la matrice de diffusion G ne de´pend que de x et est
donne´e par
G(i,k)(x) =
m∑
j=1
σijσkj xixk,
La diffusion X est donc non-de´ge´ne´re´e du moment que la matrice G0 donne´e par G
(i,k)
0 =∑m
j=1 σijσkj est de rang n (le fait que rang G(x) soit strictement plus petit que n lorsque
l’une des composantes de x est nulle ne pose pas de proble`me ici, car on peut montrer faci-
lement qu’aucune des composantes de la diffusion X ne touche le point 0 au cours du temps).
Etant donne´ la remarque (24), on voit que rang G0 = n n’est possible que si m ≥ n. On
peut en fait montrer que la condition m ≥ n est ne´cessaire pour l’existence d’une mesure
martingale (et que rang G0 = n est une condition ne´cessaire et suffisante).
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Exemple de lien EDS-EDP dans le cas multidimensionnel Cours 14
Il est possible de ge´ne´raliser tous les re´sultats de la section 2.8 au cas multidimensionnel.
Toutefois, notre but ici est de conside´rer un autre type d’e´quation aux de´rive´es partielles,
dite elliptique (pour le cas unidimensionnel, se re´fe´rer a` l’exercice 3, se´rie 9).
Re´sultat d’analyse (EDP elliptique)
Soient D un domaine ouvert borne´ dans Rn, ∂D sa frontie`re, D = D ∪ ∂D et h ∈ C(∂D).
Alors il existe une unique fonction u ∈ C2(D) ∩ C(D) telle que
{
∆u(x) = 0, ∀x ∈ D,
u(x) = h(x), ∀x ∈ ∂D. (25)
Noter que la solution u est une fonction a` valeurs dans R (et non dans Rn).
Soit (B
x
t ) un mouvement brownien a` n dimensions partant au temps t = 0 du point x ∈ D.
Soit e´galement τ = inf{t > 0 : Bxt 6∈ D}, le premier temps de sortie du domaineD (remarquer
que τ est un temps d’arreˆt et que Bxτ ∈ ∂D).
Proposition 2.9.14. La solution de l’e´quation (25) s’e´crit :
u(x) = E(h(Bxτ )), ∀x ∈ D.
De´monstration. On montre tout d’abord que le processus (u(B
x
t ), t ≥ 0) est une martingale
(unidimensionnelle). En utilisant la formule d’Itoˆ multidimensionnelle, on a pour tout t < τ
(condition qui assure que Bxs ∈ D pour tout s ≤ t) :
u(B
x
t )− u(Bx0) =
n∑
i=1
∫ t
0
∂u
∂xi
(Bxs) dB
x,(i)
s +
1
2
∫ t
0
∆u(Bxs) ds
=
n∑
i=1
∫ t
0
∂u
∂xi
(Bxs) dB
x,(i)
s ,
e´tant donne´ que u satisfait (25). Le processus (u(B
x
t )) est bien une martingale, donc en
appliquant le the´ore`me d’arreˆt (et en laissant passer quelques de´tails), on obtient :
u(x) = E(u(Bx0)) = E(u(Bxτ )) = E(h(Bxτ )),
ou` on a utilise´ la condition de bord de l’e´quation (25) (ce qui est rendu possible par le fait
que Bxτ ∈ ∂D). ¤
83
2.10 Analyse et simulation nume´riques des EDS
Conside´rons l’EDS (unidimensionnelle)
dXt = f(t,Xt) dt+ g(t,Xt) dBt, X0 = x0.
Sous des hypothe`ses ge´ne´rales (p. ex. f, g continues en (t, x) et lipschitziennes en x), on sait
qu’il existe une unique solution forte (Xt) a` une telle e´quation. Pourtant, de`s que f et g sont
un peu complique´es, on ne connaˆıt pas d’expression analytique pour la solution. On com-
prend donc l’inte´reˆt de de´velopper des me´thodes pour simuler nume´riquement la solution de
telles e´quations.
Sche´ma d’Euler
Le sche´ma pre´sente´ ici est l’adaptation au cas ale´atoire du sche´ma d’Euler classique pour les
e´quations diffe´rentielles ordinaires (EDO). Son analyse diffe`re toutefois en plusieurs aspects
(voir plus loin).
Supposons donc qu’il existe une unique solution forte a` l’e´quation ci-dessus (sans quoi la
me´thode nume´rique de´crite ci-dessous est voue´e a` l’e´chec). Pour t > r, on a donc l’e´galite´
Xt = Xr +
∫ t
r
f(s,Xs) ds+
∫ t
r
g(s,Xs) dBs.
En supposant que t est proche de r, on peut utiliser la continuite´ des fonctions s 7→ f(s,Xs)
et g 7→ g(s,Xs) pour approximer la relation ci-dessus par
Xt ' Xr + f(r,Xr) (t− r) + g(r,Xr) (Bt −Br).
(Noter qu’on a choisi a` dessein le point a` gauche de l’intervalle de fac¸on a` approximer
l’inte´grale d’Itoˆ). Soient maintenant T ∈ R+ etN ∈ N fixe´s ; en posant ∆t = TN , t = (n+1)∆t
et r = n∆t, on trouve donc
X(n+1)∆t ' Xn∆t + f(n∆t,Xn∆t)∆t+ g(n∆t,Xn∆t) (B(n+1)∆t −Bn∆t), (26)
ou` B(n+1)∆t−Bn∆t est une v.a. N (0,∆t) inde´pendante de Fn∆t (rappel : (Ft) est la filtration
a` laquelle sont adapte´s les processus (Bt) et (Xt)). De la`, on de´duit le sche´ma nume´rique
suivant :
X
(N)
0 = x0, X
(N)
(n+1)∆t = X
(N)
n∆t + f(n∆t,X
(N)
n∆t)∆t+ g(n∆t,X
(N)
n∆t) ξn+1
√
∆t, 0 ≤ n < N,
ou` (ξn)
N
n=1 est une suite de v.a. i.i.d. ∼ N(0, 1) (de telle sorte a` ce que les v.a. ξn+1
√
∆t et
(B(n+1)∆t −Bn∆t) soient identiquement distribue´es). Ceci de´finit le sche´ma nume´rique X (N)
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aux instants n∆t. Pour de´finir le sche´ma sur l’intevalle [0, T ] tout entier, on “relie les points
entre eux”, i.e. on de´finit pour t ∈ ]n∆t, (n+ 1)∆t[ :
X
(N)
t = X
(N)
n∆t + (t− n∆t) (X (N)(n+1)∆t −X(N)n∆t).
Ainsi, (X
(N)
t , t ∈ [0, T ]) de´finit une suite de processus stochastiques.
Noter que la de´marche ci-dessus est e´quivalente a` celle de´crite au paragraphe 2.1.2 concernant
l’approximation du mouvement brownien par une marche ale´atoire (qui correspond au cas
particulier f ≡ 0 et g ≡ 1).
Remarque 2.10.1. Attention : une erreur courante en analyse nume´rique consiste a` confondre
l’approximation (26) avec le sche´ma nume´rique de´fini une ligne plus bas.
Convergences
Une fois de´fini le sche´ma nume´rique X (N), on peut se demander combien celui-ci est proche
de la solution X. Du fait qu’on a affaire a` des processus ale´atoires, on a le choix entre plu-
sieurs notions de convergence.
A) Convergence en loi
De la meˆme manie`re que dans le cas f ≡ 0 et g ≡ 1 e´tudie´ au paragraphe 2.1.2, on peut
montrer que sous les hypothe`ses effectue´es,
P(X(N)t1 ≤ x1, . . . , X(N)tm ≤ xm) →N→∞ P(Xt1 ≤ x1, . . . , Xtm ≤ xm),
pour tout m ≥ 1, t1, . . . , tm ∈ [0, T ], x1, . . . , xm ∈ R. Ainsi, la suite de processus (X (N))
converge en loi vers X.
Remarque 2.10.2. Pour obtenir la convergence en loi, on peut aussi conside´rer dans le
sche´ma nume´rique une suite de v.a. (ξn)
N
n=1 i.i.d. telles que P(ξn = +1) = P(ξm = −1) = 12 ,
ou n’importe quelle autre suite de v.a. i.i.d. de moyenne nulle et de variance unite´. C¸a n’est
par contre pas vrai pour ce qui va suivre.
Remarque 2.10.3. S’il existe une unique solution faible a` l’e´quation, alors la suite X (N)
de´finie ci-dessus converge e´galement en loi vers la solution faible.
B) Convergence en moyenne
La convergence en loi ne dit rien sur la distance entre les trajectoires du sche´ma nume´rique
et celles de la solution. Pour estimer cette distance, on a besoin de propositions comme celle
qui suit.
85
Proposition 2.10.4. Sous les hypothe`ses effectue´es (et quelques hypothe`ses techniques ad-
ditionnelles), il existe une constante CT > 0 telle que
E( sup
0≤t≤T
|X(N)t −Xt|) ≤
CT√
N
.
Cette proposition est donne´e sans de´monstration. La technique de de´monstration est similaire
a` celle utilise´e pour montrer l’existence et l’unicite´ de la solution de l’e´quation originale (noter
toutefois que les processus approximant la solution sont comple`tement diffe´rents dans les
deux cas ; le sche´ma d’ite´ration de Picard ne permet en aucun cas d’obtenir une estimation
aussi pre´cise que celle donne´e ci-dessus).
Remarque 2.10.5. - A cause du facteur 1√
N
, on dit que le sche´ma d’Euler est d’ordre 1
2
pour les EDS. Remarquer que pour les EDO, le sche´ma d’Euler est par contre d’ordre 1, i.e.
sup
0≤t≤T
|X(N)t −Xt| ≤
CT
N
.
La perte de pre´cision dans le cas ale´atoire vient essentiellement du facteur
√
∆t pre´sent
dans le terme “inte´grale d’Itoˆ” du sche´ma. Nous verrons plus loin comment reme´dier a` ce
proble`me (cf. sche´ma de Milstein).
- La constante CT de´pend des constantes de Lipschitz de f et g et augmente exponentielle-
ment avec T (ce qui est e´galement vrai pour les EDO).
Ge´ne´ralisations et inte´reˆt pratique
- Pour p ≥ 1, on a
E( sup
0≤t≤T
|X(N)t −Xt|p) ≤
CT
Np/2
.
(NB : Ceci ne veut pas dire que l’ordre de convergence est meilleur !)
- Pour des diffusions multidimensionnelles, l’ordre de convergence reste le meˆme (i.e. est
inde´pendant de la dimension de la diffusion).
L’inte´reˆt pratique de la simulation des EDS est le suivant : on a vu qu’il est possible de
repre´senter la solution d’une EDP classique a` l’aide de la solution d’une EDS, au moyen
d’une formule du type :
u(t, x) = E(h(X t,xT )).
Pour simuler nume´riquement la solution d’une EDP dont on ne connaˆıt pas l’expression
analytique, on a donc deux possibilite´s : soit utiliser des me´thodes classiques sans passer
par la formule de repre´sentation ci-dessus ; soit simuler nume´riquement le processus X t,x
jusqu’au temps T , puis approximer l’espe´rance ci-dessus. Pour ce faire, une solution simple
est d’utiliser la loi des grands nombres, i.e. d’approximer l’espe´rance par la moyenne de M
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re´alisations inde´pendantes de la variable ale´atoire (avec M grand) ; ceci implique de re´pe´ter
M fois la simulation du processus X sur l’intervalle [t, T ] !
Il faut e´galement noter que l’approximation de l’espe´rance ci-dessus par une moyenne pose
des proble`mes car la moyenne posse`de elle-meˆme une variance non-ne´gligeable. Pour reme´dier
a` ce proble`me, des techniques dites “de re´duction de variance” sont utilise´es, mais toujours
de manie`re ad hoc.
Malgre´ tout, cette me´thode de simulation des EDP par des processus ale´atoires pre´sente un
certain inte´reˆt, surtout lorsque la dimension de la diffusion (i.e. du vecteur x) est grande,
ce qui arrive fre´quemment en mathe´matiques financie`res (ou` la dimension du vecteur x est
e´gale au nombre d’actifs a` prendre en conside´ration, qui est ge´ne´ralement de l’ordre d’une
dizaine en pratique). Donnons deux raisons pour justifier cet inte´reˆt :
- Les me´thodes classiques (de´terministes) de re´solution des EDP deviennent de plus en plus
difficiles a` mettre en pratique lorsque la dimension spatiale augmente. On peut penser par
exemple a` la me´thode des e´le´ments finis qui fonctionne parfaitement en dimension 2 et 3
(e´tant donne´ qu’elle a e´te´ de´veloppe´e principalement pour la me´canique des fluides), mais
qui devient quasiment impossible a` imple´menter au-dela` de la dimension 3. Par contre, les
sche´mas de simulation des EDS sont faciles a` imple´menter en dimension supe´rieure a` 3.
- L’ordre de convergence des me´thodes de´terministes diminue fortement lorsque la dimen-
sion augmente, alors que celui obtenu avec les me´thodes stochastiques ne de´pend pas de la
dimension, comme de´ja` mentionne´ plus haut.
Sche´ma de Milstein
Ce sche´ma est un raffinement du sche´ma d’Euler ; sa convergence est d’ordre 1.
Repartons de l’e´quation de base. Pour t > r, on a :
Xt = Xr +
∫ t
r
f(s,Xs) ds+
∫ t
r
g(s,Xs) dBs
Si on suppose maintenant que g ∈ C1,2(R+×R), alors on peut de´velopper g(s,Xs) en utilisant
la formule d’Itoˆ :
g(s,Xs) = g(r,Xr) +
∫ s
r
∂g
∂r
(u,Xu) du+
∫ s
r
∂g
∂x
(u,Xu) dXu +
1
2
∫ s
r
∂2g
∂x2
(u,Xu) d〈X〉u
= g(r,Xr) +
∫ s
r
∂g
∂t
(u,Xu) du+
∫ s
r
∂g
∂x
(u,Xu) f(u,Xu) du
+
∫ s
r
∂g
∂x
(u,Xu) g(u,Xu) dBu +
1
2
∫ s
r
∂2g
∂x2
(u,Xu) g(u,Xu)
2 du.
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Ainsi on trouve que
g(s,Xs) = g(r,Xr) +
∫ s
r
∂g
∂x
(u,Xu) g(u,Xu) dBu +
∫ s
r
Hu du,
ou` H est un certain processus continu. On peut donc approximer g(s,Xs) par
g(s,Xs) ' g(r,Xr) + ∂g
∂x
(r,Xr) g(r,Xr) (Bs −Br) +Hr (s− r).
En introduisant cette approximation dans l’e´quation pour X, on trouve :
Xt ' Xr + f(r,Xr) (t− r) + g(r,Xr) (Bt −Br) + ∂g
∂x
(r,Xr) g(r,Xr)
∫ t
r
(Bs −Br) dBs
+Hr
∫ t
r
(s− r) dBr.
Or un calcul rapide montre que
∫ t
r
(Bs −Br) dBs = (Bt −Br)
2 − (t− r)
2
.
et que ∫ t
r
(s− r) dBs ∼ N
(
0,
∫ t
r
(s− r)2 ds = (t− r)
3
3
)
.
Ainsi, le premier terme est d’ordre t− r tandis que le second est d’ordre (t− r)3/2. Si donc
t = (n + 1)∆t et r = n∆t, le second terme sera ne´gligeable par rapport au premier. C’est
pourquoi on ne garde que le premier terme dans l’approximation, qui devient :
Xt ' Xr + f(r,Xr) (t− r) + g(r,Xr) (Bt −Br) + ∂g
∂x
(r,Xr) g(r,Xr)
(Bt −Br)2 − (t− r)
2
.
Ceci nous ame`ne a` de´finir le sche´ma nume´rique suivant :
X
(N)
0 = x0, X
(N)
(n+1)∆t = X
(N)
n∆t + f(n∆t,X
(N)
n∆t)∆t+ g(n∆t,X
(N)
n∆t) ξn+1
√
∆t
+
∂g
∂x
(n∆t,X
(N)
n∆t) g(n∆t,X
(N)
n∆t) (
ξ2n+1 − 1
2
)∆t,
ou` (ξn)
N
n=1 est une suite de v.a. i.i.d. ∼ N(0, 1).
Proposition 2.10.6. Sous beaucoup d’hypothe`ses (principalement f , g et les de´rive´es de g
continues en (t, x) et lipschitziennes en x), on a
E( sup
0≤t≤T
|X(N)t −Xt|) ≤
CT
N
.
Le sche´ma de Milstein est donc un sche´ma d’ordre 1 (mais qui ne´cessite un de´veloppement
de second ordre faisant intervenir la formule d’Itoˆ !).
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2.11 Pour conclure Cours 15
Dans cette section, nous passons en revue un certain nombre de points laisse´s de coˆte´ dans
le cours.
Convergence des martingales
SoitM une martingale continue. On peut se poser la question de savoir sous quelles conditions
Mt converge losque t tend vers l’infini. Il y a plusieurs re´ponses possibles a` cette question.
Voici un exemple de re´ponse.
Proposition 2.11.1. Si
E(sup
t≥0
|Mt|2) <∞, (27)
alors il existe une v.a. M∞ telle que
E(|Mt −M∞|2) →
t→∞ 0, et Mt = E(M∞|Ft). (28)
Remarque 2.11.2. - Le mouvement brownien standard B ne satisfait pas la condition (27).
- La condition plus faible E(supt≥0 |Mt|) < ∞ ne suffit pas a` garantir l’existence d’une v.a.
M∞ telle que E(|Mt −M∞|) →
t→∞ 0 et Mt = E(M∞|Ft).
Seconde version du the´ore`me d’arreˆt
Soient M une martingale continue ve´rifiant (27) et 0 ≤ τ1 ≤ τ2 ≤ ∞ deux temps d’arreˆt.
Alors
E(Mτ2|Fτ1) =Mτ1 . (29)
(Pour la de´monstration, on utilise le fait que Mτ = E(M∞|Fτ ) pour tout temps d’arreˆt τ , ce
qu’il faut bien suˆr de´montrer !)
Remarque 2.11.3. Pour que l’e´galite´ (29) soit ve´rifie´e, on voit donc qu’il est ne´cessaire
d’effectuer une hypothe`se soit sur les temps d’arreˆt τ1 et τ2, soit sur la martingale elle-meˆme
(sans quoi on arrive a` une contradiction avec des martingales du type “quitte ou double”
e´voque´es au chapitre 1).
Martingale arreˆte´e
Proposition 2.11.4. Soient M une martingale continue et τ un temps d’arreˆt. Alors le
processus N de´fini par Nt =Mt∧τ est e´galement une martingale continue.
Ceci se de´montre aise´ment (remarquer qu’apre`s le temps d’arreˆt τ , le processus N est
constant). En particulier, posons τa = inf{t > 0 : |Mt| ≥ a}, avec a > 0 fixe´. On voit
que
E(sup
t≥0
|Mt∧τa |2) ≤ a2 <∞.
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Par la proposition 2.11.1, on obtient donc que
E(Mτ2∧τa |Fτ1) =Mτ1∧τa .
pour tout 0 ≤ τ1 ≤ τ2 ≤ ∞. En choisissant τ1 = 0 et τ2 = ∞, on trouve donc que
E(Mτa) = E(M0), i.e. le the´ore`me d’arreˆt s’applique ici meˆme si le temps d’arreˆt τa n’est pas
borne´ et qu’on ne fait aucune hypothe`se sur M . Cette proprie´te´ a e´te´ utilise´e en particulier
dans l’exercice 3 de la se´rie 9.
Martingale locale
De´finition 2.11.5. Une martingale locale est un processus M tel qu’il existe une suite crois-
sante de temps d’arreˆt 0 ≤ τ1 ≤ . . . ≤ τn ≤ . . . avec τn →
n→∞ ∞ et (Mt∧τn) martingale pour
tout n ≥ 1.
Donc si M est une martingale locale, on ne sait pas a priori que E(|Mt|) < ∞, ni que
E(Mt|Fs) =Ms. Il faut arreˆter le processusM au temps d’arreˆt τn pour retrouver la proprie´te´
de martingale (remarquer qu’on peut toujours se restreindre a` la suite de temps d’arreˆt
τn = inf{t > 0 : |Mt| ≥ n}).
Remarque 2.11.6. - Par la proposition 2.11.4, toute martingale est une martingale locale.
- Re´ciproquement, si M est une martingale locale et E(sup0≤s≤t |Ms|) <∞ pour tout t > 0,
alors M est une martingale (par contre, la condition E(|Mt|) <∞ pour tout t > 0 ne suffit
pas).
Meˆme si la de´finition de martingale locale paraˆıt un peu plus complique´e a` saisir au premier
abord, nous allons voir que cette notion permet de simplifier grandement les e´nonce´s des
the´ore`mes, car on n’a plus beosin d’aucune hypothe`se d’inte´grabilite´ sur M . Dans ce qui va
suivre, on conside`re toujours des martingales locales continues.
Variation quadratique d’une martingale locale continue
De´finition 2.11.7. La variation quadratique d’une martingale locale continueM est l’unique
processus A croissant, continu et adapte´ tel que A0 = 0 et (M
2
t − At) est une martingale
locale continue. On note At = 〈M〉t.
Troisie`me version du the´ore`me de Le´vy
Soit M une martingale locale continue telle que 〈M〉t = t pour tout t > 0. Alors M est un
mouvement brownien standard.
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Inte´grale stochastique
Soient M une martingale locale continue et H un processus continu adapte´. Moyennant
quelques pre´cautions, il est possible de de´finir l’inte´grale stochastique Nt =
∫ t
0 Hs dMs. Le
processus N ainsi de´fini est e´galement une martingale locale continue. Ceci se de´montre en
conside´rant la suite de temps d’arreˆt
τn = inf{t > 0 : |Mt| ≥ n ou
∫ t
0
H2s d〈M〉s ≥ n}.
et en remarquant que le processus (Nt∧τn) est une martingale pour tout n ≥ 1.
Remarque 2.11.8. On n’a plus besoin d’une condition supple´mentaire sur H pour s’assurer
que l’inte´grale stochastique est bien de´finie !
Semi-martingale continue
Une semi-martingale continue est un processus X qui s’e´crit X = M + V , ou` M est une
martingale locale continue et V est un processus continu adapte´ a` variation borne´e tel que
V0 = 0.
Remarque 2.11.9. Attention : le terme “semi-martingale continue” a de´ja` e´te´ utilise´ (abu-
sivement) dans ce cours pour de´signer un processus d’Itoˆ.
Formules d’Itoˆ
Voyons ici deux cas particuliers de la formule d’Itoˆ, ou` l’avantage de conside´rer des martin-
gales locales apparaˆıt clairement.
a) Soient M une martingale locale continue et f ∈ C2(R). Alors
f(Mt)− f(M0) =
∫ t
0
f ′(Ms) dMs +
1
2
∫ t
0
f ′′(Ms) d〈M〉s.
Remarquer que f(M) est une semi-martingale continue, e´tant la somme d’une martingale
locale continue et d’un processus continu adapte´ a` variation borne´e.
b) Soient B un m.b.s. a` n dimensions et f ∈ C2(Rn). Alors
f(Bt)− f(B0) =
n∑
i=1
∫ t
0
∂f
∂xi
(Bs) dB
(i)
s +
1
2
∫ t
0
∆f(Bs) ds.
Remarquer que les deux formules ci-dessus sont valides sans aucune condition d’inte´grabilite´
supple´mentaire !
91
Martingale exponentielle
Proposition 2.11.10. Soit M une martingale locale continue telle que M0 = 0. Alors le
processus Y de´fini par Yt = exp(Mt − 〈M〉t2 ) est une martingale locale continue. Si de plus〈M〉t ≤ Kt pour tout t > 0, alors Y est une martingale.
De´monstration. La premie`re affirmation de´coule de la formule d’Itoˆ (a) ci-dessus. Pour
de´montrer la seconde, posons
Zt = e
2(Mt−〈M〉t).
Par la formule d’Itoˆ, on voit que Z est une martingale locale continue. De plus,
Y 2t = e
2Mt−〈M〉t = Zt e〈M〉t
Soit maintenant (τn) une suite de temps d’arreˆt telle que (Yt∧τn) est une martingale pour
tout n ≥ 1 (cette suite existe car Y est une martingale locale). Alors par l’ine´galite´ de Doob,
on a
E( sup
0≤s≤t
|Ys∧τn|2) ≤ 4E(Y 2t∧τn) ≤ 4E(Zt∧τn eKt) ≤ 4 eKt,
par l’hypothe`se et le fait que E(Zt∧τn) = 1 pour tout n ≥ 1. Donc par l’ine´galite´ de Cauchy-
Schwarz,
E( sup
0≤s≤t
|Ys|)2 ≤ E( sup
0≤s≤t
|Ys|2) = lim
n→∞E( sup0≤s≤t
|Ys∧τn|2) ≤ 4eKt,
d’ou` Y est une martingale par la remarque 2.11.6. ¤
Remarque 2.11.11. On peut montrer que Y est une martingale sous une condition plus
faible, dite de Novikov :
E
(
e
〈M〉t
2
)
<∞, ∀t > 0.
Martingales associe´e au mouvement brownien standard en dimension n
- Pour n ≥ 2, on a
‖Bt‖ − ‖B0‖ =
n∑
i=1
∫ t
0
B(i)s
‖Bs‖
dB(i)s +
1
2
∫ t
0
n− 1
‖Bs‖ ds,
ou` l’inte´grale stochastique du membre de droite est une martingale (on peut meˆme montrer
que c’est un mouvement brownien standard en utilisant la troisie`me version du the´ore`me de
Le´vy cite´e plus haut).
- Pour n = 3, on a
1
‖Bt‖
− 1‖B0‖
=
n∑
i=1
∫ t
0
B(i)s
‖Bs‖3 dB
(i)
s + 0,
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(car ∆( 1‖x‖) = 0 pour x 6= 0). Dans ce cas cependant, l’inte´grale stochastique a` droite n’est
pas une martingale ; c’est seulement une martingale locale.
Noter qu’on a de manie`re plus ge´ne´rale : Mt = log(‖Bt‖) est une martingale locale lorsque
n = 2 et Mt =
1
‖Bt‖n−2
est une martingale locale lorsque n ≥ 3 (malgre´ le fait que E(|Mt|) <
∞ pour tout t > 0 dans ces deux cas).
Remarque 2.11.12. Dans les deux derniers exemples, f n’est pas de´rivable en 0, mais c¸a
n’est pas grave car P(∃t > 0 : Bt = 0) = 0 lorsque n ≥ 2. Pour la dimension n = 1, les choses
changent, comme le montre le paragraphe suivant.
Formule de Tanaka
Soit B un m.b.s. de dimension 1. Par une application na¨ıve de la formule d’Itoˆ, on devrait
alors avoir, au vu de ce qui pre´ce`de :
|Bt| − |B0| =
∫ t
0
sgn(Bs) dBs + 0?
C¸a n’est cependant pas possible, car le the´ore`me de Le´vy implique que l’inte´grale stochas-
tique dans le membre de droite est un m.b.s., tandis que |Bt| n’est clairement pas un m.b.s.
(en particulier parce que ce processus est toujours positif). Le proble`me ici est que f(x) = |x|
n’est pas de´rivable en 0 et que le m.b.s. Bt repasse re´gulie`rement en 0 (alors que c¸a n’est pas
le cas en dimension supe´rieure).
Posons donc
Lt = lim
ε↓0
1
4ε
|{s ∈ [0, t] : |Bs| < ε}|,
ou` |A| est la mesure (de Lesbesgue) de l’ensemble de A. Lt repre´sente en quelque sorte le
temps passe´ par le m.b.s. B au point x = 0 pendant l’intervalle de temps [0, t] (meˆme si on
pourrait penser a priori que ce temps est nul, c¸a n’est pas le cas !). On peut de´montrer alors
la formule e´trange suivante :
|Bt| − |B0| =
∫ t
0
sgn(Bs) dBs +
1
2
Lt.
Une justification “a` la main” de cette formule est que si f(x) = |x|, alors f ′(x) = sgn(x) et
“f ′′(x) = δ0(x)”, ainsi le terme d’Itoˆ devient “ 12
∫ t
0 δ0(Bs) ds”, qui repre´sente bien la moitie´
du temps passe´ par B en x = 0 sur l’intervalle [0, t].
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