In this article, the problem of comparing two independent binomial populations is conSidered. It is shown that the test based on the confidence interval p value of Berger and Boos (1994) often is uniformly more powerful than the standard unconditional test. This test also reqUires less computational time.
INTRODUCTION
The problem of comparing two binomial proportions has been considered for many years.
The most commonly used test is Fisher's Exact Test (Fisher, 1935) , a conditional test. Barnard(1945 Barnard( , 1947 proposed an unconditional test for this problem. Although unconditional tests are usually more powerful than conditional tests, they are computationally much more complex. But recent advances in computing have made unconditional tests practical, and they are beginning to appear in statistical software paCkages such as StatXact 3 for Windows. In this article it is shown that unconditional tests based on the confidence interval p value of Berger and Boos (1994) are often Uniformly more powerful than the standard unconditional tests.
Let X and Y be independent binomial random variables. The sample size for X is m and the success probability is Pl. The sample size for Y is n and the success probability is pz. The binomial probability mass function of X will be denoted by b (x;m,PI) =C;Pl(l-PI)m-x, x=O, ... ,m, where C;: = m!j x!j( m -x)! is the binomial coefficient. Similarly, b(y; n, pz) will denote the binomial probability mass function of Y. The sample space of (X, Y) will be denoted by X = {O, ... , m} X {O, ... , n}. X contains (m + 1)(n + 1) points.
This kind of data is often displayed in a 2 x 2 contingency table as follows. yes no
Population 2 L ----------f ------
In this table, upper case letters denote random variables and lower case letters denote known constants fixed by the sampling scheme. So, t is the total sample size, and R is the observed number of successes. Conditional inference is based on the conditional distribution of X and Y, given the observed marginal R = r = x + y.
Consider the problem of testing
( 1)
Exact tests for this problem will be considered. The sizes of the tests are computed using the exact binomial distributions, not normal or chi-squared approximations. The standard Neyman-Pearson paradigm of restricting consideration to level-a tests and then comparing the powers of these tests will be followed. For a specified error probability a, all tests considered are level-a tests. Tests that are liberal, that sometimes have type-I error probabilities that are greater than a, are not considered. However, the tests do not have sizes exactly equal to the specified a. Because of the discrete nature of this data, equality can (usually) be achieved only with a randomized test. Because randomized tests are not of any practical interest, this article considers only nonrandomized tests.
The analysis in this article is unconditionaL That is, the size and power comparisons are based on the binomial distributions of the model. There is continuing debate as to whether conditional or unconditional calculations are more relevant for these problems. Little (1989) and Greenland (1991) provide good recent summaries of the issues in this debate. The purpose of this article is not to continue this debate. Rather, suffice it to say that this article is relevant to those situations in which the unconditional analysis is appropriate. Barnard (1945 Barnard ( , 1947 first proposed an unconditional test for this problem. Because of the computational difficulty of unconditional tests, they were not widely used until recently. NOw, computing technology makes the use of unconditional tests fea1?ible.
USUAL UNCONDITIONAL TEST
A commonly used unconditional test is the the Z test proposed by Suissa and Shuster (1985) and Haber (1986) . Define the Z-pooled statistic (score statistic) as
where PI = xlm, P2 = yin, and P = (x + y)/(m + n), the pooled estimate of PI = pz = P under H o • Then, the P value for testing (1), using the test statistic Z, is 
This interval is easily computed from the formula
where a = x+y, b = m+n, and F v ,1),.a;2 is the upper 100(,6/2) percentile of an F distribution with v and 'T] degrees of freedom.
The confidence interval P value, based on the statistic Z is defined by
where Rz(x, y) is the same as in the definition of pz. Pc differs from pz in that the supremum is taken over the confidence interval C{3(x, y) rather than over the whole range 0~p~1, and the error probability ,6 is added to the supremum. If,6 = 0, PC is the same as pz. Berger and Boos (1994) 
EXAMPLE
To see the improvement that can be obtained by using pc rather than Pz, consider constructing a level-a test with a = .10 for sample sizes m = 33 and n = 17. 
The p value function is the function that is maximized in calculating PZ and PC. In Figure   1 In Figure 2 , the sample points in X with pz(x, y)~.10 are marked by D's. These are the elements of the level a = .10 rejection region defined by Pz. Because the actual size of this test is only. 0823, not too close to a = .10, it seems possible that some more points, some of the points marked by x's and +'s, for example, might be added to this rejection region and the resulting test could still be level a = .10. The points marked by +'s and x's are the points that satisfy the "convexity" property of Barnard (1947) . It would take a great deal of computation to try each point individually, then try pairs or triples of points, to determine points that could be added. But the use of the confidence interval p value easily identifies some points that can be added.
Consider These confidence limits are shown in Figure 3 . is graphed in Figure 1 with a short dashed line. This probability is less than .10 for all values of p. because this is a level a = .10 test. But this probability is much closer to .10 than the probability of the rejection region for the Suissa and Shuster test defined by pz. The actual size of the Pc test is .0946, the maximum of this function.
CONSISTENCY OF IMPROVEMENT
In the previous section it was shown that. for a = .10 and (m,n) = (33,17), the confidence interval p value defines a uniformly more powerful. level-a test than the usual In 15 out of the 27 cases, the rejection region defined by PZ is a proper subset of the rejection region defined by Pc. So the confidence interval p value defines a uniformly more powerful, level-a test. In another 9 out of the 27 cases, the rejection regions defined by the two p values are exactly the same. In one case, a = .01 and (m, n) = (50,50), neither rejection region contained the other and the power functions of the two tests crossed. In the remaining two cases. a = .01 and (m,n) = (13,7) and (25,25), the rejection region defined by Pc is a proper subset of the rejection region defined by Pz, and PZ defines a Uniformly more powerful test. The power functions for the nine tests with a = .10 are described more fully by Berger (1994) .
Thus, in most cases, the confidence interval p value defines a test that is the same or Uniformly more powerful than the test defined by the usual unconditional p value.
Only infrequently will the test defined by PC be inferior to the test defined by Pz. And in all cases, the computation required for Pc is less than that required for pz.
The reason that the rejection region defined by Pc usually contains the rejection region defined by pz is the following fact. If there is no sample point in X such that a -j3 < pz(x, y) ::; a, then every sample point with pz(x, y) ::; a also satisfies pc(x, y) ::; a.
That is, every sample point in the level-a rejection region defined by pz is also in the level-a rejection region defined by Pc. This fact is true because, if pz(x, y) ::; a, then pz(x, y) ::; a -j3, and, hence,
When j3 is small compared to a, as with the a = .001 recommended by Berger and Boos (1994) that is used in this article, it often happens that there is no sample point with The power comparisons of Haber (1987) and Martin and Silva (1994) (Fisher, 1935 Berger (1994) found that, as with pz and Pc, the confidence interval P value, PCB, usually defined a test that was the same or Uniformly more powerful than the test defined by PB.
In comparing the tests based on the two confidence interval P values, Berger (1994) did not find a clear preference. Usually the power functions of these two tests crossed with one test having higher power for some parameter values and the other having higher power for other parameter values. Usually, the power function defined by PCB was higher on a majority of the parameter space.
In their power comparison of tests for (1), Martin and Silva (1994) (1945, 1947) , and M' is a simplified version of M. Both methods involve construction of a rejection region by adding on~sample point at a time, with a good deal of computation required to determine which point is added next. Martin and Silva report that M' and M require about 10 and 85 times the computation time required by pz or PB, respectively.
But, M and M' do provide some improvement in power. In this article it has been shown that confidence interval Pvalues provide an improvement in power over pz or PB, but with less computation. It remains to be determined if the improvement in power provided by Pc or PCB is comparable to the improvement provided by M' or M.
CONCLUSIONS
Confidence interval p values can improve the power of standard unconditional tests for comparing two binomial populations. They also require less computational effort. Thus, they offer a promising new method for the analysis of 2 x 2 tables.
Similar, but less extensive, comparisons have have been made for two-sided tests.
The results are qualitatively the same. The confidence interval p value often defines a more powerful test than the standard p value.
XUN2X2 is a FORTRAN program that will compute the standard and confidence
interval p values discussed in this article. The program will also perform unconditional tests for multinomial, rather than two independent binomials, 2 x 2 tables.
XUN2X2 may be obtained by sending the one line message "get exact from general" to statlib@lib.stat.cmu.edu.
