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I. INTBODOCTIO» 
At optical frequencies a metal behaves in many respects 
as an electron gas of the conduction electrons, the positive 
ions serving principally to neutralize the system because 
they are too massive to respond to such high frequencies. 
Thus, a convenient first step toward understanding the 
optical properties of a real metal at optical frequencies is 
to study the free-electron gas. This is the system which 
will be considered in this work. 
For metal samples sufficiently thick that a negligible 
amount of light is transmitted, an optical experiment con­
sists of bouncing light off the surface and measuring the 
relative intensity of the reflected light (the reflectance) 
as a function of the frequency. In order to solve Maxwell's 
equations and, hence, describe such an experiment, it is ne­
cessary to know how the current density J(x,t) and electric 
field E(x,t) are related. la general, for a homogeneous, 
isotropic medium* 
sponse function of the medium). In Fourier transform space 
*For a homogeneous, isotropic medium only relative dis­
tances are important and hence the conductivity is a function 
of |x-x'|, not X and x* individually. 
9 (1) 
where ff-(x,t) is the real-space, real-time conductivity (a re-
2 
this conductivity is given by 
w « 
a(g#w) = [d3x exp (iq*x) j dt exp(iu)t) ^(|x|,t) 
The classical model of a metal assumes "free" electrons 
that have a drift velocity given by the solution to 
# 
V = eE(x,t)/m* -v/^ , 
where e is the electronic charge, E(x,t) is the macroscopic 
electric field, ir is the electron life time or mean time be­
tween electron scattering events, and m* is the optical mass 
of the electrons. The use of an effective mass here allows 
for the incorporation of band effects to the extent that the 
curvature of the conduction band at the Fermi velocity can be 
changed from free electron behavior so as to more accurately 
represent actual physical systems. This equation for the 
electron drift velocity is valid only if everywhere in the 
medium the macroscopic electric field does not vary signifi­
cantly over an electron mean free path, the distance an elec^ 
tron moves in a time t. For an applied field of a single 
frequency (d, E(x,t) = EO (x) exp (-iwt) , and v is given by 
V = i (e/m*) EO (X) exp (-io4t)/(fa>+i/r) 
Since current density is charge times velocity times electron 
density, we find in the classical model that J(x,w) and E(x,w) 
are connected by the scalar conductivity, 
cr = iuj2/ {(w+i/r) , 
where cr= (4TrNe2/m*)''' is the "free-electron" plasma frequency 
3 
with N the density of conduction electrons. When, as in this 
example, the current density at each point of the medium is 
dependent only upon the electric field at that point, the re­
sponse functions of the medium are said to be local and the 
spatial dependence of the real-space, real-time conductivity 
reduces to a Dirac delta function. This implies that in 
Fourier transform space the conductivity is independent of 
the wave vector. 
When the electric field varies significantly over an 
electron mean free path, the behavior of electrons at the 
point X can no longer be described by the average or macro­
scopic field at the point x; instead the response of an elec­
tron depends upon the microscopic field at all points since 
its last scattering. In this case the response functions of 
the medium are said to be nonlocal and are necessarily dis­
tance dependent implying that their Fourier transforms are 
dependent upon the wave vectors. 
Until recently it was presumed that the only important 
case where the wave vector dependence of the response func­
tion must be considered in optical studies is the anomalous 
skin effect. This effect was first studied by Reuter and 
Sondheimer (1) and has been explained in terms of the effec­
tiveness concept by Pippard (2). Reuter and Sondheimer stu­
died the problem in detail for light incident normally on a 
metal surface and made predictions about non-normal incidence 
4 
based on their results at normal incidence. 
Recently Kliewer and Fuchs (3) pointed out that for 
light incident non-normally there occur charging effects that 
had been ignored by Renter and Sondheimer. These charging 
effects appear only when the incident light is p-polarized, 
which means the electric field vector is in the plane of in­
cidence. Fig. 1 shows the directions of the p-polarized 
field (denoted 'S ) and the s-polarized field (denoted E ) 
when the incident wave orientation is as indicated. In s 
polarization the electric field vector is perpendicular to 
the plane of incidence and thus always parallel to the sur­
face of the metal. In this direction the medium is transla-
tionally invariant which means that for s polarization the 
divergence of the electric field (induced charge density) is 
zero. The charge fluctuations occurring when the incident 
light is p-polarized are an energy absorption mechanism that 
was not previously considered. 
Defining the absorptance A by 
A =1 - R , 
where R is the reflectance, the results of Fuchs and 
Kliewer*s (H) calculations for the absorptance in an optical 
experiment performed on a semi-infinite electron gas are 
shown in Figs. 2 and 3. The two graphs show three different 
deviations from the classical behavior which is also shown on 
these figures. The first deviation from classical behavior. 
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Fig. 1. Orientation of the semi-infinite metal showing the 
directions of the electric field for p polarization, 
Ep, and for s polarization, I5. The angle of inci­
dence is given by e. 
9 = 75° 
y =10-3 
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Fig. 2. Absorptance for p-polarizeâ light incident at an angle of 750 on a 
metal withf=103/%*, Calculations were made using the Boltzmann, SCF, 
and classical dielectric functions, (These and other dielectric func­
tions will be discussed below.) The difference in the calculations 
for,A1 and K is due to the difference in their Fermi velocities. 
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3, Absorptance for s-polarized light incident at an angle of 75o on a 
metal with T =103/Lip. The curves labled Al and K were obtained using 
the SCF dielectric functions. 
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which occurs in both s and p polarization for frequencies w 
<3x10-2Wpf is the anomalous skin effect. The additional ab­
sorption in p polarization just above the plasma frequency 
has also been discussed by Melnyk and Harrison (5) and 
Forstmann (6). The extra absorption here has been attributed 
to the excitation of bulk plasmons (4-6), collective longitu­
dinal excitations of an electron gas (2). Experimental evi­
dence of the excitation of bulk plasmons in optical experi­
ments has been reported by Yamaguchi (7) and Lindau and 
Nilsson (8). The anomalous behavior just below the plasma 
frequency in p polarization, associated with electron-hole 
pair excitation (4), has not been predicted elsewhere. 
Kliewer and Fuchs used two different approaches to solve 
for the reflectance. In the first approach they used 
Boltzmann's equation to solve for the electron distribution 
function. In order to solve Boltzmann's equation they as­
sumed the electrons were specularly reflected at the surface 
of the metal. Their second approach was a dielectric-
function approach, which also incorporates specular electron 
scattering by appropriately reflecting the macroscopic fields 
across the boundary. Throughout this work specular electron 
reflection will be assumed. 
In the case of specular scattering, all that is needed 
to describe the response of the electrons is the wave vector 
and frequency dependent longitudinal and transverse dielec-
9 
trie functions. With D the displacement, the longitudinal 
dielectric function 6^(g,w) relates the components of D and 
Ê that are parallel to the wave vector q, and the transverse 
dielectric function 6^(SfW) relates the components of D and 
Ê that are perpendicular to the wave vector g. In the 
calculations reported here the nonlocal dielectric functions 
that will be used are the self-consistent-field (SCF) dielec­
tric functions developed by Kliewer and Fuchs (9) - Besides 
being dependent on frequency and wave vector they are func­
tions of electron life time and Fermi velocity. 
The zero wave vector limit of the €w and €% used here is 
the classical dielectric function: 
6 (w) = 1 - «I /(o(co+i/ar) . (2) 
However, real metal effects, not included in the electron gas 
description, that are wave vector independent, such as direct 
interband transitions, can be incorporated into the theory as 
discussed in Ref. (3) . Throughout this work all numerical 
calculations involving the classical dielectric function have 
been done using e(w) of Eg. (2) . However, €(<*>) can be inter­
preted as any local dielectric function. 
In principle, when one does an optical experiment, it is 
possible to obtain the surface impedance, but not the nonlo­
cal dielectric functions. This is because the surface imped­
ance is a "wave vector average" of the dielectric functions. 
An example in the present context is p polarization for 
10 
which the surface impedance is given by (3) * 
«e 
2iwc rdg^ f g^ 1 
^ g2 [ co^e^-g2c2 w2€u j 
where c is the speed of light and g% and g^ are the compo­
nents of the wave vector g. The z direction is taken to be 
into the metal and the x direction is in the plane of inci­
dence as shown in Fig. 1, Because of this "wave vector 
average", it is somewhat difficult to determine how a partic­
ular effect causes structure in an absorptance versus fre-
guency plot. From a theoretical standpoint the problem is 
similar in that the dielectric functions are so complicated 
that the integrand of Eg. (3) cannot be separated into parts 
associated with the various physical processes of interest 
such as screening and the excitation of electron-hole pairs 
and bulk plasmons. 
A possible reason that charging effects were ignored for 
so long is that for freguencies up to the plasma freguency 
an electron gas has the property that the electrons redis­
tribute so as to attempt to cancel, or screen, any longitudi­
nal fields (10). For low freguencies, U>«W^, this occurs 
over a distance $, the Fermi-Thomas screening distance, given 
by f where Vp is the Fermi velocity. This dis­
tance, of the order of an angstrom, is smaller than the 
iThe definition of is that of Kliewer and Fuchs, 
namely, Ex(0+)/Hy(0+) which differs by a factor of (W/c) 
from the normal definition of the surface impedance. 
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interatomic spacing of a metal, smaller than the distance 
over which the work function of a metal builds up (11), and 
small on the scale of the roughness of a metal surface (12) . 
This would suggest that longitudinal effects occur over such 
small distances that a description in terms of infinite-
medium dielectric functions would be totally inapplicable. 
Also, the Fermi-Thomas screening distance is so small that it 
is hard it see how a macroscopically measurable absorption 
could occur in such a small distance. Thus one might guess 
that longitudinal effects are not important. 
In this work it will be shown that the interesting lon­
gitudinal effects occur over distances much larger than the 
Fermi-Thomas screening distance, that is, distances such that 
a description of the medium in terms of dielectric functions 
is justified. 
Besides bulk plasmons there is another collective exci­
tation of an electron gas, the surface plasmon. It is a 
collective electronic excitation occurring near the surface 
of a metal. It differs from a volume or bulk plasmon in that 
the fields created by the electrons decay as the distance 
from the surface increases rather than being distributed es­
sentially uniformly throughout the medium. Surface plasmons 
involve both transverse and longitudinal fields and their de­
scription is closely related to the p-polarized optical prob­
lem. 
The theoretical treatments of the optical problem and 
the surface plasmon are similar because for both problems 
boundary conditions are satisfied by matching the surface im­
pedance, given by Eg. (3), with the surface impedance of the 
fields outside the metal. For the optical problem this de­
termines the reflectance. A surface plasmon has only a 
damped field outside instead of an incident and reflected 
field. The field outside is created by the medium in the 
sense that the only sources in Maxwell's eguations are the 
currents and charges of the medium- This means that the wave 
vector parallel to the surface is no longer fixed by physical 
conditions as it is in an optical experiment. Thus matching 
boundary conditions for a surface plasmon yields a dispersion 
relation which specifies the complex surface plasmon frequen­
cy as a function of the wave vector parallel to the surface. 
The frequency is complex, implying a finite lifetime, because 
a surface plasmon can decay into other modes of excitation or 
can be degraded by electron scattering. 
Surface plasmons are not ordinarily excited in optical 
experiments because for an optical experiment at frequency to 
the wave vector parallel to the surface is less than W/c, 
whereas for surface plasmons the wave vector parallel to the 
surface is greater than w/c.* 
1Surface plasmons can be observed in metals if there is 
a way of making the wave vector parallel to the surface 
greater that w/c (13). One way this can be done is to have a 
material of high index of refraction next to the surface of 
the metal (14) . 
13 
In Chapter II the electric fields for an optical experi­
ment and a surface plasmon are separated into longitudinal 
and transverse parts. For the transverse field, nonlocal ef­
fects are shown to be important only in the traditional anom­
alous skin effect region. As an example of the anomalous 
skin effect, the transverse electric field is studied in de­
tail for w=3x10-3«J|,. The particular separation of the fields 
that is developed in this chapter allows the angular depen­
dence of the longitudinal fields to be factored out. 
The longitudinal effects in an optical experiment are 
studied in Chapter III by calculating the induced charge den­
sity, The induced charge density was chosen rather than the 
longitudinal fields because it is numerically easier to cal­
culate. The induced charge density is also an important 
quantity in the study of optical experiments with diffusely 
scattered electrons and thus is of interest for comparison 
purposes. 
The charging effects for surface plasmons are studied in 
Chapter IV. 
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II. FIELDS 
In the Appendix it is shown that the Fourier transform of 
the real-space electric field for both an optical experiment 
and the surface plasmon is given by* 
2it»>c2 (1-^q*) zxB® 2icqg*zxBO 
— g2c2 W6i. 
where r is a unit vector in the r direction and BO is the 
magnetic induction at the surface. 
The first term of E(q,w), which includes érr is trans­
verse in. the sense that its dot product with q is zero. The 
real-space field arising from this term is solenoidal, i.e., 
it has zero divergence. The second term of E(q, which 
includes 6^, is longitudinal in the sense that its cross 
product with q is zero. Hence, the real-space field 
arising from this term is irrotational, i.e., it has zero 
curl. Breaking the field into these^ two parts, however, is 
not very meaningful physically as will be shown now. 
lAll the fields, both in real space and Fourier transform 
space, include a factor exp(iq,x-iwt) that will be implicitly 
assumed everywhere but, for brevity, will not be written. The 
factor exp(iq*x) appears because of the translational 
invariance of the system in the x direction. 
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a. Division of Fields into Longitudinal and Transverse Parts 
The difficulty in using the separation of Eg. (4) can be 
seen by considering the local case and p polarization where 
the real-space field arising from the term with 6^, , is 
= BO (XQ^* - zQx) exp(iZ0j)/&6(W) - â. , (5) 
and the real-space field arising from the term with , 
is 
= * ' 
where 
^ = BOQx (ix-z)exp {-Q*Z) , 
Q4 =^ jl26(w)-Q2 r (6) 
and we have used dimensionless notation as follows: 
Si = w/Wp , 
Qx ~ » 
and, for use below, 
0% - 5^ c/tOp f 
Q2 = Q2 + Q| , 
t = (rwp) , 
and 
V = Vp/C . 
In an optical experiment, Qx=;isin0. The value of Q% for a 
surface plasmon is discussed in Chapter IV. Note that oc is 
a nonoscillatory function in the z direction which drops out 
of the total field Ei, + Ei. . ck is the function for which both 
16 
V*«c=0 and 9xÂ=0 and whose x dependence is exp(iO%Z). 
A better division of the fields is one that avoids this 
extra function. This can be done in Eg. (4) by subtracting 
2ic q c*zxBO 
w&(w) 
from the first term and adding the same quantity to the second 
term. Adding and subtracting this same term in the expres­
sions for the nonlocal field components yields the following 
expressions for the real-space fields for p polarization: 
a) x-direction transverse field, , 
oo 
2iSlB0 r cos(Q,Z) f Q| 7 
J Q2 ^2^^ - Q2 JL2 e(W) J 
b) z-direction transverse field, Ep^^ , 
OO 
2B0aQ r Q»sin(0 Z) r 1  ^ 1 
2 = — I dQ^ } f , (8) 
/ - Q2 si^eM J 
c) x-direction longitudinal field, , 
OO 
Elx 
2iB0Q2 r cos(Q^z) r 1 1 ") 
—— \j-~ - — ^ . (91 
d) z-direction longitudinal field, E^^, 
eo 
2B0Qy f Q^sin(Q^Z) Ç 1 ^ 1 
siti J Q2 I €u eM 
o 
That this manipulation involves the same nonoscillatory 
function oc in the nonlocal case as in the local case, can 
be seen by considering the integrals to be contour integrals 
around the singularities in the complex plane. The non-
17 
oscillatory function, % , comes from the poles of the l/Qz 
factor of the integrands. These poles are at Q^=±iQ*» and 
lie on the imaginary axis and thus give pure exponential decay 
according to the residue theorem, at Qj=±iQ)c, Q is zero and 
so Ct and are equal to t(w) which makes the same subtrac­
tion work for the local and nonlocal cases. 
The fields that result after this manipulation are the 
natural transverse and longitudinal fields where these terms 
are taken to mean that the fields are solenoidal and 
irrotational respectively, when the real-space fields can be 
represented by a single complex exponential, as in the 
classical case, then this definition is the same as the 
traditional one which says that the complex Q is perpendicu­
lar to F. 
The s polarization field IR depends only on and, of 
course, is solenoidal. It is the y component of Eg. (ft) and 
in real space is given by (3) 
/CO 
COS (Q^Z) 
3Q 
^ - 0= 
Similar expressions for the magnetic fields can be developed. 
However, the magnetic fields are always solenoidal and contain 
no information not found in the transverse electric field. 
Numerical calculations of the transverse fields for both 
optical experiments and surface plasmons showed that they are 
adequately described (four significant figures or better) by 
18 
the classical theory except in the ordinary anomalous skin ef­
fect region. 
For p polarization the classical fields are given by Eg. 
(5) with oc=0. The branch cut of the square root of Eg. (6) 
must be taken along the positive real axis for the fields to 
be damped in the metal. This is particularly important for 
surface plasmons when because then (w) is below 
the real axis and, if the branch cut was taken along the nega­
tive real axis, would have a negative imaginary part which 
would make the fields grow into the metal instead of decay. 
This and related effects for the surface plasmon problem are 
discussed in Chapter IV. 
In order to compare the local and nonlocal transverse 
fields, BO was assumed to be the same in both cases. Anoth­
er way the comparison could be made is to assume that the 
incident electric field is the same in both cases. To see 
how these two assumptions are related, we need to know how 
is related to the incident field. In the case of p polariza­
tion, BO has only a y component BO which, according to the 
definition of the surface impedance, is given by 
BO = EO, (Z=0-)/Z* , 
where EO^ (Z=0-) is the total field in the x direction at Z=0-. 
In terms of the incident field, Ep, 
EO^(Z=0-) = EpCos»(1 + a^/a^) , 
where a^^/a^, the ratio of the reflected field to the incident 
19 
field, is given by (3) 
a^/ay = - (cose - Z^)/(cosô + Z^) , 
from which 
BO = 2coseEp/(Zf + cose) . (11) 
Note that BO is a function of which means that, in general, 
it is not the same in the local and nonlocal cases. 
In comparing the classical and nonlocal fields it is use­
ful to distinguish between two possible types of differences. 
The simplest difference is a scale factor, in which case the 
nonlocal field is merely the classical field multiplied by 
some complex number. If this were the situation, both the 
classical and nonlocal fields would be given by the classical 
formulas, but with different values of BO. To see if the non­
local field merely differs by a scale factor from the 
classical field, consider that one way of calculating the en­
ergy absorbed in a metal is to calculate the dot product of J 
and E both of which are proportional to 3°. If the difference 
of the fields of the two cases were merely a scale factor, the 
fractional change in the absorption should be 
\B0 + A%p|2/|B0|2 
where ABO is the change in 8°. Numerical calculations of B*, 
showed the nonlocal value in the theory of Fuchs and Kliewer 
differed by no more than 3% from the classical value. Howev­
er, Fig. 2 shows that the additional absorption can be as much 
as 50%. Thus we can conclude that we have a much more signif-
20 
leant change than just a scale factor. 
Clearly, a difference more significant than a scale fac­
tor is one where the structure of the fields changes. This 
case produces additional absorption by changing the dot pro­
duct of J and E through the relative phases of J and E. In 
looking for structural changes it is convenient to choose 
BO=i. This does not reduce the generality since, if the sur­
face impedance is known. Eg. (11) can be used to find the 
proper incident Ep to make 8° equal to 1. This scheme affords 
a convenient comparison between the local and nonlocal results 
because of the relative insensitivity of BO to the case con­
sidered. 
By inspection of Egs. (7) and (8) we see that the trans­
verse fields will show nonlocal effects only if differs 
from 6 (W) when This is because when Q2/5l2»|£^| 
the denominator in the first term of the integrals becomes ef­
fectively 1/Q*. For the classical dielectric function, which 
is given in Eg. (2), and for ^  =0, Q2/R.2<|^^) | defines a 
region to the left of the dotted line on Fig. 4. 
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Fig. 4. A sketch of frequency versus wave vector Q showing 
regions of local and nonlocal contributions to the 
transverse integrals and regions of local and nonlo­
cal dielectric functions. 
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This curve was drawn by noting That £(fc>) =1 for large t), 
^(v>=6}p)=0, and 6.(c«>)«c1/cd2 for small w, all of which are gener­
al properties of a local dielectric function of an electron 
gas when damping is ignored.i A nonlocal dielectric function 
possess these properties strictly only at Q=0. However, the 
transverse dielectric function has no poles for real Q and 
and approaches 1 for large Q. Thus it should also contribute 
nonlocally to Eqs. (7) and (8) only in the region to the left 
of the dotted line on Fig. 4. 
Any dielectric function will be local if&>>Q since the 
motion of an electron cannot be important if the distance it 
moves during an oscillation of the field is much less than the 
distance over which the field varies. That is, nonlocal ef­
fects are not important if the electron moves a negligible 
distance on the scale of field variation during one cycle. 
Expressed in mathematical terms this says that the response 
will be local if A»2uvp /w where X is the wave length of the 
applied field. In dimensionless units this becomes Xi»2irVQ. 
The region above the solid line on Fig. 4 is defined by 
jl>2irVQ. The shaded area shows where both conditions neces­
sary for a nonlocal effect are satisfied. We are thus led to 
conclude that for transverse fields the only important nonlo­
cal effect is the traditional anomalous skin effect as men­
tioned above. 
iln this discussion the inclusion of local interband ef­
fects only shifts the plasma frequency. 
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B. Interpretation of the Traditional Anomalous Skin Effect 
In the anomalous skin effect region one needs only to 
study the normal incidence optical problem to understand the 
physics. This can easily be seen in the classical s polariza­
tion surface impedance Z| (cl) given by (3) 
Zj(cl) = {cosze - 1/A(5t+ i>^) }-'/»• , 
which, for iU and less than 0.01, does not depend signifi­
cantly on & and thus becomes 
Z| (cl) ^  i {ft.(a+i<) }*'* . 
Calculations of the nonlocal surface impedance at 75° also 
agreed to four significant figures with the normal incidence 
values for JL and % less that 0.01. The point is that the ef­
fective is much larger than (as will be seen in subse-
guent calculations) and thus inside the metal the field 
travels essentially perpendicular to the surface independent 
of the angle of incidence. Therefore, for simplicity, the 
following study of the structure of the transverse fields in 
the anomalous skin effect region will be done at normal inci­
dence. 
A detailed examination of the field of the anomalous skin 
effect was made for=3x10-3, the frequency where the differ­
ence between the classical and nonlocal absorption is a maxi­
mum. The classical transverse field (cl) is^ 
*^In all calculations unless otherwise stated V=2.83x10-3 
corresponding to potassium and% = 10-3, typical value for a 
reasonably pure metal. 
2H 
E^^(cl) = (0.u93-i3.04) x10-3exp(i0.156Z-0.961Z) , (12) 
and the nonlocal transverse field, , becomes 
ET» ^  (0.522-i2.92)x10-3exp(i0.111Z-0.925Z) 
+ (G(Z) -i1.04)x10-*exp(iF(Z)Z -0.678Z) , (13) 
where 
{1.3 Z > 0.6 
1.0 Z < 0.6 , 
and F(Z) decreases from 2.0 to 1.2 as Z increases from 0 to 5. 
The first term of is the contribution due to the pole in 
the complex plane at In the classical case this 
pole is the only singularity that contributes to the field. A 
calculation of the dielectric function dependent integral ex­
pressions for the currents, showed that they have the same 
denominators as the electric field expressions. Hence this 
pole also contributes a term of the same wave vector to the 
current. This suggests that the first term of E^j^ is a local 
contribution, since one term of the current can be obtained by 
just multiplying this part of the electric field by a con­
stant. The first term of E^^^ is not identical to the 
classical field but exhibits the same features; in particular 
both the local term of E^^ and E^*(cl) are highly damped (that 
is they do not oscillate significantly) and both decay at ap­
proximately the same rate (ImQ^. 9) . The local term of E^* 
should not be identical to the classical field because the 
pole occurs where is large enough that €T is not equal to 
€(w): 
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The existence of a local term in the nonlocal problem can 
be understood by realizing, as Pippard (2) pointed out, that 
the more time an electron spends within the skin depth of the 
surface the more likely it will absorb additional energy by a 
nonlocal mechanism. The point is that no electron loses 
ability to absorb energy in going from a classical to a nonlo­
cal description, but some electrons are able to absorb addi­
tional energy. Hence, in a nonlocal theory all electrons will 
absorb at least as much energy as they did in the classical 
case. Pippard»s effectiveness idea then involves discovering 
which electrons are particularly effective in absorbing energy 
nonlocally. 
The second term of Eg. (13), the nonlocal term of , 
was calculated by first numerically evaluating the strength 
of the pole at using the residue theorem to obtain 
the local term, and subtracting this result from the total 
numerical integration of Eq. (7). Fig. 5 shows the natural 
logarithm of the magnitude of the nonlocal term. Between Z=1 
and 6 the calculated points lie on a straight line indicating 
essentially pure exponential decay of the field. The field 
of the nonlocal term of E.^, was found to penetrate to a dis-
O 
tance of approximately 490 ft and the field of •'•he local term 
of E^jj was found to penetrate to a distance of approximately 
o 
680 a.i For Z>6 the points begin to curve up from the 
^Penetration distance is being taken as that point where 
the amplitude of a wave is 1/e of its value at the surface. 
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O CALCULATED POINTS 
I  2 3 4 5 6 7 8 9  1 0  
DISTANCE IN UNITS (C/wp) 
Fig. 5. Magnitude of the nonlocal term of the nonlocal 
fields in the anomalous skin effect region, with % 
=3x10-3. Points marked ® are the calculated values. 
The straight line shows a fit to a pure exponential 
decay. The discrepancy at large distance shows the 
beginning of asymptotic behavior. 
27 
straight line as fhey must to reach the asymptotic form of 
exp(-Z/2.83)/Z2 obtained by Renter and Sondheimer (1). 
Fig. 6 shows the real and imaginary parts ot the nonlocal 
term of This part of the field oscillates with distance 
which is distinctly different from the classical fields which 
are highly damped. The range of F(Z) was obtained by compar­
ing the curvature observed on Fig. 6 with sin(QZ). The wave 
vectors thus obtained (2.0-1.2) correspond to values of Q 
where Img^, reaches a peak as is shown on Fig 7. G (Z) causes 
the real part of the nonlocal term to be flattened near Z=0 as 
is shown on Fig. 6. This flattening is in contrast to the 
dotted line on Fig. 6 which shows how the nonlocal term would 
look if G(Z) were 1.3 for small Z. This flattening causes the 
nonlocal term to change by exactly the difference between lo­
cal term and the classical result. That is, the unflattened 
nonlocal term and the classical field add up to give the total 
nonlocal field for small Z. This suggests that the separation 
of into local and nonlocal terms is not completely 
meaningful since the pole which yields the local term within 
the nonlocal result is actually in the nonlocal realm. Howev­
er, the separation is illuminating in that it indicates a 
marked difference between the two types of terms. 
Trying to perform the separation by subtracting the 
classical result from the total nonlocal field yields a nonlo­
cal term that does not decay smoothly, i.e., its dependence 
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A = 3% 10-3 
Vp/C = 2.83xl0-3 
Re(E) 
Im(E) 
3 4 5 6 7 8 
DISTANCE IN UNITS (C/wp) 
Fig. 6. Nonlocal term of the nonlocal field in the anomalous 
skin effect. Both real and imaginary parts show os­
cillatory behavior instead of nonoscillatory decay. 
Dotted curve shows effect of using G(Z)=1 for all 
distances. 
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Û = 3x!0'^ 
Vp/C = 2.83x10 
r = 10'^ 
8.0 
7.0 
6.0 
5.0 
4.0 
3.0 
2.0 
4 XIO 
1.0 
2.0 4.0 6.0 
Q 
Fig. 7. ImS? as a function of wave vector. The curve shows 
the peak of Imfir at Q«2 that is responsible for 
determining the character of the nonlocal field of 
the anomalous skin effect. 
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with distance is erratic, suggesting a lack of real physical 
content. 
Since the anomalous skin effect increases the absorption 
over the classical case, it is obvious that the electrons are 
absorbing energy in a more efficient way than they do classi­
cally. Any change in the interaction of the electrons with 
the field changes the dielectric function and thus the field 
itself. We have already observed a change in the fields, so 
the question is, can we correlate this change of the fields 
with a change in the response of the electrons to the field? 
The interaction of the electrons with the fields of Eg. 
(13) can be calculated by a procedure developed by Holstein 
(15). An electron of infinite life time in a time varing 
electric field absorbs an energy given by 
= (1/2m) I J'dtF(t)(2 . (14) 
where F(t) is the force on the electron or eE{x(t),t} with 
x(t) the position of the electron as a function of time. 
Assuming that only electrons at the Fermi level absorb signif­
icantly (Holstein does not make this assumption) and that 
their change in velocity is small, the force an electron feels 
as function of time is 
F(t) = eEOexp (iq^Vp tsin^) , 
when the electric field can be described by a single complex 
wave vector q^. ^ is the angle between the surface and the 
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direction of travel of an electron. The absorption per unit 
surface area & (^) for all electrons moving in the direction 
specified by the angle ^  is times the flux of electrons per 
unit surface area. Upon doing the integration A(^) becomes 
V2IQa I2sinrf cosf 
JL , (15) 
(10% I 272 - J12}2 + ImQ$} 2 
where is the 2 component of the dimensionless electron 
velocity or Vp sin^/c. The cos^ factor of this expression for 
the absorption comes from the fact that the number of elec­
trons moving toward the surface at the angle ^ is the density 
of electrons times the total solid angle at In this case, 
since ^  is measured from the surface, the total solid angle is 
2Trcos^d(^(. The sin^ factor comes from the fact that electrons 
coming from small angles project onto a large portion of the 
surface and thus are less important when the energy flux is 
considered. 
Fig. 8 shows A (^) for both the local and nonlocal terms 
of E^x (the nonlocal term was calculated with EeQ^=1.4). The 
nonlocal term gives additional absorption centered at 430. 
This angle can be calculated by requiring that be the same 
as the phase velocity of the electric field (Sl/ReQ^) - This is 
the surf-riding condition. This occurs when an electron 
travels such as to stay in phase with the field and thus is 
able continuously to absorb energy (2). Depending upon the 
distance. Fig. 6 implies ReQ^= 2.0-1.2, not just 1.4. This 
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A (<^) LOCAL 
A (^)/SIN(2^) LOCAL 
A (<f>) NONLOCAL 
•A (<^)/SIN(2<#>) NONLOCAL 
A (<#>)/SIN(2^) y 5^0 
Û = 3xl0"^ 
r= I0"3 
0 10 20 30 40 50 60 70 80 90 
ANGLE FROM SURFACE 
Fig. 8. Energy absorption profiles as a function of angle 
for the anomalous skin effect. The curves for A(#) 
show differences between the local and nonlocal ab­
sorption for the total electron flux for %=0. The 
curves for a (^)/sin(2^) show the differences between 
the local and nonlocal absorption of a single elec­
tron at all angles for %=0 and for small angles for% 
fo. 
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spread in PeQ^ corresponds to surf-riding angles of 50O to 
30°. Without the sin^cos^ factor. Eg. (15) expresses how ef­
fectively an individual electron absorbs energy. This is 
shown as A(^)/sin(2^) on Fig. 8. The figure shows that an 
electron of intermediate angle absorbs the most energy and 
that an electron moving either parallel or perpendicular to 
the surface absorbs classically. The reason that electrons at 
angles greater than 50° do not absorb additional energy 
nonlocally is that for such angles an electron does not spend 
enough of its mean free path within the influence of the 
field. The fields used to calculate A (jS) correspond to 
%=10-3. However, the expression used for the energy absorp­
tion by an electron. Eg. (14) , is for %=0. Thus at small 
angles the energy absorbed per electron is zero because elec­
trons with infinite life time moving parallel to the surface 
see an electric field that time averages to zero. 
Every half period, TT/n.» the electric field changes sign 
at a fixed point in space. Thus there are A/rlJ sign changes 
of the field per -electron life time. For SL=3x^0~^ this gives 
only .91 of a sign change per electron life time which is not 
enough to time average the field to zero. A calculation A(^) 
including a finite electron life time resulted in an extreme­
ly complex expression. It does, however, have the same 
denominator as Eg. (15) and A(^)/sin^cos^, the measure of how 
well an individual electron absorbs, reduces to 
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sine {ft/2)$) 
for small The dotted line on "Fig. 6 shows this expres­
sion. As one would expect the absorption is no longer zero, 
but it is still small compared to the absorption at larger 
angles. This expression does not depend on Q and, hence, does 
not distinguish between the local and nonlocal cases. This is 
because an electron moving parallel to the surface sees no 
spatial dispersion of the field and hence can be considered to 
be at a stationary point in space, in which case the local 
theory is valid. 
For frequencies Jl<3x10~3 the time dependence is not so 
important because the number of sign changes of the field per 
electron scattering is less than one. Thus the surf-riding 
condition does not have to be stringently satisfied. For a 
surf-riding angle {arcsin (Jl/VBeQ^)} to be nonzero, HeQ^ must 
be proportional to JL as JL decreases. Simple models of the 
anomalous skin effect that consider only those electrons that 
are most effective in the absorption show that for low fre-
•/« 
quencies the effective ImQ^ is proportional to '(16). Thus 
as the frequency decreases one reaches a point where ImQ^>5eQ^ 
(numerical calculations showed this occurs betweenJL=3x10—3 
and 1x10-3). When this happens the character of the 
denominator of Eg. (15) is such that it is a minimum at ^ =0. 
Since there is no spatial dispersion here, the nonlocal result 
approaches the local result and since the surface averaging 
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effect makes the absorption zero for electrons at small but 
finite/^, the nonlocal absorption approaches the classical re­
sult at low frequencies as is shown on Figs- 2 and 3. 
For frequenciesj&>3x10-3, the time dependence of the 
fields becomes important and thus ReQ^ must be chosen to sat­
isfy the surf-riding condition. ksSL increases, the half-
width of the peaks shown in Fig. 8 decreases, because any 
electron whose velocity is not just right for surf-riding ra­
pidly gets out of phase with the field. Thus, the number of 
electrons that are able to absorb additional energy decreases, 
causing the anomalous skin effect to disappear at high fre­
quencies as is shown on Figs. 2 and 3. 
C. Angular Dependence of the Longitudinal Fields 
A simplification of the study of the longitudinal fields 
of an optical experiment clearly results if we can obtain an 
analytical expression for the angular dependence of the 
fields. Consider Eg. (9), which has a sin^© multiplying the 
entire integral. The rest of its angular dependence comes 
from the Q2 part of Qz. But unless Q^»Si^, approaches 6(ju») 
and the integrand goes to zero. 
The argument given previously that a dielectric function 
is local if Ji>>Q applies to contrabutions to the dielectric 
function due to the excitation of electron-hole pairs. For 
longitudinal disturbances one must also consider the excita-
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tion of bulk plasmons, a collective excitation of all the 
electrons, and, hence, not covered by the previous argument 
where the motion of an individual electron was considered. 
Any possible nonlocal effect forJl»Q will, of course, occur 
along the bulk plasmon dispersion curve. 
If €u=6(u>) when Q| is a measurable portion of Q2, i.e., 
Q| is small, then we can approximate Eg. (9) by setting Q| 
equal to zero everywhere except in front of the integral. The 
result is 
2iB0Jl f cos (Q$Z) r 1 1 1 
3: —^ — sin^ @ I dQ^  1 — - ? 
J Ql €.(w) J 
= BOsinZGf 
where 
oo 
liSif cos(Q^Z) 
/ Q| 
^ ^ 1 
6N . 
f = 
& 
To check this factorization of the angular dependence, 
was calculated at 0°, 15°, 30°, 45°, 60°, and 75° and these 
values were used to calculate the mean square deviation of E^j, 
from sin2& angular dependence. The definition of the mean 
square deviation used was 
•* 
7< (1/6)1. {l-fj'/f (average)}2 > 
where fJ'=Ei.,/sin2©, f * (average) is the average of f at the 
six different angles, and the six is the number of angles 
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used. The results forR. =1, the frequency where we expect the 
most discrepancy, are shown on Table 1, 
Table 1. Mean sguare deviation of f(Sl,){,V) at Jl=1 
Mean square deviation 
10-3 .09 % 
10-4 .9 % 
10-s 9. % 
These deviations would have been less if the larger angles 
were weighted more than the smaller angles. The deviations 
for frequencies away from the plasma frequency are much less 
significant. For example, for %=10-3 and |JL-1|>10-3 the real 
part of Em /BO, the part that contributes most significantly 
to the surface impedance, gave at least five significant fig­
ure agreement to sin^e angular dependence. 
This factorization of the fields leads to the following 
expression for the surface impedance: 
Je-rCeff) - sinZft' 
ZX + sin% f(R,)f,7) (16) 
6T(eff) 
where ferCeff) is determined by 
Zp'(ô=0) = £6T(eff)}-''^  . 
The second term of Eq. (16) gives the longitudinal contribu­
tion to the surface impedance. The first term of eq. (16), 
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the transverse term, has the form of the classical surface im­
pedance and hence is valid outside the anomalous skin effect 
region where the transverse field is classical. It is also 
valid in the anomalous skin effect region because there sin^e 
can be neglected compared to 6y(eff) and hence the surface im­
pedance has no angular dependence. 
Kliewer and Fuchs (3) and Silin (17) found that for p po­
larization the surface impedance is given by Eg. (3). Since 
it is not possible to solve this equation for and the 
results of an experiment would have to be reported in terms of 
Z* or the absorptance, both of which are angular dependent 
quantities. This is undesirable since the angle of incidence 
is not a property of the metal. Eq. (16), however, allows one 
to report the results of an experiment in terms of 6^ (eff) and 
both of which are properties of the metal and do not 
depend on what angle of incidence was used. 
The possibility of the validity of Eq. (16) beyond the 
specular electron scattering case is suggested by the follow­
ing model. Consider that the fields of the diffuse electron 
scattering problem have been divided into solenoidal and 
irrotational fields. From yxE (solenoidal)=0 it follows that 
E^ (Z=0) = -iOx JE^ (Z)dZ 
= (Z=0)g(A,%,V,p) , 
where is the angle that the average longitudinal wave vector 
of the solenoidal field, Q(eff), makes with the surface. One 
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expects that O(eff) is a wave vector corresponding to a known 
excitation of the electron gas.* For frequencies where longi­
tudinal effects are importantes all these Q's are much bigger 
than Qx which is close to the light line.3 Hence changing Q% 
has little change on Q (eff) which means ^ -0 and 
E^*"(Z=0) does not depend strongly on . Thus 
(Z=0) = iQxEj'* (Z=0)g(A,%,V) . (17) 
(2=0) can be expressed in terms of the field outside 
and the irrotational field by the fact that in a nonlocal 
problem the fields are continuous so that 
E{^^(Z=0) =E|""(Z=0) + E***(Z=0) , (18) 
E ( Z = 0 )  can b e  f o u n d  i n  t e r m s  o f  by  H a x w e l l ' s  c u r l  B  
equation which outside the medium is 
9XB = -i(w/c)i , 
from which 
*In the next section it will be shown that for specular 
electron scattering the important wave vectors of the longitu­
dinal field are those of the single particle region or bulk 
plasmon. However, there is evidence that for diffuse scatter­
ing this is not true (18) . 
2The single exception is the bulk plasmon dispersion 
curve at Jlcn. 
3The light line is that line on Fig. 17 for which JL=Q 
(w=qc in regular units) . In free space and Q are always 
equal. 
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OOT 
E g (Z=0) = -QXBÇ/JL. 
Now we must find how E depends on the angle of inci­
dence. For s polarization and diffuse scattering the surface 
impedance is given by (19) 
eo 
Z^-i = (i/jai) J^dQ^ln{(Q2-;i2£^)/Q|} . 
« 
The major contribution to this integral comes from values of Q 
such that -Q2=0. This suggests that we can consider the 
irrotational fields of diffuse scattering to be determined es­
sentially by an effective transverse wave vector whose z com­
ponent is 
// (eff) - sin26' , 
where Etfeff) is the value of Gx for which Jl.2£-r-Q2=0. When 
the fields D and E have the same spatial dependence, as they 
must if they are described by the same effective wave vector, 
there oust be some complex constant,|3 , that connects them and 
we can write 
D{x) =/3É(x) 
The wave equation 
V2Ë (X) + (W/C)2D(X) = 0 
shows that 
^ = 6T(eff) . 
So inside the medium Maxwell's curl B equation becomes 
9xB = -(iw/c)eT(eff)Ê 
from which 
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z; (irr) = ~ sin% / 6r(eff) (19) 
and 
£*•** (Z=0) = -BOQ,/ ÊT (eff) (20) 
Combining Eqs. (17) to (20) gives the surface impedance given in 
Eg. (16). 
This argument suggests that the angular dependence for the 
longitudinal effects with diffuse electron scattering is simply 
sin^G. This should be examined when the detailed results for 
diffuse scattering become available. 
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III. CHARGE DENSITIES IN OPTICAL EXPERIMENTS 
In a metal the charge of the positive ions balances the 
charge of the electrons so that the metal is an electrically 
neutral medium and as such has no true charge (20). Thus 
^#D = = 0 
There are, however, polarization charges p which are given by 
When the incident light is s-polarized, E is in the y direction 
(see Fig. 1) and the polarization charge is zero because the 
electric field is independent of y causing T7*E to be zero. 
Thus, the interesting case, which we now discuss, is p polari­
zation. 
For a conducting medium described by a local conductivity 
0^(w) and a time dependence exp(-iwt) Maxwell's curl B equa­
tion becomes, 
VXB=4irJ/c - iwE/c=4Fff*(») E/c-iwE/c . 
The local dielectric function or(«a) is related to 6(w) via £(ca) 
= 1+4 if(w)/L), so we find 
^XB=-i(w/c)^(o^i . 
Since the divergence of a curl is always zero, this equation 
implies that the polarization charge density is zero 
everywhere within the medium. There can, however, be a sur­
face charge at the boundary of the medium. 
To find this surface charge we need Gauss's law for the 
polarization charge, which can be obtained from Gauss's law 
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for a general vector A, 
J~A*da - 4Tr j\7*Ad'x 
When A is taken to be the electric field vector E, this 
equation becomes 
which is similar to the familiar Gauss's law of macroscopic 
electricity and magnetism, but here ^  is the polarization 
charge density (not the true charge density) and the vector E 
replaces the usual D. 
Outside the medium, 
VXB = -i(u)/c)i , 
so the electric field normal to the surface at 2=0-, E^(Z=0-) , 
is 
E&(Z=0-) = -QgB^/ùL . 
From Eg. (5) the field normal to the surface at Z=0+, 
E^ (Z=0+) , is 
E^(Z=0+) = . 
Gauss's law says that the surface charge is the discontinuity 
in the electric field normal to the surface divided by 4?, so 
the local surface charge ^  (local) is given by 
^ (local) =S(z)B^(Qx/4ïï3l) CI-1/6(w)} r (21) 
where S(z) is the Dirac delta function. 
In a medium that is described by a nonlocal dielectric 
function, the polarization charge density is obtained by 
calculating the divergence of the electric field. To do this 
nn 
we need only consider the longitudinal field since the diver­
gence of a transverse field is zero. Combining Egs. (9) and 
(10), the longitudinal electric field, , can be written 
exp(iQjZ)Q (l/Ec (Q) - V€w(«*)}/Q2 
^ exp(iQ^Z)Q CV£^ K) - 1/CM}/Q2 
(22) 
where ^^(#) is the value of the longitudinal dielectric func­
tion at Q=flOr or 1 for the SCF dielectric function.i 
The first of these integrals is uniformly convergent and, 
hence, its divergence can be calculated by interchanging the 
order of integration and differentiation. 
The second integral is not uniformly convergent and, 
hence, its divergence cannot be calculated by interchanging 
the order of integration and differentiation. However, it can 
be calculated analytically to give a surface charge density 
(2) given by 
^•(z) = -S(z)QxB0{1 - 1/€ (w)}/Jl8n . 
At the front surface, z=0+. Eg. (10) for the z component of 
the longitudinal field can be evaluated analytically to give 
EL%(Z=0+) = Q*{1/£(u^ - - (23) 
We have reflected the fields of Eg. (4) in a fashion 
iThis discussion must be modified if a freguency depen­
dent local term representing for example interband effects is 
added to the dielectric functions. We do not consider such 
complications henceforth. 
Ev = (iBOQy/ÎMl) jdQ^ 
+ (iBOQ^/Snt) I dQ 
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consistent with the requirements of specular electron scatter­
ing at the surface. This reflection creates a discontinuity 
at Z=0 in the expression for the longitudinal field normal to 
the surface. Thus there is a discontinuity given by 
(2=0-) = (Z=0+) 
which by Gauss's law implies a surface charge ^'(z) that is 
the same as we obtained by analytically differentiating the 
nonuniformly convergent part of Eq. (22). In the Appendix it 
is shown that in order to reflect the fields across the bound­
ary it is necessary to add a surface current to the "wave­
like" equation. The surface charge ^ '(z) is associated with 
this surface current. That is, it is a result of the fact 
that we have imposed a discontinuity in the problem. This 
surface charge is not part of the actual induced charge densi­
ty within a metal, since, in a nonlocal theory, the fields are 
continuous across the boundary. On the outside the fields are 
not actually reflections of those inside, but are free space 
solutions of Maxwell's equations subject to the boundary con­
dition that the fields at the surface be continuous. 
The actual charge density within the metal is obtained by 
calculating the divergence of the first integral (uniformly 
converging part) of Eq. (22). This can be done easily by 
interchanging the order of integration and differentiation and 
gives 
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y®® r 
Q.WpBO f 1 
p(Z) = j dQaCOS (Qa Z)< V . (24) 
V 2Tr^cst J ev(Q) 
0 
Two different direct comparisons can be made between the 
(CO) J 
local and nonlocal expressions. The simplest is to compare 
the net or total charge per unit surface area. To do this the 
nonlocal expression for the charge density must be integrated 
over Z. The integration can be done immediately by noting 
that when the and Z integrals are expressed as integrations 
from -OB to -MO, the Z integration yields 6(0%) • The result is 
that the net nonlocal charge per unit surface area ^(net) is 
given by 
p(net) = Q*BO {1-1/6^ (0=Q,)}/4-rrJl . (25) 
For an optical experiment this is essentially the same as the 
local result, since Qy (=iisine) is always in the region of the 
Jl-Q plane where Eu is the same as the local dielectric func­
tion. 
A discussion of the fact that the net charge is the same 
in the local and nonlocal cases can be given based on Gauss's 
law applied to the rectangular volume shown in Fig. 9. The 
flux of the electric field at the Z=0 surface can be evaluated 
from Eg. (23) and is just the right amount of flux to induce 
the classical net charge within the volume. Since we found 
that the nonlocal net charge is the same as the classical net 
charge, it must be that the flux across the other surfaces is 
negligible. At the back surface, or Z=oo, E,.^ is zero. There 
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Fig. 9. Geometry for studying the net charge. 
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is no field in the y direction. Thus the flux in the x direc­
tion is 
which must be small. This is possible if oscillates more 
rapidly than it decays, so that as one integrates on Z the os­
cillations make the integral of Eg. (26) vanish. This implies 
that the x component of the nonlocal field is radically dif­
ferent than the classical fields which are highly damped for 
^2<sec^-'J52. Fig. 10 shows the skin depth and wave length 
for classical fields for 3=10-3 and 0=75°. For frequencies 
such that Jl2<sec2ô-the wave length is longer than the skin 
depth and thus the classical fields are not oscillating sig­
nificantly with distance. 
The second way that the local and nonlocal expressions 
for the induced charge density can be compared directly is to 
calculate .the magnitude of the charge density |^| and then 
integrate over z. Since the local and nonlocal net charge is 
the same, any difference here implies that the nonlocal charge 
plotted against log(SL). The calculations for this graph were 
done with 7=0.357x10-2. However, the general features of the 
In the limit S-»0 this flux becomes 
(26) 
density is oscillating with distance. 
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Fig. 10. Skindepth and wave length of the classical 
fields at 0=750. For -3<loc^< sin4)-X2 the wave 
length (%^) is much larger than the skin depth in­
dicating the fields decay with little oscillation. 
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Fig. 11. Magnitude of the net charge in an optical experi­
ment. The solid line shows the classical net 
charge. The dotted points show the nonlocal net 
charge. For JL<1 it appears the charge has been 
spread smoothly into the metal. ForJl.>1 the dotted 
points indicate the nonlocal charge has significant 
oscillation. 
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graph do not depend strongly on the parameters. Above the 
plasma frequency Fig. 11 shows that the actual polarization 
charge must involve significant spatial oscillations. Below 
the plasma frequency this is not so. This suggests that below 
the plasma frequency the classical surface charge has been 
spread into the metal in some smoothly decaying manner just as 
the classical fields decay in a nonoscillatory manner in this 
frequency range. These points serve to introduce a more com­
plete discussion that follows. 
A. Distance Dependence of Charge Density 
below the Plasma Frequency 
In Fig. 12 the polarization charge density is shown as a 
function of distance for 51=.01. The figure shows that, as ex­
pected from the discussion of the net charge, the oscillations 
of the charge density are small compared to the net charge. 
Host of the charge is concentrated in one large peak near Z=0 
and this peak is much larger than the amplitude of the oscil­
lations. This concentration of the net charge at small dis­
tances is the screening effect. Screening is the property of 
an electron gas that the electrons tend to redistribute so as 
to cancel out any longitudinal electrical disturbance. In an 
optical experiment, as a result of the incident field, there 
is a longitudinal field at Z=0 given by Eq. (23). If there is 
screening, the electrons will redistribute so to cancel out 
this field. We have already seen that the classical net 
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Fig. 12. Charge of an optical experiment atjl=.01. The real 
charge shows a large peak at Z=0 due to screening, 
at large distances the charge shows oscillation of 
the Friedel wave length (1/2Qp). 
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charge is of just the right size to cancel out the field of 
Eg. (23). Thus a measure of how effectively a metal screens 
out longitudinal fields is the distance characterizing the de­
cay of the charge as we move away from the surface. 
from Eg. (23) the real part of the field (Z=0) is much 
larger than the imaginary part when Ijl?-1 When this 
condition is satisfied the net charge must also be real if it 
is to be in phase with (Z=0) . Pig. 12 shows that at jL=. 01 
most of the charge is real. 
According to Pig. 12, the screening is essentially com­
plete by 2=6x10—3 (9555 of the net charge is within this dis-
o 
tance) corresponding to about 3 A for potassium. To 
understand the screening let us consider the Fermi-Thomas 
screening of a static point impurity. In this model it is as­
sumed that the applied potential V(x) is slowly varying com­
pared to the wave length of an electron. Thus the electronic 
density N (x) is given by (21) 
N(x) eC ( Ep - V(x) , 
where Ep is the Fermi energy. This assumption leads to the 
Fermi-Thomas dielectric function given by 
= 1 + SVQ2 
where S is the Fermi-Thomas screening distance which is given 
by S =Vp/(«jTwp) . The condition that the wave length of the ap­
plied field be long compared to that of an electron means the 
dielectric function is valid for Q«Qp, where Qp is the Fermi 
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wave vector. In the limit&+0, the charge density in an 
optical experiment can be evaluated by using the Fermi-Thomas 
dielectric function in Eg. (24). The result is 
^(z) = Qx^BO (Wp/c) exp (- Gz) /4Tr . (27) 
Note that, just as for the screening of a point impurity, the 
charge has an exponential factor with the Fermi-Thomas 
screening distance serving as the penetration distance. How­
ever, for an optical experiment there is no 1/Z factor (16). 
Thus at Z=0 the charge density does not diverge as it does for 
a point impurity. 
Fig. 12 suggests a measurable deviation from Eg. (27) , 
since the slope of ^ (z) is not always negative for small Z as 
it would have to be for exponential decay.% Eg. (24) for the 
nonlocal charge density implies that the derivative of ^(z) 
should be zero at Z=0 provided €. falls off faster than l/Q^ 
so that the integral is uniformly convergent. Since êpr does 
not fall off faster than 1/Q2, a more accurate dielectric 
function is needed to describe screening adeguately. 
Several illastrive points can be made using a dielectric 
function which is much like the Fermi-Thomas dielectric func­
tion. We define this modified dielectric function Cf by 
1 +SV(Q2 + Q*/4Qf) , 
where Qp is the Fermi wave vector which is approximately 18,4/7* 
^Langer and Vosko (22) also suggested deviations from 
the Fermi-Thomas model in the screening of a point impurity. 
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in these dimensionless units. This dielectric function was 
chosen to be as simple as possible and yet have the following 
three properties: i, for small Q it gives the correct Fermi-
Thomas result; ii, for large Q it is proportional to 1/Q* just 
like the SCF dielectric function; and iii, it has an average 
value close to the SCF dielectric function, k comparison of 
the Fermi-Thomas dielectric function, the proposed dielectric 
function, and the SCF dielectric function atJt=0 and %=0 is 
given on Fig. 13. The figure shows (€-1)Q2 as a function of 
Q. (€-1)Q2 is the , if the dielectric functions are writ­
ten in the form /Q^« The figure shows that is a 
noticeable improvement over Gp? • Using Eg. (24) the proposed 
dielectric function gives the following expression for the 
charge density of an optical experiment asJl->0; 
^(2) = (Wp/c) exp (-bz) {acos (az) + bsin (az)}/2W'»S2-Qp 
where 
a +ib = Qp {-1 + X? 
= 3.04x102 * i5.67x102 
for 7=2.83x10-3 corresponding to potassium. 
The real part of the charge density (we have already 
shown that this is the part of the charge most important for 
screening) is shown on a semi-logarithmic plot on Fig. 14. As 
anticipated, the Fermi-Thomas model does not agree guantita-
tively with the SCF result. The results of using the proposed 
dielectric function agrees moderately well with the SCF re-
CM 3/2v2 
—-, g 
WAVE VECTOR 
Fig, 13. Effective value of <£ -1)0% as a function of Q for the Fermi-Thomas 
dielectric function, the modified Fermi-Thomas dielectric function 
Êp, and the SCF dielectric function at 
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Fig. 14. Comparison of screening as given by the SCF calcu­
lation. The Fermi-Thomas result shows the correct 
average decay rate. shows good agreement at low 
freguencies. The curve for51. = . 7 shows the 
screening distance increases with freguency. 
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suits at ^=.01 aDdj&=.3. At these freguencies the increasing 
discrepancy with distance is due to the onset of oscillatory 
behavior. Since the decay rates shown on Fig. 14 are of the 
same order of magnitude as that of the Fermi-Thomas dielectric 
function we see that screening in an optical experiment for 
frequencies less that5L=.7 is almost as effective as in the 
static point impurity problem. 
As the frequency approaches the plasma frequency the net 
charge increases as was shown on Fig. 11. This causes a 
change in the charge distribution from low frequencies where 
more than 95% of the net charge is inside 2=6x10-3 or approxi­
mately three Fermi-Thomas screening distances. At Jl=.7 the 
net charge has doubled from the value at R=0. This extra 
charge is distributed so approximately half is outside the 
point 2=6x10-3 and half inside this point with the result that 
now 25% of the net charge is outside of 2=6x10-3. pig. 15 
shows the induced charge density as a function of distance for IL 
=.7. At this frequency the oscillatory behavior of the real 
part of the charge density does not begin until 2=20x10-' (ap-
o 
proximately 9 A for potassium) instead of 2=6x10-3. We thus 
see that, as can be concluded from Pines' (10) discussions of 
dynamic screening, screening does occur for all frequencies up 
to the plasma frequency. However, we have observed that the 
screening distance increases with frequency. 
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. 15. The charge density of an optical experiment at SL 
=0.7. The real charge shows a large peak near z=0 
due to screening. The charge oscillations have the 
wave vector of the small Q edge of the single par­
ticle region. 
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In our discussion of screening we found that we could 
adequately describe the large peak of charge near Z=0 on Figs. 
12 and 15 by the modified Fermi-Thomas like dielectric func­
tion, which does not incorporate the concept of single parti­
cle excitations. The charge peak near Z=0 oscillates in time 
and thus is associated with currents that are a possible ab­
sorption mechanism. The question arises then, do these cur­
rents lead to a measurable absorption? Or, more 
fundamentally, will there be a measurable absorption without 
the explicit inclusion of effects of single particle excita­
tions? To investigate this we consider the results of using 
the hydrodynanic dielectric function as given by Ritchie (23), 
€*= 1 - 1/{5l(Jt+ it) - 3V2Q2/5} , 
in the theory. The hydrodynamic dielectric function f*» has 
essentially the same long wave length (small Q) limit as the 
SCF dielectric function at finite frequency. The real part of' 
the hydrodynamic dielectric function (the part that will con­
tribute to the charge peak near Z=0) is consistently within 5% 
of the SCF dielectric function for Q<2Qp and SKI, but the im­
aginary part differs very significantly from that of the SCF 
dielectric function. We use the hydrodynamic dielectric func­
tion rather than just the small Q expansion of the SCF dielec­
tric function because it remains finite at Q=oo and our theory 
involves an integral over all Q. For large Q this dielectric 
function is proportional to 1/0% and thus will not quantita-
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tively describe the charge peak near Z=0, a failing of the 
Fermi-Thomas dielectric function also. However^ it should 
show qualitatively if the currents associated with the 
screening charge are an important absorption mechanism. 
Table 2 shows the angular independent part of the longi­
tudinal part of the surface impedance (which was defined in 
Eg. (16)) calculated using both the SCF dielectric function 
and hydrodynamic dielectric function. In addition, that part 
of the surface impedance associated with the transverse ef­
fects is given in Table 2 for 9=75° and %=10-^. It is clear 
from the table that only the real part of either the 
hydrodynamic or SCF longitudinal surface impedances is impor­
tant. But the real part of f(Jl,^,V) as given by the 
hydrodynamic dielectric function is negligible compared to the 
SCF value. The real part of the surface impedance is the part 
that affects the absorption most significantly. Thus the 
spreading out of the local surface charge in some smoothly 
decaying manner consistent with screening, causes little addi­
tional energy absorption. 
Another way to see that the currents associated with the 
large charge peak near Z=0 are not an important absorption 
mechanism is to consider the continuity equation, 
= iw^  f 
which looks very much like Maxwell's divergence E equation 
but for the extra factor of i. This factor of i implies, for 
Table 2. Comparison of the angular independent part of the longitudinal con­
tributions to the surface impedance with the classical surface imped­
ance at 750 
S t  Zp(cl) SCF Hydronamlc 
0.20 5.62x10-4 -12.08x10-1 5,81x10-5 +14.40x10-+ -1.46x10-7 +14.66x10-+ 
0.04 8.11x10-4 -14.74x10-» 1.61x10-+ +11.16x10-3 -8.14x10-7 +11.14x10-3 
0.60 1.62x10-3 -19.26x10-1 3.09x10-+ +12.78x10-3 -3.61x10-» +12.57x10-3 
0.80 6.13x10-3 -i2.17 4.42x10-+ +18.83x10-3 -2.71x10-3 +18.12x10-3 
1.00 9.66x102 +14.48x10-1 -4.90x101 -14.89x101 -4.91x101 -14.89x101 
1.03 2.68x10-1 +11.63x101 1.47x10-1 -14.62x10-3 1.50x10-1 -13.81x10-3 
1.10 2.42x10-2 +15.02 2.34x10-2 -19.85x10-+ 2.51x10-2 -11.97x10-+ 
1.20 6.11x10-3 +12.59 8.07x10-3 -i7.52x10-+ 9.01x10-3 -13.69x10-5 
1.30 2.75x10-3 +i1.77 4.36x10-3 -16.49x10-+ 4.97x10-3 -11.41x10-5 
1.40 1.57x10-3 +i1.36 2.83x10-3 -15.70x10-+ 3.26x10-3 -17.14x10-» 
1.50 1.02x10-3 +i1.11 2.04x10-3 -15.09x10-+ 2.35x10-3 -14.24x10-6 
2.00 2.90x10-* +15.70x10-1 7.56x10-+ -13.18x10-+ 8.44x10-+ -18.44x10-7 
3.00 1.09x10-+ +12.36x10-1 2,89x10-+ -11.73x10-+ 2.91x10-+ -11.63x10-7 
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essentially real, that J and E will be out of phase.* Except 1 
near the plasma frequency the real part of the net charge is 
much larger than the imaginary part and thus the Joule heat 
due to the net charge, or Be(J*E), must be small, at this 
point we are led to conclude that the important charging ef­
fects leading to the additional absorption below the plasma 
frequency are not associated with the net charge. Thus we 
expect that the charge oscillations must have some special 
significanee. 
ffe have now shown that the important absorption is not 
associated with the charge peak near Z=0. In addition, the z 
component of the longitudinal field, as calculated with the 
SCF dielectric function, was found to decay at the same rate 
as the charge density for several Fermi-Thomas screening dis­
tances. Thus it was effectively screened out. However, the x 
component of the longitudinal field was nearly independent of 
distance indicating little or no screening. When both compo­
nents of the longitudinal field are calculated useing the 
hydrodynamic dielectric function both fields decay 
exponentially. The x component of the electric field is, of 
course, the part that contributes most significantly to the 
surface impedance and thus should have a functional dependence 
indicative of the physical effects causing the absorption. 
iThis extra factor of i is also found when one derives the 
dielectric-function-dependent integrals for the currents. 
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The fact that the x component of the longitudinal field 
remained relatively constant out to distances of the order of 
o  
10 A is important since if it varied significantly over very 
small distances near the surface where a real metal is not ho­
mogeneous and isotropic, the use of infinite medium dielectric 
functions in calculating the fields would be questionable. 
A t 0 1  t h e  f i e l d s  d o  n o t  y e t  o s c i l l a t e  f a s t  e n o u g h  t o  
make the time dependence cause important deviations from 
static behavior.1 Thus, as is shown on Fig. 15, at large dis­
tances there are Friedel oscillations of the charge density 
(24). These charge oscillations have a wave length V/Qp. 
They occur because the concentration of charge at the surface 
is due not to the creation of a bound state near the surface 
but is due to many free electrons that are being excited by 
the electric field near the surface. At the wave length TT/Qç. 
there is a sharp cut off in the number of allowable transi­
tions which causes the total electronic density to show inter­
ference effects or have oscillations.2 
How these charge oscillations emerge from the dielectric 
function can be understood by considering the analogous prob-
iCalculations forJl=5x10-s gave the same results except 
that the imaginary part of the charge density was 5x10-s/io-2 
smaller as it should be since the imaginary part of the net 
charge is proportional to the frequency. 
ZThis point will be discussed further at the end of 
this section. 
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lem of static screening of a point charge impurity in which 
case the charge fluctuations are given by (25) 
CO 
^(r) = Jà^q (1/5^ - 1}exp (ig*x)/(2T) 3 
.09 
00 
= / dg (g/r) {1/6u - 1}sin(gr) . (28) 
This is very similar to Eg. (24) for the charge density for an 
optical experiment. The difference is the extra factor of g/r 
and the replacement of cos(Q^Z) by sin(gr). The asymptotic 
behavior of the charge oscillations around a point impurity is 
(22) 
-2epWp/c)3cos(2C)pZ)/{(4+5)2Z3 } , 
where ^ =3/(2Q2V2). Note that the functional dependence is an 
oscillatory function divided by the cube of the distance. 
This behavior is due to the logarithmic singularity at Q=2Qp 
of the static random phase dielectric function (0*31=0,Jf=0) 
given by 
f 4Q|-Q2 I2Q-+QI 1/2 + In I 1 8QpQ |20p-Q| 
The extra factor of Q in the integral of Eg. (28) does not af­
fect this logarithmic singularity. Therefore, the asymptotic 
behavior of our expression for the charge fluctuations of an 
optical experiment is 
-sineB02^ (Wf/c) sin (2QpZ) /{(4+^) . 
Note that in changing from the point impurity problem to the 
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plane boundary that the decay of the amplitude of the oscilla­
tions has changed from l/Z' to 1/2%. This shows that the in­
terference referred to above occurs over a much larger range 
in the plane boundary geometery than in the point impurity 
problem. 
This expression for the asymptotic form of the charge os­
cillations agrees well with the calculations using the SCF di­
electric function because the observed phase of the oscilla­
tions corresponds to sin(2QpZ), and also, for the real part of 
the induced charge density, the magnitude of the oscillations 
agrees with the amplitude predicted by the asymptotic form. 
Fig. 16 shows that magnitude of the charge density on a log-
log plot. The points were picked at random and do not neces­
sarily correspond to QZ equal to pi times one half of an odd 
interger which means that for some points |sin(QZ)| may be 
less than 1 and thus the points plotted may be less than the 
true amplitude of the oscillations. If the distance depen­
dence were l/zz, the points should fall on a straight line 
parallel to the solid line. The extent to which the distance 
dependence is l/zz is stricking considering that the graph 
covers seven orders of magnitude, including small distances, 
and that l/Z^ is supposed to be an asymptotic form, not a gen­
eral expression. 
From Fig. 15, the graph of the charge density verses dis­
tance forJ^=.7, it is immediately apparent that the wave 
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tant absorption mechanism. The straight line shows 
1/Z2 decay. 
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length is no longer TT/Qp henceforth referred to as the Friedel 
wave length. However, there is a similarity between these os­
cillations and the Friedel oscillations because at large dis­
tances the charge still falls off as 1/2% as was shown on Fig. 
16- Instead of 2Qp, the wave vector is now that of the small 
Q edge of the single-particle-excitation region. This region 
of the Jl-Q plane is defined by the parabolas jt=Q27/2Qp±QV and 
is shown on Fig. 17. For a given frequency, this region gives 
the wave vectors that correspond to momentum and energy 
conserving excitations of a single electron-hole pair. 
To discuss the change of the wave vector of the oscilla­
tions from 2Qp to that of the small Q edge of the single par­
ticle region, one must consider the frequency dependence of 
the SCF dielectric function given by 
6L (Q,A.) = 1 + (6w-1)/(1+i(Ql'-arctanQL')%/QlUi; 
where 
L' = V/a-iSl) , 
6w= 1 + 3(3L+iT5)^/Q2V2jt , 
w = Q/2Qp , 
u' = (SL+i^)/QV , 
and 
f |W-U» + 1| |w+u*+1|/ ( 1— (w—u *) 2) In (1- (w+u* ) 2) in| — — I V/w» 1 w-u * -11 Î w+u * -1 ij 
The logarithms in 2». give rise to branch points at (26) 
Q = ±Qp {1 ± ±2p.+iK)/Qp7 } . 
69 
BULK 
PLASMON 
a 1.0 
SINGLE PARTICLE 
EXCITATION 
REGION 
SURFACE 
PLASMON 
Vv.CLASSICAL 
SURFACE PLASMON 
200 400 1000 1200 
Fig. 17. Dispersion relations for excitations of a free 
electron gas. single particle excitations can oc­
cur for alljl and Q between the parabolas starting 
at 0 and 2Qp. The surface plasmon dispersion curve 
starts at Q=rt=0 and follows the light line (A=Q) up 
to approxinatelyil^l/i/T where the classical surface 
plasmon dispersion relation reaches an asymptote. 
The nonlocal surface plasmon dispersion relation 
continues on up to the point where the bulk plasmon 
dispersion curve enters the single particle excita­
tion region. 
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In principle the integral for the charge density could be 
evaluated by completing the contour in the complex plane 
and integrating around the singularities. If this were done, 
then below the plasma freguency the poles on the imaginary 
axis would contribute to screening and the integration around 
the branch cuts would give the oscillatory behavior. The 
branch cut of primary interest has its branch points at the 
single-particle-excitation region boundaries. The large Q end 
of this branch cut is associated with the logarithmic 
singularity that produces the Friedel oscillations observed 
for smalljL. The small Q end of the branch cut is the impor­
tant part for our high freguency charge oscillations. This 
can be seen by the fact that the observed wave vector of the 
charge oscillations is that of the small Q edge of the single 
particle region. 
The importance of the small Q edge of the single-
particle-excitation region was already noted by Jones, 
Kliewer, and Fuchs (27). They considered a metal slab instead 
of a semi-infinite metal. For a slab one sums over Eg. (4) 
rather than integrates. The wave vectors that are summed 
over are n^c/a where n is an integer and a is the thickness of 
the slab. These summation wave vectors would be vertical 
lines on Fig. 17. Jones et al. found that, as the frequency 
increases, there are abrupt changes in the absorption each 
time a summation point crossed the parabola defining the small 
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Q edge of the single-particle-excitation region. 
Mathematically the effect of the branch points can be 
demonstrated by noting that in the neighborhood of the branch 
cuts the dielectric function has the structure (Q-Q°)In|Q-QO|, 
where 0° is the wave vector of the small Q edge of the 
single-particle-excitation region. The contribution of such 
a singularity to the charge density is 
^(z)oC exp(iQZ) (Q-QO)lnlQ-QOidQ , 
from which 
^(z)ôC exp(iQ0Z)/Z2 (29) 
after integrating by parts twice whereupon the integration 
reduces to that of a simple pole. Thus the effect of the 
logarithmic, singularity or branch point, is to make the 
charge density oscillate with the wave vector of the small Q 
edge of the single particle region and make the amplitude of 
the oscillations decay away from the surface as l/Z^. 
The most meaningful way to understand to what degree 
these charge oscillations penetrate the metal is to note that 
o 
forjL=.3 the first maximum occurs at approximately 1 A and 
o 
that it is not until approximately 9 A that the charge oscil­
lations have an amplitude of 1/2 this first maximum. This 
o 
distance of 9 A is noticeably larger than the Fermi-Thomas 
screening distance, interatomic spacing, and distance in which 
the work function builds up. This suggests that the use of an 
infinite medium dielectric function to calculate the optical 
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properties of a metal is valid. 
As mentioned earlier, the Friedel oscillations are asso­
ciated with an interference effect caused by the sharp cut off 
in transitions at 2Qp. This is also the cause of the 
"Friedel-like" oscillations that we have observed due to the 
small Q edge of the single particle region as can be seen by 
the following model. Consider that the electric field excites 
with equal probability all allowed excitations and that each 
excitation of wave vector Q produces a density fluctuation of 
wave vector Q that can be written as exp (iQZ). Thus the total 
density fluctuation is 
QO is the wave vector of the front edge of the single particle 
region. Thus Q®+2Qp is the wave vector of the back edge of 
the single particle region. Because Fig. 17 shows only the 
magnitude of the wave vector there are also excitations with 
negative wave vectors that must be considered. Opon doing the 
integration we have 
This expression shows that the sharp cut off in allowed wave 
vectors causes the charge density to oscillate in space with 
the wave vector of the boundaries of the single-particle-
{exp (-iQOZ) -exp (-iQ0Z-2iQpZ) 
-exp (iQOZ) +exp (iQ0Z+2iQpZ) }/iZ 
= {-sin(QOZ) + sin (QOZ+2QpZ)}/Z . 
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excitation region. To simplify the problem we assumed that 
all excitations were excited with equal probability which is 
certanly not true. The larger Q (smaller wave length) excita­
tions will be more difficult to excite as is shown by the fact 
that Im(-1/(g^), as shown on Fig. 18, decreases as Q increases 
past QO. Ini(-1/£u) is a measure of how well the medium 
absorbs an excitation of a given Q andji since it is the part 
of that contributes to the real part of the surface imped­
ance. Thus Im(-1/tu) gives a measure of how easily an excita­
tion can be created. The decreasing importance of excitations 
of large wave vector causes the oscillations due to the large 
Q edge of the single-particle-excitation region to be small 
compared to the front edge forJL>.1. ForA<.08 the oscilla­
tions due to the large Q edge are dominant. An effect which 
shows up clearly on figures like that of Fig. 18. Weighting 
the different transitions correctly also may cause the 
amplitude of the oscillations to decrease as 1/2%, rather than 
the 1/Z- which this over simplified model gives. This model 
also shows why the front edge of the single particle region is 
not important asjf^» As , the -QO and parabolas ap­
proach each other causing there to be no small Q cut off in 
allowed wave vectors. 
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Fig. 18. The energy loss function Im(-1/€w) a function of Q/Sl' Curves show that after the initial peak that 
the energy loss function decreases with Q. 
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B. Distance Dependence of Charge Density 
above the Plasma Frequency 
Calculations based on Eq. (24) showed that, for 1.0<JV 
<1.4, the induced charge density is essentially due to plasma 
oscillations. For frequencies above Sti 1.4 plasma oscillations 
are of less importance because the bulk plasmon dispersion 
curve enters the single particle region, as shown on Fig. \1, 
where the bulk plasmons become highly damped because they are 
able to decay into single particle excitations. 
Melnyk and Harrison (5) pointed out that since the fields 
of an optical experiment are steady state fields, that is, 
they do not decay in time, the singular behavior of 1/€w 
appropriate to bulk plasmons here occurs when =0 for 
real it and complex 0. The imaginary part of 0 is a measure of 
how rapidly the fields decay with distance into the metal. 
This zero of 6^ produces a pole in the integral for the longi­
tudinal z component of the field. Eg. (10). The integration 
around this pole gives the plasma-pole contribution to the 
field, 
E^** = -2iî.BB0sin2eexp(iQpZ)/{Q| + Qf} , 
where Qp is the complex value of at the pole and a is the 
strength of the pole, is defined by 
a = Iim{(Q^ - Q.) (1/ec - 1/6 (w) )} r 
Oi->Qp 
or, by 1*Hospital*s rule 
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For the charge density. Eg. (24), the plasma-pole gives a 
p-p 
contribution ^  (z) that is given by 
^(z) = -iQx («p/c)BOHexp(iQpZ)/trJl . 
For 1<Z<10 the values of the charge density given by this ex­
pression agreed with numerical calculations using the complete 
dielectric function to the accuracy of the calculation (more 
than three significant figures) when 1 <jL< 1.4. At 51=1.2 the 
plasma-pole has a wave vector Qp=250+i.311 which corresponds 
o 
to a wave length of oscillation of 118 A and a penetration 
» 
distance of 1450 A. The contribution of the plasma-pole to 
the "surface impedance" /sin^B at this freguency is 
Z^^-^/sinze = 7.22x10-3 - i 3.48x10-5 , 
the real part of which is only 90% of the total longitudinal 
contribution to the surface impedance as given in Table 2. 
The reason for this discrepancy is that even above the 
plasma freguency, single particle excitations are important. 
Fig. 19 shows the difference between the total charge density 
and that due to the plasma-pole. ForJL=1.2 the value of the 
magnitude of the plasma-pole charge density at Z=0 is approxi­
mately 30 and thus Fig. 19 shows that for small Z the single-
particle-excitation field is comparable in size. Thus even 
above the plasma freguency single particle excitations can be 
important. The observed wave vector on Fig. 19 is again that 
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Fig. 19. The single particle excitation charge density for 
an optical experiment atJl=1.2. The charge oscil­
lations have the wave vector of the small Q edge of 
the single particle region. 
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of the small Q edge of the single-particle-excitation region. 
Fig. 20 shows the distance dependence of the magnitude of 
the part of charge density due to single particle excitations. 
For Z<1 it decays approximately as 1/Z and for large dis­
tances as 1/22. This can be understood if the single particle 
charge fluctuations are due to the decay of the plasma oscil­
lations and are being created throughout the medium with an 
amplitude proportional to the amplitude of the plasma oscilla­
tions. That is, when there are no plasma oscillations the 
self consistent field inside is driven at the surface and has 
charge fluctuations due to single particle excitations that 
decay as l/zz. When there are plasma oscillations present, 
the single particle excitation part of the field must be con­
sidered to be driven not just by the incident light but also 
by the decay of plasma oscillations into single particle exci­
tations. Since the single particle charge density produced at 
the surface of a metal decays as l/zz away from the surface 
where it is created, a plasmon decaying at a point Z* will 
produce a single particle excitation charge density with an 
amplitude proportional to lZ-Z*|-2. The probability that a 
plasmon will decay at the point Z* will be proportional to the 
amplitude of the plasma wave at the point Z' or exp{-ImQ^|Z'|}• 
Thus the total single particle excitation charge density due 
to the decay of plasmons will be 
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The magnitude of the charge density as a function 
of distance for frequencies such that both single 
P^^^icle excitations and bulk plasmons are impor­
tant absorption mechanisms. The x'ed curve shows 
the single particle excitation part of the charge 
density at 5^.= 1.2 and shows 1/Z decay for Z<10-i and 
1/p decay for Z>10-i indicating bulk plasmon 
driven single particle excitations. The circles 
show the total charge density foriL=1.5 and indi­
cates mixed behavior for logZ<0 and exponential de­
cay for logZ>0. 
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co 
ç>{Z)oC 
exp{-Iin(Qw) |Z' 1} 
dZ' |Z - Z'|2 
= Ej {Im(Qp) Z}/Z 
where is the exponential integral function (28). 
(ZImQp)/Z has the desired properties of being proportional 
to 1/Z for Z<1 and proportional to 1/Z2 for Z>1. 
Fig. 20 also shows the total charge density forJl =1.5. 
At this frequency the bulk plasmon dispersion curve has just 
entered the single particle region. Fig. 20 shows, by the 
penetration of the charge, that plasma oscillations are still 
important, but not dominant enough to make the total charge 
decay exponentially. The increased penetration of the field 
(approximately 15 A atJl =1.5) decreases rapidly as the fre­
quency increases above JL = 1.4 and is completely gone byJL=2. 
Besides contributing to the absorption, the single-
particle-excitation part of the charge density, is important 
in creating a field that must be considered in the boundary 
conditions at the surface of the metal. This means the 
amplitude of the plasma oscillations is affected by the 
presence of the single particle excitations. 
Melnyk and Harrison (5) developed a procedure for 
incorporating the effect of the excitation of bulk plasmons in 
optical experiments by assuming a longitudinal plasmon wave 
and evaluating its amplitude by boundary conditions. Because 
of the fact that they left out the single-particle-excitation 
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part of the field, which is important in boundary conditions, 
the longitudinal surface impedance as calculated from Melnyk 
and Harrison's equations, using the SCF dielectric function, 
does not agree with the surface impedance as calculated by 
Fuchs and Kliewer. AtJl=1.2, according to Melnyk and Harrison 
f(SL,>J,V), has the numerical value 
f(&,V,V) = 1.07x10-2 - i a.22x10-5 
for potassium. The real part of this surface impedance con­
tribution is U9% larger than the plasma-pole contribution. A 
discrepancy at this frequency is not surprising since the bulk 
plasmon dispersion curve is approaching the single particle 
region where the bulk plasmons become highly damped. Melnyk 
and Harrison's formalism cannot be right when the bulk plasmon 
dispersion curve enters the single particle region because 
there the amplitude of the wave should get smaller as the bulk 
plasmons become more highly damped. However, in their 
formalism the amplitude is fixed by boundary conditions and 
thus the absorption due to bulk plasmons does not show a 
marked decrease as the dispersion curve enters the single par­
ticle region. It should be noted that the problem of boundary 
conditions does not just exist for high frequencies. At JL 
=1.05, where the relative Q*s values are such that single par­
ticle excitations would seem to be unimportant, the discrepan­
cy is already 10%. 
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It should be pointed out that the discussion of the 
plasma effects given here is, of course, based on the SCF die­
lectric function. Melnyk and Harrison (29) and Forstmann (6) 
both used Boltzmann's equation to solve for the electronic 
properties of the metal. For Boltzmann's equation the bulk 
plasmon dispersion relation never enters the single particle 
region and thus the absorption due to plasmons does not de­
crease as the frequency increases above JlCrl .4. Instead it 
persists until it can no longer be observed because the metal 
has become transmitting, i.e., untilJL2=sec^-)S?. Calcula­
tions of the charge density as given by Eg. (21) with 
Boltzmann's dielectric function (3) showed another difference 
from the SCF dielectric function. atjl=.7 it was observed 
-S/x that the large distance decay was Z which does not agree 
with Silin (30). A change fron the SCF results was expected 
since the logarithms are different, but the origin of the 3/2 
was not investigated. 
Fig. 3 shows additional nonlocal absorption for frequen­
cies from up to Jl=3 where bulk plasmons cannot be impor­
tant because they are too highly damped. Thus, here we must 
look for another absorption mechanism. Fig. 21 shows the 
charge density as a function of distance forjl=3. The ob­
served wave vector of the oscillations on Fig. 21, 
(Q0=1.1x102) , is again at the small Q edge of the single par­
ticle region. Fig. 16 shows that the charge density still de-
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Fig. 21. The real and imaginary parts of the charge density 
for optical experiments with JL=3. The charge den­
sity shows no screening since the charge density 
oscillations are of the same order of magnitude as 
the charge density at Z=0. 
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cays as l/Z^. Thus we can identify the absorption mechanism 
here to be single-particle-excitation just as occurred below 
the plasma frequency. Fig. 21 shows no evidence of screening. 
In fact the charge oscillations are as large as the charge at 
Z=0. Thus we conclude that above the plasma frequency there 
is no effective screening. 
85 
IV. CHARGE DENSITIES IN SURFACE PLASMONS 
Since the derivations of Egs. (21) and (24) involve no 
assumptions about the connection between and, they give 
the local and nonlocal charge densities of surface plasnons as 
well as optical experiments. However, for a surface plasmon 
it must be remembered that is not egual to JLsin©, but, 
rather, is the independent variable of the surface plasmon 
dispersion relation. Fig. 17, adapted from Ref. (31), shows 
the surface plasmon dispersion relation for both the classical 
model and the SCF formalism as developed by Fuchs and Kliewer. 
For the surface plasmon dispersion curves, Q of the abscissa 
is Qx, the wave vector parallel to the surface and Jl is the 
real part of the complex frequency. The classical and nonlo­
cal dispersion curves are the same fromJl=0 up to ReJl*^ 1/J^. 
RejL=1/j2' is an upper limit for the classical dispersion curve. 
At this point the wave vector approaches infinity. The non­
local dispersion curve continues on up in frequency to the 
point where the bulk plasmon dispersion curve enters the sin­
gle particle excitation region and then stops (31). 
Fig. 22 shows the net charge of a surface plasmon for 
%=10-2. For frequencies below Rejl=1/J?, the classical value 
of the net charge is identical to the nonlocal value which is 
expected since the dispersion curves are identical here. This 
figure is noticeably different than Fig. 11 for the net charge 
in an optical experiment. There the net charge is relatively 
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Fig. 22. The net surface plasmon charge per unit surface 
area as a function of frequency. The sharp rise at 
PeA.= 1/J? is due to the appearence of longitudinal 
effects. 
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constant up to the plasma frequency where it shows a resonance 
like structure. For the net charge of a surface plasmon there 
is no unusual behavior at the plasma frequency indicating that 
at this frequency there is no change in the manner in which 
the charge is distributed within the metal. There is, howev­
er, a dramatic increase in the net charge at This 
increase correlates with the increasing importance of the lon­
gitudinal field. That is, as mentioned above the correct 
dispersion relation can be obtained with only the classical 
field (transverse field) for frequencies below ReiL=1//2l For 
frequencies above ReJi=1/fT it is necessary to include the lon­
gitudinal field to get the correct dispersion relation. 
As ReJL decreases below l/Jl, approaches the light line 
and ImJt approaches -iQ2/2 which becomes small (31). Note that 
ImJL is negative as it must be to make the surface plasmon de­
cay in time as mentioned in the introduction. We expect that 
here, where BeA approaches the light line, the charge density 
of a surface plasmon should be similar to the induced charge 
density of an optical experiment. In an optical experiment Qx 
is always close to the light line on the scale of Fig. 17. To 
demonstrate this similarity of the surface plasmon and optical 
experiment polarization charge, numerical calculations were 
done forJl=0.619-i0.477x10-3 and 0^ = 1.0, a point on the sur­
face plasmon dispersion curve. 
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On Fig. 23 the magnitude of the charge density at this 
frequency is shown on a log-log plot by the dotted points. At 
large distances the amplitude of the charge density decays as 
1/22, just as it did for charge fluctuations due to single 
particle excitations in optical experiments. This indicates 
that the asymptotic behavior of the charge density is deter­
mined by the logarithmic singularity of as described on 
page (71) . 
On Fig. 24 the charge density is shown as a function of 
distance. As in an optical experiment with a frequency .619, 
there is screening. That is, most of the net charge is real 
and is concentrated at the surface. Also as before there are 
charge oscillations with the wave vector of the small Q edge 
of the single particle region. 
As the real part of the frequency increases, the damping 
of the surface plasmon increases and eventually -ImSl>^ which 
causes the branch points of the logarithms in €.», to cross the 
real axis (26). If one considers the dielectric function of 
complex frequency to be an analytic continuation of that of 
real frequency, it would seem that the path of integration 
should go around the branch cuts.* However, deforming the 
contour leads to problems as can be seen by considering a sim­
ple branch cut as shown in Fig. 25. 
^If one does not deform the contour, but instead allows 
the contour to pass above the branch cut, Ime^ has the wrong 
sign physically and the medium is not absorbing (31). 
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optical-experiment-like behavior. 
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Fig. 25. Typical logarithmic branch cut 
Consider now the integral, 
Jexp(iQZ) h(Q) dQ , 
along the path of integration shown in Fig. 25. Suppose the 
branch cut causes a discontinuity A(Q) between the right and 
left limits of a function h(Q) at the branch cut. For the 
part of the path of integration along the real axis one gets, 
after integrating by parts (provided h(Q) vanishes properly 
far from the branch cut) 
iZ-iexp (iZReQO)fii(EeQO) . 
Around the deformed part of the contour the integral is 
iexp(iZEeQO) /^(EeQO + iy) exp(-Zy) dy . 
W 
Ignoring the y dependence of ^ i the integral becomes 
-iZ-i&(Q0)(1 - exp(-ZImQO)}exp(iZReQO) , (30) 
does not depend on Z. Thus we can always choose Z 
large enough to make exp (-Zy) dominate the integral. 
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where A(Q®) is the value of ^ (Q) at the branch point, the 
place where the exponential factor of the integral is a maxi­
mum. But as Z -ào6 this expression diverges. 
The integral for the charge density Eg- (24) has four 
pairs of branch points plus mirror images (sixteen branch 
points). In order to study the effects of deforming the 
contour numerical calculations were done considering only the 
pair of branch points nearest to the real axis. The pair 
nearest the real axis was chosen because they have the most 
effect on the dielectric function for real Q. The result of 
deforming the contour around these branch points for SeSl=.855 
is shown on Fig. 23 by the squares. The figure shows that for 
Z>1 the charge density begins to diverge. At this frequency, 
ImQ0=-i.84 and thus the divergence becomes noticeable when the 
argument of the exponential in Eg. (30), -Q°Z, is greater than 
1 .  
Since our medium is semi-infinite rather than a slab, the 
expression for the charge density must remain finite for large 
Z. Arguing on physical grounds, there must occur a cancella­
tion of the divergent parts of the integral described above by 
the contributions from the other branch cuts, half of which 
are below the real axis and will individually be divergent in 
the limit Z •>»». These other branch cuts are farther from the 
real axis which makes them less important in determining the 
behavior of Eu for real Q, but makes numerical calculations 
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harder for large Imjl, since the numbers become larger the 
farther from the axis. Thus we conclude that the best way to 
evaluate the integral of Eg. (24) is to integrate only along 
the real axis choosing the phase of the logarithms as pre­
scribed by Chase (26). That is we draw the branch cuts back 
along the path that they crossed the real axis so as to make 
Im^L absorbing in the single particle region.* 
Physically this path of integration has two desirable 
features. First, the results for a thick but finite sample, 
considered by Chase, clearly approach those of the semi-
infinite media. Second, the results for optical experiments 
showed "Friedel-like" oscillations due to the branch points. 
These oscillations were not sensitive to how far off the real 
axis the branch points were and integrating only along the 
real axis will keep the charge oscillations of a surface 
plasmon insensitive to how far off the real axis the branch 
points are located. 
The surface plasmon charge density as given by integra­
tion along the real axis is shown on Fig. 23 for both BeR.= .855 
and Re5l=1.43. For Z<1 the charge density is the same as when 
integrated around the special contour. For Z>1 the charge 
ilmfet is a measure of how well a medium absorbs a lon­
gitudinal disturbance of a given Q and JL since the Joule heat 
can be expressed as 
Re(Jv.*Et)/2 = |Eu|2Im6u/8Tr • 
which must be positive for heat to be produced. Thus any 
physically reasonable dielectric function must have 
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densities for both ReJl=.855 and ReSL=1.43 decay as 1/Z. This 
1/Z decay is different from that of an optical experiment with 
single particle excitations or a surface plasmon with 
both of which yield a charge density which decay as l/Z^. it 
should also be noted that for R^=1.43, Fig. 23 shows no evi­
dence of exponential decay, meaning there is no excitation of 
bulk plasmons at this freguency as there would be for an 
optical experiment at this same freguency. Fig. 17 shows that 
there should not be excitation of bulk plasmons by the decay 
of surface plasmons since, for a given value of Qk, the energy 
of a surface plasmon is always less than that of a bulk 
plasmon. 
Mathematically the change from 1/2% decay to 1/Z decay 
can be understood as being due to the discontinuity in 6^ 
caused by the 2¥ change in the phase of the logarithms that 
occurs when Q crosses into the single particle region. This 
discontinuity of 6u causes a Dirac delta function in Eg. (29) 
after one integration by parts. Before we had to integrate by 
parts twice to get a pole. 
Whether or not this change in decay rate is physically 
meaningful is not clear, since Eg. (30) shows that the inte­
gration around the deformed part of the contour also gives 
terms that decay as 1/Z. That is if the integration around 
all deformed contours were done correctly maybe not only would 
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the divergences go away but also the 1/Z dependence.* 
Figs. 26 and 27 shows the charge density as a function of 
distance for ReSl= 1.02 and Re&=1.%3. They both exhibit the 
same features as the plot for a surface plasmon with Rejl=-619, 
Fig. 24, and the plots for optical experiments withJl= .3 and 
.7, Fig. 15. Specifically most of the charge is concentrated 
in the real part at small Z. This has been interpreted as the 
screening effect and is in contrast to Fig. 21 for the induced 
charge density of an optical experiment withJt=3, Fig. 21, 
where the real and imaginary parts of the induced charge are 
of the same size and have charge oscillations as large as the 
charge at 2=0. Figs. 26 and 27 also show the beginnings of 
the oscillations of the charge. The discussion above about 
divergences was concerned with how fast the amplitude of the 
oscillations decays. Again the important wave vector is that 
of the small Q edge of the single particle region, but now 
the wave vector parallel to the surface, is large enough that 
it must be taken into account. That is the total wave vector 
VO# + (QO) 2' corresponds to the small Q edge of the single 
particle region (Qo is again the value of corresponding to 
the observed oscillations). Thus as the surface plasmon 
dispersion curve approaches the single particle region, 
iRote that, since the integral of (sinZ)/Z exists, 1/Z 
dependence cannot be thrown out as making the net charge 
diverge. 
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Fig. 26. The real and imaginary parts of the charge density 
of a surface plasmon for a frequency just above the 
plasma frequency showing that the charge distribu­
tion is like that of an optical experiment at low 
frequency. 
97 
CO 
11 = 1.43-1 5.19 
Qx= 335 
r = 10-3 
Vp/C « 2.83 X 10-3 
-2 
-3 
XIO 
-4 
-5 — 
DISTANCE IN UNITS (C/w„ ) 
Fx-g. 27, The real and imaginary parts of the charge density 
of a high frequency surface plasmon showing that 
the charge distribution is like that of an optical 
experiment at low frequency. 
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Since at the same time the surface plasmon dispersion curve 
approaches the bulk plasmon dispersion curve, we have that the 
charge oscillations resemble a bulk plasmon moving parallel to 
the surface. This fact, noted by Fuchs and Kliewer (31) re­
sults in -ImJL decreasing as approaches the end point of the 
surface plasmon dispersion curve. That is, the decay rate of 
the surface plasmon is always larger than that of a bulk 
plasmon (31). as the surface plasmon approaches the bulk 
plasmon in character, the decay rates must merge and the ef­
fect results in increased stabilization of the surface 
plasmon. 
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APPENDIX 
Inside the medium the electric field must satisfy the 
"wave like" equation 
2^Ê(X/»>)-7{7*Ë(X,W)}=-(W/C) 2£Ë(X,W) +inriJ(X,«)/«} . (Al) 
This equation follows directly from maxwell's equations for 
fields having a time dependence exp(-iwt). 
The assumption of specular scattering at the surface of 
the metal allows us to mathematically extend this equation to 
outside the region of the medium, because the reflected elec­
trons feel the same force as if they passed through the sur­
face and were subjected to the field 
(-Z) = (Z) , 
E t (-Z) = -E % (Z) . 
With this extension of the field J and E are connected by the 
infinite medium conductivity as given in Eg. (A1). 
This reflection of the fields at z=0 causes a discontinu­
ity in the fields. The derivatives at this discontunity 
causes Eg. (A1) to have a delta function at z=0. 
Since the left hand side of Eg. (A1) is merely -7xB the 
behavior of the equation at z=0 can be found by considering 
Ampere's Law 
^ B#dï = (UTT/c) J J*di . 
By Maxwell's equation B (z) has the opposite parity from E(z) 
which allows us to evaluate the line integral for a small area 
shown in Fig. 28. The integration of B around this loop is 
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Fig. 28. Geometry for calculating surface current. 
104 
21zxB(&»0 + ) = (4T/C) lhJ(2=0) , 
or, after taking the limit hVO 
J(Z=0) = S(Z) (c/2ir) ^XB (Z->0+) . 
This is then the effective surface current that must be intro­
duced to create the discontinuity of the extended fields. In 
the physical problem B is continuous at the surface and has 
the value B(z<>0+) or B® for brevity. 
Using the expression for the discontinuity above Eg. (A1) 
Fourier transforms in the usual manner to give 
-g2E (g,w) +gg*E (g,w) • (w/c) ZD (g,u>) + (2iw/c) zxBO=0 
In terms of the nonlocal dielectric functions D(Q,co) is 
D  ( i ( g ( g , W )  - g g * Ê ( g , w )  }  .  
Combining the last two equations yields 
_ _ 2i«c2 (1-gg*)zxB® 2icqg*zxD^ 
W%F GZCZ 
from which the real-space fields can be calculated by taking 
the inverse Fourier transform. 
