A UKF-PF based Hybrid Estimation Scheme for Space Object Tracking by V., Dilshad Raihan A. & Chakravorty, Suman
A UKF-PF based Hybrid Estimation Scheme for Space Object Tracking
Dilshad Raihan A.V1 and Suman Chakravorty2
Abstract— In this paper, we present a UKF-PF based hy-
brid nonlinear filter for space object tracking. Estimating the
state and its associated uncertainty, also known as filtering
is paramount to the tracking process. The periodicity of
the Keplerian orbits and the availability of accurate orbital
perturbation models present special advantages in filter design.
The proposed nonlinear filter employs an unscented Kalman
filter (UKF) estimate the state of the system while measure-
ments are available. In the absence of measurements, the state
pdf is updated via a sequential Monte Carlo method. It is
demonstrated that the hybrid filter offers fast and accurate
performance regardless of orbital parameters used and the
amount of uncertainty involved. The performance of the filter
under is found to depend upon the number of measurements
recorded when the object is within the field of view (FOV) of
the sensors.
I. INTRODUCTION
The number of objects that populate the earth’s sky
has gone through a great surge over the years. Collision
with debris and decommissioned satellites pose a real
risk hazarding the feasibility of space operations and
satellites[1]. This has given rise to a great appeal for the
development of accurate estimation schemes for space
object tracking. The optimal linear estimator known as
the Kalman filter proposed by Rudolf Kalman set the
frame work for recursive estimation of uncertain dynamical
systems[2],[3]. The Kalman filter furnishes the unbiased
minimum variance estimates when the dynamical system
is linear and the uncertainties involved are Gaussian.
The perturbed orbital dynamics of the space objects, like
many other dynamical systems in nature, is essentially
nonlinear. The development of the extended Kalman filter
(EKF) set forth attempts to derive the optimal filter for
nonlinear dynamical systems[4],[5],[6]. The EKF involved
the linearization of the state transition equations and the
observation model at the current estimated state. The errors
accumulated due to linearization and restrictive assumptions
it enforced on the nature of uncertainties were major
shortcomings of EKF. Improved results were produced
when a second order EKF that included second order Taylor
series terms was employed[7],[8]. The emergence of sigma
point Kalman filters, specifically the unscented Kalman fitler
gave rise to an alternative that doesn’t rely on linearization
of dynamics[9],[10],[11]. The UKF approximated the state
pdf with a set of points, also called as the sigma points,
carefully chosen so that the first two moments of the
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original pdf are captured. It was found to perform better
than the EKF. However, the UKF, like the EKF, is a finite
dimensional filter that estimates only the first two moments
of the pdf which could, in general, require an infinite
number of parameters for a full description. Hence, the
estimation results of both these filters are suboptimal and
can diverge. Handling the non-Gaussianity of the state pdf
is especially relevant in problems such as space object
tracking wherein no measurements may be registered for
extended periods of time.
The particle filter (PF) or the sequential Monte Carlo
estimator is a nonlinear filter that doesn’t enforce restrictive
assumptions on the nature of pdf or dynamics of the
system[12][13]. The PF employs a suitably large number of
particles constituting a representative ensemble of the state
pdf for state estimation. It has been proved that the variance
of the particle weights is a nondecreasing function of
time[25]. While the absence of restrictive assumptions make
it a more robust estimator suitable for a general nonlinear
filtering problem, particle filters suffer from the curse of
dimensionality, i.e. as the dimension of the state space
increases, it is bound to fail due to weight depletion unless
the number of points are increased exponentially[26]. Hence,
it becomes computationally expensive as the dimensionality
of the problem becomes large[14]. Estimation of nonlinear
dynamical systems by employing a Gaussian mixture model
to approximate the state pdf has also been proposed[15],[16].
Methods to improve the estimation accuracy of Gaussian
sum filters with between-measurement weight updates have
also gained much attention recently[17],[18].
In this paper, we propose a novel estimation scheme that
combines the advantages of the UKF and PF to produce a
fast and accurate nonlinear filter that can be employed for
space object tracking. A UKF is used to estimate the state
of the object when measurements are available, i.e., during
its flight within the observer’s field of view. As the object
moves out of the FOV, an ensemble of particles are sampled
and propagated in time based on the available model of the
orbital dynamics. The proposed filter makes the best use of
the unique features of the space object tracking problem
namely periodicity, minimal process noise and relatively
small velocity uncertainty. The new filter is demonstrated
to be capable of producing fast and accurate estimates
irrespective of the orbital parameters involved and the level
of uncertainty.
The remainder of this paper is organized as follows. In
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section II, the dynamics of a space object is briefly reviewed.
Section III discusses the details that pertain to the uncertainty
propagation in the orbital dynamics which are relevant to the
filter design. A detailed account of the filter design process is
provided in section IV. Section V then discusses the results
obtained when the proposed scheme was employed in two
test cases of space objects in low earth orbits subject to
atmospheric drag and J2 perturbation. The derivation of a
particular result concerning the absence of particle depletion
in periodic dynamical systems is presented in the appendix.
II. DYNAMICS & MEASUREMENT MODELS
In this section, the perturbed dynamics of the orbiting
objects is briefly discussed, followed by a description of
an angles only measurement model employed to aid state
estimation.
A. Dynamics of space objects
The acceleration experienced by an object in the inverse
square gravitational field of earth is given by
ag = −GMm~r
r3
. (1)
Here G is the universal gravitational constant, r the vector
joining the center of earth to the CM of the object and M
the mass of earth. The gravitational acceleration as given
in eqn (1) assumes that the central body is spherically
symmetrical.In reality, earth has a non symmetrical mass
distribution with more mass distributed along the equator and
and is considered something akin to an oblate ellipsoid. To
account for the non-sphericity, the gravitational potential is
expanded into a series of spherical harmonics.The dominant
perturbation term in the resulting expansion is called the J2
harmonic. The perturbing acceleration arising from the J2
term, aj2 is given by
aJ2 = −
3
2
J2
µ
r2
(
req
r
)2
(1− 5(
z
r )
2)xr
(1− 5( zr )2)yr
(3− 5( zr )2) zr
 . (2)
where x , y , z are the Cartesian coordinates of the CM of
the object measured from the centre of earth[19].In addition
to this, the orbital motion is also affected by the non-
conservative atmospheric drag which may be significant in
low earth orbits. The acceleration due to drag force is given
by
aD = −(A
m
)Cdρ
v2
2
~iv. (3)
Here m is the mass of the object, A its cross sectional
area, Cd the drag coefficient, ρ the density, and v is the
relative velocity between the atmosphere and orbiting object.
A simple exponential model may be employed to describe
the variation of atmospheric density with altitude according
to which
ρ(r) = ρ0 exp(−(r − r0)/H). (4)
Here ρ0 and r0 are reference density and radius. The variable
H, known as scale height, is the vertical distance over
which the density of the atmosphere reduces by a factor of
mathematical constant e[20].
B. Measurement Model
Let ~r and ~rs be the inertial position vectors of the space
object O and the ground station respectively. Then the
relative position of the object w.r.t the ground station is given
by
~ρi = ~r − ~rs. (5)
The sensor measures the topocentric inclination(θ) and right
ascension (φ) from a ground station assumed to be located on
earth’s equator. The coordinatization of the relative position
vector of the space object with respect to ground station in
the station from can be computed by multiplying the inertial
vector ~ρi with the appropriate orthonormal transformation
matrix.If the effects due to precession ,nutation etc of the
earth are neglected, it would be straightforward to see that
,with respect to the inertial frame,the ground station is in an
elemental rotation about the polar axis. At t=0, both ground
frame and inertial frame are aligned. Assuming a constant
spin rate ω for the earth, the transformation matrix for the
ground station at time t can be calculated as
C(t) =
 cosωt sinωt 0−sinωt cosωt 0
0 0 1
 . (6)
If [ρx ρy ρz] are the Cartesian coordinates of the object in the
ground frame , then the inclination(θ) and right ascension(φ)
are calculated as
θ = sin−1(ρz/ρ) (7)
φ = tan−1(ρy/ρx) (8)
where ρ equals
√
ρ2x + ρ
2
y + ρ
2
z .
A zero mean Gaussian measurement noise is assumed with
3.9 arc sec standard deviation in angle measurements. The
field of view of the ground station is limited by 75 degree on
the either side in the azimuthal direction and by 90 degree on
either side in the polar direction. An illustration of the space
object-ground station system is presented in fig 1. Once the
space object is inside the FOV, the sensor would attempt to
scan the visible part of sky and register a measurement based
on a detection probability set at 0.9.
III. UNCERTAINTY PROPAGATION IN ORBITAL DYNAMICS
Let X(t,X0) be the state of a continuous time dynamical
system governed by
X˙ = f(X) + w(t) (9)
The stochastic term w(t) represents the effect of modelling
uncertainties and external noise. Let p(0, X0) be the prob-
ability density function describing the initial state. Let Zk
be a measurement vector recorded by observing the system.
The estimation process may be enhanced by recording a
measurement vector, Zk, of the system defined by
Zk = H(Xk) + νk. (10)
Fig. 1: The sensor is fixed on the ground station which
defines a non inertial frame that spins with the earth
Due to the stochastic terms that appear in equations 9
and 10, the knowledge regarding the current configuration
of the system can only be presented as a probability
density function p(t,X). The primary objective in a
filtering problem is to compute the pdf p(t,X) which
characterizes the uncertainty involved in state estimates at
all times. The time evolution of the pdf of a system subject
to random forces is described by a deterministic linear
partial differential equation known as The Fokker Planck
Kolmogorov (FPK) equation[21]. Attractive as it may seem,
the FPK equation doesn’t permit analytical solutions in most
cases. Alternatively, a sampling based approach may be
employed wherein the pdf at any time can be approximated
by an ensemble of particles sampled from the state space[22].
To start with, a finite number of particles is selected as a
representative ensemble of the initial pdf. This ensemble is
then propagated in time based on the equations governing
the evolution of the dynamical system. The distribution
of states that are occupied by the ensemble at any time
is assumed to represent the uncertainty involved in state
estimate at that instant. An ensemble of particles, sampled
from an initial Gaussian distribution and propagated in
time based on the equations of a space object is plotted
in fig 2. Clearly, regions that are denser with particles
represent more probable states. At t=0, the state of
the object is assumed to be normally distributed with
mean [6600cospi/12 0 6600sinpi/12 0 7.8848 0]T . The
distribution of the particles at various instants are plotted
by propagating the ensemble through the dynamics of the
system. The outer boundary of the initial sample resemble
an ellipse since the level sets of any Gaussian pdf is elliptical.
As time progresses the initial Gaussian pdf is subjected to
a series of nonlinear transformations and the state pdf does
not remain Gaussian. The stretched and distorted ensembles
validate this conclusion.
The sampling based approach doesn’t provide a quanti-
tative measure of probability corresponding to any given
realization of state vector. That requires a functional form
such as a Gaussian mixture model (GMM) of the underlying
pdf which may be retrieved from the ensemble of states. A
clustering scheme such as Figueiredo-Jain (F-J) algorithm
may be employed to arrive at the GMM from the particle
sample[23][24]. The F-J algorithm uses the minimum mes-
sage length (MML) criterion to obtain the optimal number
of Gaussian components, their weights and corresponding
means and covariances, given the ensemble of states. The
particle samples plotted in fig 2a are clustered with F-
J algorithm and the resulting GMM parameters are listed
in Table I. The initial standard deviation in position and
velocity variables are 1 km and 1 km/s respectively in
each direction.The number of Gaussian mixture components
increases upto 5 with time, evidently due to the growth
in uncertainty. The remarkable surge in the trace of the
corresponding covariance matrices quantifies the magnitude
of this upswing in uncertainty. A graphical representation
of the marginal distribution of the state pdf in x and y
coordinates is
TABLE I
High noise
time modes trace(×104)
0 1 3.123× 10−4
1500 4 2.426 2.210 3.912 3.155
3000 5 7.807 4.939 5.195 28.85 16.23
4500 4 65.57 60.30 57.89 70.43
6000 4 9.792 10.64 14.85 92.70
presented in figure 3
Studying the propagation of uncertainty in orbital
dynamics reveals three salient features that could be
instrumental to the design of an efficient and robust filter.
They are:
1) Sensitivity with respect to uncertainty in velocity: The
growth in uncertainty with time is remarkably sensitive
towards error in velocity. An ensemble of particles were
sampled from a Gaussian distribution keeping
(a) t = T/4 (b) t = T/2
(c) t = 3T/4 (d) t = T
Fig. 3: GMM representation of the particle ensemble for
times t > 0 with large initial uncertainty in V
every initial conditions the same as that in the case
plotted in figure 2a except for the variance in speed
which was reduced to 10 m/s. The distribution of these
particles as they orbit the earth is plotted in fig 4. Since
the mechanical energy of the space object increases
as the square of the velocity, a larger uncertainty in
velocity leads to to a larger variation in the mechanical
energy which manifests as a larger uncertainty in the
semi-major axis. Thus, a lower initial uncertainty in
velocity may be a great advantage in estimation since
the trajectories are closer off and the resulting pdf
is less stretched and distorted and more akin to a
Gaussian for a longer time period as seen in figure 4.
The results obtained by clustering the samples with
lower uncertainty in velocity are provided in Table II.
Clearly , the number of Gaussian components and their
covariances are smaller in comparison to the previous
case.
2) Negligible process noise: The orbital perturbations
that influence the dynamics of space objects are well
studied. Consequently, accurate models describing
the perturbing forces are available. Accordingly, the
uncertainty involved in the governing equations, i.e.,
the process noise, can assumed to be negligible when
a dynamic model of appropriate accuracy is employed.
3) Periodicity of the orbits: Orbits occupied by a large
class of space objects are periodic or nearly periodic.
This implies that their trajectories in the state space
approximately retrace their paths when propagated over
multiple time periods.
IV. FILTER DESIGN
A space object tracking scenario usually involves one
or more sensors that are employed to record observations.
Since the sensing resources have only a limited field of view
(FOV), only part of the sky is visible at any instant. Thus,
an orbiting object could be outside the field of view
TABLE II
Low noise
time No. of modes trace (×102)
0 1 3.0938× 10−2
1500 1 2.956× 10−1
3000 2 1.856 1.823
4500 3 3.850 3.593 3.941
6000 2 2.659 2.903
for long times during which no measurements would be
available. Nevertheless, given a sufficiently high probability
of detection, it would be safe to assume that the sensor
would generate frequent measurements of the object while
its inside the field of view. Under these circumstances,
a UKF-PF hybrid tracking scheme may be conceived to
harness the advantages of both filters. During its flight
inside the field of view, the UKF can be employed to
(a)
Fig. 2: (a) The ensemble of points represent the marginal
distribution of position at times 0, T/4, T/2, 3T/4 and T
respectively. (b) The ensemble of particles represent the
marginal distribution of velocity at times 0, T/4, T/2, 3T/4,
and T respectively
estimate the state of the space object. The between-
measurement distortion of the state pdf from Gaussian will
be limited if frequent measurements are available. It is
also computationally efficient as the unscented transform
requires only 2n+1 sample points for an n dimensional
estimation problem. Moreover, state estimation with UKF
is free from resampling procedures that are customary to
sequential Monte Carlo methods.
Once the space object is outside the field of view, the
pdf is extensively distorted since no further measurements
will be recorded till the object re-enters the FOV. As it is
free from restrictive assumptions, it is more advantageous
to use a particle filter here especially since the actual pdf
may be captured to any degree of accuracy by increasing the
number of particles. Once the object exits the FOV and the
particles are sampled, they are propagated through time while
keeping the individual weights W (xi) constant until the next
measurement is recorded, i.e. when the object re-enters the
FOV. The negligible process noise and near periodic orbits
help enable the propagation of the state pdf for extended
time periods when the measurements are sparse without
risking particle depletion which is a problem often observed
in typical PF implementations[12][25]. As objects are first
detected when they are within the FOV, the uncertainty in
velocity will be reduced before the state
(a) t = T/4 (b) at t = T/2
(c) at t = 3T/4 (d) at t = T
Fig. 4: GMM representation for the ensemble of particles for
t > 0 with lower uncertainty in velocity
pdf is propagated through the particle filter.
Employing a hybrid UKF-PF filter warrants laying out the
procedure for transition from UKF to PF and vice versa. To
transition from UKF to PF, the necessary number of particles
can be directly sampled from the prior pdf given by the UKF.
This has to be carried out once the estimated position of
the object is outside the field of view. Transitioning from
PF to UKF on the other hand requires a Gaussian pdf
to be retrieved back from the ensemble of particles. Once
the object re-enters the FOV and the first measurement is
registered, the particles are assigned weights based on their
respective likelihood derived from the measurement model.
The likelihoods for each particle Xi at instant k may be
computed as
W (Xi) = Pν(Zk −H(Xi)), (11)
where Zk is the measurement recorded at that instant. The
mean and covariance of this weighted sample can be used
to parameterize the necessary Gaussian pdf which may be
computed as
µ = ΣNi=1XiW (Xi), (12)
C = ΣNi=1
W (Xi)(Xi − µ)2
1− ΣNj=1W (Xi)2
. (13)
While there is a chance that a significant fraction of the
particles may undergo weight degeneration, a lower initial
uncertainty in velocity keeps the trajectories closer and the
risk of weight depletion can be avoided. This is also the
case that is encountered in most practical situations. For
instance, when propagated with an initial uncertainty of
10m/s in each direction, the particles did not suffer from
weight depletion even after significant time spans. It should
be emphasized that if the process noise had been large, the
particles would have been considerably scattered irrespective
of the magnitude of initial uncertainty. Hence, the absence
of model uncertainty plays an important role in preventing
particle depletion. Fig 5 shows the trajectories followed
by particles sampled from an initial Gaussian distribution
with mean [6600cospi/12 0 6600sinpi/12 0 7.8848 0]T
for the 2D Keplerian problem. Even though the particles
appear to diverge in the beginning, they come back to
their respective initial states on completion of a full time
period. Clearly the trajectories appear denser near the initial
state and are less likely to encounter weight depletion at
nearby regions.Hence the periodicity of the orbit also plays
a significant role in preventing weight depletion.
Fig. 5: Ensemble of trajectories with large velocity uncer-
tainty
Based on this observation, the following proposition re-
garding particle depletion in such noise free periodic systems
may be made.
Proposition IV.1. Consider a periodic dynamical system
governed by
X˙ = f(X), (14)
with an uncertain initial state characterized by a Gaussian
pdf with mean and covariance (S0, P ). Given a measurement
model
Y = g(X) + ν, (15)
associated with this system, where ν is a zero mean Gaussian
noise term with covariance R, a lower bound on the prob-
ability that the measurement likelihood of any particle that
is sampled from the initial Gaussian pdf, would be above
a given threshold b, after a full period T (S0), of the mean
trajectory, is given by the total probability enclosed inside
an m − σ contour ellipse of a Gaussian pdf parameterized
by the covariance matrix C given by C = 2MPMT + R.
Here M =
dg
dX
|X=S0(I − f(So).
dT
dS
), where So stands for
the mean initial state S, T (S) for period of the orbit as
a function of initial state S and m may be computed as
m =
√
αmin
λmax
log( 1
b
√
2pidet(R)n
), where αmin is the smallest
eigenvalue of R and λmax is the largest eigenvalue of C.
Clearly, a lower value of m would indicate a higher risk
of weight degeneration. From the given expression, it can
be observed that m is directly proportional to the smallest
eigenvalue of R, αmin, and inversely proportional to the
largest eigenvalue of the matrix M, λmax. Hence, a smaller
measurement covariance and a larger initial state uncertainty
would increase the risk of particle depletion. The matrix M
indicates the transformation that the covariance matrix P
undergoes over a full period of the mean trajectory. From
equation of the matrix M, it can be concluded that the
sensitivity of time period w.r.t. the initial condition,
dT
dS
,
plays an important role in determining the risk of weight
degeneration. For gravitational systems, the square of time
period is proportional to the cube of the semi major axis
which in turn is a function of the total energy. But since
mechanical energy varies with the square of the velocity, it
can be concluded that the time period of the gravitational
system is sensitive towards the uncertainty in velocity.
Hence, shrinking the uncertainty in velocity would keep the
periods of the sampled trajectories closer off. As a result,
particles along these trajectories would traverse through
their initial states at almost the same times, reducing the
risk of weight degeneration at that point.
The above result is arrived at based on the fact that
variation in the relative position of two points with similar
periods over a full time period of either of these particles
can be computed as a function of the difference in their
orbital periods. This assumes that the time period T is a
differentiable function of the initial state S. From this, the
set of points for which the given condition on the likelihood
function would hold, after a full time period, of the mean
trajectory, may be computed. Then the lower bound that
is presented in the given proposition may be computed as
the probability of sampling particles from this particular set
given the initial Gaussian pdf N (S0, P ). A derivation of
the above result is presented in the appendix
Fig 6 shows the particle distribution in the x-y plane during
the transition from PF to UKF. As expected, the particle
distribution prior to registering the measurement appear
stretched and distorted. Once the weights are computed, the
particles are resampled to generate a new ensemble. If the
measurement uncertainty is small compared to the covariance
of the state pdf, the resampled set would be less stretched
and distorted as it can be seen from fig 6. Hence, it is
reasonable to approximate the resampled pdf with a single
Gaussian component. Based on this observation,the mean
and covariance of this new pdf is employed in the UKF
based estimation process that follows the transition. The
steps involved in implementing the UKF-PF hybrid filter are
described in algorithm 1.
Fig. 6: Ensemble of particles before(red) and after(blue)
resampling
SIMULATIONS AND RESULTS
The nonlinear filter developed in the previous section is
employed to estimate the state of a space object in the low
earth orbit (LEO). The resultant acceleration experienced by
an object in LEO may be computed as
r¨ = ag + aj2 + ad. (16)
The state of the system is taken to be
X = [x1 x2 x3 x˙1 x˙2 x˙3]
T . (17)
Any model uncertainty present is quantified with a process
noise term defined by zero mean Gaussian pdf with a
covariance 10−10I6. The process noise term is modelled as
an acceleration resulting from an unknown forcing and hence
added in the time update equations for the system state.
Performance of the proposed filtering scheme is assessed
by simulating the orbital dynamics for 10 periods and
evaluating the root mean squared error (RMSE) matrix of
the estimated state and comparing with posterior Cramer-
Rao lower bound(PCRB)[27]. The PCRB establishes a lower
bound on the mean square error for the filtering problem. As
a result, the matrix difference, A of the root mean square
error(RMSE) matrix and PCRB matrix is always positive
semi-definite, i.e, zero is a lower bound for the eigenvalues
of A. The spectral norm of a matrix A is defined by
‖ A ‖2= (λmax(AHA))1/2. (18)
Hence, a lower spectral norm suggests a better filtering
performance. Also, the smallest eigenvalue of the mean
Algorithm 1 UKF-PF Hybrid filter for space object tracking
S1 : PDF in functional form, S2 : PDF as ensemble
C(X) : Boundary of FOV
η0 : Probability of detection
Initialize: P (X) = P0(X), S = S0
At tk
1: if S = S1 then
2: if C(xk) <= 0 then
3: Use UKF
4: SET S = S1
5: else
6: SAMPLE FROM P(X)
7: USE PF
8: SET S = S2
9: end if
10: else
11: if C(xk) <= 0 and η > η0 then
12: USE PF
13: COMPUTE PARTICLE WEIGHTS
14: COMPUTE P(X)
15: SET S = S1
16: end if
17: else
18: USE PF
19: SET S = S2
20: end if
square error matrix, λmin, should always be non-negative.
An exception would indicate that the mean square error in
the state estimate is underestimated. Also employed is the
normalized estimation error squared (NEES) test for evalu-
ating filter consistency[28]. This involves the calculation of
a quantity βk, which is defined as
βk = (xk − µk|k))TP−1k|k(xk − µk|k)). (19)
For a six dimensional random variable, expected value of
βk is 6, while 90 per cent of its probability is concentrated
between the values 1.635 and 12.592. If β assumes a value
above 12.592, then it is more likely that the covariance Pk|k
was underestimated, in other words, the estimates were very
optimistic. Similarly, if the value of β is lower than 1.635,
it is likely that the covariance was over estimated, i.e. the
estimate was conservative.
The UKF-PF hybrid filter is implemented as the state
estimation scheme in the following test cases.
Case 1:
In this case, the initial state of the space object is set at
S0 =
[
7800 0 0 0 6.8443cos(pi/4) 6.8443sin(pi/4)
]T
where the lengths and speeds are in km and km/s
respectively. This is a 45 degree inclined low earth orbit
with a period 6080 s and eccentricity 0.0833. There is
5 km standard deviation in the initial position estimate
and 1m/s standard deviation in velocity estimate in each
directions. The orbital dynamics and the estimation scheme
was simulated over a time period of 5 hours. The filtering
results for the above space object for the said period is
studied in terms of PCRB and NEES and plotted in fig 7.
In fig 7a spectral norm of the matrix difference between
RMSE matrix and PCRB is plotted. The value of spectral
norm is close to zero when measurements are available.
But, once the space object moves out of the FOV of the
sensor, the amount of available information reduces steadily
as signified by the upswing in the spectral norm. The lowest
eigen value of the matrix A is a non-negative infinitesimal
during most of the times. The exception occurs during the
beginning of the simulation when both RMSE and PCRB
are almost equal[27] and their infinitesimal difference is
calculated to be a small negative quantity which we attribute
to numerical round off error. Figure 7c shows the results
of NEES test for test case 1. It should be noted that NEES
is evaluated only during those instants when measurement
is available. Hence the time axis in 7c indicates time steps
with measurement updates. Evidently, the estimation is not
too optimistic or conservative most of the time. Over 1344
times instants at which NEES was computed, only 111
(8.25 per cent) had the value of βk beyond the 90 per cent
bounds. Even though this is a six dimensional dynamic
system, only a small number of particles (2000) were used
in this simulation.
(a)
(b)
(c)
Fig. 7: Test case 1 results: (a) Spectral norm(||A||2)from
PCRB (b) λmin from PCRB (c) NEES plot
Case 2:
In this case, the initial state of the space object is set to
S0 =
[
6800 0 0 0 7.5989cos(pi/30) 7.5989sin(pi/30)
]T
.
This is orbit has a lower inclination (pi/30 radian from
the equatorial plane) in comparison to case 1 and has a
time period of 5580.5 s The initial uncertainty in position
was kept at 2 km but that in velocity was raised to 200
m/s in each directions to study the performance of the
hybrid filter in large noise scenarios. The simulation was
run over a period of 5 hours. The result obtained from test
case 2 is given in Fig 8. The proposed filter offers good
estimation performance in terms of the spectral norm of
PCRB metric(||A||2). The growth in ||A||2 during the flight
of the object outside FOV is seen to reduce gradually as
the total number of recorded measurement grows. From
Fig ??, it can be seen that the value of β spikes beyond
the 90 percent upper bound suddenly at the point where
the first transition from PF to UKF occurs. indicates that
the uncertainty in the state estimate is underestimated. Due
to the larger initial uncertainty in velocity, the particle
ensemble stretches and distorts more in test case 2 when
the object is outside FOV. Consequently, assuming a single
mode Gaussian pdf for the state pdf at the transition point
would result in underestimating the actual uncertainty
present in the state estimate. However, the value of βk
reduces gradually and no further spikes are observed even
though there are two more PF to UKF transitions as can be
seen the PCRB plots. As more measurements are recorded,
the uncertainty in the state pdf reduces and βk shrinks and
stays mostly within the 90 percent bounds. This indicates
that given sufficient number of measurements, the hybrid
filter offers reliable and consistent estimation performance
even if there is large initial uncertainty
CONCLUSIONS
The design and application of a hybrid UKF PF based
estimation scheme for tracking space objects has been pre-
sented. The dynamics of space objects under the effects of
J2 perturbation and atmospheric drag is considered. The
conventionally employed nonlinear filters such as EKF, UKF
etc. require the restrictive assumption that the state pdf of a
nonlinear dynamical system remains Gaussian at all times.
This is particularly problematic when the pdf is distorted
under nonlinear transformations for extended periods of time.
The proposed hybrid filter employs the UKF for tracking
when the relevant space object is inside the field of view
and measurements are recorded. In order to handle the
non-linear distortion outside the FOV, the tracking scheme
transitions to PF as the object moves outside FOV. It was
found that a smaller uncertainty in velocity could prevent
particle depletion. Also, limited model uncertainty in the
orbital problem, and the near periodic dynamics involved,
play no less a role in preventing particle depletion. It is
also found that while the pdf undergoes extensive nonlinear
distortion when there are no measurement updates, a small
measurement uncertainty and large probability of detection
could facilitate the use of UKF without incurring a large
error while within the FOV. The proposed filtering
scheme was employed to estimate the state of a space
object in inclined low earth orbits and the performance
is studied in terms of the PCRB and NEES metrics.
Fig. 8: Case 2 results: (a) Spectral norm (||A||2) from PCRB
(b) λmin from PCRB (c) NEES plot
It is demonstrated that the hybrid filter is a fast and
computationally inexpensive space object tracking scheme
and offers excellent performance regardless of the orbital
inclination or initial uncertainty as long as sufficient number
of measurements are recorded within the FOV. Also the new
filter was not observed to suffer from particle depletion in
any of the test cases despite using a relatively small number
of particles.
APPENDIX I
Consider a dynamical system with known governing equa-
tion and initial state distribution. Uncertainty in the initial
state will propagate through the state space in time, based
on the time evolution of the system dynamics. Hence, the
state of the system would be unknown ∀t > 0 and will be
specified through a pdf unless new knowledge is incorpo-
rated. Uncertainty propagation can be studied by sampling
initial states based on the initial state pdf. The trajectories
arising from this sample would be studied for ∀t > 0. In the
limit as the number of sampled states, nS , reach infinity,
the sample would become an exact representation of the
actual distribution of trajectories. The sampled particles are
updated or re-sampled whenever an observation is recorded.
During the re-sampling process, trajectories arising from
many samples would be dismissed as improbable, based on
the disparity between the actual and calculated (from the
observation model) values of observation. Sometimes, the
number of trajectories that are retained after the resampling
process would be too small that the resulting estimate would
underestimate the actual uncertainty involved in the system.
This problem is called particle depletion. In the case of
periodic dynamic systems with Gaussian uncertainties(for
initial state and measurement model) a lower bound for
the probability that any sampled trajectory would retain a
minimum likelihood after a full time period of the mean
trajectory, can be calculated.
Let f be a dynamical system given as
X˙ = f(X). (20)
If the solution of the system is periodic for a given initial
condition S, then the resulting trajectory Q, specified as
Q(t, S) satisfies the following.
Q(t, S) = Q(t+ T (S), S), (21)
Q(−t, S) = Q(T (S)− t, S). (22)
Let the initial state be specified with a Gaussian pdf with
mean S0 and covariance P . Suppose the measurement model
is given as
Y = g(X) + ν, (23)
where ν is zero mean Gaussian white noise with a covariance
R. Consider the mean trajectory starting from Q(0, S0) and
any randomly sampled trajectory Q(S). Let T0 be the time
period of the mean trajectory, i.e. T0 = T (S0). If at t = 0
the sampled points are at S0(= Q(0, S0)) and S(= Q(0, S)),
then after a time T0, they will be at Q(T0, S0) and Q(T0, S).
Since both trajectories are periodic, we get
Q(T0, S0) = Q(T0 − T (S0), S0) = Q(0, S0), (24)
Q(T0, S) = Q(T0 − T (S), S). (25)
Now let the actual underlying state of the system be S∗.
Then after the time T0, the actual state would be Q(T0 −
T (S∗), S∗). Since the measurements registered originate
from the actual state, we get
y = g(Q(T0 − T (S∗), S∗)) + ν. (26)
Once this measurement is registered, the likelihoods for
different trajectories are computed as
L(S) =
1√
2pidet(R)n
e(∆y)
TR−1(∆y), (27)
where ∆y = g(Q(T0, S)− y. Now,
g(Q(T0, S)− y = g(Q(T0, S)− g(Q(T0 − T (S∗), S∗))− ν
= g(Q(T0 − T (S), S))− g(Q(T0 − T (S∗), S∗))− ν
= g(Q(T0 − T (S), S))− g(Q(0, S0)) + g(Q(0, S0))
−g(Q(T0 − T (S∗), S∗))− ν.
(28)
Linearizing g(x) at S0(= Q(0, S0)) with Taylor series
gives
g(Q(t, S))
≈ G(Q(0, S0)) + dg
dX
|X=S0(
dQ
dt
|X=S0 .t+
dQ
dS
|X=S0,t=0∆S)
= G(Q(0, S0)) +
dg
dX
|X=S0(f(So).t+ I∆S).
(29)
From this, we find
g(Q(T0 − T (S), S))− g(Q(0, S0))
=
dg
dX
(f(So).(T0 − T (S)) + I∆S).
(30)
Since time period T is a function of the initial state S, it can
be linearized to find
T0 − T (S) = dT
dS
|X=S0 .∆S. (31)
Using this, the eqn 28 can be reduced to
g(Q(T0, S)− y = dg
dX
|X=S0(I − f(So).
dT
dS
|X=S0)∆S1
− dg
dX
|X=S0(I − f(So).
dT
dS
|X=S0)∆S2 − ν.
(32)
where ∆S1 = S − S0 and ∆S2 = S∗ − S0. Hence
g(Q(T0, S)− y = dg
dX
(I − f(So). dT
dS
)(∆S1 −∆S2)− ν.
(33)
all functions evaluated at X = S0. For a given S0, the
coefficient of ∆S1 − ∆S2 in eqn 33 is a constant. Hence
it can be written that
∆y = M(∆S1 −∆S2)− ν, (34)
where M =
dg
dX
(I − f(So). dT
dS
).
Now, consider the likelihood function discussed in eqn 27.
For the likelihood function L to be bounded by a lower bound
b
1√
(2pi)k|R|e
−[(∆y)TR−1(∆y)] > b,
(∆y)TR−1(∆y) < −log(b
√
(2pi)k|R|),
(∆y)TR−1(∆y) < log(
1
b
√
(2pi)k|R| ).
(35)
The term on the LHS in the last line of the the inequality 35 is
a quadratic form in the random vector g(Q(T0, S)−y. Since
R−1 is the inverse of the measurement noise covariance all
its eigenvalues are positive real numbers. Hence, from the
theory of quadratic forms, the solution set of this quadratic
form is an ellipsoid. The principal axes of the ellipsoid is
given by the square root of the eigenvalues of R. When the
value of this quadratic form equals the term on RHS,
∆yTR−1∆y = log(
1
b
√
(2pi)k|R| ). (36)
By diagonalizing the covariance matrix R, the n−σ ellipsoid
for which this relationship holds can be calculated and it is
not hard to find that
n2 = log(
1
b
√
(2pi)k|R| ),
n =
√
log(
1
b
√
(2pi)k|R| ).
(37)
Thus for all ∆y inside this n−σ ellipse the inequality in 35
would hold. The random variable ∆S2 in eqn 34 is normally
distributed with zero mean and a covariance P . Also the
noise term ν is disributed according to a zero mean Gaussian
with a covariance R. Given a particular initial condition S
value of M∆S1 is fixed. Thus given a particular M∆S1
mean of the random variable ∆y would be
E[∆y] = M∆S1. (38)
The noise term ν is independent of the uncertainty in the
initial state. Hence , the covariance of ∆y given is given as
C[∆y] = MPMT +R. (39)
Since both M∆S2 and ν are Gaussian random variables,
a linear combination of the two will also be normally
distributed. Let C1 = MPMT + R. Thus, the conditional
pdf of ∆y would be given as
P (∆y|V1) = 1√
(2pi)k|C1|
e−[(∆y−V1)
T (C1)
−1(∆y−V1)],
(40)
where V1 = M∆S1. Now, given that a particular initial
state is sampled ( i.e for a particular value of M∆S1), the
probability that the sampled trajectory would retain the lower
bound on the likelihood is equal to the probability that the
resulting ∆y would lie inside the n − σ ellipse given in
eqn 37. Hence
P (∆y ∈ A0|V1) =
∫
A0
P (∆y|V1).d(∆y), (41)
where A0 denotes the region encompassed by the n −
σ ellipse. The initial state S is randomly sampled from a
Gaussian pdf with mean zero and covariance P .Hence the
mean and covariance of the random variable V1 are zero and
MPMT respectively. Let C2 = MPMT . Hence the pdf of
V1 is given by
P (V1) =
1√
(2pi)k|C2|
e−[(V1)
T (C2)
−1(V1)]. (42)
Thus the probability that any randomly initial state on
propagating would retain the lower bound on the likelihood
after a period is given by
P (∆y ∈ A0) =
∫
<k
P (∆y ∈ A0|V1)P (V1).d(V1),
=
∫
<k
∫
A0
f(∆y, C1, C2, V1).d(V1).d(∆y)
(2pi)k
√|C1||C2| ,
(43)
where,
f1(∆y, C1, C2, V1)
= e−[(∆y−V1)
T (C1)
−1(∆y−V1)+(V1)T (C2)−1(V1)].
(44)
Consider now the term in the exponent. In reference [1]
it is shown that
(x− µ1)T (Σ1)−1(x− µ1) + (x− µ2)T (Σ2)−1(x− µ2)
= (x−m)TS−1(x−m) + (µ1 − µ2)TM−1(µ1 − µ2),
(45)
where
S−1 = Σ−11 + Σ
−1
2 , (46)
m = S(Σ−11 µ1 + Σ
−1
2 µ2), (47)
M = Σ1 + Σ2. (48)
Comparing the terms, we get
x = V1, µ1 = 0, µ2 = ∆y1,Σ1 = C2,Σ2 = C1. (49)
Hence
S−1 = C−11 + C
−1
2 (50)
m = S(C−12 .0 + C
−1
1 .∆y1) = SC
−1
1 ∆y (51)
M = C1 + C2. (52)
Using this, it can be written that Substituting for the term in
(V1)
TC−12 (V1) + (∆y − V1)T (C1)−1(∆y1 − V1)
= (V1 −m)TS−1(V1 −m) + (∆y)T (C1 + C2)−1)(∆y).
the exponent in eqn 43 and changing the order of integration,
we arrive at
P (∆y ∈ A0)
=
∫
A0
∫
<k f2(∆y, C1, C2)f3(V1, S,m)d(V1)d(∆y)
(2pi)k
√|C1||C2| ,
(53)
where,
f2(∆y, C1, C2) = e
−(∆y)T (C1+C2)−1(∆y), (54)
f3(V1, S,m) = e
(V1−m)TS−1(V1−m). (55)
Integrating M∆S1 over <k while keeping ∆y constant,
we arrive at
P (∆y ∈ A0)
=
√
(2pi)k|S|
(2pi)k
√|C1||C2|
∫
A0
f2(∆y, C1, C2)d(∆y),
=
√
|C1 + C2|
|C1||S−1||C2|
∫
A0
f2(∆y, C1, C2)d(∆y)√
(2pi)k|C1 + C2|
,
=
√
|C1 + C2|
|C1||C−11 + C−12 ||C2|
∫
A0
f2(∆y, C1, C2)d(∆y)√
(2pi)k|C1 + C2|
,
=
∫
A0
f2(∆y, C1, C2)d(∆y)√
(2pi)k|C1 + C2|
.
(56)
By inspecting eqn 56, it can be seen that the probability
that ∆y would be enclosed within the necessary n − σ
ellipse is given by the final Gaussian integral that has
zero mean and C1 + C2 = 2MPMT + R covariance.
Indeed, it can be concluded that the random variable ∆y
is normally distributed with these parameters. The ellipsoids
generated from the covariance of the random variable ∆y
will be centred at the origin and their principal axes will
be proportional to the square root of the eigenvalues of the
covariance matrix. If the length of the largest principal axis
of the m−σ ellipse resulting from this covariance is smaller
than the shortest principal axis of the n−σ ellipse discussed
earlier, then all points inside this m−σ ellipse would satisfy
the inequality given in 35. Thus
m =
√
αmin
λmax
log(
1
b
√
2pidet(R)n
), (57)
where αmin is the smallest eigenvalue of the noise covari-
ance matrix R whereas λmax is the largest eigenvalue of the
covariance matrix of the random vector ∆y = g(Q(T0, S)−
y. For any point that lies inside this m − σ ellipse, the
inequality bounding the likelihood will hold. Note that there
may be points outside this m − σ ellipse for which the
inequality may hold. By taking the largest principal axis of
the m− σ ellipse smaller than the shortest principal axis of
the n− σ ellipse, we have achieved a conservative estimate
of the set of of points for which the inequality 35 holds.
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