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SAZˇETAK
TEMELJNA NACˇELA PREDIKTIVNE STATISTICˇKE MEHANIKE KAO
OSNOVA ZA TEORIJU IREVERZIBILNOSTI
Prediktivna statisticˇka mehanika je oblik zakljucˇivanja iz dostupnih podataka, bez do-
datnih pretpostavki, koje nastoji predvidjeti reproducibilne pojave. Primjenom predik-
tivne statisticˇke mehanike na sustave s Hamiltonovom dinamikom razmotren je problem
predvidanja makroskopske vremenske evolucije sustava u slucˇaju nepotpune informacije
o mikroskopskoj dinamici. Cilj istrazˇivanja je analizom temeljnih nacˇela prediktivne sta-
tisticˇke mehanike produbiti razumijevanje njene opc´e primjenjivosti u relaciji s drugim
teorijama koje nastoje objasniti pojavu ireverzibilnosti. Osnovna hipoteza je da se to
mozˇe postic´i detaljnim razmatranjem uloge koju informacija o sustavu ima u razjasˇnjenju
problema ireverzibilnosti. Hipoteza je provjerena kroz analizu i daljnu generalizaciju re-
zultata osnovnog teorijskog modela. U modelu zatvorenog Hamiltonovog sustava koji uz
Liouvilleovu jednadzˇbu koristi pojmove teorije informacije analiziran je gubitak korelacije
izmedu pocˇetnih putanja u faznom prostoru i konacˇnih mikrostanja, i s tim povezan gu-
bitak informacije o stanju sustava. Primjena nacˇela najvec´e informacijske entropije mak-
simizacijom uvjetne informacijske entropije, uz ogranicˇenje koje je dano Liouvilleovom
jednadzˇbom usrednjenom po faznom prostoru, omoguc´ila je definiciju brzine promjene
entropije bez dodatnih pretpostavki. Pocˇetni model je generaliziran te je uvodenjem
dodatnih ogranicˇenja koja su ekvivalentna hidrodinamicˇkim jednadzˇbama kontinuiteta
doveden u izravnu vezu s poznatim rezultatima iz neravnotezˇne statisticˇke mehanike i
termodinamike ireverzibilnih procesa. Dobiveni rezultati upuc´uju na opc´enitu primjenji-
vost nacˇela prediktivne statisticˇke mehanike i njihovu vazˇnost za teoriju ireverzibilnosti.
ABSTRACT
FOUNDATIONAL PRINCIPLES OF PREDICTIVE STATISTICAL
MECHANICS AS THE BASIS FOR THEORY OF IRREVERSIBILITY
Predictive statistical mechanics is a form of inference from available data, without ad-
ditional assumptions, for predicting reproducible phenomena. By applying predictive
statistical mechanics to systems with Hamiltonian dynamics, a problem of predicting the
macroscopic time evolution of the system in the case of incomplete information about
the microscopic dynamics was considered. The goal of the research is to deepen the un-
derstanding, through the analysis of the fundamental principles of predictive statistical
mechanics, of its general applicability in relation to other theories that seek to explain
the phenomenon of irreversibility. Basic hypothesis is that this can be achieved with the
detailed consideration of the role that information about the system has in the clarifi-
cation of the problem of irreversibility. The hypothesis was tested through the analysis
and further generalization of the results of the basic theoretical model. In a model of a
closed Hamiltonian system that with the Liouville equation uses the concepts of infor-
mation theory, analysis was conducted of the loss of correlation between the initial phase
space paths and final microstates, and of the related loss of information about the state of
the system. Applying the principle of maximum information entropy by maximizing the
conditional information entropy, subject to the constraint given by the Liouville equation
averaged over the phase space, allowed a definition of the rate of change of entropy wit-
hout additional assumptions. Initial model was generalized, and with the introduction of
the additional constraints which are equivalent to the hydrodynamic continuity equations,
brought into direct connection with the known results from the nonequilibrium statistical
mechanics and thermodynamics of irreversible processes. The results obtained in this
work suggest the general applicability of the principles of predictive statistical mechanics
and their importance for the theory of irreversibility.
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Poglavlje 1
UVOD
MaxEnt formalizam, nazvan alternativno i MaxEnt algoritam, formulirao je E. T. Jaynes
u poznatim radovima [1, 2] namijenjenim primjeni u statisticˇkoj mehanici. U tim rado-
vima Jaynes je dao puni razvoj rezultata ravnotezˇne statisticˇke mehanike i Gibbsovog
formalizma [3] kao oblika statisticˇkog zakljucˇivanja zasnovanog na Shannonovom kon-
ceptu mjere informacije [4]. Shannonova mjera informacije se naziva josˇ informacijska
entropija, i u Jaynesovoj interpretaciji predstavlja ispravnu mjeru “iznosa nesigurnosti”
reprezentirane raspodjelom vjerojatnosti [5]. Maksimizacija informacijske entropije uz za-
dana ogranicˇenja je osnovni koncept u Jaynesovom pristupu, koji se naziva nacˇelo najvec´e
informacijske entropije. Primjena nacˇela najvec´e informacijske entropije omoguc´uje kons-
trukciju raspodjele vjerojatnosti kojom se u raspodjelu ukljucˇuje jedino informacija repre-
zentirana zadanim ogranicˇenjima, bez ikakvih dodatnih pretpostavki. Jaynesov pristup
se temelji na Gibbsovom formalizmu statisticˇke mehanike, za koji je Jaynes smatrao da
predstavlja opc´enitu metodu statisticˇkog zakljucˇivanja u razlicˇitim problemima kada dos-
tupna informacija nije potpuna [6]. To ukljucˇuje ravnotezˇnu statisticˇku mehaniku [1], i
formulaciju teorije ireverzibilnosti [2], koju je Jaynes pokusˇao dati u kasnijim radovima
[5, 6, 7, 8, 9].
Predikcije i proracˇuni za razlicˇite ireverzibilne procese obicˇno obuhvac´aju tri posebne
faze [6]:
(1) Postavljanje “ansambla”, tj. odabir pocˇetne matrice gustoc´e, ili u nasˇem slucˇaju
raspodjele N cˇestica, koja treba opisati nasˇe pocˇetno znanje o sustavu koji nas
zanima;
(2) Rjesˇavanje problema dinamike; tj. izvodenje vremenske evolucije sustava iz mikro-
skopskih jednadzˇbi gibanja;
(3) Izvodenje fizikalnih predikcija iz vremenski evoluiranog ansambla.
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Jaynes je prepoznao da dostupnost opc´enitog rjesˇenja faze (1) pojednostavljuje kompli-
ciranu fazu (2). Problem ukljucˇuje takoder i jednako vazˇnu fazu (0) koja se sastoji od
neke vrste mjerenja ili opazˇanja kojom se definiraju zajedno sustav i problem [10]. U
izravnim matematicˇkim pokusˇajima koji vode do teorije ireverzibilnosti, Liouvilleov te-
orem sa sacˇuvanjem volumena faznog prostora koje je inherentno Hamiltonovoj dinamici,
cˇesto se predstavlja kao jedna od glavnih potesˇkoc´a. Relacija Liouvilleove jednadzˇbe i
ireverzibilnog makroskopskog ponasˇanja sustava jedan je od centralnih problema u sta-
tisticˇkoj mehanici. Iz tog razloga ova iznimno komplicirana jednadzˇba reducira se na
ireverzibilnu jednadzˇbu nazvanu Boltzmannova jednadzˇba, rate jednadzˇba ili master jed-
nadzˇba. S druge strane, Jaynes je smatrao da Liouvilleova jednadzˇba i s njom povezana
konstantnost u vremenu Gibbsove H funkcije ne generiraju potesˇkoc´e, nego predstavljaju
upravo ono dinamicˇko svojstvo koje potrebno za razrjesˇenje ovog problema, smatrajuc´i
da je problem viˇse konceptualne nego matematicˇke prirode [5, 7].
Matematicˇka jasnoc´a ovog stajaliˇsta ima bazu u granicˇnom teoremu koji je dao Shan-
non [4], poznatom kao asimptotski ekviparticijski teorem teorije informacije. Primjena
tog teorema povezuje u odredenim slucˇajevima, u granici velikog broja cˇestica, Boltz-
mannovu formulu za entropiju makrostanja i Gibbsovu H funkciju [6, 7, 9]. Matematicˇka
povezanost s Boltzmannovom interpretacijom entropije kao logaritma broja nacˇina (ili
mikrostanja) kojim makroskopsko stanje mozˇe biti realizirano, tada daje jednostavnu fi-
zikalnu interpretaciju Gibbsovom formalizmu, i njegovoj generalizaciji u obliku MaxEnt
formalizma. Maksimizacijom informacijske entropije uz zadana ogranicˇenja predvida se
makroskopsko ponasˇanje koje se mozˇe dogoditi na najvec´i broj nacˇina kompatibilno sa
informacijom koja je reprezentirana zadanim ogranicˇenjima. U primjeni na vremenski
ovisne procese, Jaynes je to nazvao nacˇelom najvec´eg kalibra [8, 9]. Jaynes je jasno istak-
nuo da prediktivna statisticˇka mehanika ne predstavlja fizikalnu teoriju koja objasˇnjava
ponasˇanje razlicˇitih sustava deduktivnim zakljucˇivanjem iz prvih principa, nego oblik sta-
tisticˇkog zakljucˇivanja koje daje predikcije opservabilnih pojava iz nepotpune informacije
[8]. Iz tog razloga prediktivna statisticˇka mehanika ne mozˇe pruzˇiti sigurnost za svoje
predikcije na nacˇin na koji to mozˇe deduktivna teorija. To ne znacˇi da prediktivna sta-
tisticˇka mehanika ignorira zakone mikrofizike; ona koristi sve sˇto je poznato o strukturi
mikrostanja i sve podatke o makroskopskim velicˇinama, bez bilo kakvih dodatnih fizikal-
nih pretpostavki izvan onoga sˇto je dano dostupnom informacijom. Vazˇno je primjetiti
da su osˇtre, odredene predikcije makroskopskog ponasˇanja moguc´e samo kada je neko
ponasˇanje karakteristicˇno za golemu vec´inu mikrostanja kompatibnih sa ogranicˇenjima.
Iz istog razloga, to je upravo ponasˇanje koje se eksperimentalno reproducira pod tim
ogranicˇenjima; to je u osnovi poznato kao nacˇelo makroskopske uniformnosti [1, 2], ili kao
nacˇelo makroskopske reproducibilnosti [9]. U nesˇto drugacˇijem kontekstu ovo svojstvo je
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prepoznato kao koncept makroskopskog determinizma, cˇija precizna definicija ukljucˇuje
neku vrstu termodinamicˇke granice [11].
Sa Jaynesovog stanoviˇsta, dinamicˇka invarijantnost GibbsoveH funkcije daje jednosta-
van dokaz drugog zakona, koji je tada poseban slucˇaj opc´enitog uvjeta za eksperimentalnu
reproducibilnost bilo kojeg makroskopskog procesa [7]. Polazec´i od jednostavne demons-
tracije zasnovane na Liouvilleovom teoremu, to omoguc´uje Jaynesu da generalizira drugi
zakon izvan ogranicˇenja pocˇetnih i konacˇnih ravnotezˇnih stanja, razmatrajuc´i ga kao po-
seban slucˇaj opc´enitog ogranicˇenja na smjer bilo kojeg reproducibilnog procesa [7, 12].
Prema Jaynesu [7] pravi razlog za drugi zakon, buduc´i da je volumen u faznom pros-
toru sacˇuvan u dinamicˇkoj evoluciji, je temeljni zahtjev na bilo koji reproducibilni proces
da volumen W ′ faznog prostora, kompatibilan s konacˇnim (makroskopskim) stanjem, ne
mozˇe biti manji od volumena W0 faznog prostora, koji opisuje nasˇu sposobnost da re-
produciramo pocˇetno stanje. Volumen W0 faznog prostora mjeri stupanj nepoznavanja
stvarnog ali nepoznatog mikrostanja kada su poznate jedino vrijednosti makroskopskih
parametara, ali takoder mjeri i stupanj kontrole koji eksperimentator tada ima nad mikro-
skopskim stanjem sustava [7]. Jaynes [7] i Grandy [13, str. 148-150] su proveli ovu analizu
za reproducibilan adijabatski proces s ravnotezˇnim pocˇetnim i konacˇnim stanjem. U toj
analizi W0 i W
′ predstavljaju volumen podrucˇja velike vjerojatnosti u faznom prostoru
s mikrostanjima kompatibilnim s pocˇetnim makroskopskim stanjem, i volumen podrucˇja
velike vjerojatnosti s mikrostanjima kompatibilnim s konacˇnim makroskopskim stanjem,
redom (za precizniju definiciju podrucˇja velike vjerojatnosti vidi reference [7], [13, str.
45], ili fusnotu 1). Ako ta podrucˇja oznacˇimo sa M0 i M
′, nuzˇan uvjet za reproducibilnost
procesa je Mt ⊆ M ′, gdje je Mt podrucˇje s volumenom Wt u koje se M0 bijektivno pres-
lika Hamiltonovim gibanjem u faznom prostoru M0 → Mt. Zbog Liouvilleovog teorema,
logicˇka posljedica ovih tvrdnji je W0 = Wt ≤ W ′. Dakle, u ovoj analizi nejednakost
W0 ≤ W ′ je nuzˇan uvjet da bi makroskopski proces bio reproducibilan za bilo koje ne-
poznato mikrostanje u W0.
Za sustave s velikim brojem cˇestica, Boltzmannova formula za entropiju makrostanja
S = logW i Gibbsova H funkcija su povezane1, pa ova analiza vodi do drugog zakona
1Pri tom se misli na povezanost u “termodinamicˇkoj granici” velikog broja cˇestica N → ∞ uz kons-
tantnu gustoc´u, ako relativne fluktuacije u energiji tezˇe ka nuli kao N−1/2. U toj granici H/N je konacˇan
i vrijedi limN→∞ {[H + logW ()] /N} = 0. Pri tome je W () volumen podrucˇja velike vjerojatnosti u faz-
nom prostoru koje je definirano tako da se sastoji od svih tocˇaka gdje je vrijednost N -cˇesticˇne raspodjele
vjerojatnosti f(q, p) ≥ C, gdje je C konstanta odabrana tako da je ukupna vjerojatnost tog podrucˇja
jednaka 1 − , za 0 <  < 1. Glavno svojstvo ovog rezultata je neovisnost o . To znacˇi da u granici
velikog sustava logW ()/N postaje jednak H/N , neovisno o  [7, 9], [13, str. 45]. Dakle, za velike sustave,
Gibbsova H funkcija mjeri logaritam volumena podrucˇja velike vjerojatnosti u faznom prostoru, ali na
nacˇin koji nije ovisan o preciznoj definiciji velike vjerojatnosti. U odredenim slucˇajevima ovaj rezultat je
posljedica teorema koji je dao Shannon [4, odjeljak 21], poznatog kao asimptotski ekviparticijski teorem
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termodinamike u obliku u kojem taj zakon vrijedi za reproducibilan adijabatski proces
s ravnotezˇnim pocˇetnim i konacˇnim stanjem [7]. Pri tome je vazˇno napomenuti da se u
tim razmatranjima radi o makrostanjima koja su eksperimentalno reproducibilna kontro-
lom odredenog skupa makrovarijabli koje definiraju odgovarajuc´i termodinamicˇki sustav.
Dani fizikalni sustav odgovara razlicˇitim termodinamicˇkim sustavima ovisno o tome koji
skup makrovarijabli opazˇamo i/ili kontroliramo, pri cˇemu se vrijednosti termodinamicˇke
entropije mogu razlikovati [7, 12], [13]. Grandy je istaknuo da drugi zakon termodinamike
predstavlja [13, str. 150] tvrdnju o razlikama u eksperimentalnim entropijama izmedu dva
ravnotezˇna stanja istog termodinamicˇkog sustava. Uvodenje dodatnih makroskopskih va-
rijabli izvan danog skupa makrovarijabli znacˇi promjenu termodinamicˇkog sustava a time
i problema koji se razmatra [7], [13].
Argumenti koji su koriˇsteni u ovoj demonstraciji impliciraju takoder pitanje koja ne-
ravnotezˇna ili ravnotezˇna stanja su dostupna iz drugih, sˇto nije moguc´e precizno odrediti
bez informacije o dinamici, konstantama gibanja, nametnutim ogranicˇenjima, itd. Jaynes
je isticao da drugi zakon termodinamike predvida jedino da c´e promjena makroskopskog
stanja ic´i u opc´enitom smjeru vec´e konacˇne entropije, ali ne i kojom brzinom, ili duzˇ koje
putanje [8, 9, 12]. Ocˇito je da su bolje predikcije moguc´e jedino uz uvodenje dodatnih
podataka. Makroskopska stanja vec´e entropije mogu biti realizirana na znacˇajno vec´i broj
nacˇina, sˇto je osnovni razlog visoke pouzdanosti Gibbsovih ravnotezˇnih predikcija [9]. U
ovom kontekstu Jaynes je takoder spekulirao da je slucˇajan uspjeh u obratu ireverzibilnog
procesa eksponencijalno male vjerojatnosti [12].
Jaynesova interpretacija ireverzibilnosti i drugog zakona odrazˇava stajaliˇste eksperi-
mentatora. Zurek [14] je predlozˇio definiciju fizikalne entropije kao zbroja nedostajuc´e
informacije o mikroskopskom stanju, dane Shannonovom informacijskom entropijom, i
algoritamskog sadrzˇaja informacije prisutne u dostupnim podacima o sustavu. U granici
Zurekovog pristupa u kojoj je mjerenje potpuno i mikrostanje je poznato, fizikalna en-
tropija sustava dana je algoritamskim sadrzˇajem informacije o mikroskopskom stanju u
kojem se sustav nalazi [14]. Zurekova interpretacija fizikalne entropije i termodinamike
dana je na razini opazˇacˇa koji mjerenjem prikupljaju podatke i obraduju ih u skladu s
osnovnim zakonima racˇunanja na nacˇin koji je analogan Turingovim strojevima. Jaynes
je zastupao stajaliˇste prema kojem mjerenja [2] uvijek reprezentiraju daleko manje od
maksimalnog opazˇanja koje bi nam omoguc´ilo da odredimo cˇisto stanje (tj. mikroskopsko
stanje sustava). Prema Jaynesovom stajaliˇstu to je razlog zbog kojeg [2] moramo pribjec´i
MaxEnt metodi da bi reprezentirali nasˇ stupanj znanja o sustavu na nacˇin koji je slobodan
od proizvoljnih pretpostavki u odnosu na informaciju koja nedostaje.
MaxEnt algoritam je opc´enita metoda konstrukcije raspodjele vjerojatnosti primje-
teorije informacije.
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nom nacˇela najvec´e informacijske entropije u slucˇajevima kada raspodjela nije jedinstveno
odredena dostupnom informacijom. Proizvoljne pretpostavke mogu se izbjec´i odabirom
raspodjele vjerojatnosti koja je kompatibilna s dostupnom informacijom, a karakterizira
je najvec´a nesigurnost povezana s informacijom koja nedostaje. Zakljucˇci koji se izvode
iz takve raspodjele vjerojatnosti ovise jedino o stvarnom stupnju znanja [1, 2]. Raspo-
djela vjerojatnosti koja maksimizira informacijsku entropiju (nesigurnost) uz ogranicˇenja
zadana dostupnim makroskopskim podacima, u prediktivnoj statisticˇkoj mehanici repre-
zentira stvarnu nesigurnost povezanu s nedostatkom informacije o tocˇnom mikrostanju
sustava.
U ovom radu se razmatra primjena prediktivne statisticˇke mehanike na problem pre-
dikcije makroskopske vremenske evolucije sustava s Hamiltonovom dinamikom, u slucˇaju
kad informacija o mikroskopskoj dinamici sustava nije potpuna. Cilj istrazˇivanja je anali-
zom temeljnih nacˇela prediktivne statisticˇke mehanike produbiti razumijevanje njene opc´e
primjenjivosti u relaciji s drugim teorijama koje nastoje objasniti pojavu ireverzibilnosti.
Osnovna hipoteza je da se to mozˇe postic´i kroz primjenu temeljnih nacˇela prediktivne
statisticˇke mehanike na problem koji se razmatra u ovom radu, ako se u razmatranje
ukljucˇi uloga koju informacija o sustavu ima u razjasˇnjenju problema ireverzibilnosti.
Temeljna nacˇela prediktivne statisticˇke mehanike su razmotrena u poglavlju 2. Ar-
gumenti na kojima se temelji Shannonova [4] definicija informacijske entropije kao mjere
nesigurnosti reprezentirane raspodjelom vjerojatnosti, i Shannonov dokaz jedinstvenosti
te definicije, dani su u odjeljku 2.1. Aksiomatski okvir u kojem je dana opc´enita definicija
vjerojatnosti prikazan je u odjeljku 2.2. Jaynesova formulacija [1, 2] nacˇela najvec´e in-
formacijske entropije kao opc´enitog kriterija za konstrukciju raspodjele vjerojatnosti kada
dostupna informacija nije dovoljna za njeno jedinstveno odredivanje, argumentirana je u
odjeljku 2.3. Pokazano je da se konstrukcija raspodjele vjerojatnosti primjenom nacˇela
najvec´e informacijske entropije temelji na interpretaciji vjerojatnosti kao reprezentacije
stupnja znanja, i na Shannonovoj definiciji mjere nesigurnosti reprezentirane raspodjelom
vjerojatnosti. U odjeljku 2.3 su takoder dani matematicˇki dokazi tvrdnji koje su vazˇne za
jednoznacˇnost i ispravnost rezultata koji slijede iz primjene MaxEnt algoritma i MaxEnt
formalizma. Jaynesova formulacija nacˇela makroskopske reproducibilnosti [1, 2, 9] pret-
hodno je vec´ prikazana u ovom uvodu. U kontekstu primjene nacˇela najvec´e informacijske
entropije u statisticˇkoj fizici, interpretacija MaxEnt formalizma i veza s Gibbsovim for-
malizmom uspostavlja se u odjeljku 2.4.
U cilju istrazˇivanja temeljnih nacˇela prediktivne statisticˇke mehanike kroz primjenu
na problem koji se razmatra u radu, razvijen je osnovni teorijski model makroskopske
vremenske evolucije zatvorenih Hamiltonovih sustava. Koncepti Hamiltonove mehanike
i raspodjela vjerojatnosti u faznom prostoru koji se koriste u modelu definirani su u
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poglavlju 3. Model je postavljen i razmotren u poglavlju 4. Rezultati ovog istrazˇivanja
prethodno su bili objavljeni u cˇlanku [15]. Osnovna hipoteza ovog rada provjerava se
u poglavlju 5 analizom rezultata, daljnom generalizacijom osnovnog teorijskog modela
i usporedbom rezultata koji proizlaze iz generalizacije pristupa s poznatim rezultatima
neravnotezˇne teorije.
U okviru osnovnog teorijskog modela razmotrene su dvije razlicˇite primjene MaxEnt
algoritma na predikciju makroskopske vremenske evolucije zatvorenih sustava sa Hamilto-
novom dinamikom. U odjeljcima 3.1 i 3.2 definiran je koncept putanja u faznom prostoru
odredenih rjesˇenjima Hamiltonovih jednadzˇbi i koncept raspodjele vjerojatnosti putanja.
Za mikrostanja u faznom prostoru je definirana uvjetna raspodjela vjerojatnosti uz uvjet
specificirane putanje. Ovim raspodjelama odgovaraju informacijska entropija putanja
i uvjetna informacijska entropija koje su definirane u odjeljku 4.1, u korespondenciji s
definicijama odgovarajuc´ih velicˇina u Shannonovoj teoriji informacije [4].
Prvi pristup osnovnom teorijskom modelu razmotren je u odjeljcima 4.1 i 4.2. U prvom
pristupu je Liouvilleova jednadzˇba za uvjetnu raspodjelu vjerojatnosti uvedena kao strogo
mikroskopsko ogranicˇenje na vremensku evoluciju u faznom prostoru. Vremenska evolucija
uvjetne raspodjele vjerojatnosti je tada potpuno odredena ovim ogranicˇenjem i pocˇetnim
vrijednostima. Maksimizacijom uvjetne informacijske entropije uz to ogranicˇenje predvida
se makroskopsko ponasˇanje koje se mozˇe realizirati na najvec´i broj nacˇina, kompatibilno
s informacijom o mikroskopskoj dinamici. Informacija o mikroskopskoj dinamici je re-
prezentirana Hamiltonovim jednadzˇbama i skupom moguc´ih putanja u faznom prostoru.
Ako se vjerojatnosti interpretiraju iskljucˇivo u objektivnom smislu, kao svojstvo sustava
a ne kao reprezentacija nasˇeg stupnja znanja, puno opravdanje ovog pristupa je moguc´e
jedino ako je nasˇe znanje o mikroskopskoj dinamici potpuno.
Prvi pristup osnovnom teorijskom modelu omoguc´io je strogu definiciju koncepata
koji su baza za drugi pristup koji je takoder razmotren u odjeljcima 4.1 i 4.2. Razlika
u odnosu na prvi pristup je u uvodenju Liouvilleove jednadzˇbe za uvjetnu raspodjelu
vjerojatnosti kao makroskopskog ogranicˇenja. Ovo ogranicˇenje na vremensku evoluciju u
faznom prostoru uzeto je uz usrednjavanje, koje je dano integralom Liouvilleove jednadzˇbe
za uvjetnu raspodjelu vjerojatnosti po dostupnom faznom prostoru. U tom smislu slicˇno
je ogranicˇenjima koja su dana podacima o makroskopskim velicˇinama. U Jaynesovoj
prediktivnoj statisticˇkoj mehanici viˇse objektivnosti se pripisuje eksperimentalno mjere-
nim velicˇinama nego raspodjelama vjerojatnosti. Subjektivno glediˇste koje ovdje postaje
bitno sastoji se od toga da su vjerojatnosti pridruzˇene zbog nepotpunog znanja, tj. zbog
parcijalne informacije, i zato reprezentiraju nasˇ stupanj znanja o sustavu. Ako informa-
cija o dinamici nije dovoljno iscrpna da se detaljno odredi vremenska evolucija, uzima se
prosjek po svim slucˇajevima koje smatramo moguc´im na osnovi parcijalne informacije. U
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drugom pristupu osnovnom modelu pokazuje se da su tada elementi ireverzibilnog ma-
kroskopskog ponasˇanja u zatvorenim sustavima s Hamiltonovom dinamikom posljedica
postupnog gubitka informacije o moguc´im mikrostanjima sustava.
Ovu ideju je razvio Jaynes u formalizmu matrice gustoc´e [2]. Grandy [16, 17] je u
okviru MaxEnt formalizma razvio detaljan model vremenski ovisnih vjerojatnosti i ma-
trice gustoc´e za makroskopske sustave s ogranicˇenjima koja se mijenjaju u vremenu, i
primijenio ga na tipicˇne procese u neravnotezˇnoj termodinamici i hidrodinamici [18]. U
kontekstu uzajamnog djelovanja makroskopskih ogranicˇenja na sustav i njegove mikro-
skopske dinamike, zanimljivo je spomenuti da je MaxEnt formalizam takoder bio razma-
tran kao metoda priblizˇnog rjesˇavanja parcijalnih diferencijalnih jednadzˇbi koje opisuju
vremensku evoluciju raspodjela vjerojatnosti. Zbog potpunije daljne reference, ovdje je-
dino spominjemo da je ova metoda, uz ostale primjere, bila primijenjena na Liouville–von
Neumannovu jednadzˇbu [19], familiju dinamicˇkih sustava sa bezdivergentnim tokovima
u faznom prostoru koja ukljucˇuje Hamiltonove sustave [20], generaliziranu Liouvilleovu
jednadzˇbu i jednadzˇbe kontinuiteta [21]. Univerzalnost ovog pristupa je uspostavljena za
opc´enitu klasu evolucijskih jednadzˇbi koje zadovoljavaju osnovne zahtjeve linearnosti i
sacˇuvanja normalizacije [22]. Ova metoda je takoder bila razmatrana za klasicˇne evolu-
cijske jednadzˇbe sa cˇlanom izvora unutar konteksta u kojem normalizacija nije sacˇuvana
[23].
U Jaynesovoj [2] interpretaciji ireverzibilnost fizikalnih procesa odrazˇava jedino nasˇu
nemoguc´nost prac´enja stanja sustava tijekom procesa. S tim je povezan i postupni gubitak
informacije o stanju sustava. U odjeljcima 4.1 i 4.2 je pokazano da takva interpretacija
ima jasnu matematicˇku formulaciju u konceptima maksimizacije uvjetne informacijske
entropije i njenoj relaciji s informacijskom entropijom. Vrijednosti uvjetne informacijske
entropije i informacijske entropije uvijek zadovoljavaju relaciju nejednakosti iz Shanno-
nove teorije informacije [4], po kojoj je informacijska entropija gornja granica za uvjetnu
informacijsku entropiju. Maksimizacijom uvjetne informacijske entropije uz ogranicˇenje
koje je zadano Liouvilleovom jednadzˇbom usrednjenom po faznom prostoru, ta relacija
informacijskih entropija postaje jednakost. Jednakost uvjetne informacijske entropije i in-
formacijske entropije je ekvivalentna statisticˇkoj nezavisnosti pocˇetnih putanja u faznom
prostoru i konacˇnih mikrostanja. Logicˇka posljedica statisticˇke nezavisnosti je potpuni
gubitak korelacije izmedu pocˇetnih putanja i konacˇnih mikrostanja. Logicˇki ispravna
interpretacija gubitka korelacije zahtijeva i definiciju karakteristicˇnog vremena koje je
potrebno za gubitak korelacije.
Kljucˇan element pristupa kojim je u teorijski model ukljucˇen opisani gubitak korelacije
je uvodenje Liouvilleove jednadzˇbe za uvjetnu raspodjelu vjerojatnosti kao makroskopskog
ogranicˇenja. Na taj nacˇin je nepotpunost informacije o mikroskopskoj dinamici ukljucˇena,
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konzistentno s temeljnim nacˇelima prediktivne statisticˇke mehanike, u problem predikcije
makroskopske vremenske evolucije sustava. Maksimizacija uvjetne informacijske entropije
uz ogranicˇenje zadano Liouvilleovom jednadzˇbom usrednjenom po faznom prostoru, rezul-
tira potpunim gubitkom korelacije izmedu pocˇetnih putanja u faznom prostoru i konacˇnih
mikrostanja. Ovaj gubitak korelacije je povezan s gubitkom informacije o moguc´im mi-
krostanjima sustava. Maksimum uvjetne informacijske entropije i odgovarajuc´a vrijednost
informacijske entropije jednaki su Boltzmann-Gibbsovoj entropiji sustava, koja je dana
logaritmom volumena dostupnog faznog prostora. U osnovnom teorijskom modelu je
bez dodatnih pretpostavki na taj nacˇin proiziˇsla definicija promjene entropije i brzine
promjene entropije za zatvoren Hamiltonov sustav. Integral po vremenu Lagrangeova
multiplikatora uzet preko vremenskog intervala koji je dulji od karakteristicˇnog vremena
gubitka korelacije daje promjenu vrijednosti uvjetne informacijske entropije u odnosu
na njenu vrijednost u pocˇetnom trenutku. Daljnje promjene informacijskih entropija su
jednake promjeni Boltzmann-Gibbsove entropije sustava. Na taj nacˇin, za sve slijedec´e
vremenske intervale integral Lagrangeova multiplikatora po tim intervalima i Lagrangeov
multiplikator mogu se identificirati s promjenom entropije i brzinom promjene entropije,
redom. Ovaj rezultat u skladu je s interpretacijom ireverzibilnosti kao posljedice gubitka
informacije o moguc´im mikrostanjima sustava.
Poglavlje 5 posvec´eno je generalizaciji pristupa koji je razvijen u okviru osnovnog te-
orijskog modela. U odjeljku 5.1 provedena je analiza rezultata osnovnog teorijskog modela
s ciljem daljne generalizacije pristupa. Zakljucˇeno je da za generalizaciju pristupa treba
u osnovni teorijski model ukljucˇiti podatke o onim makroskopskim velicˇinama koje su re-
levantne za predikcije na specificiranim vremenskim skalama. Uvjeti takve generalizacije
razmotreni su u odjeljku 5.2 kroz prikaz reduciranog opisa neravnotezˇnih sustava, gdje
se dijelom slijedi pristup iz reference [24]. U odjeljku 5.2 je za razrijeden klasicˇni plin
identicˇnih cˇestica dana hijerarhija vremenskih skala, uz specifikaciju skupa makroskop-
skih velicˇina koje su relevantne za opis neravnotezˇnog sustava na pojedinim vremenskim
skalama. Taj primjer je preuzet iz reference [24]. Za prvi korak u generalizaciji pristupa
je odabrana hidrodinamicˇka vremenska skala, na kojoj je za opis neravnotezˇnog sustava
potrebna manje detaljna informacija o mikroskopskoj dinamici u usporedbi s drugim vre-
menskim skalama.
U odjeljku 5.3 su za klasicˇni fluid identicˇnih cˇestica, uz pretpostavku lokalne rav-
notezˇe, dane relevantne lokalne dinamicˇke varijable i odgovarajuc´e lokalne makroskopske
velicˇine. Buduc´i da su te lokalne dinamicˇke varijable gustoc´e sacˇuvanih velicˇina, njihove
jednadzˇbe gibanja mogu se zapisati u obliku lokalnih mikroskopskih zakona sacˇuvanja.
Odgovarajuc´e lokalne makroskopske velicˇine zadovoljavaju lokalne makroskopske zakone
sacˇuvanja. U kontekstu pristupa koji je prikazan u ovom radu, razmotren je slucˇaj kada
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informacija o mikroskopskoj dinamici fluida nije potpuna, uz pretpostavku da tada Li-
ouvilleova jednadzˇba vrijedi u obliku o kojem nemamo potpunu informaciju. Uz ovu
pretpostavku specificiran je uvjet uz koji lokalni mikroskopski zakoni sacˇuvanja vrijede
u obliku koji ne ovisi o informaciji o mikroskopskoj dinamici koja nedostaje. Uz istu
pretpostavku specificiran je uvjet uz koji lokalni makroskopski zakoni sacˇuvanja vrijede u
obliku koji ne ovisi o informaciji o mikroskopskoj dinamici koja nedostaje. Prvom speci-
fikacijom je obuhvac´en slucˇaj kada informacija o mikroskopskoj dinamici koja nedostaje
nije relevantna za opis vremenske evolucije lokalnih dinamicˇkih varijabli. Drugom specifi-
kacijom je obuhvac´en slucˇaj kada informacija o mikroskopskoj dinamici koja nedostaje nije
relevantna za opis vremenske evolucije lokalnih makroskopskih velicˇina. Lokalni makro-
skopski zakoni sacˇuvanja za fluide poznati su kao hidrodinamicˇke jednadzˇbe kontinuiteta,
i osnova su za izvod jednadzˇbi hidrodinamike. S obzirom da su hidrodinamicˇke jednadzˇbe
kontinuiteta osnovni element reduciranog opisa na hidrodinamicˇkoj vremenskoj skali, u
analizi na kraju odjeljka 5.3 one se uzimaju za relevantnu dodatnu informaciju koju kao
dodatna ogranicˇenja treba ukljucˇiti u pocˇetni model. U odjeljku 5.3 je takoder izveden
ekvivalentan oblik tih jednadzˇbi koji je pogodan za koriˇstenje u varijacijskom racˇunu.
Predikcije koje slijede iz maksimizacije uvjetne informacijske entropije, uz ogranicˇenje
zadano Liouvilleovom jednadzˇbom usrednjenom po dostupnom faznom prostoru, i do-
datna ogranicˇenja ekvivalentna hidrodinamicˇkim jednadzˇbama kontinuiteta, izvedene su
i razmotrene u odjeljku 5.4. Maksimizacija uvjetne informacijske entropije uz dodatna
ogranicˇenja uvedena u generaliziranom pristupu, takoder rezultira potpunim gubitkom
korelacije izmedu pocˇetnih putanja u faznom prostoru i konacˇnih mikrostanja. Dobi-
vena raspodjela vjerojatnosti mikrostanja po obliku je identicˇna relevantnoj raspodjeli
za klasicˇni fluid u lokalnoj ravnotezˇi koja je poznata iz literature [24]. Uz pretpostavku
lokalne ravnotezˇe, Lagrangeovi multiplikatori u raspodjeli vjerojatnosti mikrostanja, us-
poredbom te raspodjele s relevantnom raspodjelom, dovedeni su u vezu s lokalnim pa-
rametrima koji imaju jednostavnu termodinamicˇku interpretaciju. Pretpostavka lokalne
ravnotezˇe omoguc´ila je precizniju definiciju karakteristicˇnog vremena potrebnog za gubi-
tak korelacije. Ono je na taj nacˇin dovedeno uz vezu s vremenom koje je potrebno za
uspostavljanje stanja lokalne ravnotezˇe fluida s odgovarajuc´om relevantnom raspodjelom.
Kao rezultat generaliziranog pristupa, dobiven je izraz za brzinu promjene entropije koji
je u skladu s poznatim izrazom za brzinu promjene entropije zatvorenog sustava iz ter-
modinamike ireverzibilnih procesa. Taj rezultat je omoguc´io definiciju gustoc´e produkcije
entropije za klasicˇni fluid identicˇnih cˇestica u skladu s temeljnim postulatima termodi-
namike ireverzibilnih procesa. Time je pokazano da uvodenje dodatnih ogranicˇenja koja
su relevantna za hidrodinamicˇku vremensku skalu, preciznije odreduje brzinu promjene
entropije sustava, cˇija je definicija proiziˇsla u osnovnom teorijskom modelu.
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U poglavlju 6 je dana kratka diskusija otvorenih pitanja uz njihov slobodan prikaz. U
poglavlju 7 dan je zakljucˇak koji slijedi iz rezultata ovog rada.
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Poglavlje 2
OSNOVNI ELEMENTI
PREDIKTIVNE STATISTICˇKE
MEHANIKE
2.1 Entropija teorije informacije kao svojstvo raspo-
djele vjerojatnosti
Shannonovim radom [4] je na dosljedan nacˇin dan odgovor na osnovno pitanje teorije in-
formacije, a to je kako definirati iznos informacije u komunikacijskom sustavu. U razvoju
teorije informacije i u primjenama u tehnicˇkim znanostima Shannonov je doprinos imao
utjecaj koji nije potrebno posebno naglasˇavati. Utjecaj tog otkric´a je znacˇajan i u drugim
podrucˇjima, gdje je iz razlicˇitih razloga takoder potrebna precizna definicija mjere infor-
macije. Informacija je opc´enit pojam koji ima i znacˇenja koja vjerojatno nisu matematicˇki
definirana niti su obuhvac´ena pojmovima koji se koriste u teoriji informacije. Opc´enito
svojstvo informacije je da se razlikuje od svoje reprezentacije. S druge strane, moguc´e je
relativno dobro definirati iznos informacije koja je povezana s mjerenjima i opazˇanjima
fizikalnih procesa. Informacija je tako pojam koji je zanimljiv i za fiziku.
Shannonova teorija komunikacije imala je brojne prethodnike, poput Nyquista, Har-
tleya i Wienera. Mjera informacije je istrazˇivana i prije Shannonovog rada (viˇse detalja
mozˇe se pronac´i u referencama [4], [13], [25]). Polazec´i od razumijevanja da problem
konstrukcije komunikacijskog sustava ovisi o statisticˇkoj strukturi informacije koju se zˇeli
njime komunicirati, Shannon je dao najopc´enitiju definiciju mjere informacije do tada.
Ako simboli A1, A2, . . . , An nekog alfabeta (dogadaji) imaju vjerojatnosti p1, p2, . . . , pn,
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mjera iznosa informacije je definirana izrazom1
H(p1, . . . , pn) = −K
n∑
i=1
pi log pi . (2.1)
Nizovi simbola, odnosno “slova”, mogu cˇiniti skup “rijecˇi” odredene duljine, a iznos in-
formacije mozˇe se odrediti na analogan nacˇin. Pozitivna konstanta K u izrazu (2.1) ovisi
o izboru jedinice kojom se izrazˇava iznos informacije. Ako se informacija kodira nizovima
binarnih znamenki, prikladno je u izrazu (2.1) koristiti logaritam po bazi 2, i na taj nacˇin
uz K = 1 izraziti H u bitovima.
Poznato je da za iznos informacije po simbolu (dogadaju), dan izrazom (2.1), vrijedi
nejednakost
H(1/n, . . . , 1/n) ≥ H(p1, . . . , pn) . (2.2)
Za konkavne funkcije realne varijable vrijedi Jensenova nejednakost [26],
f
(
n∑
i=1
λixi
)
≥
n∑
i=1
λif(xi) , (2.3)
gdje je
∑n
i=1 λi = 1, λi ≥ 0 za i = 1, 2, . . . , n. Relacija (2.2) slijedi iz nejednakosti (2.3)
uvrsˇtavanjem: f(pi) = −pi log pi, λi = 1/n za i = 1, 2, . . . , n, i koriˇstenjem uvjeta koji
vrijedi za vjerojatnosti,
n∑
i=1
pi = 1 . (2.4)
Uz uvjet (2.4) izraz (2.1) ima maksimum kad je svih n vjerojatnosti jednako, pi = 1/n,
i = 1, 2, . . . , n. Dokaz se mozˇe nac´i u referenci [27, str. 14–16].
S obzirom na nacˇin na koji vjerojatnosti pi ulaze u izraz (2.1), nije tesˇko razumjeti zasˇto
se u literaturi [28] mozˇe josˇ susresti i naziv srednji iznos informacije, pri cˇemu se log (1/pi)
interpretira kao iznos informacije simbola, odnosno dogadaja s oznakom i. U stvarnim
primjenama radi se o duljinama kodnih rijecˇi, npr. nizova binarnih znamenki, a izraz (2.1)
predstavlja ocˇekivani broj bitova nuzˇan za kodiranje poruka (po simbolu). Dakle, ova
interpretacija iznosa informacije se odnosi na prethodno kodirane i naknadno primljene
poruke, ali ona nije neophodna da se opravda osnovna definicija iznosa informacije (2.1).
Za vjerojatnosti pi < 1/n, funkcija log (1/pi) ima vec´u vrijednost od maksimuma iznosa
informacije (2.2), ali je srednji iznos informacije tada manji od maksimuma. U granici
pi → 0 je doprinos srednjem iznosu informacije jednak nula. Medutim, nejasnoc´e nastaju
kada se u opc´enitijem kontekstu od ovog prethodno navedenog, log (1/pi) interpretira
1U ovom odjeljku se privremeno za mjeru informacije koristi oznaka H koju je koristio Shannon.
Kasnije c´e se oznaka H koristiti za Hamiltonovu funkciju. Na mjestima na kojima nije specificirana baza
logaritma, log x predstavlja logaritam po bazi koja je tada odredena kontekstom. Najcˇesˇc´e predstavlja
logaritam po bazi e (prirodni logaritam), koji je uobicˇajeno oznacˇavati s lnx.
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kao iznos informacije koju donosi pojava pojedinacˇnog dogadaja. Alternativno, log (1/pi)
naziva se josˇ nesigurnost ili iznenadenje.
Na primjeru dva najjednostavnija slucˇaja je lako vidjeti da je takoder moguc´a i
drugacˇija interpretacija. Ako svaki od n moguc´ih dogadaja ima jednaku vjerojatnost,
tj. pi = 1/n za i = 1, 2, . . . , n, tada je iznos informacije (2.1) maksimalan i jednak
H(1/n, . . . , 1/n) = K log n. S druge strane, ako je raspodjela vjerojatnosti dana s pi = δij
(tj. dogadaj oznacˇen s j je siguran), tada je H(0, . . . , pj = 1, . . . , 0) = 0. S obzirom da je
velicˇina (2.1) definirana kao mjera iznosa informacije, iz razmatranja ova dva slucˇaja mozˇe,
alternativno, proizic´i i slijedec´a interpretacija. Prije pojave jednog od n jednako vjerojat-
nih dogadaja, nesigurnost, odnosno iznos informacije koja nam nedostaje za odredivanje
dogadaja, jednaka je H = K log n. Nakon pojave jednog od n dogadaja, mozˇe se takoder
rec´i da K log n predstavlja iznos informacije dobivene njegovim odredivanjem. Medutim,
za razliku od prethodne interpretacije koja je zasnovana na log (1/pi) kao iznosu infor-
macije dogadaja, ova interpretacija slijedi iz funkcije (2.1) koja ovisi o vjerojatnostima
p1, p2, . . . , pn. Dakle, ne mozˇemo biti sigurni da je jedna od specificˇnih interpretacija iz-
nosa informacije koju donosi pojava dogadaja uvijek ispravna u svim kontekstima. Nazivi
srednji iznos informacije, iznos informacije koja nam nedostaje i iznos informacije dobi-
vene pojavom nekog dogadaja, koriste se u razlicˇitim kontekstima iz kojih onda proizlaze
i njihove tocˇne interpretacije.
Shannonova interpretacija medutim nije ovisna o bilo kojem od tih specificˇnih kon-
teksta. Funkciji (2.1) dao je interpretaciju mjere “izbora” ukljucˇenog u odabir dogadaja.
Preciznije, Shannon je funkciju (2.1) definirao kao mjeru nasˇe nesigurnosti vezane uz po-
javu moguc´ih dogadaja, odnosno mjeru nesigurnosti reprezentirane raspodjelom vjerojat-
nosti p1, p2, . . . , pn. Jaynes je smatrao da je u kontekstu teorije komunikacije Shannonova
mjera informacije i nesigurnosti povezana s prethodnim znanjem inzˇenjera o porukama
koje c´e se slati komunikacijskim sustavom koji konstruira i njihovim vjerojatnostima [25].
Shannon je funkciju (2.1) nazvao entropija skupa vjerojatnosti, odnosno entropija
raspodjele vjerojatnosti p1, p2, . . . , pn. Odabir tog naziva uzrokovao je cˇestu konfuziju s
termodinamicˇkom entropijom. Entropija je u termodinamici svojstvo termodinamicˇkog
sustava koji je definiran eksperimentalno mjerljivim makroskopskim velicˇinama; ona je
funkcija drugih termodinamicˇkih velicˇina. S druge strane, funkcija (2.1) predstavlja svoj-
stvo raspodjele vjerojatnosti. Prema literaturi, Shannon je izvorno namjeravao funkciju
(2.1) nazvati nesigurnost, jer se mozˇe intepretirati kao mjera nesigurnosti reprezentirane
raspodjelom vjerojatnosti.2 Nadalje, definicija (2.1) nije dana u fizikalnom kontekstu3, a
2Prema brojnim navodima iz literature (jedan od primjera je i referenca [13]), Shannon je funkciju
(2.1) nazvao entropija na nagovor poznatog matematicˇara von Neumanna.
3Isto tako niti interpretacije koje smo prethodno izlozˇili nisu dane u fizikalnom kontekstu.
13
jedina povezanost s fizikom je oblik funkcije (2.1), koja je istog oblika kao entropija cˇija
definicija proizlazi iz statisticˇke mehanike. Shannon je istaknuo tu prepoznatljivu slicˇnost
navodec´i kao primjer funkciju H iz Boltzmannovog H teorema [4].
Zbog potpunosti je vazˇno iznijeti argumente na kojima se temelji Shannova de-
finicija funkcije (2.1) kao mjere nesigurnosti reprezentirane raspodjelom vjerojatnosti
p1, p2, . . . , pn. Polazna tocˇka je pitanje koja su svojstva uvjet za konzistentnu defini-
ciju neke funkcije H(p1, . . . , pn) kao mjere nesigurnosti raspodjele vjerojatnosti. Shannon
je smatrao da je smisleno zahtijevati slijedec´a svojstva [4]:4
(1) H je neprekidna funkcija pi.
(2) Ako su svi pi jednaki, pi = 1/n, velicˇina A(n) = H(1/n, . . . , 1/n) je monotono
rastuc´a funkcija n.
(3) (Zakon slaganja) Ako grupiramo prvih k dogadjaja u dogadaj vjerojatnosti w1 =
p1 + · · ·+ pk, slijedec´ih m dogadaja u dogadaj vjerojatnosti w2 = pk+1 + · · ·+ pk+m,
itd., i tako grupiranjem svih n dogadaja dobijemo r slozˇenih dogadaja cˇije su vjero-
jatnosti w1, . . . , wr, nesigurnost povezana sa r slozˇenih dogadaja je H(w1, . . . , wr).
Uvjetne vjerojatnosti prvih k dogadaja uz uvjet da se dogodio prvi slozˇeni dogadaj
su p1/w1, . . . , pk/w1, itd. Dodatna nesigurnost koja se pojavljuje s vjerojatnosˇc´u
prvog slozˇenog dogadaja w1 jednaka je H(p1/w1, . . . , pk/w1), itd. Tada vrijedi
H(p1, . . . , pn) = H(w1, . . . , wr) + w1H
(
p1
w1
, . . . ,
pk
w1
)
+ w2H
(
pk+1
w2
, . . . ,
pk+m
w2
)
+ . . .
Shannon je potom dokazao slijedec´u tvrdnju [4, Teorem 2]:
Jedina funkcija H(p1, . . . , pn) koja zadovoljava ove tri pretpostavke je funkcija oblika
(2.1), gdje je K pozitivna konstanta.
Dokaz teorema prikazat c´emo uz neznatne modifikacije u izvornoj verziji koju je dao
Shannon [4, Appendix 2]. Neke detalje preuzet c´emo iz Jaynesove verzije dokaza [25, str.
346–350].
Zbog uvjeta (1) kojim se zahtjeva neprekidnost, funkciju H(p1, . . . , pn) je dovoljno
odrediti za sve sumjerljive (racionalne) vjerojatnosti
pi =
di∑n
i=1 di
, (2.5)
4Zbog boljeg razumijevanja, Shannonove uvjete dajemo u preciznijem obliku u kojem ih je formulirao
Jaynes [1, Appendix A], [25, str. 347-348]
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gdje su di nenegativni cijeli brojevi. Ako su pi iracionalni oni se mogu aproksimirati raci-
onalnim brojevima, a isti izraz za H(p1, . . . , pn) mora vrijediti zbog uvjeta neprekidnosti
(1).
Za niz m uzastopnih izbora koji se u svakom koraku sastoje od s jednako vjerojatnih
moguc´nosti, uvjet (3) povezuje nesigurnosti svih moguc´ih izbora u nizu i nesigurnost
izbora od sm jednako vjerojatnih konacˇnih dogadaja. Iz uvjeta (3) u tom slucˇaju slijedi
A(sm) = mA(s) . (2.6)
Slicˇno tome vrijedi
A(tn) = nA(t) . (2.7)
Neka su s i t bilo koja dva cijela broja koji nisu manji od 2. Mozˇemo odabrati n (pro-
izvoljno velik) i nac´i m takav da vrijedi
sm ≤ tn < sm+1 . (2.8)
Logaritmiranjem i dijeljenjem sa n log s dobije se
m
n
≤ log t
log s
≤ m+ 1
n
. (2.9)
Oduzimanjem m/n se dobije da za apsolutne iznose vrijedi∣∣∣∣mn − log tlog s
∣∣∣∣ ≤ 1n , (2.10)
Koriˇstenjem uvjeta (2), relacija (2.6), (2.7) i (2.8), dobije se
mA(s) ≤ nA(t) ≤ (m+ 1)A(s) . (2.11)
Nadalje, iz uvjeta (3) slijedi da je A(1) = 0. Zbog uvjeta (2), tada za svaki cijeli broj
s ≥ 2 mora vrijediti da je A(s) > 0. Dijeljenjem (2.11) sa nA(s) slijedi
m
n
≤ A(t)
A(s)
≤ m+ 1
n
, (2.12)
odnosno ∣∣∣∣mn − A(t)A(s)
∣∣∣∣ ≤ 1n . (2.13)
Koriˇstenjem nejednakosti |x1 + x2| ≤ |x1|+ |x2| zajedno s nejednakostima (2.10) i (2.13),
slijedi da je ∣∣∣∣A(t)A(s) − log tlog s
∣∣∣∣ ≤ 2n , (2.14)
odnosno ∣∣∣∣A(t)log t − A(s)log s
∣∣∣∣ ≤ 2A(s)n log t . (2.15)
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S obzirom da je n proizvoljno velik,∣∣∣∣A(t)log t − A(s)log s
∣∣∣∣ ≤  , (2.16)
gdje je
 =
2A(s)
n log t
, (2.17)
proizvoljno mali. Za bilo koja dva cijela broja s, t ≥ 2 vrijedi relacija (2.16), iz koje se
dobije
A(t) = K log t , (2.18)
gdje je K konstanta, koja mora biti pozitivna zbog uvjeta (2). Nadalje, A(1) = 0 tako da
(2.18) vrijedi za svaki cijeli broj t ≥ 1.
Odredimo sada H(p1, . . . , pn) za slucˇaj izbora od n moguc´nosti sa sumjerljivim vje-
rojatnostima koje su dane izrazom (2.5). Promotrimo najprije zaseban slucˇaj izbora od
ukupno
∑n
i=1 di moguc´nosti jednakih vjerojatnosti. Taj izbor mozˇemo rastaviti (grupi-
rati) na izbor od n moguc´nosti s vjerojatnostima (2.5), i ako je tada izabran i, izbor od
di moguc´nosti s medusobno jednakim vjerojatnostima. Iz uvjeta (3) i jednadzˇbe (2.18)
slijedi da je za ukupni izbor od
∑n
i=1 di moguc´nosti jednakih vjerojatnosti nesigurnost
jednaka
K log
(
n∑
i=1
di
)
= H(p1, . . . , pn) +K
n∑
i=1
pi log di . (2.19)
Iz jednadzˇbe (2.19) slijedi
H(p1, . . . , pn) = −K
n∑
i=1
pi log
(
di∑n
j=1 dj
)
= −K
n∑
i=1
pi log pi . (2.20)
Funkcija H(p1, . . . , pn) je odredena za sve sumjerljive vjerojatnosti (2.5). Zbog uvjeta
neprekidnosti (1), isti izraz za H(p1, . . . , pn) mora vrijediti i za iracionalne pi.
Kao osvrt je mozˇda najbolje navesti Shannonov [4] komentar teorema: “Ovaj teorem,
i pretpostavke koje su potrebne za njegov dokaz, nisu ni na koji nacˇin nuzˇne za pos-
tojec´u teoriju. On je prevenstveno dan da pruzˇi odredenu uvjerljivost nekim od nasˇih
kasnijih definicija. Stvarno opravdanje ovih definicija, medutim, nalazit c´e se u njihovim
implikacijama.”
Shannonovim teoremom specificirana su odredena svojstva koja su dovoljna za jed-
noznacˇno odredivanje funkcije (2.1). To su svojstva za koja intuitivno ocˇekujemo da ih
funkcija koju koristimo kao mjeru nesigurnosti reprezentirane raspodjelom vjerojatnosti
mora zadovoljavati. Ta svojstva nismo dodatno argumentirali; Shannon ih je nazvao
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smislenim, razlozˇnim, ali ih, osim njihovog preciznog formuliranja, nije posebno oprav-
dao, vjerojatno jer je smatrao da je neophodnost tih svojstava evidentna. Shannonov
teorem argument je za primjenu funkcije (2.1) u teoriji informacije i u brojnim drugim
podrucˇjima, ali nije dokaz da je nasˇa definicija mjere nesigurnosti, ili mjere informacije
konzistentna. Ipak, u implikacijama koje proizlaze takvom definicijom, te u brojnim rezul-
tatima primjene u razlicˇitim podrucˇjima povezanim teorijom vjerojatnosti, nisu pronadene
nikakve nekonzistentnosti, sˇto takoder predstavlja vazˇan argument [25].
Funkcija (2.1) ima dodatna, takoder vazˇna svojstva koja su detaljno raspravljena u
referencama [4], [27], [28]. Definicija funkcije (2.1) kao mjere nesigurnosti reprezentirane
raspodjelom vjerojatnosti je konzistentna s tim svojstvima koja ocˇekujemo od mjere ne-
sigurnosti. Naprimjer, funkcija (2.1) ima maksimum kad su sve vjerojatnosti jednake (re-
lacija (2.2)). Funkcija (2.1) kao mjera nesigurnosti tako zadovoljava intuitivno ocˇekivanje
da je nesigurnost najvec´a kad su svi dogadaji jednako vjerojatni. Dolje navodimo neka
od ostalih vazˇnih svojstava fukcije (2.1) u obliku u kojem su dana u Shannonovom radu
[4] (dokazi se mogu pronac´i i u drugim prethodno navedenim referencama).
(1) H = 0 ako i samo ako su sve vjerojatnosti pi jednake nuli, osim jedne koja je jednaka
jedinici. Nesigurnost je jednaka nuli kad je jedan od dogadaja siguran.
(2) Za bilo koji dani n, H je maksimalan i jednak je K log n kad je svih n vjerojatnosti
jednako, pi = 1/n, i = 1, 2, . . . , n.
(3) Za diskretne varijable x i y, koje mogu proprimiti vrijednosti x = i (i = 1, 2, . . . ,m)
i y = j (j = 1, 2, . . . , n), vjerojatnost zajednicˇkog pojavljivanja x = i i y = j je
p(i, j). Nesigurnost vezana uz pojavu zajednicˇkog dogadaja je
H(x, y) = −K
m∑
i=1
n∑
j=1
p(i, j) log p(i, j) ,
dok su pojedinacˇne nesigurnosti
H(x) = −K
m∑
i=1
n∑
j=1
p(i, j) log
(
n∑
j=1
p(i, j)
)
,
H(y) = −K
m∑
i=1
n∑
j=1
p(i, j) log
(
m∑
i=1
p(i, j)
)
,
Tada vrijedi
H(x, y) ≤ H(x) +H(y) , (2.21)
s jednakosˇc´u ako i samo ako su dogadaji nezavisni, p(i, j) = p(i)p(j). Nesigurnost
zajednicˇkog dogadaja je manja od ili je jednaka zbroju pojednacˇnih nesigurnosti.
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(4) Ako se vjerojatnosti pi (i = 1, 2, . . . , n) usrednje u obliku
p′i =
n∑
j=1
aijpj ,
gdje je
∑n
i=1 aij =
∑n
j=1 aij = 1 i aij ≥ 0 za sve i, j = 1, 2 . . . , n, tada H raste (osim
u posebnom slucˇaju kada ta transformacija odgovara permutaciji vjerojatnosti pi;
H tada ostaje isti).
(5) Za diskretne varijable x i y, koje mogu proprimiti vrijednosti x = i (i = 1, 2, . . . ,m)
i y = j (j = 1, 2, . . . , n), uvjetna vjerojatnost za y = j ako je poznato da je x = i je
jednaka
pi(j) =
p(i, j)∑n
j=1 p(i, j)
.
Uvjetna nesigurnost y je prosjek nesigurnosti y uz poznate x, uzet po svim vjero-
jatnostima x,
Hx(y) = −K
m∑
i=1
n∑
j=1
p(i, j) log pi(j) .
Tada vrijedi
H(x, y) = H(x) +Hx(y) ,
Nesigurnost zajednicˇkog dogadaja je jednaka zbroju nesigurnosti prvog i nesigur-
nosti drugog dogadaja kad je prvi poznat.
(6) Iz (3) i (5) slijedi
H(x) +H(y) ≥ H(x, y) = H(x) +Hx(y) ,
odnosno
H(y) ≥ Hx(y) ,
s jednakosˇc´u ako i samo ako su dogadaji nezavisni. Ako je poznat prvi dogadaj,
nesigurnost drugog dogadaja smanji se ili ostane ista.
2.2 Aksiomatski okvir za konstrukciju modela u te-
oriji vjerojatnosti
Prvi korak konstrukcije matematicˇkog modela u teoriji vjerojatnosti je uvodenje nepraz-
nog skupa Ω (prostor elementarnih dogadaja) i familije A podskupova od Ω takve da
vrijedi:
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(1) ∅ ∈ A ,
(2) A ∈ A =⇒ Ac = Ω \ A ∈ A ,
(3) An ∈ A, n ∈ N =⇒
⋃
n∈NAn ∈ A .
Tada se A naziva σ-algebra na Ω. Ureden par (Ω,A) poznat je kao izmjeriv prostor.
Elemente od A nazivamo izmjerivim skupovima. Najmanja σ-algebra na Ω je A = {∅,Ω},
a najvec´a je partitivni skup 2Ω (skup svih podskupova od Ω). Iz definicije σ-algebre slijedi
tvrdnja da je familija skupova koji su zajednicˇki za dvije σ-algebre na Ω takoder σ-algebra
na Ω. Dakle, presjek dvije σ-algebre na Ω je σ-algebra na Ω. Daljne prosˇirenje je tvrdnja
da je presjek proizvoljne familije σ-algebri
⋂
i∈I Ai takoder σ-algebra. Za bilo koju familiju
podskupova A0 ⊂ 2Ω postoji jedinstvena “najmanja” σ-algebra S ⊇ A0. To je presjek
svih σ-algebri na Ω koje sadrzˇe A0, a naziva se σ-algebra generirana sa A0.
Slijedec´i korak je uvodenje vjerojatnosne mjere na izmjerivom prostoru (Ω,A). Mjera
µ na izmjerivom prostoru (Ω,A) je funkcija µ : A → R takva da vrijedi:
(1) µ(A) ≥ 0 za sve A ∈ A, i µ(∅) = 0.
(2) Ako je (An)n∈N niz medusobno disjunktnih skupova An ∈ A, tada je
µ
(⋃
n∈N
An
)
=
∑
n∈N
µ(An) .
Prostor mjere je trojka (Ω,A, µ) koja se sastoji od izmjerivog prostora (Ω,A) i mjere µ.
Svojstvo (2) funkcije µ naziva se σ-aditivnost ili prebrojiva aditivnost.
Prostor mjere (Ω,A,P) takav da vrijedi P(Ω) = 1 naziva se vjerojatnosni prostor, a
mjera P naziva se vjerojatnosna mjera ili vjerojatnost na (Ω,A). Vjerojatnost na (Ω,A)
je funkcija P definirana na A koja svakom A ∈ A pridruzˇuje realan broj P(A) tako da
vrijedi:
(1) 0 ≤ P(A) ≤ 1 za svaki A ∈ A .
(2) P(Ω) = 1 .
(3) Ako su Ai ∈ A, i ∈ N, medusobno disjunktni skupovi, tada je
P
(⋃
i∈N
Ai
)
=
∑
i∈N
P(Ai) .
Ako je (Ω,A,P) vjerojatnosni prostor i A ∈ A, tada se skup A naziva dogadaj, a broj P(A)
naziva se vjerojatnost dogadaja A. Svi dogadaji A ∈ A imaju vjerojatnosti u intervalu
0 ≤ P(A) ≤ 1, P(∅) = 0. Svojstva vjerojatnosti P formulirana su u okviru teorije mjere
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i uzimaju se za aksiome teorije vjerojatnosti. Ostala svojstva vjerojatnosti su posljedice
tih aksioma.
Vjerojatnosni prostor (Ω,A,P) naziva se potpun vjerojatnosni prostor ako B ⊆ A ∈
A i P(A) = 0 implicira B ∈ A i P(B) = 0. U slucˇaju kada je prostor elementarnih
dogadaja Ω konacˇan ili prebrojiv skup, za familiju dogadaja uzima se najvec´a σ-algebra
A = 2Ω, a vjerojatnosni prostor (Ω, 2Ω,P) se tada naziva diskretni vjerojatnosni prostor.
Na konacˇnom ili prebrojivom prostoru elementarnih dogadaja (Ω = {ω1, . . . , ωn} ili Ω =
{ωi : i ∈ N}) vjerojatnosti elementarnih dogadaja ωi ∈ Ω zadane su brojevima P({ωi}) =
pi takvim da vrijedi
0 ≤ pi ≤ 1,
∑
i
pi = 1 . (2.22)
Tada je za A ⊆ Ω vjerojatnost P(A) jednaka
P(A) =
∑
{i: ωi∈A}
pi . (2.23)
S obzirom da B ⊆ Ω implicira da je B ∈ 2Ω, diskretni vjerojatnosni prostor (Ω, 2Ω,P)
je potpun vjerojatnosni prostor. Potpunost je posljedica izbora najvec´e σ-algebre na Ω,
partitivnog skupa 2Ω, kao familije dogadaja.
Moguc´e je uvesti konacˇnu ili prebrojivu familiju {Ei : i ∈ I} nepraznih, medusobno
disjunktnih podskupova od Ω, takvu da vrijedi
Ω =
⋃
i∈I
Ei . (2.24)
Tada se familija {Ei : i ∈ I} naziva particija od Ω ili potpun sustav dogadaja na Ω.
Tom particijom od Ω je generirana najmanja σ-algebra E na Ω koja je sadrzˇi, ali to ne
implicira da je (Ω, E ,P) potpun vjerojatnosni prostor. Je li vjerojatnosni prostor (Ω, E ,P)
potpun ili nije, ovisi o σ-algebri E i o vjerojatnosnoj mjeri P. Ako je prostor elementarnih
dogadaja Ω konacˇan ili prebrojiv skup, tada se ovaj problem mozˇe vrlo jednostavno rijesˇiti
uvodenjem najvec´e σ-algebre na Ω, skupa 2Ω svih podskupova od Ω kao familije dogadaja
i zadavanjem vjerojatnosti za sve elementarne dogadaje ωi ∈ Ω.
Opc´enito, u teoriji mjere, problemi slicˇne vrste se rjesˇavaju uvodenjem vanjske mjere
m∗. Funkcija m∗ : 2Ω → [0,+∞] se naziva vanjska mjera na 2Ω ako vrijedi:
(1) m∗(∅) = 0 .
(2) A ⊆ B ⊆ Ω =⇒ m∗(A) ≤ m∗(B) .
(3) An ⊆ Ω, n ∈ N =⇒ m∗
(⋃
n∈NAn
) ≤∑n∈Nm∗(An) .
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Umjesto prebrojive aditivnosti funkcije mjere za medusobno disjunktne skupove iz A,
vanjska mjera m∗ na 2Ω ima svojstvo prebrojive subaditivnosti (3) za sve podskupove
od Ω, disjunktne i nedisjunktne. Podskup B ⊆ Ω naziva se m∗ izmjeriv ako je za svaki
A ⊆ Ω,
m∗(A) = m∗(A ∩B) +m∗(A ∩Bc) . (2.25)
Tada se mogu dokazati slijedec´e tvrdnje. FamilijaMm∗ svih m∗ izmjerivih podskupova od
Ω je σ-algebra na Ω, vanjska mjera m∗|Mm∗ je mjera na (Ω,Mm∗), a (Ω,Mm∗ ,m∗|Mm∗ )
je prostor mjere [29][Teorem 2].
Neka je (Ω,A, µ) prostor mjere. Definirajmo funkciju µ∗ : 2Ω → [0,+∞]:
µ∗(B) = inf
{∑
i∈N
µ(Ai) : {Ai}i∈N ⊂ A, B ⊆
⋃
i∈N
Ai
}
. (2.26)
Funkcija µ∗ je vanjska mjera na 2Ω jer zadovoljava svojstva (1), (2) i (3). To je posljedica
opc´enitijeg teorema [29][Teorem 6]. σ-algebra A i svi podskupovi B ⊆ A ∈ A takvi da
vrijedi µ(A) = 0, generiraju najmanju σ-algebru A∗ koja ih sadrzˇi. Vanjska mjera µ∗
odredena iz (2.26) je ekstenzija mjere µ na A∗ sa slijedec´im svojstvima:
(1) µ∗|A = µ .
(2) µ∗(B) = 0, za sve B ⊆ A ∈ A takve da vrijedi µ(A) = 0 .
(3) µ∗(C ∪B) = µ(C), za sve C ∈ A i B ⊆ A ∈ A takve da je µ(A) = 0 .
S obzirom da je A∗ ⊆Mµ∗ ([29][Teorem 6]), tada je prema gore navedenoj tvrdnji vanjska
mjera µ∗ mjera i na (Ω,A∗). Cijeli postupak se naziva upotpunjenje jer je (Ω,A∗, µ∗|A∗)
potpun prostor mjere. To implicira da je i (Ω,Mµ∗ , µ∗|Mµ∗ ) potpun prostor mjere. Vazˇan
primjer je Lebesgueova vanjska mjera, koja omoguc´uje ekstenziju Lebesgueove mjere sa σ-
algebre generirane n-dimenzionalnim intervalima na sve ostale Lebesgue izmjerive skupove
u Rn (Lebesgueova σ-algebra na Rn).
2.3 Nacˇelo najvec´e informacijske entropije
Interpretacija funkcije (2.1) kao iznosa informacije, ili srednjeg iznosa informacije u ko-
munikacijskom sustavu, proiziˇsla je u kontekstu teorije komunikacije. Funkcija (2.1) ima
i drugacˇije interpretacije, koje su vazˇnije za druga podrucˇja. U odjeljku 2.1 iznesene su
interpretacije koje su kompatibilne s opc´enitom definicijom funkcije (2.1) kao mjere nesi-
gurnosti reprezentirane raspodjelom vjerojatnosti. Pokazano je da se ta opc´enita defini-
cija mozˇe u posebnim kontekstima na razlicˇite nacˇine interpretirati kao mjera informacije
koja nam nedostaje za odredivanje dogadaja. Tu je vazˇno napomenuti da rijecˇ “dogadaj”
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oznacˇava pojam koji ima razlicˇite interpretacije, iako u teoriji vjerojatnosti, kao sˇto je
prikazano u odjeljku 2.2, taj pojam ima vrlo preciznu matematicˇku definiciju. Dogadaji
su u teoriji vjerojatnosti podskupovi prostora (skupa) elementarnih dogadaja. Na taj
nacˇin mozˇemo dogadaje matematicˇki prikazivati kao skupove elementarnih dogadaja.
Aksiomatski okvir teorije vjerojatnosti ne sadrzˇi nikakvo dodatno objasˇnjenje apstrak-
tne matematicˇke definicije dogadaja, niti objasˇnjava pojam vjerojatnosti u potpunosti.
U tom formalnom okviru dana je opc´enita definicija vjerojatnosti na konacˇnim, prebro-
jivim i neprebrojivim prostorima elementarnih dogadaja. Svojstva koja takvu definiciju
vjerojatnosti omoguc´uju postulirana su u obliku aksioma, ali time nije specificiran odgo-
vor na pitanje kako odrediti, ili na koji nacˇin konstruirati vjerojatnosti. Jednom kada su
vjerojatnosti zadane u skladu s aksiomima, posljedice tih aksioma omoguc´uju izracˇun vje-
rojatnosti slozˇenijih dogadaja. S druge strane, odredivanje inicijalnih vjerojatnosti ovisi
o interpretaciji vjerojatnosti u pojedinacˇnim slucˇajevima koji nas zanimaju.
Iz tog razloga je razumljivo da definicija funkcije vjerojatnosti (2.1) kao mjere nesigur-
nosti ne objasˇnjava u potpunosti znacˇenje pojma nesigurnost. Preciznije, moglo bi se rec´i
da je razlog u tome sˇto interpretacije te definicije ne generiraju kontradikcije, nego ovisno
o kontekstu, upotpunjuju znacˇenje samog pojma. Neovisnost o kontekstu je argument
za valjanost opc´enite definicije. To je vazˇno i zato sˇto je jasno da interpretacija funkcije
vjerojatnosti (2.1) u velikoj mjeri ovisi o interpretaciji samih vjerojatnosti. Osim toga,
mozˇemo se upitati, koje su posljedice definicije mjere nesigurnosti za teoriju vjerojatnosti.
U odjeljku 2.2 je pokazano da su, pri konstrukciji diskretne raspodjele vjerojatnosti,
uvjeti (2.22) jedini kojih se moramo pridrzˇavati da bi raspodjela bila u skladu s aksiomima
teorije vjerojatnosti. Naravno, uvjeti (2.22) sami za sebe nisu dovoljni za jedinstveno
odredivanje raspodjele vjerojatnosti. Jaynes [1, 2] je trazˇec´i rjesˇenje problema konstrukcije
raspodjele vjerojatnosti formulirao nacˇelo najvec´e informacijske entropije kao opc´eniti
kriterij za odabir raspodjele vjerojatnosti kada dostupna informacija nije dovoljna za
njeno jedinstveno odredivanje.5
Nacˇelo najvec´e informacijske entropije zasniva se na opc´enitoj pretpostavci da vjero-
jatnosti reprezentiraju stupanj znanja o problemu na kojeg se odnose [1, 5, 6, 25]. Ako
prihvatimo ovu pretpostavku, tada je prirodno postaviti pitanje kako konstruirati raspo-
djelu koja ovisi iskljucˇivo o dostupnoj informaciji, jer jedino takva raspodjela reprezentira
stvarni stupanj znanja, odnosno poznavanja danog problema. U idealnom slucˇaju to ne
podrazumijeva nasˇe subjektivno znanje o problemu; u problemima koji se proucˇavaju u
fizici pojam znanje podrazumijeva ukupno teorijsko i eksperimentalno znanje o nekom
5Umjesto naziva entropija koji se koristi u teoriji informacije, ovdje se za Shannonovu mjeru nesi-
gurnosti (2.1) dosljedno upotrebljava naziv informacijska entropija, koji se najcˇesˇc´e koristi u relaciji s
fizikom, zbog potrebe razlikovanja s termodinamicˇkom entropijom. Vrlo cˇesto se u literaturi informacijska
entropija naziva josˇ i mjerom informacije koja nedostaje.
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problemu.
Definicija mjere nesigurnosti (2.1), uz spomenutu pretpostavku o vjerojatnostima,
vodi nas do opc´enitog rjesˇenja koje je dao Jaynes [1, 2]. Izbor raspodjele vjerojatnosti
je ogranicˇen informacijom koja je dostupna. Najcˇesˇc´e su to podaci u obliku ocˇekivanih
vrijednosti. Od svih raspodjela koje zadovoljavaju zadana ogranicˇenja, odabiremo ras-
podjelu vjerojatnosti s najvec´om nesigurnosˇc´u povezanu s informacijom koja nedostaje.
Odabirom te raspodjele vjerojatnosti, uzimamo kao sigurnu jedino informaciju koja je
reprezentirana zadanim ogranicˇenjima. Na taj nacˇin ne prepostavljamo nikakvu dodatnu
informaciju koja nam u stvarnosti nije dostupna, pa odabrana raspodjela vjerojatnosti
jedina reprezentira stvarni stupanj znanja. U idealnom slucˇaju to znanje je relevantno za
problem koji nas zanima.
Opisana metoda konstrukcije raspodjele vjerojatnosti primjenom nacˇela najvec´e in-
formacijske entropije cˇesto se naziva MaxEnt algoritam. Ovdje je prikazujemo na jednos-
tavnom primjeru diskretne raspodjele vjerojatnosti.
Neka je x varijabla koja mozˇe poprimiti n razlicˇitih vrijednosti {x1, . . . , xn}, a fk(x)
su funkcije od x, gdje je k = 1, 2, . . . ,m < n. Zˇelimo nac´i odgovarajuc´u raspodjelu
vjerojatnosti {p1, . . . , pn} za koju je, uz ogranicˇenja zadana ocˇekivanim vrijednostima
Fk = 〈fk(x)〉 =
n∑
i=1
pifk(xi) , k = 1, 2, . . . ,m < n , (2.27)
i uvjetom
n∑
i=1
pi = 1 , (pi ≥ 0, i = 1, 2, . . . , n) , (2.28)
nesigurnost, odnosno informacijska entropija SI ,
SI = −
n∑
i=1
pi log pi , (2.29)
maksimalna. Ovdje pozitivnu konstantu K izostavljamo, jer njen iznos ovisi jedino o
izboru jedinice mjere u izrazu (2.1).
Pretpostavimo da je sustav koji je zadan sa m = n− 1 jednadzˇbi (2.27) i jednadzˇbom
(2.28) kompatibilan.6 Tada zadani sustav jednadzˇbi (2.27) i (2.28) ima jedinstveno
rjesˇenje {p1, . . . , pn} ako i samo ako su sve jednadzˇbe sustava linearno nezavisne. Tim
rjesˇenjem odredena je vrijednost informacijske entropije (2.29). Ako je ukupan broj jed-
nadzˇbi (2.27) takav da vrijedi m < n − 1, tada sustav jednadzˇbi (2.27) i (2.28) nema
jedinstveno rjesˇenje. U golemoj vec´ini slucˇajeva koji nas u stvarnosti zanimaju, dostupna
6Sustav linearnih jednadzˇbi se naziva kompatibilan ako ima barem jedno rjesˇenje. Takav sustav se josˇ
naziva rjesˇivim, moguc´im, konzistentnim i sl.
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informacija ukupno je daleko manja od dovoljne za jedinstveno odredivanje vjerojatnosti,
tj. gotovo uvijek je m  n − 1. Tada vjerojatnosti {p1, . . . , pn} odredujemo primjenom
nacˇela najvec´e informacijske entropije.
Raspodjelu vjerojatnosti {p1, . . . , pn} za koju je informacijska entropija (2.29) mak-
simalna uz ogranicˇenja (2.27), najlaksˇe je nac´i primjenom metode Lagrangeovih multi-
plikatora. Da bi nasˇli maksimum funkcije (2.29) uz uvjete (2.27) i (2.28), formiramo
funkciju
I = −
n∑
i=1
pi log pi − (λ0 − 1)
(
n∑
i=1
pi − 1
)
−
m∑
k=1
λk
(
n∑
i=1
pifk(xi)− Fk
)
, (2.30)
gdje su λ0 − 1, λk, k = 1, 2, . . . ,m, Lagrangeovi multiplikatori, i zatim trazˇimo obicˇan
maksimum ove funkcije I. Rjesˇavanjem jednazˇbi
∂I
∂pi
= − log pi − λ0 −
m∑
k=1
λkfk(xi) = 0 , i = 1, 2, . . . , n , (2.31)
dobije se
pi = exp
{
−λ0 −
m∑
k=1
λkfk(xi)
}
, i = 1, 2, . . . , n . (2.32)
Tada iz uvjeta (2.27) i (2.28) mozˇemo odrediti Lagrangeove multiplikatore λ0, λk, k =
1, 2, . . . ,m. Iz jednadzˇbi (2.28) i (2.32) slijedi
λ0 = log
{
n∑
i=1
exp
[
−
m∑
k=1
λkfk(xi)
]}
. (2.33)
Normalizacijski faktor eλ0 raspodjele vjerojatnosti (2.32) jednak je
Z ≡ Z(λ1, . . . , λm) =
n∑
i=1
exp
{
−
m∑
k=1
λkfk(xi)
}
. (2.34)
U MaxEnt formalizmu normalizacijski faktor (2.34) se naziva particijska funkcija.
Koriˇstenjem jednadzˇbi (2.32), (2.33) i (2.34) dobije se da je MaxEnt raspodjela vjero-
jatnosti jednaka
pi =
1
Z
exp
{
−
m∑
k=1
λkfk(xi)
}
, i = 1, 2, . . . , n . (2.35)
Ocˇekivane vrijednosti funkcija 〈fk(x)〉 = Fk, k = 1, 2, . . . ,m, dane su uvjetima (2.27), ili
ekvivalentno, jednadzˇbama
Fk = 〈fk(x)〉 = −∂ logZ(λ1, . . . , λm)
∂λk
, k = 1, 2, . . . ,m . (2.36)
Rjesˇavanjem jednadzˇbi (2.36) mogu se odrediti Lagrangeovi multiplikatori λk, k =
1, 2, . . . ,m, kao funkcije ocˇekivanih vrijednosti.
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Uvrsˇtavanjem MaxEnt raspodjele vjerojatnosti (2.35) u izraz (2.29) dobije se maksi-
mum informacijske entropije SI uz uvjete (2.27) i (2.28),
(SI)max = logZ(λ1, . . . , λm) +
m∑
k=1
λk〈fk(x)〉 . (2.37)
Jednostavno je pokazati da je (2.37) najvec´a vrijednost SI uz uvjete (2.27) i (2.28). Dokaz
koji ovdje dajemo preuzet je iz referenci [5, 13, 25] uz manje modifikacije.
Neka su {p1, . . . , pn} i {q1, . . . , qn} dvije raspodjele vjerojatnosti koje zadovoljavaju
uvjete (2.27) i (2.28). Za x ≥ 0 vrijedi relacija
log x ≤ x− 1 , (2.38)
s jednakosˇc´u ako i samo ako je x = 1. Primjenom relacije (2.38) se dobije
n∑
i=1
qi log
(
pi
qi
)
≤
n∑
i=1
qi
(
pi
qi
− 1
)
= 0 , (2.39)
s jednakosˇc´u ako i samo ako je qi = pi, za sve i = 1, 2, . . . , n. Iz (2.39) dalje slijedi
−
n∑
i=1
qi log qi ≤ −
n∑
i=1
qi log pi . (2.40)
Ako se za raspodjelu vjerojatnosti {p1, . . . , pn} odabere raspodjela (2.35), relacija (2.40)
daje
−
n∑
i=1
qi log qi ≤
n∑
i=1
qi
[
logZ +
m∑
k=1
λkfk(xi)
]
. (2.41)
Raspodjela vjerojatnosti {q1, . . . , qn} zadovoljava iste uvjete (2.27) i (2.28) kao i raspodjela
(2.35). Uzimajuc´i to u obzir, koriˇstenjem relacija (2.29), (2.37) i (2.41) dobije se
SI(q1, . . . , qn) ≤ logZ +
m∑
k=1
λk〈fk(x)〉 = (SI)max , (2.42)
s jednakosˇc´u ako i samo ako je raspodjela {q1, . . . , qn} jednaka raspodjeli (2.35).
Dakle, dokazana je tvrdnja da na skupu svih raspodjela koje zadovoljavaju uvjete
(2.27) i (2.28), informacijska entropija SI poprima svoju najvec´u vrijednost jedino za
MaxEnt raspodjelu vjerojatnosti (2.35). Time je dokazano da je primjena bilo koje druge
raspodjele u suprotnosti s nacˇelom najvec´e informacijske entropije. MaxEnt raspodjela
(2.35) nadena je standarnim postupkom uvjetne maksimizacije, ali dokaz ovih tvrdnji je
dan nezavisnim postupkom.
Posljedica ili korolar ovih tvrdnji je to da su Lagrangeovi multiplikatori λ0, λk, k =
1, 2, . . . ,m, jedinstveno odredeni uvjetima (2.27) i (2.28). Dokaz se u skiciranom obliku
mozˇe pronac´i u referenci [13, str. 29-30]. Ovdje taj dokaz malo detaljnije prikazujemo;
razlog za to je vazˇna uloga Lagrangeovih multiplikatora u MaxEnt formalizmu.
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Pretpostavimo da postoje neke druge vrijednosti λ′0, λ
′
k, k = 1, 2, . . . ,m, za koje su
jednadzˇbe (2.33) i (2.36) takoder zadovoljene. Tim vrijednostima odgovara raspodjela
vjerojatnosti
qi =
1
Z(λ′1, . . . , λ′m)
exp
{
−
m∑
k=1
λ′kfk(xi)
}
, i = 1, 2, . . . , n . (2.43)
koja mora zadovoljavati nejednakost (2.42). Zamjenom mjesta raspodjela (2.35) i (2.43)
u relaciji (2.40), a onda i u relacijama (2.41) i (2.42), dobije se
SI(p1, . . . , pn) ≤ logZ(λ′1, . . . , λ′m) +
m∑
k=1
λ′k〈fk(x)〉 . (2.44)
Relacije (2.42) i (2.44) impliciraju da za raspodjele (2.35) i (2.43) vrijedi SI(q1, . . . , qn) =
SI(p1, . . . , pn) = (SI)max.
Jednakosti u relacijama (2.42) i (2.44) vrijede ako i samo ako su raspodjele jednake,
qi = pi, za sve i = 1, 2, . . . , n. Iz jednakosti raspodjela (2.35) i (2.43) dalje slijedi da
vrijede jednadzˇbe
m∑
k=1
(λk − λ′k)fk(xi) =
m∑
k=1
(λk − λ′k)fk(xl) , i, l = 1, 2, . . . , n . (2.45)
Pretpostavimo da je sustav koji se sastoji od m jednadzˇbi (2.27) i jednadzˇbe (2.28)
kompatibilan i da su jednadzˇbe sustava linearno nezavisne. Od koeficijenata uz nepozna-
nice u jednadzˇbama (2.27) formiramo n×m matricu A sa elementima (A)ik = fk(xi). Iz
pocˇetne pretpostavke o kompatibilnosti i linearnoj nezavisnosti jednadzˇbi (2.27) i (2.28)
slijedi da je m ≤ n− 1, odnosno m < n. Rang matrice definiran je kao maksimalan broj
linearno nezavisnih stupaca matrice. Maksimalan broj linearno nezavisnih redaka matrice
jednak je rangu matrice. Prethodne tvrdnje impliciraju da je matrica A ranga m. To
dalje implicira da je broj linearno nezavisnih redaka matrice A jednak m.
Odabirom m linearno nezavisnih redaka matrice A formiramo m ×m matricu B na
slijedec´i nacˇin. Elementi matrice B su dani sa (B)jk = fk(xi(j)) − fk(xi(m+1)), gdje je
funkcijom i(j), j = 1, . . . ,m, oznacˇeno m odabranih linearno nezavisnih redaka matrice
A. Redak matrice A koji sadrzˇi elemente (A)i(m+1),k = fk(xi(m+1)) mozˇe se zapisati kao
linearna kombinacija m prethodno odabranih linearno nezavisnih redaka.
Jednadzˇbe (2.45) se za i = i(j), j = 1, 2, . . . ,m, i l = i(m+ 1) mogu pomoc´u matrice
B zapisati u ekvivalentnom obliku
m∑
k=1
(B)jk(λk − λ′k) = 0 , j = 1, 2, . . . ,m . (2.46)
Jednostavno je pokazati da je det B 6= 0. Tvrdnja da je det B 6= 0 je ekvivalentna tvrdnji
da su svi redci (i svi stupci) m × m matrice B linearno nezavisni. Ekvivalentno ovim
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tvrdnjama, matricˇne jednadzˇbe (2.46) imaju samo trivijalno rjesˇenje. To dalje implicira
da je λ′k = λk, za sve k = 1, 2, . . . ,m. Jednadzˇba (2.33) tada daje λ
′
0 = λ0.
Time je dokazana tvrdnja da su Lagrangeovi multiplikatori λk, k = 1, 2, . . . ,m, jedins-
tveno odredeni uvjetima (2.27) i (2.28). Jednadzˇbom (2.34) odreden je eλ0 kao funkcija
koja je faktor normalizacije u MaxEnt raspodjeli vjerojatnosti. Vazˇno je napomenuti da se
u dokazu koristi pretpostavka o kompatibilnosti i linearnoj nezavisnosti jednadzˇbi sustava
zadanog sa (2.27) i (2.28). Ako su funkcije fk(x) i njihove ocˇekivane vrijednosti Fk takve
da sustav jednadzˇbi (2.27) i (2.28) zadovoljava ove pretpostavke, tada za svaki takav skup
m < n−1 funkcija i njihovih ocˇekivanih vrijednosti {(f1(x), F1), . . . , (fm(x), Fm)} postoji
jedna i samo jedna m-torka (λ1, . . . , λm). Tada je dozvoljeno rec´i da su za takav skup
funkcija {f1(x), . . . , fm(x)} Lagrangeovi multiplikatori λk, k = 1, 2, . . . ,m, jednoznacˇne
funkcije λk(F1, . . . , Fm) ocˇekivanih vrijednosti F = (F1, . . . , Fm). Na taj nacˇin je defini-
rana jednoznacˇna funkcija
λ(F ) ≡ (λ1(F ), . . . , λm(F )) , (2.47)
za sve F = (F1, . . . , Fm) iz domene D(λ) ⊆ Rm odredene pretpostavkom o kompatibil-
nosti.
Naravno, sam problem odredivanja domene D(λ) funkcije λ kao i njene slike R(λ) ⊆
Rm nije time rjesˇen. Opc´enito, za funkciju ϕ : X → Y postoji inverzna funkcija ϕ−1 : Y →
X ako i samo ako je ϕ bijekcija. Pretpostavimo da postoji podskup S ⊆ D(λ) takav da
je restrikcija funkcije λ na S, koju c´emo oznacˇiti sa λ|S : S → R(λ), injektivna funkcija.
Ako za kodomenu uzmemo njenu sliku R(λ|S) ⊆ R(λ), tada je funkcija λ|S : S → R(λ|S)
bijektivna funkcija, pa ekvivalentno tome ima inverznu funkciju λ|−1S : R(λ|S)→ S.
Jednadzˇbom (2.36) je definirana funkcija
F (λ) ≡ (F1(λ), . . . , Fm(λ)) , (2.48)
cˇije su varijable λ = (λ1, . . . , λm). U idealiziranoj teoriji slijedec´i korak bio bi nalazˇenje
jednoznacˇne restrikcije funkcije F na skup R(λ|S), takve da je time definirano preslika-
vanje F |R(λ|S) : R(λ|S)→ S. S obzirom da pri tome vrijedi
F |R(λ|S)(λ) = λ|−1S (λ) , (2.49)
za svaki λ = (λ1, . . . , λm) iz skupa R(λ|S), funkcija λ|−1S : R(λ|S)→ S je time odredena.
Jednakost (2.49) nam dozvoljava da rjesˇavanjem jednadzˇbi (2.36) za sve F = (F1, . . . , Fm)
iz skupa S odredimo vrijednosti funkcije λ|S(F ). Funkcija λ|S : S → R(λ|S) je restrikcija
funkcije λ na skup S ⊆ D(λ), bijektivna je i ima inverznu funkciju λ|−1S .
Pretpostavimo zatim dodatno da postoji konacˇna familija {S1, . . . ,Sn} nepraznih,
medusobno disjunktnih podskupova od D(λ), takvih da su funkcije λ|Si : Si → R(λ|Si)
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bijekcije, za svaki i = 1, 2, . . . , n, i da je D(λ) = ⋃ni=1 Si. Iz definicije restrikcije funkcije
slijedi da je λ|Si(F ) = λ(F ) za sve F = (F1, . . . , Fm) ∈ Si, gdje je Si ∈ {S1, . . . ,Sn}. To
implicira da se konacˇnim brojem prethodno opisanih postupaka mogu odrediti vrijednosti
funkcije λ na cijeloj njezinoj domeni definicije D(λ).
Time je pokazano da su uz uvedene pretpostavke Lagrangeovi multiplikatori λk, k =
1, 2, . . . ,m, jednoznacˇne funkcije λk(F ) ocˇekivanih vrijednosti F = (F1, . . . , Fm). Osim
toga, Lagrangeovi multiplikatori su jedini parametri u MaxEnt raspodjeli vjerojatnosti
(2.35). Time je njihova uloga jasno definirana. Maksimizacija informacijske entropije,
uz ogranicˇenja koja su zadana ocˇekivanim vrijednostima, algoritam je konstrukcije ras-
podjele vjerojatnosti, takav da se u raspodjelu vjerojatnosti ukljucˇuje jedino informacija
koja je reprezentirana zadanim ogranicˇenjima. Informacijska entropija takve raspodjele
vjerojatnosti je nesigurnost koja je povezana sa informacijom koja nedostaje; preciznije,
to je nesigurnost koja preostaje kada se u raspodjelu vjerojatnosti ukljucˇi jedino informa-
cija reprezentirana zadanim ogranicˇenjima, i nikakva druga informacija osim nje. Zato
se mozˇe rec´i da je informacijska entropija MaxEnt raspodjele vjerojatnosti “objektivna”
nesigurnost [25]. Nesigurnost reprezentirana MaxEnt raspodjelom vjerojatnosti mozˇe se
alternativno interpretirati kao iznos informacije koja nam nedostaje za postizanje sigur-
nosti [13].
Pri tome treba naglasiti da se atribut “objektivna” u gornjoj recˇenici odnosi jedino na
nesigurnost. MaxEnt raspodjela vjerojatnosti ovisi jedino o informaciji koja je dostupna,
pa s obzirom da ne ovisi o informaciji koja nije dostupna, iz tog razloga ne mozˇemo joj
dati oznaku objektivnosti. S druge strane, raspodjela vjerojatnosti koja ukljucˇuje jedino
dostupnu informaciju, a ne ukljucˇuje pretpostavke povezane s informacijom koja nije
dostupna, jedina je raspodjela vjerojatnosti koja reprezentira stvarni stupanj znanja. Na
taj nacˇin je MaxEnt raspodjeli vjerojatnosti ipak dan objektivan znacˇaj, ali se time, kao
sˇto je prethodno naglasˇeno, podrazumijeva interpretacija vjerojatnosti kao reprezentacije
stupnja znanja. To svojstvo MaxEnt raspodjele vjerojatnosti je opc´enito, i ne ovisi o
tome je li informacija kojom raspolazˇemo valjana, i je li relevantna za problem koji nas
zanima. Jedina iznimka je slucˇaj kada je informacija kojom raspolazˇemo kontradiktorna,
odnosno kada sustav jednadzˇbi (2.27) i (2.28) nije kompatibilan. Tada, kao sˇto je i logicˇno
ocˇekivati, maksimizacija informacijske entropije uz ogranicˇenja (2.27) i (2.28) nec´e dati
nikakvo rjesˇenje za Lagrangeove multiplikatore i raspodjelu vjerojatnosti.
Primjena MaxEnt algoritma slijedi jednostavnom interpretacijom prethodnih tvrdnji.
Pretpostavimo da na osnovi dostupnih podataka koji se sastoje jedino od ocˇekivanih
vrijednosti 〈fk(x)〉 = Fk, k = 1, 2, . . . ,m, zˇelimo predvidjeti ocˇekivanu vrijednost neke
druge funkcije g(x). Kao sˇto je istaknuo Jaynes [1], koriˇstenje bilo koje druge raspodjele
vjerojatnosti osim MaxEnt raspodjele (2.35) svodilo bi se na proizvoljne pretpostavke o
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informaciji koju po osnovnoj hipotezi nemamo. Ako se nasˇe predikcije velicˇine g(x) i
njene ocˇekivane vrijednosti 〈g(x)〉 ipak razlikuju od vrijednosti dobivenih eksperimentom,
razlozi za to mogu biti slijedec´i:
- podaci dani ocˇekivanim vrijednostima 〈fk(x)〉 = Fk, 1 ≤ k ≤ m, nisu u potpunosti
valjani. Ta se moguc´nost mozˇe iskljucˇiti ako su ocˇekivane vrijednosti tih velicˇina
parametri koje kontroliramo (mjerimo) u eksperimentu.
- nasˇa prethodna informacija o prostoru elementarnih dogadaja Ω nije valjana. U
kontekstu fizike to ima osobitu vazˇnost, jer prostor elementarnih dogadaja koji se
razlikuje od pretpostavljenog prostora upuc´uje na postojanje novih zakona koji pret-
hodno nisu bili poznati [1, 2].
- dostupna informacija (podaci + prethodna informacija) nije dovoljna za preciznu
predikciju g(x). To znacˇi da relevantna informacija za predikciju te velicˇine nije (u
cijelosti) dostupna.
Ako se nasˇe predikcije velicˇine g(x) i njene ocˇekivane vrijednosti 〈g(x)〉 dobro slazˇu s
vrijednostima iz eksperimenta, na osnovi toga mozˇemo zakljucˇiti da je informacija repre-
zentirana ogranicˇenjima (2.27) dovoljna za precizno predvidanje vrijednosti te velicˇine.
U suprotnom slucˇaju, postupak maksimizacije informacijske entropije mozˇemo ponoviti,
uzimajuc´i sada uz ogranicˇenja koja su zadana ocˇekivanim vrijednostima (2.27) i dodatno
ogranicˇenje koje je zadano ocˇekivanom vrijednosˇc´u g(x) iz eksperimenta. Na slicˇan nacˇin,
postupak se mozˇe ponavljati do trenutka kada, u idealnom slucˇaju, raspolazˇemo infor-
macijom o velicˇinama koje su relevantne za predikciju vrijednosti drugih velicˇina koje
nas zanimaju. U svakom od koraka procedure, rezultirajuc´a MaxEnt raspodjela vjero-
jatnosti reprezentira stvarni stupanj znanja, a u idealnom slucˇaju to znanje je relevantno
za predikcije koje nas zanimaju. Ova interpretacija je u skladu s Jaynesovom tvrdnjom
[25, str. 370] da nacˇelo najvec´e informacijske entropije predstavlja pravilo induktivnog
zakljucˇivanja, koje nam kazˇe koje su predikcije najsnazˇnije naznacˇene nasˇom trenutnom
informacijom.7 U slucˇaju kad predikcije nisu u skladu s rezultatima eksperimenta, opi-
sanom procedurom definirana je [13, str. 29] metoda ukljucˇivanja nove informacije u
raspodjelu vjerojatnosti.
Na kraju ovog odjeljka ukratko izvodimo neke od vazˇnih relacija koje takoder slijede
iz opc´enitog MaxEnt formalizma. Tvrdnje koje su prethodno dokazane u ovom odjeljku,
zajedno s jednadzˇbama (2.37) i (2.47), impliciraju da je maksimum informacijske entropije
7Ovdje se pojam induktivno zakljucˇivanje ne odnosi na metodu zasnovanu na principu matematicˇke
indukcije, koja se koristi u deduktivnom matematicˇkom dokazivanju.
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uz ogranicˇenja (2.27), neka funkcija ocˇekivanih vrijednosti F = (F1, . . . , Fm),
(SI)max = logZ(λ1, . . . , λm) +
m∑
k=1
λkFk = S(F1, . . . , Fm) . (2.50)
Uz pretpostavku da funkcije λk(F ), k = 1, 2, . . . ,m, imaju neprekidne prve parcijalne
derivacije (ili su barem po dijelovima glatke), koriˇstenjem jednadzˇbi (2.36) i (2.50) slijedi
λk =
∂S(F1, . . . , Fm)
∂Fk
, k = 1, 2, . . . ,m . (2.51)
Na osnovi jednadzˇbi (2.36), (2.50) i (2.51) ocˇigledno je da su funkcija logZ(λ1, . . . , λm)
i funkcija S(F1, . . . , Fm) medusobno povezane Legendreovim transformacijama. U
slucˇajevima kad je takva transformacija moguc´a, funkcije koje su na taj nacˇin povezane
sadrzˇe istu informaciju izrazˇenu pomoc´u razlicˇitih varijabli.
Funkcije logZ(λ1, . . . , λm) i S(F1, . . . , Fm) su povezane s MaxEnt raspodjelom vje-
rojatnosti (2.35) preko vrijednosti parametara λ = (λ1, . . . , λm) i F = (F1, . . . , Fm).
Nadalje, ove funkcije na jednostavan nacˇin daju varijance i kovarijance funkcija fk(x),
k = 1, 2, . . . ,m. Koriˇstenjem jednadzˇbi (2.34), (2.35) i (2.36), dobije se
∂2 logZ(λ1, . . . , λm)
∂λl∂λk
= −∂Fk
∂λl
= −∂Fl
∂λk
= 〈fk(x)fl(x)〉 − 〈fk(x)〉〈fl(x)〉
= −Akl , k, l = 1, 2, . . . ,m . (2.52)
Na slicˇan nacˇin, koriˇstenjem jednadzˇbe (2.51) se dobije
∂2S(F1, . . . , Fm)
∂Fl∂Fk
=
∂λk
∂Fl
=
∂λl
∂Fk
= Bkl , k, l = 1, 2, . . . ,m . (2.53)
Tada, koriˇstenjem jednadzˇbi (2.52), (2.53) i pravila za lancˇano deriviranje, slijedi
∂λj
∂λl
=
m∑
k=1
∂λj
∂Fk
∂Fk
∂λl
= BjkAkl = δjl , j, l = 1, 2, . . . ,m , (2.54)
i slicˇno tome,
∂Fj
∂Fl
=
m∑
k=1
∂Fj
∂λk
∂λk
∂Fl
= AjkBkl = δjl , j, l = 1, 2, . . . ,m . (2.55)
Dakle, matrice dane jednadzˇbama (2.52) i (2.53) su inverzne, A−1 = B.
Elementi matrice A su druge derivacije funkcije logZ(λ1, . . . , λm) koje predstavljaju
mjeru ocˇekivane disperzije i medusobne koreliranosti funkcija fk(x), k = 1, 2, . . . ,m. Di-
jagonalni elementi matrice A nam daju predodzˇbu o odstupanju vrijednosti varijabli fk(x)
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od njihovih ocˇekivanih vrijednosti 〈fk(x)〉. Koriˇstenjem jednadzˇbi (2.34), (2.35) i (2.36)
mozˇe se pokazati da kovarijanca neke druge funkcije g(x) s funkcijama fk(x) slijedi izravno
iz jednadzˇbe
−∂〈g(x)〉
∂λk
= 〈g(x)fk(x)〉 − 〈g(x)〉〈fk(x)〉 , k = 1, 2, . . . ,m . (2.56)
2.4 Interpretacija MaxEnt formalizma u statisticˇkoj
fizici
U prethodnom odjeljku je pokazano da su Lagrangeovi multiplikatori, uz uvedene pret-
postavke, jednoznacˇne funkcije ocˇekivanih vrijednosti kojima su zadana ogranicˇenja na
maksimizaciju informacijske entropije. S obzirom da su to jedini parametri u MaxEnt
raspodjeli vjerojatnosti, mozˇemo rec´i da je posredstvom Lagrangeovih multiplikatora pre-
cizirana MaxEnt raspodjela koja je kompatibilna sa zadanim ogranicˇenjima. U kontek-
stu primjene nacˇela najvec´e informacijske entropije u statisticˇkoj fizici, interpretacija tih
velicˇina je od posebne vazˇnosti. U ovom odjeljku c´e biti pokazano da fizikalna interpre-
tacija Lagrangeovih multiplikatora slijedi iz osnovne relacije kojom su opisane promjene
ocˇekivanih vrijednosti.
Napomenimo da ocˇekivane vrijednosti F = (F1, . . . , Fm) opc´enito mogu predstav-
ljati bilo koje fizikalne velicˇine o kojima imamo informaciju. Zato mozˇemo, bez potrebe
mijenjanja notacije, nastaviti razmatrati opc´eniti slucˇaj iz prethodnog odjeljka, gdje su
F = (F1, . . . , Fm) bile ocˇekivane vrijednosti nekih funkcija (f1(x), . . . , fm(x)). U kon-
tekstu statisticˇke fizike, mozˇe se uzeti da vrijednosti fk(xi) pridruzˇene vrijednostima xi
predstavljaju svojstvene vrijednosti neke fizikalne velicˇine, naprimjer svojstvene vrijed-
nosti energije Ei, ili svojstvene vrijednosti neke druge velicˇine iz skupa kompatibilnih
velicˇina.
Pretpostavimo sada da ocˇekivane vrijednosti 〈fk(x)〉 mijenjamo malim promjenama
vrijednosti funkcija fk(xi) i vjerojatnosti pi,
δ〈fk(x)〉 =
∑
i
piδfk(xi) +
∑
i
fk(xi)δpi , k = 1, 2, . . . ,m . (2.57)
Iz relacije (2.57) je ocˇigledno da u opc´enitom slucˇaju promjena ocˇekivane vrijednosti
δ〈fk(x)〉 i ocˇekivana vrijednost promjene 〈δfk(x)〉 =
∑
i piδfk(xi) nisu jednake. Razlika
tih dviju velicˇina ovisi o promjenama δpi,
δ〈fk(x)〉 − 〈δfk(x)〉 =
∑
i
fk(xi)δpi , k = 1, 2, . . . ,m . (2.58)
Promjena informacijske entropije SI je jednaka
δSI = −
∑
i
δpi log pi . (2.59)
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U prethodnom razmatranju nismo precizirali vjerojatnosti pi i njihove promjene δpi, pa
izrazi (2.57), (2.58) i (2.59) vrijede opc´enito. Uvrsˇtavanjem MaxEnt vjerojatnosti (2.35)
za pi u jednadzˇbi (2.59) i koriˇstenjem jednadzˇbi (2.58), dobije se
δS =
m∑
k=1
∑
i
λkfk(xi)δpi
=
m∑
k=1
λk (δ〈fk(x)〉 − 〈δfk(x)〉) . (2.60)
Ako se pretpostavi i to da je raspodjela koja je dana sa pi+δpi takoder MaxEnt raspodjela
vjerojatnosti, jednadzˇba (2.60) tada daje promjenu maksimuma informacijske entropije.
Ako su velicˇine
δQk =
∑
i
fk(xi)δpi = δ〈fk(x)〉 − 〈δfk(x)〉 , k = 1, 2, . . . ,m , (2.61)
jednake nuli za sve k = 1, 2, . . . ,m, tada je δS = 0. Smisao jednadzˇbe (2.60) je laksˇe
razumjeti ako se koriˇstenjem (2.61) napiˇse u obliku
δS =
m∑
k=1
λkδQk . (2.62)
Jednadzˇba (2.61) sugerira interpretaciju koju je dao Jaynes [1], i posebno Grandy
[13, 16]. Ocˇekivana vrijednost 〈δfk(x)〉 promjene δfk(x) je generalizirani “rad”. Preostali
dio promjene δ〈fk(x)〉 ocˇekivane vrijednosti 〈fk(x)〉 dolazi od promjene u raspodjeli vjero-
jatnosti {pi} i predstavlja generaliziranu “toplinu” δQk za velicˇinu fk(x). Ako je funkcija
fk(x) takva da je fk(xi) = Ei za sve i, tada je δQk toplina u uobicˇajenom smislu.
Tri vrste promjena u jednadzˇbi (2.61), kao sˇto je istaknuo Grandy [13, str. 30], su
medusobno povezane, pa specificiranje bilo koje dvije odreduje trec´u. Pri tome treba vo-
diti racˇuna o kompatibilnosti sustava jednadzˇbi (2.61) sa δpi kao nepoznanicama. Grandy
[13, 16] je jednadzˇbe (2.61) interpretirao kao opc´enito pravilo u teoriji vjerojatnosti, cˇiji po-
seban slucˇaj je prvi zakon termodinamike. Za neki makroskopski sustav, ako je fk(xi) = Ei
za sve i, tada je 〈E〉 = U unutarnja energija, pa odgovarajuc´a jednadzˇba (2.61) ima oblik
δQ = δ〈E〉 − 〈δE〉 = δU − δW , (2.63)
gdje je δW = 〈δE〉 rad izvrsˇen na sustavu. Pri tome je [13, 16] toplina δQ energija
prenesena preko stupnjeva slobode nad kojima nemamo kontrolu, dok je rad δW energija
prenesena preko stupnjeva slobode koje kontroliramo. U takvoj interpretaciji, svaki od
generaliziranih δQk u jednadzˇbama (2.61) promjena je odgovarajuc´e ocˇekivane vrijednosti
δ〈fk(x)〉 povezana s promjenom u raspodjeli vjerojatnosti. Ako su {pi} i {pi+δpi}MaxEnt
raspodjele vjerojatnosti, tada jednadzˇba (2.60), ili ekvivalentna jednadzˇba (2.62), daju
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promjenu maksimuma informacijske entropije δS. Jednadzˇbe (2.61) i (2.62) eksplicitno
pokazuju da promjena maksimuma informacijske entropije dolazi od promjene u raspodjeli
vjerojatnosti koja je povezana sa δQk.
Grandy je taj generalizirani cˇlan doveo u vezu s promjenom makroskopskih
ogranicˇenja, koja je rezultat vanjskih utjecaja na sustav. Polazec´i od tog opazˇanja Grandy
je razvio opc´eniti pristup [13, 16, 17, 18], koji uz poopc´enje Liouville–von Neumannove
jednadzˇbe za matricu gustoc´e kroz primjenu MaxEnt formalizma vodi do izvoda ma-
kroskopskih jednadzˇbi gibanja. Pristup koji razvijamo u ovom radu zasniva se, kao i
Grandyjev opc´eniti model vremenski ovisnih vjerojatnosti, na maksimizaciji informacij-
ske entropije uz makroskopska ogranicˇenja. Iz tog razloga su interpretacije tih modela
kompatibilne.
Razmotrimo sada kvazistaticˇnu promjenu8 energije nekog makroskopskog sustava, za
kojeg specificiramo jedino da je zatvoren sustav (sustav koji s okolinom mozˇe izmjenjivati
energiju u obliku rada ili topline, ali ne i cˇestice). Iz jednadzˇbi (2.62) i (2.63) slijedi da je
tada
δS = λδQ , (2.64)
i
δU − δW = δQ = 1
λ
δS . (2.65)
U termodinamici je jednadzˇbom istog oblika kao (2.65) dan prvi zakon termodinamike.
Ako prvi zakon napiˇsemo u obliku u kojem se eksplicitno pojavljuje termodinamicˇka
entropija Se,
dU − δW = δQ = TdSe , (2.66)
Lagrangeov multiplikator λ u analognoj jednadzˇbi (2.65) mozˇemo identificirati kao
λ =
1
kT
. (2.67)
Promjena maksimuma informacijske entropije δS dana relacijom (2.64) je tada povezana
s potpunim diferencijalom termodinamicˇke entropije dSe relacijom
kdS = dSe =
δQ
T
, (2.68)
gdje je T temperatura, a 1/T integrativni faktor topline δQ. Izbor jedinice za temperaturu
(Kelvin), odnosno za entropiju (Joule Kelvin−1), reflektira se u pojavi Boltzmannove
konstante k u prethodnim izrazima.
8Proces se naziva kvazistaticˇnim ako su promjene od kojih se sastoji “dovoljno spore” da se proces
mozˇe opisati kao ureden slijed stanja makroskopskog sustava koja su “proizvoljno blizu” ravnotezˇnim
stanjima [30].
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Potvrdu da je identifikacija dana jednadzˇbom (2.67) ispravna mozˇemo dobiti
uvrsˇtavanjem vrijednosti Lagrangeovog multiplikatora λ = (kT )−1 u MaxEnt raspodjelu
vjerojatnosti koja odgovara slucˇaju koji ovdje razmatramo. Na taj nacˇin se dobije
pi =
1
Z
exp
(
− Ei
kT
)
, (2.69)
sˇto je Gibbsova kanonska raspodjela, kojom je u statisticˇkoj fizici opisan zatvoren sustav
poznate temperature u ravnotezˇi s okolinom. Normalizacijski faktor kanonske raspodjele,
particijska funkcija Z, jednaka je
Z =
∑
i
exp (−λEi) =
∑
i
exp
(
− Ei
kT
)
. (2.70)
Po analogiji s jednadzˇbom (2.36), ocˇekivana vrijednost energije sustava 〈E〉 jednaka je
derivaciji particijske funkcije (2.70),
U = 〈E〉 = −∂ logZ
∂λ
. (2.71)
Promjena raspodjele vjerojatnosti (2.69) pri razmatranoj kvazistaticˇnoj promjeni energije
je jednaka
δpi =
∂pi
∂λ
δλ+
∑
j
∂pi
∂Ej
δEj
= (〈E〉 − Ei)piδλ+ λ(〈δE〉 − δEi)pi . (2.72)
Koriˇstenjem (2.72) dobije se da je kvazistaticˇna promjena ocˇekivane vrijednosti energije
〈E〉 jednaka
δ〈E〉 =
∑
i
Eiδpi +
∑
i
piδEi
=
∑
i
Ei
∂pi
∂λ
δλ+
∑
i
∑
j
Ei
∂pi
∂Ej
δEj +
∑
i
piδEi
= (〈E〉2 − 〈E2〉)δλ+ λ(〈E〉〈δE〉 − 〈EδE〉) + 〈δE〉 (2.73)
Relacija (2.73) nije u suprotnosti s tvrdnjom koja je dokazana u odjeljku 2.3, da su Lagran-
geovi multiplikatori λk(F ), k = 1, 2, . . . ,m, jednoznacˇne funkcije ocˇekivanih vrijednosti
F = (F1, . . . , Fm). Vazˇno je istaknuti da je ta tvrdnja dokazana uz pretpostavku da su
vrijednosti funkcija fk(xi) fiksne za sve i, k, ili eksplicitnije kazano, da se vrijednosti funk-
cija fk(xi) ne mijenjaju pri promjeni ocˇekivanih vrijednosti F = (F1, . . . , Fm). U slucˇaju
koji je ovdje razmatran ta prepostavka nije zadovoljena.
Razmotrimo sada poseban slucˇaj kad je ta pretpostavka zadovoljena, tj. kada su sve
svojstvene energije Ei fiksne. Tada se iz opc´enite relacije (2.73) uz koriˇstenje (2.52) dobije
δU = δ〈E〉 =
∑
i
Eiδpi =
∑
i
Ei
∂pi
∂λ
δλ = (〈E〉2 − 〈E2〉)δλ
= −d
2 logZ
dλ2
δλ =
dU
dλ
δλ (2.74)
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pa je ocˇito da u ovom slucˇaju prethodna tvrdnja vrijedi. Ocˇigledno je takoder da identi-
fikacija (2.67) odreduje Langrangeov multiplikator λ kao funkciju koja, osim o ocˇekivanoj
vrijednosti energije 〈E〉 = U , ovisi i o drugim parametrima. Promjena tih parametara
dovodi do promjena δEi svojstvenih energija Ei. Medu tim parametrima mogu biti me-
hanicˇki parametri poput volumena sustava V , ili/i neki drugi parametri poput magnetskog
polja H, i sl.
Informacijska entropija Gibbsove kanonske raspodjele (2.69) je jednaka
S = logZ + λ〈E〉 = logZ + U
kT
. (2.75)
Promjena informacijske entropije pri promjeni Gibbsove kanonske raspodjele (2.69) u
opc´enitom kvazistaticˇnom slucˇaju jednaka je
dS =
∑
i
∂ logZ
∂Ei
δEi + λδ〈E〉 = −λ
∑
i
piδEi + λδ〈E〉
= λ(δ〈E〉 − 〈δE〉)
= λδQ
=
δQ
kT
, (2.76)
gdje posljednja dva reda slijede koriˇstenjem (2.63) i (2.67). Zbog jednostavnosti su u
prvom redu izvoda jednadzˇbe (2.76) napisani samo oni cˇlanovi koji se ne pokrate u nulu.
Jednadzˇba (2.76) potvrduje ispravnost oznacˇavanja promjene informacijske entropije Gib-
bsove raspodjele kao potpunog diferencijala dS u jednadzˇbi (2.68).
Lagrangeov multiplikator λ, odnosno inverzna temperatura kT , jednak je parcijal-
noj derivaciji informacijske entropije Gibbsove raspodjele (2.75) po ocˇekivanoj vrijed-
nosti energije, pri cˇemu su svi drugi parametri konstantni. To je jednostavno pokazati
koriˇstenjem (2.71) i (2.75),(
∂S
∂U
)
{α}
=
∂ logZ
∂U
+
∂λ
∂U
U + λ
=
∂ logZ
∂λ
∂λ
∂U
+
∂λ
∂U
U + λ
= −U ∂λ
∂U
+
∂λ
∂U
U + λ
= λ =
1
kT
, (2.77)
gdje {α} oznacˇava da su svi parametri iz skupa {α} konstantni pri deriviranju, sˇto se
podrazumijeva i u svim ostalim parcijalnim derivacijama u jednadzˇbi. O vrijednostima
parametara iz skupa {α} ovise vrijednosti svojstvenih energija Ei.
U statisticˇkoj fizici je standardna interpretacija kanonske raspodjele (2.69) kao ras-
podjele koja opisuje sustav poznate temperature, zadane temperaturom okoline (toplin-
ski rezervoar) s kojom je promatrani sustav u ravnotezˇi. Ukupan sustav se sastoji od
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promatranog sustava i okoline koji po pretpostavci interagiraju slabo, a opisan je mi-
krokanonskom raspodjelom. U ovom odjeljku je primjenom Jaynesovog pristupa [1, 5]
pokazano da MaxEnt raspodjela vjerojatnosti za slucˇaj kada je poznata jedino ocˇekivana
vrijednost energije sustava 〈E〉 = U odgovara Gibbsovoj kanonskoj raspodjeli. Polazna
tocˇka u izvodu je tvrdnja, koja je argumentirana u odjeljku 2.3, da MaxEnt raspodjela
vjerojatnosti ukljucˇuje jedino dostupnu informaciju o sustavu bez ikakvih dodatnih pret-
postavki. Identifikacija Lagrangeovog multiplikatora λ kao inverzne temperature (2.67),
slijedi kroz razmatranje kvazistaticˇke promjene stanja sustava, uz koriˇstenje jednadzˇbe
(2.65) kao prvog zakona termodinamike. Razmatranjem otvorenog sustava (sustava koji
mozˇe izmjenjivati energiju i cˇestice s okolinom) na analogan nacˇin se pokazˇe da MaxEnt
raspodjela vjerojatnosti za slucˇaj kada su uz ocˇekivanu vrijednost energije jedino poznate
ocˇekivane vrijednosti broja cˇestica, odgovara Gibbsovoj velekanonskoj raspodjeli [1, 13].
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Poglavlje 3
REPREZENTACIJA VREMENSKE
EVOLUCIJE HAMILTONOVIH
SUSTAVA
3.1 Hamiltonova dinamika i putanje u faznom pros-
toru
Dinamicˇko stanje Hamiltonovog sustava sa s stupnjeva slobode opisano je koordinatama
q1, q2, . . . , qs i impulsima p1, p2, . . . , ps. U bilo kojem trenutku vremena t stanje sustava
je reprezentirano tocˇkom u 2s-dimenzionalnom prostoru Γ koji se naziva fazni prostor
sustava. Notaciju (q, p) uvodimo za skup 2s koordinata i impulsa. Vremenska ovisnost 2s
dinamicˇkih varijabli (q, p) odredena je Hamiltonovim jednadzˇbama
q˙i =
∂H
∂pi
, p˙i = −∂H
∂qi
, i = 1, 2, . . . , s, (3.1)
gdje je H ≡ H(q, p) Hamiltonova funkcija sustava. Za dane vrijednosti (q0, p0) u ne-
kom trenutku t0, rjesˇenje Hamiltonovih jednadzˇbi (3.1) jedinstveno odreduje vrijednosti
dinamicˇkih varijabli (q, p) u bilo kojem drugom trenutku t,
qi = qi(t; q0, p0), pi = pi(t; q0, p0), i = 1, 2, . . . , s. (3.2)
Bilo koja tocˇka (q, p) u faznom prostoru Γ opisuje krivulju nazvanu putanjom u faznom
prostoru, koja je jedinstveno odredena rjesˇenjem jednadzˇbi (3.1). U bilo kojem trenutku t,
kroz bilo koju tocˇku u Γ prolazi samo jedna putanja, i to je oznacˇeno indeksom u (q, p)ω,
gdje je ω ∈ Ω(Γ). Skup Ω(Γ) je skup svih putanja u Γ. Brzina tocˇke (q, p) u faznom
prostoru Γ u trenutku t je
v ≡ |v| =
√√√√ s∑
i=1
(
dqi
dt
)2
+
s∑
i=1
(
dpi
dt
)2
=
√√√√ s∑
i=1
(
∂H
∂pi
)2
+
s∑
i=1
(
∂H
∂qi
)2
. (3.3)
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Vektor brzine v((q, p)ω, t) je tangencijalan u tocˇki (q, p)ω ∈ Γ na putanju ω koja prolazi
kroz tu tocˇku u trenutku t. Za sustave koje ovdje razmatramo Hamiltonova funkcija
H(q, p) ne ovisi o vremenu, pa je polje brzine v(q, p, t) svih tocˇaka u faznom prostoru Γ
stacionarno, tj. v(q, p, t) = v(q, p).
Neka je M0 bilo koji izmjeriv (u Lebesgueovom smislu) skup tocˇaka u faznom prostoru
Γ. Pri Hamiltonovom gibanju skup M0 transformira se u skup Mt u vremenskom intervalu
t. Liouvilleov teorem tvrdi da mjera skupa Mt za bilo koji t koincidira s mjerom skupa
M0 [31, str. 15–16]. Ovaj teorem dokazuje da je mjera u faznom prostoru Γ,
µ(Mt) =
∫
Mt
dq1 . . . dqsdp1 . . . dps =
∫
Mt
dΓ, (3.4)
invarijantna pri Hamiltonovom gibanju. U notaciji koriˇstenoj u jednadzˇbi (3.4), element
volumena dq1 . . . dqsdp1 . . . dps faznog prostora Γ oznacˇen je s dΓ. Neposredan korolar [31,
str. 18–19] Liouvilleovog teorema je da, ako je M0 Lebesgue izmjeriv skup tocˇaka faznog
prostora Γ, konacˇne mjere, i f(q, p) funkcija Lebesgue integrabilna na Γ, tada je∫
Mt
f(q, p)dΓ =
∫
M0
f(q(t; q0, p0), p(t; q0, p0))dΓ0. (3.5)
Jednadzˇba (3.5) se dobije zamjenom varijabli u integralu i uvodenjem novih varijabli
(q0, p0), povezanih s varijablama (q, p) transformacijom prostora Γ u sebe pri Hamilto-
novom gibanju, koja je dana jednadzˇbama (3.2). Ako je, posebice, skup M invarijantan
na Hamiltonovo gibanje, tada je koriˇstenjem ovog korolara lako pokazati kako se integral
funkcije f(q, p) na invarijantnom skupu M mozˇe transformirati u integraciju na skupu
Ω(M) svih putanja u M . Ova procedura c´e sada biti razvijena u ostatku ovog odjeljka.
Ona se koristi u definiciji raspodjela vjerojatnosti u odjeljku 3.2.
U bilo kojem trenutku t kroz bilo koju tocˇku (q, p)ω ∈ Γ prolazi samo jedna putanja
ω ∈ Ω(Γ). Putanja ω prolazi takoder kroz tocˇku (q0, p0)ω ∈ Γ danu inverzijom jednadzˇbi
(3.2). Infinitezimalni element volumena dΓ0 oko tocˇke (q0, p0)ω mozˇe se zapisati kao
dΓ0 = ds0ωdS0ω. Ovdje je ds0ω infinitezimalna udaljenost duzˇ putanje ω. Infinitezimalni
element dS0ω plohe S0(M) presijeca putanju ω okomito u tocˇki (q0, p0)ω. (Hiper)ploha
S0(M) je okomita na sve putanje u skupu Ω(M) putanja u M .
Invarijantnost mjere dΓ na Hamiltonovo gibanje i cˇinjenica da je polje brzine v(q, p)
u Γ stacionarno jer Hamiltonova funkcija H(q, p) ne ovisi o vremenu, vode do slijedec´e
posljedice. Za bilo koju putanju u faznom prostoru ω ∈ Ω(Γ), produkt brzine v((q, p)ω)
i infinitezimalnog elementa plohe dSω koji presijeca putanju ω okomito u tocˇki (q, p)ω,
konstantan je pri Hamiltonovom gibanju duzˇ cijele duljine putanje ω, tj.
v((q, p)ω)dSω = konst. (3.6)
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Za bilo koje dvije tocˇke (q0, p0)ω i (qa, pa)ω na istoj putanji ω, slijedec´a relacija se dobije
iz (3.6):
v((q0, p0)ω)dS0ω = v((qa, pa)ω)dSaω. (3.7)
Infinitezimalni element dSaω plohe Sa(M) presijeca putanju ω okomito u tocˇki (qa, pa)ω.
Poput plohe S0(M), ploha Sa(M) je takoder okomita na sve putanje u Ω(M). Infini-
tezimalni elementi dS0ω i dSaω dviju ploha S0(M) i Sa(M) povezani su putanjom ω i
susjednim putanjama odredenim rjesˇenjima Hamiltonovih jednadzˇbi. Integral na plohi
Sa(M) transformira se koriˇstenjem relacije (3.7) u integraciju na plohi S0(M),∫
Sa(M)
dSaω =
∫
S0(M)
v((q0, p0)ω)
v((qa, pa)ω)
dS0ω. (3.8)
Funkcijska zavisnost izmedu tocˇaka (q0, p0)ω i (qa, pa)ω na putanji ω nije eksplicitno zapi-
sana u integralu (3.8); implicitno se podrazumijeva da je ova funkcijska zavisnost odredena
iz rjesˇenja Hamiltonovih jednadzˇbi.
Slijedec´u notaciju uvodimo koriˇstenjem jednadzˇbi (3.2), s fiksnim vremenima t and t0,
u funkciji f(q, p):
f(q(t; q0, p0), p(t; q0, p0)) ≡ g(q0, p0, t0). (3.9)
Jednadzˇba (3.9) se potom supstituira (s fiksnim t i t0 i indeksima u (q0, p0) zamijenjenim s
indeksima (qa, pa)) u integral (3.5), uzet na skupu M koji je invarijantan na Hamiltonovo
gibanje. To vodi do slijedec´e jednakosti:∫
M
f(q, p)dΓ =
∫
M
g(qa, pa, t0)dΓa. (3.10)
Integral (3.10) se onda transformira koriˇstenjem relacije (3.7) i dΓa = dsaωdSaω:∫
M
g(qa, pa, t0)dsaωdSaω =
∫
S0(M)
dS0ωv((q0, p0)ω)
∫
ω
g(qa, pa, t0)
v(qa, pa)
dsaω. (3.11)
Funkcija
F ((q0, p0)ω, t0) = v((q0, p0)ω)
∫
ω
g(qa, pa, t0)
v(qa, pa)
dsaω, (3.12)
je definirana na plohi S0(M) i naziva se funkcija putanja ili raspodjela putanja. Integral
u relaciji (3.12) koja definira funkciju putanja F ((q0, p0)ω, t0) je duzˇ cijele duljine putanje
ω koja je okomito presjecˇena plohom S0(M) u tocˇki (q0, p0)ω. Infinitezimalni element
putanje ω koja prolazi kroz tocˇku (qa, pa)ω je dsaω, a vrijeme t0 u integralu (3.12) je
fiksno.
Ako je funkcija f(q, p) u integralu (3.10) funkcija gustoc´e vjerojatnosti u faznom pros-
toru, jednaka nuli svuda izvan invarijantnog skupa M , jednostavno se mozˇe dokazati da
funkcija putanja F ((q0, p0)ω, t0) definirana jednadzˇbom (3.12) zadovoljava uvjete nenega-
tivnosti i normiranosti koji se zahtijevaju od raspodjela vjerojatnosti. Nenegativnost i
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normiranost funkcije F ((q0, p0)ω, t0) koja tada predstavlja raspodjelu vjerojatnosti puta-
nja, slijede iz svojstava nenegativnosti i normiranosti s njom povezane funkcije gustoc´e
vjerojatnosti f(q, p) u faznom prostoru. Zbog jednostavnosti c´e se za funkcije gustoc´e
vjerojatnosti u ostatku teksta koristiti takoder i naziv raspodjele vjerojatnosti. Uz pomoc´
jednadzˇbi (3.10) i (3.11) i definicije F ((q0, p0)ω, t0) u jednadzˇbi (3.12), dobije se onda
svojstvo normiranosti∫
M
f(q, p)dΓ =
∫
S0(M)
F ((q0, p0)ω, t0)dS0 = 1. (3.13)
Nenegativnost F ((q0, p0)ω, t0) se ustanovi za sve (q0, p0)ω ∈ S0(M) na slicˇan nacˇin. In-
tegral na bilo kojem invarijantnom i izmjerivom podskupu skupa M se transformira, na
gore opisan nacˇin, u integral na odgovarajuc´em izmjerivom podskupu na plohi S0(M).
Takoder je jasno da se mjera definirana na plohi S0(M) mozˇe iskoristiti kao mjera na
skupu Ω(M) svih putanja u nekom invarijantnom skupu M . Korespondencija izmedu
tocˇaka (q0, p0)ω ∈ S0(M) i putanja ω ∈ Ω(M) je jedan na jedan.
3.2 Vjerojatnost mikrostanja i vjerojatnost putanja
Sada je moguc´e povezati vjerojatnost mikrostanja i vjerojatnost putanja u faznom pros-
toru sustava. Neka je f(q, p, t) funkcija gustoc´e vjerojatnosti mikrostanja u Γ. Sve tocˇke
u faznom prostoru Γ gibaju se prema Hamiltonovim jednadzˇbama (3.1) i f(q, p, t) zado-
voljava Liouvilleovu jednadzˇbu
∂f
∂t
+
s∑
i=1
(
∂f
∂qi
∂H
∂pi
− ∂f
∂pi
∂H
∂qi
)
≡ df
dt
= 0. (3.14)
Buduc´i da je df/dt totalna odnosno “hidrodinamska” derivacija, jednadzˇba (3.14) izrazˇava
cˇinjenicu da je brzina vremenske promjene f(q, p, t) nula duzˇ bilo koje putanje u faznom
prostoru jedinstveno odredene rjesˇenjem Hamiltonovih jednadzˇbi. U notaciji koja se ovdje
koristi, ova cˇinjenica je zapisana na slijedec´i nacˇin,
f((q, p)ω, t) = f((q0, p0)ω, t0), (3.15)
gdje su tocˇke na putanji ω ∈ Ω(Γ) povezane jednadzˇbama (3.2).
Uz definiciju raspodjele vjerojatnosti putanja F ((q0, p0)ω, t0) preko funkcije gustoc´e
vjerojatnosti mikrostanja f(q, p, t), moguc´e je dati josˇ jednu ekvivalentnu defini-
ciju F ((q0, p0)ω, t0). Da bi to postigli, uvodimo funkciju gustoc´e vjerojatnosti
F(q, p, t; q0, p0, t0) na 4s-dimenzionalnom Euklidskom prostoru Γ × Γ. Ova funkcija ima
slijedec´a posebna svojstva. Integracijom funkcije F(q, p, t; q0, p0, t0) na faznom prostoru
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Γ, s (q, p) kao varijablama integracije, dobije se funkcija gustoc´e vjerojatnosti mikrostanja
f(q0, p0, t0) u trenutku t0,∫
Γ
F(q, p, t; q0, p0, t0)dΓ = f(q0, p0, t0). (3.16)
Funkcija gustoc´e vjerojatnosti mikrostanja f(q, p, t) u trenutku t dobije se na analogan
nacˇin, ∫
Γ
F(q, p, t; q0, p0, t0)dΓ0 = f(q, p, t). (3.17)
Jednostavno se mozˇe pokazati, koriˇstenjem relacije (3.15), da su jednadzˇbe (3.16) i (3.17)
zadovoljene ako funkcija F(q, p, t; q0, p0, t0) ima slijedec´i oblik:
F(q, p, t; q0, p0, t0) = f(q, p, t)
s∏
i=1
δ(qi − qi(t; q0, p0))δ(pi − pi(t; q0, p0)), (3.18)
gdje su qi(t; q0, p0) i pi(t; q0, p0) dane jednadzˇbama (3.2), a δ-e su Diracove delta funkcije.
U prostoru Γ×Γ, funkcija F(q, p, t; q0, p0, t0) dana jednadzˇbom (3.18) predstavlja gustoc´u
vjerojatnosti da je tocˇka koja korespondira stanju sustava u elementu dΓ0 oko tocˇke (q0, p0)
u trenutku t0 i u elementu dΓ oko tocˇke (q, p) u trenutku t.
Kao sˇto je objasˇnjeno u jednadzˇbi (3.17), funkcija gustoc´e vjerojatnosti f(q, p, t) je
dana integralom funkcije F(q, p, t; q0, p0, t0) po Γ, s (q0, p0) kao varijablama integracije.
Pretpostavimo sada da je skup M svih tocˇaka u Γ koje predstavljaju moguc´a mikrostanja
sustava invarijantan na Hamiltonovo gibanje. Primjenom slicˇne procedure i notacije koja
je vec´ bila uvedena u relacijama (3.10) i (3.11), integral (3.17) se sada mozˇe zapisati kao
f(q, p, t) =
∫
S0(M)
dS0ωv((q0, p0)ω)
∫
ω
F(q, p, t; qa, pa, t0)
v(qa, pa)
dsaω. (3.19)
Zajedno s jednadzˇbom (3.19) uvodi se takoder i funkcija
G(q, p, t; (q0, p0)ω, t0) = v((q0, p0)ω)
∫
ω
F(q, p, t; qa, pa, t0)
v(qa, pa)
dsaω. (3.20)
Integral u definiciji funkcije G(q, p, t; (q0, p0)ω, t0) u jednadzˇbi (3.20) je duzˇ cijele duljine
putanje ω koja je okomito presjecˇena plohom S0(M) u tocˇki (q0, p0)ω. Koriˇstenjem jed-
nadzˇbe (3.20), relacija (3.19) se potom mozˇe zapisati kao
f(q, p, t) =
∫
S0(M)
G(q, p, t; (q0, p0)ω, t0)dS0. (3.21)
Jasno je da izraz
G(q, p, t; (q0, p0)ω, t0)dS0dΓ ≡ P(q, p, t ∩ (q0, p0)ω, t0), (3.22)
predstavlja vjerojatnost da je tocˇka koja korespondira stanju sustava u trenutku t0 bilo
gdje duzˇ putanja koje prolaze kroz infinitezimalni element dS0 oko (q0, p0) na plohi S0(M),
i da je u nekom razlicˇitom trenutku t u elementu volumena dΓ oko (q, p).
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Josˇ jedna definicija raspodjele vjerojatnosti putanja F ((q0, p0)ω, t0), uz jednadzˇbu
(3.12), sada je moguc´a na ovaj nacˇin. Ona je dana integralom
F ((q0, p0)ω, t0) =
∫
Γ
G(q, p, t; (q0, p0)ω, t0)dΓ. (3.23)
Tada, u skladu s teorijom vjerojatnosti, kvocijent
G(q, p, t; (q0, p0)ω, t0)dS0dΓ
F ((q0, p0)ω, t0)dS0
≡ P(q, p, t|(q0, p0)ω, t0), (3.24)
predstavlja uvjetnu vjerojatnost da je u trenutku t tocˇka koja korespondira stanju sustava
u elementu dΓ oko (q, p), ako je u trenutku t0 bilo gdje duzˇ putanja koje prolaze kroz
infinitezimalni element dS0 oko (q0, p0) na plohi S0(M). Relacija (3.23) tada dokazuje da
integral izraza (3.24) po Γ zadovoljava uvjet normiranosti, tj.,∫
Γ
G(q, p, t; (q0, p0)ω, t0)dS0
F ((q0, p0)ω, t0)dS0
dΓ = 1. (3.25)
Zbog pripreme potrebnih pojmova teorije vjerojatnosti, uvjetna raspodjela vjerojatnosti
D(q, p, t|(q0, p0)ω, t0) koja odgovara uvjetnoj vjerojatnosti (3.24), definira se relacijom
D(q, p, t|(q0, p0)ω, t0) = G(q, p, t; (q0, p0)ω, t0)
F ((q0, p0)ω, t0)
. (3.26)
Relacija (3.24), poput relacije (3.22), predstavlja vjerojatnost, a ona je sacˇuvana u
faznom prostoru Γ. Totalna vremenska derivacija (tj., brzina vremenske promjene uzduzˇ
linija Hamiltonovog toka) ove vjerojatnosti je jednaka nuli. U relaciji (3.24) za uvjetnu
vjerojatnost, raspodjela vjerojatnosti putanja F ((q0, p0)ω, t0) i element plohe dS0 su neo-
visni o varijablama t i (q, p). Takoder, mjera dΓ je invarijantna na Hamiltonovo gibanje.
Dakle, slijedi da je totalna vremenska derivacija uvjetne vjerojatnosti (3.24) jednaka nuli
ako i samo ako
dG
dt
≡ ∂G
∂t
+
s∑
i=1
(
∂G
∂qi
∂H
∂pi
− ∂G
∂pi
∂H
∂qi
)
= 0 . (3.27)
To je jednostavna demonstracija da raspodjela vjerojatnosti G(q, p, t; (q0, p0)ω, t0) zado-
voljava jednadzˇbu analognu Liouvilleovoj jednadzˇbi (3.14) za raspodjelu vjerojatnosti
mikrostanja f(q, p, t).
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Poglavlje 4
MODEL VREMENSKE
EVOLUCIJE ZATVORENIH
HAMILTONOVIH SUSTAVA
4.1 Informacijske entropije i MaxEnt algoritam
U Shannonovoj teoriji informacije [4] velicˇini oblika H = −∑i pi log pi dana je cen-
tralna uloga mjere informacije, izbora i nesigurnosti za razlicˇite raspodjele vjerojatnosti
pi. Na analogan nacˇin Shannon je definirao entropiju neprekidne raspodjele i entropiju
N -dimenzionalne neprekidne raspodjele. S druge strane, Jaynes [5] je pokazao da velicˇini
−∑ni=1 pi log pi za diskretnu raspodjelu vjerojatnosti pi koja tezˇi u limesu beskonacˇnog
broja tocˇaka u neprekidnu raspodjelu w(x) (na nacˇin da se gustoc´a tocˇaka, podijeljena s
ukupnim brojem tocˇaka, priblizˇava odredenoj funkciji m(x)) odgovara velicˇina:
SI = −
∫
w(x) log
[
w(x)
m(x)
]
dx. (4.1)
Shannon je pretpostavio da je ta velicˇina oblika − ∫ w(x) log[w(x)]dx, ali je takoder is-
taknuo i vazˇnu razliku izmedu svojih definicija diskretnih i neprekidnih entropija. Ako
promijenimo koordinate, entropija neprekidne raspodjele c´e se promijeniti na nacˇin koji
je Shannon uzeo u obzir [4]. Invarijantnost entropije neprekidne raspodjele na zamjenu
nezavisne varijable postizˇe se modifikacijom koja slijedi iz matematicˇke dedukcije koju je
proveo Jaynes [5]. Opisani granicˇni postupak uz definiciju funkcije mjere m(x) rezultira
invarijantnom mjerom informacije (4.1). Ako se pretpostavi da je funkcija mjere jednolika
m(x) = konst, tada se invarijantna mjera informacije (4.1) razlikuje se od Shannonove
definicije entropije neprekidne raspodjele [4] za irelevantnu aditivnu konstantu.
Shannon [4] je takoder definirao zajednicˇku entropiju i uvjetnu entropiju zajednicˇke
raspodjele dvije neprekidne varijable (koje mogu same biti viˇsedimenzionalne). U prethod-
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nom odjeljku je bila uvedena zajednicˇka raspodjela G(q, p, t; (q0, p0)ω, t0) dvije neprekidne
viˇsedimenzionalne varijable (q, p) ∈ Γ i (q0, p0)ω ∈ S0(M). Iz detaljnog objasˇnjenja izraza
(3.22) slijedi da G(q, p, t; (q0, p0)ω, t0)dS0dΓ predstavlja vjerojatnost zajednicˇkog pojavlji-
vanja dva dogadaja: prvi se dogada u trenutku t0 na skupu Ω(M) svih moguc´ih putanja
u faznom prostoru, a drugi se dogada u trenutku t na skupu M svih moguc´ih tocˇaka u
faznom prostoru, skupu koji je invarijantan na Hamiltonovo gibanje. U skladu s Shanno-
novom definicijom [4], zajednicˇka informacijska entropija raspodjele G(q, p, t; (q0, p0)ω, t0)
je dana s
SGI (t, t0) = −
∫
S0(M)
∫
Γ
G logG dΓdS0. (4.2)
Notacija SGI (t, t0) oznacˇava da je rijecˇ o funkciji varijabli t i t0, kroz raspodjelu G ≡
G(q, p, t; (q0, p0)ω, t0). Slijedec´i Shannonovu definiciju [4], uvjetna informacijska entropija
zajednicˇke raspodjele G(q, p, t; (q0, p0)ω, t0) je dana s
SDFI (t, t0) = −
∫
S0(M)
∫
Γ
G log
[
G
F
]
dΓdS0, (4.3)
gdje je F ≡ F ((q0, p0)ω, t0) raspodjela vjerojatnosti putanja. Koriˇstenjem definicije
D(q, p, t|(q0, p0)ω, t0) dane jednadzˇbom (3.26), neposredno se dobije ekvivalentan oblik
uvjetne informacijske entropije (4.3):
SDFI (t, t0) = −
∫
S0(M)
∫
Γ
DF logD dΓdS0. (4.4)
Iz izraza (4.4) jasno je da je uvjetna informacijska entropija SDFI (t, t0) prosjek entropije
uvjetne vjerojatnosti D(q, p, t|(q0, p0)ω, t0), uzet preko svih moguc´ih putanja ω ∈ Ω(M) u
skladu s tezˇinom danom raspodjelom vjerojatnosti putanja F ((q0, p0)ω, t0).
Relacija izmedu informacijskih entropija SGI (t, t0) i S
DF
I (t, t0), uvedenih u jed-
nadzˇbama (4.2) i (4.3), upotpunjena je uvodenjem informacijske entropije raspodjele
F ((q0, p0)ω, t0), ili alternativno, informacijske entropije putanja:
SFI (t0) = −
∫
S0(M)
F logF dS0. (4.5)
Relacija izmedu SGI (t, t0), S
DF
I (t, t0) i S
F
I (t0) dobije se jednostavno, koriˇstenjem jednadzˇbe
(3.26) u (4.2), i primjenom svojstava raspodjela vjerojatnosti. Na taj nacˇin se dobije
SGI (t, t0) = S
DF
I (t, t0) + S
F
I (t0). (4.6)
Relacija (4.6), u skladu s analognom relacijom u Shannonovoj teoriji [4], tvrdi da je nesi-
gurnost (entropija) zajednicˇkog dogadaja jednaka zbroju nesigurnosti prvog i nesigurnosti
drugog dogadaja kad je prvi poznat.
Vazˇno je dati neke dodatne komentare uz jednadzˇbu (4.6). Opc´enito, nesigurnost
zajednicˇkog dogadaja je manja od ili je jednaka zbroju nesigurnosti dva pojedinacˇna
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dogadaja, s jednakosˇc´u ako (i samo ako) su dva dogadaja nezavisna [4]. Raspodjela
vjerojatnosti zajednicˇkog dogadaja je ovdje dana s G(q, p, t; (q0, p0)ω, t0). Informacijska
entropija ili nesigurnost jednog od njih (u ovom slucˇaju nazvanim drugi dogadaj zbog
njegove pojave u kasnijem trenutku) je jednaka
SfI (t) = −
∫
Γ
f log f dΓ. (4.7)
Velicˇina SfI (t) je informacijska entropija raspodjele vjerojatnosti mikrostanja f(q, p, t),
ili krac´e, informacijska entropija. Nesigurnost prvog dogadaja dana je informacijskom
entropijom putanja SFI (t0) definiranom u jednadzˇbi (4.5). Prethodno spomenuto svojstvo
informacijskih entropija ovdje je dano za SGI (t, t0), S
f
I (t) i S
F
I (t0) slijedec´om relacijom:
SGI (t, t0) ≤ SfI (t) + SFI (t0), (4.8)
s jednakosˇc´u ako (i samo ako) su dva dogadaja nezavisna. Osim toga, iz (4.6) i (4.8) se
dobija vazˇna relacija izmedu SfI (t) i S
DF
I (t, t0):
SfI (t) ≥ SDFI (t, t0), (4.9)
s jednakosˇc´u ako (i samo ako) su dva dogadaja nezavisna.
U smislu vjerojatnosti, dogadaji u trenutku t0 u skupu Ω(M) svih moguc´ih putanja u
faznom prostoru i u bilo kojem trenutku t u skupu M ⊂ Γ svih moguc´ih tocˇaka u faznom
prostoru, nisu nezavisni. Ako pretpostavimo da su vrijednosti zajednicˇke raspodjele vje-
rojatnosti G(q, p, t; (q0, p0)ω, t0) fizikalno dobro definirane (u smislu jednadzˇbe (3.22)) za
sve tocˇke (q, p) ∈ Γ i (q0, p0) ∈ S0(M) u danom pocˇetnom trenutku t = t0, onda su njene
vrijednosti odredene za sve t u cijelom faznom prostoru Γ preko Liouvilleove jednadzˇbe
(3.27). Jednostavnom dedukcijom dolazi se do zakljucˇka da se maksimizacijom uvjetne
informacijske entropije SDFI (t, t0), uz ogranicˇenja dana Liouvilleovom jednadzˇbom (3.27) i
uvjetom normiranosti, ne mozˇe dosec´i gornja granica koja je dana (u bilo kojem trenutku
t) vrijednosˇc´u informacijske entropije SfI (t) u relaciji (4.9). Dosezanje ove gornje granice
bi zahtijevalo statisticˇku nezavisnost, sˇto bi za logicˇku posljedicu imalo potpuni gubitak
korelacije izmedu skupa Ω(M) moguc´ih putanja u faznom prostoru u trenutku t0 i skupa
M ⊂ Γ moguc´ih tocˇaka u faznom prostoru u trenutku t. Medutim, statisticˇka nezavisnost
iskljucˇena je u bilo kojem trenutku t ogranicˇenjem koje je implicirano Liouvilleovom jed-
nadzˇbom (3.27) i zahtjevom da zajednicˇka raspodjela vjerojatnosti G(q, p, t; (q0, p0)ω, t0)
bude dobro definirana.
Ovdje mozˇe biti od pomoc´i razlucˇivanje izmedu dva aspekta vremenske evolucije. Prvi
je mikroskopski aspekt koji predstavlja problem dinamike impliciran u ovom radu Hamil-
tonovim jednadzˇbama. Rjesˇenja su reprezentirana u Γ kao putanje u faznom prostoru.
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S druge strane, predvidanje makroskopske vremenske evolucije predstavlja problem dos-
tupne informacije i inferencije, odnosno izvodenja i donosˇenja zakljucˇaka, iz parcijalne
informacije. Zato su, i mikroskopska dinamika i odgovarajuc´e putanje u faznom pros-
toru takoder dio ovog problema nepotpune informacije. U slucˇaju makroskopskog sustava
je informacija o mikroskopskoj dinamici vrlo vjerojatno nepotpuna zbog niza razlicˇitih
moguc´ih razloga. Neki od njih c´e posebno biti analizirani u odjeljku 5.3. Detaljno zna-
nje o mikroskopskim trajektorijama, odnosno o stanjima kroz koja trajektorije prolaze
opc´enito nam nedostaje u slucˇaju makroskopskih sustava. Medutim, u nedostatku pot-
punijeg znanja, Hamiltonove jednadzˇbe (3.1) i skup moguc´ih putanja u faznom prostoru
su reprezentacija nasˇe prethodne informacije o mikroskopskoj dinamici. Prirodno je pret-
postaviti da je makroskopska vremenska evolucija koju predvidamo i tada konzistentna s
nasˇim znanjem o mikroskopskoj dinamici, cˇak i kad to znanje nije potpuno.
Svi argumenti koji su ranije spomenuti vode do zakljucˇka da je razmatranje Liouvil-
leove jednadzˇbe (3.27) kao strogog mikroskopskog ogranicˇenja na vremensku evoluciju,
u smislu predikcije ekvivalentno posjedovanju potpune informacije o mikroskopskoj dina-
mici. Slijedec´i prethodno navedene pretpostavke, Liouvilleova jednadzˇba (3.27) se takoder
mozˇe razmatrati i kao makroskopsko ogranicˇenje na vremensku evoluciju. Ako nasˇa in-
formacija o mikroskopskoj dinamici nije dovoljno iscrpna da se detaljno odredi vremen-
ska evolucija, uobicˇajeno je uzeti prosjek po svim slucˇajevima koji su moguc´i na osnovi
parcijalne informacije. U prediktivnoj statisticˇkoj mehanici koju je formulirao Jaynes,
zakljucˇci se izvode iz raspodjela vjerojatnosti cˇiji prostori elementarnih dogadaja repre-
zentiraju poznato o strukturi mikrostanja, i koje maksimiziraju informacijsku entropiju
uz dostupne makroskopske podatke kao ogranicˇenja [8]. Na ovaj nacˇin “objektivnost”
pridjeljivanja vjerojatnosti i predikcija je sigurna od uvodenja dodatnih pretpostavki koje
nisu nuzˇno sadrzˇane u dostupnim podacima. U ovom modelu se ista osnovna ideja uvodi
u fazu (2) problema predikcije za zatvorene Hamiltonove sustave. Uvjetna informacijska
entropija SDFI (t, t0) se tada maksimizira uz ogranicˇenje dano Liouvilleovom jednadzˇbom
(3.27), uvedeno kao prosjek po faznom prostoru, ili preciznije, integral po faznom prostoru
slicˇno drugim makroskopskim ogranicˇenjima. Ovaj pristup nam omoguc´uje da razmotrimo
nepotpunu prirodu nasˇe informacije o mikroskopskoj dinamici na racionalan nacˇin, i vodi
do gubitka korelacije izmedu pocˇetnih putanja u faznom prostoru i konacˇnih mikrostanja
i do odgovarajuc´e nesigurnosti u predikciji. Uvjetna informacijska entropija SDFI (t, t0) je
mjera te nesigurnosti, povezane s gubitkom informacije o stanju sustava.
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4.2 MaxEnt inferencije i vremenska evolucija
U prvom pristupu koji c´e biti sada razmotren, vremenska evolucija uvjetne raspodjele
vjerojatnosti D(q, p, t|(q0, p0)ω, t0) u intervalu t0 ≤ t ≤ ta treba zadovoljavati slijedec´a
ogranicˇenja: uvjet normiranosti∫
M
D(q, p, t|(q0, p0)ω, t0)dΓ = 1, (4.10)
i Liouvilleovu jednadzˇbu za D(q, p, t|(q0, p0)ω, t0),
∂D
∂t
+
s∑
i=1
(
∂D
∂qi
∂H
∂pi
− ∂D
∂pi
∂H
∂qi
)
= 0. (4.11)
Iz relacije (3.26) slijedi da su ogranicˇenja dana jednadzˇbama (3.27) i (4.11) ekvivalentna.
Prema definiciji uvedenoj u odjeljku 3.2, skup M ⊂ Γ svih moguc´ih mikrostanja je inva-
rijantan na Hamiltonovo gibanje. Ogranicˇenje normiranosti (4.10) sadrzˇi informaciju o
strukturi moguc´ih mikrostanja u Γ, u vremenskom intervalu t0 ≤ t ≤ ta koji se razma-
tra. Informacija o mikroskopskoj dinamici je reprezentirana skupom Ω(M) svih moguc´ih
putanja u Γ. Dodatno je ta informacija je sadrzˇana u Liouvilleovoj jednadzˇbi (4.11).
Pridruzˇena raspodjela vjerojatnosti putanja F ((q0, p0)ω, t0) je kompatibilna s dostupnom
informacijom.
Vremenska derivacija uvjetne informacijske entropije SDFI (t, t0) dane jednadzˇbom (4.4)
je jednaka
dSDFI (t, t0)
dt
= −
∫
S0(M)
∫
M
∂D
∂t
F logD dΓdS0 −
∫
S0(M)
∫
M
∂D
∂t
F dΓdS0. (4.12)
Zbog uvjeta normiranosti (4.10), posljednji cˇlan u (4.12) je jednak nuli. U trenutku ta
uvjetna informacijska entropija SDFI (ta, t0) je dana izrazom,
SDFI (ta, t0) = −
∫ ta
t0
∫
S0(M)
∫
M
∂D
∂t
F logD dΓdS0dt+ S
DF
I (t0, t0). (4.13)
Prikladno je formirati slijedec´i funkcional
J [D] = SDFI (ta, t0)− SDFI (t0, t0) =
∫ ta
t0
∫
S0(M)
∫
M
K(D, ∂tD)dΓdS0dt, (4.14)
s funkcijom K(D, ∂tD) danom s
K(D, ∂tD) = −∂D
∂t
F logD. (4.15)
U varijacijskom problemu koji se ovdje razmatra, trazˇi se stacionarnost funkcionala
J [D] danog jednadzˇbom (4.14) s obzirom na varijacije uz ogranicˇenja (4.10) i (4.11).
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Ne zahtjeva se da na rubu podrucˇja integracije M × (t0, ta) u integralu (4.14) funk-
cija D(q, p, t|(q0, p0)ω, t0) poprima propisane vrijednosti. Ogranicˇenja dana jednadzˇbama
(4.10) i (4.11) su zapisana ovdje u ekvivalentnom, ali prikladnijem obliku:
ϕ1((q0, p0)ω, t0; t,D) = F
∫
M
D dΓ− F = 0, (4.16)
i
ϕ2((q0, p0)ω, t0; q, p, t, ∂qD, ∂pD, ∂tD) =
=
[
∂D
∂t
+
s∑
i=1
(
∂D
∂qi
∂H
∂pi
− ∂D
∂pi
∂H
∂qi
)]
F = 0. (4.17)
Metode za varijacijske probleme s ovakvim vrstama ogranicˇenja postoje i mogu se
razviti i primjeniti u prakticˇnim problemima, sˇto je detaljno objasˇnjeno u referenci [32].
Ovdje se, u notaciji koja je prilagodena ovom specificˇnom problemu, uvode slijedec´i funk-
cionali:
C1[D,λ1] =
∫
S0(M)
∫ ta
t0
λ1ϕ1 dtdS0, (4.18)
i
C2[D,λ2] =
∫
S0(M)
∫ ta
t0
∫
M
λ2ϕ2 dΓdtdS0. (4.19)
Lagrangeovi multiplikatori λ1 ≡ λ1((q0, p0)ω, t0; t) i λ2 ≡ λ2((q0, p0)ω, t0; q, p, t) su funk-
cije koje su definirane u podrucˇjima integracije u (4.18) i (4.19). Za bilo koju funk-
ciju s neprekidnim prvim parcijalnim derivacijama, Eulerova jednadzˇba za ogranicˇenje
ϕ2 ≡ ϕ2((q0, p0)ω, t0; q, p, t, ∂qD, ∂pD, ∂tD) je jednaka nuli. Slijedec´i najopc´enitije pravilo
multiplikatora za ovu vrstu problema koje je detaljno objasˇnjeno u referenci [32], uvodimo
dodatni konstantni Lagrangeov multiplikator λ0 za funkciju K,
J [D,λ0] =
∫ ta
t0
∫
S0(M)
∫
M
λ0K(D, ∂tD) dΓdS0dt. (4.20)
Funkcional I[D,λ0, λ1, λ2] se formira od J [D,λ0], C1[D,λ1] i C2[D,λ2]:
I[D,λ0, λ1, λ2] = J [D,λ0]− C1[D,λ1]− C2[D,λ2]. (4.21)
Egzistencija Lagrangeovih multiplikatora λ0 6= 0, λ1 i λ2, takvih da je varijacija
I[D,λ0, λ1, λ2] stacionarna δI = 0, predstavlja dokaz da je moguc´e ucˇiniti J [D] u jed-
nadzˇbi (4.14) stacionarnim uz ogranicˇenja (4.16) i (4.17). Funkcija D(q, p, t|(q0, p0)ω, t0)
koja cˇini J [D] stacionarnim uz ogranicˇenja (4.16) i (4.17) mora zadovoljavati Eulerovu
jednadzˇbu:
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λ0
{
∂K
∂D
− d
dt
(
∂K
∂(∂tD)
)
−
s∑
i=1
[
d
dqi
(
∂K
∂(∂qiD)
)
+
d
dpi
(
∂K
∂(∂piD)
)]}
−λ1F +
[
∂λ2
∂t
+
s∑
i=1
(
∂λ2
∂qi
∂H
∂pi
− ∂λ2
∂pi
∂H
∂qi
)]
F = 0. (4.22)
Lako se mozˇe provjeriti da je cˇlan pomnozˇen s λ0 u Eulerovoj jednadzˇbi (4.22) jednak
nuli. Stacionarnost funkcionala I[D,λ0, λ1, λ2] u (4.21) je zato moguc´a i s λ0 6= 0. Iz
jednadzˇbe (4.22) slijedi da Lagrangeovi multiplikatori λ1 i λ2 zadovoljavaju jednadzˇbu
∂λ2
∂t
+
s∑
i=1
(
∂λ2
∂qi
∂H
∂pi
− ∂λ2
∂pi
∂H
∂qi
)
= λ1. (4.23)
U ovom varijacijskom problemu, od funkcije D(q, p, t|(q0, p0)ω, t0) koja cˇini J [D] u
(4.14) stacionarnim uz ogranicˇenja (4.16) i (4.17), ne zahtjeva se da poprima propisane
vrijednosti na rubu podrucˇja integracije M × (t0, ta). Zato je nuzˇno, da uz zadovoljavanje
Eulerove jednadzˇbe (4.22), ona takoder zadovoljava i Eulerov rubni uvjet na granici M ×
(t0, ta), kao sˇto je to objasˇnjeno u referenci [32]. Za sve tocˇke na dijelu granice podrucˇja
integracije M × (t0, ta) gdje je t = t0 ili t = ta, Eulerov rubni uvjet nezavisno daje:[
∂K
∂(∂tD)
− λ2F
]
t=t0,ta
= − [logD + λ2]t=t0,ta F = 0. (4.24)
Za sve tocˇke na dijelu granice podrucˇja integracije M×(t0, ta) gdje je vrijeme t u intervalu
t0 < t < ta, isti Eulerov rubni uvjet daje:
F [λ2v · n] na rubu M = 0. (4.25)
U jednadzˇbi (4.25), v · n je skalarni produkt polja brzine v(q, p) u faznom prostoru Γ
(definiranog u odjeljku 3.1) i jedinicˇne normale n rubne plohe invarijantnog skupa M ,
uzet na toj plohi. Jednadzˇba (4.25) je zadovoljena prirodno zbog Hamiltonovog gibanja,
buduc´i da je skup M invarijantan po definiciji, i zato je v · n = 0 za sve tocˇke na rubnoj
plohi od M . To je posljedica cˇinjenice da putanje u faznom prostoru ne prelaze preko
rubne plohe invarijantnog skupa M .
Funkcije D(q, p, t|(q0, p0)ω, t0) koje cˇine J [D] u (4.14) stacionarnim uz ogranicˇenja
(4.16) i (4.17), odreduju se iz tih ogranicˇenja i rubnog uvjeta danog jednadzˇbom (4.24).
Iz jednadzˇbe (4.24) dobije se oblik D(q, p, t|(q0, p0)ω, t0) u vremenskim trenucima t0 i ta,
D(q, p, t|(q0, p0)ω, t0)|t=t0,ta = exp [−λ2((q0, p0)ω, t0; q, p, t)]|t=t0,ta . (4.26)
Buduc´i da se zahtjeva jedino da je ta ≥ t0, odabir vremena ta proizvoljan je u svim drugim
aspektima. Rubni uvjet (4.24) tada vrijedi za bilo koje vrijeme t ≥ t0:
D(q, p, t|(q0, p0)ω, t0) = exp [−λ2((q0, p0)ω, t0; q, p, t)] . (4.27)
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Iz ogranicˇenja (4.17), koriˇstenjem jednadzˇbe (4.27), izravno se dobije jednadzˇba za La-
grangeov multiplikator λ2((q0, p0)ω, t0; q, p, t):
∂λ2
∂t
+
s∑
i=1
(
∂λ2
∂qi
∂H
∂pi
− ∂λ2
∂pi
∂H
∂qi
)
= 0. (4.28)
Usporedbom jednadzˇbe (4.23) s jednadzˇbom (4.28), slijedi da je za sve t ≥ t0,
λ1((q0, p0)ω, t0; t) = 0. (4.29)
Pravi smisao Lagrangeovog multiplikatora λ1((q0, p0)ω, t0; t) postaje puno jasniji kad se
promotri u sklopu drugacˇijeg pristupa. Kao sˇto je objasˇnjeno u odjeljku 4.1, uvjetna
raspodjela vjerojatnosti D(q, p, t|(q0, p0)ω, t0) mora biti fizikalno dobro definirana u smislu
jednadzˇbi (3.24) i (3.26). Za bilo koju takvu funkciju, gornja granica za SDFI (t, t0) dana
relacijom (4.9), ne dosezˇe se maksimizacijom uz ogranicˇenja (4.16) i (4.17).
Zakljucˇci koji slijede iz interpretacije relacije (4.9) i svojstva SDFI (t, t0) kao mjere nesi-
gurnosti povezane s gubitkom informacije, argumentirani su u odjeljku 4.1. Ovi zakljucˇci
se sada uzimaju u obzir kao osnova za drugacˇiji pristup u skladu s temeljnim nacˇelima
prediktivne statisticˇke mehanike. Kao sˇto je detaljno bilo obrazlozˇeno u odjeljku 4.1,
ogranicˇenje koje ima strogi oblik jednakosti (4.17), sada c´e biti zamijenjeno s ogranicˇenjem
u obliku integrala po faznom prostoru,
ϕ2((q0, p0)ω, t0; t,D) =
∫
M
[
∂D
∂t
+
s∑
i=1
(
∂D
∂qi
∂H
∂pi
− ∂D
∂pi
∂H
∂qi
)]
F dΓ = 0. (4.30)
Ogranicˇenje (4.30) je jednim dijelom u obliku izoperimetrijskog ogranicˇenja, premda ne u
potpunosti. Funkcional (4.19) treba zatim zamijeniti odgovarajuc´im funkcionalom, koji
je dan integralima preostalim nakon integrala (4.30) po faznom prostoru,
C2[D,λ2] =
∫
S0(M)
∫ ta
t0
λ2ϕ2 dtdS0. (4.31)
Lagrangeov multiplikator λ2 ≡ λ2((q0, p0)ω, t0; t) je sada funkcija definirana u podrucˇju
integracije u integralu (4.31).
Informacija da je skup M moguc´ih mikrostanja u faznom prostoru Γ invarijantan na
Hamiltonovo gibanje sadrzˇana je u ogranicˇenju (4.30). Analogija s prethodnim pristupom
nije potpuna, jer mnogo sˇira klasa funkcija zadovoljava ogranicˇenje (4.30), ukljucˇujuc´i u
to i sve funkcije koje zadovoljavaju ogranicˇenje (4.17). Ova cˇinjenica omoguc´uje maksi-
mizaciju uvjetne informacijske entropije SDFI (ta, t0), uz ogranicˇenja (4.16) i (4.30), cˇak
ako je D(q, p, t|(q0, p0)ω, t0) propisana u pocˇetnom trenutku t0. U ovom varijacijskom pro-
blemu, od funkcije D(q, p, t|(q0, p0)ω, t0) se ne zahtjeva da poprima propisane vrijednosti
na preostalom dijelu ruba podrucˇja integracije M × (t0, ta) u integralu (4.13). Funkcija
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D(q, p, t|(q0, p0)ω, t0) je propisana jedino u pocˇetnom trenutku t0, i pri tome mora biti
fizikalno dobro definirana u smislu jednadzˇbi (3.24) i (3.26).
Da bi funkcija D(q, p, t|(q0, p0)ω, t0) maksimizirala SDFI (ta, t0) uz ogranicˇenja (4.16) i
(4.30), nuzˇno je da zadovoljava Eulerovu jednadzˇbu:
λ0
{
∂K
∂D
− d
dt
(
∂K
∂(∂tD)
)
−
s∑
i=1
[
d
dqi
(
∂K
∂(∂qiD)
)
+
d
dpi
(
∂K
∂(∂piD)
)]}
−λ1F + ∂λ2
∂t
F = 0. (4.32)
Josˇ jedan nuzˇni uvjet za maksimum, uz jednadzˇbu (4.32), postoji ako se od funkcije
D(q, p, t|(q0, p0)ω, t0) ne zahtjeva da poprima propisane vrijednosti na dijelu ruba M ×
(t0, ta): tada je nuzˇno i da D(q, p, t|(q0, p0)ω, t0) zadovoljava Eulerov rubni uvjet na dijelu
ruba M × (t0, ta) gdje njene vrijednosti nisu propisane, ref. [32]. U skladu s tim, za sve
tocˇke na dijelu ruba M × (t0, ta) gdje je t = ta, Eulerov rubni uvjet daje:[
∂K
∂(∂tD)
− λ2F
]
t=ta
= − [logD + λ2]t=ta F = 0. (4.33)
Eulerov rubni uvjet je prirodno zadovoljen za sve tocˇke na dijelu ruba M × (t0, ta) gdje
je vrijeme t u intervalu t0 < t < ta. Skup M je invarijantan na Hamiltonovo gibanje, i
jednadzˇba analogna jednadzˇbi (4.25) ovdje je takoder prirodno zadovoljena zbog Hamil-
tonovog gibanja.
Na nacˇin analogan onome koji je u prvom pristupu vodio do jednadzˇbe (4.23),
sada iz Eulerove jednadzˇbe (4.32) slijedi jednadzˇba za Lagrangeove multiplikatore
λ1((q0, p0)ω, t0; t) i λ2((q0, p0)ω, t0; t):
∂λ2
∂t
= λ1. (4.34)
Oblik MaxEnt uvjetne raspodjele vjerojatnosti u trenutku ta slijedi iz jednadzˇbe (4.33):
D(q, p, ta|(q0, p0)ω, t0) = exp [−λ2((q0, p0)ω, t0; ta)] . (4.35)
Za svaku, u pocˇetnom trenutku t0 dobro definiranu uvjetnu raspodjelu vjerojatnosti,
postoji cijela klasa jednako vjerojatnih rjesˇenja {D(q, p, t|(q0, p0)ω, t0)} dobivenih MaxEnt
algoritmom, od kojih svako zadovoljava makroskopsko ogranicˇenje (4.30). U trenutku ta,
sve funkcije u toj klasi MaxEnt rjesˇenja medusobno su jednake i dane jednadzˇbom (4.35).
Dakle, osim u rubnim vremenskim trenucima t0 i ta, uvjetna raspodjela vjerojatnosti
dobivena MaxEnt algoritmom nije jedinstveno odredena u intervalu t0 < t < ta. To je
posljedica cˇinjenice da makroskopsko ogranicˇenje (4.30) ne odreduje vremensku evoluciju
D(q, p, t|(q0, p0)ω, t0) jedinstveno, kao sˇto to cˇini strogo mikroskopsko ogranicˇenje (4.17).
Medutim, MaxEnt rjesˇenja josˇ uvijek predvidaju jedino vremenske evolucije u potpunosti
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unutar invarijantnog skupa M , zbog jednadzˇbe (4.25). To svojstvo slijedi iz ogranicˇenja
(4.30), i u obzir uzima informaciju o konstantama gibanja koje odreduju invarijantan skup
M , i na taj nacˇin, o odgovarajuc´im zakonima sacˇuvanja.
Iz normiranosti (4.10) uvjetne raspodjele vjerojatnosti, dane u trenutku ta jednadzˇbom
(4.35), dobije se relacija:
W (M) exp [−λ2((q0, p0)ω, t0; ta)] = 1, (4.36)
gdje je W (M) mjera, tj., volumen invarijantnog skupa M u faznom prostoru. Jednadzˇba
(4.36) implicira da Lagrangeov multiplikator λ2((q0, p0)ω, t0; t) u trenutku t = ta ne ovisi
o varijablama (q0, p0)ω:
λ2((q0, p0)ω, t0; ta) = λ2(ta). (4.37)
Raspodjela vjerojatnosti mikrostanja f(q, p, t) u trenutku t = ta se onda izracˇuna
koriˇstenjem: jednadzˇbi (3.21) i (3.26), MaxEnt uvjetne raspodjele vjerojatnosti
D(q, p, t|(q0, p0)ω, t0) u trenutku t = ta dane jednadzˇbama (4.35) i (4.37), i raspodjele
vjerojatnosti putanja F ((q0, p0)ω, t0) u pocˇetnom trenutku t0:
f(q, p, ta) = exp [−λ2(ta)] . (4.38)
Iz jednadzˇbi (4.35–4.38) slijedi da su u trenutku ta, MaxEnt uvjetna raspodjela vjerojat-
nosti i odgovarajuc´a raspodjela vjerojatnosti mikrostanja jednake,
D(q, p, ta|(q0, p0)ω, t0) = f(q, p, ta) = exp [−λ2(ta)] = 1
W (M)
. (4.39)
Iz jednadzˇbi (4.4), (4.7) i (4.39), dobiju se vrijednosti informacijskih entropija SDFI (t, t0)
i SfI (t) u trenutku ta,
SfI (ta) = S
DF
I (ta, t0) = logW (M). (4.40)
Jednakosti (4.39) i (4.40) su moguc´e jedino u slucˇaju statisticˇke nezavisnosti. Logicˇka
posljedica statisticˇke nezavisnosti je potpuni gubitak korelacije izmedu putanja u faznom
prostoru u trenutku t0, i mikrostanja u trenutku ta. Opc´enito gledajuc´i, svojstvo makro-
sopskih sustava je da njihovo ponasˇanje kao da postaje nasumicˇno izmedu opazˇanja, uz
uvjet da opazˇanja slijede jedno za drugim u vremenskim intervalima duljim od odredenog
karakteristicˇnog vremena τ nazvanog vremenom relaksacije [33]. U intepretaciji koja se
daje ovdje, vrijeme relaksacije τ za zatvoreni Hamiltonov sustav predstavlja karakte-
risticˇno vrijeme koje je potrebno za opisani gubitak korelacije izmedu pocˇetnih putanja
u faznom prostoru i konacˇnih mikrostanja. Osim toga, τ takoder predstavlja vremenski
interval tokom kojeg predvidanja, zasnovana na nepotpunoj informaciji o mikroskopskoj
dinamici, postaju u najvec´oj moguc´oj mjeri nesigurna na nacˇin koji je kompatibilan s
podacima koji su dostupni. Ova nesigurnost je povezana s gubitkom informacije o stanju
sustava.
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Ta interpretacija se odrazˇava u ulozi Lagrangeovih multiplikatora λ1((q0, p0)ω, t0; t)
i λ2((q0, p0)ω, t0; t). Oni moraju zadovoljavati jednadzˇbu (4.34), pa se integriranjem te
jednadzˇbe dobije slijedec´a relacija,
λ2((q0, p0)ω, t0; t) =
∫ t
t0
λ1((q0, p0)ω, t0; t
′)dt′ + λ2((q0, p0)ω, t0; t0), (4.41)
za sve t u intervalu t0 ≤ t ≤ ta. Koriˇstenjem relacije (4.41), s jednadzˇbama (4.36), (4.37)
i (4.40), dobije se
SfI (ta) = S
DF
I (ta, t0) = logW (M) =
=
∫ ta
t0
λ1((q0, p0)ω, t0; t)dt+ λ2((q0, p0)ω, t0; t0). (4.42)
Jasno je, iz jednadzˇbi (4.37), (4.41) i (4.42), da je u trenutku ta Lagrangeov multipli-
kator λ2((q0, p0)ω, t0; ta) = λ2(ta) odreden mjerom W (M) invarijantnog skupa M svih
moguc´ih mikrostanja, tj., volumenom dostupnog dijela faznog prostora. Uzastopna pri-
mjena MaxEnt algoritma opisanog tipa za zatvoreni sustav s Hamiltonovom dinamikom,
bez uvodenja dodatnih ogranicˇenja, rezultira povec´anjem W (M). Iz jednadzˇbi (4.37),
(4.41) i (4.42) tada slijedi da je λ2(ta) ≥ λ2(t0).
Informacija o strukturi moguc´ih mikrostanja ogranicˇava odgovarajuc´i skup, i pos-
tavlja gornju granicu na volumen dostupnog faznog prostora. Vrijednosti SDFI (ta, t0)
i SfI (ta) u trenutku ta, dane jednadzˇbom (4.42), jednake su maksimalnoj vrijednosti
Boltzmann-Gibbsove entropije, kompatibilnoj s ovom informacijom. Lagrangeov multi-
plikator λ1((q0, p0)ω, t0; t), integriran u jednadzˇbi (4.42) po vremenu t0 ≤ t ≤ ta, odreden
je tada brzinom kojom se dosezˇe maksimum Boltzmann-Gibbsove entropije u reproduci-
bilnoj vremenskoj evoluciji. Integral u izrazu (4.42), i velicˇina λ1((q0, p0)ω, t0; t), mogu se
identificirati kao promjena entropije, i brzina promjene entropije za zatvoren Hamiltonov
sustav. Ako se informacija o mikroskopskoj dinamici zatvorenog Hamiltonovog sustava
smatra potpunom, ostaje otvoreno pitanje mozˇe li i tada produkcija entropije biti defi-
nirana bez uvodenja coarse-graining procedura, ili makroskopskih, fenomenolosˇkih pris-
tupa. Opc´enito, dio informacije odbacuje se u svim takvim modelima, u nekoj fazi, da bi
se postiglo slaganje s onim sˇto se opazˇa u prirodi pri razlicˇitim pojavama drugog zakona
termodinamike.
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Poglavlje 5
GENERALIZACIJA I
POVEZANOST S
NERAVNOTEZˇNOM TEORIJOM
5.1 Prepostavke i uvjeti daljne generalizacije
U pristupu koji je uveden u prethodnom poglavlju posebno se po svojoj vazˇnosti isticˇu
velicˇine τ i λ1((q0, p0)ω, t0; t), koje su interpretacijom logicˇkih posljedica tog pristupa bile
dovedene u neposrednu vezu. Iz tog razloga c´e uz detaljniju analizu biti uzete kao osnova
za daljnu generalizaciju pristupa. Bitan element koji se uzima u obzir ovim pristupom
je nepotpunost informacije o mikroskopskoj dinamici, odnosno nepotpunost informacije
o svim mikroskopskim interakcijama koje karakteriziraju makroskopski sustav. Ovaj ele-
ment je uveden maksimizacijom uvjetne informacijske entropije SDFI (t, t0), uz ogranicˇenja
dana uvjetom normiranosti i Liouvilleovom jednadzˇbom usrednjenom po dostupnom faz-
nom prostoru. Razlozi za to su bili argumentirani u odjeljku 4.1. Tim korakom u
predvidanju vremenske evolucije efektivno se uzima u obzir jedino prethodna informa-
cija o mikroskopskoj dinamici, zajedno sa svim drugim podacima koji su dostupni na
makroskopskoj razini. Zbog logicˇki ispravne interpretacije bilo je potrebno uvesti ka-
rakteristicˇno vrijeme τ , koje je odredeno svim fizikalnim procesima o kojima nemamo
informaciju, a koji dovode do gubitka korelacije izmedu putanja u faznom prostoru i mi-
krostanja. Izvedeni zakljucˇci su iz tog razloga bili relevantni za vremenske intervale koji
su dulji od karakteristicˇnog vremena τ .
Posebno se to odrazˇava u cˇinjenici da su uvjetna raspodjela vjerojatnosti koja je dobi-
vena primjenom MaxEnt algoritma, i odgovarajuc´a raspodjela vjerojatnosti mikrostanja,
jedinstveno odredene jedino u vremenskim trenucima t0 i ta, koji zadovoljavaju uvjet
ta − t0  τ . Svakoj uvjetnoj raspodjeli vjerojatnosti koja je u pocˇetnom trenutku t0
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dobro definirana odgovara jedna klasa rjesˇenja {D(q, p, t|(q0, p0)ω, t0)}, sˇto je bilo de-
taljno objasˇnjeno u odjeljku 4.2. U trenutku ta sva rjesˇenja su jedinstveno odredena
iz Eulerovog rubnog uvjeta (4.33), koji je nuzˇan uvjet za stacionarnost varijacija. Za
krac´e vremenske intervale, moguc´e vremenske evolucije su dane klasom jednako vjerojat-
nih MaxEnt rjesˇenja {D(q, p, t|(q0, p0)ω, t0)}. Bitno je napomenuti da za bilo koji izbor
pocˇetnih vrijednosti, u odgovarajuc´u klasu MaxEnt rjesˇenja ne pripadaju funkcije koje u
svim vremenskim trenucima intervala (t0, ta) zadovoljavaju Liouvilleovu jednadzˇbu (4.11).
Sve funkcije iz bilo koje klase MaxEnt rjesˇenja {D(q, p, t|(q0, p0)ω, t0)} ne zadovoljavaju
Liouvilleovu jednadzˇbu (4.11), s obzirom da ona iskljucˇuje moguc´nost statisticˇke neza-
visnosti pocˇetnih putanja i konacˇnih mikrostanja, a time i gubitak korelacije kao logicˇku
posljedicu statisticˇke nezavisnosti.
MaxEnt rjesˇenja {D(q, p, t|(q0, p0)ω, t0)} su karakterizirana upravo ovakvim sta-
tisticˇkim svojstvima: to su funkcije efektivno reducirane informacije o mikroskopskoj
dinamici, koja po temeljnom nacˇelu makroskopske reproducibilnosti nije uvijek nuzˇno po-
trebna u svojoj potpunosti za predikciju reproducibilne makroskopske vremenske evolu-
cije. Dakle, dobivena MaxEnt rjesˇenja {D(q, p, t|(q0, p0)ω, t0)} nisu funkcije koje egzaktno
zadovoljavaju Liouvilleovu jednadzˇbu (4.11), jer bi takve funkcije implicitno sadrzˇavale
i vrlo detaljnu informaciju o mikroskopskoj dinamici. To je najasnije u slucˇaju funkcije
gustoc´e vjerojatnosti dane jednadzˇbom (3.18), iz koje se mogu izvesti i sve druge ovdje
uvedene raspodjele, a koja u danom obliku (3.18) egzaktno zadovoljava odgovarajuc´u
Liouvilleovu jednadzˇbu.
MaxEnt algoritam nam omoguc´uje da problem rjesˇavanja iznimno slozˇene Liouvilleove
jednadzˇbe zamijenimo znatno jednostavnijim varijacijskim problemom nalazˇenja maksi-
muma uvjetne informacijske entropije uz reduciran skup makroskopskih ogranicˇenja. Na-
ravno da je na taj nacˇin znatno umanjena moguc´nost predikcije. U konkretnom slucˇaju
prethodnog pristupa to znacˇi da ne mozˇemo dati pouzdana predvidanja u vremenskim
intervalima za koje uvjet ta − t0  τ nije zadovoljen. Daljnjom analizom i generaliza-
cijom pristupa c´e biti pokazano da je to svojstvo njegova opc´enita karakteristika. Izvan
tog ogranicˇenja, ocˇekujemo da se nasˇe predikcije za makroskopske velicˇine dobro slazˇu s
egzaktnim rjesˇenjima koja bi dobili rjesˇavanjem Liouvilleove jednadzˇbe. U prediktivnoj
statisticˇkoj mehanici ovaj reducirani pristup temelji se prvenstveno na nacˇelu makroskop-
ske reproducibilnosti, prema kojem je za predvidanje reproducibilnih pojava dovoljno
poznavati vrijednosti relevantnih makroskopskih podataka [9, 10]. To je moguc´e jer je
neka makroskopska pojava reproducibilna upravo zato sˇto je ogromna vec´ina mikroskop-
skih realizacija te pojave karakterizirana istim makroskopskim ponasˇanjem. Navedena
svojstva i ocˇekivanja potvrduju i zakljucˇci do kojih je u okviru MaxEnt formalizma dosˇao
Grandy [16, 17, 18]. Uz poopc´enje Liouville–von Neumannove jednadzˇbe za matricu
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gustoc´e, Grandy je primjenom MaxEnt modela vremenski ovisnih vjerojatnosti dao opis
tipicˇnih procesa u neravnotezˇnoj termodinamici i hidrodinamici koji je konzistentan sa
standardnom neravnotezˇnom teorijom.
Makroskopski sustav karakterizira uz vrijeme τ i integral po vremenu Lagrangeovog
multiplikatora λ1((q0, p0)ω, t0; t), koji je pomoc´u jednadzˇbe (4.42) identificiran kao pro-
mjena entropije. Lagrangeov multiplikator λ1((q0, p0)ω, t0; t) interpretiran je kao brzina
promjene entropije, odnosno kao produkcija entropije zatvorenog Hamiltonovog sustava.
Ova povezanost je jasnija ako se usporede rezultati dobiveni maksimizacijom uvjetne in-
formacijske entropije SDFI (t, t0), uz dva razlicˇita tipa ogranicˇenja koja su bila uvedena
u prethodnom poglavlju. U prvom slucˇaju, gdje je Liouvilleova jednadzˇba bila uvedena
kao strogo mikroskopsko ogranicˇenje, dobiven je rezultat dan jednadzˇbom (4.29), koja
precizno odreduje da je tada Lagrangeov multiplikator λ1((q0, p0)ω, t0; t) identicˇno jednak
nuli. U vremenskoj evoluciji koja je za Hamiltonove sustave egzaktno opisana Liouville-
ovom jednadzˇbom, Gibbs-Shannonov i Boltzmannov izraz za entropiju ostaju konstantni
u vremenu. U tom smislu interpretacija Lagrangeovog multiplikatora λ1((q0, p0)ω, t0; t)
koja je proiziˇsla u drugom pristupu na osnovi razmatranja porasta entropije, postaje u
granici koja se razmatra prvim pristupom konzistentna s Liovilleovom vremenskom evolu-
cijom u kojoj nema promjene entropije. U toj granici nije moguc´a statisticˇka nezavisnost
pocˇetnih putanja i konacˇnih mikrostanja i nema s tim povezanog gubitka korelacije, pa
se odgovarajuc´e karakteristicˇno vrijeme τ ne mozˇe definirati.
Ocˇito je da iz rezultata prethodno opisanog pristupa nije bilo moguc´e odrediti precizno
Lagrangeov multiplikator λ1((q0, p0)ω, t0; t) koji u jednadzˇbi (4.42) odreduje promjenu en-
tropije. Takoder, kao sˇto je prethodno detaljno objasˇnjeno, nije bilo moguc´e jedinstveno
odrediti relevantne statisticˇke raspodjele za vremenske intervale koji su krac´i od karak-
teristicˇnog vremena τ . Sa stajaliˇsta prediktivne statisticˇke mehanike to je jednostavno
objasniti cˇinjenicom da pocˇetni osnovni model nije sadrzˇavao dovoljno podataka koji su
nuzˇni za precizna predvidanja. Generalizacija modela zato nuzˇno mora ukljucˇivati one
makroskopske velicˇine koje su relevantne za predikciju vrijednosti drugih velicˇina koje
karakteriziraju makroskopsku vremensku evoluciju na odredenoj vremenskoj skali. Iz
razloga sˇto zˇelimo pokazati da je u tom slucˇaju prethodni pristup konzistentan s pozna-
tim rezultatima neravnotezˇne statisticˇke mehanike i termodinamike ireverzibilnih procesa,
potrebno je najprije razmotriti neke od uvjeta koje treba ispuniti da bi se takva genera-
lizacija i veza mogle uspostaviti. To se u prvom redu odnosi na odredivanje relevantnih
makroskopskih velicˇina.
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5.2 Reducirani opis neravnotezˇnih sustava
U ovom odjeljku uvode se i dijelom slijede osnove reduciranog opisa neravnotezˇnih sustava
iz reference [24]. Prema tom pristupu [24, str. 89], ako nas zanima ponasˇanje sustava za
vremenske intervale koji nisu pretkratki u specificiranom smislu, detalji pocˇetnog stanja
postaju nebitni i broj parametara koji su nuzˇni za opis stanja sustava je reduciran. U
navedenom pristupu [24, str. 90] se koriˇstenjem nacˇela najvec´e informacijske entropije
konstruiraju generalizirani Gibbsovi ansambli koji su blisko povezani s termodinamicˇkim
opisom neravnotezˇnih sustava kad opservabilne makroskopske velicˇine ovise o vremenu.
Razlika u odnosu na MaxEnt pristup je u stajaliˇstu [24, str. 90] da tako dobivene re-
levantne statisticˇke raspodjele josˇ uvijek nisu trazˇene statisticˇke raspodjele jer, opc´enito,
ne zadovoljavaju Liouvilleovu jednadzˇbu, nego sluzˇe kao pomoc´ne raspodjele za odabir
posebnih rjesˇenja Liouvilleove jednadzˇbe koji opisuju ireverzibilne makroskopske procese.
Neravnotezˇni ansambli [24, str. 136] se konstruiraju na osnovi retardiranih rjesˇenja Li-
ouvilleove jednadzˇbe metodom neravnotezˇnog statisticˇkog operatora. Metoda se zasniva
na principu jednakih vjerojatnosti pocˇetnih stanja opisanih relevantnim raspodjelama [24,
str. 119]: neravnotezˇna raspodjela je u bilo kojem trenutku rezultat vremenskog usrednja-
vanja Liouville evoluiranih pocˇetnih relevantnih raspodjela po svim pocˇetnim trenucima
vremenskog intervala dovoljno dugog za iˇscˇezavanje mikroskopskih “nefizikalnih stanja”
i pojavu nuzˇnih korelacija u sustavu. Prema referenci [24, str. 119], fizikalno se ovo
usrednjavanje rjesˇenja Liouvilleove jednadzˇbe po pocˇetnim vremenskim trenucima mozˇe
smatrati generalizacijom usrednjavanja po vremenu opazˇanja.
Na ovaj nacˇin se u neravnotezˇni ansambl uvodi se dobro poznato svojstvo [24, str.
118] da makroskopski sustav “zaboravlja” irelevantne detalje svog pocˇetnog stanja nakon
nekog mikroskopskog vremena τ koje je karakteristicˇno za dani sustav. Ovisno o odabiru
skupa relevantnih varijabli metoda neravnotezˇnog statisticˇkog operatora [24, str. 136]
dopusˇta izvod kineticˇkih, hidrodinamicˇkih i relaksacijskih jednadzˇbi, koje opisuju makro-
skopsku evoluciju sustava na razlicˇitim vremenskim skalama. Uz ovu metodu u literaturi
su poznate [34, 35, 36, 37, 38] i druge metode koje koriste reducirane opise neravnotezˇnih
stanja zajedno s kvantnim ili klasicˇnim Liouvilleovim jednadzˇbama.
Sa stajaliˇsta prediktivne statisticˇke mehanike, osim kvantnomehanicˇke vjerojatnosti,
nemamo razloga smatrati bilo koju raspodjelu vjerojatnosti jedino ispravnom raspodje-
lom. Takvo stajaliˇste je u izrazitoj suprotnosti s interpretacijom koja vjerojatnost defi-
nira iskljucˇivo u frekvencijskom smislu kao objektivno svojstvo promatranog sustava. U
frekvencijskoj interpretaciji su vjerojatnosti empirijski provjerljive, i sukladno tome [5]
temeljni problem statisticˇke mehanike bi bio da ih izvede odnosno opravda u frekvencij-
skom smislu. Jaynes je zastupao suprotno stajaliˇste [6], da ako opisujemo stupanj nasˇeg
znanja o pojedinacˇnom sustavu onda ne mozˇe biti niˇsta fizikalno stvarno u frekvenci-
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jama ansambla velikog broja sustava, niti ima smisla pitati se koji je ansambl sustava
jedino ispravan. Ono sˇto nazivamo razlicˇitim ansamblima u stvari korespondira razlicˇitim
stupnjevima poznavanja pojedinacˇnog sustava odnosno neke fizikalne situacije. Jaynes se
u argumentaciji tog stajaliˇsta poziva na Gibbsovu [3] tvrdnju prema kojoj su ansambli
odabrani da ilustriraju vjerojatnosti dogadaja u stvarnom svijetu.
Interpretacija Gibbsovog formalizma slijedi iz ranije spomenute cˇinjenice da se mak-
simizacijom informacijske entropije uz dana ogranicˇenja predvida upravo makroskop-
sko ponasˇanje koje se mozˇe dogoditi na najvec´i moguc´i broj nacˇina kompatibilno s
ogranicˇenjima. Ne ulazec´i dublje u problem interpretacije vjerojatnosti, koji je josˇ
izrazˇeniji u slucˇaju neravnotezˇnih stanja, vazˇno je spomenuti da raspodjele koje slijede iz
primjene nacˇela najvec´e informacijske entropije ovise jedino o dostupnoj informaciji. S
obzirom da ne ovise o bilo kojoj drugoj informaciji koja nije dostupna, nije potpuno jasno
u kojem smislu bi te raspodjele vjerojatnosti mogle predstavljati objektivno svojstvo da-
nog sustava. Ako se pri tome misli na predikcije, s istog stajaliˇsta se o objektivnosti mozˇe
govoriti u mjeri u kojoj je uzeta u obzir nepotpunost informacije. Dosljedno tom nacˇinu
razmiˇsljanja, pristup iz reference [24] c´emo primjenjivati u dijelu u kojem se primjenom
nacˇela najvec´e informacijske entropije dolazi do relevantnih statisticˇkih raspodjela.
U pristupu danom u referenci [24] vazˇnu ulogu u opisu ireverzibilnosti ima uvodenje
karakteristicˇnog mikroskopskog vremena nakon kojeg makroskopski sustav “zaboravlja”
irelevantne detalje svog pocˇetnog stanja. U nasˇem pristupu toj velicˇini bi po analogiji od-
govaralo vrijeme τ , koje je karakteristicˇno za gubitak korelacije izmedu putanja u faznom
prostoru i mikrostanja. Iz analize nasˇeg pocˇetnog modela bilo je jasno da za vremen-
ske intervale krac´e od τ , MaxEnt rjesˇenja nisu bila jedinstveno odredena, nego su dana
klasama jednako vjerojatnih rjesˇenja {D(q, p, t|(q0, p0)ω, t0)}.
Opc´enito, prvi korak u izvodu jednadzˇbi koje opisuju ireverzibilnu vremensku evoluciju
iz reverzibilne Liouvilleove jednadzˇbe, sastoji se od odabira skupa dinamicˇkih varijabli i
pridruzˇenih opservabilnih velicˇina koje su relevantne za opis na odgovarajuc´oj vremen-
skoj skali. Dakle, reducirani opis neravnotezˇnog sustava ovisi o odgovarajuc´oj vremenskoj
skali. Zato c´e u generalizaciji nasˇeg pocˇetnog modela izbor relevantnih velicˇina, odnosno
uvodenje odgovarajuc´ih dodatnih ogranicˇenja pri maksimizaciji uvjetne informacijske en-
tropije SDFI (t, t0), omoguc´iti u fizikalnom smislu precizniju definiciju vremena τ .
Zbog orijentacije ovdje navodimo primjer preuzet iz reference [24], gdje se za razrijeden
klasicˇni plin N identicˇnih cˇestica zatvorenih u konstantan volumen V , uvodi hijerar-
hija vremenskih skala koja u ovom slucˇaju razlikuje tri karakteristicˇna vremenska stadija
(skale):
- dinamicˇki stadij (skala) za vremenske intervale ∆t krac´e od vremena sudara ∆t
τ0. Za opis vremenske evolucije na tako kratkim intervalima potrebna je potpuna
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N -cˇesticˇna raspodjela vjerojatnosti mikrostanja f(x, p), koja daje najdetaljniji sta-
tisticˇki opis sustava. Na ovoj skali se reducirani opis ne mozˇe koristiti.
- kineticˇki stadij (skala) za vremenske intervale koji zadovoljavaju uvjet τ0  ∆t 
τr, gdje je τr vrijeme potrebno za uspostavljanje lokalne ravnotezˇe u makroskopski
malom volumenu koji sadrzˇi velik broj cˇestica. Prepostavka je da se nakon vre-
mena koje je veliko u usporedbi s trajanjem sudara, sustav mozˇe prikladno opisati
jednocˇesticˇnom raspodjelom vjerojatnosti koordinata i impulsa f1(r,p, t). Evolu-
cija plina u kineticˇkom stadiju opisana je kineticˇkom jednadzˇbom za jednocˇesticˇnu
raspodjelu.
- hidrodinamicˇki stadij (skala) za vremenske intervale koji zadovoljavaju uvjet τr 
∆t τeq, gdje je τeq vrijeme potrebno za relaksaciju sustava ka globalnoj ravnotezˇi.
Na ovoj skali sustav je dosˇao u stanje lokalne ravnotezˇe. Lokalne makroskopske
velicˇine kao sˇto su lokalna gustoc´a broja cˇestica 〈n(r)〉t, lokalna gustoc´a impulsa
〈P(r)〉t i lokalna gustoc´a energije 〈h(r)〉t dovoljne su za opis sustava.
Uz ova karakteristicˇna vremena vazˇno je i vrijeme izmedu dva uzastopna sudara τf . Na
osnovi elementarnih kineticˇkih razmatranja mozˇe se pokazati da je za razrijedene plinove
zadovoljen uvjet τ0  τf . Do lokalne ravnotezˇe sustav dolazi kroz puno sudara pa vrijedi
τf  τr, dok je uvjet τr  τeq ocˇito zadovoljen. Iz ovih procjena [24, str. 91] slijedi da za
razrijedene plinove postoji hijerarhija osnovnih relaksacijskih vremena τ0  τf  τr 
τeq, koja nam dopusˇta da kazˇemo da se priblizˇavanje razrijedenog plina ravnotezˇi odvija
u tri stadija.
Treba naglasiti da ove vremenske skale nisu uvijek definirane. Neki od primjera su
navedeni [24, str. 93]:
- iznimno razrijedeni plinovi, za koje vrijeme τf izmedu sudara mozˇe postati reda
velicˇine τeq, pa hidrodinamicˇki stadij gubi svoje znacˇenje.
- kineticˇka teorija kvantnih plinova, u kojoj jednocˇesticˇna matrica gustoc´e ima
ulogu jednocˇesticˇne raspodjele. Mnogi kvantni sustavi se mogu opisati kao slabo
medudjelujuc´i plinovi kvazicˇestica.
- tekuc´ine, gdje je vrijeme sudara τ0 istog reda velicˇine kao τf . Kineticˇki stadij se
ne mozˇe razlucˇiti u ovom slucˇaju, dok je hidrodinamicˇki opis prikladan do skale
usporedive s vremenom molekularnih interakcija.
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Kao bitan element nasˇeg pristupa, maksimizacijom uvjetne informacijske entropije
SDFI (t, t0) uz ogranicˇenja dana uvjetom normiranosti i Liouvilleovom jednadzˇbom usred-
njenom po dostupnom faznom prostoru, uvedena je nepotpunost informacije o mikroskop-
skoj dinamici sustava, odnosno o interakcijama koje je karakteriziraju. Zato je prirodno
da za pocˇetni korak u generalizaciji pristupa odaberemo hidrodinamicˇki stadij, vremen-
sku skalu na kojoj je za reducirani opis neravnotezˇnog makroskopskog sustava potrebna
manje detaljna informacija o mikroskopskoj dinamici nego sˇto je to slucˇaj s ostale dvije
skale.
5.3 Hidrodinamicˇke jednadzˇbe kontinuiteta
Kao sˇto je spomenuto u prethodnom odjeljku, za vremenske intervale dulje od vremena
τr potrebnog za uspostavljanje lokalne ravnotezˇe, lokalne makroskopske velicˇine, kao sˇto
su lokalna gustoc´a broja cˇestica 〈n(r)〉t, lokalna gustoc´a impulsa 〈P(r)〉t i lokalna gustoc´a
energije 〈h(r)〉t, dovoljne su za opis neravnotezˇnog sustava. Vrijednosti ovih velicˇina
dobiju se usrednjavanjem odgovarajuc´ih dinamicˇkih varijabli po raspodjeli vjerojatnosti
mikrostanja f(x, p, t) u trenutku t. Za klasicˇni fluid N identicˇnih cˇestica, koji se uzima ov-
dje kao osnova za analizu, dinamicˇke varijable koje odgovaraju tim velicˇinama su gustoc´a
broja cˇestica
n(r) ≡ n(r; r1, . . . , rN) =
N∑
i=1
δ(r− ri) , (5.1)
gustoc´a impulsa
P(r) ≡ P(r; r1,p1, . . . , rN ,pN) =
N∑
i=1
piδ(r− ri) , (5.2)
i gustoc´a energije
h(r) ≡ h(r; r1,p1, . . . , rN ,pN)
=
N∑
i=1
[
p2i
2m
+
1
2
N∑
j=1, j 6=i
Φ(|ri − rj|)
]
δ(r− ri) . (5.3)
Klasicˇni fluid N indenticˇnih cˇestica opisan je translacijski i rotacijski invarijantnom
Hamiltonovom funkcijom:
H(x, p) =
N∑
i=1
[
p2i
2m
+
1
2
N∑
j=1, j 6=i
Φ(|ri − rj|)
]
, (5.4)
gdje je Φ(|ri − rj|) potencijalna energija interakcije para cˇestica s indeksima i, j. No-
tacija (x, p) u jednadzˇbi (5.4) oznacˇava skup 6N dinamicˇkih varijabli danih koordina-
tama (x1, . . . , x3N) = (x1, y1, z1, . . . , xN , yN , zN) i konjugiranim impulsima (p1, . . . , p3N) =
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(p1x, p1y, p1z, . . . , pNx, pNy, pNz). Skup varijabli (x, p) cˇine Kartezijeve komponente N vek-
tora polozˇaja cˇestica (r1, . . . , rN) i Kartezijeve komponente N vektora impulsa cˇestica
(p1, . . . ,pN). Vremenska ovisnost varijabli (q, p) je odredena Hamiltonovim jednadzˇbama
x˙i =
∂H
∂pi
, p˙i = −∂H
∂xi
, 1 ≤ i ≤ 3N , (5.5)
sˇto se mozˇe ekvivalentno zapisati i u obliku
r˙k =
∂H
∂pk
, p˙k = −∂H
∂rk
, 1 ≤ k ≤ N . (5.6)
Ako proizvoljno dodijelimo polovinu potencijalne energije interakcije parova svakoj od
pripadnih cˇestica tih parova, u izrazima (5.3) i (5.4) mozˇemo prepoznati funkcije koje se
tada mogu interpretirati kao energije pojedinih cˇestica oznacˇenih s indeksom i,
Hi(pi, r1, . . . , rN) =
p2i
2m
+
1
2
N∑
j=1, j 6=i
Φ(|ri − rj|) . (5.7)
Koriˇstenjem izraza (5.7), gustoc´u energije (5.3) i Hamiltonovu funkciju (5.4) mozˇemo
zapisati i u drukcˇijim oblicima koji su pogodni u racˇunima:
h(r; r1,p1, . . . , rN ,pN) =
N∑
i=1
Hi(pi, r1, . . . , rN)δ(r− ri) , (5.8)
i
H(x, p) =
N∑
i=1
Hi(pi, r1, . . . , rN) . (5.9)
Hamiltonova funkcija (5.4) je jednaka integralu gustoc´e energije (5.3) po cijelom volumenu
sustava,
H(x, p) =
∫
h(r; r1,p1, . . . , rN ,pN) d
3r . (5.10)
Takoder, lako je pokazati da integrali dinamicˇkih varijabli (5.1) i (5.2) po cijelom volumenu
sustava daju ukupan broj cˇestica,
N =
∫
n(r; r1, . . . , rN) d
3r , (5.11)
i ukupan impuls sustava cˇestica
Pukup =
N∑
i=1
pi =
∫
P(r; r1,p1, . . . , rN ,pN) d
3r . (5.12)
Lokalne vrijednosti makroskopskih velicˇina koje opisuju klasicˇni fluid identicˇnih cˇestica,
dobiju se usrednjavanem dinamicˇkih varijabli n(r), P(r) i h(r) po raspodjeli vjerojatnosti
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mikrostanja f(x, p, t) u trenutku t:
〈n(r)〉t =
∫
M
f(x, p, t)n(r; r1, . . . , rN) dΓ , (5.13)
〈P(r)〉t =
∫
M
f(x, p, t) P(r; r1,p1, . . . , rN ,pN) dΓ , (5.14)
〈h(r)〉t =
∫
M
f(x, p, t)h(r; r1,p1, . . . , rN ,pN) dΓ , (5.15)
gdje je dΓ = dx1 . . . dx3Ndp1 . . . dp3N element volumena 6N -dimenzionalnog faznog pros-
tora Γ. Usrednjavanja po f(x, p, t) dana su integralima po skupu M ⊂ Γ koji odgovara
svim moguc´im mikrostanjima, a za kojeg se ovdje po definiciji uzima da je invarijantan na
Hamiltonovo gibanje. Raspodjela vjerojatnosti mikrostanja f(x, p, t) sustava N identicˇnih
cˇestica normalizirana je u skladu s definicijom mikrostanja u faznom prostoru koja slijedi
u klasicˇnoj granici kvantne statisticˇke mehanike [33].
Integracijom lokalne gustoc´e broja cˇestica 〈n(r)〉t, dane jednadzˇbom (5.13), po cijelom
volumenu sustava, uz koriˇstenje jednadzˇbe (5.1) i uvjeta normiranosti f(x, p, t), dobije se
N =
∫
〈n(r)〉t d3r . (5.16)
Vrijednosti dobivene iz izraza (5.11) i (5.16) su jednake; ukupan broj cˇestica sustava je
fiksan i jednak N . Hamiltonova funkcija H(x, p) konstantna je u vremenu; u slucˇaju
translacijski invarijantne Hamiltonove funkcije (5.4) isto vrijedi i za ukupni impuls Pukup,
koji je dan jednadzˇbom (5.12). To se mozˇe zapisati pomoc´u Poissonovih zagrada:
dPukup
dt
= {Pukup, H} = 0 , (5.17)
dH
dt
= {H,H} = 0 . (5.18)
Za bilo koje dvije funkcije ϕ1(x, p) i ϕ2(x, p), Poissonova zagrada definirana je slijedec´im
izrazom
{ϕ1, ϕ2} =
3N∑
i=1
(
∂ϕ1
∂xi
∂ϕ2
∂pi
− ∂ϕ1
∂pi
∂ϕ2
∂xi
)
=
N∑
k=1
(
∂ϕ1
∂rk
· ∂ϕ2
∂pk
− ∂ϕ1
∂pk
· ∂ϕ2
∂rk
)
. (5.19)
U posljednoj liniji jednadzˇbe (5.19) Poissonova zagrada je napisana u pogodnom alterna-
tivnom obliku, koriˇstenjem skalarnog produkta gradijenata, cˇije komponente su parcijalne
derivacije funkcija ϕ1(x, p) i ϕ2(x, p) po Kartezijevim komponentama vektora polozˇaja i
impulsa pojedinih cˇestica. Iz jednadzˇbi (5.17) i (5.18) je ocˇito da su ukupni impuls i
energija konstante gibanja. Hamiltonovom funkcijom (5.4) volumen sustava N identicˇnih
cˇestica nije preciziran, sˇto c´e ponovo biti analizirano u diskusiji rubnih uvjeta koji vrijede
na granici sustava.
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Kao sˇto je prethodno bilo pokazano, lokalne dinamicˇke varijable n(r), P(r) i h(r)
gustoc´e su odgovarajuc´ih sacˇuvanih velicˇina N , Pukup i H(x, p). Jednadzˇbe gibanja tih di-
namicˇkih varijabli mogu se zato zapisati u obliku lokalnih mikroskopskih zakona sacˇuvanja
[24, str. 93],
dn(r)
dt
= {n(r), H} = −∇ · J(r) ,
dPα(r)
dt
= {Pα(r), H} = −∇ · JPα(r) ,
dh(r)
dt
= {h(r), H} = −∇ · Jh(r) . (5.20)
Kartezijeve komponente vektora gustoc´e impulsa P(r) oznacˇene su s Pα(r), α = 1, 2, 3.
Dinamicˇke varijable J(r), JPα(r) i Jh(r) predstavljaju gustoc´e struja odgovarajuc´ih
sacˇuvanih velicˇina cˇije su gustoc´e n(r), Pα(r) i h(r). Divergencije ovih gustoc´a struja
uzete su s obzirom na vektor r u fiksnoj tocˇki prostora. Jednadzˇbe (5.20) su standardni
izrazi; izvodi eksplicitnih izraza za gustoc´e struja mogu se pronac´i u literaturi [13], [24],
[28], [39].
Jednostavno je pokazati da je srednja vrijednost vremenske derivacije bilo koje di-
namicˇke varijable A jednaka vremenskoj derivaciji srednje vrijednosti 〈A〉t =
∫
M
Af dΓ
iste varijable: 〈
dA
dt
〉
t
=
∫
M
(
∂A
∂t
f + {A,H}f
)
dΓ
=
∫
M
(
∂A
∂t
f − A{f,H}
)
dΓ
=
∫
M
(
∂A
∂t
f + A
∂f
∂t
)
dΓ
=
d〈A〉t
dt
. (5.21)
U izvodu jednakosti (5.21) koriˇstene su: jednadzˇba gibanja za dinamicˇku varijablu A
(varijabla A mozˇe i eksplicitno ovisiti o vremenu),
dA
dt
=
∂A
∂t
+ {A,H} , (5.22)
Liouvilleova jednadzˇba za raspodjelu vjerojatnosti mikrostanja f(x, p, t),
df
dt
=
∂f
∂t
+ {f,H} = 0 , (5.23)
te n-dimenzionalna generalizacija teorema o divergenciji (formula Ostrogradskog) [40]
cˇijom primjenom slijedi drugi red jednadzˇbe (5.21) uz iˇscˇezavanje doprinosa ruba invari-
jantnog skupa M (zbog jednakosti v · n = 0; objasˇnjenje je dato uz jednadzˇbu (4.25)).
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Usrednjavanjem jednadzˇbi (5.20) po raspodjeli vjerojatnosti mikrostanja f(x, p, t),
zbog jednakosti (5.21) dobiju se slijedec´i izrazi:
∂〈n(r)〉t
∂t
= 〈{n(r), H}〉t = −∇ · 〈J(r)〉t ,
∂〈Pα(r)〉t
∂t
= 〈{Pα(r), H}〉t = −∇ · 〈JPα(r)〉t ,
∂〈h(r)〉t
∂t
= 〈{h(r), H}〉t = −∇ · 〈Jh(r)〉t . (5.24)
Derivacija po vremenu u jednadzˇbama (5.24) je oznacˇena kao parcijalna derivacija iz
razloga sˇto gustoc´e i njihove srednje vrijednosti ovise i o prostornoj koordinati r. Ove
jednadzˇbe predstavljaju lokalne makroskopske zakone sacˇuvanja, koji sluzˇe kao osnova za
izvod jednadzˇbi hidrodinamike [13], [24], [28], [39].
Vazˇan korak u izvodu jednakosti (5.21) za proizvoljnu varijablu A, a onda i u izvodu
jednadzˇbi (5.24) bilo je koriˇstenje Liouvilleove jednadzˇbe (5.23). Za sustav za koji vrijede
lokalni mikroskopski zakoni sacˇuvanja u obliku (5.20), uvjet da raspodjela vjerojatnosti
mikrostanja f(x, p, t) zadovoljava Liouvilleovu jednadzˇbu (5.23) dovoljan je ali nije nuzˇan
za jednakosti (5.24).
To se mozˇe pokazati na slijedec´i nacˇin. Ako proizvoljnu dinamicˇku varijablu A u
jednakosti (5.21) zamijenimo gustoc´ama n(r), P(r) i h(r), pripadajuc´e jednakosti (5.21)
c´e i dalje vrijediti ako je ispunjeno∫
M
n(r)
(
∂f
∂t
+ {f,H}
)
dΓ = 0 ,∫
M
P(r)
(
∂f
∂t
+ {f,H}
)
dΓ = 0 ,∫
M
h(r)
(
∂f
∂t
+ {f,H}
)
dΓ = 0 . (5.25)
Jednadzˇbe (5.25) ne predstavljaju tako strog uvjet na raspodjelu vjerojatnosti mikrostanja
f(x, p, t) kao Liouvilleova jednadzˇba (5.23).
Osim toga, izravno se mozˇe pokazati da su jednadzˇbe (5.25) ekvivalentne lokalnim
makroskopskim zakonim sacˇuvanja (5.24). Koriˇstenjem teorema o divergenciji u izrazima
(5.25) uz iˇscˇezavanje doprinosa ruba skupa M , na nacˇin opisan u izvodu (5.21), te zatim
uz koriˇstenje desne strane jednakosti (5.20), dobiju se ekvivalentni izrazi∫
M
(
∂f
∂t
n(r) + f∇ · J(r)
)
dΓ = 0 ,∫
M
(
∂f
∂t
P(r) + f∇ · JPα(r)
)
dΓ = 0 ,∫
M
(
∂f
∂t
h(r) + f∇ · Jh(r)
)
dΓ = 0 . (5.26)
Ovi izrazi su upravo lokalni makroskopski zakoni sacˇuvanja (5.24).
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Dakle, mozˇe se rezimirati slijedec´i zakljucˇak: za sustav za koji vrijede lokalni mi-
kroskopski zakoni sacˇuvanja u obliku (5.20), jednadzˇbe (5.25) su ekvivalentne lokalnim
makroskopskim zakonima sacˇuvanja (5.24). Naravno, ovaj zakljucˇak ukljucˇuje implicitno
moguc´nost da raspodjela vjerojatnosti mikrostanja f(x, p, t) zadovoljava opc´enitiji, od-
nosno manje strog “zakon gibanja” nego su to Liouvilleova jednadzˇba (5.23) i zakoni
gibanja za dinamicˇke varijable. Pretpostavku slicˇnu toj je u kvantnomehanicˇkom pris-
tupu neravnotezˇnim sustavima i ireverzibilnim procesima uveo Grandy [16, 17, 18] kroz
poopc´enje Liouville–von Neumannove jednadzˇbe gibanja za matricu gustoc´e. U prisustvu
vanjskih utjecaja na sustav, takvim se poopc´enjem jednadzˇbe gibanja za matricu gustoc´e,
uz unitarnu kvantnomehanicˇku evoluciju, mozˇe opisati i promjena klasicˇnih vjerojatnosti u
matrici gustoc´e do koje dolazi zbog promjene makroskopskih ogranicˇenja. Medutim, iako
su ideje u osnovi vrlo slicˇne, isticˇe se jedna temeljna razlika. Ovdje su osnovne jednadzˇbe
gibanja sustava Hamiltonove jednadzˇbe klasicˇne mehanike, i te jednadzˇbe odreduju vre-
mensku evoluciju klasicˇnih raspodjela vjerojatnosti. Poopc´enje Liouvilleove jednadzˇbe za
klasicˇne raspodjele vjerojatnosti zato bi imalo smisla jedino na nacˇin koji u obzir uzima
nepotpunost informacije o mikroskopskoj dinamici. Tu se prirodno postavljaju pitanja da
li je poopc´enje Liouvilleove jednadzˇbe za klasicˇne sustave doista potrebno, i je li ostvarivo
bez uvodenja dodatnih prepostavki u koje ne mozˇemo biti sigurni.
Ono u sˇto mozˇemo biti sigurni je slijedec´e. Pretpostavimo da, uz Hamiltonovu funk-
ciju H(x, p) koja je dana jednadzˇbom (5.4), potpuna Hamiltonova funkcija Htot(x, p, t)
ukljucˇuje i dodatni cˇlan Hni(x, p, t), o kojem nemamo prethodnu informaciju,
Htot(x, p, t) = H(x, p) +Hni(x, p, t) . (5.27)
Pretpostavimo sada da neka raspodjela vjerojatnosti mikrostanja f˜(x, p, t) doista zado-
voljava “potpunu” Liouvilleovu jednadzˇbu
∂f˜
∂t
+ {f˜ , Htot} = ∂f˜
∂t
+ {f˜ , H}+ {f˜ , Hni} = 0 . (5.28)
Kao dodatak ovome, pretpostavimo da je invarijantan skup M svih moguc´ih mikrostanja
u faznom prostoru, invarijantan takoder i na vremensku evoluciju opisanu potpunom
Hamiltonovom funkcijom Htot(x, p, t). Takvu je situaciju moguc´e zamisliti u slucˇaju da
postoji skup dinamicˇkih varijabli koje su konstante gibanja za obje Hamiltonove funkcije
H(x, p) i Htot(x, p, t). Ako se takva pretpostavka cˇini nerealisticˇnom, mozˇemo umjesto
toga uzeti znatno jednostavniju moguc´nost da je invarijantan skup mikrostanja cijeli fazni
prostor M = Γ.
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Ako su zadovoljene jednadzˇbe∫
M
f˜{n(r), Hni} dΓ = 0 ,∫
M
f˜{Pα(r), Hni} dΓ = 0 ,∫
M
f˜{h(r), Hni} dΓ = 0 , (5.29)
tada lokalni makroskopski zakoni sacˇuvanja vrijede u obliku koji je identicˇan jednadzˇbama
(5.24).
Ako su zadovoljene jednadzˇbe
{n(r), Hni} = 0 ,
{Pα(r), Hni} = 0 ,
{h(r), Hni} = 0 , (5.30)
tada lokalni mikroskopski zakoni sacˇuvanja vrijede u obliku koji je identicˇan jednadzˇbama
(5.20).
Uvjet (5.30) je restriktivniji za Hni(x, p, t) nego sˇto je to uvjet (5.29); ako je ispunjen
uvjet (5.30) tada je takoder zadovoljen i uvjet (5.29). Prethodne tvrdnje mozˇemo bitno
sazˇeti na slijedec´i nacˇin. Ako vrijedi potpuna Liouvilleova jednadzˇba (5.28), i ako su zado-
voljene jednadzˇbe (5.30) ili jednadzˇbe (5.29), tada lokalni makroskopski zakoni sacˇuvanja
i dalje vrijede u istom obliku (5.24), koji je ekvivalentan jednadzˇbama (5.25).
Bitno je spomenuti da jednadzˇbe (5.29) i (5.30) nije moguc´e koristiti u predikcijama
pomoc´u nacˇela najvec´e informacijske entropije, jer ne raspolazˇemo informacijom o cˇlanu
Hni(x, p, t) potpune Hamiltonove funkcije Htot(x, p, t). Tu je vazˇno napomenuti i slijedec´e:
ako neka funkcija f˜(x, p, t) zadovoljava Liouvilleovu jednadzˇbu (5.28) i jednadzˇbe (5.29),
tada ta funkcija zadovoljava i jednadzˇbe (5.25). Obrat ne vrijedi.
Jednadzˇbe (5.29) i (5.30) se mogu interpretirati na slijedec´i nacˇin. Jednadzˇbama (5.30)
tvrdi se da informacija o mikroskopskoj dinamici koja nam nedostaje nije relevantna za
opis vremenske evolucije lokalnih dinamicˇkih varijabli n(r), Pα(r) i h(r). Jednadzˇbama
(5.29) tvrdi se da nedostajuc´a informacija o mikroskopskoj dinamici nije relevantna za
opis vremenske evolucije lokalnih makroskopskih velicˇina 〈n(r)〉t, 〈Pα(r)〉t i 〈h(r)〉t. Obje
tvrdnje su u skladu s pretpostavkom da je reduciran opis neravnotezˇnih makroskopskih
sustava moguc´ na specificiranim vremenskim skalama, sˇto je detaljno raspravljeno u pret-
hodnom odjeljku. Ova pretpostavka se mozˇe prihvatiti kao posljedica temeljnog nacˇela
makroskopske reproducibilnosti.
Iz jednadzˇbe (3.21) i definicije (3.26) uvjetne raspodjele vjerojatnosti
D(q, p, t|(q0, p0)ω, t0), slijedi da se jednadzˇbe (5.25) mogu zapisati i u slijedec´em
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obliku: ∫
M
∫
S0(M)
n(r)
(
∂D
∂t
+ {D,H}
)
F dS0 dΓ = 0 ,∫
M
∫
S0(M)
P(r)
(
∂D
∂t
+ {D,H}
)
F dS0 dΓ = 0 ,∫
M
∫
S0(M)
h(r)
(
∂D
∂t
+ {D,H}
)
F dS0 dΓ = 0 . (5.31)
Najvazˇniji cilj diskusije u ovom odjeljku bilo je pokazati ekvivalenciju makroskopskih
jednadzˇbi kontinuiteta (5.24) s jednadzˇbama (5.31). Takoder, jednako vazˇno je bilo pro-
vjeriti uvjete pod kojim ta ekvivalencija vrijedi. Pokazano je da su to upravo uvjeti koji su
najvazˇniji za reduciran opis sustava. S obzirom da makroskopske jednadzˇbe kontinuiteta
omoguc´uju daljnje izvodenje jednadzˇbi hidrodinamike, na taj nacˇin te jednazˇbe predstav-
ljaju osnovne elemente reduciranog opisa vremenske evolucije sustava na hidrodinamicˇkoj
skali. U odnosu na pocˇetni MaxEnt pristup koji je dan u odjeljku 4.2, makroskopske
jednadzˇbe kontinuiteta (5.24) predstavljaju relevantnu dodatnu informaciju koja je te-
meljna za opis hidrodinamicˇke vremenske evolucije sustava. U slijedec´em odjeljku c´e biti
pokazano da je, uz prethodno uvedena ogranicˇenja (4.16) i (4.30), uvodenje dodatnih
ogranicˇenja (5.31) na maksimizaciju uvjetne informacijske entropije SDFI (t, t0), dovoljno
za odredenije predikcije i za elementaran opis ireverzibilnosti na hidrodinamicˇkoj vre-
menskoj skali. U posebnom dijelu rasprave c´e preciznije biti definirani rubni uvjeti na
granicama volumena sustava.
5.4 MaxEnt i hidrodinamicˇka ireverzibilna vremen-
ska evolucija
U osnovnom MaxEnt pristupu jedina ogranicˇenja na maksimizaciju uvjetne informacijske
entropije SDFI (t, t0) bila su uvjet normiranosti (4.16) i Liouvilleova jednadzˇba usrednjena
po dostupnom faznom prostoru (4.30). Pristup koji c´e sada biti izlozˇen ukljucˇuje oba
navedena ogranicˇenja. Jedina razlika u odnosu na osnovni pristup je uvodenje dodatnih
ogranicˇenja (5.31). Rubni uvjeti na granici podrucˇja integracije M × (t0, ta) integrala
(4.13) jednaki su rubnim uvjetima koji su uvedeni u osnovnom pristupu. Ovi rubni uvjeti
su detaljno obrazlozˇeni u odjeljku 4.2 i zbog toga ovdje nec´e biti posebno komentirani.
Zbog navedenih razloga, rezultati koji c´e ovdje biti izlozˇeni razlikovat c´e se odnosu na re-
zultate osnovnog pristupa iskljucˇivo kao posljedica uvodenja dodatnih ogranicˇenja (5.31).
Jednadzˇbe koje u ovom odjeljku slijede iz varijacijskog racˇuna mogu se i izravno dobiti iz
jednadzˇbi koje su izvedene u osnovnom pristupu, uz odgovarajuc´u modifikaciju kojom se
uvazˇavaju i dodatna ogranicˇenja (5.31).
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Posˇtujuc´i notaciju koja je uvedena u odjeljku 4.2, ogranicˇenja (5.31) su napisana ovdje
u obliku koji je jednostavan za koriˇstenje u varijacijskom racˇunu,
ϕn(r, t, D) =
=
∫
M
∫
S0(M)
n(r)
[
∂D
∂t
+
3N∑
i=1
(
∂D
∂xi
∂H
∂pi
− ∂D
∂pi
∂H
∂xi
)]
F dS0 dΓ = 0 ,
ϕPα(r, t, D) =
=
∫
M
∫
S0(M)
Pα(r)
[
∂D
∂t
+
3N∑
i=1
(
∂D
∂xi
∂H
∂pi
− ∂D
∂pi
∂H
∂xi
)]
F dS0 dΓ = 0 ,
ϕh(r, t, D) =
=
∫
M
∫
S0(M)
h(r)
[
∂D
∂t
+
3N∑
i=1
(
∂D
∂xi
∂H
∂pi
− ∂D
∂pi
∂H
∂xi
)]
F dS0 dΓ = 0 ,
(5.32)
gdje indeks α = 1, 2, 3 oznacˇava Kartezijeve komponente vektora P(r). U varijacijski pro-
blem se dodatna ogranicˇenja (5.32) uvode pomoc´u odgovarajuc´ih dodatnih Lagrangeovih
multiplikatora λn ≡ λn(r, t), λPα ≡ λPα(r, t), λh ≡ λh(r, t) i pripadajuc´ih funkcionala
Cn[D,λn] =
∫ ta
t0
∫
λn(r, t)ϕn(r, t, D) d
3r dt ,
CPα [D,λPα ] =
∫ ta
t0
∫
λPα(r, t)ϕPα(r, t, D) d
3r dt ,
Ch[D,λh] =
∫ ta
t0
∫
λh(r, t)ϕh(r, t, D) d
3r dt , (5.33)
gdje su ϕn(r, t, D), ϕPα(r, t, D) (α = 1, 2, 3) i ϕh(r, t, D) ogranicˇenja dana jednadzˇbama
(5.32).
Rezultati dobiveni varijacijskim racˇunom c´e ovdje biti samo navedeni. Objasˇnjenja po-
trebnih pravila varijacijskog racˇuna su dana u odjeljku 4.2. Eulerova jednadzˇba, analogna
jednadzˇbi (4.32), sada je
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λ0
{
∂K
∂D
− d
dt
(
∂K
∂(∂tD)
)
−
3N∑
i=1
[
d
dxi
(
∂K
∂(∂xiD)
)
+
d
dpi
(
∂K
∂(∂piD)
)]}
−Fλ1 + F ∂λ2
∂t
+ F
∫ (
∂λn
∂t
n+
∂λh
∂t
h+
3∑
α=1
∂λPα
∂t
Pα
)
d3r
+F
∫ (
λn{n,H}+ λh{h,H}+
3∑
α=1
λPα{Pα, H}
)
d3r
= 0 . (5.34)
Cˇlan pomnozˇen s λ0 u Eulerovoj jednadzˇbi (5.34) jednak je nuli, pa iz nje slijedi
∂λ2
∂t
+
∫ (
∂λn
∂t
n+
∂λh
∂t
h+
3∑
α=1
∂λPα
∂t
Pα
)
d3r
+
∫ (
λn{n,H}+ λh{h,H}+
3∑
α=1
λPα{Pα, H}
)
d3r
= λ1 . (5.35)
Eulerov rubni uvjet, analogan jednadzˇbi (4.33), daje[
∂K
∂(∂tD)
− Fλ2 − F
∫ (
λnn+ λhh+
3∑
α=1
λPαPα
)
d3r
]
t=ta
= −F
[
logD + λ2 +
∫ (
λnn+ λhh+
3∑
α=1
λPαPα
)
d3r
]
t=ta
= 0 . (5.36)
Iz razloga koji su bili objasˇnjeni u odjeljcima 4.2, 5.1 i 5.2 u daljnjem tekstu se podrazu-
mijeva da je t − t0  τ , osim ako se eksplicitno ne tvrdi suprotno. Iz jednadzˇbe (5.36)
slijedi
D(x, p, t|(x0, p0)ω, t0) = exp [−λ2((x0, p0)ω, t0; t)]×
× exp
{
−
∫
λn(r, t)n(r; r1,p1, . . . , rN ,pN) d
3r
}
×
× exp
{
−
∫
λh(r, t)h(r; r1,p1, . . . , rN ,pN) d
3r
}
×
× exp
{
−
∫ [ 3∑
α=1
λPα(r, t)Pα(r; r1,p1, . . . , rN ,pN)
]
d3r
}
. (5.37)
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Varijable u uvjetnoj raspodjeli vjerojatnosti (5.37) su eksplicitno naznacˇene (na nacˇin
objasˇnjen jednadzˇbama (5.1), (5.2) i (5.3)) zbog boljeg razumijevanja izvoda koji slijede.
Iz uvjeta normiranosti (4.16) i jednadzˇbe (5.37) slijedi da je
λ2((x0, p0)ω, t0; t) = λ2(t) . (5.38)
Iz jednadzˇbi (5.37) i (5.38) slijedi da je Lagrangeov muliplikator λ2(t) povezan s norma-
lizacijskim faktorom Z(t) uvjetne raspodjele vjerojatnosti na slijedec´i nacˇin:
λ2(t) = logZ(t) = log
{∫
M
dΓ exp
[
−
∫
d3r
(
λnn+ λhh+
3∑
α=1
λPαPα
)]}
.
(5.39)
U standardnom MaxEnt formalizmu normalizacijski faktor Z(t) naziva se particijska funk-
cija, odnosno u ovom slucˇaju, particijski funkcional
Z(t) ≡ Zt [λn(r, t), λh(r, t), λPα(r, t)] ≡ Zt . (5.40)
Koriˇstenjem (5.37), (5.38), (5.39) i (5.40), MaxEnt uvjetna raspodjela vjerojatnosti mozˇe
se zapisati u standardnom obliku
D(x, p, t|(x0, p0)ω, t0) = 1
Zt
×
× exp
{
−
∫
d3r [λn(r, t)n(r) + λh(r, t)h(r)]
}
×
× exp
{
−
∫
d3r
[
3∑
α=1
λPα(r, t)Pα(r)
]}
. (5.41)
Raspodjela vjerojatnosti mikrostanja f(x, p, t), koja slijedi iz MaxEnt uvjetne ras-
podjele vjerojatnosti (5.41), dobije se pomoc´u jednadzˇbe (3.21), koriˇstenjem jednadzˇbe
(3.26) i uvjeta normiranosti raspodjele vjerojatnosti putanja F ((x0, p0)ω, t0). Odgova-
rajuc´a raspodjela vjerojatnosti mikrostanja je jednaka
f(x, p, t) =
1
Zt
×
× exp
{
−
∫
d3r [λn(r, t)n(r) + λh(r, t)h(r)]
}
×
× exp
{
−
∫
d3r
[
3∑
α=1
λPα(r, t)Pα(r)
]}
. (5.42)
Iz jednadzˇbi (5.41) i (5.42) odmah se uocˇi slijedec´a jednakost
D(x, p, t|(x0, p0)ω, t0) = f(x, p, t) . (5.43)
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Takoder, iz jednadzˇbi (4.4), (4.7), (5.41) i (5.42) slijedi da su u vremenskom trenutku t
informacijska entropija SfI (t) i uvjetna informacijska entropija S
DF
I (t, t0) jednake:
SfI (t) = S
DF
I (t, t0) = logZt
+
∫
d3r
(
λn(r, t)〈n(r)〉t + λh(r, t)〈h(r)〉t +
3∑
α=1
λPα(r, t)〈Pα(r)〉t
)
. (5.44)
Iz jednadzˇbi (5.43) i (5.44) slijedi da su pocˇetne putanje u faznom prostoru u trenutku
t0 i konacˇna mikrostanja u trenutku t statisticˇki nezavisni, sˇto za logicˇku posljedicu ima
potpuni gubitak korelacije. Ovaj rezultat dodatno potvrduje ispravnost uvodenja uvjeta
t − t0  τ , gdje τ predstavlja vrijeme potrebno za gubitak korelacije izmedu pocˇetnih
putanja u faznom prostoru i konacˇnih mikrostanja. Razlozi za uvodenje ovog uvjeta bili
su detaljno argumentirani u odjeljcima 4.2, 5.1 i 5.2.
Raspodjela vjerojatnosti mikrostanja f(x, p, t) dana jednadzˇbom (5.42) identicˇna je
po obliku relevantnoj raspodjeli za klasicˇni fluid u lokalnoj ravnotezˇi poznatoj iz literature
[24, str. 101, jed. 2.2.5]. Uz pretpostavku lokalne ravnotezˇe, jednostavnom usporedbom
dviju raspodjela dobiju se slijedec´e identifikacije Lagrangeovih multiplikatora:
λn(r, t) = −β(r, t)
(
µ(r, t)− 1
2
mu2(r, t)
)
λPα(r, t) = −β(r, t)uα(r, t)
λh(r, t) = β(r, t) . (5.45)
U referenci [24, str. 101–104] je pokazano da funkcija k−1β(r, t)−1 = T (r, t) ima ulogu
lokalne temperature, µ(r, t) lokalnog kemijskog potencijala po cˇestici, a da je u(r, t) brzina
hidrodinamicˇkog gibanja. Zbog fokusa na rezultate koji se izlazˇu u ovom odjeljku taj dokaz
nema potrebe reproducirati.
U skladu s diskusijom iz odjeljka 5.2, pretpostavka lokalne ravnotezˇe daje precizniju
fizikalnu definiciju uvjeta t − t0  τ ; vrijeme τ potrebno za potpuni gubitak korelacije
izmedu pocˇetnih putanja u faznom prostoru i konacˇnih mikrostanja dovedeno je u vezu s
vremenom τr potrebnim za uspostavljanje stanja lokalne ravnotezˇe fluida s odgovarajuc´om
raspodjelom koja je dana jednadzˇbama (5.42) i (5.45).
Deriviranjem po vremenu izraza (5.39) za logZt, gdje je Zt particijski funkcional (5.40),
dobije se izraz
d logZt
dt
=
1
Zt
dZt
dt
= −
∫
d3r
(
∂λn
∂t
〈n〉t + ∂λh
∂t
〈h〉t +
3∑
α=1
∂λPα
∂t
〈Pα〉t
)
. (5.46)
Derivacija po vremenu informacijske entropije SfI (t) dane jednadzˇbom (5.44) izracˇuna se
pomoc´u jednadzˇbe (5.46), ogranicˇenja (5.31) i jednadzˇbi (5.24) koje su ekvivalentne tim
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ogranicˇenjima,
dSfI (t)
dt
=
∫
d3r
(
λn
∂〈n〉t
∂t
+ λh
∂〈h〉t
∂t
+
3∑
α=1
λPα
∂〈Pα〉t
∂t
)
=
∫
d3r
(
λn〈{n,H}〉t + λh〈{h,H}〉t +
3∑
α=1
λPα〈{Pα, H}〉t
)
= −
∫
d3r
(
λn∇ · 〈J 〉t + λh∇ · 〈Jh〉t +
3∑
α=1
λPα∇ · 〈JPα〉t
)
. (5.47)
Iz posljednjeg reda jednadzˇbe (5.47) se dobije da je derivacija po vremenu informacijske
entropije SfI (t) jednaka
dSfI (t)
dt
= −
∫
d3r
[
∇ · (λn〈J 〉t) +∇ · (λh〈Jh〉t) +
3∑
α=1
∇ · (λPα〈JPα〉t)
]
+
∫
d3r
[
∇(λn) · 〈J 〉t +∇(λh) · 〈Jh〉t +
3∑
α=1
∇(λPα) · 〈JPα〉t
]
. (5.48)
Usrednjavanjem jednadzˇbe (5.35) po raspodjeli vjerojatnosti mikrostanja i koriˇstenjem
jednadzˇbi (5.38), (5.39), (5.46) i (5.47) jednostavno se pokazˇe da Lagrangeov multiplikator
λ1 ovisi jedino o vremenu
λ1((x0, p0)ω, t0; t) = λ1(t) , (5.49)
i da je jednak derivaciji po vremenu informacijske entropije SfI (t),
λ1(t) =
dSfI (t)
dt
. (5.50)
Jednadzˇba (5.50) potvrduje interpretaciju koja je Lagrangeovom multiplikatoru λ1 dana
u osnovnom pristupu iz odjeljka 4.2. U generalizaciji osnovnog MaxEnt pristupa koja
je uvedena u ovom odjeljku, uvodenje dodatnih ogranicˇenja (5.31) ekvivalentnih hidro-
dinamicˇkim jednadzˇbama kontinuiteta (5.24) preciznije je odredilo brzinu promjene en-
tropije danu Lagrangeovim multiplikatorom λ1; ona je sada odredena jednadzˇbom (5.48).
Koriˇstenjem jednadzˇbe (5.48) sada c´e biti pokazano da je ova brzina promjene entropije
jednaka odgovarajuc´em standardnom izrazu iz termodinamike ireverzibilnih procesa.
Iz literature [13], [39] je poznato da se gustoc´e struja u makroskopskim zakonima
sacˇuvanja (5.24) mogu napisati u slijedec´em obliku:
m〈J(r)〉t = ρ(r, t)u(r, t) ,
〈JPα, β(r)〉t = ρ(r, t)uα(r, t)uβ(r, t) + Tβα(r, t) ,
〈Jh, α(r)〉t = ρ(r, t)e(r, t)uα(r, t) + Tαβ(r, t)uβ(r, t) + JQ, α(r, t) . (5.51)
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U prvoj jednadzˇbi ρ(r, t) je gustoc´a mase. Brzina fluida u(r, t) je ranije uvedena brzina
hidrodinamicˇkog gibanja. U drugoj i trec´oj jednadzˇbi velicˇina T(r, t) odgovara tenzoru
tlaka cˇije su komponente Tβα(r, t). Uz koriˇstenje Einsteinove konvencije o sumiranju za
indekse α, β uvedene u gornjim relacijama, tenzor tlaka je definiran relacijom dFα ≡
−dSβTβα, gdje je dFα Kartezijeva komponenta sile dF preko infinitezimalnog elementa
povrsˇine dS. Tenzor tlaka se razlikuje od tenzora napetosti za negativan predznak. U
trec´oj jednadzˇbi ρ(r, t)e(r, t) je gustoc´a energije, gdje je e(r, t) energija po jedinici mase.
Gustoc´a struje topline je oznacˇena s JQ(r, t).
Gustoc´e broja cˇestica, impulsa i energije koje su ranije uvedene u makroskopskim
zakonima sacˇuvanja (5.24), sada su analogno jednadzˇbama (5.51) dane obliku
m〈n(r)〉t = ρ(r, t) ,
〈P(r)〉t = ρ(r, t)u(r, t) ,
〈h(r)〉t = ρ(r, t)e(r, t) . (5.52)
Brzina fluida u(r, t) mozˇe se konzistentno definirati i relacijom
〈J(r)〉t = 〈n(r)〉tu(r, t) . (5.53)
Zbog jednostavnijeg racˇuna uvodimo nove varijable (x′, p′) koje su sa starim varija-
blama (x, p) povezane kanonskom transformacijom koja je slijedec´eg oblika
rk = r
′
k ,
pk = p
′
k +mu(r
′
k, t) , (5.54)
gdje u(r′k, t) predstavlja brzinu fluida na polozˇaju r
′
k. Jednostavno je provjeriti da je
Jacobijan transformacije jednak jedinici. Uz zamjenu varijabli (5.54), izrazi (5.1), (5.2) i
(5.3) transformiraju se na slijedec´i nacˇin
n(r) = n′(r)
P(r) = P′(r) +mu(r, t)n′(r)
h(r) = h′(r) + u(r, t) ·P′(r) + 1
2
mu2(r, t)n′(r) . (5.55)
S obzirom da je Jacobijan transformacije (5.54) jednak jedinici, raspodjela vjerojatnosti
koja u novim varijablama (x′, p′) odgovara raspodjeli vjerojatnosti (5.42), dobije se jed-
nostavnim uvrsˇtavanjem izraza (5.45) i (5.55):
f ′(x′, p′, t) =
1
Zt
exp
{
−
∫
d3rβ(r, t) [h′(r)− µ(r, t)n′(r)]
}
. (5.56)
S obzirom da su dane integralima po faznom prostoru, informacijska entropija SfI (t) u
jednadzˇbi (5.44) i odgovarajuc´a particijska funkcija (5.39) invarijantne su na transforma-
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ciju (5.54) za koju je Jacobijan transformacije jednak jedinici.1 S eksplicitno naznacˇenim
novim koordinatama (x′, p′) informacijska entropija SfI (t) je dana izrazom
SfI (t) = logZt +
∫
d3rβ(r, t) [〈h′(r)〉t − µ(r, t)〈n′(r)〉t] , (5.57)
dok je particijska funkcija dana izrazom
logZt = log
{∫
M
dΓ′ exp
[
−
∫
d3rβ(r, t) [h′(r)− µ(r, t)n′(r)]
]}
. (5.58)
Usrednjavanjem lijeve strane jednadzˇbi (5.55) po raspodjeli vjerojatnosti mikrostanja
koja je dana jednadzˇbom (5.42) i usrednjavanjem desne strane po odgovarajuc´oj raspodjeli
(5.56), te zatim koriˇstenjem relacija (5.52), dobiju se slijedec´e jednakosti
〈n′(r)〉t = 〈n(r)〉t
〈P′(r)〉t = 0
〈h′(r)〉t = 〈h(r)〉t − 1
2
mu2(r, t)〈n′(r)〉t . (5.59)
Posljednja od jednadzˇbi (5.59) nije niˇsta drugo nego izraz za gustoc´u unutarnje energije
U(r, t). Transformacijom (5.54) je pokazano da particijska funkcija (5.58), raspodjela vje-
rojatnosti (5.56) i informacijska entropija (5.57) ne ovise o brzini fluida u(r, t).2 Ovisnost
o vremenu se u izrazu za informacijsku entropiju (5.57) pojavljuje jedino kroz velicˇine
β(r, t) i µ(r, t), na eksplicitan i implicitan nacˇin. Iz tog razloga niti vremenske derivacije
informacijske entropije (5.57) ne mogu ovisiti o u(r, t). Zbog invarijantnosti informacijske
entropije SfI (t) na transformaciju (5.54) isto mora vrijedi vrijediti i za odgovarajuc´e izraze
(5.44), (5.47) i (5.48). To znacˇi da zbog jednostavnijeg racˇuna, svugdje u izrazima (5.44),
(5.45), (5.47) i (5.48) slobodno mozˇemo uzeti da je u(r, t) = 0.
Kad se to napravi u jednadzˇbi (5.48), uz koriˇstenje izraza za Lagrangeove multiplika-
tore (5.45) i za gustoc´e struja (5.51), dobije se slijedec´i izraz za derivaciju po vremenu
informacijske entropije SfI (t):
dSfI (t)
dt
= −
∫
d3r∇ · (βJQ) +
∫
d3r∇(β) · JQ . (5.60)
Mnozˇenjem izraza (5.60) Boltzmannovom konstantom k i uvrsˇtavanjem β(r, t) =
k−1T (r, t)−1 dobije se
dS(t)
dt
= −
∫
d3r∇ ·
(
JQ(r, t)
T (r, t)
)
+
∫
d3r∇
(
1
T (r, t)
)
· JQ(r, t) . (5.61)
1Zanimljivi detalji povezani s tim dani su u referencama [4], [5, 25]
2Pri tome se pretpostavlja da je dostupni dio faznog prostora, invarijantni skup M svih moguc´ih mi-
krostanja, invarijantan takoder i na transformaciju (5.54). Naprimjer, ta pretpostavka c´e biti zadovoljena
ako je skup M dan produktom M = V × · · · × V × (−∞,∞)× · · · × (−∞,∞), gdje skup V predstavlja
volumen sustava kojim su ogranicˇene moguc´e vrijednosti koordinata svake od N cˇestica, a u intervalima
(−∞,∞) dane su moguc´e vrijednosti komponenti vektora impulsa svake od N cˇestica.
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Jednadzˇbu (5.61) mozˇemo prepoznati kao jednadzˇbu iz termodinamike ireverzibilnih
procesa koja daje brzinu promjene entropije sustava. Prvi cˇlan jednadzˇbe (5.61) je pro-
mjena zbog entropije koja se izmjenjuje kroz granicu volumena sustava, pa je sukladno
tome predznak tog cˇlana negativan. S obzirom na pocˇetnu pretpostavku da je broj cˇestica
u sustavu fiksan, nema izmjene cˇestica s okolinom; sustav je zatvoren. Cˇestice ne mogu
napusˇtati volumen sustava pa brzina fluida na granici volumena sustava iˇscˇezava; iz tog
razloga entropija ne mozˇe prolaziti kroz granicu volumena sustava strujanjem fluida. Na-
dalje, mozˇe se u razmatranje uzeti granicˇni slucˇaj u kojem je volumen sustava beskonacˇan.
Tada nema niti izmjene topline s okolinom, pa prvi cˇlan jednadzˇbe (5.61) u potpunosti
iˇscˇezava; to je granica u kojoj je sustav izoliran.
Drugi cˇlan jednadzˇbe (5.61) je integral velicˇine koja je poznata u termodinamci irever-
zibilnih procesa kao gustoc´a produkcije entropije, ili alternativno, izvor entropije. Jedan
od temeljnih postulata termodinamike ireverzibilnih procesa [39] je da taj cˇlan uvijek ima
kanonski oblik
σ =
∑
i
Xi · Ji . (5.62)
Ovaj kanonski oblik definira termodinamicˇke struje Ji i konjugirane termodinamicˇke sile
Xi oznacˇene indeksom i.
Usporedba jednadzˇbe (5.62) s drugim cˇlanom u jednadzˇbi (5.61) ukazuje da je moguc´e,
slijedec´i ovaj temeljni postulat, definirati gustoc´u produkcije entropije za klasicˇni fluid
identicˇnih cˇestica koji smo razmatrali, u obliku
σ(r, t) = ∇
(
1
T (r, t)
)
· JQ(r, t) . (5.63)
Pri tome su uocˇljive odgovarajuc´e identifikacije termodinamicˇkih sila i struja.
Izraz za produkciju entropije koji je dan jednadzˇbom (5.63) u skladu je s pristupom
iz reference [41], gdje se gustoc´a struje entropije definira relacijom
JS =
∑
i
FiJi . (5.64)
U jednadzˇbi (5.64), Ji je gustoc´a struje ekstenzivne velicˇine Ai. Za lokalne intenzivne
velicˇine Fi se uzima da su to iste funkcije lokalnih ekstenzivnih velicˇina kao u ravnotezˇi.
3
To slijedi iz relacije
dS =
∑
i
FidAi , (5.65)
gdje je S lokalna entropija, za koju se po definiciji uzima da ima identicˇnu funkcionalnu
ovisnost o lokalnim ekstenzivnim velicˇinama Ai kao u ravnotezˇi. Za lokalnu gustoc´u
3Ovdje koristimo oznake koje se koriste u referenci [41]. Zbog toga oznaka Fi sada oznacˇava lokalne
intenzivne velicˇine dane jednadzˇbom (5.65), pa je treba razlikovati od iste oznake koja je u odjeljcima
2.3 i 2.4 koriˇstena za druge velicˇine.
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entropije s uzima se relacija
ds =
∑
i
Fidai , (5.66)
gdje su ai gustoc´e lokalnih ekstenzivnih velicˇina Ai. Vazˇno je napomenuti da relacija
(5.66) ne ukljucˇuje cˇlan koji sadrzˇi volumen, za razliku od odgovarajuc´e relacije (5.65).
Rezultati koji su dobiveni ovdje generaliziranim MaxEnt pristupom u skladu su s ovim
definicijama. U pristupu danom u referenci [41], ako su ekstenzivne velicˇine sacˇuvane,
slijedi da je tada gustoc´a produkcije entropije jednaka
σ =
∑
i
∇Fi · Ji . (5.67)
Za entropiju vrijedi relacija
σ =
∂s
∂t
+∇ · JS , (5.68)
gdje ∂s/∂t je brzina promjene entropije po jedinici volumena. Izrazi (5.64), (5.67) i (5.68)
po svome obliku odgovaraju izrazima (5.61) i (5.63) koji su dobiveni ovdje generaliziranim
MaxEnt pristupom. Rasprava iz reference [41] samo dodatno oslikava temeljni problem
definicije termodinamicˇke entropije neravnotezˇnog sustava.
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Poglavlje 6
DISKUSIJA OTVORENIH
PITANJA
Ako razmotrimo moguc´nost da je nasˇa informacija o mikroskopskoj dinamici nepotpuna,
reproducibilnost i gubitak informacije postaju dio opisa makroskopske vremenske evo-
lucije. Ovaj pristup tada vodi do jednostavne definicije produkcije entropije. Ideju da
je ireverzibilnost povezana s postupnim gubitkom informacije razvio je Jaynes u okviru
formalizma matrice gustoc´e [2]. Nedavno, Duncan i Semura [42, 43] su predlozˇili ideju
da se informacija doista gubi na fundamentalnom nivou. Uzajamno djelovanje kvantne
dekoherencije i dinamike se razmatra kao jedan od moguc´ih razloga iza drugog zakona
termodinamike, gdje je produkcija entropije uzrokovana curenjem informacije u okolinu
[44, 45]. U nasˇem klasicˇnom pristupu, gubitak informacije je povezan s nepotpunom in-
formacijom o mikroskopskoj dinamici. Ako se ova ideja pazˇljivo razmotri, cˇak i u ovom
jednostavnom modelu, nepotpunost informacije mora se uzeti u obzir na neki nepristran
nacˇin.
Pitanja koja su povezana s nepotpunom informacijom mogu se razmotriti na objekti-
van nacˇin. Analiticˇki principi za te svrhe, tj. za razdvajanje subjektivnih i objektivnih
aspekata teorijskog formalizma, mogu se pronac´i u teoriji vjerojatnosti. Filozofija ovog
pristupa se zasniva na interpretaciji teorije vjerojatnosti kao prirodnog prosˇirenja deduk-
tivne logike. Takvu generalizaciju je na aksiomatski nacˇin razvio Jaynes u svojoj studiji
o teoriji vjerojatnosti [25]. Standardna aksiomatska teorija vjerojatnosti izvedena je iz
ove generalizirane teorije, sˇto samo po sebi upuc´uje da je generalizirana teorija ispravan
alat za ukljucˇivanje nove informacije u nasˇe raspodjele vjerojatnosti. Raspodjele vjero-
jatnosti su u tom smislu interpretirane kao nosacˇi nepotpune informacije. Ovaj pristup
se mozˇda najbolje razumije iz opisa koji je dao Jaynes [25]: “. . . teorija vjerojatnosti kao
generalizirana logika vjerodostojnog zakljucˇivanja koja bi trebala biti primjenjiva, u prin-
cipu, u bilo kojoj situaciji gdje nemamo dovoljnu informaciju koja bi dopustila deduktivno
77
zakljucˇivanje.” Zbog potpunosti c´emo citirati i slijedec´e linije iz reference [25], koje su
vazˇne za daljnu diskusiju: “Ali to je jednako tako istina i za apstraktne matematicˇke
sustave; kada je tvrdnja neodlucˇiva u takvom sustavu, to jedino znacˇi da njegovi aksiomi
ne pruzˇaju informaciju koja je dovoljna za odlucˇivost. Ali novi aksiomi, eksterni izvornom
skupu, mogu dati informaciju koja nedostaje i ipak ucˇiniti tvrdnju odlucˇivom.” Mozˇemo
zakljucˇiti na osnovi rezultata koji su izlozˇeni u ovom radu, da kada se vjerojatnosti in-
terpretiraju na povezan nacˇin kao svojstvo stupnja nasˇeg znanja, uz primjenu MaxEnt
algoritma i prediktivne statisticˇke mehanike, da je tada matematicˇki opis ireverzibilnosti
kompatibilan s pojmovima Shannonove teorije informacije.
Josˇ jedan objektivan aspekt spomenutog problema povezan je s pitanjima koja je na
zanimljiv i spekulativan nacˇin postavio Zwick. U njegovom radu [46] o problemu mje-
renja u kvantnoj mehanici, tesˇkoc´e u opisivanju mjerenja na nivou kvantne dinamike
usporedene su, i pronadene su slicˇnosti s nepotpunosti odredenih aksiomatskih sustava u
matematici, koje su otkrili i detaljno elaborirali Go¨del i drugi [47, 48]. Prema Zwicku,
opsezˇni paralelizam izmedu fizikalnih i matematicˇkih slucˇajeva ukazuje na moguc´nost da
je proces mjerenja samoreferentan kao sˇto je bila Go¨delova specijalna formula, i da mjere-
nje mozˇe biti neodlucˇivo unutar dinamike (formalizma vremenski ovisne Schro¨dingerove
jednadzˇbe), dogadajuc´i se jedino na meta-nivou formalizma. Po toj liniji razmiˇsljanja,
fizikalna teorija imala bi tada barem dva nivoa; proces mjerenja bio bi opisan na meta-
nivou, ali neodlucˇiv na osnovnom nivou koji je opisan zakonom dinamike. U isto vrijeme
je osnovni nivo inherentno nepotpun i ne generiraju se kontradikcije. Zakon dinamike i
svi procesi opisani njim su reverziblni, ali proces mjerenja je ireverzibilan; na ovaj nacˇin
ireverzibilnost bi bila prisutna u opisu procesa mjerenja unutar takve teorije s dva nivoa.
Zwick navodi slicˇne sugestije koje je dao Pattee [49] o neophodnosti dva nivoa strukuture i
opisa za bilo koji proces predikcije i kontrole (tj. mjerenja). Pitanja koja se postavljaju o
ireverzibilnom ponasˇanju sustava koji su deterministicˇki odredeni vremenski simetricˇnim
jednadzˇbama gibanja, tada bi se cˇinila paradoksalna jedino u kontekstu teorije s jednim
nivoom [49].
Bez dubljeg ulazˇenja u ova pitanja, mozˇe se primijetiti u izlozˇenoj primjeni prediktivne
statisticˇke mehanike na problem predikcije makroskopske vremenske evolucije sustava s
Hamiltonovom dinamikom, da su odredene znacˇajke teorije s dva nivoa jasno uocˇljive. U
ovom jednostavnom modelu one se pojavljuju jedino kao rezultat prepoznavanja nepot-
punosti nasˇe vlastite informacije o mikroskopskoj dinamici. S pragmaticˇne tocˇke glediˇsta
to nam dopusˇta daljnju diskusiju o povezanim pitanjima o uzajamnom djelovanju nasˇeg
znanja i ogranicˇenja mjerenja na sustav i njegovu “stvarnu” dinamiku.
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Poglavlje 7
ZAKLJUCˇAK
Ovim radom se pokazuje da Jaynesova interpretacija ireverzibilnosti kao posljedice pos-
tupnog gubitka informacije o stanju sustava zbog nemoguc´nosti prac´enja njegove tocˇne
vremenske evolucije tijekom procesa, ima jasnu matematicˇku formulaciju u konceptima
koji su uvedeni u radu. Najvazˇniji teorijski koncept u radu bila je maksimizacija uvjetne
informacijske entropije uz zadana ogranicˇenja, i njena relacija s informacijskom entropi-
jom, preuzeta iz Shannonove teorije informacije. Pri tome je kljucˇan element teorijskog
pristupa bilo uvodenje Liouvilleove jednadzˇbe za uvjetnu raspodjelu vjerojatnosti kao ma-
kroskopskog ogranicˇenja, tj. kao ogranicˇenja koje je dano usrednjavanjem te jednadzˇbe
integralom po dostupnom faznom prostoru. U problem predikcije makroskopske vre-
menske evolucije zatvorenog Hamiltonovog sustava je time ukljucˇena nepotpunost nasˇe
informacije o detaljnoj mikroskopskoj dinamici, na nacˇin koji je konzistentan s temeljnim
nacˇelima prediktivne statisticˇke mehanike. Pokazano je da takav matematicˇki opis rezul-
tira potpunim gubitkom korelacije izmedu pocˇetnih putanja u faznom prostoru i konacˇnih
mikrostanja. Ovaj gubitak korelacije je povezan s gubitkom informacije o moguc´im mi-
krostanjima sustava, koji je ovim pristupom doveden u vezu s promjenom entropije sus-
tava. Ta je povezanost omoguc´ila definiciju promjene entropije i brzine promjene entropije
za zatvoren Hamiltonov sustav u okviru razmotrenog pristupa bez dodatnih pretpostavki.
Konstrukcijom raspodjele vjerojatnosti uz koriˇstenje nacˇela najvec´e informacijske en-
tropije, tj. maksimizacijom informacijske entropije uz zadana ogranicˇenja, ukljucˇuje se u
raspodjelu vjerojatnosti jedino informacija koja je reprezentirana zadanim ogranicˇenjima.
Predikcije izvedene iz takve raspodjele vjerojatnosti najbolje su predikcije koje su moguc´e
na osnovi dostupne informacije, bez uvodenja dodatnih pretpostavki u koje nismo sigurni.
Ako se kontrolom odredenih makroskopskih velicˇina u eksperimentu reproducira neka ma-
kroskopska pojava, u skladu s temeljnim nacˇelom makroskopske reproducibilnosti, tada
je informacija o vrijednostima tih velicˇina upravo ona informacija koja je relevantna za
predikciju makroskopske pojave.
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Dakle, mozˇe se rec´i da je razmatranje relevantnosti dostupne informacije o sustavu
za predikcije i za reproducibilnost makroskopske vremenske evolucije, kljucˇno za bolje
razumijevanje pojave ireverzibilnosti. Na primjeru zatvorenog Hamiltonovog sustava je
pokazano da se za taj sustav mozˇe dati elementaran opis ireverzibilne makroskopske vre-
menske evolucije, ako se uvodenjem odgovarajuc´ih dodatnih ogranicˇenja na maksimizaciju
uvjetne informacijske entropije, u raspodjelu vjerojatnosti ukljucˇi ona informacija koja je
relevantna za opis neravnotezˇnog sustava. U okviru pristupa koji je razvijen u ovom radu
je tako uvodenjem hidrodinamicˇkih jednadzˇbi kontinuiteta kao relevantne informacije na
hidrodinamicˇkoj vremenskoj skali, dobivena brzina promjene entropije i gustoc´a produk-
cije entropije za klasicˇni fluid identicˇnih cˇestica. Dobiveni izrazi u skladu su s definicijama
koje te velicˇine imaju u termodinamici ireverzibilnih procesa. Ako se u obzir uzme da je
prediktivna statisticˇka mehanika opc´eniti oblik zakljucˇivanja iz dostupne informacije, bez
dodatnih pretpostavki, dobiveni rezultati upuc´uju na vazˇnost njenih temeljnih nacˇela za
teoriju ireverzibilnosti.
80
Bibliografija
[1] Jaynes, E.T.: Information theory and statistical mechanics. Phys. Rev. 106, 620–630
(1957)
[2] Jaynes, E.T.: Information theory and statistical mechanics. II. Phys. Rev. 108, 171–
190 (1957)
[3] Gibbs, J.W.: Elementary Principles in Statistical Mechanics. Yale University Press,
New Haven (1902)
[4] Shannon, C.E.: A mathematical theory of communication. Bell Syst. Tech. J. 27, 379–
423, 623–656 (1948). Reprinted In: Shannon C.E., Weaver, W.: The Mathematical
Theory of Communication. University of Illinois Press, Urbana (1949)
[5] Jaynes, E.T.: Information theory and statistical mechanics. In: Ford, K.W. (ed.)
1962 Brandeis Lectures in Theoretical Physics, vol. 3, pp. 181–218. W. A. Benjamin,
Inc., New York (1963)
[6] Jaynes, E.T.: Where do we stand on maximum entropy? In: Levine, R.D., Tribus,
M. (eds.) The Maximum Entropy Formalism, pp. 15–118. MIT Press, Cambridge
(1979)
[7] Jaynes, E.T.: Gibbs vs Boltzmann entropies. Am. J. Phys. 33, 391–398 (1965)
[8] Jaynes, E.T.: The minimum entropy production principle. Ann. Rev. Phys. Chem.
31, 579–601 (1980)
[9] Jaynes, E.T.: Macroscopic prediction. In: Haken, H. (ed.) Complex Systems – Opera-
tional Approaches in Neurobiology, Physics, and Computers, pp. 254–269. Springer,
Berlin (1985)
[10] Grandy, W.T.: Principle of maximum entropy and irreversible processes. Phys. Rep.
62, 175–266 (1980)
[11] Garrod, C.: Statistical Mechanics and Thermodynamics. Oxford University Press,
New York (1995)
81
[12] Jaynes, E.T.: The second law as physical fact and as human inference. Unpublished
manuscript (1990). http://bayes.wustl.edu/etj/node2.html
[13] Grandy, W.T.: Entropy and the Time Evolution of Macroscopic Systems. Oxford
University Press, Oxford (2008)
[14] Zurek, W.H.: Algorithmic randomness and physical entropy. Phys. Rev. A 40, 4731–
4751 (1989)
[15] Kuic´, D., Zˇupanovic´, P., Juretic´, D.: Macroscopic time evolution and MaxEnt in-
ference for closed systems with Hamiltonian dynamics. Found. Phys. 42, 319–339
(2012)
[16] Grandy, W.T.: Time evolution in macroscopic systems. I. Equations of motion. Fo-
und. Phys. 34, 1–20 (2004)
[17] Grandy, W.T.: Time evolution in macroscopic systems. II. The entropy. Found. Phys.
34, 21–57 (2004)
[18] Grandy, W.T.: Time evolution in macroscopic systems. III. Selected applications.
Found. Phys. 34, 771–813 (2004)
[19] Tishby, N.Z., Levine, R.D.: Time evolution via a self-consistent maximal-entropy
propagation: the reversible case. Phys. Rev. A 30, 1477–1490 (1984)
[20] Plastino, A.R., Plastino, A.: Statistical treatment of autonomous systems with di-
vergenceless flows. Physica A 232, 458–476 (1996)
[21] Plastino, A., Plastino, A.R., Miller, H.G.: Continuity equations, H-theorems, and
maximum entropy. Phys. Lett. A 232, 349–355 (1997)
[22] Plastino, A.R., Plastino, A.: Universality of Jaynes’ approach to the evolution of
time-dependent probability distributions. Physica A 258, 429–445 (1998)
[23] Scho¨nfeldt, J-H., Jimenez, N., Plastino, A.R., Plastino, A., Casas, M.: Maximum
entropy principle and classical evolution equations with source terms. Physica A 374,
573–584 (2007)
[24] Zubarev, D., Morozov, V., Ro¨pke, G.: Statistical Mechanics of Nonequilibrium Pro-
cesses, Vol. 1: Basic Concepts, Kinetic Theory. Akademie Verlag (1996)
[25] Jaynes, E.T.: Probability Theory: The Logic of Science. Cambridge University Press,
Cambridge (2003). Bretthorst, G.L. (ed.)
82
[26] Jensen inequality. E.K. Godunova (originator), Encyclopedia of Mathematics. URL:
http://www.encyclopediaofmath.org/
[27] Brillouin, L: Science and Information Theory, 2nd edn. Academic Press, New York
(1962)
[28] Balian, R.: From Microphysics to Macrophysics, Vol. 2: Methods and Applications
of Statistical Physics. Springer, Berlin (2007)
[29] Outer measure. Encyclopedia of Mathematics.
URL: http://www.encyclopediaofmath.org/
[30] Zemansky, M.W., Dittman, R.H.: Heat and Thermodynamics, 7th ed. McGraw-Hill,
New York (1997)
[31] Khinchin, A.I.: Mathematical Foundations of Statistical Mechanics. Dover, New York
(1949)
[32] Wan, F.Y.M.: Introduction to the Calculus of Variations and Its Applications. Chap-
man & Hall, New York (1995)
[33] Kittel, C.: Elementary Statistical Physics. Wiley, New York (1958)
[34] Zwanzig, R.: Ensemble method in the theory of irreversibility. J. Chem. Phys. 33,
1338–1341 (1960)
[35] Zwanzig, R.: On the identity of three generalized master equations. Physica 30,
1109–1123 (1964)
[36] Robertson, B.: Equations of motion in nonequilibrium statistical mechanics. Phys.
Rev. 144, 151–161 (1966)
[37] Robertson, B.: Application of maximum entropy to nonequilibrium statistical mec-
hanics. In: Levine, R.D., Tribus, M. (eds.) The Maximum Entropy Formalism. MIT
Press, Cambridge (1979)
[38] Zubarev, D.N., Kalashnikov, V.P: Equivalence of various methods in the statistical
mechanics of irreversible processes. Teoret. Mat. Fiz. 7, 372–394 (1971)
[39] Evans, D.J., Morriss, G.: Statistical Mechanics of Nonequilibrium Liquids, 2nd edn.
Cambridge University Press, Cambridge (2008)
[40] Ostrogradski formula. L.D. Kudryavtsev (originator), Encyclopedia of Mathematics.
URL: http://www.encyclopediaofmath.org/
83
[41] Callen, H.B.: Thermodynamics and an Introduction to Thermostatistics, 2nd edn.
Wiley, New York (1985)
[42] Duncan, T.L., Semura, J.S.: The deep physics behind the second law: information
and energy as independent forms of bookkeeping. Entropy 6, 21–29 (2004)
[43] Duncan, T.L., Semura, J.S.: Information loss as a foundational principle for the
second law of thermodynamics. Found. Phys. 37, 1767–1773 (2007)
[44] Zurek, W.H., Paz, J.-P.: Decoherence, chaos, and the second law. Phys. Rev. Lett.
72, 2508–2512 (1994)
[45] Zurek, W.H.: Decoherence, einselection, and the quantum origins of the classical.
Rev. Mod. Phys. 75, 715–775 (2003)
[46] Zwick, M.: Quantum measurement and Go¨del’s proof. Speculat. Sci. Technol. 1,
135–145 (1978)
[47] Go¨del, K.: On Formally Undecidable Propositions of Principia Mathematica and
Related Systems. Basic Books, Inc., New York (1962)
[48] Nagel, E., Newman, J.R.: Go¨del’s Proof. New York University Press, New York
(1960)
[49] Pattee, H.H.: Postscript. In: Pattee, H.H. (ed.) Hierarchy Theory, pp. 131–156.
George Braziller, New York (1973)
84
ZˇIVOTOPIS AUTORA
Domagoj Kuic´ je roden u Sinju 16. listopada 1976. Osnovnu sˇkolu i opc´u gimnaziju je
zavrsˇio u Splitu. Diplomirao je 2005. godine na smjeru diplomirani inzˇenjer fizike na
Prirodoslovno-matematicˇkom fakultetu Sveucˇiliˇsta u Zagrebu. Diplomski rad pod naslo-
vom “Produkcija fotona u neravnotezˇnoj kvark-gluon plazmi” izradio je pod vodstvom
mentora dr. sc. Ivana Dadic´a sa Instituta Ruder Bosˇkovic´ u Zagrebu.
U razdoblju 2005.-2006. radio je na Institutu za oceanografiju i ribarstvo u Splitu kao
strucˇni suradnik, te u Drzˇavnom zavodu za zasˇtitu od zracˇenja u Zagrebu, takoder kao
strucˇni suradnik.
Godine 2005. izabran je kao vanjski suradnik u naslovno zvanje asistent na Prirodoslovno-
matematicˇkom fakultetu Sveucˇiliˇsta u Splitu, gdje sudjeluje u nastavi na Odjelu za fiziku.
Od 2006. zaposlen je na istom fakultetu kao znanstveni novak - asistent. Prijavljen je
na projektu Ministarstva znanosti “Razvoj i primjene principa maksimalne proizvodnje
entropije”, cˇiji je voditelj prof. dr. sc. Davor Juretic´. U okviru nastave na fakultetu je
kao asistent drzˇao vjezˇbe i seminare iz nekoliko razlicˇitih kolegija iz fizike.
Poslijediplomski doktorski studij fizike, smjer atomska i molekularna fizika, na
Prirodoslovno-matematicˇkom fakultetu u Zagrebu upisao je 2006. godine.
Podrucˇje znanstvenog interesa mu je atomska i molekularna fizika, statisticˇka fizika, ter-
modinamika ireverzibilnih procesa i biofizika. Posebnu pazˇnju u istrazˇivanju je usmjerio
na primjenu nacˇela najvec´e informacijske entropije i prediktivne statisticˇke mehanike u
razvoju teorije ireverzibilnosti. Interesira ga i podrucˇje teorije polja, ukljucˇujuc´i metode
neravnotezˇne teorije polja i njihove primjene u fizici mnosˇtva cˇestica.
85
POPIS OBJAVLJENIH RADOVA
[1] Kuic´, D.: Quantum mechanical virial theorem in systems with translational and rota-
tional symmetry. Int. J. Theor. Phys. 52, 1221-1239 (2013)
[2] Kuic´, D., Zˇupanovic´, P., Juretic´, D.: Macroscopic time evolution and MaxEnt infe-
rence for closed systems with Hamiltonian dynamics. Found. Phys. 42, 319-339 (2012)
[3] Doboviˇsek, A., Zˇupanovic´, P., Brumen, M., Bonacˇic´-Losˇic´, Zˇ., Kuic´, D., Juretic´, D.:
Enzyme kinetics and the maximum entropy production principle. Biophys. Chem. 154,
49-55 (2011)
[4] Zˇupanovic´, P., Kuic´, D., Juretic´, D., Doboviˇsek, A.: On the problem of formulating
principles in nonequilibrium thermodynamics. Entropy 12, 926-931 (2010)
[5] Zˇupanovic´, P., Botric´, S., Juretic´, D., Kuic´, D.: Relaxation processes and the maxi-
mum entropy production principle. Entropy 12, 473-479 (2010)
[6] Zˇupanovic´, P., Kuic´, D., Bonacˇic´-Losˇic´, Zˇ., Petrov, D., Juretic´, D., Brumen, M.: The
maximum entropy production principle and linear irreversible processes. Entropy 12,
996-1005 (2010)
86
