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Abstract
Natural policy gradient (NPG) methods are among the most widely used policy optimization algo-
rithms in contemporary reinforcement learning. This class of methods is often applied in conjunction
with entropy regularization — an algorithmic scheme that helps encourage exploration — and is closely
related to soft policy iteration and trust region policy optimization. Despite the empirical success, the
theoretical underpinnings for NPG methods remain severely limited even for the tabular setting.
This paper develops non-asymptotic convergence guarantees for entropy-regularized NPG methods
under softmax parameterization, focusing on discounted Markov decision processes (MDPs). Assuming
access to exact policy evaluation, we demonstrate that the algorithm converges linearly — or even
quadratically once it enters a local region around the optimal policy — when computing optimal value
functions of the regularized MDP. Moreover, the algorithm is provably stable vis-a`-vis inexactness of
policy evaluation, and is able to find a near-optimal policy for the original MDP when applied to a
slightly perturbed MDP. Our convergence results outperform the ones established for unregularized NPG
methods (Agarwal et al., 2019c), and shed light upon the role of entropy regularization in accelerating
convergence.
Keywords: natural policy gradient methods, entropy regularization, global convergence, soft policy itera-
tion, trust region policy optimization
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1 Introduction
Policy gradient (PG) methods and their variants (Williams, 1992; Sutton et al., 2000; Kakade, 2002; Peters and Schaal,
2008; Konda and Tsitsiklis, 2000), which aim to optimize (parameterized) policies via gradient-type methods,
lie at the heart of recent advances in reinforcement learning (RL) (e.g. Mnih et al. (2015); Schulman et al.
(2015); Silver et al. (2016); Schulman et al. (2017b)). Perhaps most appealing is their flexibility in adopting
various kinds of policy parameterizations (e.g. a class of policies parameterized via deep neural networks),
which makes them remarkably powerful and versatile in contemporary RL.
As an important and widely used extension of PG methods, natural policy gradient (NPG) meth-
ods propose to employ natural policy gradients (Amari, 1998) as search directions, in order to achieve
faster convergence than the update rules based on policy gradients (Kakade, 2002; Peters and Schaal, 2008;
Bhatnagar et al., 2009; Even-Dar et al., 2009). Informally speaking, NPG methods precondition the gradient
directions by Fisher information matrices (which are the Hessians of a certain divergence metric), which fall
under the category of quasi second-order policy optimization methods. In fact, a variety of mainstream RL
algorithms, such as trust region policy optimization (TRPO) (Schulman et al., 2015) and proximal policy op-
timization (PPO) (Schulman et al., 2017b), can be viewed as generalizations of NPG methods (Shani et al.,
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2019). In this paper, we pursue in-depth theoretical understanding about this popular class of methods —
in conjunction with entropy regularization to be introduced momentarily.
1.1 Background and motivation
Despite the enormous empirical success, the theoretical underpinnings of policy gradient type methods have
been severely limited even until recently, primarily due to the intrinsic non-concavity underlying the value
maximization problem of interest. To further exacerbate the situation, an abundance of problem instances
contain suboptimal policies residing in regions with flat curvatures (namely, vanishingly small gradients
and high-order derivatives) (Agarwal et al., 2019c). Such plateaus in the optimization landscape could, in
principle, be difficult to escape once entered, thereby necessitating a higher degree of exploration in order to
accelerate policy optimization.
In practice, a strategy that has been frequently adopted to encourage exploration and improve conver-
gence is to enforce entropy regularization (Williams and Peng, 1991; Mnih et al., 2016; Duan et al., 2016;
Haarnoja et al., 2017; Hazan et al., 2019; Vieillard et al., 2020; Xiao et al., 2019). By inserting an additional
penalty term to the objective function, this strategy penalizes policies that are not stochastic/exploratory
enough, in the hope of preventing a policy optimization algorithm from being trapped in an undesired local
region. Through empirical visualization, Ahmed et al. (2019) suggested that entropy regularization induces
a smoother landscape that allows for the use of larger learning rates, and hence, faster convergence. However,
the theoretical support for regularization-based policy optimization remained inadequate.
Motivated by this, a very recent line of work set out to elucidate, in a theoretically sound manner,
the efficiency of entropy-regularized policy gradient methods. Assuming access to exact policy gradients,
Agarwal et al. (2019c) and Mei et al. (2020) developed convergence guarantees for both unregularized and
regularized PG methods (with relative entropy regularization considered in Agarwal et al. (2019c) and en-
tropy regularization in Mei et al. (2020)). Encouragingly, both papers suggested the positive role of regular-
ization in guaranteeing faster convergence for the tabular setting. However, they fell short of explaining the
role of entropy regularization for other policy optimization algorithms like NPG methods — a goal we aim
to accomplish in this paper.
1.2 This paper
Motivated by the aforementioned theoretical progress in understanding PG methods (Agarwal et al., 2019c;
Mei et al., 2020), we seek to develop non-asymptotic convergence guarantees for entropy-regularized NPG
methods in conjunction with softmax parameterization. We focus attention on studying tabular discounted
Markov decision processes (MDPs), which is an important first step and a stepping stone towards demysti-
fying the effectiveness of policy optimization in more complex settings.
Settings. Consider a γ-discounted infinite-horizon MDP with state space S and action space A. As-
suming that exact policy evaluation is available, the update rule of entropy-regularized NPG with softmax
parameterization admits a simple update rule in the policy space (see Section 2 and Algorithm 1 for precise
descriptions)
π(t+1)(a|s) ∝
(
π(t)(a|s)
)1− ητ1−γ
exp
(
ηQπ
(t)
τ (s, a)
1− γ
)
(1)
for any (s, a) ∈ S × A, where τ > 0 is the regularization parameter, 0 < η ≤ 1−γτ is the learning rate, π
(t)
indicates the t-th policy iterate, and Qπ
(t)
τ is the regularized Q-function under policy π
(t) (to be defined in
(17)). In particular, by setting the learning rate to be η = 1−γτ , the update rule (1) coincides with the soft
policy iteration (SPI) algorithm studied in Haarnoja et al. (2017). This special case is singled out due to its
appealing convergence properties.
Our contributions. Our main contributions are summarized as follows, all of which are non-asymptotic
results. For simplicity of presentation, we adopt an orderwise language in the summary below, while the
precise forms of our results in fact contain no hidden constants.
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• Linear convergence of exact entropy-regularized NPG methods. We establish linear conver-
gence of entropy-regularized NPG methods for finding the optimal policy of the entropy-regularized
MDP, assuming access to exact policy evaluation. To yield an ǫ-optimal policy for the regularized
MDP, the algorithm (1) with η = 1−γτ needs no more than an order of
1
1− γ
log
(
1
ǫ
)
iterations, where we hide the factors that depend only logarithmically on salient problem parameters
(see Theorem 1). While this special choice of η enables the best convergence results, we complement
this result by developing a theory with more general learning rates 0 < η < 1−γτ : the algorithm still
enjoys similar linear convergence guarantees, except that (i) there is an additional term independent
of ǫ and (ii) the contraction rate depends on η (see Theorem 3).
• Linear convergence of approximate entropy-regularized NPG methods. We demonstrate
the stability of the regularized NPG method with η = 1−γτ even when the regularized Q-functions
of interest are only available approximately; this paves the way for future investigations that involve
finite-sample analysis. Informally speaking, the algorithm exhibits the same convergence rate as in the
exact gradient case until an error floor is hit, where the error floor scales linearly in the entrywise error
of the regularized Q-function estimates (see Theorem 2).
• Quadratic convergence in the small-ǫ regime. In the high accuracy regime where the target level
ǫ is very small, the algorithm (1) with η = 1−γτ converges super-linearly, in the sense that the iteration
complexity to reach ǫ-accuracy for the entropy-regularized MDP is at most on the order of
log log
(
1
ǫ
)
,
after entering a small local neighborhood surrounding the optimal policy. Here, we once again hide the
dependencies that are logarithmic on salient problem parameters (see Theorem 4 for precise results).
• Fast convergence to an ǫ-optimal policy w.r.t. the original MDP. We emphasize that all of
the above-mentioned results are concerned with optimization accuracy w.r.t. the entropy-regularized
value function rather than the original value function. To ensure convergence w.r.t. the original MDP
(which is the ultimate goal of our task), we propose to apply the entropy-regularized NPG method to a
slightly perturbed MDP, with the regularization parameter chosen in accordance with the target level
ǫ. This scheme is guaranteed to find an ǫ-optimal policy for the original MDP within an order of
1
1− γ
log
(
|S|
(1 − γ)2ǫ
)
iterations (see Theorem 5).
Comparisons with prior art. Agarwal et al. (2019c) proved that the unregularized NPG method with
softmax parameterization attains an ǫ-accuracy within O(1/ǫ) iterations (Agarwal et al., 2019c). In compar-
ison, our results assert that O(log(1/ǫ)) iterations suffice with the assistance of entropy regularization, which
hints at the potential benefit of entropy regularization in accelerating convergence of NPG methods. In
addition, it is helpful to compare our results with the state-of-the-art performance guarantees for PG meth-
ods with softmax parameterization, which were due to Agarwal et al. (2019c); Mei et al. (2020). Specifically,
Agarwal et al. (2019c) established the asymptotic convergence of unregularized PG methods with softmax pa-
rameterization, while an (asymptotic) iteration complexity of O(1/ǫ) was recently pinned down by Mei et al.
(2020) (here, we say this result is “asymptotic” since its dependency on other salient parameters like |S|, |A|
and 11−γ was not fully specified). In the presence of entropy regularization, Agarwal et al. (2019c) showed
that PG with relative entropy regularization and softmax parameterization enjoys an iteration complexity of
O(1/ǫ2), while Mei et al. (2020) showed that the entropy-regularized softmax PG method converges linearly
in an asymptotic sense. In contrast, our bound is fully non-asymptotic, delineating clear dependencies on
all salient problem parameters. See Tables 1-2 for a more quantitative comparison.
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Algorithm Without regularization With entropy regularization
Natural policy gradient methods
2
(1−γ)2ǫ
1
1−γ log
(∥∥ ρ
µ⋆τ
∥∥
∞
1
ǫ
)
Agarwal et al. (2019c) this work
Table 1: Non-asymptotic iteration complexities of exact NPG methods (under softmax parameterization)
to reach ǫ-accuracy, where ρ is the initial state distribution, and µ⋆τ is the stationary distribution of the MDP
under policy π⋆τ . These results contain no hidden constants.
Algorithm Without regularization With entropy regularization
Policy gradient methods
1
ǫ log
(
1
ǫ
)
Mei et al. (2020) Mei et al. (2020)
Natural policy gradient methods
1
ǫ log log
(
1
ǫ
)
Agarwal et al. (2019c) this work
Table 2: Asymptotic iteration complexities to reach ǫ-accuracy (i.e. achieving optimization accuracy V ⋆−
V π
(t)
≤ ǫ for the unregularized case and V ⋆τ − V
π(t)
τ ≤ ǫ for the regularized case), assuming exact policy
evaluation and softmax parameterization. Here, “asymptotic” means the results hold for small enough ǫ
and hide dependencies on other salient problem parameters (|S|, |A|, γ, τ). The results are only shown in an
orderwise sense.
1.3 Other related work
There has been a flurry of recent activities in studying theoretical behaviors of policy optimization meth-
ods. For example, Fazel et al. (2018); Jansch-Porto et al. (2020); Tu and Recht (2019); Zhang et al. (2019a);
Mohammadi et al. (2019) established the global convergence of policy optimization methods for a couple
of control problems; Bhandari and Russo (2019) identified structural properties that guarantee the global
optimality of PG methods without parameterization; Karimi et al. (2019) studied the convergence of PG
methods to an approximate first-order stationary point, and Zhang et al. (2019b) proposed a variant of PG
methods that converges to locally optimal policies leveraging saddle-point escaping algorithms in nonconvex
optimization. Beyond the tabular setting, the convergence of PG methods with function approximations has
been studied in Agarwal et al. (2019c); Wang et al. (2019); Liu et al. (2019). Cai et al. (2019) developed an
optimistic variant of NPG that incorporates linear function approximation. We do not elaborate on this
line of work since our focus is on understanding the performance of entropy-regularized NPG in the tabular
setting. We also do not elaborate on PG methods that involve sample-based estimates, since we primarily
consider exact gradients or black-box gradient estimators.
Regarding entropy regularization, Neu et al. (2017); Geist et al. (2019) provided unified views of entropy-
regularized MDPs from an optimization perspective by connecting them to algorithms such as mirror descent
(Nemirovsky and Yudin, 1983) and dual averaging (Nesterov, 2009). The soft policy iteration algorithm is
identified as a special case of entropy-regularized NPG, highlighting again the link between policy gradient
methods and soft Q-learning (Schulman et al., 2017a). The asymptotic convergence of soft policy iteration
was established in Haarnoja et al. (2017), which fell short of providing explicit convergence rate guarantees.
Mei et al. (2020) showed that the sub-optimality gap of soft policy iteration is small if the policy improvement
is small in consecutive iterations. Additionally, we note that the entropy-regularized NPG method with
general learning rates is closely related to TRPO in the tabular setting (see Shani et al. (2019)). Recently,
Shani et al. (2019) showed that TRPO converges with an iteration complexity O(1/ǫ) in entropy-regularized
MDPs, which is outperformed by our convergence rate guarantees for entropy-regularized NPG methods.
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1.4 Notation
Denote by ∆(S) (resp. ∆(A)) the probability simplex over the set S (resp. A). When scalar functions such
as | · |, exp(·) and log(·) are applied to vectors, they should be understood as being applied in an entry-wise
fashion. For instance, given any vector z = [zi]1≤i≤n ∈ R
n, the notation | · | denotes |z| := [|zi|]1≤i≤n; other
functions are defined analogously. Given two probability distributions π1 and π2 over A, we denote the
Kullback-Leibler (KL) divergence as KL(π1 ‖ π2) :=
∑
a∈A π1(a) log
π1(a)
π2(a)
. For any vectors z = [zi]1≤i≤n and
w = [wi]1≤i≤n, the notation z ≥ w (resp. z ≤ w) means zi ≥ wi (resp. zi ≤ wi) for all 1 ≤ i ≤ n. Given two
probability distributions p and q over S, we denote
∥∥p
q
∥∥
∞
= maxs∈S
p(s)
q(s) and
∥∥ 1
q
∥∥
∞
= maxs∈S
1
q(s) .
2 Model and algorithms
2.1 Problem settings
Markov decision processes. The current paper studies a discounted Markov decision process (MDP)
(Puterman, 2014) denoted byM = (S,A, P, r, γ), where S is the state space, A is the action space, γ ∈ (0, 1)
indicates the discount factor, P : S × A 7→ ∆(S) is the transition kernel, and r : S × A 7→ [0, 1] stands for
the reward function.1 To be more specific, for each state-action pair (s, a) ∈ S × A and any state s′ ∈ S,
we denote by P (s′|s, a) the transition probability from state s to state s′ when action a is taken, and
r(s, a) the instantaneous reward received in state s due to action a. A policy π : S 7→ ∆(A) represents a
(randomized) action selection rule, namely, π(a|s) specifies the probability of executing action a in state s
for each (s, a) ∈ S ×A.
Value functions and Q-functions. For any given policy π, we denote by V π : S 7→ R the corresponding
value function, namely, the expected discounted cumulative reward with an initial state s0 = s, given by
∀s ∈ S : V π(s) := E
[
∞∑
t=0
γtr(st, at)
∣∣ s0 = s
]
, (2)
where the action at ∼ π(·|st) follows the policy π and st+1 ∼ P (·|st, at) is generated by the MDP M for all
t ≥ 0. We also overload the notation V π(ρ) to indicate the expected value function of a policy π when the
initial state is drawn from a distribution ρ over S, namely,
V π(ρ) := Es∼ρ [V
π(s)] . (3)
Additionally, the Q-function Qπ : S × A 7→ R of a policy π — namely, the expected discounted cumulative
reward with an initial state s0 = s and an initial action a0 = a — is defined by
∀(s, a) ∈ S ×A : Qπ(s, a) := E
[
∞∑
t=0
γtr(st, at)
∣∣ s0 = s, a0 = a
]
, (4)
where the action at ∼ π(·|st) follows the policy π for all t ≥ 1, and st+1 ∼ P (·|st, at) is generated by the
MDP M for all t ≥ 0.
Discounted state visitation distributions. A type of marginal distributions — commonly dubbed as
discounted state visitation distributions — plays a pivotal role in our theoretical development. To be specific,
the discounted state visitation distribution dπs0 of a policy π given the initial state s0 ∈ S is defined by
∀s ∈ S : dπs0 (s) := (1− γ)
∞∑
t=0
γtP(st = s | s0), (5)
1For the sake of simplicity, we assume throughout that the reward is bounded in [0, 1]. Our results can be generalized in a
straightforward manner to other ranges of bounded rewards.
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where the trajectory (s0, s1, · · · ) is generated by the MDP M under policy π starting from state s0. In
words, dπs0 (·) captures the state occupancy probabilities when each state visitation is properly discounted
depending on the time stamp. Further, for any distribution ρ over S, we define the distribution dπρ as follows
∀s ∈ S : dπρ (s) := Es0∼ρ
[
dπs0(s)
]
, (6)
which describes the discounted state visitation distribution when the initial state s0 is randomly drawn from
a prescribed initial distribution ρ.
Softmax parameterization. It is common practice to parameterize the class of feasible policies in a way
that is amenable to policy optimization. The focal point of this paper is softmax parameterization — a
widely adopted scheme which naturally ensures that the policy lies in the probability simplex. Specifically,
for any θ : S ×A → R (called “logic values”), the corresponding softmax policy πθ is generated through the
softmax transform
πθ := softmax(θ) or ∀(s, a) ∈ S ×A : πθ(a|s) :=
exp(θ(s, a))∑
a′∈A exp(θ(s, a
′))
. (7)
In what follows, we shall often abuse the notation to treat πθ and θ as vectors in R
|S||A|, and suppress the
subscript θ from πθ, whenever it is clear from the context.
Entropy-regularized value maximization. To promote exploration and discourage premature conver-
gence to suboptimal policies, a widely used strategy is entropy regularization, which searches for a policy
that maximizes the following entropy-regularized value function
V πτ (ρ) := V
π(ρ) + τ · H(ρ, π). (8)
Here, the quantity τ ≥ 0 denotes the regularization parameter, and H(ρ, π) stands for a sort of discounted
entropy defined as follows
H(ρ, π) := E
s0∼ρ,at∼π(·|st),
st+1∼P (·|st,at),∀t≥0
[
∞∑
t=0
−γt log π(at|st)
]
=
1
1− γ
Es∼dπρ
[∑
a∈A
π(a|s) log
1
π(a|s)
]
. (9)
Equivalently, V πτ can be viewed as the value function of π by adjusting the instantaneous reward to be
∀(s, a) ∈ S ×A : rτ (s, a) := r(s, a) − τ log π(a|s). (10)
We also define V πτ (s) analogously when the initial state is fixed to be any given state s ∈ S.
Optimal policies and stationary distributions. Denote by π⋆ (resp. π⋆τ ) the policy that maximizes
the value function (resp. regularized value function with regularization parameter τ), and let V ⋆ (resp. V ⋆τ )
represent the resulting optimal value function (resp. regularized value function). Importantly, the optimal
policies π⋆ and π⋆τ of the MDP do not depend on the initial distribution ρ (Mei et al., 2020). A simple yet
crucial connection between π⋆ and π⋆τ can be demonstrated through the following sandwich bound
2
V π
⋆
τ (ρ) ≤ V π⋆(ρ) ≤ V π
⋆
τ (ρ) +
τ
1− γ
log |A|. (11)
The key message is that: the optimal policy π⋆τ of the regularized problem could also be nearly optimal in
terms of the unregularized value function, as long as the regularization parameter τ is set sufficiently small.
2To see this, invoke the optimality of pi⋆τ and the elementary entropy bound 0 ≤ H(ρ, pi) ≤
1
1−γ
log |A| to obtain
V π
⋆
τ (ρ) + τ
1−γ
log |A| ≥ V π
⋆
τ (ρ) + τH(ρ, pi⋆τ ) = V
⋆
τ (ρ) ≥ V
π⋆
τ (ρ) ≥ V
π⋆ (ρ).
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Additionally, we shall isolate an important distribution that occurs multiple times in our theory and
analysis, that is, the stationary distribution over S of the MDPM under policy π⋆τ , denoted by µ
⋆
τ ∈ ∆(S).
It is straightforward to verify the following basic property
d
π⋆τ
µ⋆τ
= µ⋆τ , (12)
given that the state visitation distribution remains unchanged if the initial state is already in this steady
state. Throughout this paper, we assume that mins µ
⋆
τ (s) > 0.
2.2 Algorithm: NPG methods with entropy regularization
Natural policy gradient methods. Towards computing the optimal policy (in the parameterized form),
perhaps the first strategy that comes into mind is to run gradient ascent w.r.t. the parameter θ until conver-
gence — a first-order method commonly referred to as the policy gradient (PG) algorithm (e.g. Sutton et al.
(2000)). In contrast, the natural policy gradient (NPG) method (Kakade, 2002) adopts a pre-conditioned
gradient update rule
θ ← θ + η
(
Fθρ
)†
∇θV
πθ(ρ), (13)
in the hope of searching along a direction independent of the policy parameterization in use. Here, η is the
learning rate or stepsize, Fθρ denotes the Fisher information matrix given by
Fθρ := E
s∼d
πθ
ρ ,a∼πθ(·|s)
[(
∇θ log πθ(a|s)
)(
∇θ log πθ(a|s)
)⊤]
, (14)
and we use B† to indicate the Moore-Penrose pseudoinverse of a matrix B. It has been understood that
the NPG method essentially attempts to monitor/control the policy changes approximately in terms of the
Kullback-Leibler (KL) divergence (see e.g. Schulman et al. (2015, Section 7)).
NPG methods with entropy regularization. Equipped with entropy regularization, the NPG update
rule can be written as
θ ← θ + η
(
Fθρ
)†
∇θV
πθ
τ (ρ), (15)
where Fθρ is defined in (14) and V
π
τ (ρ) is defined in (8). Under softmax parameterization, this update
rule admits a fairly simple form in the policy space (see Appendix A.1 for detailed derivations), which,
interestingly, is invariant to the choice of ρ. More precisely, letting θ(t) denote the t-th iterate and π(t) =
softmax(θ(t)) the associated policy, the entropy-regularized NPG updates satisfy
π(t+1)(a|s) =
1
Z(t)(s)
(
π(t)(a|s)
)1− ητ1−γ exp(ηQπ(t)τ (s, a)
1− γ
)
, (16)
where Z(t)(s) =
∑
a′
(
π(t)(a′|s)
)1− ητ1−γ exp ( η1−γQπ(t)τ (s, a′)) is the normalization factor, and the regularized
Q-function Qπτ of a policy π, also known as the soft Q-function, is defined as
Qπτ (s, a) := r(s, a) + γEs′∼P (·|s,a)
[
V πτ (s
′)
]
. (17)
This can alternatively be viewed as an instantiation/variant of the trust region policy optimization (TRPO)
algorithm (see (Schulman et al., 2015; Shani et al., 2019)). As an important special case, the update rule
(16) reduces to
π(t+1)(·|s) =
1
Z(t)(s)
exp
(Qπ(t)τ (s, ·)
τ
)
when η =
1− γ
τ
(18)
for some normalization factor Z(t)(s). The procedure (18) can be interpreted as a “soft” version of the
classical policy iteration algorithm (Bertsekas, 2017) (as it employs a softmax function to approximate the
max operator), and is often dubbed as soft policy iteration (SPI) (see (Haarnoja et al., 2018, Section 4.1)).
To simplify notation, we shall use V
(t)
τ , Q
(t)
τ and d
(t)
ρ throughout to denote V π
(t)
τ , Q
π(t)
τ and d
π(t)
ρ , respec-
tively. The complete procedure is summarized in Algorithm 1.
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Algorithm 1: Entropy-regularized NPG with exact policy evaluation
1 inputs: learning rate η, number of iterations T , initialization π(0).
2 for t = 0, 1, · · · , T do
3 Compute the regularized Q-function Q
(t)
τ (defined in (17)) of policy π(t).
4 Update the policy:
∀(s, a) ∈ S ×A : π(t+1)(a|s) =
1
Z(t)(s)
(
π(t)(a|s)
)1− ητ1−γ exp(ηQ(t)τ (s, a)
1− γ
)
, (19)
where Z(t)(s) =
∑
a′∈A
(
π(t)(a′|s)
)1− ητ1−γ exp (ηQ(t)τ (s,a′)1−γ ).
2.3 A warm-up example: the bandit case
Inspired by Schulman et al. (2017a); Mei et al. (2020), we look at a toy example — the bandit case — before
proceeding to study general MDPs. To be more precise, this is concerned with an MDP with only a single
state and discount factor γ = 0. Despite its simplicity, the exposition of this example sheds light upon the
convergence behavior of the regularized NPG methods of interest.
In this single-state example with γ = 0, the aim reduces to computing a policy πθ : A 7→ ∆(A) that
solves the following optimization problem
maximize
θ
E
a∼πθ
[
r(a) − τ log πθ(a)
]
, (20)
where r(a) is the instantaneous reward of taking action a (i.e. pulling arm a in the bandit language). As
demonstrated in Mei et al. (2020, Proposition 1), this toy case is already non-concave and hence nontrivial
to solve. As it turns out, direct calculation reveals that the optimal policy of (20) is given by
π⋆τ = softmax(r/τ), (21)
which is in general a randomized policy. When applied to this example, the entropy-regularized NPG update
rule (19) simplifies to (up to normalization)
π(t+1)(a) ∝ π(t)(a) exp
(
ηr(a) − ητ log π(t)(a)
)
=
(
π(t)(a)
)1−ητ
exp
(
ηr(a)
)
, (22)
with η the learning rate. The following proposition, whose proof is fairly elementary and can be found in
Appendix B, reveals that the above procedure converges (at least) linearly to the optimal policy π⋆τ .
Proposition 1 (The bandit case). The algorithm (22) converges linearly to π⋆τ (cf. (21)) in an entrywise
fashion, namely, ∥∥ log π(t) − log π⋆τ∥∥∞ ≤ 2(1− τη)t∥∥ log π(0) − log π⋆τ∥∥∞.
While this result concentrates only on a toy example, it hints at the potential capability of entropy-
regularized NPG methods in achieving rapid convergence. In particular, by setting the learning rate to be
η = 1/τ , the algorithm converges in a single iteration. This special choice corresponds to the SPI update
(18), which will be singled out in our general theory due to its appealing convergence properties.
3 Main results
Given its appealing convergence behavior when applied to the preceding warm-up example, it is natural to
ask whether the entropy-regularized NPG method is fast-convergent for more general MDPs. This section
answers this question in the affirmative.
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3.1 Entropy-regularized NPG with η = 1−γ
τ
(soft policy iteration)
In the bandit example, we have seen that setting the learning rate as η = 1/τ leads to convergence in 1
iteration. Motivated by this observation, we start by investigating the NPG update rule with a learning rate
η = (1− γ)/τ , a.k.a. soft policy iteration. We remind the reader of the concise update rule in (18).
Exact entropy-regularized NPG methods. First of all, we study the convergence behavior of soft
policy iteration (18) assuming access to exact policy evaluation in every iteration (namely, we assume the
soft Q-function Q
(t)
τ can be evaluated accurately in all t). Remarkably, this algorithm converges (at least)
linearly — in terms of computing both the optimal regularized value function V ⋆τ and the associated log
policy log π⋆τ — as asserted by the following theorem.
3 The proof of this result is provided in Section 4.2.
Theorem 1 (Linear convergence of exact regularized NPG with η = 1−γτ ). Consider the entropy-regularized
NPG method with a learning rate η = 1−γτ (or SPI), namely, (18). The number of iterations needed to yield
V ⋆τ (ρ)− V
(t)
τ (ρ) ≤ ǫ is at most
1
1− γ
log
(∥∥∥∥ ρµ⋆τ
∥∥∥∥
∞
V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ⋆τ )
ǫ
)
. (23)
In addition, the number of iterations needed to achieve
∥∥log π(t+1) − log π⋆τ∥∥∞ ≤ 2ǫ is at most
1
1− γ
log
(∥∥∥∥ 1µ⋆τ
∥∥∥∥
∞
γ
(
V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ⋆τ )
)
ǫτ
)
. (24)
Notably, Theorem 1 is stated in a completely non-asymptotic form with no hidden constants. In truth,
we have shown that the contraction factor of soft policy iteration (which is γ) coincides with that of policy
iteration (Puterman, 2014) — and, interestingly, independent of the choice of the regularization parameter
τ . In general, the effect of the “distribution mismatch” between ρ and µ⋆τ upon the iteration complexity
is at most logarithmic, thus guaranteeing fast convergence almost regardless of the prescribed distribution
ρ. If the initial distribution ρ is set to be the stationary distribution µ⋆τ of M under policy π
⋆
τ , we have
ρ = d
π⋆τ
ρ , thus leading to the fastest rate according to (23). Moreover, by setting ρ as a singleton distribution
for each state s ∈ S, (23) can be translated into an ℓ∞ guarantee for the regularized value function, namely,
the number of iterations needed to yield
∥∥V ⋆τ − V (t)τ ∥∥∞ ≤ ǫ is at most
1
1− γ
log
(∥∥∥∥ 1µ⋆τ
∥∥∥∥
∞
V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ⋆τ )
ǫ
)
.
In addition, the iteration complexity (24) w.r.t. log policies is independent of ρ, which clearly makes sense
given the invariance of the update rule (18) to ρ.
Remark 1. In fact, our analysis immediately delivers a similar convergence guarantee for a type of policy
updates used in conservative policy iteration (CPI) (Kakade and Langford, 2002). The interested readers are
referred to Appendix F for details.
Approximate entropy-regularized NPG methods. There is no shortage of scenarios where the soft
Q-function Q
(t)
τ (s, a) is available only in an approximation fashion, e.g. the cases when the value function
has to be evaluated in sample-starved environments. To account for the inexactness of policy evaluation, we
extend our theory to accommodate the following approximate update rule
π(t+1)(·|s) ∝ exp
(
Q̂(t)τ (s, ·)/τ
)
, where
∥∥∥Q̂(t)τ −Q(t)τ ∥∥∥
∞
≤ δ (25)
3Here and throughout, we shall, for simplicity of presentation, write the iteration complexity of an algorithm as T rather
than max{T, 0} even when T < 0, as long as it is clear from the context.
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for all s ∈ S and t ≥ 0, where δ is some quantity employed to model the size of approximation errors.
Here, we do not specify the estimator for the soft Q-function (as long as it produces an entrywise faithful
estimate), thus allowing one to plug in both model-based and model-free value function estimators designed
for a variety of sampling mechanisms (e.g. Azar et al. (2013); Li et al. (2020b)). Encouragingly, the algorithm
(25) is robust vis-a`-vis the inexactness of value function estimates, as it still converges linearly until an error
floor is hit. This is formalized in the following theorem, with the proof postponed to Section 4.3.
Theorem 2 (Linear convergence of approximate regularized NPG with η = 1−γτ ). The number of iterations
needed for the algorithm (25) to reach
V ⋆τ (ρ)− V
(t)
τ (ρ) ≤
ǫ
2
+
∥∥∥∥ ρµ⋆τ
∥∥∥∥
∞
2δ
(1 − γ)2
is at most
1
1− γ
log
(
2
∥∥∥∥ ρµ⋆τ
∥∥∥∥
∞
V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ⋆τ )
ǫ
)
. (26)
As implied by this theorem, in order to reach ǫ-accuracy (i.e. V ⋆τ (ρ) − V
(t)
τ (ρ) ≤ ǫ), it suffices to ensure
the ℓ∞ error of the soft-Q function estimates satisfies
δ ≤
(1− γ)2ǫ
4
∥∥∥∥ ρµ⋆τ
∥∥∥∥−1
∞
.
In addition, a closer inspection of the proof reveals that the above restriction on δ (which is currently assumed
to hold for every iteration) might be further relaxed if we allow δ to be chosen adaptively in each iteration
(25); we omit the discussion of this aspect for the sake of conciseness.
3.2 Entropy-regularized NPG with general learning rates
We now move on to the case with more general learning rates 0 < η ≤ 1−γτ . Our finding is that the entropy-
regularized NPG still converges linearly (with the convergence rate depending on the choice of the learning
rate), with an additional cost that might become amortized over time.
To formally state our result, let us first introduce the following quantity
Cgeneral :=
12C
ητ
1−γ max
{
− log
(
1− ητ1−γ
)
, 1
} , (27)
with C := γτ
∥∥V ⋆τ − V (0)τ ∥∥1 + ∥∥∥log softmax(Q(0)τ /τ)π(0) ∥∥∥∞. With this quantity in place, we are ready to present the
convergence result for exact entropy-regularized NPG, whose proof is postponed to Appendix D.
Theorem 3 (Linear convergence of exact regularized NPG with general learning rates). Consider the
entropy-regularized NPG method (19) with any learning rate 0 < η ≤ 1−γτ . The number of iterations
needed to achieve V ⋆τ (ρ)− V
(t)
τ (ρ) ≤ ǫ is at most
Cgeneral +
3
ητ
log
(∥∥∥∥ ρµ⋆τ
∥∥∥∥
∞
V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ⋆τ )
ǫ
)
, (28)
and the number of iterations needed to reach
∥∥log π(t) − log π⋆τ∥∥∞ ≤ ǫ is at most
Cgeneral +
log (C/ǫ)
− log
(
1− ητ1−γ
) + 3
ητ
log
 γ
∥∥∥ 1µ⋆τ ∥∥∥∞
1−
(
1− ητ1−γ
)
exp
(
1
3ητ
) V ⋆τ (µ⋆τ )− V (0)τ (µ⋆τ )τǫ
 . (29)
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Both iteration complexities (28) and (29) are composed of two parts: the first term Cgeneral — which
vanishes when η = (1 − γ)/τ — is independent of the target accuracy ǫ, while the remaining terms reflect
the behavior of linear convergence similar to Theorem 1. The rate of convergence is the smallest when
η = (1− γ)/τ (modulo the logarithmic term). In comparison, Mei et al. (2020, Theorem 6) proved that the
entropy-regularized policy gradient method achieves4
V ⋆τ (ρ)− V
(t)
τ (ρ) ≤
1 + τ log |A|
(1− γ)2
∥∥∥∥1ρ
∥∥∥∥
∞
exp
− (1− γ)4t
(8/τ + 4 + 8 log |A|)|S|
∥∥∥∥∥d
π⋆ρ
ρ
ρ
∥∥∥∥∥
−1
∞
inf
0≤k≤t
min
s,a
π(k)(a|s)
 , (30)
and they further showed that infk≥0mins,a π
(k)(a|s) is, asymptotically, non-vanishing in t. It remains unclear,
however, how inft≥0mins,a π
(t)(a|s) scales with other salient parameters like (|S|, |A|, 11−γ ,
1
τ ) that might all
be potentially large. In contrast, our convergence guarantees for entropy-regularized NPG are fully non-
asymptotic, unveiling concrete dependencies on all problem parameters.
3.3 Quadratic convergence in the small-ǫ regime
Somewhat remarkably, the regularized NPG method with η = 1−γτ achieves super-linear convergence in
computing V ⋆τ , once the algorithm enters a sufficiently small local neighborhood surrounding the optimizer.
This is made precise in the following theorem, with the proof deferred to Section E.
Theorem 4 (Quadratic convergence of exact regularized NPG). Suppose that the algorithm (18) with η =
1−γ
τ (or SPI) starts with a point obeying
V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ
⋆
τ ) ≤
τ
2γ
∥∥∥∥ 1µ⋆τ
∥∥∥∥−1
∞
min
{
1,
1− γ
3γ
}
. (31)
Then for all t ≥ 0 one has
V ⋆τ (µ
⋆
τ )− V
(t)
τ (µ
⋆
τ ) ≤
(1− γ)τ
4γ2
∥∥∥∥ 1µ⋆τ
∥∥∥∥−1
∞
(
4γ2
(1 − γ)τ
∥∥∥∥ 1µ⋆τ
∥∥∥∥
∞
(
V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ
⋆
τ )
))2t
.
In other words, Theorem 4 tells us that: in the high-accuracy regime with target accuracy
ǫ ≤
τ
2γ
∥∥∥∥ ρµ⋆τ
∥∥∥∥
∞
∥∥∥∥ 1µ⋆τ
∥∥∥∥−1
∞
min
{
1,
1− γ
3γ
}
,
the iteration complexity for SPI to yield ǫ-accuracy is at most on the order of
log log
(
(1− γ)τ
4γ2
∥∥∥∥ 1µ⋆τ
∥∥∥∥−1
∞
∥∥∥∥ ρµ⋆τ
∥∥∥∥
∞
1
ǫ
)
(32)
after entering the region specified in (31). This uncovers the extremely rapid convergence of regularized NPG
methods — an appealing convergence guarantee that is previously rarely available for the policy gradient
types of algorithms. It is worth emphasizing, however, that this quadratic convergence result is stated in
terms of the convergence to the soft value function V ⋆τ as opposed to the original unregularized version V
⋆.
3.4 Computing an ǫ-optimal policy for the original MDP
Thus far, we have established an intriguing convergence behavior of the entropy-regularized NPG method.
However, caution needs to be exercised when interpreting the efficacy of this method: all preceding theorems
are concerned with convergence to the optimal regularized value function V ⋆τ , as opposed to finding the true
optimal value function V ⋆ — which is often the ultimate goal. Fortunately, by choosing the regularization
4Here, we have assumed the exact policy gradient is computed with respect to V
(t)
τ (ρ).
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parameter τ to be sufficiently small (in accordance with the target accuracy level ǫ), we can guarantee that
V ⋆τ ≈ V
⋆, thus ensuring the relevance and applicability of our results for solving the original MDP.
One caveat remains, though: our convergence guarantees are dictated by the properties of µ⋆τ , whose
dependency on τ is not yet well understood. Ideally, one would hope that 1mins µ⋆τ (s)
= poly(|S|, |A|, 11−γ ,
1
τ )
(namely, 1mins µ⋆τ (s)
does not undergo an exponential blowup), so that this will only affect our iteration
complexity by some logarithmic factor. In general, however, it is unclear how to preclude an exponential
blowup of 1mins µ⋆τ (s)
for generic MDPs. To circumvent this caveat, we propose to apply the regularized NPG
method to a slightly perturbed MDP, which in turn results in a policy that is ǫ-optimal for the original MDP.
Perturbed MDP. Construct an auxiliary MDPMp = (S,A, Pp, r, γ) by perturbing the probability tran-
sition kernel of the originalM as follows
∀s, a, s′ ∈ S ×A× S : Pp(s
′|s, a) = (1− ξ)P (s′|s, a) +
1
|S|
ξ, (33)
where ξ > 0 is some small quantity to be determined shortly. We propose to apply the regularized NPG
method with η = 1−γτ to solveMp, namely,
π(t+1)(·|s) ∝ exp
(
Q(t)τ,p(s, ·)/τ
)
, t ≥ 0 (34)
for any s ∈ S, where Q
(t)
τ,p := Qπ
(t)
τ,p with Q
π
τ,p denoting the soft Q-function of policy π in Mp. In order to
ensure the near-optimality of the resulting policy estimate without compromising convergence rates, we need
to choose the two algorithmic parameters τ and ξ properly. Our choices are:
τ =
(1 − γ)ǫ
8 log |A|
and ξ =
ǫ2(1− γ)5
32
. (35)
Theoretical guarantees. Encouragingly, the above algorithm enables fast convergence to a policy that
is near-optimal for the original MDP, as asserted by the following theorem, with the proof provided in
Appendix G.
Theorem 5. Consider any 0 < ǫ ≤ 11−γ . The SPI algorithm (34) applied to the perturbed MDP with the
parameters (35) achieves ‖V ⋆ − V π
(t)
‖∞ ≤ ǫ for any t obeying
t ≥
3
1− γ
log
(
6|S|
(1− γ)2ǫ
)
.
The above theorem delivers a clean iteration complexity bound for computing an ǫ-optimal policy for
the original MDP. Intuitively, picking a polynomially small ξ effectively avoids an exponential explosion of
1
mins µ⋆τ (s)
, while retaining the closeness ofM andMp. All this is made possible by the fast global convergence
of the entropy-regularized NPG method.
4 Analysis
4.1 Main pillars for the convergence analysis
Two key lemmas. Before proceeding to the proof, we single out two lemmas that provide the main pillars
for our theoretical development. The first one is a sort of ascent lemma, which quantifies the progress made
over each iteration — measured in terms of the regularized value function.
Lemma 1 (Performance improvement). Suppose that 0 < η ≤ (1− γ)/τ . For any distribution ρ, one has
V (t+1)τ (ρ)− V
(t)
τ (ρ) = E
s∼d
(t+1)
ρ
[(
1
η
−
τ
1− γ
)
KL
(
π(t+1)(·|s)
∥∥ π(t)(·|s)) + 1
η
KL
(
π(t)(·|s)
∥∥π(t+1)(·|s))] .
(36)
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Proof. See Appendix C.1.
In a nutshell, Lemma 1 asserts that each iteration of the entropy-regularized NPG is guaranteed to
improve the value function estimates (in the regularized form), with the improvement depending on the KL
divergence between the current policy π(t) and the updated policy π(t+1). Interestingly, this type of KL
divergence can be further employed to bound the sub-optimality gap for each iteration, as stated below.
Lemma 2 (Sub-optimality gap). Suppose that 0 < η ≤ (1− γ)/τ . For any distribution ρ, one has
V ⋆τ (ρ)− V
(t)
τ (ρ) ≤ ζ
(t)D(t)(ρ),
where
D(t)(ρ) := E
s∼d
π⋆τ
ρ
[(
1
η
−
τ
1− γ
)
KL
(
π(t+1)(·|s)
∥∥π(t)(·|s))+ 1
η
KL
(
π(t)(·|s)
∥∥π(t+1)(·|s))] , (37a)
ζ(t) := 1 +
(
1− γ
2τη
−
1
2
)
exp
(
1− γ
ητ
∥∥ log π(t+1) − log π(t)∥∥
∞
)
. (37b)
Proof. See Appendix C.2.
In words, Lemma 2 formalizes the connection between the sub-optimality gap (with respect to the optimal
regularized value function) and the proximity of the two consecutive policy iterates. As reflected by this
lemma, if the current and the updated policies do not differ by much (which indicates that the algorithm
might be close to convergence), then the current estimate of the regularized value function is close to optimal.
It is worth pointing out that D(t)(ρ) resembles the right-hand side of (36), except that s is drawn from a
different distribution.
A key contraction property. The importance of the above two lemmas is made apparent by the following
contraction property — a core ingredient of the convergence analysis:
V ⋆τ (ρ)−V
(t+1)
τ (ρ) = V
⋆
τ (ρ)− V
(t)
τ (ρ) +
(
V (t)τ (ρ)− V
(t+1)
τ (ρ)
)
(i)
= V ⋆τ (ρ)− V
(t)
τ (ρ)− E
s∼d
(t+1)
ρ
[(
1
η
−
τ
1− γ
)
KL
(
π(t+1)(·|s)
∥∥π(t)(·|s)) + 1
η
KL
(
π(t)(·|s)
∥∥π(t+1)(·|s))]
(ii)
≤ V ⋆τ (ρ)− V
(t)
τ (ρ)−
∥∥∥∥∥ d
π⋆τ
ρ
d
(t+1)
ρ
∥∥∥∥∥
−1
∞
D(t)(ρ)
(iii)
≤ V ⋆τ (ρ)− V
(t)
τ (ρ)−
1
ζ(t)
∥∥∥∥∥ d
π⋆τ
ρ
d
(t+1)
ρ
∥∥∥∥∥
−1
∞
(
V ⋆τ (ρ)− V
(t)
τ (ρ)
)
=
1− 1
ζ(t)
∥∥∥∥∥ d
π⋆τ
ρ
d
(t+1)
ρ
∥∥∥∥∥
−1
∞
(V ⋆τ (ρ)− V (t)τ (ρ)) , (38)
which holds true for any 0 < η ≤ (1 − γ)/τ . Here, (i) arises from Lemma 1, (ii) employs the pre-factor∥∥dπ⋆τρ /d(t+1)ρ ∥∥−1∞ to accommodate the change of distributions, whereas (iii) follows from Lemma 2. This
contraction property enables fast global convergence of the entropy-regularized NPG method, despite the
non-concave nature of the optimization landscape.
4.2 Analysis of exact regularized NPG with η = 1−γ
τ
(Theorem 1)
For ease of exposition, this subsection concentrates on soft policy iteration (namely, η = (1 − γ)/τ) with
exact policy evaluation (so that the regularized NPG update rule can be computed with no errors), with the
analysis of more general cases deferred to Appendix D.
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Step 1: a simplified contraction property. A crucial observation that simplifies the analysis is
ζ(t) = 1, when η =
1− γ
τ
, (39)
which in turn uncovers a simpler form of the contraction property
V ⋆τ (ρ)− V
(t+1)
τ (ρ) ≤
1− ∥∥∥∥∥ d
π⋆τ
ρ
d
(t+1)
ρ
∥∥∥∥∥
−1
∞
(V ⋆τ (ρ)− V (t)τ (ρ)) . (40)
Combining this observation with the fact d
(t+1)
ρ ≥ (1− γ)ρ (a direct consequence of the definition (5)) yields
V ⋆τ (ρ)− V
(t+1)
τ (ρ) ≤
1− (1− γ)∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
−1
∞
(V ⋆τ (ρ)− V (t)τ (ρ)) . (41)
Step 2: linear convergence when ρ = µ⋆τ . Specializing ρ to be the stationary distribution µ
⋆
τ of the
MDP under policy π⋆τ and invoking the basic property (12), we can simplify (41) as follows
V ⋆τ (µ
⋆
τ )− V
(t+1)
τ (µ
⋆
τ ) ≤ (1− (1 − γ))
(
V ⋆τ (µ
⋆
τ )− V
(t)
τ (µ
⋆
τ )
)
= γ
(
V ⋆τ (µ
⋆
τ )− V
(t)
τ (µ
⋆
τ )
)
, (42)
thus indicating that
V ⋆τ (µ
⋆
τ )− V
(t)
τ (µ
⋆
τ ) ≤ γ
t
(
V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ
⋆
τ )
)
. (43)
Step 3: linear convergence for general ρ. Recognizing the following elementary inequality regarding
change of distributions
V ⋆τ (ρ)− V
(t)
τ (ρ) ≤
∥∥∥∥ ρµ⋆τ
∥∥∥∥
∞
(
V ⋆τ (µ
⋆
τ )− V
(t)
τ (µ
⋆
τ )
)
(which relies on the fact V ⋆τ (s) ≥ V
(t)
τ (s) for all s ∈ S), we can straightforwardly invoke (43) to derive
V ⋆τ (ρ)− V
(t)
τ (ρ) ≤
∥∥∥∥ ρµ⋆τ
∥∥∥∥
∞
γt
(
V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ
⋆
τ )
)
≤
∥∥∥∥ ρµ⋆τ
∥∥∥∥
∞
e−(1−γ)t
(
V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ
⋆
τ )
)
. (44)
This immediately gives rise to the claim (23) in Theorem 1. As an immediate consequence,
∀(s, a) ∈ S ×A : V (∞)τ (s) = V
⋆
τ (s) and Q
(∞)
τ (s, a) = Q
⋆
τ (s, a) (45)
hold as long as mins µ
⋆
τ (s) > 0 (by replacing ρ in (44) with each s ∈ S above and sending t to ∞).
Step 4: convergence of log policies. Given that π(t+1)(·|s) ∝ exp
(
Q
(t)
τ (s, ·)/τ
)
and π⋆τ (·|s) ∝ exp
(
Q⋆τ (s, ·)/τ
)
(cf. Nachum et al. (2017, Eqn. (12))), it follows from an elementary property of the softmax function (see
(59) in Appendix A.2) that
‖ logπ(t+1) − log π(t)‖∞ ≤
2
τ
∥∥∥Q(t)τ −Q(t−1)τ ∥∥∥
∞
, ‖ log π⋆ − log π(∞)‖∞ ≤
2
τ
∥∥∥Q⋆τ −Q(∞)τ ∥∥∥
∞
= 0, (46)
where the last identity comes from (45). In addition, expanding Q
(t+1)
τ and Q
(t)
τ gives∥∥∥Q(t+1)τ −Q(t)τ ∥∥∥
∞
= γ max
(s,a)∈S×A
∣∣∣Es′∼P (·|s,a) [V (t+1)τ (s′)− V (t)τ (s′)]∣∣∣
≤ γ
∥∥∥∥1ρ
∥∥∥∥
∞
(
V (t+1)τ (ρ)− V
(t)
τ (ρ)
)
, (47)
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where the first equality follows from the definition (17), and the change of distributions claimed in the
second inequality relies on the monotonicity fact that V
(t+1)
τ (s) ≥ V
(t)
τ (s) for all s ∈ S (in view of Lemma
1). Invoking the triangle inequality then gives
∥∥ log π⋆τ − log π(t+1)∥∥∞ ≤ ∥∥ log π⋆τ − log π(∞)∥∥∞ + ∞∑
k=t+1
∥∥ log π(k+1) − log π(k)∥∥
∞
≤ 0 +
2
τ
∞∑
k=t
∥∥∥Q(k+1)τ −Q(k)τ ∥∥∥
∞
≤
2γ
τ
∥∥∥∥1ρ
∥∥∥∥
∞
∞∑
k=t
(
V (k+1)τ (ρ)− V
(k)
τ (ρ)
)
=
2γ
τ
∥∥∥∥1ρ
∥∥∥∥
∞
(
V∞τ (ρ)− V
(t)
τ (ρ)
)
=
2γ
τ
∥∥∥∥1ρ
∥∥∥∥
∞
(
V ⋆τ (ρ)− V
(t)
τ (ρ)
)
,
where the second line arises from (46), the third line follows from (47), and the last identity relies on (45).
Recalling that the iterate π(t) does not depend on ρ (in view of (16)), we are allowed to pick a distribution
ρ that delivers the fastest convergence rate. Setting ρ = µ⋆τ as before and invoking (43) lead to∥∥ log π⋆τ − log π(t+1)∥∥∞ ≤ 2γτ
∥∥∥∥ 1µ⋆τ
∥∥∥∥
∞
e−(1−γ)t
(
V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ
⋆
τ )
)
,
which immediately establishes the claimed iteration complexity bound (24) in Theorem 1.
Step 5: quadratic convergence of soft policy iteration in the small-ǫ regime. The contrac-
tion property (40) further implies that V
(t+1)
τ (ρ) converges super-linearly to V ⋆τ , once π
(t) gets sufficiently
close to π⋆τ . In fact, once the ratio d
(t+1)
ρ /d
π⋆τ
ρ becomes sufficiently close to 1, the contraction factor
1 − 1
ζ(t)
∥∥dπ⋆τρ /d(t+1)ρ ∥∥−1∞ in (38) is approaching 0, thereby accelerating convergence. This observation un-
derlies Theorem 4, whose analysis is postponed to Appendix E.
4.3 Analysis of approximate regularized NPG with η = 1−γ
τ
(Theorem 2)
We now turn to the convergence properties of soft policy iteration — as claimed in Theorem 2 — when only
inexact policy evaluation Q̂
(t)
τ is available (in the sense of (25)).
Step 1: an auxiliary policy sequence with exact policy evaluation. Recall that in this scenario,
the policies are updated using inexact policy evaluation, namely,
∀(s, a) ∈ S ×A, π(t+1)(a|s) =
exp
(
Q̂
(t)
τ (s, a)/τ
)
Ẑ(t)(s)
, (48)
where Ẑ(t)(s) :=
∑
a′ exp
(
Q̂
(t)
τ (s, a′)/τ
)
. To facilitate analysis, we further introduce another auxiliary policy
sequence {π˘(t)}, which corresponds to the policy update as if we have access to the exact Q-function of π(t)
in the t-th iteration, defined as
∀(s, a) ∈ S ×A, π˘(t+1)(a|s) =
exp
(
Q
(t)
τ (s, a)/τ
)
Z(t)(s)
, (49)
where we abuse the notation by letting Z(t)(s) :=
∑
a′ exp
(
Q
(t)
τ (s, a′)/τ
)
. It is worth emphasizing that
π˘(t+1) is produced on the basis of π(t) as opposed to π˘(t); it should be viewed as a one-step perfect update
from a given policy π(t).
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Step 2: a contraction property accounting for inexact policy evaluation. The key idea is to
bound the quality of the policy updates (48) by examining the deviation of π(t+1) from π˘(t+1) due to the
imperfectness of policy evaluation, and to leverage the fact that we already have a handle of the policy
π˘(t+1)(·|s). This is made precise by the following lemma.
Lemma 3 (Performance improvement of approximate soft policy iteration). Suppose that η = (1 − γ)/τ .
For any distribution ρ, one has
V (t+1)τ (ρ)− V
(t)
τ (ρ) ≥
1
η
E
s∼d
(t+1)
ρ
[
KL
(
π(t)(·|s)
∥∥ π˘(t+1)(·|s))]− 2
1− γ
∥∥∥Q̂(t)τ −Q(t)τ ∥∥∥
∞
. (50)
The careful reader might already realize that the above lemma is a generalization of Lemma 1; in partic-
ular, the last term of (50) quantifies the effect of the approximation error (i.e. the difference between Q̂
(t)
τ
and Q
(t)
τ ) upon performance improvement. We leave the proof of this result to Appendix C.3.
Additionally, when η = 1−γτ , Lemma 2 tells us that
V ⋆τ (ρ)− V
(t)
τ (ρ) ≤
1
η
E
s∼d
π⋆τ
ρ
[
KL
(
π(t)(·|s)
∥∥ π˘(t+1)(·|s))]
≤
1
η
∥∥∥∥∥ d
π⋆τ
ρ
d
(t+1)
ρ
∥∥∥∥∥
∞
E
s∼d
(t+1)
ρ
[
KL
(
π(t)(·|s)
∥∥ π˘(t+1)(·|s))] , (51)
where the last line again invokes the usual change of distributions argument. Taken collectively, the preceding
two inequalities reveal that
V ⋆τ (ρ)− V
(t+1)
τ (ρ) = V
⋆
τ (ρ)− V
(t)
τ (ρ) +
(
V (t)τ (ρ)− V
(t+1)
τ (ρ)
)
≤ V ⋆τ (ρ)− V
(t)
τ (ρ)−
1
η
E
s∼d
(t+1)
ρ
[
KL
(
π(t)(·|s)
∥∥ π˘(t+ 1)(·|s))]+ 2
1− γ
∥∥∥Q̂(t)τ −Q(t)τ ∥∥∥
∞
≤
1− ∥∥∥∥∥ d
π⋆τ
ρ
d
(t+1)
ρ
∥∥∥∥∥
−1
∞
(V ⋆τ (ρ)− V (t)τ (ρ))+ 21− γ ∥∥∥Q̂(t)τ −Q(t)τ ∥∥∥∞
≤
1− (1− γ)∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
−1
∞
(V ⋆τ (ρ)− V (t)τ (ρ))+ 2δ1− γ , (52)
where the penultimate line arises from (51), and the last relation makes use of the basic inequality d
(t+1)
ρ ≥
(1− γ)ρ and the error assumption
∥∥Q̂(t)τ −Q(t)τ ∥∥∞ ≤ δ.
Step 3: linear convergence and an error floor. Applying the above relation (52) recursively thus
ensures that, for any t ≥ 0, one has
V ⋆τ (ρ)− V
(t)
τ (ρ) ≤
1− (1− γ)∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
−1
∞
t (V ⋆τ (ρ)− V (0)τ (ρ))+ 2δ1− γ
t−1∑
k=0
1− (1− γ)∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
−1
∞
k
≤
1− (1− γ)∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
−1
∞
t (V ⋆τ (ρ)− V (0)τ (ρ))+ 2δ(1− γ)2
∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
∞
, (53)
where the last term of (53) is an error floor that reflects the aggregate influence of imperfect policy evaluation.
In order to establish the claimed result (26), it suffices to set ρ = µ⋆τ in the above bound and invoke a change
of distributions again. Specifically, this argument gives
V ⋆τ (ρ)− V
(t)
τ (ρ) ≤
∥∥∥∥ ρµ⋆τ
∥∥∥∥
∞
(
V ⋆τ (µ
⋆
τ )− V
(t)
τ (µ
⋆
τ )
)
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≤∥∥∥∥ ρµ⋆τ
∥∥∥∥
∞
[
γt
(
V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ
⋆
τ )
)
+
2δ
(1 − γ)2
]
,
where the last line follows by combining (53) and the fact µ⋆τ = d
π⋆τ
µ⋆τ
. Additionally, it is self-evident that∥∥∥∥ ρµ⋆τ
∥∥∥∥
∞
γt
(
V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ
⋆
τ )
)
≤
ǫ
2
for every t ≥ 11−γ log
(∥∥ ρ
µ⋆τ
∥∥
∞
2(V ⋆τ (µ
⋆
τ )−V
(0)
τ (µ
⋆
τ ))
ǫ
)
. This immediately concludes the proof of Theorem 2.
5 Discussions
This paper establishes non-asymptotic rapid convergence of entropy-regularized natural policy gradient meth-
ods, providing theoretical footings for the role of entropy regularization in accelerating convergence. Our
analysis opens up several directions for future research; we close the paper by sampling a few of them.
• Extended analysis of (natural) policy gradient methods with inexact gradients. An immediate open ques-
tion left unaddressed by the current analysis is concerned with the convergence of entropy-regularized
NPG methods with general learning rates and inexact policy evaluation. In addition, it would be of
interest to see whether our analysis framework can be applied to improve the theory of policy gradient
methods Mei et al. (2020) to accommodate the case with inexact policy gradients.
• Finite-sample analysis in the presence of sample-based policy evaluation. Another natural extension
is towards understanding the sample complexity of entropy-regularized NPG methods when the value
functions are estimated using rollout trajectories (see e.g. Kakade and Langford (2002); Agarwal et al.
(2019c); Shani et al. (2019)), or using bootstrapping (see e.g. Xu et al. (2020); Haarnoja et al. (2018)).
• Function approximation. The current work has been limited to the tabular setting. It would certainly
be interesting, and fundamentally important, to understand entropy-regularized NPG methods in
conjunction with function approximation; see Sutton et al. (2000); Agarwal et al. (2019a,c) for a few
representative scenarios.
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A Preliminaries
Let us first introduce some additional notation to facilitate our proof. For any matrix P = [Pij ], we denote
‖P‖1 := maxi
∑
j |Pij |. Let diag(a) is a diagonal matrix whose diagonal entries are given by the vector a.
Given two matrices A and B, A  B denotes A − B is positive semidefinite. Additionally, we denote by 1
the all-one vector.
A.1 Derivation of entropy-regularized NPG methods
This subsection establishes the equivalence between the update rules (15) and (19). Such derivations are in-
herently similar to the ones for the NPG update rule (without entropy regularization) (see, e.g., Agarwal et al.
(2019a)); we provide the proof here for pedagogical reasons.
First of all, let us follow the convention to introduce the advantage function Aπτ : S ×A 7→ R of a policy
π w.r.t. the entropy-regularized value function:
∀(s, a) ∈ S ×A : Aπτ (s, a) := Q
π
τ (s, a)− τ log π(a|s)− V
π
τ (s) (54)
with Qπτ defined in (17), which reflects the gain one can harvest by executing action a instead of following
the policy π in state s. This advantage function plays a crucial role in the calculation of policy gradients,
due to the following fundamental relation (see Appendix H.1 for the proof):
Lemma 4. Under softmax parameterization (7), the gradient of the regularized value function satisfies
∂V πθτ (ρ)
∂θ(s, a)
=
1
1− γ
dπθρ (s) · πθ(a|s) ·A
πθ
τ (s, a); (55a)[(
Fθρ
)†
∇θV
πθ
τ (ρ)
]
(s, a) =
1
1− γ
Aπθτ (s, a) + c(s) (55b)
for any (s, a) ∈ S ×A, where c(s) :=
∑
a πθ(a|s)ws,a is some function depending only on s.
It is worth highlighting that the search direction of NPG, given in (55b), is invariant to the choice of ρ.
With the above calculations in place, it is seen that for any s ∈ S, the regularized NPG update rule (15)
results in a policy update as follows
π(t+1)(a|s)
(i)
∝ exp
(
θ(t+1)(s, a)
)
(ii)
= exp
(
θ(t)(s, a) + η
[(
Fθ
(t)
ρ
)†
∇θV
(t)
τ (ρ)
]
(s, a)
)
(iii)
∝ exp
(
θ(t)(s, a) +
η
1− γ
A(t)τ (s, a)
)
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(iv)
∝ π(t)(a|s) exp
(
η
1− γ
Q(t)τ (s, a)−
ητ
1− γ
log π(t)(a|s)
)
=
(
π(t)(a|s)
)1− ητ1−γ
exp
(
η
1− γ
Q(t)τ (s, a)
)
.
where we use A
(t)
τ to abbreviate Aπ
(t)
τ . Here, (i) uses the definition of the softmax policy, (ii) comes from the
update rule (15), (iii) is a consequence of (55b) (since c(·) does not depend on a), whereas (iv) results from
the definition (54) and the fact that V πτ (·) is not dependent on a. This validates the equivalence between
(15) and (19).
A.2 Basic facts about the function log(‖exp(θ)‖1)
In the current paper, we often encounter the function log
(
‖exp(θ)‖1
)
:= log
(∑
1≤a≤|A| exp(θa)
)
for any
vector θ = [θa]1≤a≤|A| ∈ R
|A|. To facilitate analysis, we single out several basic properties concerning this
function, which will be used multiple times when establishing our main results. For notational convenience,
we denote by πθ ∈ R
|A| the softmax transform of θ such that
πθ(a) =
exp(θa)∑
1≤j≤|A| exp(θj)
, 1 ≤ a ≤ |A|. (56)
Gradient and Hessian. By straightforward calculations, the gradient and the Hessian of the function
log
(
‖exp(θ)‖1
)
are given respectively by
∇θ log
(
‖exp(θ)‖1
)
=
1
‖exp(θ)‖1
exp(θ) = πθ; (57a)
∇2θ log
(
‖exp(θ)‖1
)
= diag(πθ)− πθπ
⊤
θ . (57b)
Difference of log policies. In the analysis, we often need to control the difference of two policies, towards
which the following bounds prove useful. To begin with, the mean value theorem reveals a Lipschitz continuity
property (w.r.t. the ℓ∞ norm): for any θ1, θ2 ∈ R
|A|,∣∣log (‖ exp(θ1)‖1)− log (‖ exp(θ2)‖1)∣∣ = ∣∣〈θ1 − θ2,∇θ log ( ‖exp(θ)‖1 )|θ=θc〉∣∣
≤ ‖θ1 − θ2‖∞ ‖∇θ log
(
‖exp(θ)‖1
)
|θ=θc‖1 = ‖θ1 − θ2‖∞ , (58)
where θc is a certain convex combination of θ1 and θ2, and the second line relies on (57a). In addition, for
any two vectors πθ1 and πθ2 defined w.r.t. θ1, θ2 ∈ R
|A| (see (56)), one has
‖log πθ1 − log πθ2‖∞ ≤ 2 ‖θ1 − θ2‖∞ , (59)
where log(·) denotes entrywise operation. To justify (59), we observe from the definition (56) that
‖log πθ1 − log πθ2‖∞ ≤ ‖θ1 − θ2‖∞ +
∣∣∣ log (‖ exp(θ1)‖1)− log (‖ exp(θ2)‖1)∣∣∣ ≤ 2 ‖θ1 − θ2‖∞ ,
where the last inequality is a consequence of (58).
A.3 Other auxiliary lemmas
We record here a few other lemmas that are useful in the analysis.
Lemma 5. Consider any non-negative sequences {an}n≥0 and {bn}n≥0, and suppose that
an+1 ≤ αan + bn, ∀n ≥ 0 (60)
for some 0 ≤ α < 1. Then one has
∑∞
n=0 an ≤
1
1−α (
∑∞
n=0 bn + a0) .
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Proof. See Appendix H.2.
Lemma 6. Consider any two probability distribution vectors p, q ∈ ∆(A), and any β ≥ 0. Then one has
∑
a
p(a)
(
p(a)
q(a)
)β
≥ 1, (61a)∑
a
min {p(a), q(a)}
(
log p(a)− log q(a)
)2
≤ KL
(
p ‖ q
)
+ KL
(
q ‖ p
)
, (61b)
∑
a
q(a)
(
q(a)
p(a)
)β (
log
p(a)
q(a)
)2
≤
(
max
a
q(a)
p(a)
)1+β {
KL
(
p ‖ q
)
+ KL
(
q ‖ p
)}
. (61c)
Proof. See Appendix H.3.
B Proof for the bandit case (Proposition 1)
We start by defining an auxiliary sequence ξ(t) ∈ R|A| (t ≥ 0) recursively as follows
ξ(0) := ‖exp(r/τ)‖1 · π
(0),
ξ(t+1)(a) :=
(
ξ(t)(a)
)1−τη
exp
(
ηr(a)
)
, a ∈ A.
When combined with (22), it is easily seen that π(t)(·) ∝ ξ(t)(·) and, as a result, π(t) = ξ(t)/
∥∥ξ(t)∥∥
1
.
By construction, the auxiliary sequence satisfies the following property
log
(
ξ(t+1)(a)
)
− r(a)/τ = (1− τη) log
(
ξ(t)(a)
)
+ ηr(a) − r(a)/τ
= (1− τη)
(
log
(
ξ(t)(a)
)
− r(a)/τ
)
,
thus indicating that ∥∥∥log ξ(t) − r/τ∥∥∥
∞
≤ (1− τη)t
∥∥∥log ξ(0) − r/τ∥∥∥
∞
. (62)
This taken together with the optimal policy π⋆τ = softmax(r/τ) ∝ exp (r/τ ) leads to∥∥∥log π(t) − log π⋆τ∥∥∥
∞
≤ 2
∥∥∥log ξ(t) − r/τ∥∥∥
∞
≤ 2(1− τη)t
∥∥∥log ξ(0) − r/τ∥∥∥
∞
= 2(1− τη)t
∥∥∥log π(0) + ( log ‖exp(r/τ)‖1 ) · 1− r/τ∥∥∥
∞
= 2(1− τη)t
∥∥∥log π(0) − log π⋆τ∥∥∥
∞
,
where the first line follows from the inequality (59), the second line follows from the expression (62), whereas
the last line follows from the form of π⋆τ . We have thus completed the proof of Proposition 1.
C Proof for key lemmas
C.1 Proof of Lemma 1
To begin with, the regularized NPG update rule (see (19) in Algorithm 1) indicates that
log π(t+1)(a|s) =
(
1−
ητ
1− γ
)
log π(t)(a|s) +
η
1− γ
Q(t)τ (s, a)− logZ
(t)(s), (63)
where Z(t) is some quantity depending only on the state s (but not the action a). Rearranging terms gives
− τ log π(t)(a|s) +Q(t)τ (s, a) =
1− γ
η
(
log π(t+1)(a|s)− log π(t)(a|s)
)
+
1− γ
η
logZ(t)(s). (64)
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This in turn allows us to express V
(t)
τ (s0) for any s0 ∈ S as follows
V (t)τ (s0) = E
a0∼π(t)(·|s0)
[
−τ log π(t)(a0|s0) +Q
(t)
τ (s0, a0)
]
= E
a0∼π(t)(·|s0)
[
1− γ
η
logZ(t)(s0)
]
+ E
a0∼π(t)(·|s0)
[
1− γ
η
(
log π(t+1)(a0|s0)− log π
(t)(a0|s0)
)]
=
1− γ
η
logZ(t)(s0)−
1− γ
η
KL
(
π(t)(·|s0)
∥∥π(t+1)(·|s0))
= E
a0∼π(t+1)(·|s0)
[
1− γ
η
logZ(t)(s0)
]
−
1− γ
η
KL
(
π(t)(·|s0)
∥∥π(t+1)(·|s0)) , (65)
where the first identity makes use of the definitions (8) and (17), the second line follows from (64), the third
line relies on the definition of the KL divergence, and the last line follows since Z(t)(s) does not depend on
a. Invoking (64) again to rewrite logZ(t)(s0) in the first term of (65), we reach
V (t)τ (s0) = E
a0∼π(t+1)(·|s0)
[
−τ log π(t+1)(a0|s0) +Q
(t)
τ (s0, a0) +
(
τ −
1− γ
η
)(
log π(t+1)(a0|s0)− log π
(t)(a0|s0)
)]
−
1− γ
η
KL
(
π(t)(·|s0)
∥∥π(t+1)(·|s0))
= E
a0∼π(t+1)(·|s0)
[
−τ log π(t+1)(a0|s0) +Q
(t)
τ (s0, a0)
]
+
(
τ −
1− γ
η
)
KL
(
π(t+1)(·|s0)
∥∥π(t)(·|s0))
−
1− γ
η
KL
(
π(t)(·|s0)
∥∥π(t+1)(·|s0))
= E
a0∼π
(t+1)(·|s0),
s1∼P (·|s0,a0)
[
−τ log π(t+1)(a0|s0) + r(s0, a0) + γV
(t)
τ (s1)
]
−
(
1− γ
η
− τ
)
KL
(
π(t+1)(·|s0)
∥∥π(t)(·|s0))− 1− γ
η
KL
(
π(t)(·|s0)
∥∥π(t+1)(·|s0)) , (66)
where the second line uses the definition of the KL divergence, and the third line expands Q
(t)
τ using the
definition (17).
To finish up, applying the above relation (66) recursively to expand V
(t)
τ (si) (i ≥ 1), we arrive at
V (t)τ (s0) = E
ai∼π
(t+1)(·|si),
si+1∼P (·|si,ai),∀i≥0
[
∞∑
i=0
γi
{
r(si, ai)− τ log π
(t+1)(ai|si)
}
−
∞∑
i=0
γi
{(
1− γ
η
− τ
)
KL
(
π(t+1)(·|si)
∥∥π(t)(·|si))+ 1− γ
η
KL
(
π(t)(·|si)
∥∥π(t+1)(·|si))}
]
= V (t+1)τ (s0)− E
s∼d
(t+1)
s0
[(
1
η
−
τ
1− γ
)
KL(π(t+1)(·|s)
∥∥ π(t)(·|s)) + 1
η
KL
(
π(t)(·|s)
∥∥π(t+1)(·|s))] ,
(67)
where the second line follows since the regularized value function V
(t+1)
τ can be viewed as the value function
of π(t+1) with adjusted rewards r
(t+1)
τ (s, a) := r(s, a) − τ log π(t+1)(a|s). Averaging the initial state s0 over
the distribution ρ concludes the proof.
C.2 Proof of Lemma 2
First of all, we follow the definition (8) of the entropy-regularized value function to deduce that
V ⋆τ (ρ)− V
(t)
τ (ρ) = E
s0∼ρ,ai∼π
⋆
τ (·|si),
si+1∼P (·|si,ai),∀i≥0
[
∞∑
i=0
γi (r(si, ai)− τ log π
⋆
τ (ai|si))
]
− V (t)τ (ρ)
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= E
s0∼ρ,ai∼π
⋆
τ (·|si),
si+1∼P (·|si,ai),∀i≥0
[
∞∑
i=0
γi
(
r(si, ai)− τ log π
⋆
τ (ai|si) + V
(t)
τ (si)− V
(t)
τ (si)
)]
− V (t)τ (ρ)
= E
s0∼ρ,ai∼π
⋆
τ (·|si),
si+1∼P (·|si,ai),∀i≥0
[
V (t)τ (s0) +
∞∑
i=0
γi
(
r(si, ai)− τ log π
⋆
τ (ai|si) + γV
(t)
τ (si+1)− V
(t)
τ (si)
)]
− V (t)τ (ρ)
(i)
= E
s0∼ρ,ai∼π
⋆
τ (·|si),
si+1∼P (·|si,ai),∀i≥0
[
∞∑
i=0
γi
(
r(si, ai)− τ log π
⋆
τ (ai|si) + γV
(t)
τ (si+1)− V
(t)
τ (si)
)]
(ii)
=
1
1− γ
E
s∼d
π⋆τ
ρ
[∑
a
π⋆τ (a|s)
(
r(s, a)− τ log π⋆τ (a|s) + γ E
s′∼P (·|s,a)
[
V (t)τ (s
′)
]
− V (t)τ (s)
)]
(iii)
=
1
1− γ
E
s∼d
π⋆τ
ρ
[∑
a
π⋆τ (a|s)
(
Q(t)τ (s, a)− τ log π
⋆
τ (a|s)
)
− V (t)τ (s)
]
. (68)
Here, (i) is due to the definition V
(t)
τ (ρ) = Es0∼ρ
[
V
(t)
τ (s0)
]
, (ii) follows by aggregating terms corresponding
to the same state-action pair and the definition of d
π⋆τ
ρ (cf. (5)), whereas (iii) results from the definition (17)
of the regularized Q-function.
To continue, we shall attempt to control each part of (68) separately. To begin with, observe that the
first part of (68) can be bounded by Jensen’s inequality, namely,
∑
a
π⋆τ (a|s) ·
(
Q(t)τ (s, a)− τ log π
⋆
τ (a|s)
)
= τ
∑
a
π⋆τ (a|s) log
(
exp
(
Q
(t)
τ (s, a)/τ
)
π⋆τ (a|s)
)
≤ τ log
(∑
a
π⋆τ (a|s)
exp
(
Q
(t)
τ (s, a)/τ
)
π⋆τ (a|s)
)
= τ log
(∑
a
exp
(
Q(t)τ (s, a)/τ
))
. (69)
With regards to the second part of (68), it is seen from the definition of π(t+1) (cf. (19)) that
Q(t)τ (s, a) =
1− γ
η
log π(t+1)τ (a|s)−
(
1− γ
η
− τ
)
log π(t)τ (a|s) +
1− γ
η
logZ(t)(s), (70)
thus allowing one to derive
V (t)τ (s) =
∑
a
π(t)τ (a|s)
(
Q(t)τ (s, a)− τ log π
(t)
τ (a|s)
)
(i)
=
∑
a
π(t)τ (a|s)
{
1− γ
η
log π(t+1)τ (a|s)−
(
1− γ
η
− τ
)
log π(t)τ (a|s) +
1− γ
η
logZ(t)(s)− τ log π(t)τ (a|s)
}
=
1− γ
η
logZ(t)(s) +
∑
a
π(t)τ (a|s)
{
1− γ
η
log π(t+1)τ (a|s)−
1− γ
η
log π(t)τ (a|s)
}
=
1− γ
η
logZ(t)(s)−
1− γ
η
KL
(
π(t)τ (a|s)
∥∥ π(t+1)τ (·|s)), (71)
where (i) relies on the identity (70). Substituting the inequalities (69) and (71) into the expression (68), we
can demonstrate with a little algebra that
V ⋆τ (ρ)− V
(t)
τ (ρ)
≤ E
s∼d
π⋆τ
ρ
[
τ
1− γ
∣∣∣∣∣1− γητ logZ(t)(s)− log
(∑
a
exp
(
Q(t)τ (s, a)/τ
))∣∣∣∣∣+ 1ηKL(π(t)(·|s)∥∥π(t+1)(·|s))
]
. (72)
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Remark 2. When η = 1−γτ , the first term on the right-hand side of (72) vanishes, and the proof is complete.
In other words, the first term on the right-hand side of (72) reflects the influence of a general learning rate.
To establish Lemma 2, it then boils down to upper bounding the first term within the bracket of (72).
We accomplish this by means of the following lemma, whose proof is postponed to Appendix C.2.1.
Lemma 7. The iterates of the NPG method with entropy regularization satisfy∣∣∣∣∣1− γητ logZ(t)(s)− log
(∑
a
exp
(
Q(t)τ (s, a)/τ
))∣∣∣∣∣
≤
(
1− γ
ητ
− 1
)
KL
(
π(t+1)(·|s)
∥∥π(t)(·|s))+ 1
2
(
1−
1− γ
ητ
)2
exp
(
1− γ
ητ
∥∥∥ log π(t+1)(·|s)− log π(t)(·|s)∥∥∥
∞
)
·
{
KL
(
π(t)(·|s)
∥∥ π(t+1)(·|s)) + KL(π(t+1)(·|s)∥∥π(t)(·|s))} .
Armed with this result, we can readily combine it with (72) to yield
V
π⋆τ
τ (ρ)− V
(t)
τ (ρ) ≤ E
s∼d
π⋆τ
ρ
[(
1
η
−
τ
1− γ
)
KL
(
π(t+1)(·|s)
∥∥π(t)(·|s))+ 1
η
KL
(
π(t)(·|s)
∥∥ π(t+1)(·|s))]
+
1− γ
2τ
(
1
η
−
τ
1− γ
)2
E
s∼d
π⋆τ
ρ
[
exp
(
1− γ
ητ
∥∥∥ log π(t+1)(·|s)− log π(t)(·|s)∥∥∥
∞
)
·
{
KL
(
π(t+1)(·|s)
∥∥π(t)(·|s)) + KL(π(t)(·|s)∥∥ π(t+1)(·|s))}]. (73)
Applying the trivial bound
(
1
η −
τ
1−γ
)
KL
(
π(t)(·|s)
∥∥ π(t+1)(·|s)) ≤ 1ηKL(π(t)(·|s)∥∥ π(t+1)(·|s)) for the last
term of (73) and combining terms, we immediately arrive at the advertised bound.
C.2.1 Proof of Lemma 7
We start by rewriting the quantity of interest as follows∣∣∣∣∣1− γητ logZ(t)(s)− log
(∑
a
exp
(
1
τ
Q(t)τ (s, a)
))∣∣∣∣∣
=
∣∣∣∣∣logZ(t)(s)− log
{∑
a
exp
(
1
τ
Q(t)τ (s, a)−
[
1− γ
ητ
− 1
]
logZ(t)(s)
)}∣∣∣∣∣
=
∣∣∣ log ( ‖exp(x)‖1 )− log ( ‖exp (y)‖1 )∣∣∣, (74)
where exp(·) denotes entrywise operation. Here, x and y are length-|A| vectors defined respectively by
x :=
(
1−
ητ
1− γ
)
log π(t)(·|s) +
η
1− γ
Q(t)τ (s, ·), (75a)
y :=
1
τ
Q(t)τ (s, ·)−
{(
1− γ
ητ
− 1
)
logZ(t)(s)
}
1, (75b)
where (75a) relies on the definition of Z(t)(s) in Algorithm 1.
Before proceeding, we make note of two useful properties of x and y as follows
∇z log
(
‖exp(z)‖1
)∣∣∣
z=x
=
1
‖ exp(x)‖1
exp(x) = π(t+1)(·|s); (76a)
x− y =
(
1−
1− γ
ητ
){
log π(t+1)(·|s)− log π(t)(·|s)
}
. (76b)
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Here, the first property (76a) arises from the fact (57a) as well as the update rule (19) (or (63)). The second
property (76b) is also obtained from (63) (together with proper rearranging), namely,
x− y =
(
1−
ητ
1− γ
)
log π(t)(·|s) +
η
1− γ
Q(t)τ (s, ·)−
1
τ
Q(t)τ (s, ·) +
{(
1− γ
ητ
− 1
)
logZ(t)(s)
}
1
=
(
1−
ητ
1− γ
)
log π(t)(·|s) +
(
1−
1− γ
ητ
){
η
1− γ
Q(t)τ (s, ·)−
(
logZ(t)(s)
)
1
}
=
(
1−
ητ
1− γ
)
log π(t)(·|s) +
(
1−
1− γ
ητ
){
log π(t+1)(·|s)−
(
1−
ητ
1− γ
)
log π(t)(·|s)
}
=
(
1−
1− γ
ητ
)
log π(t+1)(·|s) −
(
1−
1− γ
ητ
)
log π(t)(·|s),
where the penultimate line results from (63).
With the above useful properties in place, we are positioned to upper bound (74). The mean value
theorem reveals the existence of some α ∈ [0, 1] such that
log
(
‖exp(y)‖1
)
− log
(
‖exp (x)‖1
)
=
〈
y − x, ∇z log
(
‖exp(z)‖1
)∣∣∣
z=x
〉
+
1
2
(y − x)
⊤
{
∇2z log
(
‖exp(z)‖1
)∣∣∣
z=αx+(1−α)y
}
(y − x)
= −
(
1−
1− γ
ητ
)
KL
(
π(t+1)(·|s)
∥∥π(t)(·|s))+ 1
2
(x− y)
⊤ (
diag(πα)− παπ
⊤
α
)
(x− y) , (77)
where we define the auxiliary softmax policy
πα(·|s) :=
1
‖exp(αx+ (1 − α)y)‖1
exp
(
αx+ (1− α)y
)
. (78)
Here, the last line of (77) makes use of the Hessian calculation (57b) as well as the following calculation〈
x− y, ∇z log
(
‖ exp(z)‖1
)∣∣∣
z=x
〉
=
〈(
1−
1− γ
ητ
)(
log π(t+1)(·|s)− log π(t)(·|s)
)
, π(t+1)(·|s)
〉
=
(
1−
1− γ
ητ
)
KL
(
π(t+1)(·|s)
∥∥π(t)(·|s)),
which is a consequence of the properties (76a) and (76b). As a result, it follows from (77) and the condition
0 < η ≤ 1−γτ that∣∣∣ log ( ‖exp(y)‖1 )− log ( ‖exp (x)‖1 )∣∣∣
≤
(
1− γ
ητ
− 1
)
KL
(
π(t+1)(·|s)
∥∥π(t)(·|s))+ 1
2
∣∣∣ (x− y)⊤ (diag(πα)− παπ⊤α ) (x− y) ∣∣∣
≤
(
1− γ
ητ
− 1
)
KL
(
π(t+1)(·|s)
∥∥π(t)(·|s))+ 1
2
(x− y)⊤ diag(πα) (x− y) , (79)
where the last line holds since 0  diag(πα)− παπ
⊤
α  diag(πα).
To finish up, it remains to control the quantity (x− y)
⊤
diag(πα) (x− y). Towards this end, we first
recognize that for any state-action pair (s, a), the auxiliary policy πα (cf. (78)) obeys
πα(a|s) =
π(t+1)(a|s)
(
π(t+1)(a|s)
π(t)(a|s)
)(1−α)( 1−γητ −1)
∑
a′ π
(t+1)(a′|s)
(
π(t+1)(a′|s)
π(t)(a′|s)
)(1−α)( 1−γητ −1) ≤ π(t+1)(a|s)
(
π(t+1)(a|s)
π(t)(a|s)
)(1−α)( 1−γητ −1)
, (80)
where the last inequality arises from Lemma 6 (Eqn. (61a)). This combined with (76b) reveals that
(x− y)
⊤
diag(πα) (x− y)
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≤(
1−
1− γ
ητ
)2∑
a
π(t+1)(a|s)
(
π(t+1)(a|s)
π(t)(a|s)
)(1−α)( 1−γητ −1)(
log
π(t)(a|s)
π(t+1)(a|s)
)2
. (81)
Further, Lemma 6 (Eqn. (61c)) tells us that
∑
a
π(t+1)(a|s)
(
π(t+1)(a|s)
π(t)(a|s)
)(1−α)( 1−γητ −1) (
log
π(t)(a|s)
π(t+1)(a|s)
)2
≤
(
max
a
π(t+1)(a|s)
π(t)(a|s)
)(1−α)( 1−γητ −1)+1 {
KL
(
π(t)(·|s)
∥∥ π(t+1)(·|s)) + KL(π(t+1)(·|s)∥∥π(t)(·|s))}
≤
(
max
a
π(t+1)(a|s)
π(t)(a|s)
) 1−γ
ητ {
KL
(
π(t)(·|s)
∥∥π(t+1)(·|s))+ KL(π(t+1)(·|s)∥∥π(t)(·|s))}
= exp
(
1− γ
ητ
∥∥∥ log π(t+1)(·|s)− log π(t)(·|s)∥∥∥
∞
){
KL
(
π(t)(·|s)
∥∥π(t+1)(·|s))+ KL(π(t+1)(·|s)∥∥π(t)(·|s))} ,
(82)
where the second inequality holds since 0 ≤ α ≤ 1 (and hence (1− α)
(
1−γ
ητ −1
)
+1 ≤ 1−γητ ) and maxa
π(t+1)(a|s)
π(t)(a|s)
≥
1. Putting (79), (81) and (82) together and invoking (74), we establish the advertised bound.
C.3 Proof of Lemma 3
We state a more general version of Lemma 3, corresponding to the case with general learning rates, as it
might be of independent interest. To that end, define the policy update in the general case using inexact
policy evaluation:
∀(s, a) ∈ S ×A, π(t+1)(a|s) =
(
π(t)(a|s)
)1− ητ1−γ exp ( η1−γ Q̂(t)τ (s, a))
Ẑ(t)(s)
, (83)
where Ẑ(t)(s) :=
∑
a′ π
(t)(a′|s)1−
ητ
1−γ exp
(
η
1−γ Q̂
(t)
τ (s, a′)
)
. Again, we introduce another auxiliary policy
sequence {π˘(t)}, which corresponds to the policy update as if we have access to the exact Q-function of π(t)
in the t-th iteration, defined as
∀(s, a) ∈ S ×A, π˘(t+1)(a|s) =
(
π(t)(a|s)
)1− ητ1−γ exp ( η1−γQ(t)τ (s, a))
Z(t)(s)
, (84)
where we abuse the notation by letting Z(t)(s) :=
∑
a′ π
(t)(a′|s)1−
ητ
1−γ exp
(
η
1−γQ
(t)
τ (s, a′)
)
. With these
notation in place, we state the following lemma.
Lemma 8 (Performance improvement with inexact values). Suppose that 0 < η ≤ (1 − γ)/τ . One has
V (t)τ (s0) ≤ V
(t+1)
τ (s0)− E
s∼d
(t+1)
s0
[
1
η
KL
(
π(t)(·|s)
∥∥ π˘(t+1)(·|s))+ (1
η
−
τ
1− γ
)
KL
(
π˘(t+1)(·|s)
∥∥π(t)(·|s))]
+
2ητ
(1− γ)
2
∥∥∥Q̂(t)τ −Q(t)τ ∥∥∥
∞
(
1 + 2
(
1− γ
ητ
− 1
)∥∥∥log π˘(t+1) − log π(t)∥∥∥
∞
)
.
Lemma 3 follows immediately from Lemma 8 by setting η = (1 − γ)/τ . The rest of this proof is then
dedicated to prove Lemma 8.
To begin, let us recall the inequality (65) in the proof of Lemma 1 in the presence of exact policy
evaluation π˘(t+1)(·|s); when applied to the current setting, it essentially indicates that
V (t)τ (s0) = E
a0∼π˘
(t+1)(·|s0)
[
1− γ
η
logZ(t)(s0)
]
−
1− γ
η
KL
(
π(t)(·|s0)
∥∥ π˘(t+1)(·|s0))
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= E
a0∼π
(t+1)(·|s0)
[
1− γ
η
logZ(t)(s0)
]
−
1− γ
η
KL
(
π(t)(·|s0)
∥∥ π˘(t+1)(·|s0)) , (85)
where the last step follows since the quantity Z(t)(s) does not depend on a at all.
Next, let us continue with bounding the first term of (85). Invoking the definition of π˘(t+1)(·|s) gives
E
a0∼π
(t+1)(·|s0)
[
1− γ
η
logZ(t)(s0)
]
(i)
= E
a0∼π
(t+1)(·|s0)
[
−τ log π˘(t+1)(a0|s0) +Q
(t)
τ (s0, a0) +
(
τ −
1− γ
η
)(
log π˘(t+1)(a0|s0)− log π
(t)(a0|s0)
)]
= E
a0∼π
(t+1)(·|s0)
[
−τ log π˘(t+1)(a0|s0) +Q
(t)
τ (s0, a0)
]
+
(
τ −
1− γ
η
)
KL
(
π˘(t+1)(·|s0)
∥∥π(t)(·|s0))
+
(
τ −
1− γ
η
)(
E
a0∼π
(t+1)(·|s0)
− E
a0∼π˘
(t+1)(·|s0)
)[
log π˘(t+1)(a0|s0)− log π
(t)(a0|s0)
]
(ii)
= E
a0∼π
(t+1)(·|s0)
[
−τ log π(t+1)(a0|s0) +Q
(t)
τ (s0, a0)
]
+
(
τ −
1− γ
η
)
KL
(
π˘(t+1)(·|s0)
∥∥π(t)(·|s0))
+ τ E
a0∼π
(t+1)(·|s0)
[
log π(t+1)(a0|s0)− log π˘
(t+1)(a0|s0)
]
︸ ︷︷ ︸
=:∆1
+
(
τ −
1− γ
η
)∑
a
(
π(t+1)(a|s0)− π˘
(t+1)(a|s0)
)(
log π˘(t+1)(a|s0)− log π
(t)(a|s0)
)
︸ ︷︷ ︸
=:∆2
, (86)
where (i) invokes the definition of Z(t) (see the definition around (84)), and (ii) can be obtained with a little
algebra. In what follows, we control ∆1 and ∆2 separately.
Step 1: controlling ∆1. We first make note of the following fact: for any step size 0 < η ≤ (1− γ)/τ , it
follows from (59) (together with the construction (83) and (84)) that∥∥∥log π(t+1) − log π˘(t+1)∥∥∥
∞
≤ 2
∥∥∥∥log(π(t)(a|s)1−ητ/(1−γ) exp( η1− γ Q̂(t)τ (s, a))
)
− log
(
π(t)(a|s)1−ητ/(1−γ) exp
( η
1− γ
Q(t)τ (s, a)
))∥∥∥∥
∞
=
2η
1− γ
∥∥∥Q̂(t)τ −Q(t)τ ∥∥∥
∞
. (87)
In view of the inequality (87), ∆1 satisfies
|∆1| ≤
∥∥∥log π(t+1)(·|s0)− log π˘(t+1)(·|s0)∥∥∥
∞
≤
2η
1− γ
∥∥∥Q̂(t)τ −Q(t)τ ∥∥∥
∞
.
Step 2: controlling ∆2. First of all, a little algebra gives
|∆2| ≤
∑
a
∣∣∣π(t+1)(a|s0)− π˘(t+1)(a|s0)∣∣∣ ∣∣∣log π˘(t+1)(a|s0)− log π(t)(a|s0)∣∣∣
≤
∑
a
∣∣∣max{π(t+1)(a|s0), π˘(t+1)(a|s0)}(log π(t+1)(a|s0)− log π˘(t+1)(a|s0))∣∣∣ ∣∣∣log π˘(t+1)(a|s0)− log π(t)(a|s0)∣∣∣
≤
(∑
a
∣∣∣max{π(t+1)(a|s0), π˘(t+1)(a|s0)}∣∣∣
)
∥∥∥ log π(t+1)(·|s0)− log π˘(t+1)(·|s0)∥∥∥
∞
∥∥∥ log π˘(t+1)(·|s0)− log π(t)(·|s0)∥∥∥
∞
. (88)
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Here, the penultimate step results from the following elementary fact
|a− b| =
∣∣ exp(log a)− exp(log b)∣∣ = ξ(log a− log b) ≤ a(log a− log b)
for any a > b > 0 and some ξ ∈ [b, a], where we have made use of the mean value theorem. Recognizing that∑
a
max{π(t+1)(a|s0), π˘
(t+1)(a|s0)} ≤
∑
a
π(t+1)(a|s0) +
∑
a
π˘(t+1)(a|s0) = 2, (89)
we can continue the bound (88) to deduce that
|∆2| ≤ 2
∥∥∥log π(t+1)(·|s0)− log π˘(t+1)(·|s0)∥∥∥
∞
∥∥∥log π˘(t+1)(·|s0)− log π(t)(·|s0)∥∥∥
∞
≤
4η
1− γ
∥∥∥Q̂(t)τ −Q(t)τ ∥∥∥
∞
∥∥∥log π˘(t+1) − log π(t)∥∥∥
∞
,
where the last step is a consequence of the inequality (87).
Step 3: combining bounds. Putting the above bounds together with the expressions (85) and (86)
guarantees that
V (t)τ (s0) ≤ E
a0∼π
(t+1)(·|s0)
[
−τ log π(t+1)(a0|s0) +Q
(t)
τ (s0, a0)
]
−
(
1− γ
η
− τ
)
KL
(
π˘(t+1)(·|s0)
∥∥π(t)(·|s0))− 1− γ
η
KL
(
π(t)(·|s0)
∥∥ π˘(t+1)(·|s0))
+
2ητ
1− γ
∥∥∥Q̂(t)τ −Q(t)τ ∥∥∥
∞
(
1 + 2
(
1− γ
ητ
− 1
)∥∥∥log π˘(t+1) − log π(t)∥∥∥
∞
)
.
Additionally, using the identity Q
(t)
τ (s0, a0) = r(s0, a0) + γEs1∼P (·|s0,a0)
[
V
(t)
τ (s1)
]
and invoking the above
inequality recursively as in the expression (67) (see Lemma 1), we can expand it to obtain
V (t)τ (s0) ≤ V
(t+1)
τ (s0)− E
s∼d
(t+1)
s0
[
1
η
KL
(
π(t)(·|s)
∥∥ π˘(t+1)(·|s))+ (1
η
−
τ
1− γ
)
KL
(
π˘(t+1)(·|s)
∥∥π(t)(·|s))]
+
2ητ
1− γ
∥∥∥Q̂(t)τ −Q(t)τ ∥∥∥
∞
(
1 + 2
(
1− γ
ητ
− 1
)∥∥∥log π˘(t+1) − log π(t)∥∥∥
∞
) ∞∑
i=0
γi
= V (t+1)τ (s0)− E
s∼d
(t+1)
s0
[
1
η
KL
(
π(t)(·|s)
∥∥ π˘(t+1)(·|s))+ (1
η
−
τ
1− γ
)
KL
(
π˘(t+1)(·|s)
∥∥π(t)(·|s))]
+
2ητ
(1− γ)
2
∥∥∥Q̂(t)τ −Q(t)τ ∥∥∥
∞
(
1 + 2
(
1− γ
ητ
− 1
)∥∥∥log π˘(t+1) − log π(t)∥∥∥
∞
)
.
Given that this is basically repeating the argument for (67), we omit the details for the sake of brevity.
D Proof for the case with general learning rates (Theorem 3)
This subsection is devoted to establishing the convergence result in Theorem 3 assuming exact policy eval-
uation (cf. (28)). We recall the definition of C as follows
C :=
γ
τ
∥∥∥V ⋆τ − V (0)τ ∥∥∥
1
+
∥∥∥∥∥log softmax(Q(0)τ /τ)π(0)
∥∥∥∥∥
∞
. (90)
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D.1 Linear convergence of value functions
We first look at how many iterations are needed to achieve V ⋆τ (ρ)−V
(t)
τ (ρ) ≤ ǫ (as claimed in (28)). Recalling
the contraction property (38) and the elementary inequality d
(t+1)
ρ ≥ (1− γ)ρ (in view of the definition (5)),
one deduces that
V ⋆τ (ρ)− V
(t+1)
τ (ρ) ≤
1− 1− γ
ζ(t)
∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
−1
∞
(V ⋆τ (ρ)− V (t)τ (ρ)) , (91)
where
ζ(t) := 1 +
(
1− γ
2τη
−
1
2
)
exp
(
1− γ
ητ
∥∥ log π(t+1) − log π(t)∥∥
∞
)
. (92)
As a result, everything then comes down to bounding the quantity ζ(t). In contrast to the soft policy
iteration case where ζ(t) = 1, controlling ζ(t) with general learning rates requires careful understanding of
the difference of log policies log π(t+1) − log π(t).
To do so, we find it helpful to introduce an auxiliary sequence {ξ(t) ∈ R|S||A|} defined recursively as
follows
ξ(0) :=
∥∥∥exp (Q(0)τ /τ)∥∥∥
1
· π(0), (93a)
ξ(t+1)(s, a) :=
[
ξ(t)(s, a)
]1− ητ1−γ
exp
(
η
1− γ
Q(t)τ (s, a)
)
, ∀ (s, a) ∈ S ×A, t ≥ 0. (93b)
Comparing this recursive rule with (19), it is understood that π(t) is a normalized version of ξ(t), namely,
∀s ∈ S : π(t)(·|s) =
1
‖ξ(t)(s, ·)‖1
ξ(t)(s, ·). (94)
This auxiliary sequence helps us control the difference log π(t+1) − log π(t) since, by the triangle inequality,
‖ log π(t+1) − log π(t)‖∞
≤ max
s
{∥∥∥ log ξ(t+1)(s, ·)− log ξ(t)(s, ·)∥∥∥
∞
+
∣∣∣ log (‖ξ(t+1)(s, ·)‖1)− log (‖ξ(t)(s, ·)‖1)∣∣∣}
≤ 2‖ log ξ(t+1) − log ξ(t)‖∞ =
2ητ
1− γ
∥∥∥Q(t)τ /τ − log ξ(t)∥∥∥
∞
. (95)
Here, the second inequality results from the properties (58) and (59), while the last identity follow from the
definition (93b) of ξ(t+1). Substitution into (92) then leads to
ζ(t) ≤ 1 +
(
1− γ
2τη
−
1
2
)
exp
(
2
∥∥∥Q(t)τ /τ − log ξ(t)∥∥∥
∞
)
. (96)
By combining this with the recursive relation (91), one can straightforwardly see that
log
(
V ⋆τ (ρ)− V
(t)
τ (ρ)
)
≤ log
(
V ⋆τ (ρ)− V
(0)
τ (ρ)
)
−
∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
−1
∞
· ητ
t−1∑
k=0
1
ητ
1−γ +
1
2
(
1− ητ1−γ
)
exp
(
2
∥∥∥Q(k)τ /τ − log ξ(k)∥∥∥
∞
)
︸ ︷︷ ︸
=:Wt
(97)
for any t > 0. Here, we have made use of the elementary inequality log(1 + x) ≤ x for x > −1.
To establish the advertised iteration complexity bound (28), it boils down to controlling the quantity Wt,
towards which we have the following lemma, whose proof is postponed to Appendix D.1.1.
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Lemma 9. The quantity Wt defined in (97) obeys
Wt ≥
t
3
, ∀t ≥ T˜0 :=
12C˜
ητ
1−γ max
{
− log
(
1− ητ1−γ
)
, 1
} , (98)
where
C˜ =
γ
τ
∥∥∥V (∞)τ − V (0)τ ∥∥∥
1
+
∥∥∥Q(0)τ /τ − log ξ(0)∥∥∥
∞
=
γ
τ
∥∥∥V (∞)τ − V (0)τ ∥∥∥
1
+
∥∥∥∥∥log softmax(Q(0)τ /τ)π(0)
∥∥∥∥∥
∞
. (99)
Combining this result with (97) immediately leads to a simpler bound
log
(
V ⋆τ (ρ)− V
(t)
τ (ρ)
)
≤ log
(
V ⋆τ (ρ)− V
(0)
τ (ρ)
)
−
1
3
ητt
∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
−1
∞
(100)
for any t ≥ T˜0. Consequently, the algorithm reaches ǫ-accuracy (namely, V
⋆
τ (ρ)− V
(t)
τ (ρ) ≤ ǫ) for any
t ≥ T˜0 +
3
ητ
∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
∞
log
(
V ⋆τ (ρ)− V
(0)
τ (ρ)
ǫ
)
. (101)
As a byproduct, we have learned from (100) that V
(t)
τ converges to V ⋆τ as t grows, meaning that V
(∞)
τ = V ⋆τ .
This allows one to replace T˜0 in (101) by
T0 :=
12C
ητ
1−γ max
{
− log
(
1− ητ1−γ
)
, 1
} , (102)
given that C = C˜ when V
(∞)
τ = V ⋆τ (see (90) and (99)).
Specializing ρ = µ⋆τ as before (which guarantees that d
π⋆τ
ρ = ρ), we conclude that
V ⋆τ (π
⋆
τ )− V
(t)
τ (π
⋆
τ ) ≤ ǫ, ∀t ≥ T0 +
3
ητ
log
(
V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ⋆τ )
ǫ
)
. (103)
Moreover, recognizing that V ⋆τ (s) ≥ V
(t)
τ (s) for all s ∈ S, we can invoke a change of distributions to yield
V ⋆τ (ρ)− V
(t)
τ (ρ) ≤
∥∥∥∥ ρµ⋆τ
∥∥∥∥
∞
(
V ⋆τ (µ
⋆
τ )− V
(t)
τ (µ
⋆
τ )
)
. (104)
Replacing ǫ with
∥∥ ρ
µ⋆τ
∥∥−1
∞
ǫ in (103) and taking it together with (104), we obtain V ⋆τ (ρ)− V
(t)
τ (ρ) ≤ ǫ for any
t ≥
12C
ητ
1−γ max
{
− log
(
1− ητ1−γ
)
, 1
} + 3
ητ
log
(∥∥∥∥ ρµ⋆τ
∥∥∥∥
∞
(V ⋆τ (µ
⋆
τ )− V
(0)
τ (µ⋆τ ))
ǫ
)
.
D.1.1 Proof of Lemma 9
We first make note of the following fact∥∥∥Q(k+1)τ −Q(k)τ ∥∥∥
∞
= γ max
(s,a)∈S×A
∣∣∣Es′∼P (·|s,a) [V (k+1)τ (s′)− V (k)τ (s′)] ∣∣∣
≤ γmax
s∈S
(
V (k+1)τ (s)− V
(k)
τ (s)
)
, (105)
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where the first equality results from the definition (17) of the regularized Q-function, and the inequality
follows since V
(k+1)
τ (s) ≥ V
(k)
τ (s), for all s ∈ S (see Lemma 1). Therefore, invoking the construction (93b)
yields∥∥∥Q(k+1)τ /τ − log ξ(k+1)∥∥∥
∞
=
∥∥∥∥Q(k+1)τ /τ − (1− ητ1− γ
)
log ξ(k) −
η
1− γ
Q(k)τ
∥∥∥∥
∞
≤
(
1−
ητ
1− γ
)∥∥∥Q(k)τ /τ − log ξ(k)∥∥∥
∞
+
1
τ
∥∥∥Q(k+1)τ −Q(k)τ ∥∥∥
∞
≤
(
1−
ητ
1− γ
)∥∥∥Q(k)τ /τ − log ξ(k)∥∥∥
∞
+
γ
τ
max
s
(
V (k+1)τ (s)− V
(k)
τ (s)
)
, (106)
where the last line follows from the previous inequality (105). Applying the simple fact regarding recursive
relations in Lemma 5, we conclude that
∞∑
t=0
∥∥∥Q(k)τ /τ − log ξ(k)∥∥∥
∞
≤
1− γ
ητ
(∥∥∥Q(0)τ /τ − log ξ(0)∥∥∥
∞
+
∞∑
t=0
max
s
(
V (k+1)τ (s)− V
(k)
τ (s)
))
≤
1− γ
ητ
(∥∥∥Q(0)τ /τ − log ξ(0)∥∥∥
∞
+
γ
τ
∥∥∥V (∞)τ − V (0)τ ∥∥∥
1
)
=
1− γ
ητ
C˜, (107)
where C˜ is defined in (99). Here, the second line in (107) follows since
∞∑
k=0
max
s
(
V (k+1)τ (s)− V
(k)
τ (s)
)
≤
∞∑
k=0
∑
s
[
V (k+1)τ (s)− V
(k)
τ (s)
]
=
∑
s
[
V (∞)τ (s)− V
(0)
τ (s)
]
=
∥∥∥V (∞)τ − V (0)τ ∥∥∥
1
, (108)
where we have taken advantage of the fact V
(k+1)
τ (s) ≥ V
(k)
τ (s) for any s ∈ S (see Lemma 1). Since each
entry of V
(k)
τ is uniformly bounded for every k ≥ 0 and is monotonically non-decreasing in k, the quantity
C˜ defined in (99) is clearly bounded and well-defined.
Armed with the inequality (107), we shall bound Wt for two cases separately, depending on the size of
the learning rate.
• The case with − log
(
1− ητ1−γ
)
≤ 1. In this case, the lemma is concerned with any t obeying
t ≥ T˜0 = 12
1− γ
ητ
C˜.
The inequality (107) then implies that
card
{
k
∣∣∣ ∥∥∥Q(k)τ /τ − log ξ(k)∥∥∥
∞
>
1
2
}
≤
∑∞
k=0
∥∥∥Q(k)τ /τ − log ξ(k)∥∥∥
∞
1/2
≤ 2 ·
1− γ
ητ
C˜ ≤
t
6
, (109)
where card(B) denotes the cardinality of a set B. This in turn ensures that
card
{
k
∣∣∣ ∥∥∥Q(k)τ /τ − log ξ(k)∥∥∥
∞
≤
1
2
, 0 ≤ k < t
}
≥
5
6
t.
Consequently, we can invoke the definition (97) of Wt to demonstrate that
Wt ≥ card
{
k
∣∣∣ ∥∥∥Q(k)τ /τ − log ξ(k)∥∥∥
∞
≤
1
2
, 0 ≤ k < t
}
·
1
ητ
1−γ +
1
2
(
1− ητ1−γ
)
e
≥
5t
6
·
1
1 + 12e
≥
t
3
. (110)
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• The case with − log
(
1− ητ1−γ ) > 1. In this case, let us look at the range
t ≥ T˜0 =
12C˜
− ητ1−γ log
(
1− ητ1−γ
) .
Under this circumstance, we can follow the same argument as in (109) to derive
card
{
k
∣∣∣ ∥∥∥Q(k)τ /τ − log ξ(k)∥∥∥
∞
> −
1
2
log
(
1−
ητ
1− γ
)}
<
2C˜
− ητ1−γ log
(
1− ητ1−γ
) ≤ t
6
,
which in turn guarantees that
card
{
k
∣∣∣ ∥∥∥Q(k)τ /τ − log ξ(k)∥∥∥
∞
≤ −
1
2
log
(
1−
ητ
1− γ
)
, 0 ≤ k < t
}
≥
5t
6
.
This allows us to deduce that (similar to (110))
Wt ≥
5t
6
·
1
ητ
1−γ +
1
2
(
1− ητ1−γ
)
exp
(
− log
(
1− ητ1−γ
)) = 5t6 · 1ητ
1−γ +
1
2
≥
t
3
.
We have thus established Wt ≥ t/3 for any t ≥ T˜0 as claimed.
D.2 Linear convergence of log policies
Next, we move on to justifying linear convergence regarding the log policies (cf. the iteration complexity
bound (29)) claimed in Theorem 3.
Step 1: controlling the sub-optimality gap in terms of ‖Q⋆τ/τ− log ξ
(t)‖∞. Towards this, let us first
recall that the optimal policy π⋆τ (w.r.t. the regularized value function) satisfies (see Nachum et al. (2017,
Eqn. (12)))
∀s ∈ S, π⋆τ (·|s) ∝ exp
(
Q⋆τ (s, ·)/τ
)
.
This taken collectively with the fact π
(t)
τ (·|s) ∝ ξ(t)(s, ·) (see the definition of ξ(t) in (93)) leads to∥∥∥log π⋆τ (·|s)− log π(t)(·|s)∥∥∥
∞
=
∥∥∥∥Q⋆τ (s, ·)τ − log
(∥∥∥∥exp Q⋆τ (s, ·)τ
∥∥∥∥
1
)
· 1− log ξ(t)(s, ·) + log
(∥∥ξ(t)(s, ·)∥∥
1
)
· 1
∥∥∥∥
∞
≤
∥∥∥∥Q⋆τ (s, ·)τ − log ξ(t)(s, ·)
∥∥∥∥
∞
+
∣∣∣∣log(∥∥∥∥exp Q⋆τ (s, ·)τ
∥∥∥∥
1
)
− log
(∥∥ξ(t)(s, ·)∥∥
1
)∣∣∣∣
≤ 2
∥∥∥Q⋆τ/τ − log ξ(t)∥∥∥
∞
, (111)
where the last inequality takes advantage of the Lipschitz property (58). This allows us to shift attention to
controlling
∥∥Q⋆τ/τ − log ξ(t)∥∥∞.
Step 2: a recursive relation about ‖Q⋆τ/τ − log ξ
(t)‖∞. Towards this end, invoking the definition (93)
of ξ(t+1) and the triangle inequality implies that∥∥∥Q⋆τ/τ − log ξ(t+1)∥∥∥
∞
=
∥∥∥∥Q⋆τ/τ − (1− ητ1− γ
)
log ξ(t) −
ητ
1− γ
Q(t)τ /τ
∥∥∥∥
∞
≤
ητ
1− γ
∥∥∥Q⋆τ/τ −Q(t)τ /τ∥∥∥
∞
+
(
1−
ητ
1− γ
)∥∥∥Q⋆τ/τ − log ξ(t)∥∥∥
∞
≤
ηγ
1− γ
max
s
(
V ⋆τ (s)− V
(t)
τ (s)
)
+
(
1−
ητ
1− γ
)∥∥∥Q⋆τ/τ − log ξ(t)∥∥∥
∞
, (112)
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where the last step holds true since∣∣∣Q⋆τ (s, a)−Q(t)τ (s, a)∣∣∣ = γ ∣∣∣Es′∼P (·|s,a) [V ⋆τ (s′)− V (t)τ (s′)]∣∣∣
≤ γ
∥∥∥V ⋆τ − V (t)τ ∥∥∥
∞
= γmax
s
(
V ⋆τ (s)− V
(t)
τ (s)
)
.
Before proceeding, we find it helpful to first introduce the following auxiliary quantities:
α := 1−
ητ
1− γ
and β := exp
(
−
1
3
ητ
∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
−1
∞
)
. (113)
In view of the relation d
π⋆τ
ρ ≥ (1− γ)ρ, it follows that 0 ≤ α < β < 1 since
1 ≥ β = exp
(
−
1
3
ητ
∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
−1
∞
)
≥ exp
(
−
1
3
ητ
1− γ
)
> exp
(
−
ητ
1− γ
)
≥ 1−
ητ
1− γ
= α ≥ 0.
We can thus rewrite (112) as∥∥∥Q⋆τ/τ − log ξ(t+1)∥∥∥
∞
≤ (1− α)max
s
(
V ⋆τ (s)− V
(t)
τ (s)
)
+ α
∥∥∥Q⋆τ/τ − log ξ(t)∥∥∥
∞
. (114)
Step 3: bounding
∥∥Q⋆τ/τ − log ξ(t)∥∥∞ in terms of the T0-th iterate. Given any t ≥ T0, applying the
relation (114) recursively guarantees that∥∥∥Q⋆τ/τ − log ξ(t+1)∥∥∥
∞
≤ (1− α)
t∑
k=T0
αt−k
γ
τ
max
s
(
V ⋆τ (s)− V
(k)
τ (s)
)
+ αt−T0+1
∥∥∥Q⋆τ/τ − log ξ(T0)∥∥∥
∞
≤ (1− α)
t∑
k=T0
αt−k
γ
τ
max
s
(
V ⋆τ (s)− V
(k)
τ (s)
)
+ αt−T0+1
(∥∥∥Q⋆τ/τ −Q(T0)τ /τ∥∥∥
∞
+
∥∥∥Q(T0)τ /τ − log ξ(T0)∥∥∥
∞
)
≤ (1− α)
t∑
k=T0
αt−k
γ
τ
∥∥∥∥1ρ
∥∥∥∥
∞
(
V ⋆τ (ρ)− V
(k)
τ (ρ)
)
+ αt−T0+1
(
γ
τ
∥∥∥∥1ρ
∥∥∥∥
∞
(
V ⋆τ (ρ)− V
(T0)
τ (ρ)
)
+
∥∥∥Q(T0)τ /τ − log ξ(T0)∥∥∥
∞
)
, (115)
where the penultimate inequality invokes the triangle inequality, and the last step follows from the inequal-
ity (105) as well as a change of distributions argument as before. Additionally, recall from the relation (100)
and the definition (113) of β that
V ⋆τ (ρ)− V
(k)
τ (ρ) ≤ β
k
(
V ⋆τ (ρ)− V
(0)
τ (ρ)
)
. (116)
Substituting it into (115) and invoking the fact 0 ≤ α < β < 1, we deduce that∥∥∥Q⋆τ/τ − log ξ(t+1)∥∥∥
∞
≤
(
αt−T0+1βT0 + (1− α)
t∑
k=T0
αt−kβk
)
γ
τ
∥∥∥∥1ρ
∥∥∥∥
∞
(
V ⋆τ (ρ)− V
(0)
τ (ρ)
)
+ αt−T0+1
∥∥∥Q(T0)τ /τ − log ξ(T0)∥∥∥
∞
=
(
1− α
β − α
βt+1 −
1− β
β − α
βT0αt−T0+1
)
γ
τ
∥∥∥∥1ρ
∥∥∥∥
∞
(
V ⋆τ (ρ)− V
(0)
τ (ρ)
)
+ αt−T0+1
∥∥∥Q(T0)τ /τ − log ξ(T0)∥∥∥
∞
≤ (1− α)
βt
1− αβ
γ
τ
∥∥∥∥1ρ
∥∥∥∥
∞
(
V ⋆τ (ρ)− V
(0)
τ (ρ)
)
+ α · αt−T0
∥∥∥Q(T0)τ /τ − log ξ(T0)∥∥∥
∞
. (117)
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Step 4: ensuring that t is large enough. We claim that as long as the number of iterations t exceeds
T1 + T2, then the following two bounds hold true
βt
1− αβ
γ
τ
∥∥∥∥1ρ
∥∥∥∥
∞
(
V ⋆τ (ρ)− V
(0)
τ (ρ)
)
≤ ǫ, (118a)
αt−T0
∥∥∥Q(T0)τ /τ − log ξ(T0)∥∥∥
∞
≤ ǫ. (118b)
Here, T1 and T2 are defined respectively as follows (recall the definitions of C and T0 in (90) and (102),
respectively)
T1 := T0 +
log
(
C
ǫ
)
log(1/α)
; T2 :=
1
log 1β
log
(
1
1− α/β
∥∥∥1
ρ
∥∥∥
∞
γ
(
V ⋆τ (ρ)− V
(0)
τ (ρ)
)
τǫ
)
.
If the claim (118) were true for any t ≥ T1 + T2, then substitution into (117) would indicate that∥∥∥log π⋆ − log π(t+1)∥∥∥
∞
≤ 2ǫ, ∀t ≥ T1 + T2.
It thus remains to justify the inequalities (118) for any t ≥ T1+ T2. To begin with, it is self-evident that
(118a) holds true whenever t ≥ T2. With regards to the other inequality (118b), we make the observation
that ∥∥∥Q(T0)τ /τ − log ξ(T0)∥∥∥
∞
(i)
≤ (1− α)
∥∥∥Q(T0−1)τ /τ − log ξ(T0−1)∥∥∥
∞
+
γ
τ
max
s
(
V (T0)τ (s)− V
(T0−1)
τ (s)
)
≤
∥∥∥Q(T0−1)τ /τ − log ξ(T0−1)∥∥∥
∞
+
γ
τ
max
s
(
V (T0)τ (s)− V
(T0−1)
τ (s)
)
(119)
(ii)
≤
∥∥∥Q(0)τ /τ − log ξ(0)∥∥∥
∞
+
γ
τ
T0−1∑
k=0
max
s
(
V (k+1)τ (s)− V
(k)
τ (s)
)
(iii)
≤
∥∥∥Q(0)τ /τ − log ξ(0)∥∥∥
∞
+
γ
τ
∥∥∥V ⋆τ − V (0)τ ∥∥∥
1
= C,
where (i) relies on the inequality (112), (ii) can be obtained by applying the inequality (119) recursively, and
(iii) makes use of the previous bound (108) as well as the definition (90) of C. Consequently, for any t ≥ T1
(in which case αt−T0C ≤ ǫ), the inequality (118b) is clearly guaranteed to hold.
Finally, given that the policy update does not depend on the choice of ρ, we can take ρ in T2 to be µ
⋆
τ .
This concludes the proof of the claimed result.
E Proof for local quadratic convergence (Theorem 4)
Recalling the initial condition (31) and the contraction property (38), we have
V ⋆τ (µ
⋆
τ )− V
(t)
τ (µ
⋆
τ ) ≤ V
⋆
τ (µ
⋆
τ )− V
(0)
τ (µ
⋆
τ ) ≤
τ
2γ
∥∥∥∥ 1µ⋆τ
∥∥∥∥−1
∞
min
{
1− γ
3γ
, 1
}
. (120)
Additionally, by virtue of the SPI update rule (18) and the inequality (59), we can demonstrate that∥∥∥log π⋆τ − log π(t+1)∥∥∥
∞
≤
2
τ
∥∥∥Q⋆τ −Q(t)τ ∥∥∥
∞
≤
2γ
τ
∥∥∥V ⋆τ − V (t)τ ∥∥∥
∞
≤
2γ
τ
∥∥∥∥ 1µ⋆τ
∥∥∥∥
∞
(
V ⋆τ (µ
⋆
τ )− V
(t)
τ (µ
⋆
τ )
)
, (121)
where the last inequality comes from the usual change of distributions argument. This combined with the
initial condition (120) ensures that∥∥∥log π⋆τ − log π(t+1)∥∥∥
∞
≤ min
{
1− γ
3γ
, 1
}
≤ 1, ∀t ≥ 0. (122)
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In other words, once the algorithm is well-initialized, then the policy remains reasonably close to the optimal
policy throughout the entire trajectory.
Furthermore, once a policy π gets sufficiently close to the optimal policy π⋆τ , we can control the difference
of the corresponding discounted state visitation probabilities in terms of the sub-optimality gap w.r.t. the
log policy. This is stated in the following lemma, whose proof is deferred to Section E.1.
Lemma 10. Consider any policy π satisfying ‖log π − log π⋆τ‖∞ ≤ 1. It follows that∥∥∥∥∥1− d
π⋆τ
ρ
dπρ
∥∥∥∥∥
∞
≤ 2
(
1
1− γ
∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
∞
− 1
)∥∥ log π − log π⋆τ∥∥∞.
In particular, by taking ρ = µ⋆τ one has∥∥∥∥∥1− µ⋆τdπµ⋆τ
∥∥∥∥∥
∞
=
∥∥∥∥∥1− d
π⋆τ
µ⋆τ
dπµ⋆τ
∥∥∥∥∥
∞
≤
2γ
1− γ
∥∥ log π − log π⋆τ∥∥∞.
Armed with the above lemma, one can invoke (122) to show that∥∥∥∥∥1− d
π⋆τ
µ⋆τ
d
(t+1)
µ⋆τ
∥∥∥∥∥
∞
≤
2γ
1− γ
∥∥ log π(t+1) − log π⋆τ∥∥∞ ≤ 4γ2(1− γ)τ
∥∥∥∥ 1µ⋆τ
∥∥∥∥
∞
(
V ⋆τ (µ
⋆
τ )− V
(t)
τ (µ
⋆
τ )
)
, (123)
where the last inequality arises from (121). Substitution into (40) gives
V ⋆τ (µ
⋆
τ )− V
(t+1)
τ (µ
⋆
τ ) ≤
1−
∥∥∥∥∥∥ d
π⋆τ
µ⋆τ
d
(t+1)
µ⋆τ
∥∥∥∥∥∥
−1
∞
(V ⋆τ (µ⋆τ )− V (t)τ (µ⋆τ ))
=
1−
∥∥∥∥∥∥1 + d
π⋆τ
µ⋆τ
− d
(t+1)
µ⋆τ
d
(t+1)
µ⋆τ
∥∥∥∥∥∥
−1
∞
(V ⋆τ (µ⋆τ )− V (t)τ (µ⋆τ ))
≤
1− 1
1 + 4γ
2
(1−γ)τ
∥∥∥ 1µ⋆τ ∥∥∥∞ (V ⋆τ (µ⋆τ )− V (t)τ (µ⋆τ ))
(V ⋆τ (µ⋆τ )− V (t)τ (µ⋆τ ))
=
4γ2
(1−γ)τ
∥∥∥ 1µ⋆τ ∥∥∥∞ (V ⋆τ (µ⋆τ )− V (t)τ (µ⋆τ ))2
1 + 4γ
2
(1−γ)τ
∥∥∥ 1µ⋆τ ∥∥∥∞ (V ⋆τ (µ⋆τ )− V (t)τ (µ⋆τ )) ≤
4γ2
(1− γ)τ
∥∥∥∥ 1µ⋆τ
∥∥∥∥
∞
(
V ⋆τ (µ
⋆
τ )− V
(t)
τ (µ
⋆
τ )
)2
,
where the second inequality makes use of the bound (123). This in turn reveals that
4γ2
(1− γ)τ
∥∥∥∥ 1µ⋆τ
∥∥∥∥
∞
(
V ⋆τ (µ
⋆
τ )− V
(t+1)
τ (µ
⋆
τ )
)
≤
(
4γ2
(1 − γ)τ
∥∥∥∥ 1µ⋆τ
∥∥∥∥
∞
(
V ⋆τ (µ
⋆
τ )− V
(t)
τ (µ
⋆
τ )
))2
.
E.1 Proof of Lemma 10
For any policy π, denote by Pπ ∈ R
|S|×|S| the state transition matrix induced by π as follows
∀s, s′ ∈ S : [Pπ ]s,s′ := Ea∼π(·|s)
[
P (s
′|s, a)
]
. (124)
For any policy π satisfying ‖log π − log π⋆τ‖∞ ≤ 1 , we develop an upper bound on
∣∣∣[Pπ − Pπ⋆τ ]s,s′ ∣∣∣ as follows
∣∣∣[Pπ − Pπ⋆τ ]s,s′ ∣∣∣ =
∣∣∣∣∣∑
a
P (s
′|s, a)
(
π(a|s)− π⋆τ (a|s)
)∣∣∣∣∣ ≤∑
a
P (s
′|s, a)π⋆τ (a|s)
∣∣∣∣ π(a|s)π⋆τ (a|s) − 1
∣∣∣∣
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(i)
≤ (e− 1)
∑
a
P (s
′|s, a)π⋆τ (a|s)
∣∣∣ log π(a|s)− log π⋆τ (a|s)∣∣∣
≤ ‖log π − log π⋆τ‖∞ (e − 1)
∑
a
P (s
′|s, a)π⋆τ (a|s)
≤ 2
[
Pπ⋆τ
]
s,s′
‖log π − log π⋆τ‖∞ ,
where (i) uses the assumption ‖ log π⋆ − log π‖∞ ≤ 1 together with the elementary inequality |x| ≤ (e −
1) |log(1 + x)| when −1 < x ≤ e− 1. With the preceding bound in mind, we can demonstrate that∣∣∣(dπ⋆τρ )⊤ (Pπ − Pπ⋆τ ) ∣∣∣ ≤ 2 ‖log π − log π⋆τ‖∞ (dπ⋆τρ )⊤Pπ⋆τ . (125)
Here and throughout, we overload the notation |z| for any vector z ∈ R|S| to denote [|zi|]1≤i≤|S|.
In addition, the definitions of dπρ and d
π⋆τ
ρ admit the following matrix-vector representation:(
dπρ
)⊤
=(1− γ)ρ⊤ (I − γPπ)
−1 , (126)(
d
π⋆τ
ρ
)⊤
=(1− γ)ρ⊤ (I − γPπ⋆)
−1
, (127)
thus allowing one to derive(
dπρ − d
π⋆τ
ρ
)⊤
=(1− γ)ρ⊤ (I − γPπ⋆)
−1 [ (I − γPπ⋆)− (I − γPπ) ] (I − γPπ)−1
=γ
(
d
π⋆τ
ρ
)⊤ (
Pπ − Pπ⋆τ
)
(I − γPπ)
−1.
This together with the non-negativity of the matrix (I − γPπ)
−1 (Li et al., 2020b, Lemma 7) enables the
following bound ∣∣∣(dπρ − dπ⋆τρ )⊤∣∣∣ ≤ γ ∣∣∣(dπ⋆τρ )⊤ (Pπ − Pπ⋆τ )∣∣∣ (I − γPπ)−1
≤ 2
∥∥ log π − log π⋆τ∥∥∞γ(dπ⋆τρ )⊤Pπ⋆τ (I − γPπ)−1, (128)
where the last inequality results from (125).
Furthermore, we make the observation that
γ
(
d
π⋆τ
ρ
)⊤
Pπ⋆τ = (1 − γ)γρ
⊤
(
I − γPπ⋆τ
)−1
Pπ⋆τ = (1 − γ)γρ
⊤
[
∞∑
i=0
(
γPπ⋆τ
)i]
Pπ⋆τ
= (1 − γ)ρ⊤
[
∞∑
i=1
(
γPπ⋆τ
)i]
= (1 − γ)ρ⊤
[(
I − γPπ⋆τ
)−1
− I
]
=
(
d
π⋆τ
ρ
)⊤
− (1 − γ)ρ⊤
≤
(∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
∞
− (1 − γ)
)
ρ⊤,
where the last line comes from a change of distributions argument. Combining this bound with (128) gives∣∣∣(dπρ − dπ⋆τρ )⊤∣∣∣ ≤ 2∥∥ log π − log π⋆τ∥∥∞
(
1
1− γ
∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
∞
− 1
)
(1− γ)ρ⊤ (I − γPπ)
−1
= 2
∥∥ log π − log π⋆τ∥∥∞
(
1
1− γ
∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
∞
− 1
)(
dπρ
)⊤
,
where the last line arises from the expression (126). As a result, we establish the claimed bound∥∥∥∥∥1− d
π⋆τ
ρ
dπρ
∥∥∥∥∥
∞
≤ 2
∥∥ log π − log π⋆τ∥∥∞
(
1
1− γ
∥∥∥∥∥d
π⋆τ
ρ
ρ
∥∥∥∥∥
∞
− 1
)
.
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F Convergence analysis of CPI-style policy updates
In this section, we examine the following CPI-style update (Kakade and Langford, 2002), where the policy
is updated as a convex combination of the previous policy and an improved one. Employing the SPI update
as the improved policy, we arrive at the following CPI-style update
π(t+1) = (1− α)π(t) + απ(t+1), (129)
where π(t+1) corresponds to the SPI update w.r.t. π(t), namely,
∀(s, a) ∈ S ×A, π(t+1)(a|s) =
1
Z
(t)
(s)
exp
(
Q(t)τ (s, a)/τ
)
(130)
with Z
(t)
(s) =
∑
a exp
(
Q
(t)
τ (s, a)/τ
)
and Q
(t)
τ = Qπ
(t)
τ as usual. Here, α ∈ (0, 1] is a parameter that controls
the “conservatism” of the updates. As it turns out, this CPI-style update rule (129) can be analyzed using
our framework through the following performance improvement lemma, which is an adaptation of Lemma 1.
Lemma 11 (Performance improvement of CPI-style policy updates). Consider the policy update rule (129)
with any α ∈ (0, 1]. For any distribution ρ, one has
V (t+1)τ (ρ)− V
(t)
τ (ρ) ≥
ατ
1− γ
E
s∼d
(t+1)
ρ
[
KL
(
π(t)(·|s) ‖ π(t+1)(·|s)
)]
.
Next, invoking Lemma 2 by setting the update policy as the SPI update π(t+1), one reaches
V ⋆τ (ρ)− V
(t)
τ (ρ) ≤
η
1− γ
E
s∼d
π⋆τ
ρ
[
KL
(
π(t)(·|s) ‖ π(t+1)(·|s)
)]
.
It is then straightforward to establish a contraction property similar to (38) as follows
V ⋆τ (ρ)−V
(t+1)
τ (ρ) ≤
1− α ∥∥∥∥∥ d
π⋆τ
ρ
d
(t+1)
ρ
∥∥∥∥∥
−1
∞
(V ⋆τ (ρ)− V (t)τ (ρ)) .
By repeating the arguments in Section 4.2, we immediately see that the linear convergence of SPI continues
to hold for the CPI-style update (129). The resulting iteration complexity now includes an additional
multiplicative factor of α−1 compared to that of SPI.
F.1 Proof of Lemma 11
First of all, we claim that
V (t+1)τ (ρ)− V
(t)
τ (ρ) =
τ
1− γ
E
s∼d
(t+1)
ρ
[
KL
(
π(t)(·|s) ‖ π(t+1)(·|s)
)
− KL
(
π(t+1)(·|s) ‖ π(t+1)(·|s)
)]
, (131)
which we shall establish momentarily. Since the KL divergence KL
(
π(·|s) ‖ π(t+1)(·|s)
)
is a convex function
in π(·|s) (Cover, 1999), the update rule (129) necessarily implies that
KL
(
π(t+1)(·|s) ‖ π(t+1)(·|s)
)
≤ (1 − α)KL
(
π(t)(·|s) ‖ π(t+1)(·|s)
)
.
Substituting the above inequality into (131) allows us to conclude that
V (t+1)τ (ρ)− V
(t)
τ (ρ) ≥
ατ
1− γ
E
s∼d
(t+1)
ρ
[
KL
(
π(t)(·|s) ‖ π(t+1)(·|s)
)]
.
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The rest of this proof is then dedicated to showing (131), which is similar to the proof of Lemma 1. To
begin with, we express V
(t)
τ (s0) as follows
V (t)τ (s0) = E
a0∼π(t)(·|s0)
[
−τ log π(t)(a0|s0) +Q
(t)
τ (s0, a0)
]
= E
a0∼π(t)(·|s0)
[
−τ log π(t)(a0|s0) + τ log π
(t+1)(a0|s0)
]
+ τ logZ
(t)
(s0)
= τ logZ
(t)
(s0)− τKL
(
π(t)(·|s0) ‖ π
(t+1)(·|s0)
)
= τ E
a0∼π(t+1)(·|s0)
[
logZ
(t)
(s0)
]
− τKL
(
π(t)(·|s0) ‖ π
(t+1)(·|s0)
)
,
where the first line makes use of the definitions (8) and (17), the second line follows from (130), the third
line uses the definition of the KL divergence, and the last line follows since Z
(t)
(s0) does not depend on a.
To continue, we subtract and add τKL
(
π(t)(·|s0) ‖ π
(t+1)(·|s0)
)
to obtain
V (t)τ (s0) = E
a0∼π(t+1)(·|s0)
[
τ logZ
(t)
(s0)− τ log π
(t+1)(a0|s0) + τ log π
(t+1)(a0|s0)
]
+ τKL
(
π(t+1)(·|s0) ‖ π
(t+1)(·|s0)
)
− τKL
(
π(t)(·|s0) ‖ π
(t+1)(·|s0)
)
= E
a0∼π(t+1)(·|s0)
[
−τ log π(t+1)(a0|s0) +Q
(t)
τ (s0, a0)
]
+ τKL
(
π(t+1)(·|s0) ‖ π
(t+1)(·|s0)
)
− τKL
(
π(t)(·|s0) ‖ π
(t+1)(·|s0)
)
= V (t+1)τ (s0) +
τ
1− γ
E
s∼d
(t+1)
s0
[
KL
(
π(t+1)(·|s) ‖ π(t+1)(·|s)
)
− KL
(
π(t)(·|s) ‖ π(t+1)(·|s)
)]
.
Here, the first step relies on the definition of KL divergence, the second step comes from (130), while the last
step is obtained by using the relation Q
(t)
τ (s0, a0) = r(s0, a0) + γEs1∼P (·|s0,a0)
[
V
(t)
τ (s1)
]
and then invoking
the above equality recursively as in the expression (67) (see Lemma 1). Averaging the equality over the
initial state distribution s0 ∼ ρ thus establishes the claim (131).
G Proof of Theorem 5
For notational convenience, we denote by V πτ,p (resp. V
π
p ) the regularized (resp. unregularized) value function
of policy π in Mp. Let V
⋆
τ,p indicate the optimal entropy-regularized value function for Mp, with π
⋆
τ,p
denoting the corresponding optimal policy. We shall also let µ⋆τ,p represent the stationary distribution of
Mp under the optimal policy π
⋆
τ,p. Before proceeding, we record several facts about Mp that prove useful.
Lemma 12. The auxiliary MDP Mp = (S,A, Pp, r, γ) with Pp defined in (33) satisfies:
1. For any distribution ρ and any policy π, one has
0 ≤ V πτ,p
(
ρ
)
≤
1 + τ log |A|
1− γ
. (132a)
2. The stationary distribution µ⋆τ,p(s) of Mp under policy π
⋆
τ,p obeys
min
s∈S
µ⋆τ,p(s) ≥ ξ/|S|. (132b)
3. For any policy π, one has∥∥V πτ − V πτ,p∥∥∞ ≤ 2ξγ(1 + τ log |A|)(1 − γ)2 , ∥∥Qπτ,p −Qπτ∥∥∞ ≤ 2ξγ(1 + τ log |A|)(1− γ)2 (132c)
and
∥∥V πτ,p − V π∥∥∞ ≤ τ log |A|1− γ + 2ξγ(1 + τ log |A|)(1− γ)2 . (132d)
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The proof of the above lemma can be found in Appendix H.4. We are now in a position to prove Theorem
5. Invoking Theorem 1 yields that
V ⋆τ,p(ρ)− V
(t)
τ,p(ρ) ≤ ǫ/2 (133)
as soon as
t ≥ Tp :=
1
1− γ
log
(
2
∥∥∥∥∥ ρµ⋆τ,p
∥∥∥∥∥
∞
V ⋆τ,p
(
µ⋆τ,p
)
− V
(0)
τ,p
(
µ⋆τ,p
)
ǫ
)
.
The next step is to develop a cleaner upper bound on Tp. Towards this, we observe that
Tp
(i)
≤
1
1− γ
log
(
2
∥∥∥∥∥ 1µ⋆τ,p
∥∥∥∥∥
∞
1 + τ log |A|
(1− γ)ǫ
)
(ii)
≤
1
1− γ
log
(
4
∥∥∥∥∥ 1µ⋆τ,p
∥∥∥∥∥
∞
1
(1− γ)ǫ
)
(iii)
≤
1
1− γ
log
(
4|S|
ξ(1− γ)ǫ
)
. (134)
Here, (i) arises from the trivial bound ρ ≤ 1 as well as the inequality (132a), (ii) follows from the choice
τ ≤ (1−γ)ǫlog |A| and the range 0 < ǫ ≤
1
1−γ , while (iii) results from the inequality (132b).
Additionally, it is straightforward to derive from the inequality (132d) that∣∣V ⋆(ρ)− V ⋆τ,p(ρ)∣∣ = max{V ⋆(ρ)− V π⋆τ,p(ρ) + V π⋆τ,p(ρ)− V ⋆τ,p(ρ), V ⋆τ,p(ρ)− V π⋆τ,p(ρ) + V π⋆τ,p(ρ)− V ⋆(ρ)}
(i)
≤ max
{
V ⋆(ρ)− V π
⋆
τ,p(ρ), V
⋆
τ,p(ρ)− V
π⋆τ,p(ρ)
}
≤
τ log |A|
1− γ
+
2ξγ(1 + τ log |A|)
(1− γ)2
≤
τ log |A|
1− γ
+
4ξγ
(1 − γ)2
,
where the optimality of π⋆ (resp. π⋆τ,p) w.r.t. V (resp. Vτ ) is invoked in (i), and the last inequality holds if
τ ≤ (1−γ)ǫlog |A| . Likewise, the inequality (132d) also implies that∣∣∣V π(t)(ρ)− V (t)τ,p(ρ)∣∣∣ ≤ τ log |A|1− γ + 4ξγ(1 − γ)2
for any distribution ρ, with the proviso that τ ≤ (1−γ)ǫlog |A| . These taken collectively with (133) lead to
V ⋆(ρ)− V π
(t)
(ρ) ≤ V ⋆τ,p(ρ)− V
(t)
τ,p(ρ) +
∣∣V ⋆(ρ)− V ⋆τ,p(ρ)∣∣ + ∣∣∣V π(t)(ρ)− V (t)τ,p(ρ)∣∣∣
≤
ǫ
2
+
2τ log |A|
1− γ
+
8ξ
(1− γ)2
. (135)
Taking τ = (1−γ)ǫ8 log |A| and ξ =
ǫ2(1−γ)5
50|S|2 thus guarantees that
V ⋆(ρ)− V π
(t)
(ρ) <
ǫ
2
+
ǫ
4
+
ǫ
4
= ǫ.
Furthermore, the above choices of ξ allows us to upper bound (134) by
Tp ≤
1
1− γ
log
(
4|S|
ξ(1− γ)ǫ
)
≤
1
1− γ
log
(
200|S|3
(1− γ)6ǫ3
)
<
3
1− γ
log
(
6|S|
(1− γ)2ǫ
)
. (136)
Finally, by replacing ρ with a singleton distribution for each s ∈ S, we conclude the proof.
H Proofs for preliminary facts
H.1 Proof of Lemma 4
The results of this lemma, or some similar versions, have appeared in prior work (e.g. (Mei et al., 2020,
Lemma 10) and Agarwal et al. (2019c, Lemma 5.6)). We include the proof here primarily for the sake of
self-completeness.
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Proof of Eqn. (55a). The policy gradient of the unregularized value function V πθ (s0) is well-known
as the policy gradient theorem (Sutton et al., 2000). Here, we deal with a slightly different variant – an
entropy-regularized value function V πθτ (s0) in the expression (2) with the softmax policy parameterization
in (7). Invoking the Bellman equation and recognizing that V πθτ (s0) can be viewed as an unregularized value
function with instantaneous rewards r(s, a) − τ log πθ(a|s) for any (s, a), we obtain
∇θV
πθ
τ (s0) = ∇θ
[∑
a0
πθ(a0|s0)
(
r(s0, a0)− τ log πθ(a0|s0) + γ E
s′∼P (·|s0,a0)
[
V πθτ (s
′)
])]
(i)
= ∇θ
[∑
a0
πθ(a0|s0)
(
Qπθτ (s0, a0)− τ log πθ(a0|s0)
)]
=
∑
a0
(
∇θπθ(a0|s0)
)(
Qπθτ (s0, a0)− τ log πθ(a0|s0)
)
+
∑
a0
πθ(a0|s0)∇θ
(
Qπθτ (s0, a0)− τ log πθ(a0|s0)
)
(ii)
=
∑
a0
(
πθ(a0|s0)∇θ log πθ(a0|s0)
)(
Qπθτ (s0, a0)− τ log πθ(a0|s0)
)
+
∑
a0
πθ(a0|s0)∇θ
(
r(s0, a0) + γ
∑
s1
P (s1|s0, a0)V
πθ
τ (s1)− τ log πθ(a0|s0)
)
,
where (i) relies on the definition (17) ofQπθτ , and (ii) makes use of the identity∇θπθ(a0|s0) = πθ(a0|s0)∇θ log πθ(a0|s0)
as well as the definition (17) of Qπθτ . Given that∑
a0
πθ(a0|s0)∇θ log πθ(a0|s0) =
∑
a0
∇θπθ(a0|s0) = ∇θ
(∑
a0
πθ(a0|s0)
)
= ∇θ1 = 0 (137)
and that r(s, a) is independent of θ, one can continue the above derivative to reach
∇θV
πθ
τ (s0) =
∑
a0
(
πθ(a0|s0)∇θ log πθ(a0|s0)
)(
Qπθτ (s0, a0)− τ log πθ(a0|s0)
)
+ γ
∑
a0
πθ(a0|s0)
∑
s1
P (s1|s0, a0)∇θV
πθ
τ (s1)
= E
ai∼πθ(·|si),
si+1∼P (·|si,ai),∀i≥0
[(
∇θ log πθ(a0|s0)
)(
Qπθτ (s0, a0)− τ log πθ(a0|s0)
)
+ γ∇θV
πθ
τ (s1)
]
.
Repeating the above calculations recursively, we arrive at
∇θV
πθ
τ (s0) = E
ai∼πθ(·|si),
si+1∼P (·|si,ai),∀i≥0
[
∞∑
t=0
γt
(
∇θ log πθ(at|st)
)(
Qπθτ (st, at)− τ log πθ(at|st)
)]
=
1
1− γ
E
s∼d
πθ
s0
E
a∼πθ(·|s)
[(
∇θ log πθ(a|s)
)(
Qπθτ (s, a)− τ log πθ(a|s)
)]
=
1
1− γ
E
s∼d
πθ
s0
E
a∼πθ(·|s)
[(
∇θ log πθ(a|s)
)(
Aπθτ (s, a) + V
πθ
τ (s)
)]
=
1
1− γ
E
s∼d
πθ
s0
E
a∼πθ(·|s)
[(
∇θ log πθ(a|s)
)
Aπθτ (s, a)
]
, (138)
where the second line follows by aggregating the terms corresponding to the same state-action pair, and the
third line invokes the definition (54) of Aπθτ . To see why the last line holds, invoke (137) to reach
Ea∼πθ(·|s)
[
V πθτ (s)∇θ log πθ(a|s)
]
=
∑
a
V πθτ (s)πθ(a|s)∇θ log πθ(a|s)
= V πθτ (s)
∑
a
πθ(a|s)∇θ log πθ(a|s) = 0.
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Further, it is easily seen that under the softmax parametrization in (7),
∂ log πθ(a
′|s′)
∂θ(s, a)
= 1[s′ = s]
(
1[a′ = a]− πθ(a|s)
)
(139)
for any (s, a), (s′, a′) ∈ S ×A. Combining with (138), it further implies that
∂V πθτ (s0)
∂θ(s, a)
=
1
1− γ
Es′∼d
πθ
s0
Ea′∼πθ(·|s′)
[
∂ log πθ(a
′|s′)
∂θ(s, a)
Aπθτ (s
′, a′)
]
=
1
1− γ
Es′∼d
πθ
s0
Ea′∼πθ(·|s′)
[(
1[s′ = s]
(
1[a′ = a]− πθ(a|s)
))
Aπθτ (s
′, a′)
]
(i)
=
1
1− γ
Es′∼d
πθ
s0
Ea′∼πθ(·|s′)
[
1
[
(s′, a′) = (s, a)
]
Aπθτ (s
′, a′)
]
=
1
1− γ
dπθs0 (s)πθ(a|s)A
πθ
τ (s, a).
where (i) follows from Ea′∼πθ(·|s′)A
πθ
τ (s
′, a′) =
∑
a′ πθ(a
′|s′)Aπθτ (s
′, a′) = 0 due to the definition (54). The
proof regarding V πθτ (ρ) can be obtained by averaging the initial state s0 over the distribution ρ.
Proof of Eqn. (55b). In order to establish (55b), a crucial observation is that wθ :=
(
Fθρ
)†
∇θV
πθ
τ (ρ) is
exactly the solution to the following least-squares problem
minimizew∈R|S||A|
∥∥Fθρw −∇θV πθτ (ρ)∥∥22. (140)
From the definition (14) of the Fisher information matrix, we have
Fθρw = Es∼dπθρ Ea∼πθ(·|s)
[(
∇θ log πθ(a|s)
)(
∇θ log πθ(a|s)
)⊤
w
]
.
for any fixed vector w = [ws,a](s,a)∈S×A. As a result, for any (s, a) ∈ S ×A one has
(
Fθρw
)
s,a
= Es′∼dπθρ Ea′∼πθ(·|s′)
[
∂ log πθ(a
′|s′)
∂θ(s, a)
(∑
s˜,a˜
∂ log πθ(a
′|s′)
∂θ(s˜, a˜)
ws˜,a˜
)]
(i)
= Es′∼dπθρ Ea′∼πθ(·|s′)
[
1[s′ = s]
(
1[a′ = a]− πθ(a|s)
)(∑
s˜,a˜
1[s˜ = s′]
(
1[a˜ = a′]− πθ(a˜|s˜)
)
ws˜,a˜
)]
= Es′∼dπθρ Ea′∼πθ(·|s′)
[
1[s′ = s]
(
1[a′ = a]− πθ(a|s)
)(
ws′,a′ −
∑
a˜
πθ(a˜|s
′)ws′,a˜
)]
= dπθρ (s)Ea′∼πθ(·|s′)
[(
1[a′ = a]− πθ(a|s)
)(
ws,a′ − c(s)
)]
= dπθρ (s)Ea′∼πθ(·|s′)
[
1[a′ = a]ws,a′ − πθ(a|s)ws,a′ − 1[a
′ = a]c(s) + πθ(a|s)c(s)
]
= dπθρ (s)
[
πθ(a|s)ws,a − πθ(a|s)c(s) − πθ(a|s)c(s) + πθ(a|s)c(s)
]
= dπθρ (s)πθ(a|s)
[
ws,a − c(s)
]
,
where (i) makes use of the derivative calculation (139), and we define c(s) :=
∑
a πθ(a|s)ws,a. Consequently,
the objective function of (140) can be written as∥∥Fθρw −∇θV πθτ (ρ)∥∥22 =∑
s,a
(
dπθρ (s)πθ(a|s) [ws,a − c(s)]−
1
1− γ
dπθρ (s)πθ(a|s)A
πθ
τ (s, a)
)2
=
∑
s,a
(
dπθρ (s)πθ(a|s)
(
ws,a − c(s)−
1
1− γ
Aπθτ (s, a)
))2
,
which is minimized by choosing ws,a =
1
1−γA
πθ
τ (s, a) + c(s) for all (s, a) ∈ S ×A. This concludes the proof.
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H.2 Proof of Lemma 5
We first make note of the following telescoping sum
an+1 − α
n+1a0 =
n∑
k=0
αn−k(ak+1 − αak) ≤
n∑
k=0
αn−kbk,
where the last inequality follows from (60). Rearranging terms and summing over all n = 0, 1, · · · yield
∞∑
n=0
an ≤ a0 +
∞∑
n=0
(
n∑
k=0
αn−kbk + α
n+1a0
)
=
∞∑
n=0
αna0 +
∞∑
k=0
∞∑
n=0
αnbk =
1
1− α
(
∞∑
n=0
bn + a0
)
as claimed.
H.3 Proof of Lemma 6
Proof of Eqn. (61a). Given that p is a probability distribution vector, we have
1 =
∑
a
p(a) =
∑
a
(
p(a)
(
p(a)
q(a)
)β) 11+β
(q(a))
β
1+β ≤
(∑
a
p(a)
(
p(a)
q(a)
)β) 11+β (∑
a
q(a)
) β
1+β
=
(∑
a
p(a)
(
p(a)
q(a)
)β) 11+β
,
where the above inequality arises from Ho¨lder’s inequality, and the last identity holds since q is a distribution
vector. This immediately concludes the proof of (61a).
Proof of Eqn. (61b). Regarding the second claim, we can demonstrate that
p(a) log
p(a)
q(a)
+ q(a) log
q(a)
p(a)
= (p(a)− q(a)) (log p(a)− log q(a))
=
p(a)− q(a)
log p(a)− log q(a)
(log p(a)− log q(a))
2
≥ min {p(a), q(a)} (log p(a)− log q(a))
2
.
To validate the last inequality, note that for any y ≥ x > 0, one has log x− log y = (x− y)(log ξ)′ = x−yξ for
some x ≤ ξ ≤ y (in view of the mean value theorem), and hence x−ylog x−log y = ξ ≥ x. Consequently, summing
over all a yields∑
a
min {p(a), q(a)} (log p(a)− log q(a))
2
≤
∑
a
p(a) log
p(a)
q(a)
+
∑
a
q(a) log
q(a)
p(a)
= KL
(
p ‖ q
)
+ KL
(
q ‖ p
)
.
Proof of Eqn. (61c). When it comes to third claim, we observe that
∑
a
q(a)
(
q(a)
p(a)
)β (
log
p(a)
q(a)
)2
=
∑
a
q(a)
min {p(a), q(a)}
(
q(a)
p(a)
)β
min {p(a), q(a)}
(
log
p(a)
q(a)
)2
≤
{
max
a
q(a)
min {p(a), q(a)}
(
q(a)
p(a)
)β}{∑
a
min {p(a), q(a)}
(
log
p(a)
q(a)
)2}
≤
(
max
a
q(a)
p(a)
)1+β {∑
a
min {p(a), q(a)}
(
log
p(a)
q(a)
)2}
. (141)
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Here, the last inequality holds since
q(a)
min {p(a), q(a)}
(
q(a)
p(a)
)β
=

(
q(a)
p(a)
)β+1
, if q(a) ≥ p(a),(
q(a)
p(a)
)β
≤ 1 ≤
(
maxa
q(a)
p(a)
)β+1
, if q(a) < p(a),
where we have used the fact that maxa
q(a)
p(a) ≥ 1 (since
∑
a q(a) =
∑
a p(a)). Substitution of (61b) into (141)
immediately establishes (61c).
H.4 Proof of Lemma 12
To simplify notation, for any policy π we introduce the matrices Pπ,p, Pπ ∈ R
|S||S| defined such that
∀s, s′ ∈ S :
(
Pπ
)
s,s′
:=
∑
a
π(a|s)P (s′|s, a);
(
Pπ,p
)
s,s′
:=
∑
a
π(a|s)Pp(s
′|s, a).
Proof of Eqn. (132a). We first make note of two elementary bounds
0 ≤ H(ρ, π) ≤
1
1− γ
log |A| and 0 ≤ V πp
(
s
)
≤
1
1− γ
as long as r(s, a) ∈ [0, 1] for all (s, a) ∈ S ×A. These in turn reveal that
0 ≤ V πτ,p
(
s
)
= V πp
(
s
)
+ τH(ρ) ≤
1 + τ log |A|
1− γ
.
Proof of Eqn. (132b). It can be shown that(
µ⋆τ,p
)⊤
=
(
µ⋆τ,p
)⊤
Pπ⋆τ,p,p =
(
µ⋆τ,p
)⊤{
(1− ξ)Pπτ,p⋆ +
ξ
|S|
11⊤
}
≥
(
µ⋆τ,p
)⊤{ ξ
|S|
11⊤
}
=
ξ
|S|
1⊤
as claimed, where 1 denotes the all-one vector.
Proof of Eqn. (132c). We make the observation that∥∥V πτ,p − V πτ ∥∥∞ (i)= γ ∥∥(I − γPπ)−1(Pπ,p − Pπ)V πτ,p∥∥∞
≤ γ
∥∥(I − γPπ)−1∥∥1 ‖Pπ,p − Pπ‖1 ∥∥V πτ,p∥∥∞
(ii)
= ξγ
∥∥(I − γPπ)−1∥∥1 ∥∥∥∥Pπ,p − 1|S|11⊤
∥∥∥∥
1
∥∥V πτ,p∥∥∞
(iii)
≤
2ξγ(1 + τ log |A|)
(1− γ)2
,
where (i) is a standard perturbation relation (e.g. Agarwal et al. (2019b, Lemma 2)), (ii) relies on the
construction (33) (with ‖P‖1 := maxi
∑
j |Pi,j |), and (iii) follows from ‖(I−γPπ)
−1‖1 ≤
1
1−γ (see e.g. Li et al.
(2020a, Lemma 7)), the bound ‖Pπ −
1
|S|11
⊤‖1 ≤ ‖Pπ‖1 + ‖
1
|S|11
⊤‖1 ≤ 2, and the inequality (132a).
Consequently, ∥∥Qπτ,p −Qπτ∥∥∞ ≤ ∥∥V πτ,p − V πτ ∥∥∞ ≤ 2ξγ(1 + τ log |A|)(1− γ)2 .
Proof of Eqn. (132d). In addition, given that 0 ≤ H(s, π) ≤ 11−γ log |A|, one has∥∥V πτ − V π∥∥∞ = τ maxs ∣∣H(s, π)∣∣ ≤ τ log |A|1− γ .
This together with (132c) and the triangle inequality immediately establishes (132d).
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