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Abstract: Journal rankings of specific research fields are often used for evaluation purposes,
both of authors and institutions. These rankings can be defined by means of several methods,
as expert assessment, scholarly-based agreements, or by the ordering induced by a numeric index
associated to the prestige of the journals. In order to be efficient and accepted by the research
community, it must preserve the ordering over time, at least up to a point. Otherwise, the procedure
for defining the ranking must be revised to assure that it reflects the presumably stable characteristic
“prestige” that it claims to be quantifying. A mathematical model based on fractional p-variations
of the values of the order number of each journal in a time series of journal rankings is explained,
and its main properties are shown. As an example, we study the evolution of two given ordered lists
of journals through an eleven-year series. These journal ranks are defined by using the 2-year Impact
Factor of Thomson-Reuters (nowadays Clarivate Analytics) lists for MATHEMATICS and PHYSICS,
APPLIED from 2002 to 2013. As an application of our model, we define an index that precludes the
use of journal ranks for evaluation purposes when some minimal requirements on the associated
fractional p-variations are not satisfied. The final conclusion is that the list of mathematics does not
satisfy the requirements on the p-variations, while the list of applied physics does.
Keywords: stability; impact measure; time series; citation analysis; model; p-variations; research evaluation
1. Introduction
Journal rankings have become a basic tool for research and library management. The way
in which they can be established are diverse and range from an agreement among a group of experts
to a citation-based journal impact index. In any case, their use is a fundamental resource for committees
and professionals in charge of decisions involving research assessment. An example of such issues is the
procedure used by the Polish office of institutional research and assessment, whose performance-based
research funding system is the so-called Comprehensive Evaluation of Scientific Units (CESU).
In this case, the evaluation ranking is elaborated by a mixed procedure taking into account the
bibliometric indices and the experts’ assessment (see [1,2]). The discussion of which is the best way to
define a rank-based evaluation system is one of the most recurrent topics in information science and its
applications to research management. It must be said that the interaction among impact factors, journal
rankings, and research policy was inherent at the very beginning of the work of Eugene Garfield
and the creation of the fundamental bibliometric tools (see [3,4]). Indeed, the easiest way of defining
a journal ranking is by using a numerical index that measures some aspects of the chosen journals.
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These characteristics of the publications must be related to their scientific prestige. Impact factor
type indices are normally used to evaluate the quality of the scientific production of researchers,
universities, and research institutes. The advantages and limitations of this practice have been deeply
analyzed in many papers (see [5–8]). Arguments against this use have been expressed from both the
professional collective of experts in information science and groups of researchers that are negatively
affected by this practice. The reader can find a great deal of literature related to this topic in specialized
journals (see [9–18]). Additionally, some institutions and groups of research analysts have presented
reports and conclusions about this topic—generally in the direction of showing the negative effects of
the automatic use of bibliometric indicators in research evaluation; see for example the IMU report,
San Francisco Declaration on Research Assessment (DORA), the Metric Tide 2015, and the Leiden
Manifesto [19–22]. However, it must be said that some researchers consider that these criticisms on the
metric-based systems must be analyzed in national contexts, since the usage of other procedures—such
as peer-review-based systems—also has limitations. Indeed, it seems that the adequacy of any system
needs to be examined in its national contexts to understand their motivations and design, as suggested
in [23].
In general, often scientists do not agree with their use, while politicians and institutions that
have to decide on the funding of scientific activity are open to using impact metrics in some cases.
In general, as was clearly shown in [23], each country has developed its own method for research
assessment, and a considerable effort has been put forth towards finding a convenient system in each
national context. For example, the Spanish system for research evaluation is strongly based on impact
metrics.
It seems clear that any tool for measuring scientific quality is in a sense arbitrary. However,
there are some clear reasons for which this use is convenient, and sometimes necessary. For example,
it provides an easy-to-handle criterion for the evaluation and comparison of single journals for library
assessment, and of scientists and institutions for research assessment, which is also completely objective
since it is based on an ordered list.
1.1. Measuring Stability of Journal Rankings
Consequently, it seems that some control procedure for the reliability of the impact tools must be
developed in order to help improve their usage in research assessment. This motivates the present
investigation, which has the following objective: to provide a “second-order" mathematical tool for measuring
the plausibility of the use of a given (ordered) list of journals for evaluation of the quality of the scientific
production. A general and exhaustive work has been recently published by Pajic [24], with the aim
of analyzing all the aspects of stability of the more usual bibliometric indices. There, the reader
can find a great deal of information on the subject and also the reasons why measures of stability
are needed in order to use these indices for the purpose of research assessment and evaluation.
An explanation of the previous initiatives regarding this question can be found in Section 3.2 of this
quoted paper, where the general scheme of how to perform a mathematical tool for determining the
stability is presented.
Pajić’s paper also stresses the need to account for the time dynamics of citation measures.
This relevant fact was already evidenced in previous works, and has been remarked in current research
papers on the modeling of impact measures for research evaluation, as can be seen in [25–28].
The order in the list is given by some impact criterion: for example, the Thomson-Reuters 2-year
Impact Factor (JCR list), or the Scimago Journal Ranking (SJR list). Comparison of different journal
rankings defined by an impact-based order is the topic of many works (see for example [29–34]).
In particular, the evolution of the 2-year Impact Factor over the years and the stability of the values
of single journals in the JCR lists has already been analyzed by several authors. We must mention
the papers [35,36], in which the dynamics of the values of this index has been studied, showing its global
behavior, including, for example, inflation through a long enough time period as a consequence of the
growth of the size of the disciplines. Additionally, from the very beginning of the use of the impact
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factor for evaluation purposes, some redefinitions of this index have been proposed with the idea of
assuring its stability (e.g., [37]).
1.2. A Specific Model for Ensuring the Plausibility of Journal Rankings
In this paper we will define a time-variation-measuring index for ordered lists of scientific
publications, and we will show some positive and negative examples extracted from the
Thomson-Reuters Impact Factor lists (JCR). We will show—with arguments based on a mathematical
model and some statistical arguments—that some of these lists can be used for evaluation and other
ones must not be used for this aim. Our mathematical construction concerns the measure of the stability
of the time series of lists generated by the impact factor in a given scientific subject. Let us present the
main ideas that support our model.
(1) The prestige of a given journal for a scientific community is supposed to be relatively stable.
At least, it must change following a long-term pattern.
(2) The position of a journal in a prestige-based list may increase or decrease over a long period,
but a great amount of fluctuations in it must be understood as an anomalous behavior.
(3) Consequently, a lot of significant changes in the position of a journal in a list is not a plausible
behavior. Such a fact must not be interpreted as a fail in the policy of the journal, but in the
measuring tool.
(4) We obtain the following conclusion: an ordered impact list having an excessive rate of fluctuations
in the positions of the journals must not be used as a proxy for the prestige of the journals in which the
papers are published.
We will explain our ideas and some related examples in the following sections—the next one for
the mathematical development and the third section for the applications—and we will finish with
some conclusions. Although we will provide a rigorous formal explanation, we will also show concrete
examples to help the reader understand our model.
2. Materials and Methods
In this section we introduce the main elements that are needed to define our mathematical
model for measuring the time-dependent variation of an ordered list of journals. We will explain
the mathematical tools for constructing the model as well as the sources of data for our test/main
example. We define and analyze the main properties of an index for measuring the variation in the
position of the items through a series of lists of journals that are ordered by an impact measure. In the
second part, we present how this index must be used to establish a plausibility criterion for particular
impact factor lists. The main examples we are thinking about are the series of the values of the last
11 years of the Clarivate Analytics (formerly Thomson-Reuters) 2-year Impact Factor list in two given
scientific subjects—MATHEMATICS and PHYSICS, APPLIED—that will be analyzed in the Discussion
section. We will write “mathematics” and “applied physics” in the rest of the paper for readability.
Before presenting our formal development, it must be said that models based on correlation
indices or statistical parameters—standard deviation, variance, or other dispersion measures—have
been considered in previous works—for example the ones presented in [38,39]. It must be mentioned
here that in general these kinds of indices are not always considered to be useful, mainly for two reasons.
First, the statistical nature of data in the citation analysis does not satisfy the standard requirements for
a safe application of the usual methods. Second, their definitions and the procedure for computing them
are too complex to allow an easy-to-handle analysis, which contradicts one of the main requirements
for being a good bibliometric index (see [22]): the meaning of such an index must be more or less
evident from the mathematical point of view in order to allow a direct bibliometric analysis.
2.1. p-Variations of Ordered Lists: Definition and Fundamental Properties
We use standard mathematical notation. We will write R for the set of the real numbers.
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Definition 1. Consider a list of scientific journals L of a particular scientific area. We say that a non-negative
function I : L→ R is an impact measure if for a given journal j ∈ L, I(j) is a function of the number of citations
that the papers of j receives from articles published in journals in a selected list C in certain fixed period of time.
Definition 2. We say that the list of journals L is ordered by an impact measure I if given two journals j1, j2 ∈ L,
j1 ≤ j2 if and only if I(j1) ≤ I(j2). In this case, we will call to the pair (L ≤) an impact-ordered list of journals.
In this case, we will say that L is an ordered list for short.
In what follows, we will define the p-variation index of a list of journals ordered by an impact
measure as the normalized p-variation of a numerical value that indicates the position of a journal
in an ordered list. We will use different norms of sequence spaces for doing the definition,
producing a different index depending on a value 0 < p ≤ ∞. Recall that the p-(quasi)-norm for
a sequence (an)Nn=1 is given by ∥∥(an)Nn=1∥∥p := ( N∑
n=1
∣∣an∣∣p)1/p
if 0 < p < ∞, and ∥∥(an)Nn=1∥∥∞ := maxn=1,...,N ∣∣an∣∣.
It must be noted that fractional indices for 0 < p ≤ 1 (for example p = 1/2) could be of
special interest in the present setting. Let us briefly explain this point. Suppose that a journal
accumulates a positional positive variation of 5 points during 6 years. A usual p-variation for p ≥ 1
gives a larger value if all of the variation is due to a large positional jump of 5 points in the first year
than in the case where it changes one position year by year. Indeed, (52 + 02 + 02 + 02 + 02)1/2 = 5,
while (12 + 12 + 12 + 12 + 12)1/2 =
√
5. However, it seems that the second evolution—one positional
change each year—indicates a greater level of instability than the first one, since the position only
changed one time in all five years.
In order to represent this, the value p = 1/2 gives a better option. In this case, the associated formula
does not give a norm but a quasi-norm, and the values are (51/2 + 01/2 + 01/2 + 01/2 + 01/2)2 = 5 and
(11/2 + 11/2 + 11/2 + 11/2 + 11/2)2 = 25, following the expected behavior for an index reflecting the
time-variation of a list.
It seems natural to use different values of p depending on the particular problem to be analyzed.
Figure 1 provides a representation of the behavior of the functions depending on the value of p.
We will use the function for p = 1. However, for example, a natural confidence test of the stability of
the order of a list is that the variation of any journal in the list must be smaller than a given value.
This corresponds to the case p = ∞.




















Figure 1. p-variation of the points (t, 1− t) for: (left) p = 2; (middle) p = 1; and (right) p = 1/2.
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2.2. The Test Example: Eleven-Year Series in Mathematics and Applied Physics
In order to check our model, we will analyze the time-variation index (p = 1) and the adequacy
of the 2-year impact factor series of lists of the subjects mathematics and applied physics. We will
show two historical series of Thomson-Reuters (now Clarivate Analytics) 2-year Impact Factor lists
of journals of the subjects mathematics and applied physics. It is a well-known fact that the impact
factor-based ordering of the list of journals of the series mathematics is particularly unstable; this fact
has been quantified and explicitly established in the recent study presented in [18].
We chose the time series from 2002 to 2013. The aim of this particular selection was to choose
a series of lists that was already essentially stable. We observed that from 2002 on the set of journals
appearing in the lists had no strong changes.
The idea was to compute the ordering number in both lists of the set of journals appearing
in the complete historical series from 2002 to 2013. This ordering number is what is called the rank
normalized impact factor, defined and studied in [29], and is defined to be the number that the journal
occupies in the list, starting from below and normalized to 1.
3. Results
Since our results are both theoretical and experimental in nature, we will present them in two parts:
the first one devoted to the mathematical construction and the second one for showing the data
collected about our test example.
3.1. The p-Fractional p-Variation and the p-Adequacy Degree of a Time Series
In what follows, we show the main formal development of the paper: the construction of a stability
criterion for a series of ordered lists of journals. In fact, we will provide two indices giving information
about different aspects of the problem. We explain a concrete way of defining an index measuring the
time-variation of a series of ordered lists. We fix 10 changes of year in order to ensure we have a long
enough time series. Thus, take an eleven-year series S of related lists of journals ordered by an impact
measure ((Ln,≤n))11n=1, where each of these lists contains a variable number of journals with a large
common subset appearing in all of them. We are thinking, for example, of the case of 11 lists of a fixed
Journal Citation Reports subject corresponding to consecutive years.
We define the complete list associated to the series S as
LS = ∩11n=1Ln.
From this point on, we consider the lists Ln ∩ LS, each one with the order inherited from
the original list Ln. For simplicity, we preserve the notation Ln for the new restricted list.
Fix 0 < p ≤ ∞. If n ∈ {1, 2, ..., 11}, for each element j ∈ Ln, we write j(n)0 for the natural
number indicating the position of the journal j in the list Ln, starting from the lowest journal, and j(n)
for its normalized value; that is,
j(n) = j(n)0/NS,
where NS is the number of journals in LS.
We define the (normalized) fractional p-variation vp(j) of a journal j ∈ LS (0 < p ≤ ∞) by
vp(j) :=
∥∥(j(n + 1)− j(n))10n=1∥∥p
(10)1/p
.
Definition 3. We define the p-time-variation index PIp(j) of a journal j ∈ LS as the fractional p-variation
vp(j) of j. We define the p-time-variation index PIp(S) of an eleven-year series of ordered lists S as the mean of
the fractional p-variations of all the journals in LS; that is,





where NS is the total number of journals in LS.
As an example, for the aim of accepting or rejecting an eleven-year series of lists S as the ones
above, we can consider the (upper) limit 0.1 for the value of this index. This implies that the mean
value of the jump in the order index of a journal in the list in a year is smaller than 10%, which makes
it relatively stable as a evaluation tool for research assessment. For simplicity, we will mainly consider
the case p = 1 in the examples and applications in further sections of this paper.
Take an ordered based partition {Pi : i = 1, 2...} of the last list of a series S of ordered lists
of a given scientific field as considered in the previous section, such as the one given, for example,
by the tertiles or the quartiles.
We define the following general suitability criterion, based on a simple relation between the size
of the partitions that are chosen for performing an evaluation process and the p-time-variation index.
Let T be the natural number in which the final list L11 is divided for the purpose of evaluation.
As we already said, usual partitions are in tertiles (T = 3) or quartiles (T = 4).
The following index gives a measure of how many journals in a given list change their positions
with respect to the partition; for example, if T = 3, the index gives an idea of how many journals jump
from a tertile to a different one. We use the corresponding p-time-variation index to define it.
Definition 4. We say that the p-adequacy degree for a series S of ordered lists for a T-fold partition is
kp,T(S) = 100×
(
1− (T − 1)× PIp(S)
)
.
Take p = 1. The parameter k1,T(S) is obtained to be a simple estimate of the probability that
a given journal jumps to a different element of the partition given by T (tertile, quartile). Since there
are T − 1 changes of elements of the ordered partition, a uniform distribution of a journal in a position
makes it change PI1 × NS positions in the list as a mean. As a result, for each change, there are
PI1 × NS/2 journals that go from the element above to the element below, and the same number
go from the element below to the one above. Summing up all the changes of elements, it produces
a reasonable estimate of the probability of change of (T − 1)× PIp(S); the % of the complementary
event gives the p-adequacy degree. Given an eleven-year series of ordered journals, if k1,T(S) = k,
we will say that the last list of the series L11 is 1-adequate (or simply adequate) for the partition given
by T at a level k %.
Example 1. Let us explain a formal example to show how this concept works. Assume that the partition
is defined by the quartiles (i.e., T = 4). Consider a standard list of 100 journals with a normalized 1-variation
v1(j) = 0.05 for all of them; this corresponds to a mean of changes of 5 positions in the list for each journal
and for each year. If we also assume that all the lists L1, L2, ..., L11 in the series S contain the same journals,





Consequently, we have that
k1,4(S) = 100×
(




1− (4− 1)× 0.05
)
= 85%.
Therefore, the list L11 is 1-adequate for quartiles at a level 85%.
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T − 1 = PIp(S),
and can be used to solve the inverse problem, which is the limit value of the p-time-variation index for having
a p-adequacy degree bigger than a given value. For example, if we want a degree k1,4 of at least 90% for





3− 1 = 0.05.
Remark 1. Some fundamental properties of the time-variation index are obvious direct consequences of the
definition. For instance, it does not depend on the subject that is being considered or the mean citation number
in each scientific discipline. The reason is that it is using a rank normalized impact factor, and so the index does
not depend on the absolute value of the impact factor, but on the order induced in the list normalized to 1.
Although the time-variation index can be interpreted as a probability (having values from 0 to 1),
the adequacy degree is given as a percentage and has a clear meaning as a rate of journals that changes from
a subset to the chosen partition to another adjacent subset.
Further developments on the statistical and probabilistic meaning of both parameters defined here would
imply a more difficult explanation. However, simplicity is a fundamental property for a bibliometric indicator;
see for example point 4 in the Leiden Manifesto ([22]). Actually, our new indices are performed to satisfy
most of the requirements presented in the Manifesto for becoming convenient indicators (see also point 6 of
the Manifesto).
Example of application to curricula vitae (CV) evaluation. To finish this section, let us explain
a different application using the indices presented here to introduce a confidence interval in the
evaluation of single curricula vitae. As we have explained in the previous sections, the main application
of our results is to provide a criterium for rejecting the use of a particular impact list. However,
it can also be used for rejecting the result in case that an automatic evaluation using such a list gives
an unreliable result. Assume that such an evaluation procedure based on the use of the 2-year Impact
Factor has been chosen by a research institute. In order to simplify the comparison, consider the
problem of having just a pair of candidates for a given position in a research institute. Suppose that we
have a simple system for evaluating the papers of both candidates consisting of giving 5− t points
for each paper published in a journal that is in the quartile t of the list of the last year of a series S
(recall that we call the first quartile to be the top one). Suppose that the adequacy degree of the list (for
quartiles) is k1,4 = 66.6%. Let us consider two cases.
(a) Suppose that Candidate 1 has published three papers in journals that are in the first quartile
and one in the fourth, and Candidate 2 has published six in the second quartile. The marks that
they get are 13 (Candidate 1) and 12 (Candidate 2), and so the institute will contract Candidate
1. However, using the probabilistic interpretation that we give to the index, we know that the
lowest value that Candidate 1 should get is 2× 4 + 1× 3 + 1 = 12, and the upper value for
Candidate 2 should be 4× 2 + 2× 3 = 14. Consequently, the institute cannot distinguish among
both candidates using this system, and must find another procedure.
(b) Consider now a different situation. Suppose that Candidate 1 has published six papers in journals
that appear in the fourth quartile. The evaluation system gives 6× 1 = 6. The value of k1,4
indicates that two of the six papers should be in the third quartile, and so the biggest mark
obtained with the evaluation system should be 4× 1 + 2× 2 = 8.
Suppose also that Candidate 2 has published five papers in the second quartile. The system
provides a mark equal to 10 for their papers. Then the probabilistic interpretation of k1,4 gives that
the lowest mark should be greater than or equal to 3× 2 + 2× 1 = 8. Summing up the comments on
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the evaluation of both candidates, we obtain that the greatest possible mark for Candidate 1 equals
the smallest possible mark for Candidate 2, and so the comparison of the confidence intervals gives
that the result can be accepted, since the intersection of both of them is empty. Thus, the institute
should propose Candidate 2 for the position. Although this is still an automatic evaluation—and so is
by definition against the “good usage” rules for metric tools—at least it agrees with a stronger filter,
ensuring a safer result than the one given by the direct comparison of marks.
3.2. Time Series of Impact Factor Lists of Mathematics and Applied Physics
As we explained in Section 2.2, using the rank normalized impact factor we have computed the
mean of the variation of the journals in the lists of mathematics and applied physics. We present them
in Figures 2 and 3. The reader can compare the values of the journals in both lists. These tables are the
starting point of our analysis.
!
Journal( Variation( Journal(( Variation( Journal( Variation(
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Figure 2. Mean variations of the journals in the list of mathematics.
Figure 4 shows the behavior of the journals in the list of mathematics divided by quartiles.
It is easily seen that the position of the journals changes a lot in all the diagrams, but in quartile 1
(Q1) the top journals are stable. However, these journals are often out of the scope of the publication
of research in specialized areas of mathematics, mainly because they are very selective regarding
topics and authors, and some of them publish just a small number of articles per year. For example,
Acta Mathematica published 15 papers in 2014. This reflects that this journal cannot be considered
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as a standard way of publishing research in mathematics, since publication in them is in a sense
extraordinary. This particular characteristic of the list of mathematics does not affect the list of applied
physics. The behavior of the journals in the list of applied physics are shown by quartiles in Figure 5.
Figure 3. Mean variations of the journals in the list of applied physics.














































Figure 4. Behavior of the journals by quartiles (Q) in the list of mathematics. (top-left) Q1; (top-right)
Q2; (bottom-left) Q3; and (bottom-right) Q4.
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Figure 5. Behavior of the journals by quartiles (Q) in the list of applied physics. (top-left) Q1; (top-right)
Q2; (bottom-left) Q3; and (bottom-right) Q4.
Some other properties of both journal rankings are explicitly shown in Figures 4 and 5. Both are
affected by a high level of variation. However, in both cases the central quartiles (second and third
quartiles) show a chaotic behavior, while the first and the fourth quartiles are a bit more stable. In any
case, the behavior shown in Figure 4 clearly indicates the lack of plausibility of an evaluation procedure
based on the ranking of journals in the list of mathematics.
The behavior shown by the journals of the first quartile in Figure 4 (top-left) is rather stable,
reinforcing the idea that top journals tend to preserve high positions in journal rankings. The same
can be said regarding the first quartile of applied physics shown in Figure 5 (top-left). Note that
almost all journals in the second and third quartiles of the list of mathematics (Figure 4, top-right
and bottom-left) present a rather arbitrary trajectory. Since they constitute a relevant set of research
publications, this should be considered a good reason for rejecting the list for evaluation purposes.
Again, Figure 4 (bottom-right) represents a more stable set of journals of mathematics. The last part of
the list seem to have—as in the case of the first quartile—better properties regarding order preservation:
journals having small impact factors tend to preserve their impact factor.
Using this data, we have computed the 1-time-variation index PI1 of the list of journals in the lists
M = mathematics and AP = applied physics. To do this, we have considered the increments of time
series from 2002 to 2013 (ten increments).
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The 1-time-variation indices PI1(M) and PI1(AP) of an eleven-year series of impact-ordered lists S
as the mean of the mean 1-variations of all the journals that appear in all the lists of LM :=mathematics










where NAP is the total number of journals in LAP. However, if we omit from the list five journals with
anomalous behavior (in the sense that they have very large changes in the mean variation), the index
decreases in a meaningful way. For example, if we omit the journals TOP APPL PHYS, ATOMIZATION
SPRAY, PHYSICA C, IEEE T APPL SUPERCON, APPL PHYS A-MATER and MAT SCI SEMICON
PROC, the mean value of the variation is 0.0737.
4. Discussion
The first main fact that can be observed is that for the case of applied physics, the computation
of the time-variation index gives a smaller value than the one that holds for the case of mathematics.
Obviously, the reason is that the variations in the position of the journals are less relevant: the reader
can see this by comparing the representation by quartiles for the case of applied physics, and for the
case of mathematics that we presented before.
Concretely, using the complete list, we have obtained that the time-variation indices are 0.1078 for
the case of mathematics and 0.0827 for the case of applied physics. Thus, since the original values of
the rank index are in the interval [0, 1], we have that in the first case the mean of the jump in the order
index for a journal is greater than 10%. In the case of applied physics, it is smaller than the limit value
10%. Of course, the limit of the value of the variation index for accepting it for research evaluation
is arbitrary. Based on the selection of critical values of similar statistical tests, we would suggest to use
10% as standard value, although each particular assessment committee should fix it.
Recall that the second index that we have defined (the 1-adequacy degree) provides an estimate of
the adequacy of a partition of a list in tertiles or quartiles for the aim of giving a mark for the evaluation
of single papers based on their publication in journals in the list. It is given by
k1,T(M) = 100×
(
1− (T − 1)× PI1(M)
)
.
In the case of mathematics, we obtain the following values, where T = 3 in the case of tertiles and
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As we explained when we defined this index, these values give an estimate of the mean probability
of a given journal of staying in the same tertile/quartile in the corresponding list when passing from
one year to the next one. The value of the list of mathematics by quartiles shows that—roughly
speaking—only two of each three journals remain in the same quartile when we change from one
year to the next. Of course, this value is too large to allow a quartile-based evaluation criterion for
research evaluation: for example, if this is used for the evaluation of a single researcher, he can only
trust to have the expected evaluation for two journals of each three in which he publishes; the reason
is that he knows the quartile where the journal is located when he is sending a paper for publication,
and only in two of each three times the quartile is preserved when the papers appear in the journals
the next year. From this point of view—and following the standard value for the critical variation
index proposed above—a reasonable value for the index should be more than 90% (at least nine stable
journals of each ten): none of the four results presented here attains this value. Only the list of applied
physics would be close to having this value for the partition of the list in tertiles, especially if some
specific journals—TOP APPL PHYS, ATOMIZATION SPRAY, PHYSICA C, IEEE T APPL SUPERCON,
APPL PHYS A-MATER and MAT SCI SEMICON PROC—are removed from the list.
Finally, regarding the use of the lists after excluding some journals, it can be observed that the
values of the indices change a lot if the top journals of the list are removed, due to the small variation in
the position of these journals. Indeed, as can be observed from the figures presented above, top journals
are stable, which suggests that they have better editorial policies that allow them to preserve their
positions. This would be interpreted as a confirmation that the positive relation among high quality
and high impact factor is more believable in the case of top journals. The difference is more relevant in
the case of mathematics, in which the following results are obtained.
• Using the complete list, we obtain PI1(M) = 0.1078.
• If the 20 top journals are removed from the list, we get PI1(M) = 0.1210.
• If the 30 top journals are removed, then PI1(M) = 0.1306.
It must be taken into account that the JCR list of mathematics is rather large (currently more than
300 journals), and there are many highly specialized journals that will never have a high impact factor
due to the small size of the associated scientific community. Therefore, they cannot be considered as
top journals, and so they are affected by a high lack of stability. The numerical values presented above
stress this fact. In the case of the list of applied physics, the variations are less relevant.
Summing up, the main result of our analysis is that under the assumption of a critical variation
value of 10%, the ordered list of mathematics is not stable enough to consider it as a reliable assessment tool
for research evaluation. In the case of applied physics, the values of the obtained indices show that the
corresponding list is still admissible for evaluation.
5. Conclusions
We have defined a time-variation index that allows to quantitatively determine the stability
of impact factor for journals in a particular field for the aim of research assessment or library
management. For this purpose, a time series of 11 years of the list of journals ordered by the impact
factor is necessary. Note that the size of the time interval has been arbitrarily fixed, and may be changed
depending on the criteria of the assessment committees. The idea is that impact factor is acceptable for
giving a proxy of the prestige of the journals in a list if there are only a small number of changes in the
order of the journals in this list. In other words, the series of the corresponding lists must be stable
over the 11-year period. Otherwise, the use of the impact factor can disturb the evaluation, since the
corresponding ordered list changes greatly from one year to the following one, producing in this way
an arbitrary criterion.
Consequently, we define an index for a series of ordered lists and an adequacy criterion for such
series. The first one is given by the mean of the variations of the rank normalized indices of the
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journals (fractional p-variations); the second one uses this value to give a more intuitive parameter
that provides a mean percentage of journals that are stable.
Finally, we show as an example that the Thomson-Reuters (currently Clarivate Analytics) JCR list
of mathematics is not stable under the assumption of a cut-off value of 10%—that is, variation index
bigger than 10%. From this point of view, it must not be accepted for research evaluation. However,
the list series of applied physics has a better behavior, and it can be considered as adequate, although it
is also affected by a rather large instability. Note that the cut-off value has been arbitrarily chosen,
since we have provided just two examples. A complete analysis of all JCR lists—which is out
of the scope of the present paper—should be done to fix a statistically significant cut-off value.
From a different perspective, it can also be argued that the accepted variation rate must be the decision
of each particular evaluation committee.
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