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Résumé
De nos jours, les infrastructures ainsi que les logiciels deviennent de plus en plus complexes
et dynamiques. Du fait de cette complexité, il est important de disposer de modèles permet-
tant d’automatiser la gestion de ces logiciels, en particulier leur reconfiguration. Les modèles
à composants permettent de découpler les différentes fonctionnalités d’une application tout
en exprimant explicitement leurs dépendances, les rendant particulièrement pertinents pour la
reconfiguration. Ce travail est basé sur Aeolus, un modèle à composants permettant d’explici-
ter le cycle de vie interne de chaque composant. En revanche, lorsqu’une reconfiguration est
souhaitée dans Aeolus, le développeur doit connaître le détail du cycle de vie des composants,
ce qui ne respecte pas le principe de séparation des préoccupations. Nous proposons dans cet
article une évolution d’Aeolus permettant la séparation des préoccupations en définissant la
notion de comportement d’un composant.
Mots-clés : systèmes distribués, reconfiguration, modèles à composants
1. Introduction
De nos jours, de nombreux logiciels sont distribués, c’est-à-dire composés de plusieurs mo-
dules (ou composants) fonctionnant sur différentes machines inter-connectées (i.e., sur une in-
frastructure distribuée). Reconfigurer un logiciel distribué consiste à le faire passer de son état
courant, de configuration et de fonctionnalités, à un état souhaité différent [15]. La reconfigu-
ration de logiciels distribués peut être souhaitée pour de nombreuses raisons : déploiement
initial (rendre une application fonctionnelle depuis son état non configuré), optimisation en
temps réel du rapport qualité de service/coût, évolution des services proposés (mise à jour,
changement de fonctionnalités d’une application), etc. La complexité des logiciels distribués et
des infrastructures sur lesquelles ils sont déployés ne cessant de s’accroître (e.g., hétérogénéité,
large échelle, dynamicité), il devient difficile de reconfigurer manuellement ces logiciels.
Nous nous intéressons dans cet article à l’amélioration de la séparation des préoccupations [13]
entre différents acteurs d’une reconfiguration. On ne demande pas à un conducteur de sa-
voir précisément comment fonctionne une voiture, mais simplement de connaître et maîtriser
les commandes mises à sa disposition par le constructeur automobile pour la conduire. De
la même manière, il est souhaitable que les concepteurs d’applications distribuées et de re-
configuration (dev-reconf ) n’aient pas à connaître le fonctionnement détaillé des composants
logiciels qu’ils assemblent et reconfigurent, mais qu’ils les manipulent seulement par des opé-
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rations mises à leur disposition par les développeurs de ces modules (dev-comp). Nous sou-
haitons disposer d’un modèle qui offre l’expressivité nécessaire à la reconfiguration, qui soit
non-spécifique à un type particulier de logiciel distribué, mais qui présente cependant une
bonne séparation des préoccupations entre dev-comp et dev-reconf.
Les composants logiciels qui composent une application distribuée ont chacun un cycle de vie
propre, c’est-à-dire que leur état, leurs dépendances et les services qu’ils fournissent varient au
cours du temps. La plupart des modèles de reconfiguration existants uniformisent ce cycle de
vie (e.g., désinstallé, installé, en fonctionnement, suspendu). Bien que garantissant une bonne
séparation des préoccupations entre les deux groupes d’acteurs, cela se fait au détriment de la
performance et de la précision du modèle de reconfiguration. Aeolus [12] est un modèle à com-
posants qui permet de modéliser de manière personnalisée le cycle de vie de chaque compo-
sant logiciel. En revanche, la séparation des préoccupations est faible car les dev-reconf doivent
connaître les détails internes des composants qu’ils reconfigurent. Dans cet article, nous présen-
tons une évolution du modèle Aeolus permettant de concilier la personnalisation du cycle de
vie des composants et la séparation des préoccupations. Nous définissons pour cela la notion
de comportement d’un composant et proposons un algorithme produisant une représentation
externe simplifiée du composant, appelée interface comportementale, à destination des dev-reconf.
Le reste de cet article est organisé comme suit : la section 2 présente le contexte de la contri-
bution. La section 3 présente notre modèle de reconfiguration, qui est évalué dans la section 4.
Enfin, la section 5 conclut et présente quelques perspectives de ce travail.
2. Contexte
Dans cette partie, nous proposons un état de l’art sur les modèles de reconfiguration. Nous
présentons ensuite le modèle Aeolus [12] sur lequel nous basons notre contribution.
2.1. État de l’art sur la reconfiguration
La reconfiguration peut être définie par le fait de faire passer un système d’un état à un autre.
Elle est intéressante pour les logiciels distribués pour, par exemple, la mise à jour dynamique, la
modification des services logiciels fournis ou la tolérance aux pannes. On peut considérer que
le déploiement initial d’un logiciel distribué sur une infrastructure est une reconfiguration dans
laquelle l’état source est le logiciel désinstallé. Certains outils et modèles, dits de déploiement,
ciblent ce type particulier de reconfiguration. La plupart d’entre eux proposent en outre des
mécanismes de tolérance aux pannes, d’élasticité ou d’équilibrage de charge [2, 9, 14, 8, 17].
Notre contribution s’inscrit dans un ensemble de modèles de reconfiguration plus généraux.
Ils permettent de définir les reconfigurations comme des transformations décrivant les chan-
gements à apporter à l’état du système. Pour des raisons de concision, ce travail se concentre
plus particulièrement sur la reconfiguration basés sur les modèles à composants. Un composant est
une boîte noire représentant un élément logiciel. Seules ses dépendances et interfaces externes
sont exposées via des ports. On peut assembler des composants en connectant leurs ports pour
former un assemblage, représentant par exemple une application fonctionnelle. Deux propriétés
importantes de tels modèles sont la réutilisabilité et la séparation des préoccupations [19, 4, 10, 7, 6].
Les composants d’un assemblage peuvent se trouver dans différentes phases (e.g., désinstallé,
en attente de configuration, en attente de lancement, suspendu, etc.). On appelle cycle de vie
la description de ces phases et comment passer de l’une à l’autre. Dans le cas général, chaque
composant a un cycle de vie qui lui est propre. Certains modèles à composants, tels que FraS-
CAti [18], Fractal [10] et GCM [5], permettent de personnaliser le cycle de vie des composants. Il
est toutefois nécessaire de connaître leur implémentation pour comprendre comment tirer parti
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(a) Composant Aeolus (b) Configuration Aeolus
FIGURE 1 – Exemples de composant et de configuration Aeolus
de cette personnalisation, diminuant la séparation des préoccupations. D’autres modèles rendent
ce cycle de vie visible depuis l’extérieur, mais cela se traduit par une mauvaise séparation des
préoccupations entre dev-comp et dev-reconf. Par exemple, dans Coqcots/Pycots [11] la séparation
des préoccupations est inexistante. En effet, un dev-reconf doit fournir de nouvelles implémen-
tations pour les composants impliqués par la reconfiguration, de manière à minimiser les inter-
uptions de services. Aeolus [12] considère des composants au cycle de vie personnalisable. En
revanche, les instructions d’une transformation font directement référence aux états internes
de ces cycles de vie, impactant également la séparation des préoccupations.
2.2. Le modèle Aeolus
Aeolus [12] est un modèle à composants de déploiement permettant de personnaliser le cycle
de vie de chaque composant via une machine à états interne. Cela permet de définir de manière
précise et personnalisée les étapes de déploiement et de reconfiguration des composants ainsi
que de coordonner leur exécution par leurs dépendances mutuelles. Un composant Aeolus est
défini par un tuple 〈Q,q0, T, P,D〉 où Q est un ensemble d’états, q0 est l’état initial, T ⊆ Q×Q est
un ensemble de transitions, P est une paire d’ensembles de ports provide et require et D est une
fonction indiquant pour tous les états de Q à quels ports de P ils sont reliés. La figure 1a pré-
sente un exemple de composant Aeolus, le composant Transferer, où Q = {inactive, transfering},
q0 = inactive, T = {(inactive 7→ transfering)}, P = 〈{file_out|require} , {file_in|provide}〉,
D (inactive) = ∅, et D (transfering) = {file_out,file_in}. L’état transfering est relié au port require
file_out indiquant que le composant utilise un service extérieur dans cet état de son cycle de vie,
et au port provide file_in indiquant que le composant fournit un service dans cet état.
Dans Aeolus, un assemblage est défini par un ensemble de composants et un ensemble de
connexions entre les ports de ces composants. Une configuration est un assemblage ainsi qu’un
emplacement de jeton pour chaque composant, indiquant son état courant. La figure 1b présente
un exemple de configuration intermédiaire lors d’un déploiement. L’assemblage est constitué
de trois composants : consumer, transferer et producer, les deux derniers ayant leurs ports file_out
reliés par une connexion. consumer et transferer sont dans l’état inactive tandis que producer est
dans l’état available. Dans Aeolus, un port provide est dit actif dans une configuration si l’état
courant du composant est relié à ce port. Un composant peut changer d’état courant par une
transition si les ports require de l’état de destination sont satisfaits (i.e., connectés à un port pro-
vide actif). Dans l’exemple, le composant transferer peut passer dans l’état transfering mais le
composant consumer ne peut pas passer dans l’état consuming. Enfin, le modèle Aeolus définit
cinq actions d’évolution du système : new et del pour la création et suppression de composant,
bind et unbind pour la création et suppression de connexion, et stateChange pour le changement
d’état d’un composant. Une séquence d’actions est appelée transformation. Un exemple de trans-
formation pour terminer le déploiement de la figure 1b serait : (1) passer transferer dans l’état
transfering, (2) connecter les deux ports file_in, (3) passer consumer dans l’état consuming. On
remarque ici la nécessité de connaître la machine à états interne des composants.
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3. Composants à interfaces comportementales
Nous présentons dans cette section une évolution d’Aeolus. Notre contribution améliore la
séparation des préoccupations en introduisant la notion de comportement. Afin d’illustrer notre
propos, nous considérons l’exemple d’une migration de base de données derrière un proxy.
3.1. Composants à comportements
Nous proposons d’ajouter aux composants Aeolus la notion de comportement. Le dev-comp dé-
finit un ou plusieurs comportements pour les composants qu’il développe, et associe chaque
transition à un comportement. Intuitivement, chaque comportement désigne un ensemble de
transitions successives réalisant une action voulue (e.g., déploiement, mise à jour, passage dans
un état dégradé). Nous représentons graphiquement chaque comportement par une couleur.
Les transitions associés à ce comportement sont représentées de cette couleur.
(a) Composant Proxy (b) Composant Db
FIGURE 2 – Composants « proxy » et « base de don-
nées » avec comportements
La figure 2 représente le cycle de vie
des composants Proxy et Db par une ma-
chine à états à transitions colorées. Le
composant Db (figure 2b) a été conçu
par dev-comp pour prendre en charge des
opérations utiles à la migration. Il pré-
sente quatre comportements. Le com-
portement install installe la base de don-
nées et fait usage du port require file_in
pour initialiser son contenu. Dans l’état
running, les services d’écriture (sql_write)
et de lecture (sql_read) dans la base sont
fournis via les ports provide correspon-
dants. Le comportement backup permet
de passer dans l’état read-only. Dans cet
état, les requêtes de lecture sont pos-
sibles, mais les requêtes en écriture sont
indisponibles pour éviter toute incohérence durant la sauvegarde. De plus, le port provide
file_out fournit la sauvegarde. Le comportement change-config permet quant à lui de changer la
configuration de la base de données, tandis que le comportement uninstall la désinstalle.
Le composant Proxy de la figure 2a agit comme intermédiaire pour accéder à la base de donnée.
Une fois lancé, il fournit le service sql quel que soit le niveau de service de la base de donnée
(par exemple en mettant les requêtes en cache si besoin). Il présente trois comportements. Le
comportement install installe le proxy et, si possible (ports require satisfaits), passe dans l’état
read-write. Dans cet état, le composant a accès à la base de donnée en lecture (sql_read) et en
écriture (sql_write). Le comportement read-only permet de passer dans l’état read dans lequel
l’accès à la base de données est limité à la lecture. Le comportement no-service permet de passer
dans l’état nothing dans lequel aucun accès à la base de données n’est possible.
Les règles d’évolution d’Aeolus ne sont pas impactées par l’ajout des comportements, à ceci
près que chaque composant présent dans un assemblage possède un comportement courant. Ce
dernier définit quelles transitions de la machine à états interne du composant sont autorisées.
3.2. Interfaces comportementales des composants
Les comportements d’un composant correspondent aux actions que les dev-reconf peuvent lui
appliquer lors d’une reconfiguration. Cependant, ils n’ont pas besoin de connaître les détails de
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leur exécution. Lors du déploiement du composant Db (figure 2b), par exemple, un dev-reconf
n’a pas besoin d’avoir connaissance des états intermédiaires installing, configuring et initializing
du comportement install. Pour cette raison, nous proposons la notion d’interface comportementale
qui est une représentation externe simplifiée de la machine à états interne du composant. Elle
contient les informations nécessaires et suffisantes à l’assemblage et au changement de compor-
tement du composant. La figure 3 présente un assemblage dans lequel les composants Proxy et
Db de la figure 2 sont représentés par leur interface comportementale. Seuls l’état initial et les
états dits « stables » (ou non-transitoires) sont représentés. Chaque transition partant d’un état
correspond à un changement de comportement. Si des états intermédiaires (transitoires) d’un
comportement sont reliés à des ports, ces ports sont associés à la transition correspondante de
l’interface comportementale.
L’interface comportementale d’un composant est générée par dev-comp avant publication ou
par dev-reconf avant utilisation grâce à la fonction GetInterface (algorithme 1). Cette der-
nière stocke la liste des états à partir desquels il est possible d’appliquer un comportement
dans l’ensemble to_explore, en commençant par l’état initial. Tant que cet ensemble n’est pas
vide, elle choisit un de ses éléments et, pour chaque comportement déclenchable, appelle la
fonction auxiliaire Explore. Cette fonction traverse chaque transition du comportement et re-
tourne son état « stable » ainsi qu’une transition condensée. Cette dernière relie l’état initial à
l’état « stable » et contient une liste de ports originellement reliés aux états intermédiaires du
comportement. S’il n’a pas déjà été exploré, l’état « stable » est ajouté aux états à explorer. La
transition condensée et l’état exploré sont ajoutés à l’interface comportementale. Notons que la
complexité de l’algorithme est polynomiale en fonction du nombre d’états et de transitions.
3.3. Reconfiguration de composants à comportements
Une configuration dans notre modèle se compose d’un assemblage (composants et connexions),
du comportement courant et de l’emplacement du jeton pour chaque composant. Nous adap-
tons les transformations Aeolus pour qu’elles utilisent les interfaces comportementales. Nous
reprenons ainsi les actions de modification d’assemblage new, del, bind et unbind, et nous rem-
plaçons l’action stateChange par deux nouvelles actions : behaviorChange (changement de com-
portement d’un composant) et wait (attente que le composant soit dans un état « stable »). Le def-
reconf peut ainsi exprimer une reconfiguration en définissant une transformation, c’est-à-dire
une séquence de ces actions de modification d’assemblage. Le listing 1 est un exemple de trans-
formation pour la migration de la base de donnée de l’exemple de la figure 3. La ligne 1 change
1 Function GetInterface(c = 〈Q,q0, T, P,D〉) :
2 states ← ∅ ; edges ← ∅ ; to_explore ← {q0}
3 while to_explore 6= ∅ do
4 extract e from to_explore
5 for 〈o, d, b〉 in T where o = e do
6 〈ns, ne〉 ← Explore(o, d, b, c)
7 if ns 6∈ states then
8 to_explore ← to_explore ∪ {ns}
9 edges ← edges ∪ {ne}
10 states ← states ∪ {e}
11 return 〈states, edges〉
12 AuxFunction Explore(og,og2,bv,c = 〈Q,q0, T, P,D〉) :
13 ds ← og2 ; ports ← []
14 while ∃x : (ds, x, bv) ∈ T do
15 ports ← ports + [D (ds)]
16 ds ← x
17 return 〈ds, 〈og, ds, bv, ports〉〉
ALGORITHME 1 – Algorithme générant l’in-
terface comportementale d’un composant
FIGURE 3 – Assemblage d’interfaces compor-
tementales correspondantes aux composants
de la figure 2
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1 behaviorChange ( proxy , read−only )
2 wait ( proxy )
3 unbind ( sql_wri te , db1 , proxy )
4 new ( db2 : Db)
5 new ( t r a n s f e r e r : T r a n s f e r e r )
6 bind ( f i l e _ o u t , db1 , t r a n s f e r e r )
7 bind ( f i l e _ i n , t r a n s f e r e r , db2 )
8 behaviorChange ( t r a n s f e r e r , run )
9 behaviorChange ( db2 , i n s t a l l )
10 behaviorChange ( db1 , backup )
11 wait ( db2 )
12 behaviorChange ( proxy , no−s e r v i c e )
13 wait ( proxy )
14 unbind ( sql_read , db1 , proxy )
15 bind ( sql_read , db2 , proxy )
16 bind ( sql_wri te , db2 , proxy )
17 behaviorChange ( proxy , i n s t a l l )
18 behaviorChange ( t r a n s f e r e r , stop )
19 wait ( t r a n s f e r e r )
20 behaviorChange ( db1 , u n i n s t a l l )
21 wait ( db1 )
22 del ( db1 )
23 del ( t r a n s f e r e r )
LISTING 1 – Exemple de reconfigura-
tion par migration de base de données
sur l’assemblage de la figure 3
FIGURE 4 – Configuration intermédiaire lors de
la migration après la ligne 10 du listing 1
le comportement du composant proxy en read-only, permettant de libérer le port sql_write. La
ligne 2 attend que proxy ait appliqué son comportement. Les lignes de 3 à 7 déconnectent les
ports sql_write, créent une nouvelle base db2 ainsi qu’un composant transferer et les connectent.
Les lignes 8 à 10 changent le comportement des deux bases et de transferer pour initier le trans-
fert de données et l’installation de db2. La figure 4 représente la configuration après la ligne 10.
La ligne 11 attend la fin de l’installation de db2. Les lignes 12 et 13 permettent de libérer le port
sql_read de proxy. Les lignes de 14 à 16 déconnectent db1 et connectent db2 à proxy, tandis que
la ligne 17 permet à proxy de réutiliser les ports sql_read et sql_write. Enfin, les lignes de 18 à 23
préparent db1 et transferer à leur suppression et les supprime.
4. Évaluation
Notre évaluation consiste à comparer notre transformation (listing 1) à la même transformation
exprimée dans Aeolus (listing 2). Les deux transformations font 23 lignes. En effet, les instruc-
tions changeBehavior de notre modèle correspondent à plusieurs instructions Aeolus de type
stateChange. Par exemple, la ligne 9 du listing 1 équivaut aux lignes 8, 9, 11 et 12 du listing 2,
faisant passer le composant db2 successivement dans les états installing, configuring, initializing
et running (figure 5). En revanche, notre notion de comportement demande une forme d’asyn-
chronisme, ce qui impose l’ajout d’instructions wait. La taille de la transformation n’est donc
pas réduite dans notre exemple. Là n’était toutefois pas le but recherché. Notons que l’intro-
duction d’asynchronisme ouvre la porte à une forme de parallélisation de la reconfiguration.
Sur la séparation des préoccupations, nous remarquons qu’alors que les treize lignes rouges de
la transformation Aeolus (listing 2) font référence aux états internes des composants, aucune
référence n’y est faite dans la transformation permise par notre modèle (listing 1). Les interfaces
comportementales simplifient la représentation externe des composants tout en donnant les
informations nécessaires aux dev-reconf. Notre contribution améliore donc la séparation des
préoccupations entre dev-comp et dev-reconf, ce qui était notre objectif. À notre connaissance,
aucun autre modèle avec un cyle de vie personnalisable pour les composants ne permet à un
dev-reconf de l’exploiter tout en conservant une bonne séparation des préoccupations.
On peut objecter que notre notion de comportement représente un travail supplémentaire pour
le dev-comp, qui doit définir des actions de haut niveau en associant un comportement à chaque
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1 stateChange (proxy, read)
2 unbind ( sql_wri te , db1 , proxy )
3 new ( db2 : Db)
4 new ( t r a n s f e r e r : T r a n s f e r e r )
5 bind ( f i l e _ o u t , db1 , t r a n s f e r e r )
6 bind ( f i l e _ i n , t r a n s f e r e r , db2 )
7 stateChange (transferer, running)
8 stateChange (db2, installing)
9 stateChange (db2, configuring)
10 stateChange (db1, read-only)
11 stateChange (db2, initializing)
12 stateChange (db2, running)
13 stateChange (proxy, nothing)
14 unbind ( sql_read , db1 , proxy )
15 bind ( sql_read , db2 , proxy )
16 bind ( sql_wri te , db2 , proxy )





22 del ( db1 )
23 del ( t r a n s f e r e r )
LISTING 2 – Exemple de reconfigura-
tion Aeolus par migration de base de
données sur l’assemblage de la figure 3
FIGURE 5 – Configuration intermédiaire lors de
la migration après la ligne 10 du listing 2
transition. Cependant, il s’agit de déplacer la charge de travail du dev-reconf au dev-comp. Le
travail demandé au dev-reconf est ainsi plus adapté à son rôle. En effet, ce dernier n’est pas censé
connaître le fonctionnement du composant. Il est toutefois envisagé dans de futurs travaux de
réaliser un ensemble de templates qui permettront de simplifier ce processus en proposant une
base pour le développement d’un composant d’une famille courante (e.g., base de données).
Enfin, il existe d’autres modèles que les machines à états à transitions colorées pour représen-
ter les comportements, tels que les machines à états d’UML [1]. Ces dernières permettent de
définir une hiérarchie, ce qui pourrait remplacer l’utilisation des transitions colorées ainsi que
l’algorithme 1. En revanche, la représentation serait moins intuitive pour le public visé.
5. Conclusion et perspectives
Nous avons présenté dans cet article une évolution du modèle Aeolus permettant aux dévelop-
peurs de composants logiciels de définir des comportement pour chaque composant, c’est-à-dire
une succession d’actions à effectuer sur un composant pour arriver dans un état donné. Il est
alors possible de fournir aux développeurs de reconfiguration l’interface comportementale d’un
composant, une représentation simplifiée comportant uniquement les informations utiles au
développeur de reconfiguration. Cela conduit à une amélioration de la séparation des préoc-
cupations entre développeurs de composants et développeurs de reconfiguration.
Il serait intéressant dans nos futurs travaux de formaliser le modèle et sa sémantique opéra-
tionnelle. Cela permettrait de réaliser des preuves, par exemple de correction et de terminaison
d’une transformation. Une piste envisagée est la transformation d’un assemblage de notre mo-
dèle vers un formalisme de machines à états tels que les machines à états d’UML [1] ou les
réseaux de Petri [16] pour traitement par un vérificateur de modèles. La prise en charge du
parallélisme d’actions à effectuer dans un composant lors d’une reconfiguration serait aussi
un domaine à explorer. En effet, le modèle offrirait vraissemblablement de meilleures perfor-
mances, tout en conservant sa simplicité d’utilisation grâce aux interfaces comportementales.
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Enfin, nous visons à utiliser ce modèle sur des cas concrets, par exemple la reconfiguration
d’une version décentralisée d’OpenStack dans un contexte Fog Computing [3].
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