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Abstract
Efficiently monitoring a geographic region’s radiation level and detecting anomalous radia-
tion sources is an essential issue in homeland security. This task includes identifying illicit
movement of special nuclear material, locating unusual radioactive events, and estimating the
intensity of radioactive sources to name a few. Besides those anomalous radiation sources,
there is naturally occurring radioactive material presented in air, soil and building materials.
Radiation emitted from those materials compose the background radiation, which fluctuates
in both space and time. The urban radiation landscape consists of the anomalous radiation
sources and the background radiation. In this thesis, we present our work on reconstructing
the urban radiation landscape using mobile sensor networks, which has two interconnected
focuses. One is to model the background radiation; the other is to detect and search for
anomalous radiation sources.
Modeling of background radiation is conducted in two steps: retrospective modeling and
prospective modeling. The retrospective modeling focuses on estimating visited positions
radiation intensities, in which a maximum likelihood estimation method is developed to
decouple and estimate temporal fluctuation and spatial distribution of background radiation.
The prospective modeling focuses on predicting background radiation intensities, in which
the Gaussian process regression is applied to predict unvisited positions’ background spatial
distributions, and recurrent neural network models are trained to predict future background
temporal fluctuations.
An integrated anomalous radiation source detection algorithm is developed to detect ra-
diation sources in urban radiation landscape. Background radiation models are combined in
the algorithm to eliminate false alarms produced by high background regions and temporal
background fluctuations. A double Q-learning based anomalous source searching algorithm
ii
is investigated to navigate the detector searching for sources.
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Chapter 1
Introduction
1.1 Introduction
Efficiently monitoring a geographic region’s radiation level and detecting illicit nuclear ma-
terials (like highly-enriched uranium and weapons-grade plutonium) plays an important role
in homeland security. To provide precise and continuous surveillance of urban radiation en-
vironment, mobile sensor networks have been deployed in different scenarios [1, 2, 3]. Com-
pared to traditional radiation monitoring methods such as fixed radiation portal monitors
[4], mobile sensor networks have the advantage of flexibility in deployment. Different algo-
rithms have been developed to estimate the locations and intensities of illicit nuclear sources
[5, 6, 7, 8, 9, 10]. However, most of these methods require prior knowledge of background
radiation that is usually unavailable. Thus they make assumptions about the background
radiation. Further, these methods are designed for one-time experiments that do not take
advantage of historical measurements acquired by the mobile sensor network. As a result,
applying sensor networks for long-time radiation observations and modeling urban radiation
environments for areas of interest has been a critical missing step in radiation detection
with sensor networks. In this thesis, we focus on using mobile sensor networks to recon-
struct the urban radiation landscape which includes modeling the background radiation and
detecting/searching for anomalous radiation sources.
1.2 Urban radiation landscape
In this thesis, we use the terminology urban radiation landscape to denote the urban
radiation environment, which is contributed by two basic components: the background
1
radiation and the anomalous radiation sources.
1.2.1 Background radiation
In the urban area, there are naturally-occurring radioactive material (NORM) presented
in the air, soil, and building materials. Those radioactive materials naturally occur in the
environment and are mostly from three decay chains: thorium (232Th), uranium (238U),
and potassium (40K) [11]. The spatial distribution of these radioactive isotopes in the en-
vironment leads to the spatial distribution of background radiation. For example, a granite
monument can significantly increase the background radiation around it because of the high
concentration of NORM inside the granite [12].
Background radiation also fluctuates with time. Studies have long observed that precip-
itations are positively correlated with elevations of background radiation [13, 14]. During
rainfall, background radiation increases mostly due to the scavenging effect of rain and snow
that brings radioactive materials in the upper air down to the ground [15]. Lead (214Pb) and
bismuth (214Bi) are major contributors to the elevated background radiation, and the radi-
ation fluctuation peaks usually have a duration of several hours according to those isotope’s
half-life [15, 14].
1.2.2 Anomalous radiation sources
Besides those nuisance components of the urban radiation landscape, there may also exist
high concentrated radioactive materials in the environment that requires radiation control
and regulation. For example, NORM associated with human activities such as extraction
and processing of minerals from the Earth’s crust may have elevated radiation concentra-
tion and requires regulation [16]. Special nuclear material (SNM) produced by the nuclear
reactor or through the irradiation of source materials is also strictly controlled because they
contain fissile isotopes and can be used as the primary ingredients of nuclear explosives
[17]. Radiological dispersion devices (RDDs) are capable of broadcasting highly radioactive
materials without a nuclear detonation and impose health threat to population [18]. Those
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radioactive materials and devices should not exist in the urban environment and are treated
as anomalous radiation sources. By reconstructing the urban radiation landscape, we not
only model the nuisance components of the urban radiation environment but also detect and
search for the anomalous radiation sources in the environment.
1.3 Radiation detection
In general, radiation refers to the emission or transmission of energy through space or a
material medium in the form of particles and waves. In nuclear engineering, radiation refers
explicitly to the ionizing radiation, in which particles carry enough energy to directly or
indirectly ionize the transmission medium [19, Chapter 1]. The ionizing radiation can be
categorized into the charged particle radiation and the uncharged particle radiation. In
charged particle radiation, the energy carriers are fast electrons (such as beta-rays) or heavy
charged particles (such as alpha-rays and fission fragments). In uncharged particle radiation,
the energy carriers are neutrons or electromagnetic waves (such as X-rays and gamma-rays).
In homeland security, radiation detection is focused on gamma-rays and neutron radiation.
Gamma-rays encode rich information about their emission materials into gamma particles’
energy distributions, and each isotope has its signature gamma-ray energies [20]. Besides,
gamma-rays have strong enough penetration abilities to be detected. Neutron radiation is
a unique signature for several illicit nuclear materials such as plutonium and uranium [21],
[19, Chapter 1], and those materials are the target materials in radiation detection. In this
thesis, we focus on the detection of gamma-rays, and radiation refers to the gamma-ray
radiation specifically.
1.3.1 Radiation detectors
When a gamma-ray passes through a material medium, it deposits energy inside this medium,
and the energy induces other secondary signals such as electrons or photons. Radiation
detectors detect gamma-rays by measuring those secondary signals. Several different detector
concepts have been developed to detect gamma-ray radiation, such as gas-filled detectors
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[22], scintillation detectors [23], and solid-state detectors [24]. The most known detector
modality is the Geiger-Mueller counter that belongs to gas-filled detectors. It counts how
many gamma particles pass through the detector in a time window, and the count rate
(called the gross count rate) represents the flux intensity of radiation. Scintillation detectors
and solid-state detectors can not only detect the count rate of radiation particles but also
measure the energy of each detected particle. The graphic illustration of count rates at
different energies is called the spectrum. Radioactive materials have their unique spectral
shapes.
In this thesis, we use scintillation detectors in the mobile sensor network to measure
gamma-ray radiation and obtained spectra. However, mobile radiation detectors’ size is
small, and the detection time intervals are usually short (e.g., 1 second). These limitations
lead to extremely count-starved spectra with meaningless spectrum shapes. In this thesis,
we thus focus on gross count rates of urban radiation landscape and convert each gamma-ray
spectrum into gross count rate by summing all counts at different energies together.
1.3.2 Sensor networks
With the development of electronics and wireless data communications, mobile and station-
ary wireless sensor networks have attracted more and more research focuses on radiation
surveillance. The fundamental element of a wireless sensor network is a sensor node, which
consists of one or more sensors, a processor and memory for data processing, and communica-
tion components [25]. The sensor network can be deployed into the environment randomly
or with a predefined scheme and gather information from the environment. The sensors
used in a wireless sensor network are inexpensive and weaker in functionality compared with
traditional sensors. The data processing ability of each node is also limited by the node’s
computational resources and energy supply [26]. However, wireless sensor networks are more
flexible and efficient than traditional sensors for the task of continuously monitoring a large
area. Another reason making sensor networks suitable for anomalous source detection is
that a bigger detector may not give a better detectability in source detection tasks [27].
Bigger detectors have higher detection efficiency to radiations from both background and
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anomalous radiation sources. Thus, the source-to-background ratio is the same for both big
and small detectors. Brennan et al. [28] compares the performance between a distributed
detector network and a single detector and shows that even with weaker detectors, the dis-
tributed sensor network provides equivalent spectra and has improved detection capability
over big portal monitors.
In this work, a mobile radiation sensor network is designed and built to monitor the
radiation of areas of interest, such as campuses of universities. This sensor network contains
several identical nodes, and each node is composed of a gamma-ray radiation detector and
a smartphone. More details about this sensor network will be discussed in Section 2.2.
1.4 Diagnosis algorithms for anomalous radiation sources
There are different strategies to detect, search for, and identify anomalous radiation sources
in urban radiation landscape. We categorized the related algorithms into two classes:
the anomalous radiation source detection algorithm, and the anomalous radiation
source searching algorithm.
1.4.1 Anomalous radiation source detection algorithm
The anomalous radiation source detection algorithms aim to decide whether a radiation
measurement or a set of radiation measurements have encountered anomalous radiation
sources.
For gross count rate data, the most widely used algorithm is the moving average method
(also known as the K-Sigma method) [29]. It detects anomalous radiation sources by com-
paring the current radiation measurement to an estimated background radiation intensity,
which is obtained by taking the average of previously acquired radiation measurements.
For spectral data, several isotope identification algorithms have been developed [30, 31,
32, 33, 34, 35, 36, 37, 38]. Spectral comparison ratio (SRC) algorithms compare unknown
spectra with pre-defined nuisance source spectra [32, 30, 31]. Match filters [33] and energy
windowing regressions [34] use templates to match and extract source features in unknown
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spectra. Principle component analysis (PCA) has been studied to recognize source and
background components in unknown spectra [35]. Gaussian process [36] has been used to
process the count-starved radiation measurements and suppress noise. Neural network-based
classifiers have been applied in isotope identification tasks [37, 38].
1.4.2 Anomalous radiation source searching algorithm
The anomalous radiation source searching algorithms aim to estimate the position and in-
tensity of anomalous radiation sources. This goal can be approached from two different
research directions. The first direction focuses on the optimization of detector movements
and placements in source searching tasks. The second direction focuses on the development
of algorithms to estimate sources’ positions and intensities from measurements.
In the first direction, basic source searching methods are the uniform searching algorithms,
in which the detector scans the entire area in parallel lines [27]. The distance between search-
ing lines is a tunable parameter that controls the trade-off between searching accuracy and
searching time. Beside the fixed searching path approaches, people have also studied data-
driven searching strategies in which the detectors’ searching paths are designed dynamically
according to radiation measurements [39, 40, 41, 42, 43].
The second direction is dominated by two classes of algorithms: the maximum likelihood
estimation-based methods (MLE methods) [5, 6, 7, 44, 12] and the Bayesian estimation-
based methods (Bayesian methods) [8, 9, 10]. In both of the two classes, statistical models
will be imposed on radiation detection tasks, and radiation measurements will be collected.
The MLE methods aim to find the parameters of the statistical model that maximizes the
probability of observing the radiation measurements (known as the likelihood) [45, 46]. In
radiation source searching tasks, the parameters are the source positions, source intensities,
and background radiation intensities etc. The MLE methods are popular in large sample
parameter estimation because they give the unbiased minimum-mean-square-error estima-
tion when such estimation exists [47]. In radiation source searching applications, most of the
MLE methods assume that the background radiation is known and uniformly distributed in
the experiment area [5, 6, 7]. One major weakness of MLE methods is that they only pro-
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vide a point estimation, from which the variance of estimation is difficult to infer. Bayesian
methods solve this issue by selecting a prior distribution for the parameters to be estimated,
multiplying those priors to the likelihood of parameters, and calculating the posterior distri-
bution according to the Bayes’ theorem [45, 46]. Similar to the MLE methods, most of the
Bayesian methods in radiation source searching applications assume background radiation
is known [8, 9, 10].
1.5 Objectives
The overall goal of this thesis is to develop an integrative computational framework to
reconstruct the urban radiation landscape. Specifically, we aim to
• model the background radiation such as to
- estimate the temporal fluctuation and spatial distribution of background radiation,
• and to model (detect and search for) the anomalous radiation sources such as to
- detect anomalous radiation sources in complex urban radiation landscapes,
- and search for anomalous radiation sources using autonomous navigation algo-
rithms.
The rest of this thesis is organized as follows. In Chapter 2, the algorithm for retrospec-
tive background radiation modeling (named the BR-MLE algorithm) is described, in which
the background radiation’s temporal fluctuation and spatial distribution are decoupled and
estimated retrospectively using maximum likelihood estimation methods. In Chapter 3, the
algorithms for prospective background radiation modeling are described. The spatial part
of prospective modeling is conducted by Gaussian process regression; the temporal part of
prospective modeling is conducted by recurrent neural networks (RNN). In Chapter 4, the
integrative anomalous radiation source detection algorithm (named the BG-RNN algorithm)
is described, in which the prospective modeling algorithm is used to predict background in-
tensities for future measurements and detect anomalous radiation sources. Finally, Chapter 5
describes a reinforcement learning-based navigation algorithm for radiation source searching.
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Chapter 2
Retrospective modeling of background radiation
As described in Chapter 1, the following two chapters of this thesis focus on modeling the
background radiation. This chapter aims at retrospectively estimate the spatial distribution
and temporal fluctuation of background radiation, and Chapter 3 focuses on the prospective
modeling of background radiation. In this chapter, we apply a maximum likelihood esti-
mation method to decouple and estimate spatial and temporal components of background
radiation.
2.1 Introduction
In the area of homeland security, environmental monitoring, and radiation regulation, sen-
sor networks have been used to monitor a geographic region’s radiation level and detect
anomalous radiation sources [1, 2, 3]. There are two major approaches that are commonly
used to search for anomalous radiation sources using data from sensor networks: the max-
imum likelihood estimation-based methods (MLE methods) [5, 6, 7, 12], and the Bayesian
estimation-based methods (Bayesian methods) [8, 9, 10]. Both of these two methods require
prior knowledge of background radiation. For the MLE methods, most of the algorithms as-
sume that the background radiation is known and uniformly distributed in the experimental
area [5, 6, 7]. Bayesian methods’ performances heavily depend on prior knowledge about
background radiation and anomalous radiation sources [8, 9, 10]. However, the background
radiation is usually non-uniformly distributed in both space and time due to the NORM
presented in the air, soil and building materials. High background areas caused by NORM
may be mistakenly identified as anomalous sources, and this introduces false alarms in the
anomalous source detection. Thus, modeling of background radiation based on historical
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radiation measurements has been a critical but missing step in the reconstruction of urban
radiation landscape.
In this chapter, we describe a real-time data streaming mobile sensor network and a
maximum-likelihood-based algorithm for retrospective background radiation modeling (the
BR-MLE algorithm). This provides an efficient solution to long-term monitoring of an
area’s radiation and to model the detailed background radiation distribution in both space
and time. We first introduce the mobile sensor network system, including the hardware
components and the data streaming pipeline. Then, we present the BR-MLE algorithm for
background radiation estimation. This algorithm utilizes long-term radiation measurements
from sensor networks to estimate background radiation. To demonstrate this algorithm, we
deployed a one-node sensor network on the campus of the University of Illinois and applied
the BR-MLE algorithm to estimate the spatial distribution and temporal fluctuation of
background radiation.
2.2 Mobile sensor network
A mobile radiation sensor network was designed and built to monitor the background ra-
diation of areas of interest, such as the campus of the University of Illinois [48]. As shown
in Fig 2.1, this sensor network contains several identical nodes, and each node is composed
of an integrated gamma-ray and thermal neutron detector (the D3S detector) [49] and a
smartphone (Samsung Galaxy S6 with Android 6.0.1). In this study, we focused on the
gamma-ray radiation and thus only used the gamma-ray detector inside the D3S detector.
This gamma-ray detector is a thallium activated cesium iodide (CsI(Tl)) scintillation de-
tector with silicon photo-multiplier as the readout system. The detector’s crystal size is
2 × 1 × 0.5 inch. For applications in the security area, this detector is pre-calibrated by
the manufacturer to have a gamma-ray detection range between 30keV to 3MeV, an energy
resolution of 7% at 662 keV, and a maximum throughput of 10000 counts per second (cps)
for gamma channel. The smartphone acts as a node computer to control the D3S detector,
provide GPS information, and store/stream measurements. The smartphone controls the
detector and receives radiation measurements through Bluetooth serial interfaces. The data
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streaming pipe-line was developed upon the platform of Amazon Web Service (AWS). A
Kinesis Firehose data streaming system, which is a fully managed AWS service to capture,
transform, and load streaming data into data stores, was setup to stream data from all the
detection nodes of the mobile sensor network to a cloud database. This cloud database was
built using the AWS Redshift database service, which is a fast and scalable data warehouse
service provided by AWS. In a general usage scenario, the detector acquires a spectrum and
sends this spectrum to the phone via Bluetooth. The phone then streams this spectrum as
well as the current GPS location and time stamp to the Redshift database through Kinesis
Firehose. Both the hardware and the data streaming/storage system are easily scalable. For
the whole system, the maximum latency is less than 300 seconds.
Figure 2.1: Configuration of the mobile sensor network and its data streaming/storage
system. This mobile sensor network has identical detection nodes. In each of these
detection nodes, there is a radiation detector (D3S detector) connected with a phone
through Bluetooth. An Android application was developed to control the data transmitting
pipe-line. In each second, the detector acquires a spectrum and sends it to the phone. The
phone then streams this spectrum, the node’s current GPS location, and the current time
stamp to a cloud database. This data streaming system was built upon the Amazon
Kinesis Firehose, and the cloud database was built upon the Amazon Redshift database.
2.3 Background radiation - maximum likelihood estimation
algorithm (BR-MLE)
A background radiation maximum likelihood estimation (BR-MLE) algorithm was devel-
oped to model the background radiation using measurements from mobile sensor networks.
Although our mobile sensor network is capable of measuring gamma-ray spectra, we focused
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on the gross count rate of background radiation in this thesis. This algorithm estimates
the spatial distribution and temporal fluctuation of background radiation by constructing
a series of Poisson models for background radiation and estimating the Poisson means for
different locations at different times through maximum likelihood estimation framework.
Suppose the mobile sensor network collects a datasetD containing N measurements, which
is denoted by D = {d1, d2, . . . , dN}. According to the nature of radiation emission, those
measurements can be modeled by a series of Poisson distributions. The n’th measurement
dn can be treated as a random sample from Poisson distribution Pn with mean value λn. λn
indicates the background radiation level when the measurement dn is acquired. Since the
mobile sensor network collects measurements from different locations at different times, and
the background radiation level has spatial and temporal distributions, λn may be different
from each other. Those λn can be summarized by a single function λ(x, y, t) whose inde-
pendent arguments are location and time. If the n′th measurement dn is taken at location
(xn, yn) and time tn, then we have λn = λ(xn, yn, tn). λ(x, y, t) describes the spatial-temporal
distribution of background radiation level. The probability of measuring dn from Poisson
distribution Pn can be then calculated using the probability mass function:
Pn(dn) =
λ(xn, yn, tn)
dne−λ(xn,yn,tn)
dn!
(2.1)
Since the sensor measurements {dn : n = 1, ..., n} are all made at non-overlapping times and
locations, these measurements are statistically independent. The likelihood of measuring
the whole dataset D given the background radiation level λ(x, y, t) is a multiplicity of all
the individual probability mass functions:
P (D) =
N∏
n=1
Pn(dn) =
N∏
n=1
λ(xn, yn, tn)
dne−λ(xn,yn,tn)
dn!
(2.2)
Calculating the natural logarithm on both sides of Eq 2.2, we obtain the log-likelihood of
parameter λ(x, y, t) with respect to dataset D:
l(λ(x, y, t);D) =
N∑
n=1
{
dnlog(λ(xn, yn, tn))− λ(xn, yn, tn)− log(dn!)
}
(2.3)
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The optimization problem is to find a background radiation distribution λ(x, y, t) that max-
imizes the log-likelihood l(λ(x, y, t);D):
̂λ(x, y, t) = argmax
λ(x,y,t)>0
N∑
n=1
{
dnlog(λ(xn, yn, tn))− λ(xn, yn, tn)− log(dn!)
}
(2.4)
Two assumptions about the background radiation level λ(x, y, t) are made to separate its
spatial and temporal part, and to discretize the optimization problem in both space and
time. These two assumptions are made based on the properties of background radiation:
1. Spatial distribution assumption: At a given time, the spatial distribution of background
radiation level is uniform over a sufficiently small area, for example 4.20m × 5.80m
(length × width).
2. Temporal fluctuation assumption: The temporal fluctuation of background radiation
level is the same for our experimental area: 462.0m× 301.6m (length × width).
The first assumption is based on the fact that the majority of background radiation comes
from NORM in air, soil, and building materials. In fields or cities, NORM is always uniformly
distributed in regions that are small enough. The smaller a region is, the more uniformly the
NORM will distribute, and thus the more uniform background a region will have. However,
in order to get enough measurements in each small region for statistical inference, the region
size should not be too small. In this chapter, data were taken along sidewalks that were at
least 2 meters to buildings and featured a slow change of soil and building materials. For
this scenario, these regions are chosen to be 4.20m×5.80m. The second assumption is based
on the observation that the major reason for background radiation temporal fluctuation
is weather, especially precipitation [13, 50]. For an area as large as 462.0m × 301.6m,
the weather condition will be the same, and thus the fluctuation behavior of background
radiation is the same.
According to the second assumption, the λ(x, y, t) for our experimental area is separable
between position (x, y) and time t. We further assume λ(x, y, t) can be separated in an
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additive way in our whole experimental area:
λ(x, y, t) = λ1(x, y) + λ2(t) (2.5)
The validity of this separation will be justified in Results and Discussion section. λ1(x, y)
is the spatial component of Poisson parameter, which represents the background radia-
tion’s spatial distribution corresponding to building materials and soil components. These
radioactive sources do not change with time, but have different distributions at different po-
sitions. λ2(t) is the temporal component of Poisson parameter, which stands for background
radiation’s temporal fluctuation (i.e. caused by precipitation). According to the second as-
sumption, such fluctuation is independent of positions in the experimental area. λ1(x, y) and
λ2(t) are independent components in Poisson parameters controlling the spatial distribution
and temporal fluctuation. Bringing Eq 2.5 into Eq 2.4, we obtain the optimization problem
with time and space decoupled:
λ̂1, λ̂2 = argmax
λ1(x,y)+λ2(t)>0
N∑
n=1
{
dnlog(λ1(xn, yn) + λ2(tn))− λ1(xn, yn)− λ2(tn)
}
(2.6)
In order to further simplify the optimization problem, we discretize the model in both
space and time. Based on the the first assumption, the experimental area is discretized
into 4.20m × 5.80m blocks with Bij denoting the block that ranks i’th in the longitude
direction and j’th in the latitude direction. In each of these blocks, the background radiation
is assumed to be uniformly distributed and independent of surrounding blocks. We also
discretize the time t into a series of time grids {T1, T2, . . . , Tk, . . . }. If the time grids are
too sparse, we will not be able to capture the background fluctuation peaks; on the other
hand, if the time grids are too dense, we will not have enough number of measurements in
each time grid to provide stable estimations. Fig 2.2 plots two typical precipitation-induced
background fluctuation peaks in our experiment, which shows a typical peak duration of 3.5
hours. Considering this peak duration, we choose 5min as the grid size for the time grids.
Under this setup, we have about 300 one-second measurements for each time grid, and we
have about 40 time grids to model a temporal fluctuation peak.
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Figure 2.2: Two examples of precipitation-induced background fluctuation peaks measured
by the stationary detector Det-1. Each dot is a one second background measurement.
Panel (A) shows the precipitation-induced background peak on Oct-05 with a peak
duration of 4 hours. Panel (B) shows the precipitation-induced background peak on Oct-07
with a peak duration of 3.5 hours.
With these modifications, the λ1(x, y) and λ2(t) can be represented as follows:
λ1(x, y) = αij, where (x, y) ∈ Bij (2.7)
λ2(t) = βk, where t ∈ Tk (2.8)
Here α is a matrix storing all the spatial components of background radiation in our experi-
mental area, and β is a vector storing all the temporal components of background radiation
during our experiment. Brining Eq 2.7 and 2.8 into Eq 2.6, we obtain the final object
function L to optimize for this problem:
L(α,β;D) =
N∑
n=1
∑
i,j,k
{
dnlog(αij + βk)− αij − βk
}
1{(xn,yn)∈Bij and tn∈Tk}) (2.9)
14
And the optimization problem can be written as follows:
max
α,β
L(α,β;D) (2.10)
subject to αij + βk > 0,∀i, j, k (2.11)
and β0 = 0 (2.12)
The the first constrain (Eq 2.11) comes from the fact that radiation intensities are always
positive; the second constrain (Eq 2.12) sets the first time step as a reference point for tempo-
ral fluctuation. Because the objective function L is concave and second-order differentiable,
we implemented the Newton-Raphson method [51] to solve this optimization task. In our
implementation, the experiment area was separated into 42 bins in the latitude direction
and 110 bins in the longitude direction, and the time was separated into 78 time bins. For
the α parameter, we only estimated the visited positions’ values; for the β parameter, we
fixed the first parameter to be zero as a reference point. In total, this problem had 1041 pa-
rameters to be estimated. The inversion of the Hessian matrix in Newton-Raphson method
was conducted by the inv() function from the numpy.linalg library [52].
2.4 Experiment configurations
2.4.1 Experimental validation of the temporal fluctuation assumption
Two stationary detectors (named Det-1 and Det-2) were set up on campus to record the
temporal fluctuation of background radiation. Their measurements were used to validate
the temporal fluctuation assumption in the BR-MLE algorithm.
These two stationary detectors are both from the Saint-Gobain Crystals with the same
model number 2X4H16/2SS. They are sodium iodide scintillation detectors with crystal size
2 × 4 × 16 inch. The high voltages of these two detectors were calibrated with each other
using a 137Cs source so that the 137Cs’s full energy peaks measured by these two detectors
were at the same energy channel. After the energy calibration, these two stationary detectors
have the same gamma-ray detection range which is between 30keV to 3MeV. This range is
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the same as the D3S detectors in the mobile sensor network. Both of the two stationary
detectors are configured to report radiation measurements every second with detection time
interval of one second. This study focuses on the gross count rate of background radiation,
thus the gross count responses of these two detectors were calibrated again using a 137Cs
source. After this calibration, these two stationary detectors were setup at two locations
shown in Fig 2.3. Det-1 is on the roof of a one-story building at latitude 40.112046◦ and
longitude -88.228347◦, while Det-2 is on the roof of another one-story building at latitude
40.111289◦ and longitude -88.224502◦. The distance between these two stationary detectors
is 338 meters. Near the Det-1, we also setup a weather station to record weather conditions
in every ten minutes. A total of 23 days’ background radiation and weather measurements
were recorded.
Figure 2.3: The setup of detectors in the experimental area. This map is roughly 462.0
meters long and 301.6 meters wide. It has three high background areas: the Alma Mater,
the Church, and the Nuclear Radiation Lab. Two stationary detectors, the Det-1 and the
Det-2, were setup at two different locations with a distance of 338 meters. In the
experiment of background radiation estimation, the mobile sensor network scanned the
experimental area in blue or yellow paths on different days.
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2.4.2 Experiment of background radiation estimation
In this experiment, the background radiation of an experimental area was measured by a
one-node mobile sensor network on four different days. Based on those measurements, the
spatial distribution and temporal fluctuation of background radiation were then estimated
using the BR-MLE algorithm. In order to test the system’s performance under fluctuating
background radiation, both the experimental area and the experimental days were specially
chosen such that there were substantial background fluctuations in both space and time. On
each day of the experiment, an operator holding the detection node walked in pre-defined
paths for several laps with a usual walking speed. Throughout the experiment, the detection
node was held in the same fashion and the distances from body were maintained the same.
The geopositions, time stamps, and radiation count rates were automatically recorded once
per second.
The average background radiation of the experimental area was 46 cps (counts per second)
measured by the D3S detectors. Several places in the experimental area (denoted by red
rectangles in Fig 2.3) have elevated background radiation due to their building materials.
These places’ background radiation levels were between 65 cps and 95 cps measured by the
D3S detectors. The scanning paths were carefully designed such that they came across those
naturally high background regions. The first day’s path was slightly different from the other
three days’ paths because of road construction. During this experiment, rain happened on
each of the four days and caused the background radiation to fluctuate temporally.
2.5 Results and discussion
2.5.1 Experimental validation of the temporal fluctuation assumption
In the BR-MLE algorithm, we assumed (second assumption) that the temporal fluctuation
of background radiation is the same for our experimental area. To validate this, we setup
two stationary detectors (named Det-1 and Det-2) at two locations in our experimental area,
and measured the background radiation for 23 days.
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Fig 2.4 shows the 23 days’ radiation measurements from Det-1 and Det-2, and the pre-
cipitation measurements from the weather station near Det-1. For both Det-1 and Det-2,
all the prominent peaks of background radiation fluctuation were corresponding to raining
events. This validates that rainfall is the major cause for temporal fluctuation of background
radiation. Fig 2.4 also indicates that the baseline levels of background radiation were dif-
ferent between Det-1 and Det-2. Without raining, the background radiation at Det-1 was
around 1388 cps, while the background radiation at Det-2 was around 1679 cps. Though
with different background radiation, Det-1 and Det-2 fluctuated in the same manner during
raining events.
Fig 2.4 also compares the background radiation between Det-1 and Det-2. After adding
291 cps to Det-1, the measurements from Det-1 were almost the same as Det-2, except for
the time period between 2017-10-10 22:20 and 2017-10-11 00:00. During this time period, the
differences between Det-1 and Det-2 reached 15 percent, while the other time’s differences
were lower than 5 percent as shown in the plot (D) of Fig 2.4. This significant abnormal
difference between Det-1 and Det-2 may be caused by the strong precipitation from 2017-
10-10 22:20 to 2017-10-11 00:00. During this 100 minutes, the precipitation rate reached
0.43 inch/30min, which was already two-fold of the second highest precipitation rate during
the 23 days (shown by the plot (c) of Fig 2.4). This strong rainfall rate may already
exceed the water drainage capacity of the roof placing Det-2 and cause water to accumulate
excessively. Because rain water dissolves the major contributors that elevate background
radiation [53], the excessive accumulation of rain water can finally lead to a higher peak in
background temporal fluctuation around Det-2 than Det-1. In other raining events during
our experiment, the rainfall rate may not be high enough to cause the excessive accumulation
of water. Because of this abnormal difference between Det-1 and Det-2, the measurements
between 2017-10-10 22:20 and 2017-10-11 00:00 were treated as outliers and excluded in the
following linear regression analysis. In the remaining dataset, the precipitation rates were
no higher than 0.2 inch/30min.
To further validate the temporal fluctuation assumption, we used a linear regression model
to fit Det-2’s measurements (named as d2) to Det-1’s measurements (named as d1). As shown
in Fig 2.5, the linear regression achieves a 0.984 R-squared value which indicates the rela-
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Figure 2.4: Background radiation and weather measurements for 23 days. (A) Temporal
fluctuations of background radiation measured by the Det-1. (B) Temporal fluctuations of
background radiation measured by the Det-2. (C) Precipitation levels measured by the
weather station. (D) The upper panel shows the overlapped background radiation
measurements from Det-1 and Det-2. (E) The lower panel shows the difference in
percentage between Det-1 (denote its measurements by d1) and Det-2 (denote its
measurements by d2). The difference is calculated as: difference = d2−(d1+291)
d1+291
. During the
23 days, the differences between Det-1 and Det-2 were within 2.5 percent for most of the
time. The only time that this difference exceeded 5 percent happened during the rain at
midnight of 2017-10-11.
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Figure 2.5: Results of linear regression between Det-1’s measurements (denoted by d1) and
Det-2’s measurements (denoted by d2). The slope of the fitted line is very close to one.
This indicates that the amplitudes of the background radiation temporal fluctuation are
the same for Det-1 and Det-2. The intercept of the fitted line indicates that the baseline
difference of background radiation between Det-1 and Det-2 is 303 cps.
tionship between d1 and d2 can be properly modeled by the fitted line. The intercept of the
fitted line, -303 cps, shows the baseline difference of background radiation between Det-1 and
Det-2. This difference is close to our previous measured value: -291 cps. The slope, 1.0097,
is very close to 1. This indicates d1 and d2 have the same fluctuation amplitude, though
their background baselines are different. Considering the Det-1 and the Det-2 are relatively
far away in our experimental area, this result is representative for the whole experimental
area. This validates the temporal fluctuation assumption that the background radiation’s
temporal fluctuation is the same for our experimental area. This also validates the Eq 2.5,
which assumes that the background radiation distribution λ(x, y, t) can be split into spatial
and temporal components in an additive way. Besides, we also conducted a similar exper-
iment on places with different materials (concrete versus grass). The temporal fluctuation
assumption was verified again in that experiment, and details are discussed in Appendix A.
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2.5.2 Experiment of background radiation estimation
A total of six hours’ radiation measurements were collected by the mobile sensor network
during this experiment. Based on these measurements, the spatial distribution and temporal
fluctuation of background radiation were estimated using the BR-MLE algorithm.
Fig 2.6 shows the heat map of α calculated by the BR-MLE algorithm. According to Eq
2.7, the α illustrates the experimental area’s background radiation distribution. The mean
value of α for the experimental area was 39 cps. Areas around the previously-identified high
background regions in Fig 2.3 had higher radiation count rates, as expected. The α values
of the church area, the nuclear radiation laboratory, and the Alma Mater area were 80 cps,
58 cps, and 63 cps respectively.
Figure 2.6: Estimated spatial distribution of background radiation from the BR-MLE
algorithm. This figure plots the heat map of α calculated by the BR-MLE algorithm,
which illustrates the background radiation distribution in the southern part of the map
shown in Fig 2.3. This plotted area has size 462.0m× 243.6m with 110× 42 grids. Each
grid size is 4.20m× 5.80m.
Fig 2.7 compares the estimated temporal fluctuation from the BR-MLE algorithm and
the measured temporal fluctuation from the Det-1 detector. On 2017-10-07, 2017-10-22,
and 2017-11-05, the background radiation changed significantly; on 2017-10-24, the back-
ground radiation had a slowly increasing trend. In the four days’ experiment, the Det-1
detector measured a maximum background radiation of 1706 cps during the rain of 2017-
10-22, which was 350 cps higher than the background radiation without rain (1356 cps).
21
Figure 2.7: Temporal fluctuation components (β) of background radiation for the four
days’ experiment. The blue lines show the estimated background fluctuation components
(β) from the BR-MLE algorithm, and they use the y axis on the left hand side; error bars
of blue lines represent the standard deviation of temporal fluctuation components
estimated by Fisher information [54, Chapter 8]. The yellow dotted-lines show the
measured background fluctuations from the Det-1 detector, and they use the y-axis on the
right hand side; error bars of yellow lines represent the sample standard deviation. Because
the D3S detector’s crystal size is much smaller than the Det-1 detector, the gross count rate
from the D3S detector is much lower than the Det-1 detector, and thus the blue line and
the yellow line have different y-axis scales. The temporal fluctuation estimations from the
BR-MLE algorithm matched the background fluctuations measured by the Det-1 detector.
This indicates the necessity to take temporal fluctuation into consideration when modeling
an area’s background radiation. As shown in Fig 2.7, the temporal fluctuation estimations
from the BR-MLE algorithm were consistent with the background fluctuations measured by
the Det-1 detector.
2.6 Conclusions
In this chapter, we demonstrated the use of mobile sensor networks to model an area’s
background radiation retrospectively. A mobile sensor network was built to monitor the
campus’ background radiation of the University of Illinois. A background radiation estima-
tion algorithm, the BR-MLE algorithm, was developed to model the background radiation.
Experiment results show that this background radiation monitoring system correctly recon-
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structed the spatial distribution and temporal fluctuation of background radiation. High
background areas were correctly identified, and the temporal fluctuations estimated by the
BR-MLE algorithm were consistent with the direct observations measured by the stationary
detectors.
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Chapter 3
Prospective modeling of background radiation
As discussed in Chapter 2, the temporal fluctuations and spatial distributions of background
radiation were estimated retrospectively using measurements collected from mobile sensor
networks. However, these estimations can not predict unvisited positions’ background radia-
tion intensities nor predict future times’ radiation fluctuations. In radiation source detection
tasks, it is crucial to estimate background radiation intensities in unvisited positions and at
future times. In this chapter, we discuss the prospective modeling of background radiation
in time and space. Section 3.1 discusses the prediction of background radiation temporal
fluctuation using recurrent neural networks (RNNs). Section 3.2 discusses the prediction of
background radiation spatial distribution using Gaussian process (GP) regression.
3.1 Prediction of temporal background fluctuation
3.1.1 Introduction
Accurately estimating background radiation helps to eliminate false alarms and improve es-
timation accuracies in anomalous source detection and searching tasks. Studies have long
observed that precipitation is positively correlated with the elevation of background radiation
[13, 14]. During rainfall, background radiation increases mostly due to the scavenging effect
of rain and snow that brings radioactive materials in the upper air down to the ground [15].
In previous studies, stationary radiation detectors have been used to monitor the background
radiation [29], and Kalman Filters have been used to track and predict background radiation
fluctuations [55]. However, no weather data were utilized in these algorithms. To improve
the prediction accuracy of the background radiation, we explore the usage of weather mea-
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surements together with radiation measurements in the prediction of background radiation
temporal fluctuations.
RNNs are a family of neural networks to capture temporal contextual information along
time-series data. Being different from traditional feed-forward neural networks (FFNNs),
RNNs have cycles in their structure that feed output from previous time steps into the current
time step as input. This structure enables RNNs to model complex temporal contextual
information along time series data. The back-propagation through time (BPTT) technique
is usually used to train RNNs [56]. However, it is difficult to use BPTT to train traditional
RNNs because of the gradient vanishing (in which errors from later time steps are difficult to
propagate back to previous time steps and make proper updates of network parameters) and
exploding problem (in which large error gradients accumulate and result in large and unstable
updates to neural networks) [57]. To address this problem, the long short-term memory
(LSTM) unit has been developed [58, 59]. The LSTM has a basic structure called a memory
cell to remember and propagate unit outputs between different time steps explicitly (Figure
3.1). The LSTM memory cell uses cell states to remember temporal contextual information.
It also has an input gate, an output gate, and a forget gate to control information flow
between different time steps.
Figure 3.1: Illustration of a LSTM cell. σ represents the sigmoid operation, tanh
represents the hyperbolic tangent operation, × represents matrix multiplication, and +
represents matrix addition.
In this section, LSTM neural networks are used to predict temporal fluctuations of back-
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ground radiation from the past background radiation measurements and weather data.
3.1.2 Data collection methodology
Raw data were collected by a stationary radiation detector and a weather station. The
stationary detector was a 2× 4× 16 in3 NaI(Tl) detector. It recorded background radiation
spectra once every three seconds, and each of the measurement lasted for one second. Under
different weather conditions, background radiation measurements have diverse shapes in
spectra, as well as different total radiation count rates (known as gross count rate). This
study focuses on the gross count rate of background radiation. For each measurement, the
spectrum was summed and then divided by the measurement time to obtain the gross count
rate. The unit of gross count rate is count per second (cps). This stationary detector was
placed on the roof of a one-story building. A weather station was setup near the stationary
detector. It collected temperature, humidity, atmospheric pressure, precipitation, wind speed
and wind direction in every ten minutes.
Figure 3.2 shows a nine-day example of background radiation and weather measurements.
The plot in the first row of Figure 3.2 shows background radiation measurements versus
time. The dots in this plot indicate the raw measurements, while the line denotes the
radiation mean value within a centered-10min time window. Because radiation gross counts
intrinsically follow the Poisson distribution, those counts always fluctuate around their mean
value. The plots in the following rows in Figure 3.2 show various weather features versus
time. Several rain events occurred during this period. In each of the rain events, the
background radiation can be seen to be significantly elevated.
The raw dataset consists of measurements from Dec. 21, 2016 to April 06, 2017. The
whole dataset’s correlation matrix is shown in Figure 3.3. Temperature, humidity, air pres-
sure, and precipitation were more correlated with background radiation than wind direction
and wind speed. One possible explanation is that the fluctuation of background radiation
is closely related to rains. During rains, temperature, humidity, atmospheric pressure, and
precipitation level change significantly, whereas wind direction and speed are indirectly asso-
ciated with the occurrence of rains. Based on the low correlation with background radiation,
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wind speed and wind direction were eliminated from the model.
Figure 3.2: Background radiation and weather measurements for nine days. The top plot
shows the radiation measurements (dots) and the mean radiation value (line). The
subsequent plots show different weather features as they vary with time.
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Figure 3.3: Correlation matrix of the background radiation and weather features.
Raw data of background radiation and weather measurements were first pre-processed
before being fed into RNNs. In order to speed up training process and save computation
resources in training RNNs, the time frequency of radiation and weather measurements were
down-sampled from every 3 seconds to every minute. It is valid to down-sample the time
frequency because weather conditions and Poisson means of background radiation can be
assumed to be approximately constant within one minute. This also makes our algorithm
suitable for low-resolution measurements. Two different datasets, the dataset A and the
dataset B, were obtained using different down-sampling procedures. The dataset A generated
each minute’s measurement by randomly selecting one measurement in that minute and
dropping the other measurements. The dataset B generated each minute’s measurement
by taking the average of all the measurements within that minute. The dataset A is a
down-sampled version of the raw dataset with sampling rate 0.05, while the dataset B is an
averaged version of the raw dataset. The dataset A is noisier than the dataset B. Different
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RNNs were trained on the dataset A and dataset B separately.
3.1.3 Recurrent neural networks
In the preliminary test, RNNs with one hidden LSTM layer were incapable of learning
the radiation and weather model due to the networks’ relatively simple structures, while
RNNs with three hidden LSTM layers were too complex that they tended to overfit the
data severely. Thus, we adopted RNNs with two hidden layers as shown in Figure 3.4.
It had an input layer, two hidden LSTM layers, and a fully connected output layer. For
Figure 3.4: The RNN structure. The input are time series data with n time steps:
(xt1, . . . , xtn). The first LSTM layer, LSTM1, processes those n time steps data
(xt1, . . . , xtn) and outputs an intermediate result (yt1, . . . , ytn). The second LSTM layer,
LSTM2, processes (yt1, . . . , ytn) and outputs a vector with dimension of m:
z = (z1, . . . , zm). The output layer is a fully connected layer that calculates the weighted
average of z and adds bias b.
the training example at time step t, the input data contained background radiation and
weather measurements between t − TBPTT and t, and the output data were the predicted
radiation mean value for time step t. TBPTT was the predefined time window parameter used
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in the BPTT algorithm. The LSTM layers were constructed using the default LSTM unit
in the Keras package, which is based on the LSTM structure presented in paper [60]. The
activation function was tanh, and the recurrent activation function was hard − sigmoid.
Dropouts were used in two LSTM layers to avoid overfitting and to generalize the RNN
model [61]. To facilitate hyper parameter tuning, a random search strategy was used to
determine output dimensions and dropout rates in two LSTM layers [62]. In the random
search strategy, several trials were conducted with randomly selected hyper parameters.
In each trial, a neural network with randomly selected hyper parameters was trained and
validated. Among those random trials, the model with the highest validation score was
selected as the best model. Compared with traditional methods such as manually tuning by
grid search, the random search is more efficient in hyper parameter tuning [62]. The output
dimension of each LSTM layer was uniformly sampled in [16, 64, 256, 1024], the dropout rates
were uniformly sampled in [0, 0.5], and a total of 50 trials were applied for each experiment
configuration. After two hidden LSTM layers, all the activations from the second LSTM layer
were fed into the output layer. The output layer contained a single node, and no activation
function was used. The output layer calculated the weighted summation of previous layer’s
activations as the output of the neural network. The loss function L used in the training
process was the mean squared error (MSE)
L =
1
n
n∑
t=1
(yt − yˆt)2 (3.1)
where yt is the radiation mean value, and yˆt is the predicted radiation mean value. Addi-
tionally, the mean absolute error
Errormean =
1
n
n∑
t=1
|yt − yˆt| (3.2)
and the maximum absolute error
Errormax = max
t
|yt − yˆt| (3.3)
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were used for evaluation where yt is the radiation mean value, and yˆt is the predicted radiation
mean value from either RNN or moving window method.
In the training process, the BPTT algorithm was used to propagate the error of each
layer and to update weight matrix and activation parameters [56]. The Adam optimizer
was used in the gradient optimization process with recommended parameters in Kingma
and Ba’s paper [63]. The RNNs were trained in the stateless manner such that memory
cell states were reset between different training examples. Computations were done using
a single Nvidia Tesla K80 GPU with the TensorFlow package [64] as the back end and the
Keras package [65] as the front end. For the total 105 days of data, seven days of data were
used as testing data, and the remainder were used as training/validation data.
Besides the RNNs that used both weather and radiation measurements as input data,
we also tested two other models that utilized only radiation measurements as comparison.
The first model was a RNN model using only radiation measurements as input data. In
this model, all the RNN structure settings and training parameters were the same as the
RNN model previously discussed. The second model was the widely-used moving average
method in the radiation detection field [29]. In this method, the time step t’s radiation mean
value was predicted by taking the average of previous background radiation measurements
between t and t − TBPTT . TBPTT was the same time window used in the RNN model. No
weather information was used in the moving average method.
3.1.4 Experiment configurations and evaluation methods
We evaluated and compared three methods’ performances on the task of estimating the mean
value of current background radiation from previous radiation and weather measurements.
These three methods are: RNNs with input of radiation and weather data, RNNs with
input of radiation data, and the moving average method. By comparing the moving average
model with the RNNs with input of radiation data, we evaluated the effectiveness of the
RNN structure in reference to the moving average model. By comparing different RNN
models that take different input data (radiation v.s. radiation plus weather), we evaluated
the contribution of weather measurements in predicting future radiation values. Two specific
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questions were addressed in this section: (1) how those methods performed on different data
qualities; (2) how those methods performed on different time windows. The first question
is of interest because in real applications data from various measurement platforms are in
different qualities. The second question is of interest because the length of time windows is
hard to choose. A method will be preferred if its time window length can be set easily on a
wide range of application scenarios.
Several different experiment configurations were used to test the RNNs’ performance on
different data qualities and different time windows. As discussed in Section 3.1.2, the RNNs
were trained and evaluated on two different datasets: the dataset A and the dataset B. The
dataset A represented measurements with a high noise level, whereas the dataset B repre-
sented measurements with a low noise level. For each dataset, 6 different time windows were
tested separately: TBPTT ∈ [1min, 3min, 6min, 10min, 20min, 40min]. In total, 12 different
experiment setups were tested (2 different datasets x 6 different time windows) for three
different models. The performances of the RNNs and the moving average method were eval-
uated by two metrics: the mean absolute error shown in Equation 3.2 and the maximum
absolute error shown in Equation 3.3. The mean absolute error represented the mean pre-
diction performance on the testing dataset, while the maximum absolute error represented
the worst prediction case among the testing dataset. The optimized RNN structures for
different experiment configurations were selected through a random search procedure.
Section 3.1.5 presents an example of background radiation prediction from the RNN model
with input of radiation and weather data, the RNN model with input of radiation data, and
the moving average model. Section 3.1.6 summarizes those models’ performances on different
data qualities and different lengths of time windows.
3.1.5 An example of temporal fluctuation prediction
This section presents the result of background radiation prediction on the time window
of 6min. With this predefined time window, the RNN model with input of radiation and
weather data, the RNN model with input of radiation data, and the moving average model
were trained and tested with the dataset A (high noise dataset) and the dataset B (low noise
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dataset).
Figure 3.5 shows the background radiation estimation results of the RNN models and
the moving average method on different data qualities. All the methods achieved a lower
estimation error with the low noise dataset than those with the high noise dataset. For
both datasets and all the methods, the maximum prediction error occurred between time
index 500 and 750, during which a raining event happened. Table 3.1 summarizes the
performance of the two RNN methods and the moving average method on the time window
of 6 minutes. When the input dataset was noisy (such as dataset A), the RNN with radiation
Table 3.1: Prediction performance for the RNN with radiation and weather data
(RNN(r,w)), the RNN with radiation data (RNN(r)), and the moving average method
(MA) when the time window is 6 minutes. Error unit is count per second (cps).
Prediction Error
High noise Low noise
RNN(r, w) RNN(r) MA RNN(r, w) RNN(r) MA
Mean error 4.13 5.17 5.57 1.38 1.30 1.28
Maximum error 27.06 22.82 42.47 18.21 8.74 8.47
and weather data achieved the lowest mean prediction error. With noisy dataset, RNN
structures showed advantages of generating more accurate radiation predictions than the
moving average method, especially for predictions in raining events. Besides, adding weather
data into RNN models further reduced mean prediction errors. However, those advantages
of RNNs didn’t hold for low noise dataset (such as dataset B). When the input dataset had
radiation measurements with low noise, the moving average method achieved the lowest mean
and max prediction error. This implies that for a clean enough dataset (such as dataset B), a
simple moving average operation over radiation measurements is good enough for predicting
future radiations when the time window is 6 minutes. With radiation data as input, the
RNN model was able to compete with the moving average method. With radiation and
weather data as input, the performance of the RNN model on low noise dataset significantly
dropped. This implies that weather data brought more noise than information into the clean
radiation dataset. Under this situation, the RNN model overfitted to the training data and
performed poorly on the testing dataset. As shown in the plot (a.2) and (b.2) of Figure
3.5, the RNN model with radiation and weather as input had bigger maximum noise than
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Figure 3.5: Performance of Background radiation estimation from the RNN methods and
the moving average method. Plots in the first column use the high noise dataset. Plots in
the second column use the low noise dataset. Plots in the first row ( (a.1) and (a.2) ) use
the RNN method with input of radiation and weather data. Plots in the second row ( (b.1)
and (b.2) ) use the RNN method with input of radiation data. Plots in the third row (
(c.1) and (c.2) ) use the moving average method. In each plot, the top subplot illustrates
the true value and the predicted value of background radiation, and the bottom subplot
illustrates how many standard deviations (also known as sigmas) the prediction is deviated
from the true value.
the RNN model with radiation as input. One possible solution to the overfitting issue is
to collect more data in raining events such that RNNs can learn the relationship between
raining and radiation better.
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3.1.6 Effects of different time window lengths
Figure 3.6 plots the mean prediction error of the RNNs and the moving average method
under different experiment configurations. As expected, both RNNs and the moving aver-
Figure 3.6: Mean absolute prediction error of RNNs and the moving average method under
different experiment configurations. Red lines indicate models trained and tested on the
high noise dataset, while black lines indicate models trained and tested on the low noise
dataset. For the high noise dataset, the RNNs with radiation and weather data performed
the best at all time windows. For the low noise dataset, these three models performed
equally well in terms of the mean absolute prediction error.
age method obtained a lower mean prediction error with the low noise dataset than those
using the high noise dataset. When the time window increased, the mean prediction errors
from both the RNNs and the moving average method first decreased and then converged
to a low value. This is because longer time window contains more measurements. Pre-
diction errors from Poisson statistical fluctuations are suppressed by the increased number
of measurements. On the high noise dataset, the RNNs outperformed the moving average
method at all time windows, and the RNNs with radiation and weather data outperformed
the RNNs with radiation data at all time windows. On the low noise dataset, the difference
in mean prediction errors between these three methods are less than 0.6 cps for all time
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windows. Under the metric of mean prediction error, the RNNs and the moving average
method preformed equally well on the low noise dataset.
Figure 3.7 shows the maximum prediction error of the RNNs and the moving average
method under different configurations. As with the mean prediction error, both the RNN
Figure 3.7: Maximum absolute prediction error of RNNs and the moving average method
under different experiment configurations. Red lines indicate models trained and tested on
the high noise dataset, while black lines indicate models trained and tested on the low
noise dataset. As time window increased, the maximum prediction errors from RNN
models decreased and converged to a low level, but maximum prediction errors from the
moving average method firstly decreased and then increased again.
method and the moving average method obtained a lower maximum prediction error on the
low noise dataset than the high noise dataset. As the time window increased, the maximum
prediction error from the RNNs first decreased and then converged to a low level. However,
the moving averaged method’s maximum prediction error first decreased and then increased
as the time window increased. This is because the maximum prediction error occurred
in precipitations. As shown in Figure 3.2, background radiation would first increase and
then decrease during the period of precipitation. The moving average method would under
estimate the background radiation at the beginning of the precipitation and over estimate
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the background radiation in the end of the precipitation. The longer the time window is, the
more severe under/over estimation will be. It is difficult for the moving average method to
set the time window length to make a trade off between Poisson errors and the under/over
estimation errors. In contrast, the RNNs performed equally well for time windows longer
than 10min. It is because RNN models are able to learn the nonlinear behavior of background
radiation fluctuation during precipitations, and the under/over estimation doesn’t occur in
RNN models.
3.1.7 Conclusions
This section studied the problem of background radiation prediction with RNNs. A mea-
surement platform containing a weather station and a radiation detector was set up. RNNs
were trained to predict mean radiation values using past background radiation and weather
measurements. With the high noise dataset, the RNN method with radiation data performed
better than the moving average method in the radiation prediction task, and weather data
further improved the prediction accuracy of RNN models at all time windows. With the
low noise dataset, the RNN method with radiation data performed as good as the moving
average method at their optimized time window. Adding weather data into the RNN models
caused them to overfit to the training data. In the future, more radiation and weather data
will be acquired to correct the overfitting issue. Additionally, for both high noise dataset
and low noise dataset, the RNN methods showed better and more stable performance when
the window size increased, which had the advantage in real applications to facilitate the
choice of window size parameter.
3.2 Prediction of spatial background distribution
3.2.1 Introduction
Gaussian process regression, also known as the Kriging method in geostatistics, is an in-
terpolation method in which the interpolated values are modeled by a Gaussian process
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[66, 67, 68]. It was originally developed by geologists in the 1950s to estimate gold’s most
likely distribution from a few sample sites [69, 70]. The Gaussian process regression can
be viewed as a Bayesian nonparametric regression method, in which the regression function
is estimated without explicitly specifying the parameters for the function expression (see
details in Appendix B). It has been widely used in a variety of disciplines such as remote
sensing [71], hydrogeology [72], and environmental science [73]. Gaussian process regression
has also been used in the field of radiation detection, such as real-time interpolation of radia-
tion hazards [74], mapping the indoor radon-prone areas [75], and plotting gamma radiation
and its uncertainty from weathering products [76].
In this section, we prospectively model the background spatial distribution through Gaus-
sian process regression, in which the spatial distribution of background radiation is interpo-
lated from BR-MLE estimations.
3.2.2 Gaussian process regression
In the spatial background prediction task, we have training data (X = (x1, . . . ,xn)
T ,y =
(y1, . . . , yn)
T ). The X is an n× 2 matrix such that there are n input data points, and each
input data point has 2 features indicating the point’s latitude and longitude position; the y
is an n× 1 matrix such that there are n output results corresponding to the n input points,
and each output has one feature which is the background radiation level. The regression
task is to predict the background radiation level y∗ for the unvisited position x∗. Gaussian
process regression is a nonparametric kernel-based regression technique. It is based on the
Gaussian process, which is defined as follows [66]:
Definition 1 (Gaussian process) A Gaussian process is a collection of random variables,
any finite number of which have a joint Gaussian distribution.
In Gaussian process regression, we treat the collection of (y∗, y1, . . . , yn)T as a Gaussian
process. Specifically, we assume (y∗, y1, . . . , yn)T has the following joint Gaussian distribution
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
y∗
y1
...
yn
 ∼ N
(
µ =

m(x∗)
m(x1)
...
m(xn)
 ,Σ =
K∗∗ K∗·
K·∗ K··
), (3.4)
where
K∗∗ = K(x∗,x∗), (3.5)
K∗· = (K(x∗,x1), · · · , K(x∗,xn)), (3.6)
K·∗ = (K(x1,x∗), · · · , K(xn,x∗))T , (3.7)
K·· =

K(x1,x1) · · · K(x1,xn)
...
...
K(xn,x1) · · · K(xn,xn).
 (3.8)
m(x) is the mean function of this process, and K(xi,xj) is the covariance function of this
process. Usually, the covariance function is chosen to have the form
K(xi,xj) = σ
2R(|xi − xj|), (3.9)
where σ2 is the process variance that denotes the scale of the covariance, and R(|xi − xj |)
is the correlation kernel that controls the shape of the covariance. Some popular choices of
R(|xi−xj|) are listed in Table 3.2. The parameter l in the R(r) is a length-scale parameter
that controls the strength of correlation between different data points.
In Gaussian process, the mean function m(x) can take different forms. When it is assumed
to be zero or a known constant, the Gaussian process regression is equivalent to the simple
Kriging method. When it is assumed to be an unknown constant, we can use regression
methods to estimate this value, and the Gaussian process regression is equivalent to the
ordinary Kriging method. When it is assumed to take different values at different x’s, the
Gaussian process regression is equivalent to the universal Kriging method. The goal of the
mean function is to capture the large scale distribution trend. In this research, the overall
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Table 3.2: Popular choices of R(r), r = |xi − xj |. T is the gamma function, Kν is the
modified Bessel function of the second kind with parameter ν.
Correlation kernel R(r)
Constant 1
Mate´rn* 2
1−ν
T (ν)(
√
2ν r
l
)νKν(
√
2ν r
l
)
Exponential (Mate´rn with ν = 0.5) e−
r
l
Gaussian (Mate´rn with ν =∞ ) e− r
2
2l2
p’th power exponential e−(
r
l
)p
trend of background radiation is constant. Thus we assume the mean function is a known
constant equaling to the mean value of the background radiation level, which is denoted by
m.
Given Equation 3.4, we can derive the posterior distribution, p(y∗|y1, · · · , yn), using con-
ditional Gaussian distribution properties [66, Appendix A]. The posterior distribution is as
follows
p(y∗|y) ∼ N (m+K∗·K−1·· (y −m ∗ 1n), K∗∗ −K∗·K−1·· KT∗·) (3.10)
The result of Gaussian process regression is the mean value of the posterior distribution. The
variance of the posterior distribution represents how confident the model is in the regression
result.
In Equation 3.10, there are two hyper parameters from K(xi,xj). One is σ that controls
the scale of the covariance, and the other is l that determines the length-scale characteristic.
These hyper-parameters can be estimated by the maximum likelihood estimation method
and the cross-validation method [77, 78]. In this work, we applied the maximum likelihood
estimation method to calculate these parameters.
3.2.3 Experiment configurations
As shown in Figure 3.8, the background radiation estimation from the BR-MLE algorithm
didn’t fully cover the displayed area. This is because the scanning paths of the mobile
sensor network didn’t include every position of the displayed area. For unvisited spots, the
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BR-MLE algorithm couldn’t make estimations. To overcome this weakness, we applied the
Gaussian process regression on the background estimations from the BR-MLE algorithm.
The goal of the Gaussian process regression is to generate a background radiation spatial
distribution map that covers the entire area of the displayed map in Figure 3.8.
Figure 3.8: Input data of the Gaussian process regression. This map illustrates the
BR-MLE estimated spatial distribution of background radiation on the UIUC campus.
The color of the dots denotes the intensity of the background radiation.
In this Gaussian process regression, the mean function m was set to be the mean value of
the estimated background radiation level from the BR-MLE algorithm. The best correlation
kernel function, R(r), was selected by a cross-validation test (section 3.2.4). After the
correlation kernel function was determined, the whole area’s background radiation levels
were calculated using the Gaussian process regression (section 3.2.5). The implementation
of the Gaussian process regression was based on the GaussianProcessRegressor class provided
by scikit-learn (version 0.20.3) [79].
3.2.4 Cross-validation of spatial distribution predictions
In this cross-validation test, the input data (X,y) were randomly and evenly separated into
five datasets {(X(1),y(1)), . . . , (X(5),y(5))}. Then, the five-fold validation method was used
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to construct five different training datasets and testing datasets. The j’th training-testing
dataset pair was as follows:
training dataset {(X(i),y(i)) : i ∈ {1, 2, 3, 4, 5} and i 6= j}
testing dataset (X(j),y(j)).
The mean squared error (Equation 3.11) was used to evaluate the performance of Gaussian
process regression under different correlation kernel functions. As shown in Equation 3.11,
Nk denotes the number of testing data points in the k-th fold, and fk is the Gaussian
process regressor based on the k-th fold training data. The correlation kernel functions
under evaluation were the Mate´rn kernels (ν = 1.5 and ν = 2.5), the exponential kernel, and
the Gaussian kernel.
error =
1
5
(
5∑
k=1
1
Nk
Nk∑
i=1
(fk(xi)− yi)2) (3.11)
Table 3.3 shows the estimation errors for different correlation kernels in the cross-validation
test. The exponential kernel achieved the lowest mean squared error. It was selected as the
correlation kernel for the spatial distribution prediction task.
Table 3.3: Five-fold cross validation results on different correlation kernel function R(r).
The error is defined by Equation 3.11
Kernel Exponential Mate´rn (ν = 1.5) Mate´rn (ν = 2.5) Gaussian
Error 33.32 45.27 50.21 58.43
3.2.5 An example of spatial distribution prediction
In this example, we applied the Gaussian process regression on the entire training dataset.
The first step was to use the maximum likelihood estimation method to find the hyper pa-
rameters σ and l of the covariance function K(xi,xj) (Equation 3.9). The optimization
task was solved by the built-in L-BFGS-B optimizer [80] provided by the GaussianProcess-
Regression class from scikit-learn [79]. The optimized σ was 7.78, and the optimized l was
21.4.
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To illustrate the correctness of this fitting, we compared the empirical variogram obtained
from the training data to the theoretical variogram obtained from the fitted covariance
function. A variogram describes the spatial continuity of the data [81]. In the Gaussian
process regression, suppose there are two data points (xi, yi) and (xj , yj), and yi is the
background radiation estimation at position xi. The covariance kernel K(xi,xj) represents
the covariance between yi and yj. The variance of yi − yj can be derived as follows:
var(yi − yj) = E[y2i − 2yiyj + y2j ]− (E[yi − yj])2 (3.12)
= E[y2i ] + E[y
2
j ]− 2E[yiyj] (3.13)
= E[y2i ]−m2 + E[y2j ]−m2 − 2(E[yiyj]−m2) (3.14)
= Cov(yi, yi) + Cov(yj, yj)− 2Cov(yi, yj) (3.15)
= K(xi,xi) +K(xj ,xj)− 2K(xi,xj). (3.16)
In the above derivation, we already used the constant mean value assumption such that
E[yi] = E[yj] = m. In our implementation, the covariance function was K(xi,xj) =
σ2R(|xi − xj|) = σ2exp(− |xi−xj |l ). Thus we have K(xi,xi) = K(xj ,xj) = σ2. Finally,
we can get
1
2
var(yi − yj) = σ2(1−R(ryi,yj)), (3.17)
where ryi,yj = |xi−xj|. The 12var(yi−yj) is called the semi-variance. According to Equation
3.17, the semi-variance depends only on ryi,yj . The variogram is defined to be the semi-
variance as a function of ryi,yj . Once the correlation kernel R(r) is determined, the theoretical
variogram γ(r) can be calculated from R(r):
γ(r) = σ2(1−R(r)). (3.18)
The empirical variogram γˆ(r) can be calculated from the training data as follows:
γˆ(r) =
1
2|X(r)|
∑
(xi,xj)∈X(r)
(yi − yj)2, (3.19)
where X(r) = {(xi,xj) : ∀xi,xj such that |xi − xj| = r}. (3.20)
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Figure 3.9 plots the theoretical variogram and the empirical variogram. When the distance
was near zero, the theoretical semi-variance was also near zero. It means that if xi and xj
are close to each other, their corresponding yi and yj should also be similar. The theoretical
semi-variance increased when the distance increased. It means that the correlation between
yi and yj decreases when the distance between xi and xj increases. When the distance
between xi and xj was larger than 100 meters, the theoretical semi-variance converged to
60 cps2. At this distance, there was no correlation between yi and yj, and the semi-variance
converged to the process variance σ2. When the distance was smaller than 70 meters, the
empirical variogram matched the theoretical variogram. When the distance was bigger than
70 meters, the empirical variogram did not converge but fluctuated around the theoretical
variogram. This fluctuation behavior was an artificial fact caused by the shape of the detector
searching path. For example, when the distance was around 500 meters, the empirical semi-
variance was lower than 60 cps2. Due to the shape of the searching path shown in Figure
3.8, the maximum possible distance between two positions in our searching path was about
500 meters. At this distance, there were limited examples of data pairs, and those data pairs
happened to have similar radiation intensities and caused a low semi-variance. Overall, the
learned theoretical variogram successfully captured the characteristics of spatial continuity
in the training data.
After the correlation kernel was fitted, we applied the Gaussian process regression on the
entire training dataset and estimated the background radiation intensities for every position
in our experiment area (Plot (a) of Figure 3.10). For each position, the Gaussian process
regression calculated a Gaussian distribution to describe the background radiation intensity.
The mean value of the Gaussian distribution represents the estimated background radiation
intensity for the specific position, and the standard deviation of the distribution represents
the uncertainty in the background estimation.
Plot (b) of Figure 3.10 shows the estimated background radiation intensity from the
Gaussian process regression. Based on the input data shown in Figure 3.8, the Gaussian
process regression successfully inferred the background radiation intensities for unvisited
positions. From this estimation, we found that grasslands, in general, had higher background
radiation than roads. One possible explanation is that radioactive materials in the soil are
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Figure 3.9: Empirical and theoretical variogram plot. The empirical variogram is drawn
based on the training dataset, while the theoretical variogram is drawn based on the
learned covariance function. When distance is less than 70 meters, the theoretical and
empirical variogram share the same rising behavior. When distance is larger than 70
meters, the theoretical variogram converged to the value of 60, and the empirical variogram
fluctuated around 60. The fluctuation behavior of empirical variogram is an artificial fact
caused by the shape of the detector searching path.
more easily released from the grasslands than from the roads. Besides, we also noticed that
paths near buildings had higher background radiation intensities due to the concentration
of radioactive materials inside walls of buildings. Plot (c) of Figure 3.10 shows the standard
deviation of background radiation estimations. For positions on or near the input data,
Gaussian progress regression achieved low variance; for positions far away from the input
data, the Gaussian process regression had high variance. The biggest standard deviation
was 7.77 cps.
To evaluate the estimation accuracy of the Gaussian process regression, the Leave-One-Out
Cross-Validation (LOOCV) method was adopted [78]. We regressed every data point (xi, yi)
on all other data points and evaluated its absolute estimation error. The LOOCV error was
defined as the average of all data points’ absolute estimation errors. In this experiment, the
mean background intensity was 38.69 cps, and the Gaussian process regression achieved a
LOOCV error of 2.51 cps.
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Figure 3.10: Estimated background radiation distribution from Gaussian process
regression. Plot (a) shows the map of the experiment area. For each position in the
experiment area, Gaussian process regression calculates a Gaussian distribution. The mean
of the distribution represents the estimated background radiation level for a specific
position (Plot (b)). The standard deviation of the distribution represents the uncertainty
in the background estimation ( Plot (c)).
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3.2.6 Conclusions
In this section, we applied the Gaussian process regression to estimate the unvisited position’s
background radiation intensity. Cross validation test was used to select the covariance
function of the Gaussian process regression, and the maximum likelihood estimation method
was used to find the optimized hyperparameter for the Gaussian process regression. In the
experiment, the averaged relative estimation error of the Gaussian process regression was
6.5%.
In the future, the Gaussian process regression method can be improved in two aspects.
Firstly, more complicated functions can be used to represent the mean function of the Gaus-
sian process, and it is sometimes known as the universal Kriging method [82, 83]. In our
current implementation, the experiment area is roughly 450 meters by 250 meters. For
an area small like this, it is valid to assume the mean function to be constant. However,
when the experiment area is larger, the background radiation distribution may have inher-
ent trends. The complex mean function will be helpful to capture the distribution trend
of background radiation. Secondly, the current implementation’s computation efficiency is
low. The Gaussian process regressor calculates and inverses the covariance matrix of all
the training data points. Its space complexity and time complexity grow as the square and
cube of the number of training data respectively, which limits its implementation on large
datasets. Sparse approximations of Gaussian process regressions can be used to improve its
computational efficiency [84].
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Chapter 4
Anomalous radiation source detection
In the previous chapter, we discussed methods to predict background radiation intensities
in both space and time. In this chapter, these background predictions will be used to detect
anomalous radiation sources in urban environments.
4.1 Introduction
Radiation exists everywhere in daily life. It arises from NORM presented in the air, soil and
building materials [11, 16]. The NORM dominates the spatial distribution and temporal
fluctuation of background radiation, which have been modeled in Chapter 2 and 3. Besides
the background radiation, there may also exist anomalous radiation sources in the environ-
ment such as wrongly disposed radioactive medical wastes, illicit radioactive materials, or
even nuclear weapons [17, 18]. They usually have high concentration with small footprint
and are treated as point sources. Moving average methods (also known as k-Sigma methods)
are widely used in the anomalous radiation source detection tasks [29]. It detects anoma-
lous radiation sources by comparing the current radiation measurement to an estimated
background radiation intensity, which is obtained by taking the average of previously col-
lected radiation measurements. However, the spatial distribution and temporal fluctuation
of background radiation can bias the estimation of background radiation in moving average
methods. In this chapter, we purpose an anomalous radiation source detection algorithm
that integrates the background radiation prediction algorithms. Its performance is compared
with K-Sigma methods.
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4.2 Data acquisitions and experiment configurations
The radiation survey data were taken from Chapter 2. As shown in Figure 4.1, the survey
path covered several high background radiation areas, such as the Alma Mater statue, the
Church area, and the Radiation Lab. The detector scanned the path 25 times in total,
and these scans were performed on four days with different precipitation conditions. The
temporal fluctuations of background radiation were monitored by the stationary detector
Det-1 shown in Figure 4.1. Figure 4.2 shows the weather-induced background temporal
fluctuations. The radiation survey data contained only background radiation.
Figure 4.1: Background radiation measurements for 25 survey scans before synthetic source
injection. In this plot, each dot represents a radiation measurement, and its color shows
the count rate. Red triangles denote the injected synthetic radiation sources. The dark
blue box denotes the stationary detector Det-1. In this area, there are three high
background regions known as the Alma Mater statue, the Church, and the radiation lab.
In this experiment, we split the survey data into the training dataset (scans with in-
dex 1-11, 13-16, 18-20, and 22-25) and the testing dataset (scans with index 12, 17, 21).
The training dataset had 22 scans and contained only background radiation, while the test-
ing dataset had 3 scans and contained the background radiation and anomalous radiation
sources. These anomalous sources were synthetic radiation sources, which are usually used
in experiments when it is prohibited to place a real radiation source in a public area such
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Figure 4.2: Background temporal fluctuations during the 25 survey scans measured by the
stationary detector Det-1. The 25 scans were conducted in four different days, and the
time periods for the 25 survey scans are denoted by light-blue vertical lines. Scans with
index 12, 17 and 21 were assigned to the testing dataset, and the rest scans were assigned
to the training dataset. During the 25 survey scans, the background radiation fluctuated
dramatically due to several strong precipitation events. T
as the campus of university [33, 85, 86, 87]. These synthetic radiation sources were injected
into the testing dataset after the surveys were conducted. In the process of injection, we
firstly defined the positions of the synthetic sources, which are illustrated by red triangles in
Figure 4.1. For every measurement in the testing dataset, we added an additional anomalous
source count to its original background count. The additional anomalous source count was
sampled from a Poisson distribution with mean value λsynthetic defined as follows:
λsynthetic =
∑
i
Ii
||x− xi||2 . (4.1)
In Equation 4.1, i denotes the index of synthetic sources, Ii is the mean count rate of the
i’th synthetic source measured 1 meters away, xi is the position of the i’th synthetic source,
and x is the position of the measurement. In this experiment, we set the Ii to be 1000
cps. This source strength is roughly equal to 2.5 kg weapons-grade plutonium with 0.5 inch
polyethylene shielding and 0.5 inch stainless steel shielding for a typical mobile detector such
50
as D3s detector.
In the radiation source detection task, we need to decide whether a measurement belongs
to an anomalous source or not. The ground truth was defined according to distance. If a
measurement was taken less than 10 meters away from a synthetic source, it would be labeled
as a source-measurement; otherwise, it would be labeled as a background-measurement.
4.3 Anomalous source detection algorithms
In this experiment, we would like to evaluate the importance of background radiation mod-
eling in anomalous source detection tasks. Thus, we proposed two different anomalous
source detection algorithms (named the BG-RNN algorithm and the BG-Const algorithm).
Besides, we also compared our algorithms’ performances with the traditional K-Sigma algo-
rithm. These three algorithms are described in this section, and the algorithms’ flowcharts
are shown in Figure 4.3.
Figure 4.3: Flow charts of the source detection algorithms.
51
4.3.1 BG-RNN algorithm
The BG-RNN algorithm (BR-MLE with Gaussian process regression - RNN temporal es-
timation) models the spatial part and temporal part of background radiation from training
data. Then, it uses those learned models to predict background radiation levels for future
measurements.
The spatial modeling part is conducted by the BR-MLE algorithm (Section 2.3) and the
Gaussian process regression algorithm (3.2). The temporal modeling part is conducted by
the RNN algorithm (3.1). The training data for spatial modeling are historical radiation
measurements acquired by mobile sensor networks. The BR-MLE algorithm estimates the
spatial distribution of background radiation, and the Gaussian process regression further
interpolates radiation values for unvisited positions. The training data for temporal modeling
are historical radiation measurements collected by a stationary detector. The RNN model
learns background radiation fluctuation patterns from historical measurements and predicts
future radiation intensities.
In our implementation, the spatial modeling part was trained on the training data de-
scribed in Section 4.2. The BR-MLE’s parameters were kept the same as the parameters
described in Section 2.3. Its spatial grid size was 4.2m × 5.80m, and its temporal grid size
was 300 seconds. The Gaussian process regression used the exponential kernel. The tempo-
ral modeling part used the RNN model trained in Section 3.1. The RNN model trained on
low-noise radiation data with 10 minutes time window was used.
Once the BG-RNN algorithm was trained, we could predict the background radiation
intensity at position x and time t. The spatial part of background intensity, Bspatial(x), was
calculated by the trained Gaussian process regression model using x as input. The temporal
part of background intensity, Btemporal(t), was calculated based on the past ten-minutes’
radiation measurements acquired by the stationary detector. Specifically, we calculated the
per-minute average radiation measurements from the stationary detector for the past ten
minutes ending at time t, fed these ten values into the trained RNN model, and obtained the
background prediction. Then, we rescaled the background prediction to make it compatible
with the radiation survey data acquired by the mobile sensor network. The final background
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radiation prediction was
BBG−RNN(x, t) = Bspatial(x) +Btemporal(t). (4.2)
4.3.2 BG-const algorithm
The BG-const algorithm (BR-MLE with Gaussian process regression - constant temporal
estimation) is a variation of the BG-RNN algorithm. For the spatial modeling part, it
is identical to the BG-RNN algorithm. For the temporal modeling part, it replaces the
RNN algorithm by a constant estimator Bconsttemporal. For each test scan, we selected five
minutes’ radiation measurements just before the starting time of the test scan from the
training dataset and calculated its mean radiation intensity as Bpre. If the test scan started
at position x0, its constant estimator for temporal modeling part would be calculated as:
Bconsttemporal = Bpre −Bspatial(x0). The final background radiation prediction was
BBG−const(x, t) = Bspatial(x) +Bconsttemporal. (4.3)
The advantage of the BG-const algorithm is that it does not require the setup of a sta-
tionary detector. However, it can not track the change of background temporal fluctuations
during the test scans.
4.3.3 K-Sigma algorithm
The K-Sigma algorithm predicts background radiation intensities, BK−Sigma(x, t), by taking
the average of previously collected radiation measurements inside a sliding time window. The
length of the time window is a tunable parameter. The advantage of the K-Sigma algorithm
is that it is easy to implement and does not require any training process. However, it can
not aware the spatial distribution and temporal fluctuation of background radiation, and
the time window length is difficult to select. In our experiment, we tried six different time
window lengths (uniformly distributed in log scale from 10 seconds to 320 seconds) on the
test scans and selected the best performed time window length, which was 80 seconds.
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4.3.4 Anomalous source detection statistics
The anomalous source detection statistics is defined as how many standard deviations the
measurement deviated from its mean value. If a measurement is taken at (x, t) and has
count rate m, its anomalous source detection statistics is calculated as
A((x, t,m)) =
m−B(x, t)√
B(x, t)
, (4.4)
where B(x, t) denotes the mean value of background radiation at (x, t), and
√
B(x, t) is
the standard deviation of background radiation according to Poisson distribution. By re-
placing the B(x, t) to BBG−RNN(x, t), BBG−const(x, t), or BK−Sigma(x, t), we can calculate
the anomalous source detection statistics from the BG-RNN algorithm, the BG-const algo-
rithm, or the K-Sigma algorithm. Then, a threshold can be set upon the anomalous source
detection statistics. All measurements with statistics higher than the threshold are classified
as source-measurements, and all measurements with statistics lower than the threshold are
classified as background-measurements.
4.4 Results and discussion
In this section, we compared the BG-RNN algorithm, the BG-const algorithm, and the K-
Sigma algorithm’s performances on the testing dataset. Receiver operating characteristic
(ROC) curves were used to evaluate the three algorithms’ classification accuracy in the
anomalous radiation source detection tasks. A ROC curve is a graphical plot that draws a
classifier’s true positive rates (ratio of true positive events in real positive events ) against its
false positive rates (ratio of false positive events in real negative events) at different decision
thresholds [88, 89, 90, 91]. It is widely used to analyze the diagnostic ability of binary
classifiers in different areas such as medicine [92] and radiology [93].
Figure 4.4 plots the ROC curves of the three algorithms. The BG-RNN and BG-const
algorithm performed significantly better than the K-Sigma algorithm, since they achieved
higher true positive rates at lower false positive rates. This was because the BG-RNN and the
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BG-const algorithms modeled the background radiation distribution and reduced the false
alarms generated by the high background areas. The BG-RNN performed slightly better than
the BG-const algorithm, because the BG-RNN algorithm further modeled the background
radiation in the time dimension and reduced the false alarms caused by background temporal
fluctuations. The area under the curve (AUC) in ROC curve plots is a numerical metric
to assess the performance of different algorithms, and a larger AUC value means a better
detection algorithm [94, 95]. Table 4.1 shows the AUC values for the three algorithms. The
BG-RNN algorithm achieved the highest AUC value, while the K-Sigma algorithm achieved
the lowest AUC value.
Figure 4.4: The ROC curves for BG-RNN, BG-const, and K-Sigma algorithm in the
anomalous radiation source detection test. Their AUC values are presented in Table 4.1.
The BG-RNN algorithm achieved the best performance.
Table 4.1: The AUC values for BG-RNN, BG-const, and K-Sigma algorithm in the
anomalous radiation source detection test.
BG-RNN BG-const K-Sigma
AUC 0.945 0.940 0.796
To further analyze the performance of these three algorithms, Figure 4.5 plots the alarms
these three algorithms generated in three test scans. Rows of subplots in Figure 4.5 represent
different test scans, and columns of subplots in Figure 4.5 represent different algorithms.
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Alarms are the measurements that have anomalous source detection statistics higher than a
predefined threshold. For illustration purpose, we set the threshold as 4 in this experiment.
Dots in each subplot of Figure 4.5 represent alarms in the experiment area. Compared
to the K-Sigma algorithm, The BG-RNN and BG-const algorithm significantly eliminated
false alarms generated by the Church and the Radiation Lab area. During test scan 21, the
background radiation significantly elevated due to precipitation. This temporal fluctuation
of background radiation caused several false alarms for the BG-const algorithm as shown in
subplot (h) of Figure 4.5, while the BG-RNN algorithm avoided those false alarms as shown
in subplot (i) of Figure 4.5.
4.5 Conclusions
In this chapter, we combined previous two chapters’ algorithms into an integrated anomalous
radiation source detection algorithm, the BG-RNN algorithm. In this algorithm, historical
measurements of background radiation were used to build the spatial and temporal model
of background radiation, and these models were used to predict future background radiation
levels in radiation source detection tasks. Experiments showed that the BG-RNN algorithm
performed better than the traditional K-Sigma algorithm. By modeling the background
radiation, the BG-RNN algorithm significantly reduced false alarms generated by spatial
distribution and temporal fluctuation of background radiation.
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Chapter 5
Anomalous radiation source searching
In the previous chapter, we discussed the anomalous radiation source detection algorithms, in
which measurements would be labeled as alarms if their count rates were significantly higher
than background radiation. These alarms can be used to denote suspicious areas on the map.
Anomalous radiation source searching algorithms search for the anomalous sources in the
suspicious area and estimate sources’ positions and intensities. In this chapter, we apply a
reinforcement learning algorithm to dynamically design the searching path and navigate the
detector searching for anomalous radiation sources. Contents in this chapter are published
in [96].
5.1 Introduction
In the field of homeland security, searching for anomalous radiation sources in urban en-
vironments is an important yet challenging task due to the complexity of urban radiation
background. When a suspicious area is determined, a radiation survey is usually carried out
to search for anomalous radiation sources. To deliver a comprehensive and efficient survey,
different survey approaches have been studied such as manually scanning of the area by hu-
man operated detectors under the navigation of pre-defined survey paths [97, 87]. However,
neither of the manual scanning method and the survey path method can achieve flexibility
and efficiency at the same time. For instance, manual scanning carried out by humans is
flexible to adjust survey strategies using new acquired measurements, but it requires lots
of human efforts and may be dangerous for human surveyors. The pre-defined survey path
method does not require human efforts during survey, but it cannot use new information
gained during the survey and thus is not flexible to adjust survey paths. To address those
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issues, we propose the reinforcement learning algorithm as a data-driven approach to auto-
matically search for anomalous radiation sources.
Previous studies have investigated data-driven approaches for radiation source searching
from many aspects. Klimenko et al., studied the problem of optimizing detection time for
a predefined survey path using methods from the sequential testing theory [39]. Cortez et
al., designed radiation searching paths based on variances in acquired measurements and
uncertainties in the radiation field [42]. Hutchinson et al., sequentially determined the
detector’s placement positions using the concept of maximum entropy sampling [40]. Lazna
et al., proposed a circular path planning strategy to exploit the directional characteristics of
detectors [43]. Ristic et al., designed the searching path incrementally by choosing detector
positions and detection times maximizing the information gain in the Renyi divergence
sense [41]. Besides those conventional heuristic- or information theory-based methods, neural
network-based reinforcement learning provides another emerging tool to solve the radiation
source searching task.
Reinforcement learning (RL) is one of the machine learning algorithms that studies the
problem of how agents ought to take actions in a given environment such that a certain
goal can be achieved or rewards can be maximized [98]. With the recent development of
computation hardwares and deep neural networks (DNN), the combination of RL and DNN
shows great success in handling complex tasks such as playing video games, driving vehicles,
playing Go, and controlling robots, to name a few [99]. By properly defining the learning
problem, agents are able to learn the optimal actions under complex environments without
prior human knowledge. Q-learning is one of the RL algorithms that learns the optimal
action policy for agents without requiring a model of the environment [100]. Mnih et al.,
combined DNN with Q-learning which greatly improved the representability of Q-learning
approach [101]; in their paper, the deep Q-learning (DQN) algorithm was trained to play
Atari games and achieved human-level performance. Furthermore, the double Q-learning
algorithm was developed to solve DQN’s issue of overestimating action values and achieved
a more stable and reliable learning [102]. The above implement of Q-learning approaches
show the potential to apply Q-learning to automated anomalous source searching tasks.
In this chapter, we formulate the radiation source searching task as a reinforcement learn-
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ing problem and construct a double Q-learning algorithm to solve the radiation source search-
ing task. A simulation environment is setup that an agent carrying a radiation detector (this
agent with detector is called “the detector” in the remaining part of this chapter for brevity)
searches a predefined area. This area has background radiation and an anomalous radia-
tion source. The goal of the detector is to find the source using as short time as possible.
A convolutional neural network-based double Q-learning algorithm is built to navigate the
detector looking for the radiation source.
5.2 Double Q-learning for radiation source searching
5.2.1 Radiation source searching task
According to the physics of radiation emission, radiation counts measured by radiation
detectors during a unit time interval can be modeled by Poisson distribution:
P (k;λ) =
e−λλk
k!
. (5.1)
Here λ is the intensity of the radiation, and k is the radiation counts measured by the
detector. λ is contributed by two sources: the background radiation with intensity b and the
anomalous radiation source with intensity I. The radiation source intensity I already takes
the detector efficiency into consideration such that it is the source’s count rate measured by
a mobile detector at one meter away.
λ = b+
I
d2
∗ 1{not blocked}. (5.2)
The d2 in Equation (5.2) is the distance between the detector and the radiation source. It is
from the geometric efficiency correction that the detected point source’s radiation intensity
is proportional to the point source’s solid angle viewed from the detector’s detection surface.
This solid angle is further approximated to be squared inverse proportional to the distance
(denoted by d) between the detector and the point radiation source. As shown in Figure
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Figure 5.1: Illustration of the radiation source searching task. The gray area denotes the
searching area boundary and the walls inside the searching area. The green dashed line
with arrow denotes a searching path of the detector.
5.1, there may exist walls in the searching area that block the radiation source’s signal from
the detector. Thus, there is an indicator function in Equation (5.2) to differentiate the
blocked/not blocked case.
In this work, a radiation source searching task and its simulation environment were setup
according to the radiation model above. As shown in Figure 5.1, a searching area was setup
in the simulation environment. In this area, there existed an anomalous radiation source
and a radiation detector. In real life, radiation detectors usually move in all directions with
arbitrary step size; in the simulation environment, the detector’s moving directions were
limited to up, down, left, or right, and the step size was limited to 1 meter. These constrains
simplified the movement control while kept a valid approximation to the real life scenario.
With these constrains, the detector could only move along the dashed grids as shown in
Figure 5.1. There might also have walls in the simulation environment that could totally
block the source’s radiation signal. In the radiation source searching task, the detector aimed
at finding the anomalous radiation source as soon as possible.
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5.2.2 Double Q-learning with convolutional neural networks
In this work, we applied the double Q-learning approach [102] from reinforcement learning
to train the detector searching for radiation sources. The radiation source searching task
was formulated as a finite discrete Markov decision process (MDP), in which the radiation
detector interacted with the environment through a sequence of states (s), actions (a), and
rewards (R). The goal of the detector was to move to the grid node closest to the source as
soon as possible. This was achieved by training a convolutional neural network (CNN) to
approximate the optimal action value function Q∗(s, a)
Q∗(s, a) = maxpiE[
∑
t′=0
γt
′
Rt′|s, a, pi], (5.3)
which is the maximum expected cumulative future reward starting from state s, action a,
discounted by γ, maximized over action policy pi, and accumulated for future time steps t′
(see Appendix C).
As shown in Figure 5.2, the CNN takes the state st as input and outputs four differ-
ent values (x1, x2, x3, x4) corresponding to four different actions (a1=up, a2=down, a3=left,
a4=right). Each value represents the expected cumulative future reward starting from state
st and taking the corresponding action, for example xi = Q(st, ai),∀i ∈ {1, 2, 3, 4}. Since the
detector could only move along dashed grids (Figure 5.1), the state st was constructed by
several matrices, which preserved the detector’s searching history. If the simulation area is
m meters wide and n meters long, a Mean Measurement Matrix of size m×n can be created
so that the (i, j) element of this matrix represents the mean value of radiation measurements
acquired at position (i, j). Similarly, a Number of Measurements Matrix of size m×n can be
created so that the (i, j) element of this matrix stores how many measurements have been
taken at position (i, j). A Current Map Matrix can also be created to record the position
of the detector. Being different from previous two matrices, the Current Map Matrix has
size (m + 2) × (n + 2) to incorporate boundaries of the simulation area. In this matrix,
all boundaries and walls are denoted by 1, all accessible positions are denoted by 0, and
the current position of the detector was denoted by 2. As shown in Figure 5.3, at each
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Figure 5.2: Schematic illustration of the convolutional neural network (CNN). The input of
this CNN contains three images. The first image shows the mean radiation measurement
for each of the visited positions. The second image shows the number of measurements for
each position. The third image shows the detector’s current position in the searching area.
The output layer is a fully connected layer with 4 nodes, and each of the nodes represents
its corresponding action’s expected cumulative future reward given the input as current
state. For the convolution layers or the pooling layer, the ’size’ parameter specifies the size
of the convolution or pooling kernel; the ’filters’ parameter specifies the channel number of
the convolution kernel; the ’strides’ parameter specifies the stride of the sliding window for
each dimension of input; the ’activation’ parameter specifies the activation function applied
to the output of the convolution results. For the pooling layer, we applied max pooling.
For the fully connected layers, the ’size’ parameter specifies the number of nodes in the
layer, and the ’activation’ parameter specifies the activation function applied to the output
of fully connected layer. The ’Relu’ activation function is defined as Relu(x) = max(x, 0),
and the ’Sigmoid’ activation function is defined as Sigmoid(x) = e
x
1+ex
. These definitions
and names are consistent with the names used by the ’tf.layers.conv2d’ function in
Tensorflow [64].
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Figure 5.3: Representation of the searching history using Mean measurement matrix,
Number of measurements matrix, and Current map matrix. Plot (a) shows an example of
a searching history. In plot (b), color represents the intensity of mean radiation
measurements for each position. In plot (c), color represents the number of measurements
been taken so far at each position. In plot (d), yellow represents the detector’s current
position, green represents boundaries and walls, and blue represents accessible positions.
Plot (e) represents the signal that the detector observed throughout the search.
time step t these three matrices can be represented by three images. In our algorithm, the
state st was constructed as a stacking of these three images: the Mean Measurement Matrix
and the Number of Measurements Matrix were first padded by zeros to let them have size
(m+ 2)× (n+ 2), and then these three images were stacked together.
In our implementation, the simulated environment had an area of 10 m by 10 m, and
we considered a typical hand-hold scintillation detector (a thallium activated cesium iodide
detector with scintillator size 2×1×0.5 inch). The average background radiation level of the
UIUC campus measured by this detector was 25 cps (counts per second); thus, b was set to be
25 cps in Equation (5.2). Plot (e) of Figure 5.3 shows an example of the signal the detector
observed in one search. When training the reinforcement learning algorithm, the radiation
source should be strong enough so that the detector can learn how to search for the source.
Thus, I in Equation (5.2) was uniformly sampled from (3000, 7000) cps to simulate different
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anomalous radiation sources with different intensities. The double Q-learning algorithm was
trained by iteratively conducting a large number of episodes, in which the detector interacted
with the environment until it reached a certain terminal state, and the environment was reset
for the next episode. In an episode, the simulation environment was randomly initialized
so that the wall’s position, the radiation source’s position and intensity, and the detector’s
position were properly defined. In each time step inside the episode, the radiation detector
chose one direction to move and then collected one second radiation measurement. This
episode would terminate if the detector moves to the grid node closest to the source, or the
total number of time steps is larger than a predefined time limit. In this study, the time
limit was chosen to be 100 because it is the time needed to traverse the entire simulation
area. The double Q-learning algorithm was trained for 1 million episodes. The reward in
each time step was defined as follows:
Rt =
0.5, if the detector moves closer to the source.−1.5, otherwise. (5.4)
Since there might exist walls, the Euclidean distance could not be directly used; the
shortest-path distance was instead used to determine whether the detector moved closer or
further to the source. This reward was set to be asymmetrical (0.5 vs. −1.5) to encourage
the detector finding the source as soon as possible.
5.2.3 Training details
When training the model, we applied the -greedy [101] policy with  reduced from 1 to
0.1 linearly over the first one million steps. During training, the loss calculated according
to the mean squared-error (Equation (C.12)) might be very big and have large gradients.
This large gradients might make the training process unstable. To control the fluctuation of
gradients and stabilize the training process, we replaced the original loss in Equation (C.12)
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with the following Huber loss:
L(y, yˆ) =

(y−yˆ)2
2
, if|y − yˆ| ≤ 1.
|y − yˆ| − 1
2
, otherwise.
(5.5)
The double Q-learning algorithm used in this study is shown as follows:
Algorithm 1 Double Q-learning with CNN
1: Initialize reward function Q with weights θ
2: Initialize target reward function Qˆ with weights θˆ
3: Initialize replay memory D
4: for episode = 1,M do
5: Initialize states φ1 = (s1, n1,m1)
6: for t = 1,T do
7: Select action at using -greedy policy based on Q
8: Execute action at, obtain reward rt and state st+1
9: Update states φt+1 = (st+1, nt+1,mt+1)
10: Store transition {φt, at, rt, φt+1} in D
11: Sample random minibatch of transitions {φj, aj, rj, φj+1} from D
12: Set
yj =
 rj if episode terminates at step j + 1rj + γQˆ(φj+1, argmax
a
Q(φj+1, a)) otherwise
13: Perform a gradient descent step on HuberLoss(yj, Q(φj, aj; θ)) for θ
14: Every C steps reset Qˆ = Q
15: Terminate the episode if source is found
16: end for
17: end for
st, nt, and mt represent the mean measurement matrix, number of measurements matrix,
and current map matrix at step t respectively. The total number of training episodes was
M = 1× 106, the step limit for each episode was T = 100, the discount factor was γ = 0.9,
and the θ′ was updated every 10 training steps.
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5.3 Other source searching algorithms
5.3.1 Gradient Search Algorithm
The gradient search algorithm is a light-weighted algorithm that searches for sources by
moving along the radiation gradient-rising direction. In this chapter, the gradient of radiation
was defined as dm¯
dl
. dm¯ was the change of mean radiation measurement, and dl was the
change of the measurement position. The gradient search algorithm calculated the radiation
gradients of four possible moving directions (up, down, left, right) as (g1, g2, g3, g4). Then,
these gradients were converted to a moving probability vector by the softmax function:
(p1, p2, p3, p4) = softmax(g1/q, g2/q, g3/q, g4/q). For example, p1 represents the probability
for the detector to move in the ’up’ direction. q is a tunable parameter controlling how
much randomness we want to add into the decision process. A large q leads to a more
evenly distributed random choice over four moving directions, while a small q assigns more
probability in the moving direction with the largest radiation gradient.
Since the radiation measurements are noisy, the calculated radiation gradients are not
always pointing to the correct direction. Thus, it is not always preferred to move along
the biggest-gradient direction. Instead, we want to explore other directions. This will help
the detector avoid being trapped in local loops. In order to get the best trade-off between
moving along the biggest gradient direction and exploring other directions, we conducted
two experiments to find the optimal q settings for simulation areas without walls (plot(a) of
Figure 5.4) and with walls (plot (b) of Figure 5.4). For each of the simulation areas, we tried
six log-scaled q values: {0.03, 0.07, 0.16, 0.35, 0.80, 1.78}. For each q value, we repeated the
experiment 200 times with fixed source intensity as 1000 cps. As shown in Figure 5.4, the
best q was 0.16 for areas without walls, and the best q was 0.35 for areas with walls. Those
two optimal values were used throughout all other experiments in this chapter.
5.3.2 Uniform Search Algorithm
The uniform search algorithm is a traditional source searching strategy that uses a zip-zap
pattern to scan the entire searching area [27]. In this chapter, we used three uniform search
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Figure 5.4: Parameter tuning for the gradient search method. These two plots represent
the percentage of testing runs that are finished within specific searching times. Plot (a)
shows the results from simulation area with walls, and plot (b) shows the results from
simulation area without walls. ’GS’ stands for the gradient search method, the number
after ’GS’ represents the q value. ’time’ represents the mean searching time for that
specific setting. ’QL’ stands for the Q-learning method. Without walls, the best q is 0.16;
with walls, the best q is 0.35.
algorithms with low, medium, and high searching densities represented by plot (a), (b), and
(c) in Figure 5.5. The searching density controls the trade-off between searching time and
searching coverage.
Figure 5.5: The uniform search algorithms with different searching densities. Each blue dot
represents a position to take one measurement. From (a) to (c), their total search times are
28 s, 37 s, and 54 s respectively.
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5.4 Experiment configurations
Three simulation experiments were carried out to evaluate the performance of the Q-learning
algorithm. The first experiment was the radiation source searching test (Section 5.5.2), the
second experiment was the detector trapping test (Section 5.5.3), and the third experiment
was the radiation source estimation test (Section 5.5.4).
In the first experiment, the goal of the detector was to find the source as soon as possible.
A successful case of finding a source was defined as the detector moving to the grid node
closest to the source within 100 steps. For example, when source is at (5.2, 7.8), the search
is successful if the detector moves to the grid (5, 8) within 100 steps. The metrics were the
average searching time and the failure rate of finding the source. In this experiment, two
different searching areas were tested as shown in Figure 5.6. One searching area does not
have walls inside, and the other searching area has one wall inside. For both of the searching
areas, the detector was always initialized at the lower left corner of the searching area. In
each of the searching areas, we tested ten different source intensities that are uniformly
spaced in log scale from 50×20 cps to 50×29 cps. For each source intensity, we repeated the
search 200 times with different random source positions. The performance of the Q-learning
algorithm was compared with the gradient search algorithm ( Section 5.3).
Figure 5.6: Illustration of the searching areas in the radiation source searching test. (a)
The searching area that does not have walls inside. (b) The searching area that has one
wall inside. In both of the searching areas, the detector always starts searching from the
lower left corner.
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In the second experiment, we compared the detector trapping behavior between the Q-
learning algorithm and the gradient search algorithm. As shown in Figure 5.7, there were
two different kinds of simulation areas to be tested. In both of the areas, the detector
started from the lower left corner, and the source was placed at the upper left corner. In
order to find the source, the detector needed to move from the lower part to the upper
part of the simulation area. The plot (a) in Figure 5.7 shows the first kind of simulation
area, in which the wall was attached to the left edge of the area and had various lengths
(0 m, 2 m, 4 m, 6 m, 8 m). The longer the wall is, the more radiation signal it will block.
All these wall configurations were already seen by the Q-learning algorithm in the training
stage. The plot (b) in Figure 5.7 shows the second kind of simulation area. This wall
configuration was not seen by the Q-learning algorithm in the training stage. For each of
the wall configurations, 20 repeated tests were performed. For each test, we computed the
relative trapped time, which was defined as the percentage of time the detector stayed in
the lower part of the simulation area (y ∈ [0, 4]) during the whole searching process. The
larger the relative trapped time is, the severer the detector is trapped.
In the third experiment, the goal of the detector was to estimate the accurate location and
intensity of the radiation source. Similar to the first experiment, the detector was guided by a
navigation algorithm to look for the radiation source. The navigation algorithms under com-
parison were the Q learning algorithm, the gradient search algorithm, and the uniform search
algorithm [27] with three different searching densities (Section 5.3). After the search, we es-
timated the radiation source’s location and intensity using measurements collected so far.
The closer the detector is to the source, the more informative radiation measurements can be
acquired by the detector, and consequently a more accurate estimation about the source can
be made. There are a variety of algorithms to estimate the radiation source’s location and
intensity [5, 6, 7, 12, 8, 9, 10]. For simplicity, we used the maximum likelihood estimation
(MLE) approach to do the estimation. Suppose {(x1, y1,m1), (x2, y2,m2), . . . , (xt, yt,mt)}
are the measurements acquired till time t, the MLE estimator of source position (x∗s, y
∗
s) and
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Figure 5.7: Illustration of the simulation areas in the detector trapping test. Green dots
represent the initial point of the detector, and red dots represent the position of the
radiation source. Grey areas represent the walls which can block the source’s radiation
entirely. Plot (a) shows the first kind of simulation area, in which the wall is attached to
the left edge of the simulation area and has different lengths (0 m, 2 m, 4 m, 6 m, 8 m).
The longer the wall is, the harder it is for the detector to move from lower part to the
upper part. All these wall configurations have been seen by the Q-learning algorithm in the
training stage. Plot (b) shows the second kind of the simulation area. This wall
configuration has not been seen by the Q-learning algorithm in the training stage.
source intensity µ∗s is calculated as follows:
(x∗s, y
∗
s , µ
∗
s) = argmax(xs,ys,µs)
t∑
i=1
(mi × log(λi)− λi), (5.6)
λi = b+
µs
(xi − xs)2 + (yi − ys)2 ∗ 1{not blocked}. (5.7)
In this experiment, the simulation area did not have walls inside, and nine different source
positions were tested (Figure 5.8). The µs was set to be 500 cps. For each source position,
20 repeated tests were performed.
71
Figure 5.8: Experiment setup for the radiation source estimation test. The simulation area
does not have walls inside. The green dot illustrates the starting point of the detector, and
the red dots illustrate nine different testing source positions indexed from 1 to 9.
5.5 Results and discussions
5.5.1 Training results of the double Q-learning algorithm
The training progress of the double Q-learning algorithm was monitored through a series of
checkpoints. Between every 100 training episodes there was a checkpoint. In each check-
point, 30 randomly initialized episodes were performed with CNN parameters fixed, and the
average, minimum, and maximum reward in these episodes were recorded (Figure 5.9).
The average reward converged to near zero after 400 k episodes of training. Note that the
per-step reward function was asymmetric (Equation (5.4)), an episode reward with zero mean
meant that for every three correct actions (move closer to the source) the detector would take
one wrong action (move further away from the source) on average. The minimum reward
had majority between −50 and 0 with mean value converging to −25. It delivered a much
bigger fluctuation than the mean reward. This fluctuation was caused by rear scenarios that
were not learned well by the algorithm. The maximum reward converged to 7 with much
smaller fluctuation than the minimum reward.
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Figure 5.9: Training curves of the episode reward. One episode is one round of the
searching task, starting from initializing the simulation environment and ending with the
detector triggering the termination condition (either finding the source or reaching the
maximum time step inside an episode). Between every 100 training episodes, 30 randomly
initialized episodes were evaluated with CNN parameters fixed. Plot (a) shows the average
testing reward of the 30 episodes. Plot (b) shows the minimum testing reward of the 30
episodes. Plot (c) shows the maximum testing reward of the 30 episodes. In these three
plots, dark blue lines represent the averaged testing results with window size of 100
episodes, while light blue shadows represent raw testing results.
5.5.2 Radiation source searching test
To further analyze the Q-learning algorithm’s performance in radiation source searching
tasks, we selected the Q-learning model learned at the 842,500th episode and tested its
performance under two different searching areas as shown in Figure 5.6. This model was
selected because it achieved the biggest minimum reward during the training process (the
middle plot of Figure 5.9). Metrics under evaluation were the average searching time and
the failure rate of finding a radiation source. The Q-learning model was also compared with
the gradient search approach.
As shown in Figure 5.10, the Q-learning algorithm outperformed the gradient search
method in both simulation areas with walls and without walls, in all tested source intensities.
Because walls could block radiation and introduce obstacles in detector’s movements, adding
walls made the searching time longer for both of the two algorithms. For simulation areas
without walls, two algorithms’ searching times reduced when the source intensity increased,
and the Q-learning algorithm spent at least 25% less searching time than the gradient search
method. For simulation areas with walls, the two algorithm’s searching times did not depend
on the source intensity, and the searching time of the Q-learning algorithm was 50% less
than the searching time of the gradient search method.
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Figure 5.10: Average searching time under different source intensities. The shaded area is
the 95% confidence interval estimated by bootstrapping. The ’GS’ stands for the gradient
search method, and the ’QL’ stands for the Q-learning method. The Q-learning method
used less searching times than the gradient search method in all simulation conditions.
Figure 5.11 shows that the failure rate of the gradient search algorithm and the Q-learning
algorithm significantly dropped when the source intensity increased. Without walls, the
failure rate of the two algorithms were the same and converged to below 2% for sources
stronger than 800 cps. With walls, the failure rate of the Q-learning algorithm slightly
increased and converged to 5% for sources stronger than 800 cps, but the gradient search
method’s failure rates were all above 30%. The gradient search method relied solely on
radiation gradient to search for sources. If the detector and the source were in different sides
of the wall, there would be no radiation gradient in the detector side, and the detector would
just randomly move until it moved to the other side of the wall. This behavior significantly
reduced the performance of the gradient search method, especially when the searching area
had obstacles. On the contrary, the Q-learning method was able to design its optimal
searching path based on the obstacles in the searching area. If the detector found the source
did not exist in this side of the wall, it would take the shortest path to the other side of the
wall and search for sources. This explained why the Q-learning algorithm performed equally
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well in areas with walls and without walls.
Figure 5.11: Failure rate of the Q-learning algorithm (QL) and the gradient search
algorithm (GS) in the radiation source searching test, for simulation areas with walls and
without walls. Without walls, the two algorithms had the same failure rate; with walls, the
Q-learning algorithm achieved much smaller failure rate than the gradient search method.
5.5.3 Detector trapping test
The previous experiment reveals the Q-learning algorithm’s ability to avoid being trapped
by the walls. In this experiment, we further analyzed the detector trapping issue of the
Q-learning algorithm and the gradient search algorithm on two different simulation areas
shown in Figure 5.7.
Figure 5.12 shows the average relative trapped times (curves) and searching path examples
(drawings) for the Q-learning algorithm and the gradient search algorithm in simulation areas
illustrated by plot (a) of Figure 5.7. The Q-learning model under evaluation was taken from
the 842,500th episode. As the wall length increased from 0 m to 8 m, the relative trapped
time of the gradient search method increased from 0.5 to 0.9. From the searching path
examples we can find that the gradient search method was easily trapped by long walls and
wasted most of the searching time in the wrong side of the wall. When there was no wall, the
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Q-learning algorithm’s relative trapped time was 0.27. When there were walls, its relative
trapped times increased to 0.46 and were independent of the wall length. This demonstrates
that the Q-learning algorithm was not trapped by walls. Example searching paths from the
Q-learning algorithm show efficient searching strategies.
Figure 5.12: Detector trapping test 1. In this trapping test, simulation areas with different
wall lengths were tested. The relative trapped time was defined as the percentage of the
time the detector stayed in the lower 40% part of the simulation area during the whole
searching process. The orange curve represents the mean relative trapped time of the
gradient search method, and the blue curve represents the mean relative trapped time of
the Q-learning method. The example searching paths for both algorithms in different wall
lengths are also drawn in the figure. For all the searching path examples, the detector
initialization point was at the lower left corner, the radiation source was at the upper left
corner, and the color of the path represents the mean radiation intensity (blue is low, and
yellow is high). The Q-learning algorithm was not trapped by walls, while the gradient
search method was trapped by walls.
In the previous detector trapping test, one possible reason for the Q-learning algorithm
not being trapped by walls is that the tested simulation areas are similar to the ones that
have already been seen by the Q-learning algorithm during the training stage. In order to
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evaluate the detector trapping performance in new simulation areas, we tested the Q-learning
algorithm and the gradient search method in the simulation area illustrated by plot (b) of
Figure 5.7. This simulation area has different geometry compared to the ones being used to
train the Q-learning algorithm. The overlapped two walls blocked all the source’s radiation
from the initialization point of the detector. In this test, the relative trapped time was
defined as the percentage of the time the detector stayed in the lower 60% of the searching
area. The gradient search algorithm’s mean relative trapped time was 0.999, and plot (a)
of Figure 5.13 shows a failure search path. For this geometry, the detector in the lower part
of the simulation area could not receive any signal from the radiation source in the upper
part of the simulation area, and the gradient method would just randomly pick one direction
to move since it could not detect any meaningful radiation gradient. The gradient search
algorithm was heavily trapped by this geometry, and almost all of its searches failed. The
Q-learning model taken from the 842,500th episode had a mean relative trapped time of
1, which means that this Q-learning model was also entirely trapped by the new geometry.
Plot (b) of Figure 5.13 shows a failure search path of this Q-learning model. We can see that
this detector was trapped in the corner and did not search for the source at all. It is because
the trained Q-learning algorithm was highly fitted to the training simulation areas and did
not generalize well for the simulation area with new geometry. To teach the Q-learning
algorithm how to search in this new geometry, we added this new geometry into the training
stage and trained 6000 additional episodes starting from the 842,500-episode model. After
this additional training, the new Q-learning algorithm was not trapped by walls any more
and achieved a relative trapping time of 0.63. Plot (c) of Figure 5.13 shows a successful
search path from the new Q-learning algorithm. In this search, the algorithm firstly realized
that there was no source in the lower part of the area; then, it took the shortest path to the
upper part of the area and finally found the source there.
This experiment demonstrates that the Q-learning algorithm is able to efficiently design
its searching path based on searching area geometries and recent radiation measurements.
For learned search area geometries, the Q-learning algorithm will not be trapped and can
find the source efficiently; for new search area geometries, the Q-learning algorithm will
fail. This issue can be solved by adding additional training episodes for the new search area
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Figure 5.13: Detector trapping test 2. In this trapping test, a simulation area with two
overlapped long walls was tested. The relative trapped time was defined as the percentage
of the time the detector stayed in the lower 60% part of the simulation area during the
whole searching process. For all the searching path examples, the detector initialization
point was at the lower left corner, the radiation source was at the upper left corner, and
the color of the path represents the mean radiation intensity (blue is low, and yellow is
high). Plot (a) shows an example search path from the gradient search method that was
failed to find the source. Plot (b) shows an example search path from the Q-learning model
taken from the 842,500th episode, and this search was also failed to find the source. Plot
(c) shows an example search path from the Q-learning model that was trained for
additional 6000 episodes on the new simulation area. After this additional training, the
new Q-learning model was able to efficiently search for sources in the new geometry.
geometries. In our experiment, the 6000 additional training episodes took less than 30 min
on a Tesla K80 GPU. In real applications, the searching area geometry is usually available
in advance (such as through satellite pictures from Google Maps), and the Q-learning model
can be easily updated according to the target searching area geometry in short time.
5.5.4 Radiation source estimation test
In this experiment, we tested the Q-learning algorithm, the uniform search algorithm, and
the gradient search algorithm’s performance of estimating the source’s position and intensity.
Similar to the previous section, the Q-learning model under evaluation was taken from the
842,500th episode.
Table 5.1 shows the mean estimation error for different searching methods. The simulation
area was 10 m by 10 m. All of the five searching methods achieved source localization
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errors less than 15 cm (relative errors less than 1.5%) and source intensity estimation errors
less than 7%. Averaging over all the 9 source positions shown in Figure 5.8, the mean
searching time was 15.82 s for the Q-learning algorithm and 33.63 s for the gradient search
algorithm. The Q-learning approach was 50% quicker than the gradient search algorithm and
at least 44% quicker than the uniform search algorithms. Compared to the gradient search
method, the Q-learning algorithm reduced the localization error by 35%, obtained similar
source intensity estimation error, and used less searching time. Compared to the uniform
search 1 approach, the Q-learning approach used less searching time and achieved a smaller
localization error. The trade-off was a slightly bigger intensity estimation error (6.3% vs. 5%).
The uniform search 2 and 3 approaches outperformed the Q-learning method, but they used
much longer searching time and collected much more measurements. For source searching
tasks with limited searching time, the Q-learning method would be a competitive alternative
method compared to the uniform search method and the gradient search method, since it
significantly reduced the searching time while maintained a low estimation error.
5.6 Conclusions
In this chapter, the radiation source searching task was formulated as a reinforcement learn-
ing problem and a CNN-based double Q-learning algorithm was developed to navigate the
detector searching for the radiation source. Simulation environments were set up to test the
algorithm’s performance. In the radiation source searching test, the Q-learning method used
at least 25% less searching time and achieved a lower failure rate than the gradient search
algorithm. In the detector trapping test, the Q-learning algorithm was less prone to the
detector trapping issue than the gradient search method. In the radiation source estimation
test, all of the uniform search methods, the gradient search method, and the Q-learning
method achieved relative localization error lower than 1.5% and relative intensity estimation
error lower than 7%, but the Q-learning approach reduced the mean searching time by at
least 44% compared to other methods.
In the future, we are going to implement this Q-learning algorithm on a drone-based
radiation source searching platform, and field tests will be carried out. In real applications
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such as nuclear security and nuclear decommissioning, the searching platform’s computation
power and energy supply are usually limited. For security concerns, the searching platform
may need to be isolated from Internet connection. These limitations require the navigation
algorithm to run locally on light-weight mobile computation devices such as mobile phones.
The Q-learning algorithm’s computation burden is mostly from the training stage, which
could be done in other powerful computers. Once the training is finished, the algorithm can
be deployed efficiently on light-weight mobile devices for navigation.
The current implementation of the double Q-learning algorithm has fixed detection time
(1 s for each time step), fixed step length (1 m for each action), and limited moving angles
(4 directions). In the future, we will explore the finer controlling of the detector such as
adding detection time as another controllable parameter, accepting different step lengths,
and supporting more moving angles. The current Q-learning algorithm was designed and
trained based on the one-source searching scenario; consequently, it could only handle one-
source searching tasks. However, it has the potential to be applied into multiple-source
searching tasks. When more than one source present in the environment, the current al-
gorithm can still move towards one of the sources, but it does not know what to do after
finding the first source. In order to search for multiple sources, the Q-learning algorithm
needs to remember the found sources and use their positions and intensities to adjust new
radiation measurements.
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Chapter 6
Summary
In this thesis, novel radiation source detection and searching frameworks have been devel-
oped to reconstruct the urban radiation landscape. A mobile sensor network has been built
to collect geo-tagged radiation measurements from urban radiation environment (Chapter 2).
Retrospective and prospective background radiation modeling algorithms have been devel-
oped to model background radiation distribution from historical radiation measurements and
to predict background radiation for future measurements (Chapter 2 and 3). An integrated
anomalous radiation source detection algorithm has been developed to detect anomalous ra-
diation sources with the help of background radiation modeling (Chapter 4). An automated
anomalous source searching algorithm has been developed to speed up source searching with
improved source localization accuracy (Chapter 5).
This project began with the development of a mobile sensor network, which served as
the core hardware platform in this thesis (Chapter 2). The detection node of this mobile
sensor network was composed of a gamma-ray detector and a mobile phone. This sensor net-
work was deeply integrated with cloud computing services for near real-time data streaming
pipelines and scalable cloud data storages.
The reconstruction of urban radiation landscape started from developing the background
radiation modeling framework, which had two stages. In the first stage, the background
radiation was modeled retrospectively by the BR-MLE algorithm, in which the temporal
fluctuation and spatial distribution of background radiation were decoupled and estimated
from measurements collected by mobile sensor networks (Chapter 2). In the second stage,
the background radiation was modeled prospectively by the Gaussian process regression and
the RNN (3). The Gaussian process regression interpolated the BR-MLE estimations to
model the background spatial distribution at unvisited places; a two-layer LSTM network
82
was developed to predict background temporal fluctuation in the future.
Combining the background modeling framework, an integrated anomalous radiation source
detection algorithm (the BG-RNN algorithm) was assembled (Chapter 4). By correctly mod-
eling and predicting the background radiation, the BG-RNN algorithm efficiently reduced
false alarms generated by background radiation fluctuations. Compared to the K-Sigma
method, the BG-RNN algorithm’s AUC score was improved from 0.796 to 0.945 in our test-
ing dataset with synthetic sources. Finally, we developed a CNN-based double Q-learning
algorithm to navigate the detector searching for anomalous radiation sources (Chapter 5).
Simulation results showed that this algorithm significantly reduced the source searching time
and learned to handle obstacles in source searching areas.
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Appendix A
Additional validation of temporal fluctuation
assumption
In Section 2.5.1, the temporal fluctuation assumption was validated by two stationary de-
tectors placed on two places with similar background radiation environment (the roofs of
two one-story buildings). In this additional experiment, we verified the temporal fluctuation
assumption on two places with different environments.
In this experiment, two mobile detectors were used to measure the temporal fluctuation of
background radiation, and their placements are illustrated in Figure A.1. The detector A was
placed on the ground with a concrete surface; the detector B was placed on the lawn. The
distance between these two detectors was about 30 meters. 15974 one-second background
radiation measurements were collected; half of them were collected during precipitation, and
half of them were collected without precipitation.
Figure A.1: Placements of mobile detectors in the additional experiment of validating the
temporal fluctuation assumption. Detector A was placed on the ground with a concrete
surface, and detector B was placed on the lawn.
Similar to Section 2.5.1, we applied the following regression model to validate the temporal
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fluctuation assumption:
detector A = b+ k ∗ detector B. (A.1)
The raw measurements were separated into a series of five-minute time intervals, and the
averaged measurements in each time interval were used to calculate the regression parame-
ters. As shown in Figure A.2, the linear regression achieves a 0.958 R-squared value which
indicates the correctness of the linear model. The slope of the fitted line is 1.037. This indi-
cates that the two detectors had the same fluctuation amplitude, through their background
baselines were different. This difference was represented by the interception of the fitted line.
The lawn’s background radiation was 9.871 higher than the ground with concrete surface.
This experiment verified that the temporal fluctuation assumption is valid for two places
with different materials.
Figure A.2: Regression results of the additional validation of the temporal fluctuation
assumption. The regression model has R2 score of 0.958. The slope of the regressed line is
1.03, indicating that the amplitudes of the background temporal fluctuation are the same
for both detectors. The interception of the regressed line is -9.871, indicating that the lawn
has higher background radiation intensity than the concrete surface.
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Appendix B
Function-space view of the Gaussian process regression
The Gaussian process regression can be derived from many different views, such as the
weight-space view and the function-space view [66]. In this section, we introduce and derive
the Gaussian process regression from the function-space view.
In regression tasks, training data are usually denoted as (X,y). The X is an n×p matrix
such that there are n input data points, and each input data point has p features; the y is
an n × m matrix such that there are n output results corresponding to the n inputs, and
each output result has m features. In the spatial background prediction task, the output
has one feature. Thus, we assume m = 1 in the following discussions. The regression task is
to find a function f to map X to y. Traditionally, we would assume the function f belongs
to a specific function family, and the shape of f is controlled by a parameter vector β. For
example, linear regression assumes the function f belongs to the linear function family and
takes the form fβ(X) = Xβ. The task of regression is to estimate β using training data
(X,y). In the Bayesian formulation, β would be modeled as a random variable, and the
posterior distribution of β given training data (X,y) would be p(β|X,y). For new input
data X∗, the predicted distribution of output y∗ would be
p(y∗|X∗,X,y) =
∫
p(y∗|X∗, fβ)p(β|X,y)dβ, (B.1)
where p(y∗|X∗, fβ) is the predictive distribution of y∗ given input data X∗ and function
fβ. Since this approach explicitly defines the expression of function f and solves for the
function parameter vector β, it is usually called the Bayesian parametric regression approach.
Although it is easy to interpret and implement, this approach relies on the assumption
that the predefined function family is large enough to cover the target function. In some
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applications, it is difficult to infer a correct function family, and this strong assumption
may be undesirable. The Bayesian non-parametric regression attempts to solve this issue by
implicitly defining the function family, not over a parameter space, but over a function space.
In the non-parametric approach, the predicted distribution of output y∗ can be rewritten as
p(y∗|X∗,X,y) =
∫
p(y∗|X∗, f)p(f |X,y)df. (B.2)
In Equation B.2, p(y∗|X∗, f) represents the predicted distribution of y∗ given input X∗ and
function f , p(f |X,y) represents the posterior distribution of function f given training data
(X,y), and the integral is performed on the function space.
As discussed above, the Bayesian non-parametric regression defines the function family
implicitly over a function space. The ”implicitly” means the function family is not defined
explicitly by a expression. Gaussian process provides a way to implicitly define the function
family. Formally, Gaussian process is defined in Definition 1.
A function f can be represented as one realization (one sample path) of a Gaussian process.
Suppose there are a collection of input data X = (x1,x2, . . . ,xn)
T and a Gaussian process
GP . For any input data point xi, there is a corresponding random variable yi from the GP
such that
E[yi] = m(xi), (B.3)
Cov(yi, yj) = K(xi,xj), (B.4)
where m(xi) and K(xi,xj) are the mean function and the covariance function for the process
respectively. Since joint Gaussian distribution is uniquely defined by its mean and covariance,
the m(xi) and K(xi,xj) uniquely define a Gaussian process. Given a predefined Gaussian
process and a collection of input data (x1,x2, . . . ,xn)
T , we can obtain a sample path,
(y1, . . . , yn), from this Gaussian process, and this sample path represents a function. Since
functions can be sampled from the Gaussian process, the Gaussian process can be treated
as a function family. Figure B.1 illustrates what the sampled functions look like. Without
observing any data points, the functions are sampled from the prior distribution, p(f), which
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is a Gaussian process with mean function m(X) = 0 and covariance function K(xi,xj) =
e(xi−xj)
2
(Plot (a) of Figure B.1). After observing training data points, the functions are
sampled from the posterior distribution, p(f |X,y), which is obtained by conditioning the
prior on training data points.
Figure B.1: Illustration of sampling functions from a Gaussian process. The function to be
sampled is f . The prior distribution of this function, p(f), is a Gaussian process with mean
function m(X) = 0 and covariance function K(xi,xj) = e
(xi−xj)2 . Plot (a) shows three
sampled functions from the prior distribution p(f). The posterior distribution of this
function, p(f |X,y), is obtained by conditioning the prior, p(f), on four observed data
points. Plot (b) shows three sampled functions from the posterior distribution p(f |X,y).
Since we are able to sample functions from the posterior distribution, one possible way to
obtain the left hand side of Equation B.2 is to use Monte Carlo simulations to evaluate the
integral of the right hand side of Equation B.2. However, this method is time consuming.
According to the construction of Gaussian process regression, there is an efficient way to
evaluate the left hand side of Equation B.2. In Gaussian process regression, p(y∗|X∗,X,y)
follows a conditional multivariate Gaussian distribution, whose expression can be explicitly
calculated based on the covariance matrix and the mean function of the process.
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Appendix C
Q-learning for radiation source searching
In this section, the double Q-learning algorithm for radiation source detection task is de-
scribed in details. We firstly describe the radiation source detection model, then introduce
the Bellman equation in Q-learning, and finally explain how a convolution neural network
(CNN) is constructed and trained according to the Bellman equation.
C.1 Radiation source searching model
The setup of radiation source detection task is described in Section 5.2.1: the detector aims
to find the source within the given search-time limit T . Because we also assume that the
detector will move one step in each second, this search-time limit T is also the upper limit for
the number of steps the detector can take to look for the source. At time t (0 ≤ t ≤ T ), the
detector acquires one radiation measurement kt at position (xt, yt), takes one action at, and
receives one reward Rt. The measurement kt is sampled based on the Poisson model being
described in Equations (5.1) and (5.2), the action at is chosen from the action set {move
up, move down, move left, move right}, and the step reward Rt is determined by Equation
(5.4). The state of the detector at time t is denoted by st, which is constructed by all the
historical measurements and their positions up to time t: st = f((x0, y0, k0), . . . , (xt, yt, kt)).
In this paper, we construct the state st as a collection of three different matrices: the mean
measurements matrix, the number of measurements matrix, and the current map matrix.
Those matrices are represented as figures in the input layer of the CNN shown in Figure 5.2.
With this construction, we can easily verify the Markov property of the states:
P (st+1|at, st, st−1, . . . , s0) = P (st+1|at, st) (C.1)
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C.2 Bellman equation in Q-learning
In this paper, the Q-learning algorithm aims to find the radiation source as soon as possible.
This is achieved by learning an action strategy to maximize a cumulative future reward:
Gt =
T−t∑
t′=0
γt
′
Rt+t′ . (C.2)
γ is a discounting factor between zero and one that reduces the importance of far-future
rewards, and Gt is the cumulative future reward starting at time t. In the radiation source
detection task, the detector chooses its action at according to a probability-based policy
pi. pi(at|st) specifies the probability of the detector to take action at when it observes state
st. With a certain policy pi, the action-value function Qpi(s, a), also known as Q-function,
describes the expected cumulative future reward starting from state s, action a, and using
policy pi:
Qpi(s, a) = E[Gt|St = s, At = a, pi] (C.3)
The optimal action-value function Q∗(s, a) is obtained by applying an optimal policy so
that the action-value function Qpi(s, a) is maximized:
Q∗pi(s, a) = maxpiE[Gt|St = s, At = a, pi]. (C.4)
Q∗(s, a) represents the expected cumulative future reward starting from state s and action
a, and using an optimal policy. Bring Equation (C.2) into Equation (C.4), we will get
Q∗(s, a) = max
pi
E{(St+1,At+1),(St+2,At+2),... }[Rt + γGt+1|St = s, At = a, pi] (C.5)
= ESt+1 [Rt|St = s, At = a]
+ γmax
pi
E(St+1,At+1)[ E{(St+2,At+2),... }[Gt+1|St+1, At+1, pi] |St = s, At = a, pi]
(C.6)
= ESt+1 [Rt|St = s, At = a] + γmax
pi
E(St+1,At+1)[ Q
∗(St+1, At+1) |St = s, At = a, pi] (C.7)
= ESt+1 [Rt|St = s, At = a] + γ ESt+1 [max
a′
Q∗(St+1, a′) |St = s, At = a] (C.8)
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Finally, we obtain the Bellman equation [103] from the last line of above equation:
Q∗(s, a) = ESt+1 [Rt + γ maxa′Q
∗(St+1, a′) |St = s, At = a] (C.9)
The intuition of the Bellman equation is that the optimal policy will always choose the
action that can maximize the expected cumulative future reward for the next time step.
According to this Bellman equation, Watkins and Dayan proposed the following iterative
updating algorithm known as Q-learning and proved its convergence [100]:
Q(St, At)← (1− α) Q(St, At) + α[Rt + γmaxaQ(St+1, a)−Q(St, At)]. (C.10)
α is a parameter between 0 and 1 controlling the learning rate. The convergence of the
above updating rule requires that all possible pairs of (a, s) are repeatedly visited during the
training process.
C.3 Neural network for Q-learning
Usually, interesting problems have a large number of states and actions, and thus the up-
dating rule (Equation (C.10)) is difficult to implement. Instead, a function approximator
Q(s, a; θ) can be learned according to the Bellman equation. In this study, we use CNN as
the function approximator, and θ represents the parameters (weights) of the CNN. In the
Deep Q Network (DQN) paper [101], the target value is defined as
y = Rt + γ maxaQ(St+1, a; θ
′) (C.11)
The θ′ is the parameter of the CNN from previous iterations and hold as constant. The
loss function is defined according to the Bellman equation:
L(θ) = Es,a[ (Q(s, a; θ)− ESt+1 [y|St = s, At = a])2 ] (C.12)
= Es,a,St+1 [ (Q(s, a; θ)− y)2 ]− Es,a[V arSt+1(y|St = s, At = a)] (C.13)
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The second term in Equation (C.13) represents the variance of the target value which does
not depend on θ and is thus ignored. The gradient of the estimation loss with respect to θ
is
∇θL(θ) = Es,a,St+1 [ (Q(s, a; θ)− y)∇θQ(s, a; θ) ] (C.14)
At this point, θ can be learned using gradient descent approach:
θi+1 = θi − α∇θL(θi) (C.15)
Experience replay [101] is used to calculate the expectation in the gradient (Equation
(C.14)) during the training process. In every training step, training data (St, At, Rt, St+1)
are stored in a memory buffer. For each iteration, samples are uniformly selected from
the memory buffer, and the CNN is updated through the batch stochastic gradient descent
using those samples. This technique insures the independence of the training data between
different training iterations and thus avoids oscillations or divergence in θ [101].
Double Q-learning [102] is used in this paper to further improve the performance. In
DQN, Equation (C.11) can be rewritten as following:
y = Rt + γQ(St+1, argmaxaQ(St+1, a; θ
′); θ′) (C.16)
Because the action a is greedily selected from Q with parameter θ′ and then evaluated
using Q with the same parameter θ′, it may lead to the overestimation of the action-value
function. Double Q-learning approach addresses this issue by decoupling the selection from
evaluation [102]:
yDoubleQ = Rt + γQ(St+1, argmaxaQ(St+1, a; θ); θ
′) (C.17)
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