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According  to  the  efficient  market  hypothesis  asset  prices  should  fully  reflect  the  available 
information set. The timely incorporation of information into market prices, the so‐called process 











of  public  authorities.  In  the  empirical  literature  on  multi‐market  price  discovery,  two  popular 















and  Girardi  (2011),  we  focus  on  these  two  cash  markets  for  euro‐denominated  government 
securities. However, whilst that study tested if the duplicated market setting of the MTS system 
allows some degree of information disclosure even in the “satellite market” (Hasbrouck, 1995), 
here  we  examine  how  trade  fragmentation  affects  the  degree  of  price  discovery  across 
competitive trading venues. 
As the speed at which information arrivals are processed by market participants in a certain 
trading  venue  can  be  influenced  by  market‐specific  characteristics  as  well  as  by  institutional 
arrangements  (Huang,  2002),  a  proper  modelling  approach  to  assessing  the  role  of  trade 
fragmentation in the process of price discovery must be able to discriminate between these two 
possible types of driving factors. The duplicated market setting of the MTS system is well‐suited 










maturity  (Dunne  et  al.,  2007),  on  the  analysis  of  yield  differentials  between  sovereign  bonds 
















encourage  competition  among  dealers  and  across  trading  platforms.  Further  policy  relevance 
comes  from  the  Directive  2004/39/EC  disciplining  the  functioning  of  Markets  in  Financial 
























Consider a security traded on platform  , i 12. Let  ,, (,) tt t p pp  12  denote a   21  vector of (log) 
prices observed in the two markets. We assume that the efficient price of the bond follows a 
random walk process shared by the two market prices. Since the prices in  t p  have a common   [5]
efficient price they should not drift far from each other and therefore should be cointegrated as 
follows: 
,, ttt p pp    12  () I 0            (1) 
Whether the two log‐price series, albeit individually non‐stationary, are indeed linked to one 
another by a stationary long‐run equilibrium condition can be tested in the context of a dynamic 
system for a pair ( 1,t p , 2,t p ). To do this, we start from the Reduced‐form Moving Average (RMA) 
model in its Wold representation form: 
() tt p Le    ,  ()
k
k k DL L

   0  ,  I   02         (2) 
where the matrix polynomial 
* () ( ) ( ) () LL L      11  is such that the elements of { k  } k

0  are 
1‐summable, [] t Ee  0,  [,] ts e Ee e    if st   and  [,] ts Ee e   0 otherwise. 
If condition (1) holds, the Granger Representation Theorem (Engle and Granger, 1987) states 






















                                                 
1 This is standard practice in the analysis of stock market prices (see, among others, Eun and Sabherwal, 2003, and 
Chakravarty  et  al.,  2004).  As  pointed  out  by  Albanesi  and  Rindi  (2000),  in  the  case  of  bond  prices,  such  a 
representation is correct as long as the series used do not include the whole life of the asset.   [6]
reduced‐form shocks on the levels of  t p , which is given by  ( ) ... I       212 1 , where  ()  1  
has rank of one if condition (1) holds.  
Following Johansen (1991), the long‐run impact matrix  ()  1  can be decomposed as:  
() ( () )

              





    
1
12 1 ,     and     are   21  matrices such that      0  and     0. Let 
also ()    12   denote  the  common  row  of  ()  1 .  As  shown  in  Hasbrouck  (1995)  since 




([ ] ) / ii IS F     
2  ,  , i 12         (5) 
where  F  is a lower triangular matrix such that  FF  . As shown in Ballie et al. (2002) and 




Based  on  the  Gonzalo  and  Granger  (1995)’s  permanent‐transitory  decomposition,  the 
Component  Share,  CS,  metric  proposed  by  Harris  et  al,  (1995)  measures  each  market’s 
contribution to the common efficient price.
2 In terms of     the CS can be written as: 
/ ii CS      ,  , i 12          (6) 
                                                 
2 Such a decomposition assumes that: 1) the permanent component is a linear combination of the series contained in 
vector  t p ; 2) the transitory components do not Granger‐cause the permanent one in the long‐run. Notice that the 
latter is not necessarily a random walk, unless  1 k   in (3) or in general when  0 i    ,  1,..., 1 ik  . Based on the 
efficient markets hypothesis, Hasbrouck (1995) argues that this must be the case for a sensible interpretation. Possible 
violations  of  the  random  walk  hypothesis  may  imply  that  the  permanent  component  in  the  Gonzalo‐  Granger 
decomposition can be forecastable and the    ’s can be interpreted as portfolio weights.   [7]
where  i    is the i‐th element of     and  is a vector of 1’s. Also note that for the bivariate case 
with  ()    11  we have that     12  and      21 , so that  i CS  can be computed directly from 





and  Zivot  (2007)  propose  a  dynamic  price  discovery  measure  calculated  from  the  impulse 
response functions (IRFs) of a market’s price to the permanent innovation of  common trend. 
Following Yan and Zivot (2007), we assume that  ,, [,] tt t p pp     12  admits the following Structural 
Moving Average (SMA) representation: 
() tt p DL    ,  ()
k
k k DL DL

  0  , DI  02         (7) 
where the elements of { k D } k

0  are 1‐summable and the matrix  D0 defines the contemporaneous 
corrlation structure of  t p  . Yan and Zivot (2007) identify the structural parameters in (7) derived 
from the RMA (2) formulation as:  
() ()
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where  () () LL G
  
1,  tt Ge  ,  [] t E   0   and  [,] ts E        if  st    and  [,] ts E    0  
otherwise,  H  is a unique lower triangular matrix with 1’s along the principal diagonal such that 
HCH    ,  C  is a unique diagonal matrix with positive entries along the principal diagonal, 
() () DL LH  , with  DG H
 
1
0 ,  tt H
  
1 , where  t   ( t  ) contains the (un‐) orthogonalised 
permanent and transitory disturbances. 
In  order  to  retrieve  the  elements  of  t  ,  a  three‐step  procedure  is  followed.  First,  the   [8]
elements of the matrix G  are obtained by applying the procedure outlined in Levtchenkova et al. 
(1999) and Gonzalo and Ng (2001), which makes it possible to define the (un‐orthogonalised) 
permanent  and  transitory  innovations  from  the  reduced‐form  disturbances  t e ’s  as 
[]
PT
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The  second  step  consists  in  calibrating  the  long‐run  impacts  of  the  (un‐orthogonalised) 
permanent shock on the price variable such that they are the same. From condition (4) and if 
P
tt e     , the long‐run impact of a unit change in 
P




on all price variables. This has two implications: first,    will be equal to a   21  vector of 1’s; 
second,     will be the common row vector of the long‐run matrix  ()  1 . 
The third step concerns the rotation of the un‐orthogonalised permanent and transitory 
disturbances to achieve uncorrelated shocks. Accordingly, the variance‐covariance matrix for the 
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Conditions (13) are the basis to construct the price discovery measure IRFs,  , im f ,  , i 12:   [9]
,,
,,
[] [ ] mm














il d  represents the coefficient on the l‐th lag of  ()
P
i dL . A numerical summary of  , im f ’s is 
given by the price discovery efficiency loss for market i at a given horizon m  in response to a unit 
permanent trend shock and is defined as the difference between  , im f  and its asymptotic value 
()
P
i d  11 : 
*
*








1            (14) 
where 
* m  is a truncation lag sufficiently large to ensure that  * , im f ≈1 and  (.)   is a symmetric loss 
function, such as the absolute loss ( (.) |.|   ) or the square loss ( (.) (.) 
2  ). Yan and Zivot (2007) 
measure the degree to which the market is informative in terms of price discovery as:  
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liquidity  needs  within  a  regulated  setting  whilst  the  latter  is  an  inter‐dealer  market.  All 





































series  appears  to  induce  stationarity.  The  KPSS  stationarity  tests  (Kwiatkowski  et  al.,  1992) 











Given the evidence of  (1) I ‐ness for all individual series, testing for cointegration between 












In  each  table,  95  percent  confidence  bounds  obtained  from  1000  bootstrap  replications  are 
reported in square brackets. The results are interesting in a number of respects. First, the absolute 




































                                                 
11 These very wide bounds are due to non‐zero correlations in  e  . Shortening the interval of observation could help to 
reduce these correlations and obtain tighter bounds (Hasbrouck, 1995). However, a number of studies (Booth et al., 
2002; Huang, 2002; Eun and Sabherwal, 2003) have found a wide divergence between upper and lower bounds even 
when  using  prices  sampled  at  a  few  minute  intervals  (a  very  high  frequency  for  the  case  of  euro‐denominated 
government securities). Therefore, wide bounds are inevitable for our IS measure.   [15]
[Table 8] 






















values  are  significantly  different  from  zero  at  the  1  percent  level.  According  to  the  LS,  the 
efficiency loss recorded in the domestic MTS markets ranges between 7 (for the square LS) and 16 
                                                 
12 For the computation of summary statistics and correlations for IS we use the average bounds, whilst for CS we 
follow Blanco et al. (2005) and replace values larger than 1 with unity.    [16]
percent  (for  the  absolute  LS).  The  evidence  from  the  traditional  price  discovery  measures  is 




















It  is  widely  recognised  that  the  speed  at  which  information  arrivals  are  processed  by  market 
participants in a certain trading venue may be influenced by market‐specific characteristics, such 
as trading activity, prevailing bid/ask spreads and market volatility (Eun and Sabherwal, 2003; 









variable,  we  cannot  implement  an  Ordinary  Least  Squares  (OLS)  regression, 
(| ) EL S x x x     01 1 ,  since  the  predicted  values  from  the  OLS  regression  cannot  be 
guaranteed  to  lie  in  the  unit  interval.
15  An  alternative  to  the  standard  OLS  specification  is 
(| ) ( ) E LS x G x   where  (.) G  satisﬁes  () Gz   01 , for all  z, ensuring that the predicted LS lie 
in [0,1] interval. The most common functional forms for  (.) G  are the standard cumulative normal 
distribution (i.e. the probit model case) and the logistic function (i.e. the logit model case).
16 Given 
the non‐linearity of the functions  () Gx  , the partial eﬀects of the explanatory variables on LS are 
not constant, in contrast to the standard OLS case. 
Table 13 presents the estimated coefficients for our two structural price discovery measures. 













the LS conditional on the  x ’s (Papke and Wooldridge, 1996).   [18]
[Table 13] 
Because the regressions in Table 13 involve diﬀerent functional forms, the meaning of the 
regression coeﬃcients are not the same. By contrast, the regression functions,  (| ) EL S x, have a 
direct probabilistic interpretation. Accordingly, we compute the response predictions  (| ) E LS x  
from the estimated models in order to assess how the the predicted LS are expected to vary when 
the regressor is assumed to change from its maximum (corresponding to the case of total trading 
dominance)  to  0.5  (that  is,  the  case  of  perfect  trade  segmentation).















the  dominant  market;  by  constrast,  when  the  partial  effects  lie  above  the  diagonal,  further 




concentration  of  trades  in  the  dominant  market  translates  into  negligible  gains  in  terms  of 
efficiency  for  the  dominant  market.  According  to  the  evidence  from  the  absolute  LS,  such  a 
threshold  corresponds  to  around  92  percent  (with  an  estimated  confidence  interval  of  87‐95 
percent) of trades occurring in the domestic MTS markets. This may explain why trades occurring 
in  the  EuroMTS  have  a  non‐negligible  informational  content,  even  though  this  resembles  a 
prototype of a “satellite market” (in the sense of Hasbrouck, 1995), as previuosly documented in 
Caporale and Girardi (2011).  In the case of the square LS, full concentration of  trades in the 
dominant  market  removes  inefficiency  losses  in  that  trading  venue  (suggesting  perfect 
concentration and thus zero segmentation). 
Since  we  are  using  the  domestic  MTS  market’s  contribution  to  price  discovery,  the 
interpretation of the regression functions is straightforward. To assess the impact of the main 
variables of interest (the trade share) on the relative contribution of the dominant market, we 








Section  4.2  above,  the  LS  metrics  are  more  appropriate  for  our  purposes.  For  the  sake  of 
completeness, Figure 2 reports the results based on traditional price discovery measures. When 
considering them the following should be taken into account: for IS, we use the average between 
upper and lower bounds; for CS we replace wrongly signed  2  ’s with zero in order to make that   [20]
price discovery measure bounded in the [0,1] interval. 

















number  of  empirical  studies  on  the  European  government  bond  markets.  The  present  paper 
contributes to this area of the literature by investigating the role of trade segmentation in the 





Analysing  price  data  on  daily  transactions  for  107  bonds  over  a  period  of  twenty‐seven 
months, we find a greater degree of price leadership of the dominant market when our measures 
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   [28] 
Table 2 – Bond codes 
  ATS  BEL  ESP  FIN  FRF  GEM  GGB  IRL  MTS  NLD  PTM 
1  AT0000383518  BE0000286923  ES0000012239  FI0001004822  FR0000187361  DE0001135176  GR0110014165  IE0006857530  IT0001448619  NL0000102101  PTOTECOE0011 
2  AT0000383864  BE0000291972  ES0000012387  FI0001005167  FR0000187635  DE0001135192  GR0114012371  IE0031256211  IT0003080402  NL0000102317  PTOTEGOE0009 
3  AT0000384227  BE0000296054  ES0000012411  FI0001005332  FR0000187874  DE0001135200  GR0114015408  IE0031256328  IT0003171946  NL0000102606  PTOTEJOE0006 
4  AT0000384821  BE0000297060  ES0000012445  FI0001005407  FR0000188328  DE0001135218  GR0124006405  IE0032584868  IT0003190912  NL0000102671  PTOTEKOE0003 
5  AT0000384938  BE0000298076  ES0000012452  FI0001005514  FR0000188690  DE0001135226  GR0124011454  .  IT0003242747  NL0000102689  PTOTEWOE0009 
6  AT0000384953  BE0000300096  ES0000012783  FI0001005522  FR0000188989  DE0001135234  GR0124015497  .  IT0003256820  NL0000102697  PTOTEXOE0016 
7  AT0000385067  BE0000301102  ES0000012791  .  FR0000189151  DE0001135242  GR0124018525  .  IT0003271019  .  . 
8  AT0000385356  BE0000302118  ES0000012825  .  FR0010011130  DE0001141380  GR0124021552  .  IT0003357982  .  . 
9  AT0000385745  BE0000303124  ES0000012866  .  FR0103230423  DE0001141398  GR0124024580  .  IT0003413892  .  . 
10  AT0000385992  .  ES0000012882  .  FR0103840098  DE0001141406  GR0128002590  .  IT0003472336  .  . 
11  .  .  .  .  FR0104446556  DE0001141414  GR0133001140  .  IT0003477111  .  . 
12  .  .  .  .  FR0105427795  DE0001141422  GR0133002155  .  IT0003493258  .  . 
13  .  .  .  .  FR0105760112  DE0001141430  .  .  IT0003522254  .  . 
14  .  .  .  .  FR0106589437  .  .  .  IT0003532097  .  . 
15  .  .  .  .  .  .  .  .  IT0003535157  .  . 
16  .  .  .  .  .  .  .  .  IT0003611156  .  . 
17  .  .  .  .  .  .  .  .  IT0003618383  .  . 
 
Note. Bond markets are those of  Austria (ATS), Belgium (BEL), Spain (ESP), Finland (FIN), France (FRF), Germany (GEM), Greece (GGB), Ireland (IRL), Italy (MTS), the Netherlands 
(NLD) and Portugal (PTE).   [29] 
Table 3 – Horvath and Watson test 
  ATS  BEL  ESP  FIN  FRF  GEM  GGB  IRL  MTS  NLD  PTM 
1  70.83  71.34  71.53  75.13  41.26  108.73  96.82  34.03  129.55  83.99  108.25 
2  22.14  54.87  66.23  110.80  44.45  46.91  91.06  56.73  129.04  19.16  109.80 
3  66.88  85.41  52.62  79.28  61.00  41.66  120.39  69.80  120.52  69.05  65.88 
4  37.34  47.12  29.03  137.60  44.28  25.75  147.80  45.55  171.07  51.65  68.77 
5  56.09  70.52  45.90  45.82  55.66  98.40  121.22  .  159.30  69.81  52.92 
6  86.28  136.97  110.10  86.40  52.64  48.97  138.49  .  141.64  89.18  98.42 
7  53.82  106.31  110.76  .  146.74  71.45  67.03  .  70.05  .  . 
8  44.14  93.57  91.41  .  86.32  59.26  157.26  .  119.00  .  . 
9  61.65  104.94  54.31  .  97.32  99.09  154.51  .  176.05  .  . 
10  55.38  .  103.65  .  77.11  65.69  166.11  .  70.10  .  . 
11  .  .  .  .  65.85  42.60  123.54  .  51.92  .  . 
12  .  .  .  .  88.98  110.33  55.30  .  171.11  .  . 
13  .  .  .  .  72.77  89.41  .  .  65.27  .  . 
14  .  .  .  .  73.43  .  .  .  178.11  .  . 
15  .  .  .  .  .  .  .  .  190.34  .  . 
16  .  .  .  .  .  .  .  .  100.88  .  . 
17  .  .  .  .  .  .  .  .  182.88  .  . 
 
Note. Entries in the Table refer to the corresponding bond code reported in Table 1. Wald test statistics for the null of no cointegration against the alternative of a  ()   11 
cointegration vector. The 1%, 5% and 10% significance levels are 13.73, 10.18, and 8.30, respectively (see Table 1 of Horvath and Watson, 1995, pp. 996−998).   [30] 
Table 4 – Absolute LS: LS (abs) 



























































































































































































































































replications are in square brackets. Statistically significant shares less than 0.5 are reported in bold.   [31] 
Table 5 – Square LS: LS (sq) 




















































































































































































































14  .  .  .  .  0.0056 
[0.0007 , 0.2557] 
.  .  .  0.0063 
[0.0010 , 0.0712] 
.  . 
15  .  .  .  .  .  .  .  .  0.0132 
[0.0014 , 0.0931] 
.  . 
16  .  .  .  .  .  .  .  .  0.0090 
[0.0014 , 0.0713] 
.  . 




Note. See Table 2 and Table 4.    [32] 
Table 6 – IS: upper bounds 




















































































































































































































14  .  .  .  .  0.9798 
[0.8546 , 0.9999] 
.  .  .  0.9999 
[0.9750 , 0.9999] 
.  . 
15  .  .  .  .  .  .  .  .  0.9997 
[0.9741 , 0.9999] 
.  . 
16  .  .  .  .  .  .  .  .  0.9954 
[0.9558 , 0.9999] 
.  . 





significant shares larger than 0.5 are reported in bold.   [33] 
Table 7 – IS: lower bounds 




















































































































































































































14  .  .  .  .  0.6711 
[0.4261 , 0.8452] 
.  .  .  0.7277 
[0.5792 , 0.8339] 
.  . 
15  .  .  .  .  .  .  .  .  0.5175 
[0.3767 , 0.6423] 
.  . 
16  .  .  .  .  .  .  .  .  0.6493 
[0.5006 , 0.7789] 
.  . 




Note. See Table 2 and Table 6.   [34] 
Table 8 – IS: average of upper and lower bounds 




















































































































































































































14  .  .  .  .  0.8255 
[0.6403 , 0.9205] 
.  .  .  0.8638 
[0.7788 , 0.9074] 
.  . 
15  .  .  .  .  .  .  .  .  0.7586 
[0.6757 , 0.8152] 
.  . 
16  .  .  .  .  .  .  .  .  0.8224 
[0.7468 , 0.8673] 
.  . 




Note. See Table 2 and Table 6.   [35] 
Table 9 – CS 




















































































































































































































14  .  .  .  .  0.8588 
[0.6434 , 1.0705] 
.  .  .  1.0137 
[0.8128 , 1.2209] 
.  . 
15  .  .  .  .  .  .  .  .  0.9721 
[0.7706 , 1.1839] 
.  . 
16  .  .  .  .  .  .  .  .  1.1013 
[0.8859 , 1.3534] 
.  . 




Note. See Table 2 and Table 6.   [36] 
Table 10 – Absolute YZ: YZ (abs) 




















































































































































































































14  .  .  .  .  ‐2.4611 
[‐3.7856 , ‐0.5778]
.  .  .  ‐2.3191 
[‐3.4389 , ‐0.9798]
.  . 
15  .  .  .  .  .  .  .  .  ‐2.1344 
[‐3.1823 , ‐1.0534]
.  . 
16  .  .  .  .  .  .  .  .  ‐2.3716 
[‐3.239 , ‐1.1032] 
.  . 






replications are in square brackets. Statistically significant negative values are reported in bold.   [37] 
Table 11 – Square YZ: YZ (sq) 




















































































































































































































14  .  .  .  .  ‐5.1733 
[‐7.2236 , ‐1.0684]
.  .  .  ‐5.0530 
[‐6.9072 , ‐2.5677]
.  . 
15  .  .  .  .  .  .  .  .  ‐4.3162 
[‐6.5898 , ‐2.2768]
.  . 
16  .  .  .  .  .  .  .  .  ‐4.6977 
[‐6.5653 , ‐2.5675]
.  . 








  LS (abs)  LS (sq)  IS  CS  YZ (abs)  YZ (sq) 
median  0.1246  0.0178  0.8294  0.8294 ‐ 1.9500 ‐ 4.0123 
mean  0.1640  0.0676  0.8075  0.8006 ‐ 1.9472 ‐ 4.0019 
s.e. mean  0.0126  0.0131  0.0147  0.0134  0.1011  0.1958 
   Correlations 
LS (abs)  1  0.9 ‐ 0.74 ‐ 0.73  0.92  0.92 
LS (sq)  .  1 ‐ 0.67 ‐ 0.59  0.70  0.73 
IS  .  .  1  0.81 ‐ 0.63 ‐ 0.62 
CS  .  .  .  1 ‐ 0.68 ‐ 0.68 
YZ (abs)  .  .  .  .  1  0.99 





































































































1.00 0.95 0.90 0.85 0.80 0.75 0.70 0.65 0.60 0.55 0.50
 
 
Note. See Table 1 and Figure 1. 
 