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Data-based mathematical modeling of biochemical reaction networks, e.g. by nonlinear ordinary
differential equation (ODE) models, has been successfully applied. In this context, parameter esti-
mation and uncertainty analysis is a major task in order to assess the quality of the description of
the system by the model. Recently, a broadened eigenvalue spectrum of the Hessian matrix of the
objective function covering orders of magnitudes was observed and has been termed as sloppiness.
In this work, we investigate the origin of sloppiness from structures in the sensitivity matrix arising
from the properties of the model topology and the experimental design. Furthermore, we present
strategies using optimal experimental design methods in order to circumvent the sloppiness issue
and present non-sloppy designs for a benchmark model.
I. INTRODUCTION
Mathematical modeling of biochemical processes be-
came increasingly popular during the last decade and re-
sulted in new interdisciplinary scientific disciplines like
Systems Biology. A major goal is the establishment
of mathematical models describing cellular processes at
a molecular level [1]. Frequently, ordinary differential
equations (ODE) are used to mathematically represent
the dynamic behavior of cellular components [2]. To be
able to infer such network models, the behavior of cells
and its constituents are experimentally investigated un-
der various experimental conditions. The data is then
used to identify the network structure and to estimate
the parameters of the model. Usually the output of the
model is used to predict the systems behavior and is
then experimentally tested and possibly validated, e.g.
in [3, 4]. In addition to point estimates of the model
parameters also the uncertainty of the estimates are of
interest for the study of the systems. For these nonlinear
models, several concepts of assessing the uncertainties
and performing identifiability analyses [5] exist.
Recently, it has been found for ODE models in a bio-
chemical context, e.g. signal transduction or gene regula-
tory networks, that the eigenvalue spectrum of the Hes-
sian matrix, i.e. the second derivative of the objective
function with respect to the logarithm of the parameters
of almost all examined examples from literature spread
over six or even more orders of magnitude [6, 7]. Since
this Hessian matrix is closely related to the covariance
matrix of estimated parameters, the models have been
termed as sloppy for the purpose of parameter estima-
tion. Based on this observation, however, it has been
claimed, that for ODE models applied in the Systems
Biology context this effect is universal [8] and it is not
possible to reliably estimate parameters [9–11]. The same
effect has been independently observed in [12, 13] for cir-
cadian clock systems described by ODEs and it has been
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termed as rigidity of the mapping from the parameters
to the solutions, where it occupies a space of lower di-
mension. Moreover, the effect has been shown to emerge
naturally in special classes of systems [14] and a broad
eigenvalue spectrum of the Hessian or its analogs is also
observed in systems in a general physical context [15, 16].
The impact of the existence of sloppy directions in the
parameter space on optimization has been discussed in
[17, 18]. For ODE models the role of experimental de-
sign is well known in general and in the Systems Biol-
ogy context [19, 20] and has been shown to be powerful
in application settings [21, 22], but optimal experimental
design has rarely been discussed for sloppy models [23].
In this work, we elucidate the origin of the sloppiness
effect by analyzing the structure of the covariance matrix.
We will illustrate that certain correlations arising from
the nature of the used models and experimental setup
broaden the eigenvalue spectrum. Knowing the cause
of sloppiness in these cases can then be used to show
that the sloppy characteristic is crucially influenced by
the experimental design and it is possible to find a non-
sloppy design for a benchmark model.
A. Parameter estimation
Biochemical reaction networks can be mathematically
described by ordinary differential equations (ODEs), if
high copy numbers of the network components can be
assumed, so that stochastic effects can be neglected. Fur-
thermore, spatial effects have to be omitted, e.g. if diffu-
sion is fast compared to the reaction rates of the network
components [2]. Such a system is described by a set of
coupled ODEs
~˙x(t) = f(~x(t), ~u(t), ~pdyn) (1)
where in general f is a nonlinear function. xi(t) denotes
the internal states as concentrations of cellular network
components at the time t and u(t) denotes time depen-
dent external stimuli or perturbations. Experimentally
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2obtained measurements are represented by
~y(t) = ~g(~x(t), ~pobs) + ~ (2)
where ~g denotes a mapping of one or more internal states
xi contaminated with normally distributed measurement
noise  ∈ N (0, σ2). The mapping ~g includes offset and
scaling parameters ~pobs, whereas Eq. (1) contains the dy-
namic parameters ~pdyn, such as rate constants, Hill co-
efficients or Michaelis-Menten constants. For model cal-
ibration, dynamic and observational parameters, as well
as the initial values ~x0 of the internal states have to be
estimated simultaneously in order to find a parameter
set ~p ∗ = {~pdyn, ~pobs, ~x0} for which the model describes
the experimental data best. Because all parameters are
strictly positive and may vary over orders of magnitudes,
all analyses is performed on the logarithmic scale.
A common approach of estimating the parameters for
an ODE model is solving a non-linear least-squares prob-
lem for which the weighted sum of residuals
χ2(~p ) =
Ns,c∑
j=1
Nt∑
i=1
(
ydij − yj(ti, ~p )
σij
)2
(3)
over all observed species s, conditions c and time points
t has to be minimized where ydij denotes the measured
data and σij is the measurement error. For Gaussian
noise minimizing Eq. (3) is equivalent to a Maximum
Likelihood Estimation [24]. For efficient optimization and
to assess the uncertainty of the parameter estimates, the
Sensitivity Equations
d
dt
dx
dp
=
∂f
∂x
∂x
∂p
+
∂f
∂p
(4)
are utilzed where the parameter sensitivities
sij =
∂xi(t, u(t), ~p )
∂pj
∣∣∣∣
~p ∗
(5)
occur as solutions of an ODE which can be attached to
the original ODE system and then can simultaneously be
integrated [25]. For least-squares estimation, an approx-
imation of the Hessian matrix
Hχ2 ≈ S>S (6)
using the sensitivity matrix S is available under the as-
sumption of additive Gaussian noise for the data [26].
The sensitivity matrix S = sij contains the sensitivities
of all measurements assigned with index i with respect to
all model parameters pj . The size of S ∈ RM×N is given
by the number of model parameters N and by the total
number of measurement points M , which depends on the
number of measured observables, the number of applied
experimental perturbation and on the chosen time points
of recording. The experimental design determines which
measurements are performed and determines the struc-
ture of the sensitivity matrix S and in turn the structure
of the Hessian H = S> S and its eigenvalues. The rela-
tionship between the experimental design, the structure
of S and the eigenvalues of H is the core topic of the
presented work.
B. Uncertainty of parameter estimates
Typically, in addition to point estimates of the param-
eters also uncertainties of the estimated parameters are
of interest. The covariance matrix
Cχ2 ∼
(
Hχ2
)−1
(7)
can be used to derive asymptotical confidence intervals.
Within such a quadratic approximation of χ2, contour
lines with χ2(~p ) = const. are given by ellipsoids in the
parameter space. The α quantile ∆α(χ
2
df ) of the χ
2
df
distribution with df degrees of freedom provides borders
of the such a confidence ellipsoid, i.e. all parameter sets
within the ellipsoid
Eα =
{
~p |χ2(~p ) ≤ χ2(~p ∗) + ∆α(χ2df )
}
, (8)
centered around ~p ∗ are in sufficient agreement with the
data. Thus, confidence intervals of the parameter esti-
mates pi can be obtained by the projection of the ellip-
soid Eα onto the i-th parameter axis. Typically, such a
confidence interval is described by
σi =
√
∆α(χ2df ) · Cii (9)
for a parameter pi where Cii denotes the diagonal en-
try of the covariance matrix [26]. For a degree of free-
dom df = 1 of the χ2df distribution, i.e. for point-wise
confidence intervals, these σi are known as the standard
errors. Applying a χ2df distribution with a degree of free-
dom identical to the number of parameters yields a de-
scription for simultaneous confidence intervals.
Apart from the shortened description of the shape of
the iso-χ2 ellipsoid by the projection on the basis axes of
the parameter space, the principal axes of the ellipsoid
can be assessed by another analysis of the covariance ma-
trix C of the estimated parameters: The width along the
i-th principal axis of the ellipsoid is proportional to the
square root of the eigenvalue λCi of the covariance ma-
trix and the corresponding eigenvector ~eλCi points in the
direction of the same principal axis. Analogously, one
over the square root of the eigenvalues of the Hessian
H are likewise proportional to the widths of the ellip-
soid along the principal axes. The eigenvector of the
smallest eigenvalue of the Hessian matrix points in direc-
tion of the largest uncertainty in the parameter space.
Since this direction may be a combination of parame-
ters, in general no information about the uncertainty of
single parameters is obtained by this description. For a
wide spread of the eigenvalues of the Hessian, likewise
the principal axes of the confidence ellipsoid differ con-
siderably. The ratio of the eigenvalues, i.e. the relative
form of the eigenvalue spectrum, does not depend on a
certain confidence level. Directions of eigenvectors with
small eigenvalues of the Hessian, i.e. large widths of the
ellipsoid are termed sloppy, whereas directions with large
eigenvalues are called stiff.
3C. Sloppiness
The term sloppiness or sloppy models in Systems Biol-
ogy has its origin in [6] and [8], where the authors claim
sloppiness to be a universal property of the nonlinear
models. A quantitative definition of sloppiness is given
in [6] where the eigenvalue spectrum of the Hessian, with
eigenvalues
λnormi =
λi
λmax
(10)
normalized by their maximal value, is analyzed. Conse-
quently, the spread of the spectrum is given by the small-
est normalized eigenvalue λnormmin = λmin/λmax. Thus,
the width on the logarithmic scale of the eigenvalue spec-
trum is wλ = log10(λ
norm
min ). A uniformly distributed
eigenvalue spectrum with a width wλ ≥ 6 is referred
to a sloppy model, whereas a non-sloppy model would
have wλ ≈ 2, c.f. [6]. Since a precise discrimination is
not given in the known literature, we define non-sloppy
models by wλ ≤ 3 for the use of this paper.
In [8], 17 models from the Systems Biology literature
have been analyzed. The normalized eigenvalues of 16
of the examined models individually show a sloppy spec-
trum: Roughly uniformly distributed eigenvalues on the
logarithmic scale over many decades with a minimal nor-
malized eigenvalue λnormmin ≈ 10−6. According to the au-
thors’ statement [8] this sloppiness is a potential expla-
nation to
“[...] the difficulty of extracting precise
parameter estimates from collective fits, even
from comprehensive data.”
Nowadays, the term sloppiness is often found in the lit-
erature and sometimes erroneously used for concluding
that parameters cannot be estimated and identified and
thereby is sometimes utilized as an excuse that the pa-
rameter estimation behaves poorly [27–29].
II. ORIGIN OF SLOPPINESS
To understand the origin of sloppiness, the structure of
the Hessian matrix H has to be investigated. Using the
approximation H = S>S (cf. Eq. (6)) only the sensitivity
matrix S determines the eigenvalue spectrum of the Hes-
sian. The sensitivities sij (Eq. (5)) quantify the change
in the solutions of the ODE system under the change of
the estimated parameters and the choice of experiments
determines which sensitivities are incorporated into S.
Thus, the design of the measurements defines the struc-
ture of the sensitivity matrix and the Hessian matrix.
In order to learn about the cause of a broadened eigen-
value spectrum of the Hessian, analytical results from
Random Matrix Theory [30, 31] are discussed first. Ran-
dom Matrix Theory has been useful in many areas, such
as quantum and nuclear physics [32], but also in the con-
text of wireless communications [33] or in the analysis of
stock data in the economical science community [34, 35].
Starting from uncorrelated entries of the sensitivity ma-
trix, structures as they appear in the considered kind of
models and measurements are stepwise incorporated in
order to mimic realistic sensitivity matrices and under-
stand the formation of their eigenvalue spectrum.
A. Marcenkov-Pastur Law
As a starting point, matrices with a minimal level of
structure are analyzed. For that purpose randomly dis-
tributed entries for the sensitivity matrix are utilized.
This artificially mimics an idealized setting in which mea-
surements are independent in terms of their sensitivities.
For a matrix X ∈ RM×N with i.i.d. entries xij , the
matrix W = X>X is commonly known as the Wishart
matrix [36]. For this natural distribution of eigenvalues
of a matrix W , an explicit non-random form f(λ)MP
exists for the limit of N,M → ∞ which is described by
the Marcˇenkov-Pastur distribution [37].
In our case, the i.i.d. entries of the sensitivity matrix
S ∈ RM×N are the sensitivities si,j and the Wishart
matrix H = S>S is identified with the Hessian matrix.
Fig. 1 shows the histograms of the ordered eigenvalues
of H from NS = 5000 realizations of such a matrix S
with N = 30 parameters and M = 100 measurement
points and the accordance with f(λ)MP . Although the
Marcˇenkov-Pastur distribution is derived for N,M →∞,
the eigenvalue distribution of the Hessian H from smaller
sensitivity matrices S as they appear in applications is
in good agreement with the analytical form. Not sur-
prisingly, a sensitivity matrix with i.i.d. entries shows a
clearly non-sloppy eigenvalue spectrum with width of the
averaged eigenvalues wλ = 0.985. In this setting, neither
information about the structure of the system, nor infor-
mation about the measurements and observables enters.
The eigenvalue spectrum has a finite nonzero width wλ
which is influenced only by the proportion of model pa-
rameters to data points.
A more realistic sensitivity matrix would contain cer-
tain structures in vertical direction arising from the kind
of data which is analyzed and likewise in horizontal direc-
tion from the dependencies between the parameters given
by the model structure. In the following, these kind of
structures are added subsequently to S, mimicking the
mentioned motives.
B. Integration of time course data structure
1. Autocorrelations in the rows of the sensitivity matrix of
a single observable
In practice, time course experiments are performed in
order to assess the dynamics of an ODE model. For a
dense time sampling of measurements, the sensitivities of
adjacent data points would change almost continuously
40.16
0.14
0.12
0.1
250
200
150
100
50
10-1
100
0
rel
ativ
ef
req
uen
cy
300250200150100500
0.08
0.06
0.04
0.02
0
width wλ = 0.985
Marčenko-Pastur distribution
Hessian eigenvalue spectrum average of histograms
ordered eigenvalues
wλ
Figure 1. (Color online) Histograms of ordered eigenvalues of
H = S>S for NS = 5000 realizations sensitivity matrices S
with N = 30, M = 100 and i.i.d. entries sij . The correspond-
ing Marcˇenkov-Pastur distribution [37] is represented by the
black dashed line. The averaged eigenvalues show a finite,
non-sloppy spectral width.
and therefore are highly correlated. In turn, for larger
sampling intervals the correlation decreases. To formalize
the vertical correlation in the sensitivity matrix related to
such a time course measurement, entries from a first order
autoregressive process (AR(1)) can be used to mimic the
sensitivities sij for a general model. Sensitivities from
such an AR(1) process are described by
sj1 = a0 + b01j , s
j
i = a1 s
j
i−1 + b0ij for i ≥ 2 (11)
for the j-th parameter at time point i with ij ∈ N (0, 1).
The coefficient a1 controls the correlation between two
consecutive time points and b0 is the standard deviation
of dynamic noise. This leads to a correlation in vertical
direction in the sensitivity matrix
S =

s11 s
2
1 ... s
N
1
s12 s
2
2 ... s
N
2
...
...
. . .
...
s1M s
2
M ... s
N
M
 , (12)
where the sensitivities of a time course measurements
with respect to the parameter pj develop from an in-
dependent initial value sj1 from the top to the bottom of
the matrix in the j-th column. Here, identical coefficients
a0, a1 and b1 are chosen for all columns.
The eigenvalue distribution of a normalized Hessian
matrix H = 1M S
>S with such sensitivity matrices S in
the limit M → ∞ has an explicit form f(λ)AR(1) [38–
40]. Likewise to the Marcˇenko-Pastur distribution, the
explicit form f(λ)AR(1) is derived in the limit of M →∞,
but shows a good agreement with the empirical eigen-
value distribution for a large number of realizations of
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Figure 2. (Color online) Histograms of ordered eigenvalues of
the Hessian for NS = 5000 realizations of AR(1) structured
sensitivity matrices S with coefficients a1 = 0.3, b0 = 0.4 for
M = 100 measurement points and N = 30 parameters. The
black dashed displays the corresponding analytic distribution
from [38, 39] which is in good agreement with the empirical
results. The width of the distribution of the averaged eigen-
values on the logarithmic scale wλ = 1.06 is slightly larger
than for uncorrelated entries in the sensitivity matrix.
samples, cf. Fig. 2. The expected observation occurs that
sensitivity matrices with the introduced correlation of the
entries yield a slightly wider spectrum on the logarithmic
scale compared to sensitivity matrices with uncorrelated
entries. Since the explicit form f(λ)AR(1) only holds for
the limit of M → ∞ and deviations from the empirical
results are observed, e.g. for larger values of a1, empiri-
cal results, i.e. Monte-Carlo simulations will be used to
determine the width for other sets of parameters in the
following.
The shape of the distribution and width of the spec-
trum of eigenvalues of H is affected by a0, a1 and b0 as
well as by the dimensions ratio q = N/M of the sensitiv-
ity matrix. In the setting from which the explicit form
f(λ)AR(1) is derived with a0 = 0, the coefficient b0 has
no influence on the width of the logarithmic scale. Large
correlations of the sensitivities generated by a process
with a1 close to 1 yields an almost sloppy spectrum of
the Hessian with wλ ≈ 4, as displayed in Fig. 3 A. The
dimensions ratio q = N/M corresponds to the number
of measurement points M , i.e. rows in S, so that smaller
values of q yield a narrower spectrum.
For a generating process with initial value a0 = 1 the
dynamic noise coefficient b0 becomes relevant, cf. Fig.
3 B. Again, large values of a1 produce a highly broad-
ened spectrum, up to spectral widths wλ = 4.3. The
combination of large a1 and small b0 yields the highest
correlations of adjacent rows in the sensitivity matrix and
corresponds to sensitivities of densely sampled measure-
ments.
In a formal mathematical sense, a1 ≥ 1 yields an insta-
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Figure 3. (Color online) Width of the eigenvalue spectrum
of a Hessian H = S>S for sensitivity matrices S with AR(1)
structure. The eigenvalues are calculated from 500 samples
of S for each parameter set. The spectral widths wλ are aver-
ages from the widths of the spectra from the samples. Panel A
shows the spectral widths for different coefficients a1 and di-
mensions ratios q for fixed coefficients a0 = 0, b0 = 1. Panel B
shows the spectral widths for sensitivity matrices filled with
processes with a0 = 1 and their dependency on the coeffi-
cients a1 and b0. The dimensions ratio q = N/M = 30/100
corresponds to an ODE model with N = 30 parameters and
M = 100 measurements. The colors of the bars indicate the
magnitude of the dynamic noise coefficient b0 in the generat-
ing process for the sensitivities. Correlated rows in the sen-
sitivity matrix as obtained for large a1 and small b0 exhibit
the largest width of the eigenvalue spectrum.
tionary process, i.e. the variance of the process is increas-
ing with time. However, since the measurement times
in applications constitute finite time intervals, violating
stationarity is not a serious issue here. In turn, since the
autoregressive process is used to imitate a deterministic
process, choosing a1 = 1 and b0  1 realistically resem-
bles the relationship between the sensitivities of adjacent
measurement times. It should be noted that in the litera-
ture concerning the sloppiness issue [8], χ2 was integrated
along the time axis which corresponds to a densely time
point sampling and thus may create such highly corre-
lated sensitivity time courses. In terms of optimal exper-
imental design, this is a setting enhancing sloppiness. In
turn, narrow spectral widths are achieved if a small co-
efficient a1 is assumed which implies that the correlation
of the sensitivities of consecutive time points is small, i.e.
the dynamics of the observed signal is fast compared to
the temporal measurement point sampling.
Summing up, the simulation study presented in this
section shows that for strongly correlated rows of the
sensitivity matrix, as obtained for a dense time sampling
of a single observable, e.g. for a dimensions ratio q = 0.03
causes a more than 10-fold broader eigenvalue spectrum
than the natural Marcˇenko-Pastur distribution. More-
over, the findings guide to possibilities for optimal exper-
imental design methods reducing the sloppiness, e.g. by
choosing only several representative measurement time
points.
2. Multiple experiments cause block structure
Typically, measurements from more than one observ-
able are needed to gain enough information about the
system in order to estimate the parameters of an ODE
model. Furthermore, perturbations on reactions in the
system can be performed experimentally in order to get
additional information about the system. Thus, a further
step in mimicking the structure of a realistic sensitivity
matrix is the incorporation of several observables or data
obtained for perturbed settings, which results in a block-
wise structure of the sensitivity matrix S.
Within a block of a measurement, the sensitivities are
simulated by a process accordingly to the previous anal-
ysis of the AR(1) processes with equivalent coefficients
a1 and b0. The independency between the blocks corre-
sponds to different initial values sj1 ∈ N (0, 1) for each
time course, i.e. block of the sensitivities in horizontal
and vertical direction, in order to mimic the most general
case of a model structure and choice of experiments. In
our simulation the same length is chosen for all blocks in
a sensitivity matrix, i.e. the same number of data points
per experiment. The total number of measurements is
kept constant to M = 1000 and the number of parame-
ters is N = 30 for all examined matrices in the further
procedure.
Fig. 4 illustrates such a setting of multiple measure-
ments, the structure of the resulting sensitivity matrix
S and Hessian H = S>S, as well as the correspond-
ing eigenvalue spectrum of H for different block lengths.
Tuning the block length L, the eigenvalue spectrum of H
can be arbitrarily scaled between the Marcˇenko-Pastur
case corresponding to a block length of one, up to a single
block with the maximal block length M in the sensitivity
matrix which represents the case of an AR(1) structured
matrix, as discussed in the previous section. For every
analyzed block length between these two cases, the Hes-
sian exhibits roughly equidistant eigenvalues.
A more sloppy design with wλ ≈ 6 is obtained by us-
ing a slightly different process to generate a structure
of multiple plateaus for the sensitivities. For that pur-
pose the standard deviation v0 of the initial sensitivities
sj1 ∈ N (0, v20) is increased to v0 = 20. Such a process with
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Figure 4. (Color online) Eigenvalue spectra for independent blocks in the sensitivity matrix for different block lengths. The
sensitivities within a block are generated by an autocorrelated process with coefficients a1 = 1 and b0 = 0.5 and randomly
chosen initial values for each block sj1 ∈ N (0, v20), with standard deviation v0 = 1. The upper row shows an exemplary time
course of one column of S where red dots indicate the start of a new independent block. The second and third row show the
sensitivity matrix and the Hessian, respectively. The lower row illustrates the average normalized eigenvalue spectrum of the
Hessian with the value of wλ below. The width of the eigenvalue spectrum with uniformly distributed eigenvalues gradually
scales with the length of independent blocks.
coefficients a1 = 1 and b0 = 0.02 generates a structure
of multiple plateaus for the sensitivities with varying ini-
tial values sj1 = ±75 and fluctuating values of sij around
a constant level for each block within the plateaus, as
shown in Fig. 5. Under these constraints, the widths of
the eigenvalue spectrum ascend stepwise with an increas-
ing block length up to a block size of L = 25 and show
nearly uniformly distributed eigenvalues. For the next
feasible block length L = 40, the eigenvalue spectrum
increases abruptly to wλ = 5.99 and looses its evenly
spaced character (cf. Fig. 5 bottom left). The eigenval-
ues of the spectrum split up in two groups, from which
the upper subgroup contains the same number of eigen-
values as the number of blocks in the sensitivity matrix.
In the same way, it is possible to tune the width of the
eigenvalue spectrum up to at least ten orders of magni-
tude by choosing extreme values of v0, b0, and q. In such
a case, however, the entries of the sensitivity matrices
would look less realistic if compared to a typical ODE
application setting.
C. Incorporating the model topology
So far, all parameters were assumed to contribute with
a similar impact to the structure of the sensitivity ma-
trix. For example, the randomly chosen initial values of
the sensitivities in adjacent blocks in horizontal direction
had the same variance and by using the same coefficients
of the generating processes, also the variance of the sen-
sitivity time courses is the same in all blocks. However,
due to the diverse functions of the parameters, variations
of single parameters may yield a considerably different
impact on specific observables. Thus, a structure in the
sensitivity matrix in horizontal direction emerges. In the
following section, this aspect is integrated successively in
the simulation of realistic sensitivity matrices showing a
sloppy behavior.
1. Partitioned sensitivity matrix
Usually, ODE models contain parameters with differ-
ent physical units. Typically, there are dimensionless
parameters like Hill coefficients, rates with dimension
one over time, as well as bimolecular reaction rates with
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Figure 5. (Color online) Sensitivity matrices with independent blocks with coefficients a1 = 1, b0 = 0.02 and standard deviation
of the initial values v0 = 20 of the generating process of the sensitivities, for different block lengths likewise to Fig. 4. The block
length L is changed from left to right in each row. Matrices with L ≥ 40 have a sloppy spectral width, but the eigenvalues are
not uniformly distributed on the logarithmic scale.
dimension one over time and concentration or parame-
ters with the dimension of the concentration unit, e.g.
Michaelis-Menten constants. They may additionally dif-
fer in their biologically reasonable range. Furthermore,
the used measurement techniques, e.g. for protein con-
centrations are typically not determined to an absolute
value but are recorded in arbitrary units and thus also
the units of the model parameters are often not specified.
Theoretical results for the distribution of confidence in-
terval sizes or eigenvalues only hold for a group of param-
eters with the same physical units. Therefore each group
of parameters with the same physical unit has to be con-
sidered independently. Since variances are additive, the
freedom of choosing the parameters in a different unit
system, in general, broadens the range of confidence in-
terval sizes as well as the range of observed eigenvalues.
Such a grouping of ranges of parameter, depending on
their unit or function within the model, also translates
into the sensitivities. The sensitivities of parameters be-
longing to certain groups, can be mimicked for a general
case by the variation of the magnitude of the variance v2α
of i.i.d. distributed entries sij ∈ N (0, v2α). This yields a
partitioned sensitivity matrix with a block-wise structure
of differently scaled entries. Such a matrix is displayed
in Fig. 6 A for three groups of parameters with differ-
ent variances v2α for each group. This structure in the
sensitivity matrix S translates to a characteristic struc-
ture in the Hessian matrix (Fig. 6 B) and thus results in
a fragmentation of the eigenvalue spectrum. The sub-
groups have a similar shape like the eigenvalue spectra
described by the Marcˇenko-Pastur distribution, as illus-
trated in Fig. 6 C. Due to the different variances of the
entries between the blocks, also the histograms of the or-
dered eigenvalues form separated subgroups accordingly
to the blocks in the sensitivity matrix.
Interestingly, the shape and the position of the sub-
groups is roughly captured by the adapted Marcˇenko-
Pastur distribution for an altered ratio q with the num-
ber of parameters per block qp = Np/M and correspond-
ing variance v2α of the block, as displayed by the black
dashed lines in Fig. 6 C. The width within the resulting
subgroups in the eigenvalue distribution on the logarith-
mic scale is roughly the same for all three groups. The
distance between the subgroups in the eigenvalue spec-
trum varies with the variance v2α of the entries of the
sensitivity matrix, whereas the individual form of the
subgroups in the spectrum is determined by the adapted
ratio qp = Np/M , where Np is the number of parame-
ters in the corresponding block in S. Hence, the width
of the whole eigenvalue spectrum can be broadened ar-
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Figure 6. (Color online) Panel A shows the partitioned sensitivity matrix with three groups of parameters. To mimic the
effect of different physical units within a group of parameters, different standard deviations v1 (p1−10) = 0.1, v2 (p11−20) = 1,
v3 (p21−30) = 10 are used. Panel B shows how the structure in the sensitivities translate to the Hessian matrix. For better
illustration of the block structure in the matrices the logarithms of the absolute values of the matrix elements are shown in
panel A and B. Within each block in the Hessian, the eigenvalue distributions are approximately given by the Marcˇenkov-
Pastur distribution (panel C). The difference between the blocks yields three groups of eigenvalues with different location on
the logarithmic scale.
bitrarily by increasing the value ∆v2 = v2α − v2α−1 by
which the variances of the entries vary between the sub-
groups. Larger values of the variance difference ∆v2 yield
a broadened spectrum which can also reach the sloppy
setting with wλ ≥ 6. This kind of structure in the sensi-
tivity matrix constitutes very likely an additional reason
for the sloppy shape of the eigenvalue spectra of the lit-
erature models.
2. Sparsity and block structure mimic sloppy real world case
After the simulation analyses of general structures in
the sensitivity matrix originating from data of densely
sampled time course experiments and differing ranges of
parameter values, the model structure should be inte-
grated realistically in the analysis of random matrices.
But if no specific ODE model is assumed, no concrete
horizontal structure can be integrated without restrict-
ing the analysis to a specific model. However, regularities
in horizontal direction are obvious which stem from the
model topology: Many measurements are sensitive only
for a specific set of parameters where the sensitivities
change significantly within one time course. Apart from
that, the sensitivities for all other parameters are almost
or even exactly zero within an experiment. This signi-
fies that some measurements are completely insensitive
to certain parameters. For example, a measurement of
a species upstream in the system will not be sensitive to
a parameter which controls a downstream reaction and
thus does not influence the measured observable directly
or indirectly.
The sparsity effect in the sensitivity matrix is included
in our simulations by filling only a certain percentage
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Figure 7. (Color online) The upper row in panel A shows the sensitivity time courses of five columns of an exemplary sensitivity
matrix S, the row in the middle presents the sensitivity matrix S and the lower row illustrates the average eigenvalue spectrum
of corresponding Hessian matrices. The entries of S are generated from processes with coefficients a1 = 1, b0 = 0.07 and v0 = 20
for four exemplary block lengths. As a reference, panel B shows the outcomes for incompletely filled matrices with only 5%
non zero elements yielding an increased width of the eigenvalue spectrum, similar as for sloppy matrices.
of the sensitivity matrix with non-zero entries. These
nonzero entries are generated by block-wise independent
processes as described earlier in Sec. II B 2. Depending
on the applied coefficients of the generating process of the
sensitivities, the resulting eigenvalues are sloppy. Fig. 7
illustrates the difference between 100% filled sensitivity
matrices in the contrast to 5% filled matrices. The total
spread of the eigenvalues increases slightly after remov-
ing 95% of the entries, whereas the gap between the two
groups of eigenvalues almost vanishes for a medium block
length L = 40.
The simulation results show a sloppy behavior of the
resulting eigenvalue spectrum with a spectral width wλ ≈
6 and almost uniformly distributed eigenvalues similar to
the spectra of the investigated models from [8]. Hence,
sensitivity matrices randomly filled with blocks contain-
ing highly correlated entries in vertical direction are able
to explain a sloppy eigenvalue spectrum of the Hessian,
although no specific information about a certain model
or measurement was introduced.
In Fig. 8 a sensitivity matrix of a real world sloppy
example from model 1 from the DREAM 6 Parameter
Estimation Challenge [41], which will be introduced as
a benchmark model later in Sec. III A, is depicted. The
comparison of such sensitivity matrices of time course
measurements from applications with the simulated sen-
sitivity matrices shows a good agreement of the discussed
block structure from multiple experiments and the insen-
sitivity to the bulk of parameters of most measurements.
D. Summary
The sloppiness effect could be reproduced for a gen-
eral setting of an ODE model and a general experimen-
tal setup of time course data mimicked by entries of the
sensitivity matrix with a certain correlation structure.
Starting from unstructured, non-sloppy eigenvalue spec-
tra of random matrices, the introduction of correlations
corresponding to structures from densely sampled time
course data and multiple observables already gradually
broadens the spectral width of the Hessian over the non-
sloppy limit of wλ = 3, as illustrated in Fig. 9. Inserting
additional structures arising from the properties of the
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matrix from a typical intermediate step of the experimen-
tal design procedure of the DREAM 6 Parameter Estimation
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the absolute values of the entries of the sensitivity matrix
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Figure 9. (Color online) Comparison of normalized eigenvalue
spectra of the Hessian matrix: The example from an interme-
diate experimental design stage of model 1 from the DREAM
6 Parameter Estimation Challenge [41] with 29 parameters
and 1160 data points shows a sloppy spectrum (a). Averages
of eigenvalue spectra from simulations of mimicking the sen-
sitivity matrix with 30 parameters and 1000 data points: (b)
matrix randomly filled with i.i.d. entries (Marcˇenko-Pastur
distribution), (c) block structured matrix mimicking multi-
ple experiments with block length L = 50, (d) matrix filled
with a single AR(1) block of the sensitivities with coefficients
a1 = 1, b0 = 1, (e) partitioned sensitivity matrix, (f) block
structured matrix with large initial values with standard de-
viation v0 = 20 and block length L = 40 (g) sparsely filled
matrix with block structure with 5% nonzero entries and block
length L = 40. The eigenvalue spectrum gradually increases
with the more defined structure in the sensitivity matrix up
to a setting with a typical sloppy case with wλ ≈ 6 and loga-
rithmically uniformly distributed eigenvalues.
model and the insensitivity of some parameters on certain
measurements further increased sloppiness characteris-
tics. In general, sensitivity matrices which are sparsely
filled with blocks of highly correlated entries yield eigen-
value spectra of the Hessian (cf. (g) in Fig. 9) comparable
to a sloppy real world example (cf. (a) in Fig. 9).
III. CURE OF SLOPPINESS
As presented in the previous chapter, structures in the
sensitivity matrix influence the eigenvalue spectrum of
the Hessian matrix. In order to control the width of the
spectrum and to circumvent the sloppiness effect for a
benchmark model, optimal experimental design methods
are applied which directly target on the structure of the
sensitivity matrix.
A. Benchmark model and experimental setup
The following analysis will be performed on the basis
of a benchmark model from the DREAM 6 Parameter
Estimation Challenge [41], for which three artificial, bio-
logically motivated gene regulatory networks (GRN) were
investigated. In this challenge, a set of possible experi-
ments was defined and a limited number of simulated
measurements could be virtually purchased in order to
gain information about the model and to estimate its pa-
rameters. For a virtual measurement, the observable, the
experimental perturbation and the time sampling had to
be specified to generate simulated data using the true
model parameters for the ODEs. Noise was added to
the data to mimic the measurement error. The task of
the challenge was to stepwise select informative experi-
ments and to use the data for the parameter estimation
and uncertainty analysis which was judged by a certain
score.
Fig. 10 shows the used model structure with 29 dy-
namic parameters. The dynamics of the species xi of
the model are given by first-order ODEs. Each model
equation is implemented by a sum of fluxes of the re-
spective species. A regulatory reaction vj is modeled by
Hill kinetics and is represented by two parameters, a Hill
coefficient pHillj and a Michaelis-Menten constant pKdj .
Hence, e.g. the transcription of the gene for protein 4
which is activated by protein 1 and repressed by protein
5 has the rate
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x˙mRNA4 = psyn,mRNA4 ·
(
xpro1
pKd1
)pHill1
1 +
(
xpro1
pKd1
)pHill1︸ ︷︷ ︸
Activation
· 1
1 +
(
xpro5
pKd8
)pHill8︸ ︷︷ ︸
Inhibition
− pdeg,mRNA4 · xmRNA4 . (13)
The parameter psyn,mRNA4 refers to the promoter
strength and regulates the mRNA synthesis, whereas the
last term of Eq. (13) is responsible for the degradation
of the mRNA, implemented by a linear decay with the
parameter pdeg,mRNA4. The translation of mRNA into
a protein is given by a linear ODE, e.g. for protein 4 it
holds
x˙pro 4 = psyn,pro4 · xmRNA 4 − pdeg,pro4 · xpro 4 , (14)
where the first term determines the synthesis of protein
xpro4, controlled by the parameter psyn,pro4, which is in-
terpreted as the strength of the ribosomal activity site
and the degradation of the protein xpro 4 is described by
the parameter pdeg,pro4. Furthermore, as initial concen-
trations of the proteins x(0)pro i = 1 and for the mRNAs
x(0)mRNA i = 0 are assumed.
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Figure 10. (Color online) Model 1 of the DREAM 6 Param-
eter Estimation Challenge [41]: The network consists of 12
internal states, 6 proteins, denoted by proi, 6 corresponding
messenger RNAs, denoted by mRNAi and eight regulatory
reactions, denoted by vi. Each protein production is imple-
mented by a two step process of transcription from DNA to
mRNA and translation of this transcript into a protein. All
proteins, except protein pro3, act as a transcription factor
which regulates the transcription of other genes in the net-
work.
The following analysis of this benchmark model is not
only restricted to GRNs, but can also be adapted to other
ODE models, e.g. to cellular signaling pathway models.
For the implementation of the model and parameter es-
timation, the D2D software [42] was utilized.
B. Sensitivity matrix structure designs
The previous simulations in Chap. II showed the strong
impact of data from time course experiments on sloppi-
ness. Thus, removing the block-wise structure of cor-
related entries sij in the sensitivity matrix is a promis-
ing approach, as matrices with uncorrelated entries have
been shown to create much lower values of wλ. Conse-
quently, the task for the experimental planing if sloppi-
ness is intended to be minimized, is to diminish this kind
of correlation by selecting sampling times for time course
measurements where consecutive data points do not pro-
vide redundant information. Since analytic solutions of
the sensitivities are available only for special cases, the
selection of measurements according to this demand is a
non trivial task.
The horizontal structure in S is determined by the
model structure, whereas the vertical structure in the
sensitivity matrix results from the choice of experiments.
While correlations in vertical direction in S are manage-
able, e.g. by the choice of the sampling times, horizontal
structures cannot be controlled sufficiently in the same
way because of the given model structure. This hinders
the construction of a sensitivity matrix with completely
uncorrelated and independent entries, which would lead
to a maximally narrow eigenvalue spectrum similar as
shown for the eigenvalue spectra of matrices described
by the Marcˇenko-Pastur distribution. A possibility to in-
fluence the sensitivities in this manner also in their hor-
izontal structure are perturbation experiments, i.e. ex-
perimentally controlled alterations of parts of reactions
in the system, which is an established approach in molec-
ular biology. Perturbations on several targets of the sys-
tem may be also applied simultaneously to increase the
variety of possible structures in S and the flexibility for
the experimental planing. The task for the optimal ex-
perimental design method is to select these experiments
which induce a certain structure in S which then yield to
a low value of wλ with a minimal number of experiments
in terms of perturbations.
The set of possible experiments for the benchmark
model is summarized in Tab. I. The total number of ex-
periments is extended by allowing the application of two
simultaneous perturbations on the system. Without dou-
ble counting of needless perturbations on the same target,
442 possible combinations remain for perturbational ex-
periments, including single perturbations. It is assumed
that all species of the model can be measured individually
and the measurement time points are chosen from the set
t ∈ {1, 2, 3, 4, 6, 8, 10, 12, 15, 20}. This yields a total num-
ber #total = #obs · #time · #perturb = 12 · 10 · 442 =
53 040 of possible measurement points. Every of these
53 040 data points corresponds to one row of a potential
sensitivity matrix which contains the sensitivities of this
measurement to all model parameters. All these rows of
sensitivities for potential data points are merged together
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perturbation description implementation
gene i knockout knockout of gene i production set psyn,proi and psyn,mRNAi to 0
rbs i over 2-fold over expression of protein i doubling of psyn,mRNAi
rbs i 10over 10-fold over expression of protein i increase of psyn,mRNAi by factor 10
siRNA i down 5-fold down regulation of gene i increase of pdeg,mRNAi by factor 5
siRNA i 100down 100-fold down regulation of gene i increase of pdeg,mRNAi by factor 100
Table I. Possible perturbations for the sensitivity design approach.
in the sensitivity matrix of all potential experiments Spot.
For the illustration purpose, the measurement error
σ of the simulated data can be tuned arbitrarily, since
repetition and averaging of the measurements of an ex-
perimental condition reduces the measurement error. Be-
cause σi can be adapted individually for every data point,
the used approximation for the Hessian
H ≈
∑
i,j
1
σi
sij · 1
σi
sij = S
>
σ Sσ (15)
can be adjusted for sensitivity matrices Sσ whose i-th
row is multiplied by one over the corresponding mea-
surement error σi. To standardize the structure in the
rows of the matrix with the sensitivities for all possible
measurement points Spot, all rows of Spot have been nor-
malized by their Euclidean norm. This yields the matrix
with normalized sensitivities for all possible data points
Snormpot with entries sij ∈ [−1, 1]. The sensitivity matrix
SD for an arbitrary experimental design D in this set-
ting is a subset of rows from the matrix Snormpot . Thus,
the experimental design process can be formulated as the
selection of rows from Snormpot .
A fundamental property of nonlinear ODE models is
that the sensitivities depend on the estimated parameter
values. This additionally hampers the construction of
a desired structure in the sensitivity matrix, depending
on the available data. However, in the asymptotic case
of sufficient data the best fit on simulated data with an
additive Gaussian noise will be close to the true param-
eters for the case of a sufficiently low noise level. Rather
than performing the analysis on several simulated data
sets from different realizations and averaging the results
afterwards, the true parameter values are used through-
out in order to facilitate the analysis and obtain general
results.
1. Random designs
As a reference, designs D are chosen randomly from
Snormpot . Fig. 11 shows the resulting widths of the eigen-
value spectrum of 50 samples of designs DM for dif-
ferent numbers of data points M . The random design
approach yields a suboptimal design for a low number
of data points M , whereas the width of the eigenvalue
spectrum wλ decreases significantly for larger numbers
of measurement points and yields matrices with an al-
most non-sloppy behavior for M = 1000, i.e. wλ ≈ 3.
The application of a huge number of perturbations on
the system may thus diminish the effect of sloppiness.
But this in turn implies that up to 1000 independent
data points from roughly the same number of different
perturbative experiments have to be performed in order
to describe a model with 29 dynamic parameters, which
may exceed suitable limits in practice.
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Figure 11. (Color online) Box plot of spectral widths wλ of
random designs for 50 samples of SD for a various number of
design points M . Samples with spectral width of the Hessian
larger than wλ = 106 are sloppy (dashed line), samples with
width wλ ≤ 103 are non-sloppy (solid line).
Although this approach is able to remove the verti-
cal correlation of densely sampled time course experi-
ments by choosing only single measurement points from
the time courses, the rows in the sensitivity matrices
still exhibit recurrent structures in horizontal direction.
For example, many measurements are barely sensitive for
the parameters belonging to regulatory reactions in the
benchmark model which were hard to constrain by data
from appropriate experiments already in the setting of
the original challenge. These restrictions from the model
structure are the reason why the eigenvalue spectrum of
the randomly chosen samples of SD do not show the same
behavior in terms wλ as the for the case of i.i.d. random
entries described by the Marcˇenkov-Pastur distribution.
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2. Exclusively sensitive experiments
Apart from the random selection of rows from Snormpot
specific rows can be chosen, in order to better assemble
a structure of the sensitivity matrix which yields a small
width of the eigenvalue spectrum. Due to normalization,
the maximal absolute value of a component in the i-th
row is |sim| = 1. Then in turn, all other components of
this row are zero. If such an exclusively sensitive mea-
surement with sij = 1 for j = m and sij = 0 for j 6= m
can be found for every estimated parameter pm, a diag-
onal sensitivity matrix
S =

s11 0 ... 0
0 s22 ... 0
...
...
. . .
...
0 0 ... snn
 (16)
could be constructed, with sii = ±1. Then, also the
Hessian would have a diagonal form
H = S>S = diag(s211, s
2
22, ... , s
2
nn) (17)
and the eigenvalues λi of H would be proportional to the
squared nonzero sensitivities:
λi(H) ∼ {s2ii} , where s2ii = 1 i = 1, ..., n . (18)
Thus, all eigenvalues of the Hessian λi = 1 and the
eigenspace of H would be maximally degenerated. Fur-
thermore, each row of S and consequently every nonzero
element s2ii could be scaled by the corresponding ad-
justable measurement error σi so that the eigenvalues of
the Hessian are directly controlled by the measurement
error.
For the used benchmark model and experimental
setup, such rows of exclusively sensitive experiments in
Snormpot do not exist for all parameters. Increasing the
number of feasible experiments, e.g. by increasing the
maximal number of combinations of perturbation, may
reveal more of these exclusively sensitive experiments.
But due to the nonlinear character of the examined ODE
models, the lack of analytic solutions for most systems
and the dependence of the sij(~p) on the parameter val-
ues, a prediction of the sensitivities and the prediction
of measurements showing such a structure in the sensi-
tivities is impossible. Furthermore, this approach tends
towards the case where single parameters can be mea-
sured directly and independently, which is a challenging
demand in practice.
However, since sensitivities sij = 1 exist for some pa-
rameters in Snormpot , a similar structure of S is achieved by
selecting the rows of Snormpot with the maximal absolute
sensitivity |sij | for each estimated parameter pj . Fig. 12
shows the results for this approach. Although the re-
quested diagonal structure of the sensitivity matrix can-
not be established entirely, the width of the spectrum of
eigenvalues of the Hessian wλ = 2.11 is clearly under-
neath the characteristic value wλ = 3 which defines a
non-sloppy spectrum and is roughly one unit lower than
for the best performing sample of random designs with
M = 1000 data points in the previous section.
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Figure 12. (Color online) Sensitivity matrix S, Hessian ma-
trix H and logarithmic eigenvalue spectrum of H for maxi-
mally sensitive experiments, i.e. with rows from Snormpot with
maximal component sij for parameter pj . For better illus-
tration of small values, the square root with conserved sign,
i.e. splotij = sgn(sij) ·
√|sij |, is used for all shown matrix el-
ements. Although exclusively sensitive measurements do not
exist for all parameters, the width of the eigenvalue shrinks
considerably to wλ = 2.11 and uses only 29 data points.
The width of an eigenvalue spectrum of a Hessian ma-
trix with diagonal entries s2ii = 1 as described by Eq.
(16) is wλ = 0. Consequently, the principal axes of the
ellipsoid in the parameter space (cf. Eq. (8)) would all
have the same length and the principal axes would be
aligned with the standard basis. If the eigenvectors of
the sphere are rotated the Hessian matrix loses its diag-
onal form, whereas the the eigenvalue spectrum does not
change. This in turn signifies, that also other structures
in the sensitivity matrix yield a non-sloppy Hessian. In
such a case, the rows in the sensitivity matrix S differ
from the special structure of the exclusively sensitive ex-
periments. Alhought such designs are more likely to be
contained in Snormpot , the selection of alternative designs
remains a nontrivial task since it is not guaranteed that
enough orthogonal rows can be found in Snormpot .
3. D-optimal search algorithm
The optimization criterion used to diminish the slop-
piness effect, i.e. the minimization of wλ, does not per-
fectly match with one of the classical optimization crite-
ria derived from the Fisher Information Matrix, e.g. in
[43]. The popular D-optimal criterion attempts to maxi-
mize the determinant of a matrix of the form H = S>S.
Thus, a D-optimal design may also behave well in terms
of the width of the normalized eigenvalue spectrum wλ
although a it is not the optimal one in terms of non-
sloppiness.
In the following, an algorithm for identifying D-optimal
designs is utilized to suggest possible candidates for op-
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Figure 13. (Color online) Best performing designs, in terms
of the spectral width wλ, from 1000 suggested candidates of
MATLAB’s D-optimal search algorithm chandexch.m for dif-
ferent numbers of data points M . For every tested M , an
undoubtedly non-sloppy design with wλ ≤ 1.85 is found.
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Figure 14. (Color online) Best designs, in terms of the spec-
tral width wλ, from D-optimal candidates after 1000 runs
of chandexch.m. For better illustration of small values, the
square root with conserved sign is used for all shown matrix
elements. Panel A shows the design for the minimal number
of data points M = 29 with spectral width wλ = 1.84, which
is even less than for the exclusively sensitive approach, cf. Fig.
12. Panel B presents the overall best design of all investigated
M values for M∗ = 54 with clearly non-sloppy spectral width
wλ = 1.74. The sensitivity matrix exhibits only few regulari-
ties and is almost unstructured, but only sparsely filled.
timal designs which are then tested in terms of sloppi-
ness. Here, we use the implementation of the function
chandexch.m from the statistics toolbox of MATLAB as
a D-optimal search algorithm. Fig. 13 shows the widths
of the eigenvalue spectrum of the Hessian for the best per-
forming design from 1000 runs of the D-optimal search
algorithm for each number of data points M . For every
tested number of data points, an optimal design chosen
from the suggested D-optimal candidates which yields a
spectral width wλ ≤ 1.85. This signifies that the used D-
optimal search algorithm is able to find a non-sloppy de-
sign of the sensitivity matrix S for each analyzed number
of data points M . It also selects the measurement points
for the minimal number of data points M = 29 supe-
rior compared to the design from the mostly exclusively
sensitive experiments structure approach. This best per-
forming design for M = 29 is presented in the upper
panel of Fig. 14. The lower panel of Fig. 14 shows the
overall best performing design with M = 54 data points
and spectral width wλ = 1.74. This clearly demonstrates
that the eigenvalue characteristics of the Hessian of ODE
models can be controlled by the choice of an appropriate
experimental design and therefore sloppiness is no gen-
eral characteristics of ODE models.
IV. CONCLUSION
In Chap. II, it was shown that the stepwise intro-
duction of correlations and structures in the sensitiv-
ity matrix, motivated by the properties of the investi-
gated ODE models and the applied experimental meth-
ods, yields a gradually increasing width of the Hessian
eigenvalue spectrum. By the adjustment of the coeffi-
cients of the processes generating the structure in the
sensitivity matrix, the eigenvalue spectrum of the Hes-
sian can be tuned to almost arbitrary widths. The in-
clusion of insensitive experiments for certain parameters,
imitated by randomly chosen empty entries in the sensi-
tivity matrix, leads to a spectrum with a likewise large
eigenvalue spread but the eigenvalues are more equidis-
tantly distributed which is a property of sloppy eigen-
value spectra, like published in [8]. Especially, the block
structure of highly correlated rows of the sensitivity ma-
trix which are typically obtained in applications for time
course measurements has a huge impact on the spectral
width.
Understanding the origins of a sloppy eigenvalue spec-
trum enables experimental design considerations, in or-
der to reduce the sloppiness effect. One result from the
analysis of random matrices is that vertical correlations
in the sensitivity matrix rapidly increase the spectral
width. Thus, dense time sampling of measurement points
compared to the time scales of the underlying dynamics
yields a suboptimal design in terms of sloppiness. Such a
vertical structure in the sensitivity matrix can be avoided
by selecting only characteristic data points which results
in a reduction of the correlation of entries in the sensi-
tivity matrix.
Furthermore, also the structure in horizontal direction
of a sensitivity matrix should be minimized, so that this
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structure converges to the case of completely indepen-
dent entries. This would lead to a decrease of the width
of the eigenvalue spectrum to a natural limit, as de-
scribed by the Marcˇenkov-Pastur distribution. However,
the horizontal structure is predetermined completely by
the model structure, since specific connections in the net-
work yield dependencies of the internal states on the vari-
ation of certain parameters.
The manipulation of these model structures, e.g. by
short interfering RNA (siRNA) mediated knockdown ex-
periments [44], can be realized by an appropriate selec-
tion of measurements which induce the desired structure
in the sensitivity matrix. However, this requires a prefer-
ably large amount of possible experiments in order to
have access to complementary structures of the sensitivi-
ties. Nevertheless, the optimal selection of measurements
remains a nontrivial task which demands for appropriate
experimental design methods.
The analysis of randomly chosen designs yields accept-
able results in Chap. III for designs width large numbers
of measurements. This result is related to the fact that
the time points are selected in a way that almost every
data point originates from another experimental pertur-
bation. Although, these huge numbers of independent
experiments would not be feasibly in practice, the block-
wise structure of correlation from densely sampled data
from time course experiments was avoided. The con-
struction of a sensitivity matrix by experiments which
are almost exclusively sensitive to single parameters uti-
lizes the characteristic structure in the sensitivities for a
specific experiment and yields good results for a small
number of data points, i.e. the number is comparable
with feasible limits in an application setting. However,
due to the typical network structure of the investigated
systems, the experimental realization of a specific struc-
ture in terms of required perturbations in the sensitivities
is challenging. Especially for networks with a pathway
structure, measurements of downstream located species
will always depend on the upstream reactions and con-
sequently on the parameters controlling these upstream
reactions. To isolate the behavior of such a downstream
compartment, e.g. complete knockouts of all connections
to the upstream compartments have to be performed.
Furthermore, these special perturbations have to be man-
ageable experimentally.
It should be noted at this point, that this complexity of
feasible perturbations is only required for minimization
of the width of the eigenvalue spectrum. It is not nec-
essary for identification of the parameter components in
other concepts to assess the uncertainties of parameters
or in terms of identifiability, as presented in e.g. in [5].
The width of the normalized eigenvalue spectrum only
represents the ratio of the smallest and largest width of
the ellipsoid from Eq. (8) along its principal axes. Its ori-
entation in the parameter space or its projection on the
bare parameter axes, which is of interest for confidence
intervals of the point estimatesm, is not considered in the
sloppiness discussion, but may be more relevant in appli-
cations. Moreover, the whole analysis is restricted to
effects of maximal second order derivatives of χ2, which
can be misleading due to the nonlinearity of the investi-
gated models, especially in the case of insufficient amount
of data.
For the benchmark model and experimental setup, we
could show that with the use of the D-optimal search al-
gorithm it is possible to select measurement points yield-
ing a Hessian with a minimal spectral width wλ = 1.74,
which is a value far away from a sloppy Hessian and even
significantly lower than the non-sloppy threshold, as de-
fined e.g. in [6, 14]. Thus, it could be shown that it is
possible by optimal experimental design methods to di-
minish the sloppiness effect to a minimum. Furthermore,
the best design was neither a complete measurement of
all accessible observables nor a direct measurement of
single parameters as often surmised, but consists of sin-
gle measurements with nonzero sensitivities for multiple
parameters.
Our results suggest that sloppiness in dynamical mod-
els and fundamental physics of diffusion and Ising mod-
els as reported in [16] is merely a phenomena of coin-
cidence than a common cause. We discussed that the
model structure influences the structure of the sensitiv-
ity matrix promoting the appearance of sloppiness, but
the intensity of this effect is controlled by the design of
experiments, i.e. by the data. Thus, assigning sloppiness
to a model as a general characteristic is incomplete with-
out discussing experimental design aspects. The sloppi-
ness issue, as typically discussed in the literature, e.g. in
[8], only refers to a standard design where all dynamic
variables are observable as a continuous time course.
Although the discovery of a non-sloppy design may be
still challenging since the sensitivities depend on the un-
known parameters, the strong dependency of the eigen-
value spectrum of the Hessian on the experimental design
weakens the declaration of sloppiness as a universal prop-
erty of ODE models.
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