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1. Introduction
The problem of existence and uniqueness of unbounded viscosity solutions of fully nonlinear elliptic or parabolic partial
differential equations set in the whole space Rn has drawn a great deal of attention in the last decade. Some signiﬁcant
progress has, in particular, been reached in the series of papers [1–3]. For example, in [1] the existence and uniqueness
of a viscosity solution of polynomial growth is proved for a broad class of parabolic equations. Furthermore, [8] furnishes
a comparison result between subsolutions growing at most quadratically of second-order Bellman–Isaacs equations; see
also [12]. In addition, numerical methods have been devised and examined in, e.g., [4,13].
This paper deals with viscosity solutions of exponential growth for a large class of parabolic nonlinear equations. We
address the initial-value problem
ut + F
(
t, x,u, Du, D2u
)= 0, (t, x) ∈ Q T , (1)
u(0, x) = u0(x), x ∈Rn, (2)
set in the parabolic cylinder Q T = (0, T ] ×Rn , where F (t, x, r, p, X) is a continuous function admitting a representation of
the form
F (t, x, r, p, X) = sup
γ
inf
δ
[− tr(Aγ ,δ(t, x)X)+ 〈bγ ,δ(t, x), p〉+ cγ ,δ(t, x)r − f γ ,δ(t, x)],
(t, x, r, p, X) ∈ [0, T ] ×Rn ×R×Rn × Sn. (3)
Here, Sn denotes the set of all symmetric n × n matrices equipped with its canonical ordering, i.e., X  Y means that
〈Xξ, ξ〉 〈Y ξ, ξ〉 for all ξ ∈Rn . The indices γ , δ range over sets that are left out notationally. Structure conditions are given
below which entail that F is fully nonlinear and degenerate elliptic. The parabolic equation (1) is referred to as an Isaacs’
equation.
At focus here are the existence and uniqueness of viscosity solutions of (1)–(2) via the comparison principle and Perron’s
method. Generally speaking, besides standard structure conditions on F , a growth restriction on sub- and supersolutions
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for which there are rapidly growing solutions if u0 ≡ 0. The contribution of this paper is the demonstration, under certain
conditions on the coeﬃcients, that the comparison principle holds true among sub- and supersolutions subject to the
condition that |u(t, x)| K exp(k|x|) for all (t, x) ∈ Q T where K ,k are positive constants. We regard exponentially growing
solutions as natural for parabolic equations of the form (1) corresponding to moderately growing nonlinearities F . This
paper constitutes a justiﬁcation of this statement.
Our approach is based on the change of unknown
u(t, x) = v(t, x)eαt+β〈x〉,
where 〈x〉 =√1+ |x|2, and the corresponding substitution of initial function
u0(x) = v0(x)eβ〈x〉,
which transform (1)–(2) into an equivalent initial-value problem
vt + H
(
t, x, v, Dv, D2v
)= 0, (t, x) ∈ Q T ,
v(0, x) = v0(x), x ∈Rn,
described below in (10), (11). For appropriate choices of the parameters α and β (including β > k) and under pertinent
conditions on the coeﬃcients and data (stated in (H0)–(H2) below), v decays exponentially and it turns out below that H
satisﬁes the usual conditions of properness, ellipticity, and structure required for the machinery of viscosity solutions. The
comparison result is presented below in Theorem 5, while the existence and uniqueness are given in Theorem 7 at the end
of the paper.
Potential applications in stochastic control and differential games are rich but are not discussed here. The literature on
these topics is voluminous, see e.g. [5,8,9,14,16–18].
2. Preliminaries and conditions
We recall the deﬁnitions of viscosity solutions and the associated generalized differentials.
Deﬁnition 1. Let either Ω = Q T or Ω = Q T . Let u : Ω → R. The second-order parabolic superjet of u at (tˆ, xˆ) ∈ Ω relative
to Ω is the set P2,+Ω u(tˆ, xˆ) of all (ω, p, X) ∈R×Rn × Sn such that
u(t, x) u(tˆ, xˆ) +ω(t − tˆ) + 〈p, x− xˆ〉 + 1
2
〈
X(x− xˆ), x− xˆ〉+ o(|t − tˆ| + |x− xˆ|2) as Ω  (t, x) → (tˆ, xˆ). (4)
The deﬁnition of the parabolic subjet P2,−Ω u(tˆ, xˆ) is obtained by reversing inequality (4).
The closures of the multivalued mappings P2,+Ω u and P
2,−
Ω u are denoted by P
2,+
Ω u and P
2,−
Ω u, respectively, and are
deﬁned as: (ω, p, X) ∈ P2,±Ω u(t, x) where (t, x) ∈ Ω if and only if there exists a sequence (t j, x j,ω j, p j, X j) such that
(t j, x j,u(t j, x j)) → (t, x,u(t, x)) and P2,±Ω u(t j, x j)  (ω j, p j, X j) → (ω, p, X).
Deﬁnition 2. A viscosity subsolution (supersolution) of (1) is an upper (lower) semicontinuous function u on Q T such that
ω + F (t, x,u(t, x), p, X) 0 (ω + F (t, x,u(t, x), p, X) 0),
whenever (t, x) ∈ Q T and (ω, p, X) ∈ P2,+Q T u(t, x) ((ω, p, X) ∈ P2,−Q T u(t, x), respectively). A function u is a viscosity solution
of (1) if it is both a viscosity subsolution and a viscosity supersolution.
By this deﬁnition, a viscosity solution u is continuous on Q T = [0, T ] ×Rn . The super- and subjets relative to Q T are of
relevance when discussing the initial condition (2) in the viscosity sense. This is done in connection with Perron’s method
in the ﬁnal section.
We analyze the initial-value problem under the following hypotheses on the coeﬃcients. Throughout, ‖E‖ denotes the
Frobenius norm of a matrix E , i.e.,
‖E‖2 = tr(ETE)= tr(EET).
The closed ball of radius R and with center at x is denoted by BR(x). Moreover, BR = BR(0).
(H0) The coeﬃcients Aγ ,δ(t, x) ∈ Sn , bγ ,δ(t, x) ∈Rn , cγ ,δ(t, x) ∈R, and f γ ,δ(t, x) ∈R are continuous functions of (t, x) ∈ Q T .
There exist nonnegative constants C,Λ, and  such that
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〈
bγ ,δ(t, x), x
〉
−C
√
1+ |x|2,
0 cγ ,δ(t, x),
∣∣ f γ ,δ(t, x)∣∣ Ce|x|,
for all indices γ , δ, and all (t, x) ∈ Q T .
(H1) Aγ ,δ(t, x) = Σγ ,δ(t, x)Σγ ,δ(t, x)T for all (t, x) ∈ Q T where Σγ ,δ(t, x) is an n × q matrix. There exist for every R > 0 a
nonnegative constant CR and a modulus mR such that
〈
bγ ,δ(t, x) − bγ ,δ(t, y), x− y〉−CR |x− y|2,∥∥Σγ ,δ(t, x) −Σγ ,δ(t, y)∥∥+ ∥∥Aγ ,δ(t, x) − Aγ ,δ(t, y)∥∥ CR |x− y|,
as well as
∣∣bγ ,δ(t, x) − bγ ,δ(t, y)∣∣|x− y| + ∣∣cγ ,δ(t, x) − cγ ,δ(t, y)∣∣+ ∣∣ f γ ,δ(t, x) − f γ ,δ(t, y)∣∣mR(|x− y|)
for all indices γ , δ, and all t ∈ [0, T ], x, y ∈ BR .
(H2) F ∈ C([0, T ] ×Rn ×R×Rn × Sn) where F is given by (3).
Remark 3. (i) The uniform character of conditions (H0), (H1) with respect to the indices exclude, e.g., Hamilton–Jacobi
equations ut + H(t, x, Du) = 0 in Q T where H(t, x, p) is convex and has superlinear growth in p. For these equations, the
comparison principle between viscosity subsolutions fails. However, uniqueness (without conditions at inﬁnity) nevertheless
holds if H corresponds to a suﬃciently well-behaved variational problem [19–22]. In this case, the only solution in the
class of all continuous viscosity solutions is the associated value function and comparison holds between viscosity solutions
[19,21,22]. In particular, if u is a viscosity solution of ut +H(Du) = 0 in Q T , where H is convex with lim|p|→∞ H(p)/|p| = ∞,
then necessarily
u(t, x) = inf
y∈Rn
(
u(0, y) + tL
(
x− y
t
))
, (t, x) ∈ Q T ,
without any additional conditions on u (such as uniform continuity or growth restrictions); see in particular [20]. Here,
L = H∗ is the Legendre–Fenchel transform of H , and u(0, y) = limt→0 u(t, y) ∈ (−∞,+∞].
(ii) The existence of viscosity solutions of the Isaacs equation in a bounded domain coupled with initial and bound-
ary conditions was obtained in [6] under weak conditions on the coeﬃcients. This was achieved in the absence of the
comparison principle.
(iii) For a given nonlinear function F (t, x, r, p, X) a representation of the form (3) can be constructed provided, in par-
ticular, F is degenerate elliptic and satisﬁes some Lipschitz conditions; consult [15].
As a technical device, we introduce
〈x〉 =
√
1+ |x|2
as a smooth approximation of |x|, its differential being
d(x) = x〈x〉 =
x√
1+ |x|2 .
The Hessian of eβ〈x〉 is βeβ〈x〉M(x, β) where
M(x, β) = 〈x〉−3(〈x〉2 I + (β〈x〉 − 1)(x⊗ x)).
Here, the tensor product between a,b ∈ Rn is denoted by a ⊗ b. Below, a s⊗ b denotes the n × n symmetric matrix whose
entries are 12 (aib j + a jbi), i.e., the symmetrized tensor product. Notice that M(x, β) is positive semideﬁnite when β > 0
since eβ〈x〉 is then a convex function. More precisely, the following holds.
Lemma 4. The matrix M(x, β) is positive deﬁnite as long as β  0. Moreover,
(i) The eigenvalues of M(x, β) are 〈x〉−1, with multiplicity n − 1, and
λn(x) = β|x|
2〈x〉 + 1
〈x〉3 .
(ii) The trace trM(x, β) is an increasing function of |x| with n trM(x, β) < β for all x ∈Rn provided β  n + 1.
(iii) If 0 Aγ ,δ(t, x)ΛI then 0 tr Aγ ,δ(t, x)M(x, β)Λβ provided β  n + 1.
(iv) |d(x) − d(y)| |x− y| for all x, y ∈Rn.
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assume x = 0. It is not diﬃcult to ﬁnd the eigenvalues of the tensor product x ⊗ x. These are 0, with multiplicity n − 1,
and the remaining single eigenvalue is |x|2, with eigenvector x. Consequently, since M(x, β) is a linear combination of the
identity matrix I and x⊗ x, the eigenvalues of M(x, β) are 〈x〉−1 (with multiplicity n − 1) and
λn(x) = 〈x〉−3
(〈x〉2 + (β〈x〉 − 1)|x|2)= β|x|2〈x〉 + 1〈x〉3 .
The trace
trM(x, β) = 〈x〉−3(n〈x〉2 + (β〈x〉 − 1)|x|2)
can be viewed as a function of a = 〈x〉 1 alone, i.e.,
trM(x) = f (a) = na
2 + (βa − 1)(a2 − 1)
a3
, 1 a < ∞.
Let β  n + 1. Then the derivative f ′(a) > 0 when a > 1 since
f ′(a) = a−4((a + β − n)2 − (β − n)2 − 3).
Hence f (a) is an increasing function of a 1 with f (1) = n and lima→∞ f (a) = β .
(iii) Let us drop the superscripts and β . The proof follows easily by recalling from linear algebra that the traces of the
products A(x)M(x) and (ΛI − A(x))M(x) are nonnegative, since every factor is positive semideﬁnite.
(iv) The Jacobian matrix of d(x) is composed of the entries
∂di(x)
∂x j
= 〈x〉
2δi j − xix j
〈x〉3 .
The eigenvalues of the Jacobian matrix are 〈x〉−1 (with multiplicity n − 1) and 〈x〉−3. Since these eigenvalues lie in (0,1],
d is nonexpansive. 
3. The comparison principle
We are now in the position to state and prove our main result.
Theorem 5. Let conditions (H0)–(H2) be fulﬁlled. Let u1 and u2 be a viscosity subsolution and a viscosity supersolution of (1), respec-
tively, such that, for some nonnegative constants k and K ,
∣∣u j(t, x)∣∣ Kek|x| for j = 1,2 and all (t, x) ∈ Q T .
Then the comparison principle is fulﬁlled for (u1,u2), i.e., if u1(0, ·) u2(0, ·) then u1  u2 everywhere in Q T .
Proof. Assume u1(0, ·) u2(0, ·). Let β > max{k, ,n + 1} and α  β2 + Cβ where  and C come from condition (H0). We
change from u j to v j by
u j(t, x) = v j(t, x)eαt+β〈x〉.
Then |v j(t, x)| Ke−(β−k)|x| and v1(t, x) − v2(t, x) 2Ke−(β−k)|x| . We shall prove that v1  v2 in Q T . To this end we need
to investigate carefully the differential inequalities for v j . When setting u(t, x) = v(t, x)eαt+β〈x〉 the appearing ﬁrst- and
second-order derivatives transform according to
ut = eαt+β〈x〉(vt + αv), Du = eαt+β〈x〉
(
Dv + βvd(x)), (5)
D2u = eαt+β〈x〉(D2v + 2βd(x) s⊗ Dv + βvM(x, β)). (6)
Eq. (1) therefore transforms into
eαt+β〈x〉vt + G
(
t, x, v, Dv, D2v
)= 0 in Q T , (7)
where
G(t, x, r, p, X) = αeαt+β〈x〉r + F (t, x, eαt+β〈x〉(p + βrd(x)), eαt+β〈x〉(X + 2βd(x) s⊗ p + βrM(x, β))). (8)
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vt + H
(
t, x, v, Dv, D2v
)= 0 in Q T , (9)
where by (5) and (6)
H(t, x, r, p, X) = αr + sup
γ
inf
δ
[− tr(Aγ ,δ(t, x)(X + 2βd(x) s⊗ p + βrM(x, β)))+ 〈bγ ,δ(t, x), p + βrd(x)〉
+ cγ ,δ(t, x)r − gγ ,δ(t, x)], (t, x, r, p, X) ∈ [0, T ] ×Rn ×R×Rn × Sn. (10)
Here we have set
gγ ,δ(t, x) = e−αt−β〈x〉 f γ ,δ(t, x). (11)
By (H0), |gγ ,δ(t, x)| Ce−(β−)|x| where β > .
For notational simplicity in the proof below, we set
Hγ ,δ(t, x, r, p, X) = αr − tr(Aγ ,δ(t, x)(X + 2βd(x) s⊗ p + βrM(x, β)))+ 〈bγ ,δ(t, x), p + βrd(x)〉
+ cγ ,δ(t, x)r − gγ ,δ(t, x), (t, x, r, p, X) ∈ [0, T ] ×Rn ×R×Rn × Sn.
Hence
H(t, x, r, p, X) = sup
γ
inf
δ
Hγ ,δ(t, x, r, p, X).
We proceed with the proof of the comparison principle. We will apply the standard theory surveyed in the User’s
Guide [7]. To do this we need to show that: (i) H is degenerate elliptic, i.e., H(t, x, r, p, X) H(t, x, r, p, Y ) whenever X  Y ;
(ii) H is proper, i.e., r → H(t, x, r, p, X) is nondecreasing for every (t, x, p, X) ∈ [0, T ] ×Rn ×Rn × Sn; and (iii) H meets the
well-known structure condition of [7].
Condition (i) follows immediately from Aγ ,δ(t, x)  0. To verify (ii) it suﬃces to show that each single Hγ ,δ is proper.
For arbitrary indices and any r < s we have
Hγ ,δ(t, x, r, p, X) − Hγ ,δ(t, x, s, p, X) = (s − r)[−α + β trM(x, β) − β〈bγ ,δ(t, x),d(x)〉− cγ ,δ(t, x)]
 (s − r)[−α + β2 + βC] 0
since trM(x, β) β (see Lemma 4), 〈bγ ,δ(t, x),d(x)〉−C , cγ ,δ(t, x) 0, and α  β2 + Cβ .
Veriﬁcation of the structure condition for H. We estimate the standard difference
H = H
(
t, x, r, λ(x− y), X)− H(t, y, r, λ(x− y), Y )
by applying (H0) and (H1). We shall prove that H satisﬁes the following version of the structure condition: for every R > 0
there exists a modulus ω = ωR,T such that
H −ω
(
λ|x− y|2 + |x− y|) (12)
for all t ∈ [0, T ], x, y ∈Rn , r ∈R, X, Y ∈ Sn , λ 0 subject to the conditions
|x| R, |y| R, |r| R, and −3λ
(
I 0
0 I
)

(
X 0
0 −Y
)
 3λ
(
I −I
−I I
)
. (13)
This can be done by deriving the required estimate for a single arbitrary linear Hγ ,δ (see (10)) in terms of a modulus that
is independent of the indices γ , δ. Indeed, if the Hγ ,δ ’s satisfy the structure condition with a common modulus, then this
condition is preserved under the sup–inf. We set

γ ,δ
H = Hγ ,δ
(
t, x, r, λ(x− y), X)− Hγ ,δ(t, y, r, λ(x− y), Y )
and notice that

γ ,δ
H = − tr
[
Aγ ,δ(t, x)X − Aγ ,δ(t, y)Y ]− 2βλ tr[Aγ ,δ(t, x)(d(x) s⊗ (x− y))− Aγ ,δ(t, y)(d(y) s⊗ (x− y))]
− βr tr[Aγ ,δ(t, x)M(x, β) − Aγ ,δ(t, y)M(y, β)]+ λ〈bγ ,δ(t, x) − bγ ,δ(t, y), x− y〉
+ βr〈bγ ,δ(t, x) − bγ ,δ(t, y),d(x) − d(y)〉+ (cγ ,δ(t, x) − cγ ,δ(t, y))r − (gγ ,δ(t, x) − gγ ,δ(t, y)). (14)
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matrix inequality of (13) from the left by the positive semideﬁnite symmetric matrix
(
Σγ ,δ(t, x)Σγ ,δ(t, x)T Σγ ,δ(t, y)Σγ ,δ(t, x)T
Σγ ,δ(t, x)Σγ ,δ(t, y)T Σγ ,δ(t, y)Σγ ,δ(t, y)T
)
and taking traces preserves the inequality, whence
tr
[
Aγ ,δ(t, x)X − Aγ ,δ(t, y)Y ] 3λ tr[(Σγ ,δ(t, x) − Σγ ,δ(t, y))(Σγ ,δ(t, x) − Σγ ,δ(t, y))T]
= 3λ∥∥Σγ ,δ(t, x) − Σγ ,δ(t, y)∥∥2
 3λC2R |x− y|2 for all (t, x), (t, y) ∈ [0, T ] × BR , (15)
using the equi-Lipschitz continuity of Σγ ,δ .
The second term of the right-hand side of (14) can, for all (t, x) and (t, y) belonging to [0, T ] × BR , be estimated as
−2βλ tr[Aγ ,δ(t, x)(d(x) s⊗ (x− y))− Aγ ,δ(t, y)(d(y) s⊗ (x− y))]−2β(Λ + CR)λ|x− y|2 (16)
since
tr
[
Aγ ,δ(t, x)
(
d(x)
s⊗ (x− y))− Aγ ,δ(t, y)(d(y) s⊗ (x− y))]
= tr[Aγ ,δ(t, x)((d(x) − d(y)) s⊗ (x− y))+ (Aγ ,δ(t, x) − Aγ ,δ(t, y))(d(y) s⊗ (x− y))]
= (d(x) − d(y))TAγ ,δ(t, x)(x− y)+ d(y)T(Aγ ,δ(t, x) − Aγ ,δ(t, y))(x− y)

∣∣d(x) − d(y)∣∣∥∥Aγ ,δ(t, x)∥∥|x− y| + ∣∣d(y)∣∣∥∥Aγ ,δ(t, x) − Aγ ,δ(t, y)∥∥|x− y|
Λ|x− y|2 + CR |x− y||x− y| = (Λ + CR)|x− y|2.
In particular, we have used (H1), |d(y)| 1, and |d(x) − d(y)| |x− y|.
As to the fourth term, directly by (H1),
λ
〈
bγ ,δ(t, x) − bγ ,δ(t, y), x− y〉−CRλ|x− y|2, (t, x), (t, y) ∈ [0, T ] × BR . (17)
Using (H1), the ﬁfth term can be handled as follows:
βr
〈
bγ ,δ(t, x) − bγ ,δ(t, y),d(x) − d(y)〉−βR∣∣bγ ,δ(t, x) − bγ ,δ(t, y)∣∣∣∣d(x) − d(y)∣∣
−βR∣∣bγ ,δ(t, x) − bγ ,δ(t, y)∣∣|x− y|
−βRmR
(|x− y|), (t, x), (t, y) ∈ [0, T ] × BR . (18)
The remaining terms of the right-hand side of (14) can be estimated as follows. Thanks to the equi-continuity hypotheses
on the coeﬃcients stated in (H1) and |r| R , there exists a modulus m˜R such that
−βr tr[Aγ ,δ(t, x)M(x, β) − Aγ ,δ(t, y)M(y, β)]+ (cγ ,δ(t, x) − cγ ,δ(t, y))r − (gγ ,δ(t, x) − gγ ,δ(t, y))
−m˜R
(|x− y|). (19)
In conclusion, adding the lower bounds (15) through (19), H satisﬁes the structure condition in the sense that for any
R > 0 there exists a modulus ω = ωR,T such that (12) is fulﬁlled for all t ∈ [0, T ], x, y ∈Rn , r ∈R, X, Y ∈ Sn , λ 0 fulﬁlling
conditions (13).
We proceed with the comparison principle along the lines of the User’s Guide [7]. We assume to reach a contradiction
that v1(0, ·) v2(0, ·) but sup(v1 − v2) > 0. Then, for some suﬃciently small ε > 0, also
S := sup{v1(t, x) − v2(t, x) − εt: (t, x) ∈ Q T }> 0.
Since (v1 − v2)(t, x) 2Ke−(β−k)|x| , this supremum is attained and for some suﬃciently large R  K we have
S = max{v1(t, x) − v2(t, x) − εt: (t, x) ∈ [0, T ] × BR}
and v1(t, x) − v2(t, x) − εt < S if |x| R . Observe also that |v j(t, x)| K  R .
We set, for λ > 0,
Φλ(t, x, y) = v1(t, x) − v2(t, y) − εt − λ
2
|x− y|2.
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max
{
Φλ(t, x, y): t ∈ [0, T ], x, y ∈ BR
}
 S > 0
for all λ > 0. Let (tλ, xλ, yλ) be a corresponding maximizing point. By the compactness, passing to a subsequence if nec-
essary, we may assume that (tλ, xλ, yλ) converges to a limit which necessarily has the form (t¯, x¯, x¯). Moreover, (t¯, x¯) is a
maximizing point of v1(t, x) − v2(t, x) − εt . Clearly, t¯ > 0 and |x¯| < R . Hence tλ > 0 and |xλ| < R for large λ.
We apply Theorem 8.3 of the User’s Guide to ﬁnd the existence of aλ,bλ ∈R and Xλ, Yλ ∈ Sn such that(
aλ, λ(xλ − yλ), Xλ
) ∈ P2,+Q T v1(tλ, xλ),
(
bλ, λ(xλ − yλ), Yλ
) ∈ P2,−Q T v2(tλ, yλ),
and fulﬁlling the conditions
aλ − bλ = ε, −3λ
(
I 0
0 I
)

(
Xλ 0
0 −Yλ
)
 3λ
(
I −I
−I I
)
.
Hence, using also the fact that H is proper and v1(tλ, xλ) > v2(tλ, xλ), we ﬁnd that
aλ + H
(
tλ, xλ, v1(tλ, xλ), λ(xλ − yλ), Xλ
)
 0, (20)
bλ + H
(
tλ, yλ, v1(tλ, xλ), λ(xλ − yλ), Yλ
)
 0. (21)
Subtracting inequality (21) from (20) and using aλ − bλ = ε we derive
ε + H(tλ, xλ, v1(tλ, xλ), λ(xλ − yλ), Xλ)− H(tλ, yλ, v1(tλ, xλ), λ(xλ − yλ), Yλ) 0.
Since H satisﬁes the structure condition, we infer the standard inequality
ε −ω(λ|xλ − yλ|2 + |xλ − yλ|) 0
for some modulus ω depending on R . It implies ε  0, which is the usual contradiction completing the proof. 
4. Perron’s method
In the ﬁnal section, we demonstrate existence by means of Ishii’s implementation of Perron’s method [7,10]. We show
ﬁrst that (9) admits constant sub- and supersolutions v = −C and v = C , respectively, under appropriate choices of α and β .
We seek to show that v = −C is a subsolution, i.e.,
H(t, x,−C,0,0) 0 in Q T . (22)
Inequality (22) boils down to
−αC + sup
γ
inf
δ
[
C
{
β tr
(
Aγ ,δM
)− β〈bγ ,δ,d〉− cγ ,δ}− gγ ,δ] 0. (23)
Assuming (H0)–(H2), we estimate the left-hand side of (23) (without the sup–inf) from above for β > max{k, ,n + 1} and
C  0:
−αC + C{β tr(Aγ ,δ(t, x)M(x, β))− β〈bγ ,δ(t, x),d(x)〉− cγ ,δ(t, x)}− gγ ,δ(t, x) C(−α + β2Λ + βC + 0)+ C .
Thus, the inequalities
β >max{k, ,n + 1}, α > β2Λ + βC and C > C
α − β2Λ− βC (24)
ensure that −C is a subsolution of (9).
One ﬁnds similarly that v = C is a supersolution of (9) if (24) is fulﬁlled.
Let now u0 be a given continuous function with |u0(x)|  Kek|x| where K and k are nonnegative constants. Taking
into account the initial condition (2) for (1), one checks easily that u(t, x) = Ceαt+β〈x〉 and −u(t, x) = −Ceαt+β〈x〉 are a
supersolution and a subsolution, respectively, of (1)–(2) provided (24) and C  K . Indeed, one has
ut + F
(
t, x,u, Du, D2u
)
 0 in Q T , u(0, x) u0(x) in Rn,
and the reverse inequalities hold for −u. We have now the infrastructure for proving the existence of solutions of (1)–
(2) by means of Perron’s method [7,10]. To this end, let S be the set of all functions w on Q T subject to the bound
|w| u, whose upper semicontinuous envelopes w are viscosity subsolutions of (1) satisfying the initial condition (2) in
the viscosity sense, i.e.,
min
{
wt + F
(
0, x,w, Dw, D2w
)
,w(0, x) − u0(x)
}
 0
in {0} ×Rn . We notice that S is nonempty since −u ∈ S.
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Proof. Suppose on the contrary that w(0, x¯) > u0(x¯) for some w ∈ S and some x¯ ∈ Rn . Then there exists 0 < r < T such
that w(t, x) > u0(x) when (t, x) ∈ [0, r] × Br(x¯). Choose a sequence ω j → ∞ satisfying
ω j > sup
{−F (t, x,w(t, x), j(x− x¯), j I): (t, x) ∈ [0, r] × Br(x¯)}, (25)
and consider a maximum point (t j, x j) of
[0, r] × Br(x¯)  (t, x) → w(t, x) − j|x− x¯|2/2−ω jt.
Then (t j, x j) → (0, x¯) and so for large j we have 0 t j < r and |x j − x¯| < r as well as (ω j, j(x j − x¯), j I) ∈ P2,+Q T w
(t j, x j). For
each suﬃciently large j, we distinguish between two cases: (i) 0 < t j < r, and (ii) t j = 0. Case (i): Since w is a viscosity
subsolution and (ω j, j(x j − x¯), j I) ∈ P2,+Q T w(t j, x j) it holds that
ω j + F
(
t j, x j,w
(t, x), j(x j − x¯), j I
)
 0,
which evidently contradicts inequality (25). Case (ii): Now the initial condition in the viscosity sense is in force, whence
min
{
ω j + F
(
0, x j,w
(0, x j), j(x j − x¯), j I
)
,w(0, x j) − u0(x j)
}
 0.
This inequality is inconsistent with (25) and u0(x j) < w(0, x j). 
We deﬁne
u(t, x) = sup
w∈S
w(t, x), (t, x) ∈ Q T .
Then u is still a subsolution satisfying the initial condition in the viscosity sense (see, e.g., §4 and §7 of [7]). In particular,
u(0, x) u0(x) for all x ∈ Rn by Lemma 6. On the other hand, by Perron’s method, the lower semicontinuous envelope u
is a supersolution of (1) satisfying the initial condition in the viscosity sense, i.e.,
max
{
(u)t + F
(
0, x,u, Du, D
2u
)
,u(0, x) − u0(x)
}
 0
in {0} ×Rn . Similarly as above, u(0, x) u0(x) for all x ∈Rn .
By Theorem 5, comparison is fulﬁlled between sub- and supersolutions of at most exponential growth. Therefore, u  u
since initially u(0, x)  u0(x)  u(0, x). Thus u ∈ C(Q T ) is a viscosity solution of (1)–(2) with the exponential bound
|u|  u. Furthermore, u is the unique viscosity solution of exponential growth again thanks to the comparison principle
for exponentially growing sub- and supersolutions. We present a theorem summarizing the existence and uniqueness of
viscosity solutions of exponential growth.
Theorem 7. Let (H0)–(H2) be fulﬁlled and let the initial datum u0 be a continuous function such that |u0(x)| Kek|x| where K and k
are nonnegative constants. Then the Cauchy problem (1)–(2) possesses a unique viscosity solution of exponential growth.
We close the paper with a question. It is well-known that solutions of the Cauchy problem for the heat equation in Q T
fulﬁlling |u(t, x)|  Aea|x|2 are unique. Under (H0)–(H2), does the comparison principle for (1) hold under weaker growth
conditions than |u(t, x)| Kek|x| employed in this paper?
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