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RESUMO 
Apresen~amos uma pesquisa realizada com o obje~ivo de criar uma 
nova ~écnica a ser u~ilizada para melhorar a e~iciência de 
sistemas especialistas baseados em representação por regras. A 
técnica proposta é a combinação da avaliação parcial e in~rodução 
automá~ica de con~role em um único engenho de in~erência. 
Tra~aremos das di~iculdades de se introduzir con~role explíci~o 
em sis~emas especialis~as. Mostraremos alguns algoritmos baseados 
em aval i ação parei al que aumentam em mui ~o a e~ i ciência des~es 
sistemas. -Demonstraremos com um caso simples a nova técnica 
proposta. 
ABSTRACT 
A research f'or 'lhe creat.ion of' a new t.echnique t.o improve 'lhe 
ef'f'iciency of' expert. syst.ems, based on represent.at.ion by rule. 
is present.ed. The new t.echnique. which is proposed, combines 
part.ial evaluat.ion and 'lhe aut.omat.ic int.roduct.ion o~ cont.rol in 
a si ngl e i n~erence engi ne. We wi ll deal wi t.h di f'f'i cul t.i es t.o 
int.roduce explicit. cont.rol in expert. syst.ems, and we will show 
some algorit.hms based on part.ial ev&luat.ion. which increases t.he 
e~~icience o~ t.hese syst.ems. Using a simple case we will describe 
'lhe n~w propos~d t.echnique. 
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INTRODUÇ~O 
Na In~eligência Ar~i~icial. o con~role e~e~ivo de in~erência é um 
problema muit.o crí~ico. At.é mesmo para problemas rela~ivament.e 
simples. se a inf"erência não t'or direcionada. pode ocorrer uma 
explosão combinaLÓria no número de dif"erent.es esLrat.égias 
possíveis. 
Para cont.ornar est.a explosão combina~Ória. a maioria dos 
sis~emas especialist.as desenvolvidos usam in~ormação de 
cont.role dependen~e do domínio. Por exemplo. execut..am as 
condições na ordem em que aparecem nas premissas das regras e 
~ 
usam as regras na ordem em que aparecem na base de conheciment..os. 
Há vários problemas com es~e ~ipo de con~role. Nest..e caso. t.emos 
que a melhor ordem para resolver uma conjunção depende da quest.ão 
envolvida e. porLan~o. ~requent.ement.e inconvenient.e ou 
impossível dar t.oda inf"ormação de cont.role necessário para um 
domínio. Um ou~ro problema é que a part..e "in~eligen~e" do 
sis~ema. ou seja. a escolha da es~rat.égia a ser u~ilizada é 
f"ornecida pelo engenheiro do conheciment.o Cpessoa responsável 
para aliment.ar a base de conheciment.os). Seria in~eressan~e que 
o con~role f"osse independent.e do domínio pois. des~a f"orma. o 
próprio especialis~a seria responsável pela cons~rução e 
J manu~enção da base de conhecimen~os. 
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O objet.ivo dest.e t.rabalho é apresent.ar uma nova abordagem. 
independent.e do domínio. para o problema da explosão 
combinat.Ória. aument.ando consequent.ement.e a eficiência dos 
sist.emas especialist.as baseados em represent.ação por regras. A 
t..écnica propost.a , e a combinação da avaliação parcial e 
i nt.rodução do cont.role para engenhos de inferência com 
encadeament.o regressivo. 
Embora est.as t.écnicas já t.enham sido est.udadas no cont.ext.o de 
sist.emas especialist.as. não conhecemos nenhum t.rabalho que 
procurasse combiná-las. 
A abordagem ut.ilizada é a int.rodução aut.omát.ica do cont.role 
at.ravés do conheciment.o que o sist.ema possui sobre objet.os e 
sobre a área de at.uação. obt.idos a part.ir da avaliação parcial da 
base de conheci ment.os. O resul t.ado ...... sao as regras da base de 
conheciment.os com as premissas ordenadas para execução. 
Temos que t.odo sist.ema especialist.a int.roduz cont.role na 
base de conheciment.os. Ent.ret..ant.o. os usuais o fazem na fase da 
consul t.a. A t.écnica propost.a t.ant.ará fazê-lo na fase da 
aquisição. Dest.a for ma. o si st.ema f i c ar á mui t.o mais rápido na 
fase da consult.a. pois part.e das operações necessárias nest.a fase 
já t.erão sido realizadas durant.e a aquisição. 
Devido ao recen~e in~eresse por In~eligência Ar~i~icial na 
maioria dos cursos de Ciência de Compu~ação. acredi~amos que 
pelo menos par~e dos in~eressados nes~a ~ese desconhecem o 
assun~o em ques~ão. Des~a maneira. começaremos o capí~ulo 1 
de~inindo concei~os elemen~ares sobre sis~emas especialis~as. 
res~ringiremos a noção de in~eligência para nosso con~e~o. 
discu~iremos a represen~ação do conhecimen~o usando regras. 
mos~raremos o ~uncionamen~o de sis~emas especialis~as que par~em 
de hipó~eses e ~en~am demons~rar sua validade CProvadores) 
usando mé~odo de in~erência baseado no modus ponens. 
No capí~ulo a discu~iremos a avaliação parcial. veremos 
alguns ~rabalhos de ou~ros au~ores e mos~raremos alguns 
algori~mos "' que aumen~am em mui~o a e~iciência dos sis~emas 
especialis~as. 
No capí~ulo 3 ~ra~aremos das di~iculdades de se in~roduzir 
au~oma~icamen~e· con~role explíci~o em sis~emas especialis~as. 
discu~iremos alguns ~rabalhos publicados e demons~raremos. 
com um caso simples. a maneira de se combina r con~r ol e com 
avaliação parcial. 
No capí~ulo 4 apresen~aremos as conclusões ob~idas e algumas 
propos~as para ~u~uras pesquisas. 
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CAP!TULO 1 
SISTEMAS ESPECIALISTAS 
1.1 DEFINIÇ~O E CARACTER!STICAS 
A Inteligência Arti~icial CI.A) surgiu em meados da década de 50, 
como um ramo da Ciência da Computação com o propósito principal 
de entender a inteligência humana e desenvolver sistemas que. com 
base em seus conhecimentos. desempenhem tarefas intelectualmente 
difíceis. 
Dentre os tópicos de pesquisa da Inteligência Artificial. 
destaca-s..-, o ..-,studo dos sistemas especialistas. os 
demonstrado resultados práticos bastante úteis. 
quais têm 
Os sistemas especialistas CS. E.) são programas que comportam-se 
como os especialistas humanos 
conhecimento. A maioria dos 
em domínios 
problemas em 
especÍ~icos 
um domínio 
do 
de 
especialidade não tem uma solução baseada em algoritmos devido a 
complexidade do contexto. das informações incompletas e inexatas. 
Portanto. os sistemas especialistas. trabalhando em áreas 
restritas do conhecimento. são capazes de resolver problemas 
para os quais não existem algoritmos que levem forçosamente à 
solução. Porém. isto não significa que os sistemas especialistas 
não sejam baseados em algoritmos. e sim. que seus algoritmos 
podem não encontrar a solução do problema proposto. No pior caso. 
podem até encontrar soluções erradas. 
Assim como os sistemas especialistas, os especialistas humanos 
também tentam resolver problemas para os quais não existem 
procedimentos mecânicos para se chegar à solução. Neste caso. os 
seres humanos também correm o r i sco de chegar à soluções 
erradas. Para medir o desempenho de um especialista há vários 
critérios, tais como: porcentagem de acertos, capacidade de 
evitar erros de conseqüências graves, reconhecimento das próprias 
1 imitações, entre outros [ Hayes-83). Geral mente são aplicadas 
v ar i antes destas métricas par a medi r a qualidade dos algoritmos 
utilizados na construção de sistemas especialistas. 
Os sistemas especialistas vem sendo comercializados e usados por 
pro~issionais de suas áreas. Seus desempenhos competem com os de 
pro~issionais humanos. Uma característica mui to importante 
, 
e a 
rapidez com que as respostas devem ser obtidas. 
1.1.1 ARQUITETURA DE SISTEMAS ESPECIALISTAS 
A maioria dos sistemas especialistas contém uma base de 
conhecimentos, um módulo de interpretação da consulta, um sistema 
de controle, um engenho de in~erencia e um módulo de coleta de 
evidências. Seus componentes estão organizados de acordo com a 
estrutura mostrada na ~igura 1.1. 
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Base de 
Conheciment.os 
Cont.role 
Consult.as 
Int.erpret.ador 
de Consult.as 
Evidências 
Colet..or de 
Evidências 
Engenho de 
Inferencia Solução 
Figura 1.1 Arquit.et.ura de um sist.ema especialist.a 
Para ent.endermos melhor como os sist.emas especialist.as t.rabalham, 
vamos a seguir definir alguns concait.os envolvidos e descrever 
cada um de seus component..es. 
1.1.2- DESCRIÇ~O DOS COMPONENTES 
ÁREA DE ATUAÇ~O é um conjunt.o de objet.os, caract.eríst.icas e 
relações que int.eressam a um especialist.a. Os objet.os da área de 
at.uação podem ficar em diferent..es est.ados, sendo que um dado 
est.ado é definido por um conjunt.o de at.ribut.os. Cada um dest.es 
at.ribut..os é denominado coordenada adjet.iva. O produt.o cart.esiano 
das coordenadas adjet..i vas forma um espaço. Os di versos pont.os 
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des~e espaço represen~am es~ados. 
As coordenadas adj e~i vas es~ão assoei adas ' as propriedades dos 
obje~os. En~re es~as propriedades, podemos ci~ar as seguin~es: 
SITUAÇl(O EPISTEMOLóGICA: especif'ica o que se conhece sobre o 
obje~o. 
INTEGRIDADE: mos~ra se os obje~os es~ão in~eiros ou quebrados, 
mon~ados ou desmon~ados, e~c. 
RELAÇl(O indica como dois ou mais obje~os es~ão relacionados 
uns com os out.ros. Algumas relações t.ípicas são 
igualdade, semelhança, dis~ância, e~c. 
QUALIDADE é qualquer propriedade envolvendo um Único obja~o. 
Exemplos: cor, posição, dis~ância, e~c. 
Um sist.ema f'ormado pelos objet.os da área de at.uação não pode 
es~ar em dois es~ados ao mesmo ~empo. Além dis~o. o sis~ema pode 
mudar de est.ado. Diz-se, ent.ão, que ocorreu uma ~ransição. Quando 
a t.ransição é provocada pelo especialis~a. ela é denominada ação. 
Os sis~emas são classif'icados de acordo com as 
realizadas. 
t.ransições 
Os sis~emas especialis~as ~rabalham da seguin~e maneira: dado um 
es~ado inicial e um es~ado me~a. os sis~emas especialis~as ~en~am 
encon~rar uma seqüência de t.ransições que levam do es~ado inicial 
ao es~ado met.a. Se os est.ados des~a seqüência es~iverem t.odos ao 
longo de um eixo de coordenadas epis~emológicas, diz-se que o 
sis~ema especialis~a es~á f'azendo um diagnós~ico. Se as 
t.ransiçÕes levarem a es~ados ao longo de eixo de in~egridade 
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crescen~e. o sis~ema es~ará ~azendo uma con~iguração ou sín~ese. 
Se as ~ransições levarem a es~ados de in~egridade decrescen~e. 
en~ão ~aremos um sis~ema analisador. Na prá~ica não exis~em 
sis~emas puros. ou seja, que provoquem ~ransições ao longo de 
um Único eixo. Por exemplo. um sis~ema de diagnós~ico pode 
precisar realizar análises. 
A BASE DE CONHECIMENTOS é geral men~e compos~a de uma enorme 
quan~idade de pequenos módulos independen~es uns dos ou~ros. 
Es~es módulos con~ém descrições de obje~os. de es~ados. relações. 
t.ransições possíveis em uma área de at.uação, et.c. Nos sis~emas 
especialist.as. est.a descrição -e realizada em uma 
linguagem apropriada C linguagem de represent.ação do 
conheciment.o) [ Tani mot.o-87J. Nest.e t.rabalho t.rat.aremos de 
sist.emas especialist.as que ut.ilizam regras. Frequent.ement.e. 
u~iliza-se uma linguagem ~ormal. 
Em princípio, nada exist.e na base de conheciment.os que 
especi~ique a ordem em que est.as descrições devem ser ut.ilizadas. 
CONSULTA é a especi~icação. em geral incomplet.a. do est.ado me~a. 
Quando a consul t.a é incompleta. o sist.ema deve complet.á-la por 
meio de pressuposições. Temos várias ~ormas de consul t.as, como 
por exemplo: 
LISTA DE HIPÓTESES A base de conheciment.os possue embu~idas 
algumas hipót.eses sobre a ~orma do est.ado 
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PREDICADOS 
PERGUNTAS 
me~a. Nes~e caso. a consul~a é um pedido 
para que o sis~ema escolha a hipó~ese 
corre~a. 
são condições indicando as relações 
obje~os devem sa~is~azer no es~ado me~a. 
que os 
são pedi dos de in~ormação. Na maior par~e das 
vezes é necessário realizar um di agnós~i co par a 
responder às pergun~as. 
Vários obje~os descri~os na base de conhecimen~os são genéricos. 
Quando o si s~ema especial i s~a ~en~a responder a uma consul ~a 
para. por exemplo. ~azar um diagnós~ico. ele deve subs~i~uir os 
obje~os genéricos por ocorrências par~iculares Cna secção 
1.3.2 de~iniremos obje~os genéricos/iden~i~icados e de~erminados). 
Vejamos um exemplo concre~o para en~ender es~e caso. Pacien~e. em 
um si s~ema especial i s~a de doenças i n~ecci asas. é um obj e~o 
genérico da área de a~uação. Quando o sis~ema es~iver ~ant..ando 
responder a uma consul~a. ele precisará saber qual pacien~e es~á 
sendo diagnos~icado. Torna-se. pois. necessário subs~i~uir o 
obj e~o genérico "Paci en~e" por uma ocorrência bem de~er minada 
des~e obje~o. A subs~i~uição de obje~os genéricos por ocorrências 
é. na maior par~e das vezes. realizada por um processo dedu~ivo 
sobre a base de conhecimen~os. Porém. nem sempre es~e processo é 
suficien~e. Às vezes. o compu~ador pode precisar realizar uma 
pesquisa que pode ~er 
sensoriamen~o. 
a forma 
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de um ques~ionário ou 
O ENGENHO DE INFER~NCIA é um algori~mo de raciocínio au~omatizado 
que permite :fazer deduções a respeito do conteúdo da base de 
conhecimentos e da consulta solicitada. Caso algum objeto da área 
de atuação precise ser iden~i:ficado. o engenho de in:ferência 
realiza es~a iden~if'icação com auxílio do módulo de colet-a de 
evidências. o engenho de in:ferência deve trabalhar 
au~oma~icamen~e. ou seja. ob~er respos~as pela ação de 
procedimentos invisíveis ao usuário. Além dis~o. ele deve 
~rabal har de uma :forma i ndependen~e do conteúdo da base de 
conhecimentos. 
O engenho de in:ferência precisa de algum tipo de CONTROLE que lhe 
indique a ordem em que ele deve usar os vários módulos da base de 
conhecimen~os e os momentos em que ele precisa coletar 
evidências. Podemos ter dois ~ipos de controles e~ernos ao 
sistema: 
1) Con~role :fornecido pela pessoa que construiu a base de 
conhecimen~os: Nes~e caso. o sis~ema especialista ~rabalharia de 
uma maneira mui~o semelhan~e a de um programa convencional. De 
:fa~o. o programa convencional possui módulos descri~ivos 
independentes uns dos outros C isto é. as es~ru~uras de dados. as 
:fórmulas aritméticas) e um con~role ' que e :fornecido pelo 
programador. Exemplos de controle :fornecido pelo programador em 
programa convencional são: IF-THEN-ELSE. FOR-DO. WHILE-00. 
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REPEAT-UNTIL, CALL, RETURN, GO TO, e~c. 
2) Con~role cole~ado na :forma de eviaencia. Nes~e caso, o 
engenho de in:ferência realizaria uma série de passos mudando 
sequencialmen~e de es~ado e ~en~ando minimizar as di:ferenças 
en~re a si~uação presen~e e o es~ado desejado. Es~e est-ado 
desejado seria uma re:ferência. Es~a maneira de ~rabalhar ' e 
:frequen~emen~e encon~rada na na~ureza e em disposit-ivos 
:fabricados pelo homem, ~ando recebido o nome de ":feedback". 
Na maneira como eles são en~endidos pela maioria das pessoas, os 
~ermos que de:finimos são vagos e a~é con:fli~an~es. E: port-ant-o 
inviável ~rabalhar com es~es ~ermos em sua :forma bru~a. Assim 
sendo, procuramos nes~a secção res~r i ngi r a semân~i c a des~es 
~ermos, de :forma que eles pudessem ser ~ra~ados mais :facilmen~e 
por :formalismos compu~acionais. Ent-re os ~ermos que so:freram 
res~rição de semân~ica ~emas: sis~emas especialis~as, area de 
a~uação, es~ado, coordenadas adje~ivas, me~a. diagnós~ico, 
consul~a. pesquisa, base de conhecimen~os e ~ransição. Observemos 
que a ~erminologia assim res~rit-a aplica-se apenas a sist-emas 
especialis~as. 
Vejamos resumidament-e a gênese e o :funcionament-o dos sist-emas 
especialis~as. 
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1.1. 3 G~NESE E FUNCIONAMENTO 
Inicialmen~e. programadores cons~roem o engenho de in~erência, o 
módulo de cole~a de evidências, o gerador de con~role e o 
in~erpre~ador de consul~as, ~armando-se assim, a CONCHA do 
sis~ema especialis~a. A concha é usada em duas ~ases: 
1~ Fase - Aquisição do conhecimen~o: Nes~a ~ase, uma pessoa, 
que por convenção é chamado de engenheiro do conhecimen~o. coloca 
na base de conhecimen~os as in~ormações necessárias para se ter 
um bom desempenho na área de a~uação. Con~orme vi mos, estas 
in~ormações ~êm um carac~er descri~ivo. 
Fase Fase de consul ~a. Admi ~amos que o si s~ema se 
des~ine a ~azar diagnós~ico. Uma pessoa, o usuário ~inal, 
apresen~a uma pergun~a sobre um problema que deseja ver 
resolvido. O in~erpre~ador de consul~as ~rans~orma a pergun~a em 
um conjun~o de obje~os cuja si~uação epis~emológica , e 
desconhecida.. Em seguida, o engenho de in~erência escolha, na 
base de conhecimen~os, as descriçÕes que lhe ~orneçam os 
el emen~os necessários par a uma série de passos dedutivos • que 
levem a es~ados nos quais a si~uação epis~emológica dos obje~os 
da consul~a sejam conhecidos. O con~role se responsabiliza para 
que as consul~as à base de conhecimento sejam corretas, para que 
os resul~ados ob~idos sejam en~regues a algori~mos apropriados. 
~ando a consul~a a base de conhecimen~os não é su~iciente para 
alimentar o processo dedu~ivo, o con~role dispara o módulo de 
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cole~a de evid~ncias. Se ~udo correr bem. o sis~ema responde a 
consul~a de maneira sa~is~a~Ória. 
1.2 RESTRINGINDO A NOÇ~O DE INTELIG~NCIA 
Gos~aríamos de en~a~izar um pon~o. Con~orme bem observou Werner 
Jaeger [ Jaeger-86]. noções como a de i n~el i gênci a ... sao mui~o 
abrangen~es. englobando uma ampla gama de concei~os mais simples, 
alguns a~é divergen~es .. No es~ado a~ual de nossa ~ecnologia, 
quase impossível ~rabalhar com noções des~e ~ipo no compu~ador. 
, 
e 
E:, por~an~o. necessário res~ring.í-las. Foi o que ~izemos com 
i n~el i gênci a. longo des~e ~rabalho. consideraremos 
in~eligência como sendo a capacidade de gerar o cont,role 
necessário para u~ilizar uma base de conhecimen~os compost,a de 
descrições modulares. Den~ro des~a abordagem 1 i mi ~ada, a 
in'teligência será 'tan'to menor quan~o mais ajuda ex'terna o 
sis'tema especialis~a precisar para gerar o re~erido con'trole. 
Considera-se. 'também, que o sis~ema 'tenha uma baixa in'teligência 
se o con'trole. embora gerado sem qualquer auxílio, ~or de pouca 
so~is'ticação. 
A maior par~e dos pesquisadores que ~rabalham com In'teligência 
Art,i~icial, quando começam a discu~ir implemen~ação, acabam por 
delimi~ar a noção de in~eligência. Em ou~ras palavras. quando a 
discussão é realizada a nível ~ilosó~ico e especula~ivo. a noção 
de in'teligência é bas~ant,e ampla. Porém, quando decide-se colocar 
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a in~eligência na máquina, ela se ~orna bem res~ri~a.Vamos deixar 
claro que ao de~inirmos in~eligência de ~orma ~ão res~ri~a. não 
es~amos agindo de ~orma mui~o di~eren~e de ou~ros pesquisadores. 
Ado~aremos a pos~ura de que o sis~ema especialis~a exibe 
int.eligência se, para qualquer base de conheciment.os dent.ro da 
área de a~uação, ele consegue gerar o controle at.ravés de metas 
int.ernas. Este processo é chamado de "pullback" pelas pessoas que 
~rabalham com Int.ellgência Art.i~icial [Negoita-86]. 
1.3 REPRESENTAÇ~O POR REGRAS 
1. 3.1 EXEMPLO DE BASE DE CONHECIMENTOS USANDO REGRAS 
Exis~em dezenas de mé~odos que podem ser u~ilizados para realizar 
a descrição do con~eúdo da base de conheciment.os. Dest.es mét.odos, 
a represen~ação por regras é a mais popular. A sint.axe usada 
nas linguagens que usam est.e tipo de represent.ação podem sorrer 
pequenas variações. Uma possibidade é a seguint.e: 
1: deve_t.omarC Pacient.e, Medicament.o) se 
sin~omaC Pacien~e. S), & 
suprime( Medicament.o, S) & 
não cont.ra_indicadoC Medicament.o, Pacient.e). 
2: cont.ra_indicadoCX, Pacient.e) se 
agravaCX, Doença) & 
sorreC Pacient.e, Doença). 
3: suprimeCaspirina, dor). 
4: suprimeClomo~il, diarréia). 
6. agrava( aspirina. Úlcera). 
6. agrava( lomo~il, cirrose). 
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1. 3. 2 COMPONENTES DAS REGRAS 
Cada bloco precedido por um int.eiro é denominado regra. Cada 
regra e um pequeno módulo descrit.ivo independent.e. em 
princípio, de t.odos os out.ros. Cada regra é compost.a de pequenas 
unidades denominadas est.rut.uras. No exemplo, as est.rut.uras são 
represent.adas por um funt.or seguido de argument.os ent.re 
parênt.eses. Seja, por exemplo, a est.rut.ura 
"sint.omaCPacient.e.X)". O funt.or a palavra "si nt.oma". Os 
argument.os ..... sao "Pacient.e" e "X". As est.rut.uras podem ser 
informalment.e associadas a frases simples das linguagens humanas. 
Por exemplo, "cont.ra_indicadoCX,Pacient.e)" pode ser int.erprat.ado 
como "X é cont.ra indicado para Pacient.e". 
Os objet.os que aparecem como argument.os das est.rut.uras podem 
pert.encer a t.rês cat.egorias: genéricos, ident.if'icados e 
det.er minados. 
- Objet.os genéricos represent.am os membros de t.oda uma classe. 
Usaremos a convenção de represent.á-los por palavras que começam 
com let.ra maiúscula. Um objet.o genérico da regra 1 é "Paciant.e". 
Os objet.os ident.ificados são aqueles que represent.am um 
Único membro de uma classe. Exemplo: a palavra "aspirina" qua 
aparece na regra 3. 
Os objet.os det.erminados são quaisquer objet.os genéricos aos 
quais se r e f e r i u ant. es. Os obj et.os det.er minados i nt. r oduzem a 
enorme di f i cu! dade de serem associados com cont.ext.os. Nest.e 
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t-rabalho não pret-endemos at..acar o problema de manut..enção de 
cont..ext..o. 
1. 3. 3 SEMÂNTICAS DAS REGRAS 
As est..rut..uras são combinadas por meio de conect..ivos para formar 
regras. Os conect..ivos mais comuns são "&",. "s:e" • "ou••. 
I nf'ormal ment..e dá-se a est..es conect..i vos um si gni f' i cado que não 
difere muit..o daquele que eles possuem no port..uguês. Por exemplo. 
regra 1 pode t..er o seguint-e significado inf'ormal: "um Pacient-e 
deve t..omar um dado Medicament-o se o Pacient-e tem um sint..oma s. se 
o medicament-o suprime S e o medicament-o não é cont..ra_indicado 
para o Pacient-e". Not..e que est..a semânt..ica inf'ormal é suf'iciente 
para orient..ar o engenheiro de conheciment-os na const..rução da base 
de conheciment-os e para servir de document-ação. Temos que ela é 
apenas uma aproximação da semânt..ica verdadeira. 
As semânt..icas que os sist..emas especialist-as realment-e usam são de 
def'inição bast..ante complexa e variam enormement-e de sistema para 
sist..ema. Elas podem. entret..ant..o. ser divididas em três 
cat..egor i as. 
1) Temos sist..emas que vêem as regras como sent..enças lÓgicas 
utilizadas para verif'icar hipót..eses. Nest..e caso. ....... as regras sao 
associadas a algum mét..odo de inferência para fazer demonst-rações. 
Est..as demonst-rações servem. por exemplo. para escolher uma ent..re 
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diversas h i pót.eses. Chamar amos de PROVADORES os si st.ernas que 
~uncionam dest.a maneira. Nest.e t.rabalho. a t.écnica desenvolvida 
aplica-se a est.a classe de sist.emas especialist-as. 
2) Na segunda. cat.egoria. as regras são vist.as como sendo 
sent.enças lÓgicas ut.ilizadas para t.irar conclusões e deduzir 
~a.t.os. Nest.e caso não se t.em hipót.eses. Aos sist.emas dest.a 
cat.egori'a. daremos o nome de SISTEMA DE DEDUÇ~O. 
3) Há engenhos de in~erência que vêem as regras como 
pares de sit.uação-ação. A ação ~ica do lado esquerdo do 
conect.ivo "se". A sit.uação é descrit.a pelas est.rut.uras que est.ão 
do lado direit.o. Tradicionalment-e. est.es sist.emas são conhecidos 
como SISTEMAS DE PRODUÇ~O. 
Em sist.emas especialist.as reais. há diversos complicadores nas 
regras. Cert.as regras podem t.er. por exemplo. alguma indicação a 
respeit.o do grau de confiança que se t.em nelas. Não incluiremos 
t.ais complicadores nest.e t.rabalho. pois serviria apenas para 
dist.rair nossa at.enção do problema principal que a a avaliação 
parcial e a int.rodução aut.omát.ica de cont.rola. 
1.4 PROVADORES 
Vimos na seção 1.3 que provadores são sist.emas especialist.as que 
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par~em de hipó~eses e ~en~am demons~rar sua validade. Para 
~azer is~o. eles precisam de algum mé~odo de in~erência. Vários 
já ~oram propos~os. dos quais podemos ci~ar os mais populares: 
Mé~odos originários do Cálculo de Predicados. 
Temos vários mé~odos; porém. os mais in~ui~ivos são aqueles 
baseados no modus ponens. 
In~erência Bayesiana. 
Es~e an~igo mé~odo es~a~ís~ico é bas~an~e popular en~re os 
que ~rabalham com sis~emas especialis~as aplicados à geologia 
e à engenharia. 
Teoria das Crenças de Demps~er-Sha~~er. 
Mais ~lexível do que a in~erência Bayesiana. sendo o mais 
di~undido dos mé~odos de in~erência u~ilizados em 
provadores CTanimo~o-87]. 
Discu~iremos apenas a in~erência baseada em Cálculo de 
Predicados. pais desüjamos apenas dar uma idéia do ~uncianamen~a 
de um ma~or de in~erância. a ~im de tornar mais claras as 
contribuiçÕes deste trabalho. Ao leitor interessado em 
~eoria das crenças, aconselhamos a leitura de um dos ~rabalhas de 
Sha~~er [Sha~~er-87]. No caso de in~erência bayesiana. o primeiro 
ar~igo sobre o assunto ~oi publicado por Duda CDuda-76]. 
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1. 4.1 INFER~NCIA BASEADA EM CALCULO DE PREDICADOS 
Daremos agora uma idéia in~ui~iva de uma das mui~as maneiras que 
um engenho de in~erência poderia usar para demons~rar uma 
hipó~ese. u~ilizando-se de uma base de conhecimen~os expressa em 
~ermos de regras. Admi~amos que as regras possam ser consideradas 
sen~enças de Cálculo de Predicados. e que as seguin~es regras 
es~ejam na base de conhecimen~os. 
1: amigoCX. joão) se amigoCX. paul o). 
2: não amigoCpedro. joão). 
hipó~ese: não amigoCpedro. paulo). 
O conec~ivo "se" pode ser considerado uma implicação. As 
variáveis genéricas -sao consideradas como universalmen~e 
quan~i~icadas. Pode-se acrescen~ar. por~an~o. as seguin~es regras 
de in~erência à base de conhecimen~os. 
rt: Lei da Con~raposição: 
A sentença P se Q permite deduzir que não Q se não P. 
rz: In~erpre~ação de variável universalmen~e quan~i~icada. 
Toda variável universalmen~e quan~i~icada pode ser 
subs~i~uida por uma cons~an~e. 
ra: Modus Ponens. A regra p + q permi ~e que se escreva o 
consequen~e "p" de uma implicação em uma linha de prova se 
o an~eceden~e "q" ~iver aparecido na linha an~erior. 
[ Gries-91 l. 
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Para provar a hipót.ese. começamos por negá-la. Se. com isso. 
chegamos a uma cont.radição. a hipót.ese é verdadeira. Est.e mét.odo. 
originado da redução ao absurdo CNilsson-82. Robinson-65] da 
ant.iga geomet.ria. forma a base da maioria dos provadores de 
t.eoremas ut.ilizados em Int.eligência Art.ificial. 
Vamos provar que a hipót.ese não amigoCpedro. paulo) é verdadeira. 
Usando Crz) e C1) podemos concluir que: 
3: amigoCpedro.joão) se amigoCpedro. paulo). 
Usando Crt) e (3) 'lemos que: 
4: não amigoCpedro.paulo) se não amigoCpedro.jÕao). 
Da (2) e (4) a modus ponens. conclui mos que não 
amigoCpedro.paulo). ou seja. a hipót.ese é verdadeira. 
Na seção 3.1 daremos uma explicação mais det.alhada do mecanismo 
de resolução. 
1.5 CONCLU~O 
Nest.e capít.ulo delimit.amos o conceit.o de Int.eligência Art.ificial 
dent.ro do cont.ext.o de sist.emas especialist.as. Explicamos o que 
são sist.emas especialist.as int.eligent.es. represent.ação por 
regras. e inferência baseada em Cálculo de Predicados. No 
próximo capít.ulo definiremos avaliação parcial. faremos uma 
breve descrição dos t.rabalhos publicados e aprasent.aremos 
sua aplicação em alguns algorit.mos. 
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CAPlTULO a 
AVALIAÇ~O PARCIAL 
A idéia de aval i ação parei al surgiu há mui t.o t.empo como uma 
t.écnica associada a linguagem LIS?. 
da idéia ~oi plant.ada com a 
[Lombar di -67] . Não se pode dizer. 
Podemos dizer que a sement.e 
publicação do t.rabalho de 
ent.ret.ant.o. que est.a idéia 
'lenha provocado muit.o ent-usiasmo e. dest.a forma. pouca pesquisa 
se fez sobre o assunt.o at.é que. por vol t.a de 1980. a t.écnica 
começou a ser explorada como uma possibilidade de aument.ar o 
desempenho de 1 i nguagens de processament-o simbólico. t.ai s como 
LI S? e PROLOG. 
O primeiro est.udo t.eórico de impact.o sobre avaliação parcial pode 
ser credit.ado a Ershov [Ershov-77.Ershov-82l. Ershov imagina que 
a comput.ação será realizada em uma máquina de est.ados na qual 
cada est.ado pode ser represent-ado por um conjunt.o de variáveis 
com valores especificados. Dent.ro dest.e pont.o de vist.a. um est.ado 
x causa uma comput.ação v que leva ao est.ado y e que t.em a forma 
de uma seqüência de avaliações de 'lermos predicados e de comandos 
de at-ribuição. Houve t.ambém alguns esforços no sent.ido de 
i mpl ement.ar avaliadores parciais em PROLOG [Takeuchi-86. 
Venken-86. St.erling-86]. Tudo indica que os esforços de Takeuchi. 
Venken. St.erling e out.ros aut.ores foram independent-es dos 
realizados por Ershov e nenhum deles parece 'ler sido t.ão 
sist.emát.ico. Observamos que Ershov não é cit.ado nem no t.rabalho 
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de Venken CVenken-85] nem no de Takeuchi e F'urukawa 
[Takeuchi-85], nem no de S~erling [S~erling-86]. 
Apresen~aremos um sis~ema di~eren~e porém den~ro do espíri~o 
daquele apresen~ado por Ershov. Daremos. en~ão. nossa visão de 
como os ~rabalhos de Venken ( Venken-94) e ( Takeuchi -95) se 
encaixam e se di~erenciam des~e sis~ema. Faremos uma exposição 
de como nossa própria ~ese se encaixa nele. 
Gos~aríamos de observar que os au~ores que ~rabalham em avaliação 
parcial apresen~am seus resul~ados em no~ação ma~emá~ica. Es~a 
no~ação é ~requen~emen~e usada para convencer os lei ~ores da 
validade de cer~os resul~ados e da correção de algori~mos. 
F'requen~emen~e são apresen~adas provas de ~eoremas simples. Não 
se ~en~a. con~udo, aproximar a ~eoria de um sis~ema ~ormal, com 
de~inic;:Ões, regras de in~erências, axiomas e ~eoremas 
apresen~ados de maneira rígida e es~ereo~ipada. Ado~aremos es~e 
es~ilo pois nos pareceu mais apropriado para ~ransmi~ir idéias em 
uma área em que os resul~ados ainda não são su~icien~es para se 
cons~ruir uma ~eoria no sen~ido ~radicional da palavra. 
Para as nossas ~inalidades, vamos considerar o modelo de 
compu~ação semelhan~e a um sis~ema ~ormal, ~al como de~inido 
por Delahaye [Delahaye-86], onde o programa p e'um conjun~o C de 
~órmulas associado a uma ~órmula ~. a qual é denominada es~ru~ura 
para en~rada de dados, ou simplesmen~e de en~rada. A compu~ação é 
uma seqüência de ~rans~ormações de ~. usando regras de 
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inferência apropriadas e ~endo como axiomas C. 
2.1 TEORIA DA AVALIAÇ'J.O PARCIAL USANDO-SE SISTEMA FORMAL 
DEFINI Ç'J.O: Dizemos que S é um sis~ema formal se: 
1) Possui um alfabe~o SS que pode ser fini~o ou infini~o. 
numerável e com uma numeração defini~ivamen~e fixada. 
2) Possui um subconjun~o recursivo Fs do conjun~o de ~odas as 
seqüências fini~as de Ss, o qual é denominado conjun~o das 
fórmulas bem formadas de Ss. 
3) Possui um subconjun~o recursivo Cs de Fs. o qual é chamado 
de axiomas de S. 
4) Possui um conjun~o Rs de predicados decidíveis definidos 
sobre Fs. que é chamado regras de inferência. 
Sejam Rs = <r1.ra.r3 •..• rn) as regras de inferência. Ao invés de 
deno~ar riCf1.fa.f3 •...• fk.g> para indicar o predicado ri. 
cos~uma-se escrever .. f1.fa.f3 •...• fk /ri r-- g" e ler "a par~ir 
das fórmulas f1.fa.f3 •...• fk pode-se inferir g pela regra ri". Um 
conjun~o é recursivo se exis~ir um algori~mo que permi~a 
descobrir se um obje~o per~ence ou não per~ence ao conjun~o. Para 
maiores de~alhes ver [Delahaye-96]. Chama-se dedução a par~ir 
das hipó~eses <hl.ha •...• hn) a qualquer seqüência fini~a de 
fórmulas f1.fa •...• fm ~al que. para 
<1.2 •...• m>: 
fi é um axioma ou 
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qualquer i per~encen~e a 
~i é uma-das hipó~eses ou 
~i pode ser in~erida a par~ir de fórmulas que a an~ecedem 
na seqüência. 
Seja S um si s~ema ~ormal • com um conj un~o C de axiomas e uma 
hipó~ese f. onde f é uma fórmula. Seja dd = [f,f1.f2 •...• fkJ uma 
dedução a par~ir de f ~endo C como axiomas. Diz-se que fk é uma 
compu~ação de f se: 
fk foi inf·erida a par~ir· de um conjun~o de fÓrmulas que 
inclui f. ou se fk foi inferida a par~ir de um conjun~o de 
~Órmulas que inclui uma compu~ação de f. 
Em cada passo. exis~e um cri~ério rígido para se escolher a 
inferência. 
Se fk é uma compu~ação de f en~ão a seqüência [ ~. f1 • f2 •...• fk l 
que permi~e deduzir ~k é chamada his~ória ou ~raço da compu~ação. 
O conjun~o de axiomas é chamado programa. A hipó~ese ~ é chamada 
es~ru~ura de en~rada de dados ou simplesmen~e de en~rada. 
Vejamos um exemplo para ajudar a ~ixar o concei~o de compu~ação e 
de ~r aço. Admi ~amos que as fórmulas sejam funções. e que es~as 
sejam definidas. de acordo com o cálculo lâmbda. pela seguinte 
sin~axe: 
<expressão lâmbda> : := <variável> 
((expressão lâmbda> <expressão lâmbda>)l 
C À <variável> <expressão lâmbda)) 
<de~inição> = <padrão sin~á~ico> = <expressão lâmbda> 
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Sobre o <padrão sin~á~ico>. vamos dizer , apenas que e uma 
es~ru~ura possuindo variáveis sin~á~icas. As seguin~es de~inições 
devem ser ~ei~as: 
Cd1) Dada a expressão CA.v E). as ocorrências de v em E .... sao 
ligadas. Se uma variável não é ligada. ela é livre. 
Cd2) E[XJ signi~ica uma expressão com ocorrências de X. 
Cd3) E[X/YJ signi~ica uma expressão E em que ~odas as ocorrências 
de Y ~oram subs~i~uídas por X desde que. com es~e processo. 
nenhuma variável livre de E se ~orne ligada. 
Depois des~as de~inições. podemos ~ornecer as regras de 
in~erência que usaremos para ~rans~ormar expressões do cálculo 
lâmbda. Elas são: 
~ 
Cr1) Expansão sin~á~ica: 
O lado esquerdo de um padrão sin~á~ico pode ser subs~i~uído 
pelo lado direi~o. 
Cr2) Conversão al~a: 
Qualquer expressão na ~orma C~v E) pode ser conver~ida em 
Cr3) Conversão be~a: 
Expressões na ~orma CC~v E1) E2) podem ser conver~idas em 
E1 [ E2/vJ. 
Cr4) Conversão ne~a: 
Qualquer expressão na ~orma (Ãv CE v)) pode ser reduzida a 
E desde que não haja nenhuma ocorrência livre de v em E. 
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Dent.ro do cont.ext.o do cálculo lâmbda. um par programa-ent.rada 
p=C:f.C) é const.it.u.ído por uma expressão lâmbda :f e por um 
conjunt.o de de:finiçÕes C. Vamos. port.ant.o, :fornecer algumas 
de:finições com a :finalidade de :formar um programa. 
(01) (Ã(x y) E) = (Àx (Ãy E)) 
(Da) CEl E2 E3) = CCE1 E2) E3) 
C03) verdadeiro = CÃCx y) x) 
(04) :falso = (Ã(x y) y) 
(05) t.opo = CÃp Cp verdadeiro)) 
(D6) cauda = (Ãp Cp :falso)) 
(07) CE1 . E2) = CÃ:f CC:f E1) E2)) 
CD8) [] =(verdadeiro. :falso) 
~ 
(09) CEJ = (:falso . CE . [ ])) 
CD10) CE1 E2l = (:falso . CE1 . CE2D) 
C 011) [ E1 E2 E3 J = C :falso . C E1 . C E2 E3])) 
CD12) [ E1 E2 E3J = (:falso . CE1 [ E2 . . . E3])) 
CD13) Cse E ent.ão E1 senão E2) = CE E1 E2) 
CD14) vazia = (Ãp Cp verdadeiro)) 
CD16) :first = (Ãx Cse (vazia x) ent.ão [] 
senão Ct.opo (cauda x)))) 
CD16) but.:first. = (Ãx Cse Cvazia x) ent.ão [ J 
senão (cauda (cauda x)))) 
CD17) :fput = CÃCx s) (:falso . Cx . s))) 
Vejamos como são :feit.as as comput.ações. Usaremos as de:finições Di. 
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1 ~i ~ 17 e as regras de in~erência rj. 1 ~ j ~ 4. 
Comput.ação 1: A part.ir de Ct.opo CE1 E2)) podemos in~erir E1. 
t.opoO: ) ~ I D6.D3.D1.D7 Ct.opo CE1 . E2 ) / expansao 
t.opo1: c (Ã.p Cp (À.X (Ã.y x)))) c Ã.f" ((f" E1) E2)) ) / bet.a 1-
t.opo2: c c Ã.f" CC t: E1) E2)) CÃ.x CÃ.y x))) / bet.a 1-
t.opo3: c ((À.X (Ã.y x)) E1) E2) / bet.a 1-
t.opo4: c (Ã.y El) E2) / bet.a 1-
t.opo5: E1 
Conclusão 1: Ct.opo CE1 . E2) t:ornece E1. 
Para f"acilit.ar o ent.endiment.o das comput.ações realizadas. 
vejamos uma explicação det.al hada da comput.ação 1 . Nas demais 
comput.ações omi~iremos t.ais explicações. 
t.opoO: A part.ir da expressão Ct.opo CE1 E2)) e usando a 
de~inição D6 e regra de expansão r1. in~erimos 
CCÃ.p Cp verdadeiro)) CE1 . E2)). 
A part.ir de CCÃ.p Cp verdadeiro)) CE1 E2)) usando a 
def"inição D3 e regra de expansão r1. inf"erimos 
CCÃ.p Cp CÀ. Cx y) x))) CE1 E2)). 
A part.ir de ((À.p Cp (À Cx y) x))) CEl E2)) usando 
def"inição D1 e regra de expansão r1 • int:eri mos 
C C À.p ( p C À.X CÃ.y x)))) CE1 E2)). 
A part.ir de CCÃ.p C p CÃ.x CÃ.y x)))) CE1 E2)). de~inição D7 
e regra de "' r1. int:erimos expansao 
C ( À.p ( p ( À.X CÃ.y x)))) c Ã.t: CC~ E1) E2) )). 
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t.opol: A part.ir de CCÃ.p Cp (Ã.x CÃ.y x)))) (Ã.f' CC!' El) E2))) e 
regra bet.a Cr3),inf'erimos CCÃ.f' CC!' El) E2)) CÃ.x (Ã.y x))). 
t.opo2: A part.ir de CCÃ.f' CC!' El) E2)) CÃ.x CÃ.y x))) e regra 
bet.a Cr3), inf'erimos C CCÃ.x CÃ.y x)) El) E2). 
t.opo3: A part.ir de C CCÃ.x (Ã.y x)) El) E2) e regra bet.a Cr3), 
inf'erimos C CÃ.y El) E2). 
t.opo4: A part.ir de C CÃ.y El) E2) e regra bet.a Cr3), inf'erimos 
El. 
Comput.ação 2: A part.ir de (cauda CE1 . E2)) podemos inf'erir E2. 
caudaO: 
caudal: 
cauda2: 
cauda3: 
cauda4: 
(cauda CEl . E2)) /expansão 106 • 04 • 01 • 07 
C (Ã.p Cp CÃ.x CÃ.y y)))) (Ã.f' CC!' El) E2))) / bet.a 1---
C (Ã.f' ((f El) E2)) CÃ.x (Ã.y y)) ) / bet.a 1---
C C C~x (Ã.y y)) El) E2) / be~a 1---
C (Ã.y y) E2) / bet.a 1---
cauda6: E2 
Conclusão 2: (cauda CE1 . E2)) fornece E2. 
No~e que (~opol, ~opo2, ~opo3, ~opo4, ~opo6l e (caudal, cauda2, 
cauda3, cauda4, cauda6J são hist.órias de comput.ações. Vejamos 
mais algumas his~Órias. 
Compu~ação 3: A par~ir de (vazia[]) podemos inferir verdadeiro. 
vaziaO: 
vazial: 
vazia2: 
C vazia [ ]) / expansão 1 014 • 08 
C (Ã.p Cp verdadeiro)) (verdadeiro .f'also))/ be~a l--
C (verdadeiro . f'also) verdadeiro) / expansão 1 °7 
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vazia3: 
vazia4: 
vazia6: 
vaziaS: 
vazia7: 
C (À~ CC~ verdadeiro) ~also)) verdadeiro) / be~a l--
C (verdadeiro verdadeiro) ~also) / expansão ~~· 01 
C C (Àx (Ày x)) verdadeiro) ~also) / be~a l--
C (Ày verdadeiro) ~also) / be~a l-
verdadeiro 
Conclusão 3: (vazia[]) =verdadeiro 
Compu~ação 4: A par~ir de Cvazia [a]) podemos in~erir ~also. 
vaziaO: 
va.zi a.1: 
vazia2: 
vazia.3: 
vazia4: 
vazia5: 
vaziaS: 
vazia7: 
vaziaS: 
Cvazia [a]) / expansão 
C (Àp Cp verdadeiro)) [a]) / be~a 1-
..... I oo C [a) verdadeiro) / expansao ---
CC~also. Ca. (])) verdadeiro) /expansão 107 
C (À~ CC~ ~also) Ca 
... 
[]))) verdadeiro) / be~al---
C (verdadeiro ~also) Ca [ ])) / be~a 1---
C C (Àx (Ày x)) ~also) Ca [ ])) / bet..a 1--
C (Ày ~also) Ca. [])) / bet..aj--
~also 
Conclusão 4: Se a list..a E não ~or vazia. (vazia E) = ~also 
Compu~ação 5: A par~ir de C~irs~ [a b c]) podemos in~erir a . 
~irs~O: 
~irs~1: 
~irs~2: 
..... I 01e C~irs~ [a b c]) / expansao ---
C (ÀX Cse Cvazia x) ent..ão [] 
senão C~opo (cauda x)))) [a b cl ) / be~a 1--
Cse C vazia [a b cJ en~aõ [J 
senão Ct..opo Ccauda [a b c]))) / expansão 
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:fi rst3: C (vazia [a b c]) [] Ctopo (cauda [a b c]))) 
vários passos análogos à computação 4. 
ou seja. usando a conclusão 4 ~ 
:first4: C :falso (J Ctopo (cauda [a b c]))) 
/ expansão de :falso 1-
:fi rst6: C C>...x C>...y y)) [] Ctopo (cauda [a b cJ))) /beta 1-
:fi rst.6: C C>...y y) Ct.opoC cauda [a b c]))) / bet.a 1-
:fi rst 7: Ct.opo (cauda [a b c])) / expansão ID11 
:fi rstS: Ct.opo (cauda (:falsa C a [b c])) )) 
/ passos da cauda 1-
:fi rst.Q: Ct.opo Ca . [b c])) / passos do t.opo 1---
:first10: a 
Conclusão: Ct.opo [E ... J) 
1 ista. 
:fornece o primeiro element.o de uma 
Por um processo análogo. poderíamos most.rar que Cbut:first [E1 E2 
... J) :fornece a cauda [E2 ... ] da list.a. 
Seja um sist.ema :formal dest.inado a realizar comput.ações. A part.e 
dest.e sist.ema const.it.uído pelo al:fabet.o. pelas :fórmulas bem 
:formadas e pelas regras de i n:ferênci a é chamada 1 i nguagem de 
programação. ou simplesment.a linguagem. Seja Fs o conjunt.o das 
:fórmulas bem :formadas de uma linguagem. D e P são dois 
subconjunt.os recursivos de Fs t.al que t.odos os axiomas pert.encem 
a P. C D n P ) não é obrigatoriamente vazio. Chamaremos o 
subconjunto D de subconjunto de dados. O subconjunto P ser á o 
subconjunto dos pr acedi ment.os. Os axiomas são pr acedi mentes e o 
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conjunto deles é denominado programa. O conjunto de regras de 
in~erência é denominado semântica da linguagem. Não examinamos se 
estas de~inições se aplicam a todas as linguagens. Provavelmente 
não. Elas. entretanto. se aplicam às 1 i nguagens u'li 1 i zadas em 
Inteligência Arti~icial CLISP. PROLOG. LOGO. etc). 
Vamos descrever D e P pela notação de Backus Naur. a qual é 
~armada por um conjunto de regras de reconhecimento. denominadas 
produções. Denominaremos Dp o conjunto das produções necessárias 
para descrever D. Pp é o conjunto das produções que descrevem P. 
Dizemos que uma ~órmula pertence exclusivamente a D se ela pode 
ser totalmente descrita pelas produções que pertencem a Dp - CDp 
n Pp). A ~órmula pertence exclusivamente a P se ela é descri ta 
~ pelas produções de Pp - CDp n Pp). Por outro lado. dizemos que a 
t'Órmula possui componentes exclusivamente em p se. para 
reconhecê-la. são necessárias as produções pertencentes a Pp 
CDp n Pp). 
Seja uma linguagem lCD.P.s). Se a computação de ~ tem componentes 
exclusivamente em P. dizemos que ela ~oi parcial. Se a computação 
pertence exclusivamente a D Cnão tem componentes em P) antão ela 
~oi total. 
Vimos que uma linguagem L , e constituída por um al~abeto Ss 
(sÍmbolos léxicos). um conjunto recursivo t's das seqüências de Ss 
C~Órmulas bem ~armadas) e um conjunto de regras de in~erência 
C semântica). Um programa de L é o conjunto de axiomas: sistema 
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~ormal = L + programa. Uma compu~ação á uma dedução a par~ir de 
uma hipó~ese de en~rada chamada "dados de en~rada". O provador 
de ~eoremas que aplica as regras de in~erência no programa e 
nos dados de en~rada a ~im de realizar a compu~ação á denominado 
avaliador. A aplicação é represen~ada assim: 
evalC dadoCX,Y),p) 
onde dadoCX,Y) é a es~ru~ura de en~rada de dados ' e p e o 
programa. Consideremos uma linguagem Lp cujas regras de 
in~erência produzam avaliações com as seguin~es propriedades: 
(1) evalC dadoCx,Y),p) = Cdado[xJCY), p(x]) 
onde x á um obje~o iden~i~icado e Y á uma variável. Tan~o x 
quan~o Y são dados. 
~ (2) evalCdadoCx,y),p) = evalCdado[xlCy),p[xl) 
onde p[xl á um programa a dado[xlCY) á uma avaliação 
parcial, segundo L da es~ru~ura de en~rada dadoCx,Y). 
O provador de ~eoremas Lp á denominado avaliador parcial de L. 
In~érpre~e de uma linguagem L escri~o em uma linguagem Lj e um 
par Cin~hCPi,Ksi), in~p) ~al que 
(3) evaljCin~hCksi,pi), in~p) = evalCdadoCksi),pi). 
Proje~or é um in~érpre~e da linguagem de avaliação parcial. 
Temos, en~ão, que: 
(4) evalCprojhCdadoCx,Y),p,projp) = Cdado(xlCY), p(x]). 
Admi~amos agora uma linguagem lCKsi,Pi,s), onde Ksi á o conjun~o 
~ dos dados, Pi o conjun~o dos programas e s a semân~ica (regras de 
32 
inferência). O resul~ado da avaliação de Cksi,pi), com ksi 
per~encen~e a ksi a pi per~encen~a a Pi, será denominado, daqui 
por dian~a. piCksi). Seja um in~árpra~a Cin~hCKsi ,Pi) ,in~p). 
Temos que: 
C5) evalCin~hCksi,pi), in~p) = piCksi). 
Programa obje~o obp com an~rada obCksi) , e um programa com a 
seguin~e propriedade: 
(6) evalCobhCksi),obp) = piCksi). 
Compilador á um programa compp aplicado à en~rada comphCPi,Ksi) e 
que apresen~a a seguin~e propriedade: 
C?) evalCcomphC Ksi,pi), compp) = CobhCKsi),obp). 
Vamos agora dem~s~rar uma série de resul~ados simples. A par~ir 
da expressão (4) ~emas: 
CS) .:..val C proj hC i n~C Ksi. pi). i nt.p). proj p) = 
Cin~h[piJCKsi),in~p[piJ). 
De acordo com (2), lemos para qualquer ksi per~encenle a ksi: 
evalCin~h[piJCksi),in~p[piJ) = evalCin~Cpi,ksi),in~p) = piCksi). 
Comparando es~a fórmula com (6) concluímos que in~p[pil e um 
programa obje~o com en~rada in~h[piJ. Ent.ão: 
CQ) Cin~[piJCksi),in~p[pi]) = CobhCksi),obp) 
. # 
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RESULTAOO 1: A avaliação parcial do intérprete com o programa 
conhecido, e dos dados representados por variáveis, produz o 
programa objeto. Isto é exatamente o que ~az o compilador. 
O resultado que acabamos de chegar leva a um outro: a linguagem 
que produz avaliações parciais possui, ela mesma, um 
intérprete. Este intérprete é o proje~or. Se ~izermos a avaliação 
parcial do projetor, obteremos: 
(10) pevalCprojhCin~hCKsi,Pi),in~p),projp) = 
Cprojh[inth,in~pJCKsi,Pi), projpCinth, intpJ). 
Pela expressão C2) temos: 
C11) evalC projh(inth,intpJCKsi,pi),projpCinth,intpJ) = 
evalCprojhCintCksi,pi),intp),projp). 
A expressão 
~ 
(7). juntamente com a expressão (11). leva 
seguinte: 
(12) evalCprojhCinth.intpJCKsi.pi).projp[inth.intpJ) = 
Cin~h[pilCKsi),in~p[pil). 
A expressão acima combinada com a expressão C8) leva a: 
C13) evalCprojh[in~h.in~plCksi,pi),projp[in~h.in~pJ) = 
CobhCKdi),obp). 
ao 
Finalmente. combinando esta expressão com a expressão C6) 
obtemos: 
C14) CprojhCinth,intpJCKsi,pi).projpCinth.intpJ) = 
CcomphCKsi.pi),compp). 
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RESULTADO 2: Esta Última fÓrmula diz que a avaliação parcial do 
projetor, para um dado in~érpre~e. produz o compilador da 
linguagem corresponden~e ao intérprete. 
Resumindo os dois resultados. temos que: o primeiro diz que, se 
tivermos um in~érpre~e e um programa, podemos compilar o programa 
aplicando a avaliação parcial sobre Cin~hCKsi ,pi). in~p). Para 
is~o. usamos o proje~or " que a, ele mesmo, um in~érpre~e. 
Neste caso. a compilação es~á sendo efe~uada por uma linguagem 
i nterpre~ada. Podemos ~ambém compi 1 ar o próprio proje~or. 
Obteremos então um compilador. 
Temos que Venken [Venken-841, Takeuchi-Purukawa [ Takeuchi -851. 
Sterling [Sterling-861. utilizaram a avaliação para realizar um 
t.r abal ho de ~ ..... compilaçao, muito embora não tenham deixado is~o 
muito claro em seus ar~igos. Eles usaram, em todos os exemplos, 
linguagens de represen~ação de conhecimen~o C linguagens 
utilizadas para preparar a base de conhecimentos) que 
exigiam con~role fornecido pelo programador C~al como PROLOG). 
Este con~role era implíci~o • ou seja, es~ava disfarçado na ordem 
com que as sen~enças que formavam o programa eram in~roduzidas. 
Podemos dizer. por consegui n~e. que as 1 i nguagens eram quase 
convencionais. Assim sendo, a avaliação parcial se ~ornava um 
modo elegante e sofisticado de construir um compilador para uma 
linguagem quase convencional. 
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2.2 FINALIDADES DA AVALIAÇ~O PARCIAL 
Nes~a secção vamos examinar as ~inalidades e aplicações da 
avaliação parcial. assim como mos~rar que cer~as operações comuns 
em In~eligência Ar~i~icial podem ser vis~as como avaliação 
parcial. 
O princÍpio básico da avaliação parcial consis'le em avaliar as 
par~es de um programa que possuem dados de en'lrada su~icien~es. 
man~endo-se inal'leradas aquelas que ~ na o possuem. o pon~o 
impor~an~e é o seguin'le: se an'les da execução de um programa ~or 
possível conhecer par'les dos dados que serão usados na execução. 
podemos u~ilizar ~ais dados para especializar o programa. 
A avaliação parcial pode ser usada para duas ~inalidades 
dis~in~as. Primeiro. ela pode ser considerada como uma ~erramen'la 
des~inada a auxiliar na cons'lrução de programas e~icien'les. 
Nes~e caso. a avaliação parcial serviria para auxiliar o 
programador a raciocinar sobre seus algor.í~mos e a modi~icá-los 
de maneira sist..emát..ica. de modo que eles se 'lornem mais rápidos. 
Como 'loda ~erramen~a de auxílio a programação. es~a ~ambém se 
aplica a uma cer'la classe de problemas. a qual iremos de'lerminar. 
Uma ou~ra finalidade seria considerá-la como um mé~odo au~omá~ico 
de se conseguir cer~os resul'lados. 'lais como eficiência. Es'les 
dois aspec~os serão considerados nes'le 'lrabalho. 
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2.3 APRESENTAÇ~O DE ALGUNS ALGORITMOS DE AVALIAÇ~O PARCIAL 
Após ~ermos analisado na seção 2.1 o concei~o de avaliação 
parei al de maneira i n~rodu~ór i a e genérica. veremos nes~a seção 
alguns algori~mos concre~os para nossas análises. Decidimos 
escolher um subconjun~o do PROLOG como linguagem de implemen~ação. 
pois es~a escolha não afe~a os resul~ados, e ~odos os algori~mos 
que apresan~aremos ficariam igualmen~e claros e simples em 
qualquer ou~ra linguagem com recursos de processamen~o simbólico. 
Somen~e deixaremos o uso do PROLOG nos casos em que es~e esconda 
algum pon~o impor~an~e da discusão em ques~ão. Quando is~o 
ocorrer. usaremos LISP. O subconjun~o do PROLOG ao qual nos 
res~ringiremos represen~ará, nes~e ~rabalho, o mesmo papel que 
as ver soes si mpii fi cadas do PASCAL represen~am em ~ext.os sobre 
es~ru~ura de dados ou cons~rução da compiladores. A seguir 
apresan~aremos um resumo do PROLOG que usaremos. o qual ..... na o 
inclue cor~e e cujas relações primi~i vas ~erão seu 
funcionamen~o explicado na medida em que is~o se ~ornar 
necessário. 
2. 3.1 PROLOG RESTRITO 
As duas 1 i nguagens mais u~i 1 i zadas na comunidade que ~rabalha 
com In~eligência Ar~ificial são LISP e PROLOG. Considerando-se 
que pre~endemos discu~ir sis~emas especial i s~as que 
~rabalham com represen~ação por regras. e pelo fa~o que PROLOG 
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também é baseada em regras. decidimos expressar em PROLOG os 
algoritmos que analisaremos. 
Para mostrar a sintaxe do PROLOG. vamos traduzi r para esta 
linguagem as regras discutidas na seção 1.3.1. 
1: deve_tomarCPaciante. Medicamento) 
sintomaCPacianta. S). 
suprimeCMedicamanto. S), 
'+ contra_indicadoCMadicamento. Paciente). 
2: contra_indicadoCX. Paciente) 
agravacx. Doença). 
sofreCPaciente. Doença). 
3: suprime(aspirina. dor). 
4: suprimeClomotil, diarréia). 
5: agr~vaCaspirina. Úlcera). 
6: agravaClomotil. cirrose). 
As regras sofreram as seguintes alterações: o conectivo "se" foi 
transformado em dois pontos seguido do sinal de menos. o 
conectivo "&" foi substituído por vírgulas. 
Na ótica do Cá! cu! o dos Predicados. o conectivo ": -" pode ser 
considerado como significando "ou não" C o sinal de dois pontos 
representa o "ou" e o sinal da manos o "não"). Assim. a segunda 
sentença teria a seguinte interpretação informal: 
X é contra indicado para Paciente ou não é verdade que 
X agrava Doença e Paciente sofre de Doença. 
Temos também que "b + c" é equivalente a ""-b ou c" C Gr i es -81 l • 
Assim sendo. o conectivo"·-" também pode ser considerado como 
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significando implicação. 
PROLOG possui um engenho de inferência que trabalha demonstrando 
hipóteses. O processo de demonstração é muilo semelhante ao 
exemplificado na secção 1.4.1. Há um falo muilo imporlanle do 
qual não se poda esquecer: PROLOG não foi criada para ajudar a 
demonst-rar t-eoremas da lÓgica, nem para servir de base em um 
sislama especialista, mas sim para ser uma linguagem de 
programação, ou seja, uma allernaliva para linguagens lais como 
LISP ou SMALLTALK. Islo significa que ela é incapaz de int-roduzir 
qualquer lipo de conlrole no processo dedulivo. Tal como nas 
linguagens de programação t-radicionais, esle conlrole deve ser 
introduzido pelo programador. 
Em linguagens como LISP ou PASCAL. o programador fornece o 
conlrole com o auxílio de conslruçoes explícit-as lais como 
I F-THEN-ELSE, WHI LE-DO e REPEAT-UNTI L. Em PROLOG, o conlrole 
eslá i mpl í c i lo e é baseado no conheci menlo que se lem sobre a 
maneira de t r abal h ar do engenho de i nf ar ênc i a da 1 i nguagem. 
Sabe-se que esle engenho sempre escolhe as sentenças na ordem em 
que elas aparecem no programa. Além dislo. os predicados que 
aparecem a direila do coneclivo "· -" são escolhidos na ordem 
em que eles aparecem. Deste f'alo, leve origem a primeira 
maneira de se int-roduzir conlrole em um programa escrit-o em 
PROLOG, islo é,colocar as sentenças e os predicados em uma 
ordem conveniente. 
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Na prova de um ~eorema de lÓgica, a ordem em que se escolhe os 
passos pode t..er uma i nf' 1 uênci a f'undament..al no desempenho do 
provador. Uma ordem errada pode impedir que a prova seja 
encont..rada. E uma ordem mal escolhida pode dif'icult..ar uma dada 
~aref'a. Além dis~o. não exis~e algorit..mo que permit..a encont..rar a 
ordem corret.a Cest..e e um result..ado bem conhecido da lÓgica, 
[Shoensield-67]). 
A conclusão que podemos t..irar é que nada garan~e que um sis~ema. 
nat..ural ou art.if'icial. consiga provar qualquer t..eorema da lÓgica. 
Assim sendo, os provadores de t..eorema correm o risco de en~rar 
f'requent.ement.e em 1 aço. ou devem usar algum conheci ment.o ou 
~ 
heuríst..ica que os guie na escolha da ordem a seguir. Est..e 
conheciment-o ou heuríst..ica ' e a part..e que caract..eriza a 
int-eligência do si st..ema. PROLOG deixa est..a par~e para o 
programador. 
Vamos analisar o f'uncionament..o do engenho de inf'erência de PROLOG 
usando as seguin~es sent..enças lógicas Cna no~ação do PROLOG): 
1. 1: 
1. 2: 
1. 3: 
2.1: 
paiCj,k). 
paiCj. m). 
paiCm, n). 
avoCX,Y) pai C X. 2). paiCZ, Y). 
Suponhamos que o engenho de inf'erência deva provar a "avoCM,N)". 
O primeiro passo é negar a hipót..ese. Est..a negação é expressa da 
seguin~e maneira: 
?- avoCM,N). 
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O engenho de inferência escolhe a primeira sen~ença cuja cabeça 
Cpar~e da sen~ença que es~á à esquerda de":-") seja o predicado 
"avoC_._)". Encon~ra-se a sentença 2.1. Tenta-se então provar a 
cauda desta sentença Cpar~e à direita de":-"). Prova "paiCX.Z:>" 
com a sentença 1.1. que é a primeira que encontra para satisfazer 
o predicado que está tentando provar. Conclui. portanto. que 
X == j e Z == k. Quando tenta provar "paiCZ.Y)" verifica que. com 
as escolhas feitas para X e z. tal prova não , e possível. o 
engenho de inferência volta atrás para tentar encontrar uma outra 
prova para "paiCX.Z:>". de modo a atribuir valores diferentes para 
X e z. Esta volta para trás édenominada retrocesso 
C"backtracking" em inglês). 
~ 
Tendo um engenho de inferência que opera por meio de retrocessos. 
os projetistas de PROLOG imaginaram uma outra maneira. além da 
ordem das sen~enças. para introduzir controle no PROLOG. Tra~a-se 
do corte C"!"). O uso do corte impede o retrocesso através dele. 
tanto na horizon~al quanto na vertical. Vejamos o seguin~e 
exemplo: 
1 : p : - q. r • S. 
2: p : - g. I • m. 
3: p : - V 0 W. 
Se o engenho de inferência passou pela sentença 2. ele não pode 
ma.is fazer um retrocesso vertical para substituir a sentença 2 
pela 3. Além disto. se ele escolheu a sentença 2 e passou pelo 
predicado g. não pode fazer um retrocesso horizontal para fazer 
uma prova alternativa de g. 
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A f'im de garant.ir a ef'iciência de PROLOG como linguagem de 
programação, os projet.ist.as f'oram obrigados a impor uma rest.rição 
no t.ipo de regra a ser usada. Se, por meio de t.ransf'ormações de 
aqui val ênci a. a regra 1' o r t.r ansf' o r mada em di sj unção. só poder á 
haver um lit.eral posit..ivo. Temos que um lit.eral é um predicado 
af'irmado ou um predicado negado. Qualquer regra pode ser 
t.ransf'ormada em uma disjunção de lit.erais. Por exemplo, a 
regra 1 seria: p ou -q ou -r ou -s O Único lit.eral posit.ivo 
é p. Com est.a simplif'icação, o mét.odo de inf'erência de PROLOG 
sempre consegue encont.rar uma prova. Não se poderia garant.ir ist.o 
no caso de regras sem a rest.rição. 
A principal cons~quência da rest..rição a que aludimos é que, como 
a Única negação possível na sent..ença est.á sendo ut.i 1 i zada para 
simular o "se", t..orna-sa impossível de simular logicamant.e o não. 
Em out..ras palavras, se quisermos int..arpret..ar regras de sist..emas 
especialist.as por ma i o da PROLOG. t.emos da usar o Único .... na o 
disponível para represent.ar o "se". Port..ant.o, t.orna-se impossível 
represent.ar ocorrências de "não" como a most.rada na sent.ença 
abaixo. 
deve_t.omarCPacient..e. Medicament.o) se 
sint..omaCPacient.e, $) & 
suprimeCMedicament.o, S) & 
não cont.ra_indicadoCMedicament.o. Pacient.e). 
Queremos most.rar que não ' e possível represent.ar o 
1 agi cament.e. claro que sempre se pode opt.ar por 
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não 
uma 
represen~ação de con~role. Uma allerna~iva é a seguin~e: 
nãoCP) :- P. ! • ~ail. 
nãoCP). 
A primeira sen~ença diz que. caso seja encon~rada uma prova para 
P. a prova de nãoCP) deve ~alhar sem possibilidade de re~rocesso. 
Caso a prova de P não seja encontrada. o sistema retrocede e opta 
pela segunda sen~ença. onde nãoCP) é considerado provado. Es~e 
~i po de não é bastante di :ferenle daquele da lógica. Nes~e 
caso ~amos que nãoCP) é considerado verdadeiro se não ~or 
possível provar P. 
Es~as explicações sobre PROLOG são pra~icamen~e ~udo que 
precisamos saber para entender os algoritmos expostos neste 
..... . trabalho Cnao para aprender a programar) e. também. para entender 
a di:ferença en~re PROLOG e uma concha de sis~ema especialis~a e 
a semelhança entre PROLOG e uma linguagem do lipo PASCAL ou LISP. 
Relembrando. a di~erença entre PROLOG e a concha é que PROLOG não 
consegue gerar seu próprio con~role. ~ necessário que es~e 
con~role seja ~ornecido pelo programador. tal como em PASCAL ou 
LISP. Em PROLOG. porém. o controle e ~ornecido implicitamente 
enquanto que nas linguagens convencionais ele , e ~ornecido 
explicitamente. Quem precisar conhecer mais sobre PROLOG pode 
ler um dos . , ~numeras livros sobre a linguagem. tais como 
[Arariboia-89J. CClocksin-81J. 
1 In:formações sobre lÓgica sob o pon~o de vista do cien~ista de 
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compu~ação podem ser encon~radas em [Gries-81] e no clássico de 
Chang e Lee [Chang-73]. 
Con&iderando-se que es~aremos usando PROLOG. vamos rever os 
concei~os de avaliação parcial sob a Ó~ica des~a linguagem. 
2.3.2 TEOR! A DA AV ALI AÇ'}:..Q ? ARCI AL ? ARA PROGRAMAS PROLOG 
Nes~a seção iremos descrever a ~eoria da avaliação parcial 
[ Fu~amura-83. Takeuchi -86] e o mé~odo propos~o por Takeuchi no 
qual um me~a-in~érpre~e incremen~almen~e especializado com 
respei~o ao programa obje~o é ~ambém cons~ruído incremenlalmenle. 
Es~e resul~ado é muilo impor~an~e pois. na cons~rução de sis~emas 
especialis~as. geralmen~e mui lo dif'Ícil ex~rair ~odo 
conhecimen~o do especialis~a de uma só vez. Usualmen~e os 
si s~emas são desenvolvi dos i ncr emen~al men~e à medi da em que os 
conhecimen~os são ob~idos dos especialis~as. 
sàja avalp o avaliador parcial para programas PROLOG. escri~o em 
PROLOG. Pelo f'a~o de que avalp é um programa escri~o em PROLOG. é 
na~ural represen~á-lo por uma relação: 
C1) avalpCPrograma. Dados_do_programa. Prog_espec_dados). 
onde avalp represen~a uma relação. Programa e Dados_do_programa 
são dados de en~rada e Prog_espec_dados é o resul~ado da 
avaliação parcial do Programa em relação ao Dados_do_programa. ou 
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seja, Prog_espec_dados , e o programa parcialmente avaliado em 
relação ao Dados_do_programa. 
Vejamos a de:finição de avaliação parcial (1) representada no 
diagrama da :figura 2.1. 
Programa I 
~~ Avalp ___ ..,. Prog_espec_ 
Dados_do_progr~ __j ~-------------~ ~--d_a_d_o_s ___ ~ 
ma 
Figura 2.1 Avaliação parcial de Programa em relação aos 
Dados_do_programa 
~ 
Seja rCU,V,W) uma relação ternária, onde U,V,W são dados de r. 
Podemos avaliar parcialmente rCU,V,W) em relação ao dado U. O 
resultado desta avaliação pode ser denotado por: 
(2) r _uCV, W) 
Assim, pela de:finição de avaliador parcial (1) e por (2), podemo~ 
representar a avaliação parcial de rCU,V,W) em relação a U por: 
C3) avalpC rCU,V,W), U, r_uCV,W)) 
Como r é uma relação qualquer Cum programa escrito em PROLOG). 
suponhamos que rCU,V,W) seja um engenho de in:ferência 
eiCRC,Cs,Res) escrito em PROLOG, onde RC é uma representação de 
conhecimento C um programa escrito em uma 1 i nguagem de 
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representação de conhecimento). Cs é a consulta e Res a resposta 
à consulta. Neste caso temos a seguinte uni~icação: 
(4) r = ei. U = RC. V = Cs. W = Res. 
SUbstituindo-se C4) em (3). temos que a avaliação parcial de um 
engenho de in~erência em relação a uma 
conhecimento RC é dada por: 
representação de 
C6) avalpC eiCRC.Cs.Res). RC. ei_rcCCs.Res)). 
onde ei_rc é o engenho de in~erência eiCRC.Cs.Res) especializado 
para a representação de conhecimento RC. 
relação a representação do conhecimento. 
A. entrada de ei_rc é a consulta Cs e Res é a saída. Vejamos a 
~igura 2.3. 
Cs ei_rc Res 
Figura 2.3 Dada a consulta Cs. ei_rc ~ornece Res 
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Para que eiCRC. Cs. Res1) e ei_rcCCs. Res2) sejam programas 
equivalent.es (programa eiCRC. Cs. Res1) ant.es e após avaliação 
parcial). é necessário que. dada uma consult.a Cs. t.enhamos: 
(6) eiCRC. Cs. Res1) e e i _r c( Cs • Res2) e Res1 == Res2 
R.C. I 
'-------..J--,--+ --------. 
E.I. ------~ Res1 
Cs 
Figura 2.4 Diagrama do ~uncionament.o do engenho de in~erência 
Comparando a ~igura 2.3 e a ~igura 2.4 pela relação (6) t.emos 
que. dada a consult.a Cs t.emos queRes = Res1. Porém. o sist.ema da 
~igura 2.3 é mais e~icient.e que o sist.ema da ~igura 2.4 . 
.... 
Como avalp um programa escri t.o em PROLOG. podemos avaliar 
parcialment.e avalp em relação a um engenho de in~erência 
(programa escrit.o em PROLOG). especí~ico de um sist.ema bem 
de~inido de regras. ou seja. especializar avalp para t.rabalhar 
apenas com est.e engenho de in~erência. Assim obt.emos: 
(7) avalpC avalpC eiCRC. Cs. Res). RC. ei_rcCCs. Res)). 
eiCRC. Cs. Res). 
avalp_eiCRC. ei_rcCCs. Res)) ). 
onde avalp_ei é o avaliador parcial especializado para o 
engenho de in~erência eiCRC. Cs. Res). 
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Avalp I 
...___ _ ___.,-+ .--------. 
Avalp ------~ Avalp_ei 
._____ _ ___.I_] 
- E.I. -
Figura 2.6 Avaliação parcial do avalp em relação ao E.I. 
A entrada de avalp_ei é uma representação de conhecimento 
RC, a saída é o engenho de inferência especializado para a 
representação de conhecimento RC. Vejamos o diagrama da figura 
2.6. 
R. C. Avalp_ei ei_rc 
., 
Figura 2.6 Diagrama de avalp_ei 
Chamaremos avalp_ei de compilador de conhecimen~os Ccomp_conh) e 
ei_rc de conhecimen~o a~ivo ou conhecimen~o execu~ável 
Cconh_exe). Os nomes compilador e execu~ável foram usados para 
enfatizar o "paralelismo" entre os sistemas de represen~ação de 
conhecimen~o e linguagens de programação clássicas. 
Temos então que: 
(9) avalp_ei -- comp_conh e ei_rc -- conh_exe 
Substi~uindo-se (9) em C7), ob~emos: 
C9) avalpC avalpCeiCRC. Cs. Res), RC. conh_exeCCs, Res)), 
eiCRC. Cs. Res), 
comp_conhCRC, conh_exeCCs. Res)) ) 
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Subs~i~uindo-se (8) em (6). ob~emos: 
C10) eiCRC. Cs. Res1) e conh_exeCCs.Res2) e Res1 Res2. 
A programação incremen~al é mui~o impor~an~e na cons~rução de 
sis~emas especialis~as. Is~o é devido ao ~a~o de que. geralmen~e. 
deseja-se que o conhecimen~o seja acrescen~ado incremen~almen~e à 
base de conhecimen~os. U~ilizando-se a ~eoria da avaliação 
parcial aplicada ao engenho de in~erência. o seguin~e resul~ado 
mos~ r a que é possível a acumulação i ncremen~al do conheci men~o 
usando-se a avaliação parcial. 
Seja o conhecimen~o RC expresso por um conjun~o de regras Cj 
(11) RC = U Cj 
j=i 
... 
n 
Seja aval p_ei _kC U Cj, ei _r c( Cs. Res)) um compilador de 
j=K+i n 
conhecimen~os ~al que. dadas as regras U Cj, produza um 
n 
j=K+i 
conhecimen~o execu~ável equivalen~e a RC = u Cj. A ques~ão é que 
j=i 
avalp_ei_k não precisa receber as regras de Ct a Ck para 
g~rar o conhecimen~o ~odo. O avalp_ei_k pode ser considerado 
como um "compilador" que já "conhece" as regras de 1 a k. 
!:: um "compilador" que já possui uma "biblio~eca" de 
conhecimen~os prévios. 
Temos que avalp_ei_k pode ser cons~ruído com a seguin~e ~órmula: 
n 
~· C12) avalpC avalp_ei_kC U Cj, ei_rcCCs. Res)). 
j=k+i 
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Ck-H., 
1"1 
avalp_ei_k+1C U Cj, ei_rcCCs. Res))). 
j=k .... 2 
para k = 0.1 •...• n. onde ei_rcCCs. Res) ~em o conhecimen~o 
1"1 
equi val en~e a U Cj. 
j:j, 
1"1 
Para k = O. avalp_ei_OC U Cj, ei_rcCCs. Res)) é equivalen~e a 
j=t 
C13) 
1"1 
avalp_eiC U Cj, ei_rcCCs. Res)). 
j:j, 
Faremos a seguir uma demons~ração in~ormal da ~Órmula (12) 
Subs~i~uindo-se C11) em C13) ~emas que: 
(14) avalp_eiC RC. ei_rcCCs. Res)) 
Admi~amos que o engenho de in:ferência já ~enha embu~ido os 
k 
conhecimen~os equivalen~es a U Cj. Chamemos es~e engenho de 
j = t 
in:ferência especializado de ei_k. 
Temos que o compilador de conhecimenLos de ei_k é: 
n 
(16) avalp_ei_kC U Cj. ei_rcCCs. Res)) 
j=k+t 
Aplicando-se em C 9) o engenho de i n:f er ênc i a 
n 
conheci men~o U Cj, ob~emos: 
j=k+t 
1"1 
C16) avalpC avalpC ei_kC jVk~i· Cs. Res). 
60 
ei_k e o 
I 
n 
n jvk~i· conh_exeCCs. Res)), 
ei _kC U Cj, Cs. Res). 
j=k+t n 
avalp_ei_sC U Cj, conh_exeCCs. Res)) ). 
j=k+t 
Vamos mos~rar que avalp_ei_s é equivalen~e a avalp_ei_k. ou seja 
~ue avalp_ei_k é equivalen~e ao compilador de conhecimen~os ~al 
que. dada as regras U Cj. produz um 
n j=k+:l. 
conhecimento execu~ável 
equivalente a U CJ 
j=t 
Fazendo-se a avaliação parcial de 
aval p _ai _se U Cj, conh_exeC Cs. Res) ) em relação a Ck+t. ~e mos: 
(17) 
j=k+t n 
avalpC avalp_ei_sc jVk~i· conh_exeCCs. Res)), 
n 
avalp_ei_~C U Cj. conh_exeCCs. Res)) ). 
j=k+2 
Pela de~inição de avaliador parcial, ~amos que o conh_exeCCs,Res) 
gerado por avalp_ei_sC U Cj, conh_exeCCs, Res)) deve ser 
n j=k+:l. 
aqui valente a e i _k ( U CJ. Cs. Res) • ou seja. deve pr odu:zi r o 
j=K+:I. 
mesmo Res. 
n 
Pelo ~ato de que ei_kC U Cj, Cs. Res) ~em o conhecimento 
n j=k+t 
aqui val en~e a U Cj, en~ão conh_exe também ter á conheci men~os 
j=t 
equivalentes a 
n 
.U Cj. j=t 
Deste modo, por C16) temos que: conh_exeCCs,Res) é equivalente a 
ei _rcCCs. Res). 
Assim, podemos concluir também que: 
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·* 
n n 
avalp_ei_sC U Cj. X1) é equivalant.e a avalp_ei_kC U Cj, X2), pois 
j=k+ .. J= k + .. 
X1 é equivalant.e a X2, que por sua vez é aqui val ent.e a 
ei _r c C Cs. Res). 
Port.ant.o, a fórmula C17) t.orna-sa: 
n 
C18) avalpC avalp_ei_kC jVk~l· ei_rcCCs, Res)), 
Ck+1, 
n 
avalp_ei_t.C U Cj, ei_rcCCs, Res)) ). 
J;:k+2 
n 
Pelo fat.o de que aval p_ei _t.C U Cj. ei_rcCCs,Res)) e 
n j=k+2 
avalp_ei_k+1C U Cj. ei_rcCCs, Res)) produzem os mesmos result.ados 
j=lc+2 
C ei_rcCCs, Res)), 'lemos que (19) t.orna-se: 
n 
C19) avalpC avalp_ei_kC jVJc~i· ei_rcCCs, Ras)), 
n 
aval p_ei _k +1 C U Cj, ei _rcC Cs, Res)) ) . 
j=k+2 
Para complet.ar a prova, bast.a most.rarmos que ei_k exist.e. 
Most.raremos ist.o at.ravés de indução sobra k. 
Se k = O, ent.ão ei_k é o ei_O, ou seja, é o ei Co engenho de 
inferência). Port.ant.o, 'lemos que ei_O exist.e. 
Suponhamos que ei_k-1 exist.a. 
Vamos provar que ei_k exist.e. Temos pela definição de avaliação 
parcial que: 
n 
avalpC ai _k-1( u Cj. Cs, Res), 
Ck, j=k n 
e i _kC u Cj. Cs, Res)) 
Port.ant.o, 'lemos que ei_k axist.e. 
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2.3.3 ALGUMAS APLICAÇ~ES DA AVALIAÇ~O PARCIAL 
Analisando os t.rabalhos anteriores. bem como os resul t.ados de 
nossa própria pesquisa. veri~icamos que se t.ent.ou usar 
avaliação parcial nos seguintes problemas. 
CP1) 
CP2) 
CP3) 
CP4) 
Na const.rução da compiladoras 
Para aumentar a e~iciência de programas 
Transposição do ~osso semânt.ico 
Em aprendizado baseado em explicações 
a 
Vejamos cada uma dest.as aplicações. possivelmente acompanhadas 
de exemplos. 
CP1) NA CONSTRUÇ~O DE COMPILADORES 
Vimos nas discussões teóricas da avaliação parcial que. se 
aplicarmos um avaliador parcial conveniente a um intérprate da 
uma linguagem L. tendo um programa n como dado. obt.eremos; o 
objeto de n· 
Pagan [Pagan-88] descreve um mét.odo. baseado no conceit.o t.eórico 
de comput.ação 
sistematicamente 
parcial. 
intérpretes 
(iterativos e recursivos. 
de 
de 
convert.er 
linguagens 
manualmente e 
de programação 
escritos em uma linguagem de 
implementação) em compiladores. sem precisar lidar diretamente 
com linguagem de máquina. Nest.e método o int.érpret.e pode ser 
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manualment..e t..ransformado em um t..radut..or que recebe como 
ent..rada uma forma int..ermediária de um programa font..e e produz 
como saída um programa funcionalment..e equivalent..e. escrit..o na 
linguagem de implement..ação do int..érpret..e. Est..e programa pode. 
ent..ão. ser t..raduzido para linguagem de máquina. usando o 
compilador exist..ent..e na linguagem de implement..ação. Assim. 
t.emos que o programa em 1 i nguagem de má qui na execut.ar á mui t.o 
mais rápido do que o int..érpret..e obt..endo. port..ant..o. um ganho em 
velocidade de execução do programa compilado. 
Est..a discussão foi forçosament..e superficial pois nossa 
especialidade não é compiladores. Para maiores det.alhes podemos 
cit..ar os art..igos de [kahn-84] e [Pagan-881. 
CP2) AUMENTAR A EFICI~NCIA DE PROGRAMAS 
Vi mos nas discussões t..eór i c as que podemos execut..ar algumas das 
operações cont..idas em um programa mesmo ant..es de se conhecer os 
dados de ent..rada que ..... ser ao usados. Seja P um programa escrit..o 
em PROLOG (decidimos " que sempre usar1amos PROLOG). Segundo 
Komorowsky Cem [ St..er 1 i ng-86]). est..a ant..ecipação pode ser 
efet.uada por t..râs mét..odos: poda, propagação progressiva e 
propagação regressiva das est..rut..uras. A poda mais simples 
consist..e em eliminar as sent..enças que não ..... sao realment..e 
ut..ilizadas no programa. Veremos mais adiant..e um t..ipo de 
poda mais sofist..icada. A propagação progressiva consist..e 
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em propagar qualquer at.ribuição parcial dos argument.os de uma 
met.a para uma submet.a. A propagação regressiva. consist.e em 
subst.it.uir uma met.a det.erminíst.ica pela cauda da sent.ença 
que a unifica. 
Venken [Venken-85] apresent.a um avaliador parcial para aument.ar a 
eficiência de programas PROLOG. e consequent.ement.e para ser 
utilizado como ferrament.a de otimização. Os programas escrit.os em 
PROLOG são t.ransformados em programas equivalentes Cescrit.os em 
PROLOG. porém mais eficient.es e especÍficos. pois estão avaliados 
parcialment.e). Temos que est.e mét.odo corresponde a figura 2.1. 
Vamos dar um exemplo de um avaliador simples para est.e t.ipo 
de aplicação. ~ 
Consideremos o seguinte programa escrit.o em PROLOG 
most.ra_t.elaCTela) :-
9 cs ~ 
.. 7 1.0 
5 8 u. 
t.elaCTela. Comeco. Fim). 
clearCComeco. Fim). 
enqt.oC 
t.ext.oCTela. L. c. Text.o). 
put.CL. c. Text.o) 
) . 
enqt.oC 
campoCTela. Nome. L1. C1. Comp). 
putdCL1. C1. Comp. •. •) 
) . 
enqt.oCX.Y) X. Y. fail. 
enqt.oCX.Y). 
onde clear. put. put.d são primit.ivas. 
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Consideremos os dados do programa: 
t.elaCt.est.e. 6. 16). 
t.ext.oCteste. 6. 16. • Tela A Programa . ) . 
t.ext.oCt.este. 9. 16. • Tela B Comandos . ) . 
t.ext.oCteste. 11. 6. • Tela c - Dados . ) . 
campoCtest.e. comando. 9. 13. 1). 
campoCtest.e. dados. 11. 13. 60). 
Para executar o programa most.ra_t.elaCteste) é necessário 
realizar 17 inferências lógicas.. Note que as inferências 
6. a. 11. 14 e 17 referem-se ao predicado fail do predicado enqto. 
Vejamos os passos executados por aval p para obter o programa 
especializado. 
1~ ) Aplicamos ~valp no predicado most.ra_t.ela 
?- avalpC mostra_t.elaC teste), L). 
2~ ) O avaliador encontra a definição de mostra_tela e irá fazer 
a avaliação parcial 
3~ ) Tela unifica-se com teste. 
4~ ) t.elaCteste, Comece, Fim) unifica-se com telaCteste. 6. 16). 
Ocorre uma propagação regressiva. onde substituimos a meta 
t.ela pela sua cauda Ctrue). Os valores de Comece = 6 e 
Fim = 16 .... sao propagados por todo o corpo da cláusula 
most.ra_tel a. 
6~ ) clearC6.16) unifica-se com a primitiva clearC_. _). 
portanto, não há nada a fazer. 
enqt.o é um predicado com cláusula definida no programa. 
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d • d A 1~ Por'lan'lo, eve ser execu~a o. cláusula do predicado 
enq'loC X, Y) diz par a execut-ar mos prime i r o X, depois Y, e 
f'alhar para que ou'lras soluções para X e y sejam 
encont-radas. A 2~ cláusula sempre sucede. No nosso exemplo, 
X uni~ica-se com 'lex'lo('les'le, L, C, Tex'lo) e Y uni~ica-se 
com pu'lCL,C,Tex'lo). Vejamos a execução de enqto: 
L, c. Tex"Lo) uni f"ica-se com 
tex'loC tes'le, 5. 15. • Tela A Programa •); ocorre urna 
propagação regressiva, onde suslituimos a meta texto pela 
sua cauda true. Ocorre uma propagação progressiva, 
onde os valores de L = C = 15 e Texto = 
Tela A Programa) sao propagados Por sua vez, 
putC5,15, • Tela A - Programa ') é primitiva; por'lan'lo, 
não há •nada a f'azer. O predicado f'ail f'alha para que 
ou'lras soluções de X e Y sejam ob'lidas. 
"Lex'lo<'les'le, L, c. Tex'lo) uni·fica-se com 
t..ex'loCteste,9,15, • Tela B - Comandos ') e ocorre uma 
propagação regressiva, onde sust~i'luimos a me'la 'lex'lo pela 
sua cauda lrue. Os valores de L = 9, C = 15 e Text-o = 
Tela B Comandos) sâ:o propagados Por sua vez, 
putC g, 15, • Tela A - Comandos • ) é pr i mi 'li v a; por 'lant..o. 
não há nada a fazer. O predicado ~ail ~alha para que 
outras soluções de X e Y sejam obtidas. 
t..ex'lo('les'le, L. c. Tex'lo) uni t· i c a -se com 
'lex'loCt..es'le,11,5,' Tela C- Dados ') e ocorre uma 
propagação regressiva, onde sus'li'luimos a me'la 'lex'lo pela 
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sua cauda ~rue. Os valores de L = 11, C = 5 e Texto = 
Tela C Dados •) são propagados Por sua vez. 
pu~C 11 • 5 • • Tela C - Dados • ) é pr i mi ~i va; por tan~o. não 
há nada a ~azar. O predicado ~ail ~alha para que outras 
soluções de X e Y sejam obtidas. 
7C2 ) Temos uma ou~ra chamada para o predicado enq~o. onde 
X = campoCTela, Nome, L1, C1, Comp) e Y = pu~dC L1 • C1 , 
Comp, •. •). CA execução é idên~ica ao passo 6). 
Após a aplicação do avaliador parcial no programa em relação aos 
dados, ou seja, se execu~armos o 
aval pC mos~ra_~el a( ~es~e), L). 
ob~eremos o seguin~e programa mais e~iciente. 
~ 
mostra_telaCteste) 
~ 
2 
9 
• 
5 
cS 
? 
clearC5, 15). 
Cpu~C5, 16,• Tela A- Programa •), 
putC9,15, "Tela B - Comandos •>. 
pu~C11, 6, • Tela C- Dados •), 
C pu~dC 9, 13. 1 , • ) , 
pu~dC11, 13, 60, •. •), 
~rue)). 
programa 
Nes~e caso, para executar o programa mos~ra_~elaC~es~e), será 
necessário realizar apenas 07 in~erências lÓgicas. 
Vejamos a lis~agem do avaliador parcial para programas PROLOG . 
avalpC Meta, Clausula) 
execu~eCMe~a. [), [), And_Or), 
imprimaCAnd_Or, Clausula). 
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execu~eCCX,Y), Resto, P, LR) :-
execu~eCX, restoCY,Resto), P. LR). 
executeCCX;Y), Res~o. P, 
execu~eCX, Resto. 
execu~eCY, Res~o. 
andC orCResp1, Resp2), P)) 
[), Resp1), 
(], Resp2). 
execu~eCX, Res~o. P. LR) :-
primi~ivaCX, P, PP), 
execu~e_res~oCRes~o. PP. LR). 
execu~eCX, Resto, P, andCOr, P)) :-
se~o~CC, ~odas_clausulasCX, Res~o. C), MD, 
lista_orCM, Or). 
execu~eCnil, Res~o. P, LR) :-
execu~e_res~oCRes~o. P. LR). 
execut~_res~oCnil, Resp. Resp). 
axecute_reslo(res~oCP,LP), Part, Resp) 
executeCP, LP, Part. Resp). 
~odas_clausulasCX, Res~o. C) :-
clauseCX. Y), 
execu~eCY, Resto. nil, C). 
primitivaCX, Res~o. andCX, Resto)) 
primCX). 
efei~o_la~eral(X),!. 
primi~ivacx. LR, LR) 
primCX), 
callCX),!. 
primi~ivaCX, LR, andCX, LR)) 
primCX). 
pri mC wri teCX)). 
primC nl). 
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primCX is Y). 
primCX = Y). 
e~ei~o_la~eral(wri~e(X)). 
e~ei~o_la~eralCnl). 
O predicado avalpCArg1. Arg2) recebe Arg1. chamada para ser 
avaliada como en~rada e ~ornece Arg2. que corresponde a 
avaliação parcial de Argl. 
No predicado execu~eCArg1. Arg2. Arg3. Arg4). ~emos que: Arg1 é a 
chamada para ser avaliada; Arg2 corresponde a lis~a de chamadas 
para ser avaliada após a avaliação de Arg1; Arg3 á o resul~ado 
parcial das éf'valiações e Arg4 , e a lis~a resul~an~e. 
corresponden~e a saída da avaliação. 
CP3) TRANSPOSI Ç~O 00 FOSSO SEMÂNTICO 
Os vários sis~emas baseados em regras são mui~o semelhan~es en~re 
si com relação a sin~axe; porém. di~erenciam-se mui~o com relação 
à semân~i ca. Consi daremos dois si s~emas B e C. ambos baseados 
em regras. com a mesma sin~axe. 
, porem com semân~icas 
di~eren~es. Es~a di~erença semân~ica en~re B e C pode ~er duas 
origen5. A primeira seria a di~erença de es~ra~égia. na qual o 
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engenho de in~erância B pode ~er es~ra~égia diversa da u~ilizada 
pelo engenho C para escolher a regra apropriada. A segunda seria 
a di~erença no mé~odo de dedução. onde dois engenhos podem dar 
~rat..amen~os dis~in~os para a mesma regra. Por ~osso semân~ico 
queremos expressar ~odas as di~erenças de es~ra~égias e mé~odos 
de dedução. 
O ~osso semân~i co pode Lar componen~es apenas na as~ra~égia, 
apenas no mé~odo dedu~ivo ou em ambos. Admi~a-se, agora, que o 
sis~ema C seja su~icien~eman~e comple~o para ~azer ~udo que B 
f"az. ou seja, podemos escrever regras em C que descrevam o 
comportamento de B em qualquer circunstância. Tais regras são 
chamadas meta-regras e conseguem ~ranspor o ~osso semântico. ou 
seja, para uma~ dada base de conhecimentos, as meta-regras 
permitem que se obtenha, com o engenho de in~erência de C, o 
mesmo resul~ado que se ob~eria com o engenho de B. 
Temos, porém, que a presença de me~a-regras diminui 
consideravelmen~a o desempenho do sis~ema. Propõe-se, por~an~o. 
que se use avaliação parcial nas me~a-regras e na base de 
conhecimen~o para ob~er uma nova base de conhecimen~os que possa 
ser manipulada dire~amen~e pelo engenho C, produzindo o mesmo 
resul~ado 
esclarecer 
que 
esta 
a base original 
transposição de 
manipulada por 
f"osso semântico, 
diagramas das ~iguras 2.7, 2.8. 2.9, 2.10. 
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B. Para 
vejamos os 
Base .o Consulta H 
I I 
1 1 
Engenho c Resposta R1 
Figura 2.7 o engenho c produz a resposta R1 para a base 
D e a consulta H 
Base D Consulta H 
Figura 2!"B 
Meta-regras descr~ 
vendo comportame~ 
to de B 
I 
I I 
1 1 
I Engenho B Resposta R2 
O engenho B produz a resposta R2 para a base 
De a consult.a H 
Base D Consulta H 
l 1 
I Engenho C I Resposta R2 
Figura 2.9 Vencendo o fosso semântico entre B e C 
através de meta-regras 
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Meta-regras des-
crevendo B 
I 
1 
Avaliador 
Parcial 
' 
l 
Base D modi~icada 
pela avaliação pa~ 
cial das mt=!La-re -
gras em relação a 
base D. 
I 
1 
Base D 
I 
Consulta H 
I 
1 
Engenho C Resposta Ra 
Figura 2.10 A~ avaliaÇao parcial modi~ica D de modo que se 
possa obter. com o engenho c. as mesmas respostas 
que se obteria com o engenho B e com a base D 
original. 
Vamos veri~icar como se poderia ~azer a avaliação parcial para o 
caso do ~osso semântico ter componentes apenas no método 
dedutivo. As di~iculdades para o caso de ~osso semântico na 
estratégia são outras. e não serão tratadas aqui. Tomemos um caso 
concreto. pois é mais ~ácil raciocinar em cima de casos concretos. 
Esperamos. entretanto. que as conclusões sejam bastante gerais. 
Admita-se que o engenho C seja a própria linguagem PROLOG. As 
regras do engenho B terão a mesma ~orma (sintaxe) que as regras 
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PROLOG. mas ...... ser ao vist.as como regras de um cálculo de 
predicados normal. No si st.ema B não "' ser ao f'eit.as as hipót.eses 
simplif'icadoras present.es em PROLOG. Em out.ras palavras. B será 
um provador de t.eoremas de Cálculo de Predicados sem qual quer 
hipót.ese simplificadora. Por sua vez. C será PROLOG e, port.ant.o, 
t.erá as seguint.es hipót.eses simplif'icadoras: 
(1) Cada sent.ença. ao ser colocada na f'orma disjunt.iva, t.erá 
apenas um lit.eral posit.ivo. o qual e chamado cabeça. 
Vejamos um exemplo: Seja a sent.ença PROLOG: 
avoCX,Y) :- paiCX,Z). paiCZ.Y). 
Est.a sent.ença pode ser lida da seguint.e maneira: X e avô 
de Y se X é pai de Z e Z é pai de Y. X é avô de Y ou X não 
é pai de ~ ou Z não é pai de Y. Na 1 ai t.ura di sj unt.i va.. 
t.emos apenas um lit.eral posit.ivo. ou seja. avoCX.Y). 
C2) not.CP) signif'ica nãoCP) e deve ser int.erpret.ado da seguinte 
maneira: O engenho tent.a. provar P. Se não conseguir. not.CP) 
é verdadeiro. Se conseguir. not.CP) é f'also. 
(3) p Q signif'ica o seguinte: 
p Q P. 
p Q. Q. 
~alquer que seja uma f'Órmula do Cálculo de Predicados. ela pode 
ser expressa. como um conjunt.o de regras na f'orma: 
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p ; Q ; s M • N • no~CG). O. 
O símbolo"·-" represen~a a implicação. O";" represent-a "ou". A 
"•" represent-a a conjunção "e". Est.a forma é similar em sint.axe 
à usada em PROLOG. Há. con~udo. duas diferenças. A primeira é a 
possibilidade de P Q a esquerda de":-". Est.a possibilidade não 
exis~e em PROLOG. A segunda é que se pode t.er lit.erais negat.ivos 
como o no~CG) a direit..a de Também ist..o não á possível em 
PROLOG e seria int..erpre~ado como signi!icando no~CG) é verdadeiro 
se G é falsb. Há um fosso samânt.ico an~re as sent..anças do PROLOG 
a as do Cálculo de Predicados. 
Deduções com sent.enças de Cálculo de Predicados exigem algorit-mos 
muit.o ineficient-es. Além di s~o. es~es al gor i t.mos não podem 
decidir se uma prova exist.e. Ist..o ocorre em t..eoria: porém. na 
prát..ica. os algorit-mos podam ser auxiliados por hauríst..icas e por 
cont..role. o que os t.orna mais viáveis para uma ampla classe de 
problemas. Devido a ast..e fat..o. foram desenvolvidos vários 
sist.amas baseados nes~as sen~enças. Tais sis~amas. para a~ingiram 
um cer~o grau de eficiência, exigem programas ex~remamen~e 
complexos. que t..ent.am t.omar decisões cuidadosas para .... na o 
seguirem caminhos longos e t.ort.uosos no processo dedut..ivo. 
Verificaremos que, com a avaliação parcial, podamos fazer um 
sist..ema ext..remament.e simples e de eficiência comparável a out..ros 
mais complexos. 
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Vamos descrever o mé~odo dedu~ivo usado pelo engenho B do nosso 
exemplo. o qual ~az dedução usando o princípio de resolução e a 
redução ao absurdo. 
O seguin~e programa é cons~i~uído por um conjun~o de me~a-regras 
capazes da exacu~ar uma base da conheciman~os cons~i~uída por 
regras da cálculo de predicados. 
Como vimos. a base de conhecimentos De constituída por uma 
conjunção da regras na ~arma: 
P;Q;R;S M • N. 
Nes~e caso. ela pode ser ~ransformada em uma disjunção da 
li~erais Cpredic~dos a~irmados ou negados). Assim. ~amos: 
P v Q v R v S v M v "' N 
Podemos ~ambém ~rans~ormar a sen~ença em uma negação 
conjunções: 
~also "' P ~ "' Q ~ "' R ~ "' S ~ M ~ N 
a. qual é equivalente a 
~ "' S ~ M ~ N ) 
de 
Temos que uma·conjunção de ~órmulas deste tipo pode ser provada 
usando o pr i ncí pio de resolução e a redução ao absurdo. Um 
engenho de inferência usando o príncipio de resolução deve 
introduzir a negação da consul~a junto a base de conhecimen~os e 
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aplicar sucessivaman~e a seguin~e regra da in~erência CRI): Dadas 
as regras: 
r:t: C P:t .,.... Q;t .,.... Rt. .,.... S:t . . ) 
rz: C Pz .,.... Q2 .,.... ..... R:t .,.... Sz .. ) 
podemos conclui r: 
rs: Sz ... ) • pois rz 
~ornece Pz ...... Sz .. Podemos. por~an~o. 
subst.i~uir rz por Pz ,... S2 .... Se chegarmos a um 
absurdo. ou seja. a conjunção ' e impossível de sa~is~azer. 
conclui mos que a negação da consul ~a ' e falsa. e por~an~o. a 
consul~a é verdadeira. 
Exemplo: Consideremos a seguin~e base de conheciment-os 
C baseeonh) . 
rs.: homem( wang) mulherCwang). 
rz: homemCling) mulherCling). 
r a: humano( X) homem( X). 
r•: humano( X) mulherCX). 
O primeiro passo e ~ransformar est..as regras em uma negação de 
conjunções. Para ~acilit..ar a manipulação dest..as negações de 
conjunções no engenho implemen~ado. decidimos represen~á-las por 
meio de list..a e guardá-las em uma base de dados para que sejam 
pos~eriormen~e usadas. Teremos. en~ão. as seguin~es regras 
t.rans~ormadas. 
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dt: seC ( not homem( wang) • not mulher C wang) l) . 
d2: se( [ not homem( 1 i ng). not mul herC 1 i ng) l). 
da: se( ( not humano( X). homem( X) l). 
d4: se( [ not humano( X) • mu1 herC X) l). 
onde cada argumento L de seCL) é supost..o negado. A list..a dt 
expressa da segui ntJe í'orma: 
:- Cnot.. homemCwang) ~ not.. mulherCwang)). 
Suponha-se que desejamos saber quais são os humanos da base de 
conhecimento. Neste caso. teremos a seguinte consu1 ta: 
humanoCXl). 
o 1- passo: Supo~amos que a consult..a seja í'alsa. ent..ão podemos 
introduzi r a negação da consu1 ta C í'a1 so humanoCX1)) junto a 
base de conheciment-os. ou seja. int..roduzir 
(a) se([ humanoCX1) )). 
~c:? 
c;. passo: Aplicar sucessivamente a regra de iní'erência RI à base 
de conhecimentos. 
Aplicando-se a regra RI em da e Ca) 
da: se( [ not.. humano( X) • homem( X) ] ) . 
(a) se(( humanoCX1) J). 
obt..emos: 
Cb) se([homemCXl)J) 
... Aplicando-se RI em C b) e dt. obt.emos: 
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C c) se([no~ mulher(wang)]), X1 wang, 
Aplicando-se RI em (c) e d4, ob~emos: 
(d) s&C[no~ humanoCwang)]) 
Como X1 == wang, concluimos que Cb) e (a) se ~ornam: 
Cb:t) seC[homemCwang)J) 
Ca:t) seC[humanoCwang)J) 
Resolvendo-se Ca:t) e Cd) chegamos ao absurdo de que wang é humano 
e wang não é humano. Por~an~o. a consul~a é verdadeira para X1 = 
wang, ou seja, wang é um dos humanos da base de conhecimen~os. 
O seguin~e programa ' e a lis~agem do engenho B, o qual é 
cons~i~uído por um conjun~o de me~a-regras: capazes: de execu~ar 
uma base de conheci men~os cons~i ~uída por regras de cálculo de 
predicados:. 
Listagem do engenho B 
negCno~CnotCX)), Y) 
negCno~CX), X) !. 
negCX, no~CX)). 
orCCX ; Y), 2, CNXjRD 
negCX, NX), 
orC Y, z. R). 
negCX.Y). 
I .. 
orCX, z. CNXIZl) :- negCX, NX). 
andCCX • Y). CX !RD 
andCX, [ XD . 
normCCX :- Y), N) :-!. 
andCY, NY), 
orcx. NY. N). 
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! • ande Y. R). 
normCCX 
normCCX 
normC X. 
Y) • 2) 
Y) • 2) 
[NXJ) 
: - ! • o r C C X ; Y) • [ J • 2) . 
:- ! • andCCX • Y). ZJ. 
nEtgCX. NX). 
procEtsseCend_or_filEt) !. 
processeCX) :-
normCX. Y). 
asserlzC sEt(Y)). 
t'ai 1. 
recCA) :- abolishCsEt/1), 
seeCA). 
reped.l. 
rEtadC F'). 
processe( F'). ! • 
Sêêrt. 
onC X • [ X I Y D 
onC X • [ _I ZD 
! . 
onCX.Z>. 
conlra_posilC[XIRJ. NX. R) :- rtEtgCX. NX). 
cont.ra_posit.CCXIRJ. N. [XINRl) 
•onlra_posilCR. N. NR). 
sEtnt.CH. D :-
SEt(Y). 
conlra_posilCY. H. D. 
provEtCG. A) :-
nEtgCG. NG). 
onCNG. A). 
provEtCG. A) :-
sent.CG. 8). 
not.C onC G, A)). 
proCB. [GIAD. 
pro([]._). 
proC[GIGSJ. A) :-
provaCG. A). 
proCGS, A). 
pCX) pr oveC X • [ ] ) . 
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Vejamos uma explicação detalhada 
engenho B. 
da cada predicado do programa 
Predicado negCArg1. Arg2), onde Arg1 é o predicado a ser negado e 
Arg2 é a negação de Arg1 Cou seja, é o predicado Argl negado). 
Na 1 ~ cláusula temos que a negação de note not-C X)) é igual a 
negação de X. 
Na 2~ cláusula temos que a negação de notCX) é X. 
a Na 3- cláusula temos que a negação de X é notCX). 
O predicado orCArgl. Arg2, Arg3) transforma a disjunção Argl em 
negaçZes de conjunçZes, colocando-as na lista Arg2, obtendo-se 
assim Arg3. VEfj amos um exemplo: Dado orC C X ; Y; Z> • [ WJ • Arg3) 
obtemos Arg3 = [notCX), notCY), notCZ>. WJ. 
A 1~ cláusula nega o 1~ elemento da disjunção. coloca-o na lista 
Arg3 e chama recursivamente or para negar os demais elementos da 
disjunção. 
A 2~ cláusula de or é para o caso de Arg1 conter somente um 
predicado a ser negado. Portanto. basta negá-lo e colocá-lo no 
Arg3. 
O predicado 11 and 11 recebe como entrada uma conjunção Arg1 e 
coloca-a em uma lista Arg2. Vejamos um exemplo: Dado 
andC CX,Y,Z,W), Arg2), obtemos Arg2 = [X, Y, Z, WJ. 
1~ cláusula de "and" coloca o o 1- elemento da conjunção na lista 
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Arga e chama recursivament.e "and" para colocar os demais 
element.os da conjunção. 
A a~ cláusula de "and" é para o caso de Arg1 cont.er soment.e um 
predicado. Port.ant.o, bast.a colocá-lo na list.a Arga. 
O predicado normCArg1, Arga) recebe uma regra, Arg1 como ent.rada 
e coloca-a na forma normal Arga, ou seja, em uma conjunção de 
predicados afirmados ou negados. represent.ados por uma list.a de 
predicados. 
A 1 !- cláusula é para o caso de Arg1 cont.er uma regra da forma 
X Y. A formal normal obt.ida ~ ser a uma list.a cont.endo a 
negação dos predicados de X, seguido dos predicados de Y. 
Vejamos um exemplo: Dado normCCX y z W) • LN) , obt.er emos 
LN = [not.CX), notCY), Z, WJ. 
A a~ cláusula é para o caso de Argl cont.er uma regra da forma 
X Y. A forma normal obtida ~ ser a uma list.a cont.endo a 
negação dos predicados de X e de Y. Vejamos um exemplo: Dado 
normCCX ; Y ; 2), LN), obt.eremos LN = [not.CX), not.C Y) , not.C 2) l . 
a A 3- cláusula é para o caso de Arg1 conter uma regra da forma 
X. • y. A forma normal obt.ida sara uma list.a cont.endo os 
predicados de X e de Y. Vejamos um exemplo: Dado no r mC C X 
y 2). LN), obt.eremos LN = CX, Y, Zl. 
A 4~ cláusula é para o caso de Arg1 cont.er uma regra unit.ária, ou 
seja, apenas um predicado. Vejamos um exemplo: Dado normC X, LN), 
obt.eremos LN = [not.CX)J. 
72 
O predicado processeCArgl) recebe uma regra. Argl como en~rada. 
~rans:forma-a. usando o predicado "norm". em uma lis~a de 
predicados a:firmados ou negados CLN). ou seja. ~rans:forma-a 
em uma :forma normal e :finalmen~e a inserindo na base de dados 
na :forma seCLN). Es~e predicado sempre ~alha. 
o predicado recCArg1) recebe um arquivo Arg1 como en~rada. 
re~ira da base de dados ~oda regra da :forma se(_). abre o 
arquivo e para cada sent..ença s lida aplica opredicado 
processe($). Pelo ~a~o de que o predicado processe sempre ~alha. 
~oda sen~ença de Argl será ~rans:formada na ~arma normal. 
O predicado onCArgl. Arg2) recebe como en~rada o predicado 
Arg1 e a 1 i s~a ~e predicados Arg2 e sucede se Arat per'lencer a 
Arg2. Vejamos um exemplo. Dado onCX. ez. no~CW). X. PJ). o 
predicado sucederá. 
:falhará. 
Por~m. dado onCX. CP. Q. RJ), o predicado 
O predicado con~ra_posi~CArgl. Arg2. Arg3) recebe como en~rada a 
lis~a de predicados Argl e o predicado Arg2. e :fornece como saída 
Arg3. que aqui vale ao Argl sem a negação do predi cada Arg2. 
Vejamos um exemplo: Dado cont..ra_posit..C ex. not..CY). z. PJ. Y. L). 
ob'lemos L= ex. z. PJ. 
O predicado sent..CArgl. Arg2) recebe como ent..rada um predicado 
Arg1. procura na base de dados alguma regra da :forma se(L). na 
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qual L contenha a negação de Arg1. A saída Arg2 corresponde a 
lista L sem a negação de Arg1. 
O predicado proveCArg1, Arg2) recebe como entrada o predicado 
Arg1. a ser provado, e uma lista Arg2 contendo os predicados 
já provados. 
Na 1~ cláusula de proveCArg1, Arg2) temos que se a negação do 
predicado Arg1 a ser provado pertencer a lista Arg2 dos predicados 
já provados verdadeiros, então o predicado a ser provado será 
f'also. Com isto, chagamos a uma contradição e a prova termina. 
Na 2~ cláusula de proveCArg1, Arg2), o predicado sentCArg1, Arg3) 
percorre a base de dados da f'orma seCArg4), chama o predicado 
contra_positCArg4, Arg1,Arg3) para verif'icar se not Arg1 se 
unif'ica com predicado da lista Arg4 Cpara aplicação da 
regra de inf'er&ncia RI). Temos que Arg3 ' e a lista Arg4 sem o 
predicado not Arg1. Deste modo temos que Arg1 f'oi provado. Porém 
antes de colocá-lo na lista Arg2 dos predicados já provados, 
prove certifica-se de que o predicado Arg1 ainda não pertence a 
lista Arg2. ApÓs esta checagem, prova insere Arg1 na lista Arg2. 
chama o predicado proCArg3, [ Arg1 I Arg2D para avaliar os 
próximos predicados (elementos da lista Arg3) a serem provados, 
para continuar o processo dedutivo, até encontrar um absurdo. 
O predicado "pro" chama recursi vam.,;,nte "provfõJ" para provar cada 
um dos predicados da lista. 
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Observe que o predicado proveCArg1,Arg2) é o que realiza o 
processo dedut.ivo do engenho de inferênci<!l B. descrit.o 
ant.er i o r mant.e. Analisando as figuras 2. Q e 2.10 t.amos que o 
predicado "prove" cor responde a "met.a-regras descrevendo o 
comport.ament.o de B". 
O predicado pCArg1) recebe como ent.rada a consult.a Arg1 que 
deverá ser provada. A prova será realizada pelo predicado 
proveCArg1, [J). 
Para execut.armos o engenho B devemos seguir os seguint.es passos: 
O 1 ~ ' passo e carregar o programa do engenho de inferência. 
?- [-•engenhoS•]. 
o 2~ passo ' e t.,..ansformar as regras da base de conheciment.os 
•baseconh•, que est.ão na forma de cálculo de predicados, para a 
forma normal CFN) e guardá-las na base de dados na forma seCFN). 
Para ist.o digit.e: 
?- recc•baseconh•). 
A part.i r dast.e moment.o pode-se iniciar as sequências de 
consult.as. As consult.as devem ser realizadas da seguint.e 
maneira: 
?- pC Consul t.a). 
Vejamos alguns exemplos: 
Dada a consul t.a: ?- pChumano(X)). 
Respost.as: X = wang -> 
X = ling -> 
X = wang -> 
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X = ling 
Dada a consult.a: ?- pChumanoCwang)). 
Resposta: yes. 
Dada a consult.a: ?- pChumanoCling)). 
Respost.a: yes. 
Dada a consulta: ?- p( mul herC wang)). 
Resposta: y~s. 
Dada a consult.a: ?- pCmulherCling)). 
Respost-a: yas. 
Para facilit.ar o entendimento do algorit-mo do engenho B. vamos 
most.rar a execução da consult-a "Quais são os humanos?". 
?- ~pChumanoCX)). 
pChumanoCX)). 
proveChumanoCX). (]). 
negChumanoCX). NG). 
NG = nol humanoCX) 
onC not humanoCX). (]). 
% la cláusula de prove 
--> falha. 
sent.ChumanoCX). 8). % 2a cláusula de prove 
seCY). % 1a cláusula de senl 
Y = (not. homem(wang). nol mulherCwang)J. 
cont.ra_posit.C[nol homem(wang). nol mulher(wang)l. 
humanoCX). B). --> falha 
Y = (not. homem(ling). not. mulherCling)J. 
cont.ra_posit.C(nol homemCling). nol mulherCling)l. 
humanoCX). B). --> falha 
Y = (nol humano(X). homemCX)J. 
conlra_posit.C(not humanoCX). homemCX)J. 
4 humanoCX). B) --> sucede 
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B = ( homem( X) J , 
onC humanoCX), []) --> falha, 
no~ ConChumanoCX), [])) --> sucede 
W*MMMMMM***MW*MMMM***MMMMMW*MMMMMMMMMMMMMW*MMMMW*W*MMMM****** 
* Resul~ado 1: humanoCX) é verdadeiro * 
************************************************************* 
proC[homemCX)J, [humanoCX)J), % 2a cláusula de pro 
proveChomemCX), [humano(X)l), %la cláusula de prove 
negChomemCX), NG), 
NG = not homemCX) 
onC no~ homemCX), [humanoCX)J), -->falha 
sen~ChomemCX), 8). 
seCY). 
Y =[no~ homemCwang), no~ mulherCwang)l. 
con~ra_posi~C[no~ homemCwang).no~ mulherCwang)J. 
homemCX), 8) --> sucede 
B =[no~ mulherCwang)], 
X = wang 
onChomemCwang). [humanoCwang)]) 
% unifica 
--> falha 
no~ConChomemCwang), [humanoCwang)J) --> suceda 
************************************************************* 
* Resul~ado 2: homemCwang) é verdadeiro * 
****************MMMMMMMMMMMMMM**MMMMMMM*MMMMMMMMM***-MMMMMMMM 
proCCno~ mulherCwang)l, [homemCwang), humanoCwang)]), 
proveCno~ mulher(wang). [homem(wang), humano(wang)]) 
negCno~ mulherCwang), NG). 
NG = mulherCwang) 
onC mulher(wang), [homemCwang). humanoCwang)l) --> falha 
sen~Cno~ mulherCwang). 8), 
se(Y), 
Y = [no~ homemCwang), no~ mulher(wang)l 
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con~ra_positCCno~ homem(wang), not mulherCwang)l, 
not mulherCwang), B) --> !alha 
Y = Cnot homem(ling), not mulherCling)l 
contra_positCCnot homemCling), not mulherCling)], 
not mulherCwang), 8) --> !alha 
Y = [not humanoCX), homemCX)l 
contra_positCCnot humano(X), homemCX)], 
not mulherCwang), B) --> !alha 
Y = [not humanoCX), mulharCX)J 
con~ra_positC(not humano(X), mulherCX)J, 
not mulher(wang), B) --> sucede 
B = (not humanoCwang)] 
on(not mulherCwang),[homamCwang),humanoCwang)])-->!alha 
notConCno~ mulherCwang),[homamCwang),humanoCwang)])) 
--> sucede 
******************************************************M*MMMMM 
* Resultado 3: not mulherCwang) é verdadeiro • 
*************•*********************************************** 
pro([not humanoCwang)], 
(no~ mulherCwang), homemCwang), humanoCwang)]), 
prove(not humano(wang), 
[no~ mulherCwang), homemCwang), humanoCwang)]), 
negCnot humanoCwang), NG), 
NG = humanoCwang) 
onChumanoCwang), 
[not mulherCwang),homemCwang),humanoCwang)]) 
--> SUCEDE 
************************************************************* 
* Resultado 4: not humanoCwang) é verdadeiro * 
************************************************************* 
Temos que humanoCwang) é um elemento da lista dos predicados já 
provados verdadeiros [not mulher(wang),homemCwang),humanoCwang)), 
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en~ão, no~ humano(wang) é ~also. Absurdo. pois o resul~ado 4 diz 
que no~ humanoCwang) é verdadeiro. Por~an~o. wang é um dos 
humanos. 
Comparando com a ~eoria da avaliação parcial para programas 
PROLOG. ~emas ~rês e~apas para vencer o ~osso semân~ico. 
Na 1~ e~apa ~amos um in~érprele proveCG.A) do engenho B. 
a Na 2- e lapa, "admi la -se que ~enhamos" um avaliador 
Cavalp) que pode ser aplicado a prove Cver ~igura 2.2) 
avalpC H 
.. 
Cd, proveCG,A), HproveCG,A)) 
Nes~e caso, a figura 2.2 é represen~ada pela figura 2.11 
parcial 
Base D I 
._____~I--.....------------. 
Avalp ----+ 
.____~l_j 
HproveCG,IU I 
_proveCG,A) . 
Figura 2.11 Avaliação parcial de proveCG,A) em relação a 
Base D 
Hprove é a base B (regras do cálculo dos predicados) ~rans~ormada 
em sen~enças do PROLOG. 
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Na 3~ etapa, apliquemos uma avaliação parcial (aval) ao avaliador 
parcial da ~igura 2.11 Cver ~igura 2.6). 
aval C avalpCH :- Cd, proveCG,A), HproveCG,A)), 
provaCG,A), 
avalproveC H:- Cd, HproveCG,A)) ) 
Neste caso a ~igura 2.6 é represan~ada pela ~igura 2.12 
Base D 
C2~ etapa) 1 avalp I L...-------1' _,. ,.-----, 
Aval ------~ aval prove 
..___ _ __..~l_j _ proveCG,A) . a C 3- e~apa) 
a (1- etapa) 
HproveCG,A) 
Figura 2.12 Avaliação parcial da avalp em relação a proveCG,A). 
Ob~emos aval prove, que o avaliador parcial 
especializado para o engenho de in~erência B. 
Note que, no momento da aplicação de aval, o Único dado conhecido 
, . 
e o programa prove. Devido a is~o. ob~ave-se um 
avalproveCH Cd, HproveC G, A)). que recebe uma base de 
dados D e produz um HproveCG,A) (programa equivalen~e em 
PROLOG). O compor~amenl.o de HproveCG,A) é idêntico ao de 
prove( G, A) na presença das sen~enç:as H Cd, ou seja, dada uma 
consul~a G, ob~emos a mesma respos~a R. 
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Base D Consul'la H 
l J 
l l 
Engenho B Respos'la R1 
Figura 2.13 Dada a consul'la H. o engenho B produz respos'la R1 
Após as 'lrês e'lapas realizadas para vencer o fosso semân'lico 
'lemos a ~igura 2.14. 
Cons'lruímos manualmen'le um avalproveC H Cd. HproveCG.AJ). 'lal 
que: 
Sen'lenças 
H :- Cd 1 
aval prove 
' 
Sen'lenças 
em PROLOG 
HproveCG.A) Consul'la H 
I I 
l l 
Prolog 
Engenho C Respos'la R1 
Figura 2.14 Dada a consul'la H. o engenho C produz respos'la R1 
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Temos que dada a consul~a H. o engenho C produz a mesma respos~a 
R1 que o engenho B. 
Avalprove ~oi cons~ruído ~azendo avaliação manual de prove. 
Vejamos a lis~agem de avalprove. 
Lis~agem de avalprove 
negCno~Cno~CX)), Y) :- negCX,Y). 
negCno~CX), X) :- !. 
negCX, no~CX)). 
orCCX ; Y), Z, CNXIRD 
negCX, NX), 
orCY, Z, R). 
I .. 
orCX, ~. CNXIZJ) :- negCX,NX). 
andCCX , Y), [X IRD 
andCY,R). 
andCX. CXD. 
normCCX :- Y), N) :-!, 
andCY, NY), 
orCX, NY, N). 
I .. 
nor mC C X ; Y) , 2) . ! • 
orCCX ; Y), (], 2). 
normCCX , Y), 2) 
andCCX , Y). 2). 
no r mC X , [ Y J ) : - negC X , Y) . 
propagar_~ren~eCnoLCF), A, NF) 
F= .. CFNIARGSJ, 
nameCFN, L), 
nameCNFN, [110ILJ), 
NF = .. CNFN, AIARGSJ. 
propagar_~ren~eCF. A, FA) 
F = CFNIARGSJ, 
F A = [ FN, A I ARGSJ . 
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I .. 
s~gCR, CH :- onCNR,A))) :-
propagar_fren~eCF, A, H), 
negCF', NF'). 
armzCCH :- T)) :- clauseCH, D.!. 
armzCSX) :- asser~zCSX). 
propagar_~rasC(XJ,A,Y) 
segCX,SX), 
I .. 
armzCSX). 
propagar_fren~eCX, A, Y). 
propagar_~ras((], A, Lrue) :- !. 
propagar_~rasCCXIYJ, A, CNX,NY)) 
propagar_frenteCX, A, NX), 
segCX, SX), 
armzCSX), 
propagar_LrasCY, A, NY). 
avalpCF', [), H) :-!, 
propagar_frenteCF, A, H). 
avalpCF', B, CH :- no~C onCF',A)), R)) 
propagar_frenteCF', A, H), 
•propagar_~rasCB, CFIAJ. R). 
con~ra_posi~CCXIRJ, NX, R) :- negCX,NX). 
con~ra_posiLCCXIRJ, N, CNINRJ) 
con~ra_posiLCR, N, NR). 
processeCend_of_file) !. 
processeCX) :-
normCX, Y), 
conLra_posiLCY, F. C), 
aval pC F , C , S) • 
asser~zCS), 
fail. 
onC X, (X I Y]) 
onC X, (_I ZJ) 
! . 
onCX, 2). 
recCA) :- abolishCse/1), 
seeC A), 
repeat, 
seen. 
readCF), 
processa( F'), ! , 
B3 
Vejamos uma explicação detalhada de cada predicado de avalprove. 
Os predicados nege_._), ore_._._), ande_._), norme_._), one_._), 
r 
recC _). são os mesmos da 1 i stagam do engenho B. Vejamos os 
demais predicados. 
O predicado propagar_frenteCArg1. Arg2, Arg3) recebe como entrada 
o predicado que será avaliado, Arg1. e um meta-argumento Arg2 
(argumento da meta-regra prove, ou seja, a list-a que guarda os 
predicados já avaliados). Fornece como saída Arg3, um 
predicado equivalente a Arg1, acrescentado o argumento extra 
CArg2). 
A cláusula diz que se o predicado Arg1 for 
note FuntoreA1,A2, ... ,An)), então Arg3 será um novo predicado da 
forma nFuntoreA1, Aa, ....• An. Arg2), ou seja, concatena-se 
a letra •n• ao Funtor, obtendo-se nFuntor. 
Vejamos um exemplo. Dado propagar_frenteenot humanoCX), A, NP), 
obteremos NP = nhumanoCA, X). 
A. 2~ cláusula é para Arg1 com predicados afirmativos. Neste caso, 
obteremos o predicado com o mesmo funtor. / porem com um novo 
argumento. Vejamos um exemplo. Dado 
propagar_frenteehumanoCX),A,P), obteremos P = humanoCA, X). 
O predicado segCArg1, Arg2) recebe como entrada o predicado a 
ser avaliado, Arg1, executa o predicado 
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propagar _:fr&nt&C Arg1. A. PArg1) para aval i ar Arg1. & :forn&c& a 
cláusula CPArg1 onCNArg1. A)). onde NArg1 ' e a negação do 
predicado Arg1. Vejamos um exemplo. Dado segC homemCwang), PArg1) 
obteremos PArg1 = homem( A, wang) e a cláusula Arg2 = 
homemCA,wang) onC not homemCwang), A), onde a cabeça da 
cláusula obtida equivale ao Argl acrescentado de um 
meta-argumento (avaliado parcialmente), e o corpo da :forma 
onC Negação_de_Arg1. Meta_argumento). 
o predicado armzCArgl) recebe como entrada a cláusula Arg1 e 
a armazena na base de dados. 
A 1~ cláusula verifica se a cláusula Argl já está armazenada na 
base de dados. Se encontrá-la. então não devemos armazená -1 a 
.. 
novamente. 
A 2~ cláusula armazena a cláusula Argi na base de dados. 
O predicado propagar _trasCArg1. Arg2. Arg3) recebe como entrada 
uma list.a Argl de predicados a serem avaliados, um met.a-
argumento Arg2, e :fornece como saída Arg3, que é uma lista 
correspondente a avaliação parcial da lista Arg1. Temos que a 
avaliação parcial de cada predicado consiste em colocar o meta 
argumento no predi cada C usando-se propagar _:frente). O predi cada 
propagar _tras aplica o predicado propagar _:frent.e para cada 
el ementa da 1 i st.a a ser avaliada e, ao mesmo t.empo armazena. 
caso ainda não est.eja armazenada. a cláusula formada pelo 
predicado seg. 
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a ' A 1- clausula de propagar_trasCArg1. Arg2. Arg3) é para o caso da 
lista a ser avaliada. Arg1. conter· some1Yle um predicado. Temos que 
Arg2 é um meta_argumento. e Arg3 é uma lista contendo apenas o 
predicado avaliado de Arg1. Neste caso. forma-se a claúsula 
CArgl_avaliado_com_meta_arg onCNegação_de_argl. Meta_arg). 
que é armazenada (caso ainda não Lenha sido). 
A 2~ cláusula de propagar_tras é para o caso em que a lista a ser 
avaliada. Argl é vazia. ou seja. não há predicado a ser avaliado. 
A 3~ cláusula de propagar_tras é para o caso de haver mais de um 
elemento na lisLa a ser avaliada. Argl. NesLe caso. execuLa o 
predicado propagar _frente para o primeiro elemento da lista. e 
chama recursivamente propagar_tras para que os demais predicados 
sejam avaliados. 
O predicado aval pC Argl. Arg2. Arg3) Lem como entrada Arg1 • a 
cabeça de uma cláusula para ser avaliada e Arg2. o corpo da 
cláusula a ser avaliado. Fornece como saída Arg3. a cláusula 
avaliada Ccuja cabeça é o predicado Arg1 avaliado parcialmenLe. 
aplicando-se o predicado propagar _f·rente e cujo corpo ' e o 
predicado Arg2 avaliado parcialmenLe. aplicando-se o predicado 
propagar_tras). 
A 1~ cláusula avalpCArgl. Arg2. Arg3) é para o caso de cláusulas 
unitárias Csem corpo. ou seja. Arg2 = [ J). A cláusula obtida Ar_g3 
C também unitária) equivale ao Argl avaliado parcialmente 
(aplicando-se propagar_frente). 
A 2~ cláusula avalpCArg1. Arg2. Arg3) é para o caso onde a 
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cláu~ula avaliada. po~s;;ui um corpo. Aplica-s;;e 
propagar_fren~e(Arg1, A, PArg1), onde PArg1 á Arg1 avaliado 
parcialment-e; em seguida, aplica.-s;;e 
propagar_~rasCArg2,[Arg1 jAJ,R), onde R Arg2 avaliado 
parcialmen~e. o resul~ado da avaliação é a cláusula 
PArg1 :-note onCArg1,A)), R. 
O predicado con~ra_posit.CArg1, Arg2. Arg3) recebe como en~rada 
Arg1. uma lis~a d~ predicados a serem avaliados. Fornece como 
saída Arg2, a negação do primeiro elemen~o da lista Arg1, e Arg3 
equivale ao Argl sem o primeiro elemen~o. No~e que, sendo Arg1 
uma cláusula represen~ada por uma 1 i s~a, temos que Arg2 ' e a 
cabeça e Arg3 o corpo. 
a A 1- cláusula dê contra_posi~CArg1, Arg2, Arg3), fornece Arg2, 
que equivale a negação do primeiro elemen~o da Arg1, e Arg3, que 
equivale a Arg1 sem o primeiro elemen~o. 
a , , A 2- clausula e para que sejam devolvidas as negações Ccabeças)de 
outros elementos de Arg1 e seus respectivos corpos. 
O. predicado processeCArg1) recebe uma regra Argl como en~rada. 
~ransforma-a em uma lis~a de predicados CLN) afirmados ou negados 
(aplicando-se o predicado norm), execut.a o predicado con~ra_posit 
para ob~er de cada elemen~o da list.a CLN) a sua negação (cabeça) 
e a lista sem o elemento (corpo), avalia parcialmente a cláusula, 
chamando o predicado avalp e insere na base de dados a cláusula 
avaliada parcialmen~e. Est.e predicado falha para que sejam 
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~ornecidas por con~ra_posi~ ou~ras cabeças e corpos. 
Temos que aval prove ' e um aval i a dor parcial especializado em 
prove. Das~a ~erma, avalprove simula prove usando in~ormaçoãs da 
base de conhecimentos. 
Para execu~armos avalprove devemos seguir os seguin~es passos: 
Passo: Carregar o programa avalprove. 
?- [-•avalprove•]. 
Passo: Execut.ar o predicado recc•baseconh•) para 
transformar as regras da base dt::o conheci ment.os. que est.ão na 
~arma de sen~enças do cálculo de predicados, para sentenças de 
PROLOG, ob~endo-se assim HproveCG,A), que será manipulado 
dire~amen~e pelo engenho de in~erência do PROLOG. Hpr oveC G, A) ' e 
... 
o resultado da avaliação parcial de proveCG,A) em relação 
a base de conhecimen~os, ou seja, H prove ' e o programa prove 
especializado para a base de conhecimen~os. 
?- rec(•baseconh•). 
Como vi mos, após a execução do passo 2, ob~eremos o segui n~e 
programa HproveCG,A). 
Hprove 
humano( A, 8) . no~ onChumanoC8), A), 
homem( [ humanoCB) I AJ • 8). 
humano( A, 8) not onChumanoCB), A), 
mulher( [ humanoC8) I AJ • 8). 
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nhumanoCA. B) 
nhomemCA, wa.ng) 
nhomemCA, ling) 
nhomemCA, B) :-
homem( A. war.<J) 
homem( A. 1 i ng) 
homemCA. 8) 
nmulherCA. wang) 
nmulherCA. ling) 
~ 
nmulherCA. 8) :-
mulherCA. wa.ng) 
mulher( A. 1 i ng) 
mul herC A. B) 
onChumanoCB). A). 
onC homemCwa.ng), A). 
onC homem( 1 i ng) • A) . 
no~ onCno~ homemCB). A). 
nhumanoC (no~ homem(B) AJ. B). 
no~ onChomemCwa.ng), A). 
nmulherC[homemCwang) I AJ, wang). 
no~ onChomemCling), A), 
nmulherC(homemCling) I AJ. ling). 
onC no~ homem(B). A). 
onC mulherCwang), A). 
onC mulherCling), A). 
no~ onCno~ mulherCB). A), 
nhumanoCCno~ mulherC8) I AJ, B). 
no~ onCmulharCwa.ng), A). 
nhomem([mulher(wa.ng) I AJ. wang). 
no~ onCmulherCling). A), 
nhomem((mulherCling) I AJ. ling). 
on( no~ mul h ar C B) • A) . 
pCX) X =. . [ Fn 1 Ar gs J • 
NX =. . ( Fn. [ J IArgs J • 
callCNX). 
Para examinarmos como processe ~rans~orma as regras do cálculo de 
predicados em sen~enças PROLOG. ~amemos apenas um exemplo: 
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?- processa( Chomem(wang) mulharCwang)). 
processe( ChomemCwang) mulherCwang)). 
normC ChomemCwang) ; mulherCwang)), FN) 
FN = [not homemCwang), not mulher(wang)J 
contra_positCCnot homemCwang), not mulherCwang)J, F. C) 
F = homernCwang) 
C= (not mulherCwang)JJ 
aval pC homem( wang). ( notJ mulher( wang) J • S) 
propagar _frente( homen1C wang), A, H) 
H = homem( A, wang) 
propagar_tras((not mulherCwang)J, [homamCwang) jAJ. R) 
segCnot mulherCwang). SX), 
propagar_frante(not mulherCwang), A1, H1) 
H1 = nmulher(wang, A1) 
negCnot rnulherCwang). NG) 
NG = mulherCwang) 
SX = Cnmulh~r(wang, A1) :- onCnot mulherCwang),A1)) 
ArmzCnmulherCwang, Al) :- onCnot mulherCwang),A1)) 
propagar_frenteC not mulherCwang), [homemCwang) IAJ. R) 
R= nmulherC(homemCwang) jAJ,wang) 
S =C homemCA, wang) :-note onC homemCwang),A)), 
nmulher((homemCwang) jAJ. wang)) 
A partir desta momento pode-se iniciar as sequências de 
consultas. As consultas devem ser realizadas da seguinte maneira: 
?- pCConsulta). 
A consulta pCConsulta) será executada diretamente pelo engenho de 
inferência do PROLOG, portanto, será mais eficiente que a 
consulta pCConsulta) executada no engenho B. Para compararmos tal 
go 
eficiência vejamos como o engenho PROLOG execu~a a conãul~a 
pChumanoCX)). já execu~ada pelo engenho 8. 
Dada a consulta: ?- pChumanoCX)). 
Respostas: X = wang -> 
X = ling -> 
){ = wang -> 
){ = ling 
PROLOG executará as seguintes inferências: 
pChumanoCX)) 
NX = humano((J.X) 
callChumanoC(J.X)) 
Há duas cláusulas para humanoC_._),PROLOG escolhe a primeira 
humanoCA.B) :- not onChumanoCB).A). 
homEtm( [humanoC8) IAJ. 8). 
Erxecuta onC~umano(B). (]) -->. falha. antão 
not onChumanoC8),[]) sucede 
executa homem( [humano(8)J. 8) 
Há tres cláusulas para homem(_._), PROLOG escolhe a primeira 
homemCA. wang) :- not onChomemCwang).A). 
nmulherCChomemCwang) !AJ.wang). 
executa onChomemCwang). [humanoC8)J) --> falha. então 
not onChomemCwang).[humanoC8)]) sucede 
executa nmulherC[homemCwang), humanoCwang)], wang) 
Há três cláusulas para nmulherC_,_). PROLOG unifica-a 
com primeira 
nmulherCA, wang) :- onCmulharCwang),A). 
executa onCmulherCwang), [homemCwang),humanoCwang)]) falha 
então not onCmulherCwang),[homemCwang)]) sucede 
PROLOG tenta a terceira cláusula 
nmul herC A. 8) no~ Con mulherCB),A). 
Ql 
\ 
nhumano((no~ mulherCB)IAJ,B). 
execu~a onCmulherCwang),[homemCwang),humanoCwang)]) f"alha 
en~ão no~ConCmulherCwang),[homemCwang),humanoCwang)J) sucede 
execu~a nhumanoCCno~ mulherCwang),homemCwang),humanoCwang)J, 
wang) 
Há uma cláusula para nhumanoC_._), PROLOG ~enla a primeira 
nhumanoCA,B) onC humano( 8), A) 
execu~a onChumanoCwang,[not mulherCwang),homemCwang), 
humanoCwang)J)) sucede 
Por~an~o. wang é humano. 
Finalmen~e delineamos a cons~rução de aval, que faz a avaliação 
parcial de avalpCH 
prova, ou seja, 
--
Cd, proveCG,A), HproveCG,A)) em relação a 
produz avalprove (figura 2.12). Em outras 
palavras, dado prova como en~rada, nosso ~arcairo programa 
(aval) nos f"orneca avalprova. Ê inlerassan~e notar que foi fai~a 
uma avaliação parcial de programas que realmen~e não exis~iam 
Cavalp da figura 2.12). Quando realizamos a avaliação parcial da 
avalpCH :- Cd, proveCG,A), HproveCG,A)), avalp somente "exis~e na 
nossa imaginação". Além disso, aval funciona sem exigir a 
"existência real" de aval p. De fa~o. a es~ru~ura de aval p es~á 
implÍcita no código de aval. 
A lis~agam abaixo á de um aval simplif"icado, correspondan~e a 
figura 2. 12. 
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Lis~agGm do aval simplificado 
prC C proveCG, A) :- negCG, NG), onCNG,A)), fatoCG)). 
prC CproveCG, A) :- notConCG,A)), proCB,CGIAD), sentCG,B)). 
fatoCG) :- abolishCja!ornecido/1), 
se( L). 
percorreCL,G). 
percorreCCXIYJ, FX) :- func~orCX, Fn, Aridade), 
func~orCFX, Fn, Aridade), 
no~CjafornecidoCFX)). 
percorreCCXIYl, 2) percorreCY, 2). 
adnotCG, NG) G = .. [FniArgsl, ndme(Fn, LFn), 
namaCNFn,C110ILFn]), NG = CNFniArgsl. 
geracabCnotCG), CNFnGIArgs]) :-
G = .. CFnGjArgsl, adnotCFnG, NFnG). 
geracabCG, [FnGIArgs]) :- G '= not(_). G = 
geravalCXX~ :- prCCP :- Cd). F), 
p = .. c_. GIArgs]. 
XX= CavalCCCab :- Cd)) :-
CFnGIArgsl. 
F, geracabCG, CFnGjArgGJ), 
Cab = .. CFnGIArgCabl), 
appendCArgs, ArgG, ArgCab). 
appendC[J, X, X). 
appendCCXIYJ, z. CXIWJ) :- appendCY, z. W). 
Para execu~armos aval Csimplif"icado) e obtermos avalprove 
(simplificado), devemos seguir os seguintes passos: 
1~ Passo: Carregar o programa aval. 
?- [- • aval • J . 
z~ Passo: O predicado gerava! deve ser aplicado a cada predicado 
de prove para gerar avalprove (simplificado), ou seja, um 
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avaliador especializado em prove. 
?- geravalCL), asser~zCL),~ail. 
Temos que geraval gera a cláusula L, que o predicado 
asser~zCL) armazena na base de conhecimen~o e ~alha para que 
out.ras cláusulas sejam geradas. 
3~ Passo: Se digi~armos lis~ingCaval), veremos os predicados 
(~armando avalprove) gerados pelo o 2- passo. 
?- list.ingCaval). 
Obt.er e mos: 
aval( CA :- negCB, C), onCC,D))) 
~a~o(B), 
geracabCB, CE!FJ), 
A,..=. . [E. DI F] . 
avalC CA:- no~ onCB,C), proCD, CBjCJ) )) 
sen"LCB, 0), 
geracabCB, CE!FJ, 
A= CE,C!Fl. 
Para execu~armos o avalprove simpli~icado, o gerado pelo 3- passo 
para ob~er Hprove Csen~enças em PROLOG), devemos seguir os 
seguin~es passos: 
4'? Passo: Carregar o engenho B. 
?- [-'engenhob'J. 
Passo: Trans~ormar as regras da base de conheci ment.os 
• baseconh •. que es~ão na ~orma de cálculo de predicados, 
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para a forma normal. 
?- rec("baseconh"). 
69. Passo: Obt..er Hprova Cbasaconh convert..ida para sant..enças 
em PROLOG): 
?- avalCL). 
Obt.eremos: 
L = homem( X, Y) negChomemCY), 2), 
onC2, X). 
L = homem( X, wang) not. onChomemCwang), X), 
pro([not.. mulher C wang) ] , 
[homem(w~ng) /XJ). 
L = homemCX, ling) not. onChomemCling), X), 
proC[not. mulherCling) J, 
[homemCling) IXJ). 
~ 
L = mullharCX, Y) nagCmulhar(Y), Z), 
onCZ, X). 
L = mulherCX, wang) not. onCmulherCwang),X), 
proC[not.. homem( wang) J , 
[mulherCwang) IXJ). 
L = mulherCX, ling) not. onCmulherCling),X), 
pro([not.. homem( 1 i ng) J , 
[mulherCling) IX]). 
L = humanoCX, Y) not.. onChumanoCY),X), 
pro( [homem( Y)), 
[humanoCY) IXJ). 
L = humanoCX, Y) not. onChumanoCY),X), 
proC [ mul herC Y) J , 
[humano( Y) I X]). 
L = nhomemCX, Y) not. onC not.. homemCY), X), 
pro([not. humano( Y)], 
[not.. homemCY) IXJ). 
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L = nmulherCX. Y) no~ onCno~ mulhar(Y),X), 
pro([no~ humano(Y)J. 
[no~ mulharCY) jXJ). 
S~er 1 i ng a Takeuchi [ St.er 1 i ng-86. Takeuchi -86) • descrevem uma 
~errament.a para ~rans~ormar um sist.ema especialis~a compost.o de 
uma base da conheci men~os e uma c:ol ação de met.a-i n~érpret~es 
PROLOG em um ~fic~en~e programa escri~o em PROLOG. Est.e processo 
é execut.ado em duas et.apas: primeiro avalia parcialment.e o 
met.a-int.érpret.e em relação a base de conheciment.os. ou seja. 
especializa o me~a-in~érpret.e para a base de conheciment.os; na 
segunda et.apa coloca os met.a-argument.os dos met.a-intérpret.es 
nas regras da base de conheciment.os. ~rans~ormando-as desta 
~erma em um programa PROLOG. 
... 
~iguras 2.2 e 2.11. 
O mé~odo propos~o por Takeuchi 
avaliação parcial de base de 
corresponde as ~iguras 2.6 e 2.12. 
06 
Es~e mé~odo corresponde as 
CTakauchi-86] a respeit.o da 
conhecimentos increment.al. 
CP4) APRENDIZADO BASEADO EM EXPLICAÇCES 
A generalização baseada em explicações CEBG) é uma ~écnica usada 
em aprendizagem de máquina [Harmelen-88] para ~ormular concei~os 
gerais com base em exemplos ~es~es especí~icos. 
Como vimos, a avaliação parcial vem sendo usada na comunidade de 
programação lÓgica como um mé~odo de o~imização de programas. 
Dado um programa (definição de 
especificação parcial da en~rada 
uma função), jun~o com uma 
ob~eremos, após a avaliação, 
uma nova versão do programa menos geral (programa especializado 
para os valores de en~rada 
que a versão original. 
fornecidos) porém, mais efi c i en~e 
( Harmelen-88] mos~ra que, no con~ex~o da programação lÓgica, a 
avaliação parcial e a generalização baseada em explicação, embora 
desenvolvidas para propósi~os direren~es, consis~em do mesmo 
algori~mo que pode ser implemen~ado com apenas algumas 
diferenças. Para mos~rar a equivalência en~re as duas ~écnicas, 
primeiro analisa suas de~iniçoãs, apresen~a suas implemen~ações 
simplificadas, compara seus programas e a~ravés de um exemplo, 
mos~ra como a compu~ação em EBG corresponde para avaliação 
parcial. 
O algori~mo da generalização é o seguin~e: 
Analisa o exemplo de ~es~e em ~ermos dos conhecimen~os do domínio 
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e do concei lo meta C a ser aprendi do). Produz uma explicação de 
porquê o exemplo t.est.e é uma inst-anciação do conceit-o met.a. Est.a 
explicação é então generalizada. ou seja. é feita uma abst.ração 
do exemplo t.est.e part.icular para formular a definição geral. 
Temos as seguint-es entradas de dados para o algoritmo de 
generalização baseada em explicação: 
CE1) 
CE2) 
CE3) 
CE4) 
Conceito meta: Uma definição do conceito a ser aprendido. 
Exemplo teste: Uma instanciação do conceito meta. 
Teoria do domínio: Um conjunto de regras para ser usada na 
explicação de porquê o exemplo teste é uma instanciação 
do conceit-o meta. 
Crit.ério de Operacionalidade: Um crit.ério sobre definição 
do 
~ 
conceit.o. que especifica a forma com 
definição do conceito deve ser expressa. Este 
que a 
critério 
define um conjunt-o de predicados facilmente avaliados da 
teoria do domínio. 
Podemos comparar as entradas de dados dos algorit-mos da 
generalização baseada em explicação e da avaliação parcial. 
O conceito meta CE1) corresponde ao nome do programa a ser 
avaliado parcialmente. 
O exemplo test.e CE2) corresponde aos valores de ent.rada das 
variáveis do programa a ser avaliado parcialmente. 
A t.eoria do domínio CE3) corresponde as cláusulas e fatos que 
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o crit.ério da operacionalidade CE4) cor responda ao 
crit.ério que o avaliador parcial ut.i 1 i za para parar 
const.rução da árvore de prova. 
Vamos apresentar uma implement.ação do algoritmo de generalização 
baseado em explicação e mostrar como um conceito met.a pode ser 
aprendido, baseando-se em um exemplo teste específico. 
LISTAGEM DO ALGORITMO DE GENERALIZAÇÃO 
aprenC_) :- retractCraspCL)), fail. 
aprenCR) :- functorCR, Fn, Aridade), 
~unctorCRG. Fn, Aridada). 
eblC~, RG, Resp), 
ganeralizaCfCRG,Resp), fCCab,RespG)), 
RG = R, 
simplificaCRespG, Resp, RespS), 
nomeia_varsCRespS, 1, _), 
prettywriteCCCab :- RespS)), fail. 
eblCL, GL, GL) :- opera(L), ' 
eblC CG1, G2), CGG1, GG2), CL1. L2) ) 
eblCG1, GG1, Li), 
ablCG2, GG2, L2). 
eblC G, GG, L) 
clauseCGG, GC), 
generaliza( CGG 
Gl = G, 
eblCC, GC, L). 
GC), CG1 C) ), 
generaliza(?, Q) :- generalizaCP, Q, [], _). 
generaliza(?, Q, Vi, Vi) atomicCP), ! , P=Q. 
genaralizaCP, Q, V1, V1) atomicCQ), ! , P=Q. 
generaliza(?, Q, V1, V1) varCP), varCQ), 
mambC v( P, Q) , V1 ) , ! . 
generalizaCP, Q, V1, [vCP, Q)IV1l) :- varCP), varCQ), !. 
genaralizaCP, Q, V1, Vê) :- funct.orCP, Fn, Aridade), 
gg 
~unctorCQ, Fn, Aridade), 
generalizargsCP, Q, 1, Aridade, Vl, V2). 
generalizargsCP, Q, N, Aridade, Vl, Vi) 
generalizargsCP, Q, N, Aridade, Vl, V3) 
argCN, P, AP), 
argCN, Q, AQ), 
genEPralizaCAP, AQ, Vi, V2), 
M is N+l. 
N > Ar i dada • ! . 
genaralizargsCP, Q, M, Aridada, V2, V3). 
membC vC P. Q). [ vC Pl • Q) I R]) : - P -- Pl • ' 
membCV, rXjRJ) :- membCV, R). 
simpli~icaCC, CG, Cl) :-
transrorma_em_listaCC, LC), 
transrorrna_em_list.aCCG, LCG), 
elirnina_superrluosCLC,LCG, LS), 
transrorma_em_conjCLS, Ci). 
trans~orma_em_listaCC, ECJ) :-C\= C_,_), !. 
transrorma_ern_listaCCC,S), LC) :-
tran~rorma_am_listaCC, Ci), 
transrorma_em_listaCS, Si), 
appenCC1, Sl, LC). 
appen([), X, X) :- !. 
appenCEXjYJ, 2, EX!WJ) appenC Y. 2, W). 
transrorma_em_conjC[XJ. X) :- ! . 
trans~orma_em_conjCCX,YJ, CX,Y)) :- !. 
transrorma_em_conjCEXIRXJ, CX,RC)) 
transrorma_am_conjCRX. RC). 
alimina_sup~cfluosC(RJ. [RlJ, [RJ) :- !. 
elimina_superrluosCCR1 IRRJ. [Si jRSJ. CR1 jRTJ) 
respCS1), ! , deletarCSi, RR. RS, PR, PS), 
elimina_superrluosCPR, PS, RT). 
elimina_superrluosCCR1 jRRJ, [Si !RSJ, CR1 jRTJ) 
alirnina_superrluosCRR. RS, RD. 
deletarCSl, (], [], [], []) :- !. 
deletarCS1, [RjRRJ, [S1jRSJ, PR, PS) ! , 
delat.arCS1, RR, RS, PR, PS). 
delet.arCSl, ERjRRJ, ESjRSJ, CRjPRJ, CSjPSD 
100 
deletarCS1, RR, RS, PR, PS). 
prettywriteCCR :-C)) :-
writeCR), writeC' 
prettycaudaCC), n1. 
prettycaudaCCC,R)) 
•) • n1 , 
wr i te( • •) , wr i te( C) , 
writeC', '), n1, prettycaudaCR). 
prettycauda(C) 
wr i te( • •) • C '= C_._) • 
wr i 'leC C) • wr i teC • . •) . 
operaCtrue). 
opera(L) :- functorCL, Fn, Aridade), 
systemCFn/Ar·idade). ! , 
ca11CL). 
operaCL) L'-= CA,B), 
L '-= CA :- 8), 
L '-;::; C A ; 8), 
func'lorCL, FnL, Aridade), 
f·unctorC Teor i a. FnL. Ar i dada). 
'+ c1auseCTeoria, _), 
n1. 
perguntaCL). 
pergunta(L) respCL), !. 
pergunta( L) 
t' unctor C L. Fn, Ar idade) , 
groundedCL. 1, Aridade), ! , 
writeC'Eh verdade que '), write(L), writeC'?'), n1, 
analise_sim_naoC'h), assertzCrespCL)). 
perguntaCL) :- functorCL, Fn, Aridade), 
functorCQ, Fn, Aridade), 
L =. . [ Fn I Args J • 
Q = .. CFn ArgsQJ, 
nomeie_variaveisC1,Args, ArgsQ, Nms, LNms ), 
1eia_1istaCQ, Nms, (J, LNms), assertzCrespCL)). 
um_nomeC1,•X•). 
um_nomeC 4, 'W'). 
um_nomeC7. • R'). 
um_nomeC10,'U'). 
um_nomeC2,'Y•). um_nomeC3,'2'). 
um nomeC5,'P'). um_nomeC6,'Q•). 
um nomeC8, 'S').um_nomeC9,'T'). 
um_nomeC11, •y•). um_nomeC12, 
1 ei a_1 i staC Q, 
1 e i a_1 i staC Q, 
1 e i a_1 i staC Q. 
1 e i a_1 i staC Q, 
Nms, nada,_) :- ! • fai1. 
Nms, nao, _) :-!, fai1. 
Nms, LNms, LNms) :- !. 
[ Nml. • LNms) 
writeC'Tenho que '), writeCQ), n1, 
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• w·). 
wri~eC'Praciso saber os valores da '), 
wr i t.eC Nm) , nl , 
writeC'Digite-o: '), 
readCLis~a), 
leL':!._lis~aCQ, Nms, (LisLaJ. LNms). 
leia_lis~aCQ, Nms, _, LNms) ! , 
writeC'Tenho que •), wri~eCQ), nl, 
writeC'Preciso saber os valores de '), 
wr i t~eC Nrns) , nl , 
writeC'Digite-os em ~orma de lista'), nl, 
writeC 'Assim: (2,5,3,66). '), nl, 
readCLista), 
leia_listaCQ, Nms, Lista, LNms). 
nomeie_variaveisCN, (). (). [). [ )) :- ! . 
nomeie_variaveisCN,CXjRLJ, CY(RQJ, CYjRArgsQJ, CXjRArgsJ) 
var(X), um_nomeCN,Y), M is N+l, 
nom8ie_variaveisCM,RL, RQ, RArgsQ, RArgs). 
nomeie_variaveisCN,CXjRLJ, CX!RQJ, RArgsQ, RArgs) 
nonvarCX), nomeie_variaveisCN,RL, RQ, RArgsQ, RArgs). 
groundadCL,N, Aridade) :- N > Aridade, !. 
groundadCL, N, Aridada) 
argCN, L, AP), 
nonv~rCAP), 
M is N+1, 
groundedCL, M, Aridade). 
analisa sim _naoC'n) I • fail. 
analise _sim _naoC • N) I • fail. 
analise _sim _naoC 'S) I 
analise _sim _naoC's) I 
analise_sim_naoC_) 
writaC'Responda apertando as teclas s(im) ou nCao)•), nl, 
getOCX), analise_sim_naoCX). 
nomeia_varsCP,N,M) :- varCP), um_nomeCN,P), , M is N+l. 
nomaia_varsCP, N,N) :- varCP), !. 
noma~a_varsCP, N, N) :- atomicCP), !. 
nomeia_varsCP, N, M) :- funct,orCP, F'n, Aridade), 
nomeia_argsCP, 1, Aridade, N. M). 
nomeia_argsCP, N, Aridade, Vl, Vl) 
nomeia_argsCP, N, Aridade, Vl, V3) 
nomeia_varsCAP, V1, V2), 
M is N+1, 
t.J > Ar i dada , ! . 
argCN, P, AP), 
nomeia_argsCP, M, Aridade, V2, V3). 
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Exempl oi: Suponhamos que queremos aprender sobre o conceito de 
ligar uma máquina M em uma tomada T, fornecendo as seguintes 
entradas: 
Conceito Me+~a 
ligar_maquinaCM, TJ compativelCM, TJ. 
Esta regra representa a sentença: E possível ligar a máquina M na 
tomada T se M e T forem compatíveis. 
Exemplo 
~ligar_maquinaCgeladeira.t1). 
Esta regra representa a sentença: Sabe-se que á possível ligar 
geladeira na tomada t1. 
Esta 
Teor i a do domínio 
compati vel C M, TJ 
regra 
mesma classe_tensaoCM,TJ. 
corrente_inferiorCM,TJ. 
representa a sentença: Máquina M e tomada T .... sao 
compatí vais se M e T pertencem a mesma classe de tensão a a 
corrente de M á inferior a corrente de T. 
mesma_classe_tensaoCM,T) 
t..ensaoCM,Vi), 
tensaoCT,V2), 
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DV is absCCVl -V2)/V2), 
DV =< O. 06. 
Esta regra representa a sentença: 
pertencem a mesma classe de tensão se 
tensão de T DV , igual valor e e ao 
dividido por V2 e DV é menor ou igual 
corrente_in~eriorCM,T) 
corr·enteCM, I1), 
correnteCT,I2), 
I 1 =< I 2. 
A máquina M e tomada T 
Vi , tensão de Me V2 , e a e a 
absoluto de Vl menos V2 
a 0.05. 
Esta regra representa a sentença: M~quina M tem corrente in~erior 
a tomada T se a corrente de M é Il e a corrente de T é I2 e I1 é 
menor ou igual a I2. 
correnteCX,I) :-
tensaoCX,V), 
pote .. ciaCX,P), 
I is P/V/sqrt(3). 
Esta regra representa a sentença: A corrente de X é I se tensão 
de X é V e a potência de X é P e I é igual a P dividido por V e 
o resultado dividido pela raiz quadrada de 3. 
Note que as regras compativelCM,T), mesma_classe_tensaoCM,T), 
corrente_in~eriorCM,T) e correnteCX.I) serão usadas para explicar 
o porquê é possível ligar a geladeira na tomada t1. 
operaCtrue). 
opera(L) :-
Critério de QQeracionalidade 
~untorCL, Fn, Aridade), 
systemCFn/Aridade),!. 
callCL). 
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opera( L) 
L '= CA, 8), 
L '= CA :-
L '= CA ; 
f'untorCL, 
8), 
8), 
FnL, Aridade), 
f'untorCTeoria, FnL, Aridade), 
'+ clauseCTeoria,_), 
nl. 
pargunt..aCL). 
Durante a definição do concei t..o e necessário um c r i t.ér i o de 
operacionalidade. No algoritmo de generalização implement.ado,este 
critério é definido pelo predicado opera. Na 1 ~ cláusula temos 
que, se o predicado a ser analisado é true, não há nada a fazer. 
a Na 2- cláusula temos que se o predicado pode ser executado, opera 
i r á execut.á-1 o. Na 3~ cláusula temos que. se não tivermos 
in:formaçoãs sobre o predicado analisado. o sistema f'az pergunta 
ao usuário a :fim~de obter tais informações. 
Para obtermos o conceito geral de liqar_t..omada devemos executar o 
seguinte predicado. 
?- aprender( ligar_tomadaCgeladeira.t1)). 
O sistema :fará as seguintes perguntas ao usuário: 
"Tenho que tensaoCgeladeira.X) 
Preciso saber os valores de X 
Digite-o: .. 
Podemos digitar 110. 
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"Tenho que tensaoCt1,X) 
Preciso saber os valores de X 
Digi t.e-o: .. 
Podemos digitar 110. 
"Tenho que potenciaCgeladeira,X) 
Preciso saber os valores de X 
Digi t.e-o: .. 
Podemos digit.ar 1000. 
"Tenho que pot.enciaCt.l,X) 
Preciso saber os valores de X 
Digi t.e-o: .. 
Podemos digit.ar 1100. 
Em seguida fornecerá o seguint.e conceit.o de ligar_maquina: 
ligar_maquinaCX,Z) 
t..ensaoCX,Y), 
t~ansao( 2, W) , 
P is absCCY -W) / W, 
p =< 0.06, 
pot.enc i a( X , Q) , 
Ris Q /S/ sqrt(3), 
potanci aC 2, D • 
U is T/ V/ sqrt.C3), 
R =< U. 
Vejamos um out.ro exemplo: 
Exemplo2: Suponhamos que queremos aprender sobre o conceit.o de 
empilhar, fornecendo as seguint.es ent.radas: 
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Conceito Meta 
ampilharCX.Y) :-
supor~aCY. Peso). 
pesacx. W). 
W < Peso. 
Es~a regra representa a sentença: ~ possível empilhar X em Y se Y 
supor~a um certo Peso e X pesa W e W é menor que Peso. 
Exemplo 
empilharCcaixa. mesa). 
Es~a regra representa a sentença: Sabe-se que é possível empilhar 
caixa na mesa. 
Teoria do domínio 
pesa( X. W) :-
con~emCX. Objs). 
exist.ernCN. Objs). 
peso(Objs. P). 
W is N * P. 
Es~a regra representa a sentença: X pesa W se X con~ém um certo 
obje~o Objs e existe um número N de Objs e cada Objs pesa P e W é 
N vezes P. 
pesacx. W) :-
peso_valeCX.W). 
Es~a regra represen~a a sen~ença: X pesa W se W é o peso de X. 
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O critério da operacionalidade implementado 
qualquer conceito que se deseja aprender. 
a geral para 
Para obtermos o concei. to geral de empi 1 har devemos executar o 
seguinte predicado. 
?- aprender( empilharCcaixa, mesa)). 
O sistema fará as seguintes perguntas ao usuário: 
"Tenho que suportaCmesa,X) 
Preciso saber os valores de X 
Digite-o: .. 
Podemos digitar 100. 
"Tenho que contemCcaixa, X) 
Preciso saber os valores de X 
Digite-o: .. 
Podemos digitar copos. 
"Tenho que ex.istemCX, copos) 
Preciso saber os valores de X 
Digite-o: .. 
Podemos digitar 100. 
"Tenho que pesoCcopos. X) 
Preciso saber os valores da X 
Digite-o: 
Podemos digitar 0.1 
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Obteremos o seguinte conceito de empilhar: 
empilharCZ, X) :-
suporlaCX, Y), 
conlemCZ, W), 
existemCP, W), 
peso( W, Q), 
R is P * Q, 
R < Y. 
A seguir o sistema fará a seguin~e pergun~a: 
"Tenho que peso_valeCcaixa, X) 
Preciso saber os valores de X 
Digi la-o: 
Podemos digitar 10. 
Um outro conceito de empilhar é obtido: 
~ 
empilharCZ, X) :-
suportaCX, Y), 
peso_valeCZ, W), 
W < Y. 
Temos que, para o algoritmo de generalização obter a definição 
do conceito me~a. primeiro faz uma avaliação parcial do concei~o 
em relação ao exemplo leste e, em seguida, uma generalização do 
conceito avaliado parcialmente. 
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2.4 CONCLUSÃO 
Nes~e capí~ulo apresen~amos a ~eoria da avaliação parcial 
u~ilizando um sist..ema 
in:ferências e axiomas. 
t~ormal , com definição, regras 
Para ajudar a fixar o conceit..o 
de 
de 
comput..ação, foi dado um exemplo dent.ro do cont.exlo de cálculo 
1 ârnbda. Most..ramos as r' i nal i dadas e apl i caçoes da aval i ação 
parcial, moslramos os Lrabalhos de St..erling, Ta.k.:.uchi , Verak.:.n, 
Ershov, ent..re out..ros, bem como a descrição de alguns algorit..mos 
que aument..am a eficiência dos sist..emas especialist-as. Para 
auxiliar na compreensão dos algorit..mos expost..os, :foi 
uma breve explicação sobre a linguagem PROLOG. 
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apresent..ada 
CAP!TULO 3 
INTRODUÇ~O AUTOMÁTICA DE CONTROLE EM SISTEMAS ESPECIALISTAS 
Neste capítulo, vamos tratar das di:ficuldades de se introduzir 
controle a.utomati camente em sistemas especialistas, antes mesmo 
de se conhecer a consult.a. Descreveremos. de maneira in:formal e 
:formal, o ciclo dedutivo de um sist.ema especialista. 
Apresentaremos um algoritmo para i nlrodução aut.omática 
cont.role usando avaliação parcial. 
3.1 APRESENTAÇ~O INFORMAL DO CICLO DEDUTIVO DE UM S.E. 
Vamos considerar uma minúscula base de conhecimentos composta. 
por um conjunto ~e regras, onde cada regra obedeça a seguinte 
sintaxe: 
<regra> :: = <conclusão> se <condiçÕes> <:fato> 
<:fato> := <predicado> 
<conclusão> := <predicado> 
<condiçÕes> :: = < 1 i teral > <literal> & <condições> 
<predicado> :: = <:funtor> c <lista _de_argumentos)) <:funtor> 
<1 i teral > :: = < predi cada> I naoC<predicado)) 
<lista_de_argument.os> : := <argumento> 
<argument.o>,<lista_de_argument.os> 
<:funt.or> ::=<minúscula> <minúsculas> < minúscula> 
<minúscula> ::=a I b I c I d I e I :f g 
<minúsculas> ::=<minúscula> < minúscula> <minúsculas> 
_<minúsculas> 
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de 
<argumento> :=<variável> I <dado> 
Consideremos a seguinte base de conhecimentos, a qual obedece a 
sintaxe dada acima. 
<r~ paiCj, k). 
<r2> pai C k , m) • 
<ra> pai C k , n) . 
avoCX. Y) se paiCX. 2) & paiCZ, Y). 
Podemos ~azer a seguinte consulta: 
avoCj, Q) ? 
Como vimos na seção 1.4 (capítulo 1), é possível tentar responder 
a esta pergunta através de um provador mecânico de teoremas. Este 
provador seria um programa que consideraria a base de 
conheci mantos como sendo um conjunto de sentenças 1 Ógi c as e a 
consulta como sendo uma hipótese a ser provada. Ele tentar i a 
provar a hipótese a partir das sentenças. O engenho de inferência 
da ~igura 1.1 seria. no caso, o próprio provador de teoremas. 
A maioria dos sisterr~s especialistas possuem o controle embutido 
n~ base de conhecimentos (controle dado pela pessoa que construiu 
a base de conhecimentos), onde é importante a ordem das 
sentenças e dos literais dent.ro das condiçÕes, para que o engenho 
de in~erência encontre as soluções das consultas. Neste caso, a 
base de conheci ment.os assemelha-se a um "programa di s~arçado". 
seria interessant.e que ela nao possuísse controle embutido, e 
sim, um controle coletado na forma de evidência, pois, dest.a 
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f'orma. não af'e~aria o ~rabalho do engenho de inf'erência. 
Temos um problema a considerar: mesmo que a base de conhecimen~os 
seja al~amen~e descri~iva. o engenho de inf'erência pode 
mos~rar-se incapaz de responder à pergun~a. Seria in~eressan~e 
que o engenho de inf'erência inf'ormasse quando não f'osse possível 
responder à consul~a. 
Em resumo. ~emos ~rês considerações desejáveis para um sis~ema 
especialis~a: 
(1) A base de conhecimen~os não deve incluir con~role. nem 
mesmo "disf'arçado". na ordem de sen~enças ou de 
conjunções (como acon~~ce em um programa escri~o em 
PROLOG) ... 
(2) O engenho de i nf'erênci a deve responder à consul~a. 
provando a veracidade ou f'alsidade do predicado 
corresponden~e. 
(3) O engenho de inf'erência deve dizer que não f'oi possível 
responder à consul~a quando is~o ocorrer. 
Se as regras da base de conhecimen~os f'orem suf'icien~emen~e 
gerais para se ~ornarem equivalen~es às sen~enças do cálculo de 
predicados de primeira ordem. ~emas que N~O ~ POSS1VEL realizar 
as ~rês considerações c i ~adas u~i 1 i zando-se apenas de mé~odos 
f'ormai s. Es~e 
, 
e um resul~ado da lÓgica já conhecido 
(Shoensield-67]. Vamos. por~an~o. analisar o quan~o regras como 
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as usadas em si s'lemas especial i s'las se aproximam de sen'lenças 
do cálculo de predicados de primeira ordem [Clocksin-84]. 
Nos livros de cálculo de predicados de primeira ordem, os 
predicados são semelhan'les aos usados para mon'lar as regras 
ant..eriorment..e citadas. Est..es predicados, ou sentllii."nças at..ômicas, 
podem ser combinados de várias maneiras para ~armar as mais 
diversas sen"t..enças compos"t..as. Primeiro, pode-se usar conecLivos 
lógicos os quais ""' sao maneiras f'ormalmen'le def'inidas de se 
expressar noções familiares, "tais como negação, conjunção, 
al"t..ernat..ivas, implicação e equivalência. O significado preciso 
dest..es conec"t..i vos é dado em [ Gr i es -87] . Usaremos a seguint,e 
si n'laxe: 
p • nãoCP) 
p & Q p e Q 
p v Q p ou Q 
p 
... Q p implica Q 
p +-+ Q p é equivalen"t..e a Q 
Os quantificadores também servem para formar sen'lenças complexas, 
fornecer meios para expressar conjunt..os de objet..os e dizer o que 
é verdadeiro sobre eles. 
O cálculo de predicados possui dois t..ipos de quan'lif'icadores: o 
quantificador universal e o exist..encial. Dadas uma variável v e 
uma sen"t..ença s. podemos formar: 
t..odoCv, S) 
exi st..eC v. S) 
S é verdadeiro para t..odo v 
exist..e um v para o qual S á verdadeiro 
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A~ravés de uma série de manipulações simbólicas é possível 
t.ransformar qualquer sen~ença do cálculo de predicados em uma 
conjunç~o de disjunç~es de li~erais [Clocksin-84], a qual possui 
o seguin~e forma~o: 
<conjunção_de_disjunção>: := <disjunção> I 
<disjunção> : = < 1 i ~"'"r al > 
<disjunção> & <conjunção_de_disjunção> 
<li~eral'> v <disjunção> 
Quando observamos um conjun~o de regras na base de conhecimentos, 
supomos que todas s~o verdadeiras ao mesmo tempo (considerando-se 
uma base de conhecimen~os simples, em que são descartadas 
par~ições em submundos dis~intos e influências context.uais 
dif'erent.es em cada submundo). Se considerarmos a mesma 
i nt.erpret.ação para "verdadeiro ao mesmo ~empo" na 1 Ógi ca e na 
... 
base de conheci ment.os. conclui mos que a base de conheci ment.os é 
uma conjunção de regras. 
Para t.ermos a base de conheciment.os como uma conjunção de 
disjunções, vamos comparar cada regra com uma disjunção. Podemos 
considerar que o "se" da regra seja uma implicação apont.ada para 
a esquerda. Dest.a "forma, a reora de avo Cr4) pode ser expressa 
por: avoCX,Y) +- C paiCX,Z) & paiCZ. Y) ) 
onde t.odas as variáveis são universalment.e quan~if'icadas. 
No cálculo de predicados temos que: 
C P +- Q) é equivalent.e a CP v ..... Q) 
Assim, a regra Cr•) "avoCX.Y)" é equivalent.e a: 
avoCX,Y) v ..... CpaiCX.Z) & paiCZ.Y)) 
116 
Aplicando o teorema de De Morgan. encontramos: 
avoCX.Y) v- paiCX,2) v- paiCZ.Y) 
Conclui mos então que ' a regra e uma disjunção de 1 i ter ais. A 
única restrição para se ter una.a regra é que exista ao menos um 
1 i teral positivo. Esta restrição ' e. contudo. menor. Podemos 
concluir. portanto, que regras são equivalent.es a sent.enças do 
cálculo de predicados. Logo. as t.rês considerações desejáveis são 
irrealizáveis. 
Se as três considerações são irrealizáveis. somente nos resta 
abandonar uma delas. Geral mente. abandona -se o f" a to de não se 
inclui r controle. Decide-se. pois, por inclui r controle no 
processo dedutivo desempenhado pelo engenho de i nf'erênci a. O 
controla dirá. a~cada passo. que hipót.ese e regra de inf'erência 
utilizar. 
Podemos considerar o controle como sendo constituído por um 
conjunto extra de regras de inf'erência. as quais tem duas 
conseqüências de~f'avoráveis: 
C c•) Substituição de ct?rtos conectivos e operações por 
aproximações. Estas aproximações f'azem com que a resposta à 
consulta. em alguns poucos casos;, não seja satisf'atória, 
Porém. na maioria das vezes, a consulta é satisf'atória. 
(C2) 0 sistema torna-se incapaz de utilizar corretamente bases 
da conhaciment.os constituídas por qualquer conjunto de 
sentenças. 
116 
Vejamos a gravidade das duas conseqü~ncias. A conseqüência 
é menos grave. vi slo que as aproximações são bastante boas na 
maior parte dos casos práticos. No caso das regras que lemos 
estudado. um exemplo ' e substituir o ..... na o da lógica 
pela seguinte aproximação: 
Para provar n.ao(P) l~i:iPnle primeiro provar P. 
Caso consiga. enlao naoCP) é falso. 
Caso não consiga. então naoCP) é verdadeiro. 
tradicional 
Esta aproximação cria a chamada hipótese do mundo fechado: 
qualquer "coisa" é verdadeira apenas se está dito explicitamente 
no modelo do mundo ern questão que ela é verdadeira. 
A conseqüência Ccz) é rnais grave. Na construção da base de 
conheci n1enlos deve-se evi lar certas sentenças. pois o si slema 
• 
seria incapaz de tratá-las eficientemente. Suponhamos que. antes 
da introdução do controle. tenhamos o seguinte esquema de prova: 
C1) Seja uma consulta na forma de uma conjunção de predicados 
positivos. 
C2) Faça a hipótese ser a consulta negada e colocada na forma de 
uma disjunção de literais. Todos os literais serão negativos. 
(3) Coloque a base de conhecimentos na forma de uma conjunção de 
disjunções. Como vimos. isto ' e sempre possível 
[Clocksin-84]. Todos os literais de cada disjunção. exceto 
um. serão negativos. 
(4) Escolha um dos literais negativos da hipótese. Seja - C este 
literal. 
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C 5) Escolha uma das disjunções da base de conhecimentos em que 
apareça o literal positivo C. Esta disjunção e verdadeira 
pois, caso contrário, toda base de conhecimentos seria falsa. 
5eja R a disjunção escolhida. 
(6) Faça a hipótese ser R v hipótese negada. 
C7) Elimine C v - C pois es~a disjunção é sempre verdadeira. 
CB) Se encon~rar uma con~radição com a eliminação de C v ...... C, a 
negação da consul~a á falsa. Logo, a consul~a é verdadeira. 
(9) Se a hipótese não ficou vazia, volte ao passo (4). 
Para que o algoritmo fique mais claro, vejamos um exemplo 
concreto. Adnd. ~a-se a segui nt.e base de conhecimentos: 
sucCV, sCV)) sucessor de um nún.ero V é sC V). 
pCX) se sucCY,X) & pCY) X e posi~ivo se X é sucessor de Y e 
Y e posi~ivo 
pCsCO)) o sucessor de zero e positivo 
Suponhamos que a consulta seja verificar se o sucessor do 
sucessor de zero e positivo, ou seja: 
pCs(s(Q)) ? 
Os passos da prova segundo o algoritmo dado são os seguintes: 
(1) pCsCsCQ)) ? nes~e caso, a consulta possui apenas um 
; predicado positivo 
(2) Hipótese é a consulta negada. Prova por absurdo . 
...... pCsCsCQ)) 
(3) Colocar a base de conhecimentos na forma da uma conjunção 
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de disjunções. 
[dsl sucCV. s(V)) & 
[dzl pc:lD v sucCY.X) v- pCY) & 
[ dsJ pCsCO)) 
(4.1) Escolher um dos literias negativos da hipótese. Neste caso. 
lemos apenas um. 
pCsCsCO))) 
C5.1) Escolher uma das disjunções da base de conhecimentos em que 
apareça o literal pCsCsCO))). ou seja. a forma positiva do 
literal positivo da hipótese. Escolhemos (dzl. Para que 
pCX) seja igual a pCsCsCO))), fazemos X = s(s(Q)). O sinal 
.. = .. aqui expressa a unificação da lógica. 
C6.1) Devemos :fazer a nova hipótese ser [dzl v- pCsCsCQ))), ou 
... 
seja: 
pCsCsCO))) v- sucCY.sCsCO))) v- pCY) v- pCsCsCO))) 
C7.1) Eliminar pCsCsCO))) v ..... pCsCsCO))) pois é sempre verdadeiro 
e. portanto. não irá influenciar na veracidade da hipótese. 
Temos agora. a seguinte hipótese. 
- sucCY.sCsCO))) v- pCY) 
C9.1) Não encontramos uma contradição. 
C9.1) Como a hipótese não :ficou vazia. devemos voltar para o 
passo (4). 
C4.2) Escolher um dos literais negativos da hipótese. Vamos 
escolher ..... pC Y) 
C5.2) Escolher uma das disjunçÕes da base de conhecimentos. Vamos 
escolher (dsJ com Y = sCO). 
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C6.2) Nova hipótese sera: (d3J v~ sucCsCO).s(s(Q))) v- pCsCQ)). 
ou seja. pCsCO)) v sucCsCO).sCsCO))) v- pCsCO)). 
C7. 2) Eliminar pCsCO)) v pCsCQ)). Temos agora. a seguinte 
hipótese: ~ sucCsCO). sCsCO))). 
(8. 2) Encontramos uma contradição sucCsCO).s(s(Q))) e 
[dt] = sucCV.sCV)). onde V == sCO). Logo. a hipótese 
- pCsCsCO))) é falsa. 
CONCLUSÃO: A consulta pCsCsCO)) e verdadeira. 
Do procedimento de prova. concluímos que os passos C4) e C5) são 
c r uci ais par a que a prova chegue a um bom ter mo. Admita mos que 
se no passo C5. 2) do ex8mplo dado tivéssemos escolhido [dz) ao 
invés de [da]. e que a parti r deste ponto. escolhêssemos [ dz] 
sistematicament~~ Se isLo ocorresse. a prova ficaria em um laço 
eterno e nunca chegaria a uma conclusão. Em resumo. o sistema 
seria incapaz de informar que a prova não existe. Desta forma. a 
terceira consideração desejável não seria possível de ser 
satisfeita. Precisamos. neste caso. de um bom algoritmo que 
sempre faça as melhores escolhas. Acontece que tal algoritmo não 
existe. Este é um bem conhecido resultado de indecibilidade dos 
sistemas de lÓgica de primeira ordem (Shoensield-67J. 
Se não existe algoritmo para fazer as escolhas dos passos (4) e 
(6). várias atitudes podem ser tomadas. Uma possibilidade 
, 
e 
deixar que o engenheiro de conhecimentos (pessoa que projeta a 
basoe de conhecimentos) indiquE~. de alguma forma, a escolha que 
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deve ser ~ei~a. Ele poderia. por exemplo. colocar em primeiro 
lugar as senlenças que devessem ser escolhidas primeiro. e. nas 
condições. os predicados mais promissores deveriam an~eceder 
os menos promissores. Uma ou~ra possibilidade seria colocar 
indicações de prioridade nas regras e nas conjunções. Mais 
so~is~icada ainda seria a criação de predicados especiais que 
indicariam ao engenho de in~erência que regra deveria ser 
escolhida an~es. Quem ~orneceria es~es predicados seria o 
engenheiro do conheci ment..os. Qual quer uma des~as soluções ~em 
um problema em comum: "o projet..is~a da base de 
conheciman~os es~aria in~roduzindo o con~rola no sis~ema". 
A in~rodução do con~role por qualquer um dos processos 
discu~idos é a única ~are~a que exige in~eligência. De ~a~o. com 
exceção dos passos C 4) e C 6). a dedução pode ser execu~ada 
mecanicamen~e. Passar a ~are~a de ~azer a escolha para o 
engenheiro da conheci mant..os é ali minar a part.a "i nt.el i gant..e" do 
si s~ema. Porém. não é i sLo que desejamos em se ~ra~ando de um 
~rabalho sobre Int..eligência Ar~i~icial. Precisamos. por~an~o. 
analisar como o engenheiro de conheciment..os int.roduz o con~role 
no sis~ema e ~en~ar au~omat.izar o processo. 
3.2 APRESENTAÇÃO PORMAL DO CICLO DEDUTIVO DO S.E. 
Nes~a secção vamos definir de maneira precisa o ciclo dedu~ivo de 
121 
um engenho de in!erência como o mos~rado in!ormalmen~e na seção 
an~erior. Para que !iquem claras as di!iculdades em se 
implemen~ar o re!erido ciclo. apresen~aremos o algori~mo em 
uma no~ação !uncional. Es~a é a única $ecção em que usaremos a 
no~ação !uncional para especi!icar algori~mos. Nas demais seções 
iremos aderir às especi!icações lógicas. 
DEFINIÇ~O 1= 
Para cada dois obje~os A e B exis~e um PAR A. B. O PAR ~ e uma 
es~ru~ura de dados que possui um construtor. dois sela~ores. 
um reconhecedor e uma represen~ação. com a seguinte !erma: 
constru~or: ~o ponto. Comparando com LISP. X.Y é equivalen~e 
a ~cons X Y). Em LOGO. X.Y é equivalen~e a FPUT X Y 
sele~ores: carCX.Y) =X 
cdrCX.Y) = Y 
reconhecedor: conspCX.Y) =verdadeiro 
conspC2) = !also 
represen~ação: X.Y. onde o pon~o ~em associa~ividade direi~a 
DEFINIÇÃO 2: 
LISTA é uma seqüência ordenada de obje~os colocados en~re 
parên~eses. Consideraremos uma lis~a CB C D F') como sendo 
equivalen~e a B. C. D. F.(). onde () é o iden~if"icador da lis~a 
vazia. 
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NOTAÇ~O: 
Variáveis lógicas universalmen~e quan~ificadas são represen~adas 
por dois pon~os seguidos de uma so:>qiiência de letJras. Exemplos de 
~ais variáveis são :x, : y. : es~ado. O predicado Cvarp : x) 
reconhece ~ais variáveis. Se o argumen~o de varp for uma 
variável, o predicado sucede. Caso conLrário, falha. AdmiLa-se 
que o código do c ar acLer dois pon los seja 58. Nes~e caso, a 
definição em LISP de varQ é a seguinte: 
C defun var pC V) 
Ceq Cchar-code V) 58)) 
DEFINIÇÃO 3: 
Uma LIGAÇ~O é um par cujo car e uma variável. 
DEFINIÇJ\0 4: 
Um AMBIENTE é um conjunto de ligações, nenhuma das quais possui o 
mesmo car. Representaremos ambien~es por lisLas cujos elemen~os 
são ligações. Dada uma variável : x e um ambienLe E, a função 
(assoe • :X E) t~ornece a 1 igação de E cujo :x. Se t..al 
ligaç~o não exist..ir, Cas~oc ':x E) fornecer1 a lista vazia(). 
DEFINIÇJ\0 5= 
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Admita-se que (assoe •:x E) não é vazio. Neste caso dizemos que 
:x está LIGADO em E e denotamos Clig :x E). A definição de li.g_ é: 
DEFINIÇ~O 6: 
C defun 1 igCX E) 
(assoe X E)) 
Se Clig :x E) então VALOR IMEDIATO de :x em E pode ser definido 
como Ccdr (assoe X E)). ou seja. é o valor que est.á ligado a :x. 
Em LISP lemos a seguinte def'inição: 
C defun vi C X E) 
Ccdr (assoe X E))) 
DEFINIÇJ(O 7: 
VALOR PINAL de um objeto X em um ambient-e E é denotado por Cvf X 
E) e tem a seguint-e especificação: 
C vf X E) : se Clig X E) então Cvf Cvi X E) E) 
senão X 
Dada uma variável X e um ambiente E. valor final deve conseguir 
seu valor imediato. Se este valor for uma variável. procura-se o 
valor dela. Continua-se es'la procura a'lé conseguir uma variável 
não 1 i gada ou um obj e 'lo que não seja v ar i á vel . EM LI SP. 'lemos 
a seguint-e definição para Cvf X E): 
C defun vt'C X E) 
Cle'l CC S (assoe X E))) 
Cif S Cvf Ccdr S"J E) X) )) 
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Vamos most~a~ que asta de~inição satis~az a especi~icação. 
Admita-se que E seja realmente um ambiente. Temos que S é (assoe 
X E). Então Ci~ S Cv~ Ccd~ S) E) X) é equivalente a 
Cif (assoe X E) Cv~ Ccd~ (assoe X E)) E) X) 
O p~og~ama em LISP é. po~tanto. equivalente a 
Cde~un v~CX E) 
Ci~ (assoe X E) Cvf Ccd~Cassoc X E)) E) X) ) 
Pela de~iniçao 5 de Clig X E) temos que: 
Cde~un vfCX E) 
Ci~ Clig X E) Cvf Ccdr Cassoc X E)) E) X) ) 
Finalmente. temos pela de~inição 6 de Cvi X E): 
Cdefun vfCX E) 
Ci~ Clig X E) Cvf Cvi X E) E) X) ) 
Concluímos que a especi~icação é equivalente ao p~og~ama em LISP 
antes das t~arisfo~mações. O pr·ograma. entretanto. ' e mais 
eficiente. Temos que (vi X E) somente será executado quando Clig 
X E). como era de se esperar. 
DEFINIÇ~O 8: 
DEREFERENCIAMENTO de X no ambiente E é basicamente a substituição 
de todas as variáveis ligadas de X por seus valores finais em E. 
o dere~e~enciamento é denotado por Cde~e~ X E) e especi~icado 
como: 
Cde~ef X E) -- se Cconsp X) 
ent.ão Cde~e~ Cear X) E). Cdere~ Cedr X) E) 
senao se Clig X E) 
então Cderef Cvf X E) E) 
senão X 
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Na definição 7. par~imos de um programa eficien~e Cem ~ermos) e 
mos~ramos que ele era equi val en~e a especificação. Agora vamos 
proceder na direção con~rária. Vamos par~ir de um espelho da 
especificação e chegar a um programa mais eficien~e. O espelho da 
especificaçã:o é: 
Cde~un dere~CX E) 
C i t' C consp X) 
Ccons Cdere~ Cear X) E) Cdere~ Ccdr X) E)) 
C i f ( 1 i g X E) 
C deref· C vi· X E) E) 
X) ) ) 
Se C 1 i g X E). ~emos pela dE:>'~ i ni c;:ão 7 de va.l or ~i nal C vf' X E) que 
Cvf X E) é equivalen~e a Cvf Cvi X E) E). Temos en~ão que: 
Cdefun dere~CX E) 
Cif Cconsp X) 
Ccon~ Cdere~ Cear X) E) Cderef Ccdr X) E)) 
C i :f C 1 i g X E) 
Cderef Cvf Cvi X E) E) E) 
X) ) ) 
Subs~i~uindo-se Clig X E) e viCX E) por suas definições: 
Cdefun derefCX E) 
Ci~ Cconsp X) 
Ccons Cdere~ Cear X) E) Cderef Ccdr X) E)) 
Ci~ (assoe X E) 
Cderef Cvf Ccdr (assoe X E)) E) E) ))) 
Se fa~orarmos (assoe X E). ~amos a seguin~e definição: 
Cde~un dere:fCX E) 
Ci~ Ceonsp X) 
Ccons Cderef Cear X) E) Cdere~ Cedr X) E) ) 
Cle~ CC S (assoe X E))) 
Cif S Cderef Cv~ Cedr S) E) E) X) ))) 
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DEFINI Ç~O 9: 
UNIF'ICAÇ'/:..0 é qualquer maneira de se comparar dois obje~os onde 
as variávAis podem receb~r valores ~onvenien~es para garan~ir a 
igualdade. Em qualquer sistema especialis~a que ~rabalhe com 
:formas de represen~ação de conhecimen~o baseada em predicados, 
qualquer :forma de uni :fi cação , e indispensável. A maneira mais 
elemen~ar de unificar X com Y em E é conseguir uma extensão E' 
mais geral de E, ~al que: 
Cderef X E) = Cderef Y E'). 
A especificação f'uncional da uni:ficação é a seguinte: 
Cunif' X Y E) == se E é 'nunifica 
en~ao •nunif'ica 
sen~o seja A = Cvf' X E) 8 = Cvf' Y E) 
se A é B en~ão E senao 
se varp A entao CA.B).E senao 
se varp B en~ão C8.A).E senão 
se á~omo A ou á~omo B en~ão •nunifica senão 
Cunif Cear A) Cear B) 
Cunif Ccdr A) Ccdr 8) E) ) 
O espelho des~a especif'icação funcional em LISP é a seguinte: 
Cde:fun uni:fCX Y E) 
Cif Ceq E •nunif'ica) •nunifica) 
Cle~ CCA Cv:f X E)) 
DEFINIÇ~O 10: 
c 8 ( VI y E) ) ) 
Ccond CCeq A 8) E) 
CCvarp A) Ccons Ccons A 8) E)) 
CCvarp 8) Ccons Ccons 8 A) E)) 
CCor Ca~om A) Ca~om 8)) •nunifica) 
CCunif Cear A) Cear 8) 
Cuni:f Ccdr A) Ccdr 8) E))))))) 
HIPÓTESE é uma conjunção de li~erais. Em geral, usaremos a le~ra 
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Q para deno~ar hipÓ~eses c Q de "ques~ion"). A hipó~ese , e 
dire~amen~e derivada da consul~a. Na maior parte dos casos a 
hipó~ese é a expressão lógica da consulta. 
DEFINIÇÃO 11: 
Dado um ambien~e E a uma. hipó~asa Q, RENOMEAÇ~O é uma regra "C se 
H" que não con~ém nenhuma variável em comum com Q ou ligada em E. 
Dado um conjunto de regras, não é dif·ícil preparar um programa em 
LISP que forneça 
fa~os: 
~ 
renomeaçoes. 
paiC1,2). 
paiC2,3). 
paiC3,4). 
Seja. por exemplo, os seguintes 
Como não há nenhuma variável nestes fatos, eles são renomeações 
de quai squar Q e E. O programa. LI SP que !ornaca as ranomaaçõas 
poderia ser o seguinte: 
C da!un pai C x y) 
• C C C pai 1 2Y> 
CCpai 2 3)) 
CCpai 3 4)) )) 
Vejamos um caso mais complicado. Sejam as duas regras abaixo 
relacionadas. 
Por 
avo(: x, : y) 
avoC:x, :y) 
algum ~ipo 
se 
se 
pai(: x, : z) 
pai C: x, : z) 
da compi 1 C:l.dor , 
& 
& 
paiC:z, 
ma.aC:z, 
: y). 
: y). 
estas regras 
~rans!ormadas no seguinte programa. em LISP: 
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poderiam ser 
Cdef'un avoCx y) 
Clis~ Cle~ CC:x Cnvar)) C:y Cnvar)) C:z Cnvar))) 
Clis~ Clis~ 'avo :x :y) 
Clis~ 'pai :x :z) 
Clis~ 'pai :z :y) )) 
Cla~ CC:x Cnvar)) C:y Cnvar)) C:z Cnvar)) ) 
Clis~ Clis~ 'avo :x :y) 
Clis~ 'pai :x :z) 
Clis~ 'mae :z :y))) )) 
onde Cdefun nvar() Cgensym ': )) . Observe que cada regra de avô 
sairá, após renomeada, no seguint,e t'ormat,o: 
CCavô : x : y) Cpai :x :z) Cpai :z :y)). 
Es~e forma~o é mais fácil de manipular. 
A definição para mãe poderia ser: 
C def'un maeC x y) 
'C CCmae 4 5)) )) 
Em geral, representaremos uma regra "C se H" por C.H. Além dis~o, 
• 
t..ransf'ormaremos predicados na f'orma pCx,y,z) para a f'orma 
Cp x y z), a qual é conhecida como not..ação f'uncional de Church. 
DEFINI ÇJiO 12: 
Suponhamos que t..odos os predicados est..ajam na not..ação f'uncional 
dà Church. Dado o predicado P, o ambien~e E a uma base de 
conhecimentos BC, RELEVANTES de E em ~ é danot..ado por Crals P E) 
e é def'inido como uma lisLa de renomeações C.H ~al que Cunif PC 
E) não é nunifica. A def'inição não exige que Crels P E) con~enha 
renomeaçoes de ~odas as regras de BC que unificam com P em E. 
Além dis~o. as renomeações de Crels P E) não precisam es~ar na 
mesma ordem que as regras est..avam na BC. No~e que a função Cavo x 
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y) que definimos em LISP fornece as relevan~es de predicados na 
forma Cavo :x :y). O mesmo acon~ece com Cpai :x :y) e Cmaa :x 
: y). 
DEFINIÇ1\0 13: 
No~a que para facili~ar a manipulação. passamos a representar 
regra~ por CP Q R S ... ) em vez d& P se Q & R & S & .... Assim, a 
regra de avoC:x, :y) se paiC:x, :z) & paiC:z, :y) se transformou 
em C Cavo : x : y) C pai : x : z) C pai : z : y)). Da modo análogo, 
conjunções são represen+Jadas por listas de literais. Seja uma 
conjunção X na forma de 1 is+Ja e um ambien+_.e E. Dafine-se ESCOLHA 
(escolha X E) como sendo CL A.R) ~al que X= Cappend L A.R), onde 
~_Qend é a funçã~ que concatena listas. 
DEFINI Ç1\0 14: 
Seja uma conjunção Q e um ambientJe E. Denotamos RESOLUÇ:ti:O por 
Cres Q E L A R C H Unif) e definimos da seguinte maneira: 
Cres Q E L A R C H Unif) == 
se CL A.R) =(escolha Q E) e 
C.H pertencen~a a Crels Q E) e 
Uni f é C uni f' A C E) 
então Unif.Cdaref Cappand L H R) Unif) 
As dafiniçoes que se seguem calculam as resoluções de todas as 
relevantes da P em E. 
Cdefun rasrelCP E) 
(resolvedoras Ccrals P E) (escolha P E) E () )) 
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Clet. C CL Cfirst. LAR)) 
CA Cfirst C~econd LAR))) 
CR Ccdr Csecond LAR))) ) 
Cdolist. CRn Rls) 
Cwhen Clistp Cunif A Cfirst Rn) E)) 
Cpush Cres Q E L A R C H 
Cuni!~ A Cfirst. Rn) E)) Rs))) 
Rs)) 
Cdefun resCQ E L A R C H Unif) 
Cif Cand Cequal Clist L Ccons A R)) (escolha Q E)) 
Cmember Ccons C H) Crels Q E)) 
Cequal Unif Cunif A C E))) 
Ccons Unif Cdaref Cappend L H R) Unif)) )) 
Cdefun crel~ CP) Ceval Cear P)) ) 
Cdafun ascolhaCP) C 1 i SL () P) ) 
Vamos fazer as si mpl i fi cações. A função ~ que acabamos da 
fornecer é um espelho da especificação. Ela é usada apenas dentro 
de resolvedores. Ccrels P E) são renorneações candidalas a 
relevant.es. Temos que ~ soment.e e chamada depois de se 
verificar que Clistp Cunif A Cfirsl Rn) E)). Rn é uma sentença e. 
port..ant..o. t..em a forma C. H. Dizer que Cunif A C E) e uma list..a 
significa que a unificação t..eve êxilo pois. quando ela fracassa. 
o result..ado é o símbolo •nunifica. Se est..a unificação leve êxit..o. 
a sent..ença C.H passada para , ~e relevant..e. Não , e pois 
necessário verificar se Cmember Ccons C H) Crels Q E)). Além 
disso. Unif e igual a Cunif A C E) e. dest..a forma. .... , nao e 
necessário verificar se Cequal Uni f C uni f A c E)). 
Finalment.e. LAR é (escolha P E). Logo Clist. L Ccons A R)) e 
igual a (escolha Q E). Assim sendo. podemos remover o 
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condicional da det~iniçao de res. Teremos a seguinte definição: 
Cdefun res(Q E L A R C H Unif) 
Ccons Unif Cderef Cappend L H R) Unif))) 
Como os argumentos Q, E, A e C não ..... sao usados podem, portanto, 
ser removidc,s. Teremos: 
Cdefun resCL R H Unif) 
Ccons Unif Cderef Cappend L H R) Unif))) 
Na definição de resolvedores, podemos fatorar Cunif A Cfirst Rn) 
E). Além disto, devemos remover os argt.1mentos não utilizados de 
~- Teremos: 
Cdefun resolvedores 
Clet C CZ.,. Cf·irst 
CA Ct~irst 
C R Ccdr 
C dol i s t C Rn 
CRls LAR 
LAR)) 
Csecond 
Csecond 
Rls) 
E Rs) 
LAR))) 
LAR))) ) 
Clat CC Un Cunif A CfirsL Rn) E))) 
Cwhen Clistp Un) 
Cpush Cres L R Ccdr Rn) Un) Rs)) )) 
Rs)) 
Finalmente podemos preparar o engenho de inferência propriamente 
dito, da seguinte forma: 
Cdefun provaCSOLVED WAITING) 
Cloop 
CCnull WAITING) SOLVED) 
Clat CCY Cpop WAITING))) 
Cdolist CR Cresrel Ccdr Y) Cfirst Y))) 
Cif Ccdr R) 
Cpush R WAITING) 
Cpush Cear R) SOLVED)))) )) 
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Cde~macro consul~aCPadrao) 
•(mapear Cquo~e Clambda CE) (dare~ Cquo~e, Padrao) E))) 
(prova() Clis~ Ccons () Cquo~e C, Padrao ))))))) 
Observe que as diversas raspos~as são colocadas na lis~a SOLVED. 
Poderíamos opcionalmen~e ~er ~en~ado comparar estJas respos~as, 
escolhendo a melhor. Nes~e caso, precisaríamos de uma mé~rica, 
que podaria ser uma medida de crença ou coe~icienLe de cer~eza. 
Es~e pon~o. en~re~an~o. não ' e impor~an~e para o problema que 
desejamos es~udar. O pon~o IMPORTANTE é que, em uma cer~o momen~o 
do programa, precisamos realizar ur~ (escolha P E). Es~a escolha 
corresponde ao passo (4) da prova informal Cseçao 3.1). 
Vejamos um exemplo. Se desejarmos saber sobre os avôs, devemos 
~azer a seguin~e consulta: 
.... 
(consulta Cavo :x :y) ) 
leremos a seguin~e rasposLa: 
C Cavo 3 5) Cavo 2 4) C avo 1 3) ) . 
Vejamos a sua execução: 
Inicialmente ~emas, SOLVED = () e 
WAITING :::;; c () Cavo :x ; y) 
Há duas sen~enças relevantes de avô: 
c C Cavo :x : y) C pai :x : z) C pai :z : x)) 
C Cavo :x : y) C pai :x : z) Cmae :z : y)) ) 
Para a primeira sentença: 
C Cavo :x :y) Cpai :x :z) C pai : z : y) ) 
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) 
encont.ramos: 1) C pai 1 2) e 
C pai 2 3) ent.ão 
Cavo 1 3) será guardado em SOLVED 
2) C pai 2 3) e 
C pai 1 3) ent.ão 
Cavo 2 4) será guardado em SOLVED 
Para a segunda senLança: 
C Cavo :x :y) Cpai :x :z) Cmae : z : y) ) 
encont.ramos: 1) C pai 3 4) 
Cmaa 4 5) 
a 
ant.ão 
Cavo 3 5) será guardado em SOLVED 
port.ant.o. SOLVED = C Cavo 3 5) Cavo 2 4) Cavo 3 6)). 
3.3 T~CNICA USADA NA IMPLEMENTAÇÃO DO ALGORITMO 
Ant.es da aprasenLarmos com det.alhes os processos da figura 3.2. 
iremos primeiro descrever a t.écnica que usamos para programar. 
Temos. na moderna Engenharia de Soft.ware. uma t.endência de 
const.ruir programas que SEI possam provar corret.os. Embora 
discut.a-se a confiabilidade dest.as provas. não há dúvidas de que 
alas diminuem bast.ant.a a quant.idada de erros da lÓgica em 
algorit.mos complexos. 
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Para provar ~ormalmen~e que programas es~ao corre~os cos~umam-se 
usar a no~ação (P) S <Q) pard. indicar que a execução de um 
programa S começa em um .;,s~ado sal i sfazendo ao predi cada P e 
Lermina em ou'lro es'lado sat..isfazendo ao predicado Q. Nest-a 
not-ação. P é chamado pré-condição e Q é a pós-condição C capÍLulo 
7 de [Gries-87)). onde o predicado wpCS,Q) , e definido como 
verdadeiro em qual quer est-ado em que, a part.i r ria execução de S, 
leva fat..almenle a um est..ado no qual Q é verdadeiro. Nest-e caso, 
{P} S {Q) é equivalent..e a P ~ wpCS, Q). 
Assim sendo, {P} S {Q) é uma sen~ença do cálculo de predicados. 
Mais esp~cificamenle, é a sen'lença: 
wpCS,Q) e verdadeiro se P e verdadeiro. 
Suponhamos que P seja um predicado que reconheça se os dados de 
ent-rada do programa S est..ão corre'los, ou seja, sa~is~az o 
usuário e Q seja um predi cada que é verdadeiro quando o es'lado 
final sat..is~az ao conjunt-o das respost-as corret-as, ou seja. 
respost..as que sat-isfazem ao usuário.O par P e Q é a especificação 
do programa, o qual indica o que é um dado correto e o que e uma 
resposta correta, respectivamente. Admitiremos que a especificação 
é mais simples de se cons'lruir do que o próprio programa pois, em 
geral, é mais fácil dizer o que selem e o que se deseja ob'ler do 
que de~erminar como conseguir o que se quer. 
Admitamos que o par P a Q seja a aspecif'icação. Nes~e caso, se 
{P} S (Q) é v<::>rdadeiro ent.ão S e um programa correto, ou seja, 
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satisfaz a especificação. De fato. se fornecido a S um dado 
correto C que sati sf'az P) obtém-se uma resposta correta C que 
satisf'az Q). 
Existe dois tipos de correção: total e parcial. Provamos que um 
programa está totalmente correto se provarmos que ele. além de 
satisf'azer a especif'icação. pára. Provamos que um programa está 
parcialmente correto se provarmos que salisf'az a especif'icação 
sem provar que pára. Resumindo: 
corr~ção total = correção parcial + garantia de parada. 
No caso de correção total. o predicado que e verdadeiro e 
denotado por {P} s {Q}. Na correção parcial. o predicado 
verdadeiro é P {S> Q. 
Ao longo desta lese. usaremos um modo menos usual de se 
conseguir programas corretos. Este modo t·tJnciona para linguagens 
baseadas na lógica. A idéia 
, 
e baslant.e i ntui ti va e , e possível 
certamente que já tenha ocorrido a várias pessoas. muito embora 
não t.enharnos nenhuma referência bibliográf'ica para citar. 
O. método que usaremos e o seguinte: Tentar encontrar uma classe 
de programas bastante ampla para resolver qualquer urn dos 
problemas nos quais estamos interessados. Em seguida. provaremos 
que qualquer programa desta classe está correto. Desta forma. 
basta termos cuidado de construir apenas programas pertencentes a 
tal classe. Fazendo assim. podemos cometer apenas dois t.ipos de 
erros que não podem ser detectados pelo compilador: 
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1) Erro& de e&peci~icação. 
2) Erros em se determinar se um programa está na classe que 
contenha apenas programas corretos. 
Irernoso noso preocupar apenas com correção parcial. Os programas 
serão escritos em PROLOG. e nossas especificações deverão 
satisfazer às seguintes restriçÕes: 
1) ? é uma disjunção de conjunções. P = Pl v P2 v P3 v 
2) Seja P = P1 v P2 v P3 v ~ nece&soário que Pi A Pj seja 
falso para todo par i.j 
3) Q é uma disjunção de conjunções. Q = Q1 v Q2 v Q3 v .... 
Ternos que toda sentença do cálculo de predicados pode ser 
colocada na forma de uma disjunção de conjunções. ou seja. na 
forma normal disjuntiva. Logo. não há maiores comentários para 
C1) e C3). Vamos mostrar que a restrição C2) pode também ser 
contornada sem maiores problemas. 
Admita-se que a pré-condição tenha a forma pl v p2 v p3 v . . . e 
que p1 e p2 não satisfaçam a restrição (2). ou seja. suponhamos 
que p1 A p2 é verdadeiro. 
Ternos que - p2 v p2 é sempre verdadeiro; então. a pré-condição 
pode ser transformada em: 
(a) Cp1 Á C- p2 v p2)) v p2 v p3 v 
Ternos que Cp1 Á C- p2 v p2)) é equivalente a p1 A - p2 v pl A p2; 
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então, (a) pode-ser transformada em: 
(b) p1 ~ ..... p2 v p1 ~ p2 v p2 v p3 v . . . 
p2 ~ verdadeiro e equivalente a p2. Esta ~ expressao pode ser 
transformada em: 
(c) p1 ~ ..... p2 v p1 ~ p2 v p2 ~ verdadeiro v p3 v 
Temos que p1 ~ p2 v p2 ~ verdadeiro é equivalente a p2 ~ Cp1 v 
verdadeiro); então Cc) pode ser transformado em: 
(d) p1 ~ ..... p2 v p2 ~ Cp1 v verdadeiro) v p3 v ... 
Cpl v verdadeiro) é sempre verdadeiro. Então: 
(e) Cp1 ~ ..... p2) v Cp2 ~ verdadeiro) v p3 v ... 
Cp2 ~ verdadeiro) á p2 
Finalmente, Cp1 ~ ..... p2) v p2 v p3 v ... 
Esta pré-condição transformada satisfaz o pré-requisito C2). De 
fato, Cp1 ~ ..... p2) ~ p2 pJ. ~ c..... p2 ~ p2) = p1 ~ falso = falso 
Suponhamos, portanto, que tenhamos transformado as pré-condições 
e pós-condições de modo a satisfazer os requisitos. Seja X o dado 
de entrada do programa e Y, a saída. Seja um programa em PROLOG 
com a seguinte estrutura: 
rCX,Y) 
rCX,Y) 
P1CX), R1CX,Y), Q1CY). 
P2CX), R2CX,Y), Q2CY). 
Seja rCX1,Y1) a solução que satisfaz à primeira sentença. Negando 
rCX1,Y1) temos, pelo princípio da resolução: 
..... rCX1,Y1) v rCX1,Y1) v ..... CP1CX1) ~ R1CX1.Y1) ~ Q1CY1)) 
Isto é equivalente a: 
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- CP1CX1) - R1CX1,Y1) - Q1CY1)) = fal~o 
pois par~imos do princípio de que rCX1,Y1) é solução. Conclui-se, 
en~ão, que: 
P1CX1) - R1CX1,Y1) - Q1CY1) =verdadeiro 
Pelo requisi~o C2), a que os predicados Pi devem sa~isf"azer, 
concluimos que P2CX1) é falso. Podemos. en~ão, escrever: 
CP1CX1) v P2CX1))- R1CX1,Y1) - C~CY1) v QZCY1)) 
O mesmo raciocínio que usamos para duas regras pode ser 
extendido. Temos, en~ão, que as soluções obedecerão, em geral. as 
equações do ~ipo: 
CP1CX) v P2CX) v P3CX) v ... ) - RCX,Y) - CQ1CY) v QZCY) v ... ) 
A solução obedece des~a forma às especificações e es~á correta. 
Agrupamos ~odes os argumentos de entrada na variável X e todos os 
argumen~os de saída em Y. Isto, entretanto, não afeta a prova. O 
resul~ado, portanto, pode ser usado no caso de haver mais de dois 
argumen~os. Além disso, RCX,Y) pode ser uma conjunção de 
li~erais. Isto significa que o resultado é válido para regras do 
t..ipo: 
rCX,Y) :- P1CX), RaCX,Y), RbCX,Y), RcCX,Y), . . . Ql.CY). 
Resumindo, iremos adot..ar o seguint..e est..ilo de programação: 
prepararemos especificações P = P1 v P2 v ... e Q = Q1 v Q2 v 
de ~al maneira que Pi A Pj seja falso para qualquer par i,j. Em 
seguida escreveremos o programa usando regras na forn~ ri Pi, 
S. Qi. Se tal programa produzir respost..a, ela est..ará correla. 
O programa, ent..ret..ant..o, pode não ser eficient..e. O Último passo. 
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que não será mos~rado neste trabalho. é Lorná-lo e~icien~e 
através de trans~ormações cuidadosas. 
3.4 ALGORITMO PROPOSTO 
Não existe um algoritmo geral que permita introduzir o controle 
no sis~ema especialis~a. Vimos. na seção 3.1. o problema 
correspondente à (escolha Q E). ou seja. qual predicado escolher 
para se ~azer a resolução. Vamos mos~rar nesta seção o algoritmo 
de ~azer a escolha. 
Temo5 que, conhecendo-se os objetos da área de a~uação. , e 
possível saber em que estados eles devem es~ar quando certos 
predicados. que denomina r e mos pontos de inspeção. forem 
processados. Fazendo uma analogia. podemos considerar as 
condições de uma regra. semelhantes a um quebra-cabeças 
desmontado e embaralhado. Os predicados seriam as peças e os 
argumentos seriam os encaixes. Há um complicador; os encaixes 
não são totalmente conhecidos, podem es~ar substituídos por 
variáveis universais. Entretanto. sabemos de algumas informações 
sobre os encaixes. como por exemplo. quais são "machos" ou 
"~êmeas" e, talvez. isto seja su~icienle para mon~ar lodo o 
quebra-cabeças, ou seja, colocar os predicados na ordem em que 
eles devem ser escolhi dos. de modo que C escolha Q E) possa 
reduzir-se a Clisl () CP. Veremos portanto. nesta seção. o 
algori~mo u~ilizado para ordenar as condições dos predicados das 
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regras. 
3. 4.1 EXEMPLO DA APLICAÇÃO DO ALGORITMO 
o algoritmo implementado manipula bases de conhecimentos 
contendo regras nas quais os argumentos dos predicados sejam 
símbolos (seqiiênr.ias de let.r-as minúsr.ulas), inteiros, reais 
aproximados C pontos flutuantes), expressões aritméticas e 
variáveis, obedecendo a seguinte sintaxe: 
<lista_de_argumantos> : = <argumento> 
<ar-gumento>,<lista_de_argumentos> 
<argumento> : := <funtor> <variaveis> I <expressão> I <inteiros> 
<funtor-> : : = < wi núscul a> 
~ 
<minúscula> ::=a I b I c 
<minúsculas> : == < minúscula> 
<minúscula> <minúsculas> 
d 1 e 1 f g 
<minúscula> <minúsculas> 
_< minúsculas> 
<variáveis> := <maiúscula> <maiúscula> <maiusculas> 
<maiúsculas> :=<maiúscula> <minúscula> <maiúsculas> 
<maiúscula> <maiúsculas> I <inteiros> 
<inteiros> ::==O 11 I 2 I 3 I 4 I 51 ... 
<r-eais> ::==<inteiros> <inteiros>.<inteiros> 
<expressões> :== <expressão> + <expressão> 
<expressão> <expressão> 
<expressão> 
* 
<expressão> 
<expressão> / <expressão> 
<expressão> := < l ntei r-os> <reais> I <variáveis> I <expressão> 
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O exemplo que será usado nes~a secção para mos~rar o algori~mo é o 
segui n~e: 
regraCfal,1,fatC0,1)). 
regraCfa~,2,falCN.N*F1) se fatCN-1,F1)) 
A base de conhecimentos está expressa em uma forma 
convanian~e para PROLOG manipular. 
3.4.2 DESCRIÇÃO DO ALGORITMO USANDO D.F.D. 
. 
O algoritmo para introduzir o controle correspondente à (escolha 
Q E), baseia-se em raarranjar as condiçÕes da cada regra de modo 
que os literais as~ejam em ordem de prioridade para resoolução. 
Após es~a ordenação. o sistema deve sempre pegar o literal mais a 
esquerda para fazer a resolução O critério que usaremos para 
obtermos a prioridade dos literais é o seguinte: em princípio, os 
literais devem estar em ordem tal que sejam conhecidos os valores 
das variáveis a medida em que eles se tornarem indispensáveis. 
Estes valores tornam-se indispensáveis quando, por exemplo, 
precisamos realizar um cálculo com eles. A :figura 3.2 
apresen~a o DFD C DIAGRAMA DE FLUXO DE DAOOSJ do si st..ema que 
:fará a ordenação. 
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regra 'lransf'or 
-mar em 
lis'la 
t'un'lor de 
-+-
cada 
predicado 
padroes 
de 
t'luxo 
--~l""'i~s~t,"'a de padrão 
de !'luxos 
~-- sões dos ~--- ordenar ~-- na f'orma 
em f'o~ predica- com e~ ma de usual 
regra [ ::~::~]regra ~=g~~r colocar 
ma de dos presso list-a. 
-----"" 1 i s'la es i.sol'a-d-=-a-s ___ com as 
Figura .. 3.1 
condições 
ordenadas 
DFD do sis'lema de ordenação 
regra 
ordenada. e 
colocada na 
t'orma usual 
Temos que dada as regras da base de conheciment-os da seção 
3. 4.1. após a aplicação do algorit-mo ob'lemos as seguint-es 
regras: 
regra(f'at..1.f'at,(0,1)). 
regraCf'at..a.f'at.CN.X) se Y vale N-1 & f'at.CY.F1) & X vale NwF1). 
Observe que a segunda regra de f'at, f'icou com as condições 
rearranjadas em ordem (esquerda para direit,a) de prioridade para 
resolução. 
Vamos· analisar cada um dos processos da f'igura 3.1. considerando 
como exemplo a segunda regra de f'at.. a qual indica como calcular 
o fat-orial de um int-eiro maior do que zero. 
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regraCfa~.2.fa~CN,N*F1) se fa~CN-1,F1)) 
o 1- passo: "~ransformar em lis~a" 
Este processo colocará a regra na forma de uma listJa de litJerais 
para facilitar a sua manipulação. Após sua execução a regra 
estará na forma de lista: 
o 2- passo: "separar expressoes dos Qredicados" 
Este processo separa as expressões ar i ~méticas que estão nos 
... 
argurnen~os dos predicados. Para isto subs~itui-se, no predicado, 
a expressão por uma variável qualquer V e iguala-se esta variável 
com o resultado da expressão. Obteremos. enlão, uma regra com 
expressões isoladas. Após sua execução a regra eslará no 
seguinte formato: 
[falCN,X), X vale N*F1, falCN1,F1), N1 vale N-1] 
No processo de prova, "X vale N*-Fl" unificará o valor de N*F1 com 
X. Para fazer esla unificação, o sistema deve ler condições de 
calcular este valor, ou seja, quando N e Fi forem conhecidos. Os 
1 i ler ai so devem ser r e sol vi dos em uma ordem lal que, quando se 
chegar a X vale N*F1, lanto N como F1 sejam conhecidos. Esle pode 
ser um critério de ordenação, ou melhor, um critério para 
144 
C escolha Q E). -Ent.ret.ant.o, não e apenas est.e predicado "X vale 
Expressão" que exige o valor conhecido de cert.as variáveis. 
Temos t.ambém que argument.os de ent.rada dos predicados devem ser 
conhecidos. Devemos, port.ant.o, det.erminar t.odos os predicados que 
exigem valores de variáveis conhecidos. 
3o_ " passo: padroes de :fluxo" 
O próximo passo é t.ent.ar recuperar a maior part.e possível dos 
encaixes do quebra-cabeças. Para ist.o :faremos o seguint.e: cada 
argument.o dos predicados da cabeça de uma regra sera classi:ficado 
como ent.rada obrigat.Ória ou ent.rada_e_saída. Quando o predicado 
:for chamado para uni:ficação. os. seus argument.os de entrada 
obrigatória devem ser constantes. Já os de entrada_e_sa.Ída 
podem t.ant.o ser uma constant.e quanto uma variável. Denot.aremos os 
argument.os de ent.rada obrigatória por • +• enquanto os out.ros 
serão denot.ados por . -. Comparando com os encaixes. os 
argument.os do t.ipo •+• serão análogos aos encaixes machos. Os do 
t.ipo • -• por sua vez, cor-respondem aos encaixes :fêmeas. A 
classi:ficação dos argument.os em machos e :fêmeas recebe o nome 
de padrão de :fluxo. 
Est.e processo obt.ém a list.a Padrão de Fluxo de cada dE:-:finição 
Cconjunt.o de regras que de:finem um predicado). Após sua 
execução, obt.eremos o seguint.e padrão de :fluxo: 
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[ '+'. '-'] 
4-? passo: "ordenar" 
Conhecidos os padrÕes de fluxo de t..odos os predicados t..orna-se 
possível ordenar a regra. Est..e processo de ordenaçao ut.iliza a 
avaliaç~o parcial. a regra est..ará na 
seguint..e ordem: 
(fat..CN,X), N1 vale N-1, i·at..CN1,F'1), X vale N*F'1] 
5-? passo: "colocar na forma usual" 
Finalmente devemos colocar a regr<::s no format..o usual. Após sua 
execuçaa, a regra es~ará na seguin~e forma usual: 
fat..CN,X) se Nl vale N-1 & fatCN1,F'l) & X vale N*F'1 
3.4.3 IMPLEMENTAÇ~O DO ALGORITMO 
Antes de apresentarmos os predicados correspondent..es aos 
processos da íigur·a :3. 1, vejamos o signit~icado dos seguintes 
símbolos que .... ser ao ut..ilizados: 
SÍmbolos Significado 
X = y sucede se X e y se unif'icam 
X '= 
y sucede Sé' X e y não se unif'icam 
'+ X sucede se X falha 
nonvarCX) sucede X ...... for variável se na o 
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at.omic(X) 
X 
sucede se X a um t.ipo de dado at.Ômico 
coment-ário 
Iremos most-rar que nossos algorit.mos est.ão corre-Los. Uma 
expressão p {0} Q. onde p são as pré-condições e Q ...... sao as 
pós-condições. é chamada especificação parcialment-e corre-La se a 
execução de D falha quando P é falso e. quando a execução de D 
t.ermina. Q é verdadeiro. A especif.icaçao é t-ot-almente correta se 
D sempre para. 
Para facilitar as provas. estamos utilizando definiç~es D 
purament.e lÓgicas. Ist.o faz com que os algorit.mos se t.ornem 
grosseirament.e ineficientes. Uma vez que t.enhamos cert-eza de 
que eles corr .... t.os. 
eficiência. int-roduzindo controle . 
.. 
podemos aumentar-lhes a 
Vejamos a definição do predicado correspondente ao processo de 
t-ransformar em lista. 
Exemplo: 
?- t.ransformar_em_list.aC fatCN.N*Fl) se fa"LCN-1.F1). Rl). 
Rl = (fa"LCN.N•Fl). fa"LCN-1.F1)J 
~ t.ransformar_em_list.aCR.R1) 
% especificação 
X 1- pre: R = M se Yl & Y2 & 
X pos: Rl = EM.Y1.Y2 •... J 
X 2- pre: R '= M se Y 
X pós: R1 = C RJ 
t..ransformar_ern_list.aCR. R1) 
R= CM se Cd). % pré_condição 
list.ar_caudaCCd. C). 
Rl = [M!CJ. % pós_condição 
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~rans~ormar_em_lis~aCR, R1) :-
R'= CX se Y), % pré_condição 
R '= CV & W), % pré_condição 
R1 = CRJ. % pós_condição 
O predicado lis~ar cauda ~rans~ormará a cauda da regra em lis~a. 
Vejamos sua definição: 
Exemplo: 
?- lis~ar_cauda( fa~CN-1,F1), C) 
C= C~a~CN-1,F1)] 
X lis~ar_caudaCCd. C) 
X especificação: se Cd = N1 & N2 & ... en~ão C= CN1.N2, ... l 
X 1- pré: Cd = X & Y 
X pós: C= CX!RCJ. RC é a lis~a corresponden~e a Y 
X 2- pre: Cd = X, X '= V & W, 
X pós: C = CXJ 
lis~ar_caudaCCd, C) 
Cd 
'= 
ex & Y), % pré_condição 
Cd '= CV se W), % pré_condição 
c = CCdJ._ % pós_condição 
lis~ar _caudaCCd, C) 
Cd = ex & Y) • % pré_condição 
1 i st.ar _cauda( Y, Y1), 
c = (X I Yl J. % pós_condição 
Vamos demons~rar rapidamen~e que o algori~mo ~ransformar em list.a 
est.á corre~o e ~az o que pret.endemos. Se as especi~icações forem 
sa~isfei~as, o algorit.mo faz o que pre~endemos. Vamos, por~an~o. 
verificar se elas est.ão sa~isfei~as. Analisando a lis~agem de 
t.ransformar_em_lis~a. t.emos que ela nada mais é do que a 
verificação das pré-condiçÕes e das pós-condições. Todos os 
predicados das pré e pós_condi ções. exce~o "1 i st.ar cauda( Cd. C)". 
são primit.ivas do PROLOG e dispensam maiores coment.ários. Temos 
que most.rar que est.e predicado est.á corret.o. ou seja. que ele 
garant.e que C é a list.a correspondent.e a Cd. Ist.o significa que, 
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se Cd = N1 & N2 & N3 .... en~ão C= CN1.N2.N3 •... ]. Vamos provar 
por indução. 
No caso de Cd ser cons~i~uído por um único predicado. ele as~ará 
corre~o pois a especi:ficação a ' e :forçosamen~e sa~is:fei~a pela 
primeira sen~ença da de:finição. Admi~amos que Cd = Nl & Na. e que 
o algoritmo es~á corre~o para Na. Nes~e caso. a primeira 
especi:ficação é sa~is:fei~a. 
An~es de analisarmos o algori~mo de isolar expressoes devemos, 
em primeiro lugar. reconhecer uma expressão. Is~o pode ser ~ei~o 
pelas seguin~es regras: 
expressao(E) :- nonvarCE). E= CX+Y), 
expressao( E) 
expressao( E) 
expressao( E) 
expressao_simplesCX). expressao_simplesCY). 
nonvarCE). E= CX-Y). 
expressao_simplesCX). expressao_simplesCY). 
nonvarCE). E= CXMY). 
expressao_simplesCX).expressao_simplesCY). 
nonvarCE). E= X/Y. 
expressao_simplesCX),expressao_simplesCY). 
expressao_simplesCX) varCX). 
expressao_simplesCX) a~omCX). 
expressao_simplesCX) numberCX). 
expressao_simplesCX) nonvar(X) •· '+ a~omicCX). expressaoCX). 
Vejamos o algori~mo isolar expressnes. que irá subs~ituir cada 
expressão Ei de um predicado por uma variável Vi. Além dis~o. ele 
deve cons~ruir uma lis~a con~endo ~odas as es~ru~uras da ~orma 
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"Vi vale Ei ". 
Exemplo: 
?- isolar_expressoesC faLCN.N*F1). PSE. Exs). 
PSE:;;;: faLCN.X). 
Exs :;;;: X vale N*Fl 
Y. isolar_expressoesCP. PSE. Exs) 
X especificação 
Y. 
Y. pré : 
X 
~.; 
X 
Pé uma es~ru~ura na forma FnCA1.A2 •... ).ou s~ja, 
P :;;;: . . C Fn • A1 • A2 • . . . J 
Cnão_expressãoCAi) ou ~xpressãoCAi)) 
PSE :;;;:_. CFn. Vl. V2. X pós 
X Exs:;;;: (A~l. A~2 •... J.A~i :;;;: Vj vale Ej. expressaoCEj) 
isolar_expressoesCP. PSE. Exs) :-
p :;;;: . . [ Fn I Ar gs J • 
isola_expressoesCArgs. As. Exs). 
PSE :;;;: [ Fn I As J • 
isolar expressoes esLará parcialmenLe correLo dependendo da 
correção de isola expressoes. Vejamos 
isola expressoes. 
Exemplo: 
?- isola_expressoesCCN. N*FlJ. As. Exs). 
As :;;;: CN.XJ • 
Exs :;;;: [ X vale N*F1J 
X isola_expressoesCArgs. As. Exs) 
X especificação 
1- p~e 
pos 
Args :;;;: [ J 
As:;;;: [J. Exs:;;;: (J 
2- pré 
o algoriLmo 
pós 
Args:;;;: [ArgiRJ. expressãoCArg) 
As:;;;: CXIRAsJ. Exs:;;;: ex vale ArgiRExsJ. 
<R. RAs. RExs} sa~isfazem a especificação 
3- pré 
pós 
Args:;;;: (Arg!RJ. não_expressãoCArg) 
As :;;;: [ Ar g I R As J • 
<R. RAs. Exs} saLisfazem a especificação 
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de 
As, Exs) . isola_QxprQssoes(Args, 
Args = [ l. 
As=[], 
Exs = []. 
Yo pré_condição 
% pós_condição 
% pós_condição 
isola_expressoesCArgs. As, Exs) 
Args = ( Arg I Rl. 
expressaoCArg). 
As = [ X I RAs l • 
Exs =[X vale ArgjRExsl, 
isola_expressoesCR. RAs, RExs). 
isola_expressoe5CArgs. As. Exs) 
Ar gs = ( Ar g I R 1 • 
nao_expressaoCArg). 
As = [ Arg IRAs] • 
isola_expressoesCR. RAs, Exs). 
% pré_condição 
% pré_condição 
Yo pós_condição 
% pós_condição 
% pós_condição 
% prá_condição 
% pré_condição 
% pós_condição 
% pós_condição 
Vamos provar que o algori~mo es~á corre~o usando indução. No caso 
do predicado P não ~er argumen~os, ou quando ~odos os argumen~os 
já foram analisados C Args = ( ]) , ele es~á corre~o. pois a 
especificação 1 é forçosamen~e salisfei~a pala primeira sen~ença 
da definição. Admi~amos que o predicado con~enha um argumen~o. 
Args = ( Argl. Se o arguman~o for uma expressão ~emos que o 
algori~mo es~á corre~o. pois a especificação 2 e sa~isfei~a 
pela segunda sen~ença da definição. Se o argumen~o não for uma 
expressão, ~e mos que o algori~mo es~á corre~o. pois a 
especificação 3 é sa~isfei~a pela ~erceira sen~ença da definição. 
Admi~amos que Args = CArgjRJ e que o algori~mo es~á corre~o 
para R. Nes~e caso. as especificações 2 e 3 es~ão corre~as. 
O predicado separar expressoes dos predicados irá, como o 
próprio nome diz, separar expressões dos predicados. 
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Exemplo: 
?- separar_expressoes_dos_predicadosC [~a~CN,N*F1).~a~CN-1,F1)], 
PredEis) 
PredEis = [~a~CN.X). X vale N*F1, fa~CN1,F1) ,t>ll val& N-1] 
% separar_expressoes_dos_predicadosC?red, PredEis) 
% especificação 
% 
:v. 
% 
% 
% 
% 
% 
% 
% 
% 
Y. 
% 
1- pré 
pós 
2- pré 
pós 
Pred = [] 
PredEis = (] 
?r ed = [ ? I R] • ? = FnC A:t. A2. Ai., ... ) 
Cnão_expressãoCAi.) ou expressãoCAi. )) 
Pr edEI s = [ ?SE. AU. . . . I RSExs J • 
?SE = FnCV:t. Vj •... ) • não_expressãoCVJ) 
A~~ = Vj vale Ej • expressãoCEj) 
Exs = [ AtL, ... ] 
<R. RSExs) satisfaxem a especificação 
RSExs é corresponden~e a R 
separar_expressoes_dos_predicadosC [], []) 
separar_expressoes_dos_predicados( CPIRJ. S) 
isolar_expressoesCP, PSE. Exs), 
separar_expressoes_dos_predicadosCR. RSExs), 
appendC CPSEIExsJ, RSExs. SO. 
Temos que separar expressoes dos predicados es~ará parcialmente 
correto se provarmos a corretude de isolar expressoes. Como es~e 
já foi provado. conclui mos então que 
separar expressoes dos predicados es~á parcialmente correto. 
O próximo predicado, regra com expr isol. colocará a regra na 
forma de manipulação. Nes~a forma. a regra sará transforr~da em 
uma lista de predicados com ~odas as expressões isoladas. 
Exemplo: 
?- regra_com_expr_isol( fã.t.CN,N*Fl) se fat.CN-1,F1), REI). 
REI = [fatCN.X) .X vale N*F1.fa~CN1,F1) ,N1 vale N-1]. 
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~ regra_com_expr_i~olCR. REI) 
Y. especificação 
1- pré : R = FntC Att. Atz. . .. ) se FnzC A21. A2z. .. ) & 
2- pós 
FnsC Ast. Asz. 
C não_expressãoC Ai.j) ou expressão( Ai.j) ) 
REI = [ Fn C Vth ... ) • 
Fn CVzj •... ) • 
Fn C Vsj, ... ) • 
... ] . 
At..tj. 
At..zj. 
At..aj. 
. . . ' 
. . . ' 
. . . . 
não_expressãoC Vi.j) • At..i.j = Vi.k vale Ei.k • 
onde expressão( Ei.k) 
regra_com_expr_:i.solCRegra. REI) :-
t..rans~ormar_em_list..aCRegra. LR). 
separar_expressoes_dos_predicadosCLR. REI). 
. .. ) & 
Temos que regra com expr isol est..ará parcialment-e correto se 
t..rans~ormar em list..a e separar expressoes dos predicados 
est..iverem corret..os. Como estes dois predicados já ~oram provados. 
podemos concluir que regra com expr isol est..á corret..o. 
A especi~icação in~ormal da de~inição em PROLOG que calcula o 
padrão de fluxo de uma regra é a seguinte: 
E1) são fêmeas c•-•) t..odas as constant..es da cabeça da regra. 
E2) Sao fêmeas c•-•) t..odas as variáveis a esquerda de vale. 
E3) Sao fêmeas c•-•) t..odas as variáveis que aparecem como t..al 
nos predicados da cauda. 
E4) Todas as out..ras variáveis são machos (•+•). 
Est..e algorit..mo deve ser aplicado a cada regra de uma definição 
Cconjunt..o de regras que definem um predicado). obt..endo-se uma 
list..a de padrÕes de fluxo. Devemos reduzir est..a list..a 
(combinando-a) a um único padrão. O seguint..e algorit..mo fará est..a 
redução. 
reduz_padrÕesC (]. P.P). 
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reduz~adrÕes( CP1 jRPJ. P2. P) :-
reduz_um_padrãoCPl. P2. P3). 
reduz_padrÕesCRP. P3. P). 
reduz_um_padrãoCPl. P2. P) 
Pl =. . [ Fn I Argsl l • 
P2 = .. [F'n Args2J. 
~luxos_combinadosCArgsl. Args2. Args). 
P = [ Fn I Ar gs J • 
~luxos_combinadosCCJ. CJ. []). 
~luxos_combinadosCCX R1J, CY R2J. [2 RJ) 
combina_~luxosCX. Y. 2), 
~luxos_combinadosCR1. R2. R). 
combina_~luxoC'+", 
combina_~luxoc•-•, "+". 
combina_~luxoc•-•, 
combina_fluxoC"+', '+', 
• +') 
• +.) 
. -.) 
• +.) 
Os ~luxos são combinados de forma que se o fluxo for '+' 
(exige-se que ~enha uma cons~an~e) em um dos predicados que es~á 
sendo combinado, en~ão o resul~ado deve ser "+'. Por ou~ro 
lado, o . -. pode con~er uma variável quan~o uma 
cons~an~e. 
Vamos apresen~ar o algori~mo do predicado classifica que descobre 
o padrão de ~luxo de dados de uma regra. Observe que o algori~mo 
deve ser aplicado recursivamen~e aos predicados da cauda e. 
corre-se o risco de ficar em um laço e~erno. Para 
evi ~ar o 1 aço, cada chamada deve receber uma 1 i s~a com seuso 
an~ecessores. Uma nova chamada recursiva somen~e deve soe r 
realizada se não per~encer a lis~a de an~ecessores. A manu~anção 
e uso da lis~a de an~ecessores, embora não apresen~e 
di~iculdades, ~ornam o algori~mo confuso, cheio de de~alhes 
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irrelevant.es para a quest.ão principal, que é a ordenação dos 
predicados da cauda. Dest.e modo, não será inclui da a 
recursividade. 
o predicado classi~ica ~ornece o padrão de ~luxo de dados de 
uma regra de uma de~inição. 
Vejamos o DFD do J:.Wt.•d i f"<Hio L!.~P~·; i r j ·- ~· 
regra R classi-
~ica 
Class = Padrão de 
~luxo do predicado 
Expandindo classi~ica t.eremos o seguint.e DFD: 
regra 
regra 
com_ 
expr_ 
i sol 
conclusão 
:-------.. da regra ..-----· .. 
-+- vars esq -+-
e~res de_vale veis 
Uni v 
C= .. [Fnf 
Argsl 
Args 
-+-
ache 
os 
!'luxos 
r:~~a [ f'emeas_ ~~~i:~ 
sao fêmeas 
_____ ,i sol ada~----.r anot.ada's-----r-
Fn Fluxos 
Uni v 
Class = 
CFnfFluxosl 
Class 
Padrão de 
~luxo do 
predicado 
Figura 3.2- O DFD do processo classif'ica 
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Exemplo: 
?- classi~icaC ~a~CN.N*r1) se ~a~CN-1.F1). Class). 
Class = ~a~c·+·.•-•) 
Temos que: 
após a execução de regra_com_expr_isol. ~amos que: 
CCIHJ = [~a~CN.X). X vala N*F1. ~a~CN1.F1). N1 vala N-1] 
após ~amaas_vars_asq_de_vale. ~amos que: 
Fn = ~a~. 
C= ~a~CN. ~emeaC1)). 
Args = CN. ~emeaC1)l. 
após ache_os_~luxos. ~amos que: 
Fn = fa~. 
Fluxos= [•+•.•-•]. 
Class = ~a~C·+•.•-•) 
classi~icaCR. Class) :-
regra_com_expr_isolCR. CCIHl). 
~emeas_vars_esq_de_valeCH.1). 
C = .. CFniArgsl. 
ache_os_~luxosCArgs.Fluxos). 
Class = [ Fn I Fl uxosl. 
Aplica-se o predicado ~emeas vars esq de vala às condiçÕes 
da regra para ano~ar as variaveis a esquerda de vale como fâmeas. 
Exemplo: 
?- femeas_vars_esq_de_valeCCX vale N*F1.~a~CN1.F1),N1 vale N-1]. 
1). 
Após sua execução ~emos que X vale N*r1 ~orna-se ~emeaC1) 
vale N*F1 e N1 vale N-1 ~orna-se ~emeaC2) vale N-1. 
~ ~emeas_vars_esq_de_valeCH. N) 
~ especi~icação: H é uma lis~a de predicados CH= CPjRl) 
~ N é um in~eiro. con~ador de fêmeas 
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X 
X 
X 
X 
X 
X 
1- pré H = CPIRJ. p = v vale E. N int..eiro 
pós v = fâmeaCN) 
M is N + 1 • M int..eiro 
<R,M:> sat..isfazem a especificação 
2- pré H = p '= X vale E, N int..eiro [ p I RJ • 
<R,N> sat..isfazem a especificação 
femeas_vars_esq_de_valeC []. N). 
femeas_vars_esq_de_valeCCV 
V;;;;; femeaCN), 
vale EIRJ. N) :-
% pós-condição 
% pós-condição M is N + 1, 
femeas_vars_esq_de_valeCR.M). 
femeas_vars_esq_de_valeCCPIRJ. N) 
P '= X vale Y. 
femeas_vars_esq_de_valeCR.N). 
% pré-condição 
Vamos most..rar que o algorit..mo femeas vars esq de vale es~á 
corret..o usando indução. No caso de H ser const..it..uído por um Único 
predicado do t..ipo V vale E, a variável V a esquerda do vale , ser a 
anot..ado como fêmea. Ist..o est..á corret..o, pois a especificação 1 
, 
e 
forçosament..e sat..isfeit..a pela segunda sent..ença da definição. Se o 
predicado não for do t..ipo V vale E. nada precisa ser feit..o. Est..á 
corret..o pois a especificação 2 e forçosament..e sa~isfeit..a pela 
t..erceira sent..ença da definição. Admit..amos que H = CP1 IP2] e que 
o algorit..mo est..eja corret..o para P2. Nest..e caso. a primeira e 
segunda especificações est..ão sat..isfeit..as. 
Depois de anot..adas as variáveis, convém achar os fluxos. O 
predicado que achará os fluxos chama-se ache os fluxos. Vejamos 
sua definição. 
Exemplo: 
?- ache_os_fluxosC [N, femeaC1)], Padrao_de_Fluxo). 
Padrão_de_Fluxo = ['+,•-•]. 
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~ ache_os_fluxosCArgs, Padrao_de_Fluxo) 
~ especificação 
~ 
~ 
~ 
~ 
~ 
~ 
~ 
~ 
~ 
1- pré 
pós 
2- pré 
, 
pos 
3- pré 
, 
pos 
Args = [XIRJ, varCX) 
Padrao_de_Fluxo = ['+• IRFl, 
<R, RF} sa~isfazem a especificação 
Args = [XIRJ, nonvarCX), X= fêmeaCN) 
Padrao_de_Fluxo = [•-• IRFJ, 
<R, RFJ sa~isfazem a especificação 
Args = [XIRJ, nonvarCX), X'= fêmeaCN) 
Padrao_de_Fluxo = ['-' IRFJ, 
<R, RFJ sa~isfazem a especificação 
ache_os_fluxosC [J,[J). 
ache_os_fluxosC [XIRJ, [•+• IRFJ) :-
varCX), %pré-condição 
ache_os_fluxosCR, RF). 
ache_os_fluxosC [XjRJ, 
nonvarCX), 
[ • -. I RFJ) : -
% pré-condição 
% pré-condição 
RF). 
X = femeaCN), 
ache_os_fluxosCR, 
ache_os_fluxosC [XIRJ, [•-• IRFJ) :-
nonvarCX), %pré-condição 
X'= femeaCN), %pré-condição 
ache_os_fluxosCR, RF). 
No caso de Args ser cons~i~uído ~or um Único argumen~o. ~emas que 
se o argumen~o for uma variável, o algori~mo es~á corre~o pois a 
especificação 1 é forçosamen~e sa~isfei~a pela segunda sen~ença 
da definição. Se o argumen~o for não variável e do ~ipo fêmeaCN), 
o algori~mo es~á corre~o. pois a especificação 2 es~á sa~isfei~a 
pela ~erceira sen~ença da definição. Caso o argumen~o não seja 
va.riával, nem do ~ipo fêmea., o algori~mo es~á. corre~o pois a 
especificação 3 es~á. sa~isfei~a pela quar~a sen~ença da 
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de~inição. Admi~amos que Args = CArg11 Argal e que o algori~mo 
es~eja correto para RArgs. Neste caso. a primeira. segunda. e 
~erceira especi~icações estão salisCeilas. 
Vamos agora examinar cuidadosamente o ~uncionamen~o do predicado 
que achará ~luxos de uma de~inição. Na Cigura 3.3 mos~ramos o DFD 
de padroes_de_~luxo. 
Funlor padrões 
de 
~luxo 
Padrão 
Expandindo padroes_de_~luxo. lemos: 
encontra Flx1 Funlor o ~luxo reduz 
de ~odas padrões 
-as regras C Flxsl de Funlor 
Padrão 
Figura 3.3 O DFD de padrÕes_de_~luxo 
Temos duas regras de ~unlor ~. ou seja. compondo a de~inição de 
~a~. A primeira é "~a~C0.1)" ~endo como ~luxo "f'a~c·-•.•-•)". A 
segunda regra é "~a~CN.N*F1) se Ca~CN-1.F1)" lendo como Cluxo 
C a lC • + • • • - • ) . Temos, nes~e caso que a lis~a de f'luxos é 
C~a~c·-·.•-•), ~ate•+•.•-•)]. No DFD quebramos a lista pois 
reduz 'padroes precisa de dois argumentos de en~rada: a cabeça 
C~a~c·-•.•-•)) e a cauda da lista de ~luxos C[:fat.C•+•.•-•J). A 
redução Cei~a por reduz padrões será a seguinte: Sendo o 
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primeiro argument-o da regra . -' e da segunda t +. t o 
result-ado da combinação é '+'. Como o segundo argum~nt.o das duas 
' regras e . -. deve-se, port.ant.o, produzir r·esul t..ado [.í.;.st..a 
~orma, o padrão ~inal da definição fat. é fat.C'+','-'). 
Os processos da figura 3.4 são: 
padroes_de_fluxoC Funt.or, Padrao) 
findallCFlx, fluxo_de_uma_regraCFunt.or,Flx),[F'lx1 jFlxs]), 
reduz_padroesCFlxs, Flx1, Padrao). 
~luxo_de_uma_regraCFn, Flx) 
regraCFn, Nro, R), 
classificaCR, F'lx). 
Exemplo: 
?- padroes_de_fluxoC fat., Padrao). 
Padrao = fat.C'+','-') 
Temos quv: 
F'unt.or = fat., 
após findall t-emos: 
F'lx1 = fat.C • -•. • -), 
CFlxsl = [fat.C'+• •-•)]. 
após reduz_padroes t-emos: 
Padrao = fat.C•+•.•-•) 
SUponhamos que o fluxo de t-odos os predicados t-enha sido 
det..erminado conforme discut-ido e Caut.omat.icament.e) colocado na 
base de dados da seguint-e forma: 
Vamos analisar como a regra pode ser ordenada. Na f i gur a 3. 4 
t..emos o DFD do predicado ordene. 
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Fn Regra ordenada 
ordene 
_. Nro 
Expandindo ordene ~emos: 
Fn 
'fluxo 
Fn 
regra 
_., __ _ 
Nro 
Flx modo 
Regra R 
regra 
com 
expr 
i sol 
Cabeça 1 
da regra R/~ 
Args 
Cauda da 
lll\regra R 
-.- de -~- ~~v .. l-.- numere 
chamada [FniArgsl 
Fn 
Figura 3.4 O DFD de ordene 
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1 / Cauda 
? Numerada 
aval 
parcial 
PosiçÕes 
Corre~as 
Fn 
~r o 
regra 
ordenada 
Regra 
Ordenada 
O processo numere do DFD da figura 3.4 anota cada predicado com 
sua posição na cauda.Por exemplo. o predicado X vale N•F1 ocupa a 
primeira posição e, portanto. é anotado com o número 1. Temos 
também que fatCN1,F1) é anotado com 2 e Nl vale N-1 é anotado com 
3. Em seguida, aval parcial fornecerá as posições que cada 
predicado deveria ocupar após ordenado. A lista [3,2,1] indica 
que o predicado anotado com 3 deve ocupar a primeira posição e o 
predicado anotado com 2 deve ficar na segunda posição. 
Finalmente, o predicado anotado com 1 fica na Última posição. O 
predicado ordene é o seguinte: 
Exemplo: 
ordeneCFn. Nro. Regra) 
regraCFn. Nro, R), 
regra_com_expr_isolCR, [CjHJ), 
fl uxoC Fn, Flx), 
C =. . [ Fn I Ar gs] , 
modo_de_chamadaC Args, Fl x), 
numereCH, 1, HNumerado), 
aval_parcialCHNumerado, NH), 
regra_ordenadaCFn, Nro, NH, Regra). 
?- ordeneCfat, 2, Regra). 
Regra= fatCN,X) se N1 vale N-1 & fatCN1,F1) & X vale N•F1. 
Temos que: 
F'n = Cal. 
Nro = 2. 
R= fatCN,N•F'1) se fatCN-1. Fi), 
após regra_com_expr_isol, temos que: 
[CjHJ = [fatCN,X), X vale N•F1, fatCN1,F1J,N1.vale N-1] 
após fluxo, temos que: 
Fl X = [ , + • , • - • ] • 
Ar gs = [ N • X J • 
após numere, temos que: 
HNumerado =[X vale N•F1:1. fatCN1,F'1):2, Nl vale N-1:3] 
após aval_parcial, temos que: 
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NH = [ ;3 , 2 , 1 J , 
após regra_ordenada, ~emos que: 
Regra= fa~CN,X) se N1 vale N-1 & fa~CN1,F1) & X vala N*F1 
O predicado numere é mui~o simples e, como dissemos, vai ano~ar 
cada predicado com a posição que ele ocupa na cauda. 
Exemplo: 
?- numereC[X vale N*F1, fa~CN1,F1), N1 vale N-1], HNumerado). 
HNumerado =[X vale N•F1:1, fa~CN1,F1):2. N1 vale N-1:3) 
numere( [ ] • N. [ ] ) . 
numere( [XIYJ, N. [X:NINYJ) 
M is N + 1, 
numereCY. M, NY). 
Vejamos o predicado modo de chamada. Temos que cada arguman~o 
macho C"en~rada obriga~Ória") deve receber uma cons~an~e na hora 
da chamada. A ques~ão é que não sabemos que cons~an~e é es~a mas 
sabemos que, na hora da chamada, não ~aremos uma variável no 
argumen~o. Podemos usar es~e la~o para lazer uma avaliação 
parcial. O resul~ado des~a avaliação parcial será a ordem dos 
predicados da cauda. Vejamos como será fei~a es~a avaliação. 
O 1~ passo da avaliação parcial sera a unificação da cabeça da 
regra. Acon~ece que, para fazer is~o. ainda não conhecemos os 
argumen~os da chamada. Sabemos apenas quais argumen~os ~erão 
conhecidos, ou seja, aqueles marcados com • +' C os de en~rada 
obriga~Ória). Podemos, en~ão, preparar um unificador "parcial" 
que coloque a cons~an~e • g • nas variáveis de fluxo 'T'. o 
unificador parcial é o predicado modo de chamada e ~em a seguin~e 
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definição. 
Exemplo: 
?- modo_de_chamada( [N,XJ, [•+•.•-•]). 
Pelo fat.o de que o argument.o N é de ent.rada obrigatória. 
apó~ a execução de modo de chamada. t.emo~ que: 
N = • g• 
modo_de_chamadaC [J, [J). 
modo_de_chamadaC CXIYJ, [•+• IFlxsJ) 
nonvarCX), 
modo_de_chamadaCY. Flxs). 
modo_de_chamada( CXIYJ. [•+• IFlxsJ) 
varCX), 
X = g. 
modo_de_chamadaCY. Flxs). 
modo_de_chamada( CXIYJ. c·-· IFlxsJ) 
modo_de_chamadaCY. Flxs). 
Nest.e unificador "parcial" t.oda variável em argument.o macho 
recebeu uma constante •g•, $xceto quando já exist.ia uma const.ante 
no argument.o. 
O a~ passo da avaliação parcial e cont.inuar a avaliação parcial 
pela resolução da cauda. O que sabemos sobre os dados da cauda á 
o mesmo que sabemos sobra a cabeça. ou seja. sabemos que os 
marcados com • +. t.erão valores conhecidos no momento da 
unificação. Ist.o ' e suficient.e para realizar a "escolha" dos 
predicados a serem resolvidos em cada passo da prova em t.empo de 
compilação. O predicado que fará a escolha é o seguint.e: 
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escolha( CXjYl. X. Y). 
escolha( CXjYl. O. CXjY1l) 
escolhaCY.O.Y1). 
Es~e predicado produz ~odas as escolhas possíveis quando não se 
~em in~ormações sobre os dados. Por exemplo: 
?-escolha( [a.b.cl. o. F). Produzirá as seguin~es soluçÕes: 
O= a 
F = Cb. cJ -+ 
O= b 
F = [a. cl -+ 
D =c 
F = Ca. bl. 
yes. 
Vamos examinar como deve ser o processo de avaliação parcial. O 
predicado , e aval parcial. o qual irá descobrir a ordem dos 
li~erais na cauda da regra. 
Exemplo: 
?- aval_parcialCCX vale N•F1:1. ~a~CN1.F1):2. N1 vale N-1:3J.P) 
p = [3.2.1] 
aval_parcialC Cl. [)). 
aval_parcialC R. CNjYl) 
R = [ _j_l. 
escolhaCR. C:N. R1). 
resol_parcialCC). 
aval_parcialCR1.Y). 
Temos que cada li ~eral da cauda es~á ano~ado com seu número 
(posição). O predicado escolhaCR. C:N. R1) re~ira da cauda R. o 
li~eral ano~ado por C:N para ser resolvido parcialmen~e. R1 e a 
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cauda R sem o li~eral escolhido C:N. Em seguida, 
realizar a resolução parcial de C. Se a resolução parei al ...... na o 
t..iver êxi ~o. ou seja, se resol_parcialCC) :falhar, escolha 
~ornecerá ou~ro C:N. Caso resol_parcialCC) ~enha êxi~o. ' o numero 
do li~eral re~irado Cque ~eve êxi~o) da cauda R é colocado na 
lis~a CNjYl. Ten~a-se. en~ão, realizar a avaliação parcial do 
res~an~e da cauda. ou seja, de Rl. No :final da execução, Leremos 
uma lis~a CNjYl com os números indicando a ordem em que os 
predicados devem ser escolhidos. 
Vejamos como se processa a resolução parcial. O predicado e 
seguin~e: 
resol_parcialC V vale Expr) 
uni:f_a~rCV), 
uni:f_exprCExpr). 
resol_parcialCr) 
F '= V vale Expr. 
F =. . [ Fn I Ar gs l • 
~luxoCFn, Modos), 
uni:f_parcialCArgs. Modos). 
Primeiro vejamos como se :faz a resolução parcial de expressões 
Cuni:f_expr). A variável a esquerda do vale deve receber um valor. 
Não sabemos ainda que valor é es~e. Devemos. por~an~o. colocar um 
•g• na variável. 
uni :f _a~rC>O nonvar(X). 
unif'_a~r(X) varCX). X = g. 
Todo 1 ado di rei ~o do vale deve ser conheci do. ou seja, con~er 
consLan~es no momen~o da resolução. Is~o é :fei~o pelo predicado 
uni:f_exprCE). 
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uni f _exprC E) : -
nonvarCE), 
E = X + Y, 
unif_exprCX), 
uni f _exprC Y). 
unit'_exprCE) :-
nonvarCE), 
E= X - Y. 
uni t' _exprC>D. 
unif _exprCY). 
unif_exprCE) :-
nonvarCE), 
E= X* Y. 
unif_exprCX), 
unif_exprCY). 
unif_exprCE) :-
nonvarCE). 
E= X/ Y. 
unif_exprCX). 
unif_exprCY). 
---------------
unif_exprCE) :- atomicCE). 
Vejamos agora como se ~az resoluçao parcial de predicados que nao 
são expressões Cunif_parcial).A unificação parcial deve verificar 
cada argumento e certificar-se da que todos os machos t.em uma 
constante. SupÕe-se que o predicado produza valores: nos 
argumentos fêmeas. Como não sabemos que valores são estes. 
unificamos as variáveis com •g•. O 
seguinte: 
unif_parcialC Cl. (]). 
unif_parcialC CBICl. [•+• IYJ) 
nonvarCB), 
unif_parcialCC,Y). 
unif_parcialC CB!Cl, [ •-• IYJ) 
nonvarCB), 
unif_parcialCC.Y). 
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unificador parcial é o 
unif':_parcial( CBICl. [ •-•!YD 
varCB), 
B = g. 
unif'_parcialCC,Y). 
Te~do, a~ravés de resol_parcial, ob~ido a ordem corre~a dos 
predicados da cauda, podemos ordená-los com ponha_em_ordem. o 
qual possui a seguin~e def'inição. 
Exemplo: 
?- ponha_em_ordemCCX vale N•F1,f'a~CN1,F1),N1 vale N-1],[3,2.1], 
ROrdenada). 
ROrdenada = CN1 vale N-1, fa~CN1,F1), X vale N•F1] 
ponha_em_ordemCR, [], []). 
ponha_em_ordemCR, CMIRMJ, CXIYJ) 
i ndiceCR,1 • M, X) • 
ponha_em_ordemCR. RM, Y). 
indica( CXIYl. N, M, X) N = M. 
indiceC C_jYJ • N, M, X) 
N '= M • 
N1 is N + 1 • 
i ndice( Y. N1. M. X). 
Finalmen~e. dado o nome do f'un~or. o número da regra. e a 
numeração da cauda, o predicado regra ordenada irá remon~ar a 
cauda de modo que ela obedeça à "' numeraçao. Es~a numeraçâ'o foi 
ob~ida, como vimos, pelo aval_parcial. 
Exemplo: 
?- regra_ordenada(f'a~.2.[3,2,1l. C se Cauda) . 
C se Cauda= fa~CN,X) se N1 vale N-1 & f'a~CN1,F1) & 
X vale N•Fl 
Temos que: 
Fn = fa~. 
Nro = 2, 
NH = [ 3 • 2 • 1 J , 
R= f'a~CN,N•F1) se fa~CN-1,F1), 
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após regra~com_expr_isol. ~amos que: 
Cab = fa~CN.X). 
H= CX vale NMF1. fa~CN1.F1). N1 vale N-1]. 
apos ponha_em_ordem. ~emos que: 
H_Ordenado = CN1 vale N-1. fa~CN1.F1). X vale NMF1J, 
apos remon~e_cauda. ~emos que: 
Cauda= N1 vale N-1 & fa~CN1.F1) & X vale NMF1 
C = fa~CN.X) 
regra_ordenadaCFn. Nro. NH. Cab se Cauda) :-
regraCFn. Nro. R). % ob~ám regra da base de dados 
regra_com_expr_isolCR. CCabiHJ). 
ponha_em_ordemCH. NH. H_Ordenado). 
remon~e_caudaCH_Ordenado. Cauda). 
A cauda depois de ordenada pelo predicado ponha em ordem es~ará 
na forma CN1.N2.N3 •... ]. O predicado remon~e cauda irá colocá-la 
na forma Nl & N2 & N3 & .... 
Exemplo: 
?- remon~e_caudaCCN1 vale N-1. fa~CN1.F1). X vale NMF1J. R). 
R= N1 vale N-1 & fa~CN1.F1) & X vale NMF1 
remon~e_caudaCCJ. true). 
remon~e_caudaCCXJ. X). 
remon~e_caudaCCX.ZIYJ. X & R) 
remon~e_caudaC CZIYJ. R). 
O exemplo apresentado refere-se a um sistema extrerrld.rnente 
simplificado. É possível erlender as idéias apresen~adas para 
sis~emas bem mais sofis~icados. 
Há vários ar~igos escri~os sobre o uso de avaliação parcial para 
aumen~ar a eficiência de programas. Não sabemos. en~re~an~o. de 
nenhum ~rabalho que fale do uso de avaliação parcial para 
in~rodução de con~role. Aliás, são poucos os ~rabalhos sobre a 
in~rodução de con~role em sis~ema especialis~a para aumen~ar-lhes 
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a et'iciência. cont'orme o t..rabalho de Smit..h [Smit..h-8QJ. 
Smi t..h [ Smi t..h-8Q] apresent..ou um mét..odo de cont..rol ar i nt'arênci as 
regressivas independent-e do domínio, no qual comput..a o cust..o 
esperado e probabilidade de sucesso para dii~erent..es est..rat..égias 
regressivas. Est..as int'ormações são usadas para selecionar quais 
os passos de int'erência e comput..ar a melhor ordem para o 
processament-o das conjunções. Para o cálculo do cust..o e da 
probabilidade, considera int'ormações simples sobre o cont..eúdo da 
base de dados, t..ais como: o número de t'at..os de uma dada t'orma e 
t..ama.nho do domínio para os predicados e relaçÕes envolvidas. Em 
seu art..igo cit..a apenas os t..rabalhos d~ Nat..arajan os quai s usam 
abordagens semelhant..es, porém que não se aplicam ao caso em que 
est..udamos. Para maiores det..alhes ver [Nat..arajan, K. s. "On 
Opt..imizing backt..rack search t'or all solut..ions t..o conjunt..ive 
pr obl ems" • Resear c h Repor t.. • 11 982, IBM (1986) e "Opt..imizing 
dept..h-t'irst.. search ot' AND-OR t..rees, Research Report.., 11642. IBM 
(1986) J. 
3.5 CONCLU~O 
Nest..e cap!t..ulo apresent..amos as di t' i c ul dades de int..roduzir 
aut..omat..icament..e cont..role explÍcit..o em sist..emas especialist-as, ou 
seja, o problema da escolha do lit..eral a ser provado. Usando o 
exemplo do t'at..oria.l most..ramos o t'unciona.ment..o do a.lgorit..mo. 
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CAP1TULO 4 
CONCLUSOES E EXTENSOES 
Apresen~amos nes~e ~rabalho um algori~mo que ordena as condições 
de cada regra da base de conheciment-os, de modo que os lit.erais 
f"iquem em ordem de prioridade para resolução. Após est-a 
ordenação. o mecanismo de resolução do sist-ema especialist-a deve 
sempre pegar o li~eral mais a esquerda para f"azer a resolução. 
eliminando-se assim o problema da escolha do lit-eral da hipót-ese. 
O cri~ério usado para se obt-er a prioridade dos li~erais foi o 
seguint-e: quando um mesmo argument-o ocorrer em mais de um 
li~eral, os lit-erais nos quais ele ocorre como ent-rada 
obriga~ória, devam aparecer , apos os lit-erais nos quais ele 
ocorre como en~rada_saída. Nos casos em que o argument-o ocorre 
somen~e uma vez. ou ocorre mais da uma vez. porém sempre com 
o mesmo ~ipo de en~rada. não há diferenças de prioridade. Ao 
ordenarmos est-amos int-roduzindo con~role na base de 
conheciment-os. 
Observemos que nest-e caso, a in~rodução do cont-role é efet-uada na 
f"a.se da aquisição. Des~a. forma, o sist-ema especialis~a ficará 
mui~o mais rápido na fase da. consult-a, pois a escolha da 
es~ra.~égia já foi de~erminada na t'ase da aquisição. Obt-emos 
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assim, sis~emas especialis~as mais elicien~es e cujo con~role é 
ob~ido au~oma~icamen~e. 
o pro~Ó~ipo implemen~ado ' e res~ri~o para linguagens de 
represen~ação do conhecimen~o da lorma P se Q1 & Qz & & Qn, 
cujos argumen~os são variáveis, cons~an~es. ou expressões Ccom 
operadores + , • M / ). Podemos e~endê-lo para ~ra~ar outros 
~ipos de argumen~os ~ais como: es~ru~uras de dados. ou~ r os 
operadores, e~c. 
Uma possível e~ensão seria na escolha da melhor es~ratégia 
Cordem), em ~ermos de eliciência. Neste caso. seria necessário 
uso de métricas que auxiliassem na decisão. No nosso protótipo. 
apenas lornecemos as estratégias possíveis. 
Tra~amos apenas da introdução de controle sobre a escolha da 
hipó~ese a ser provada. Não introduzimos o controle sobre a 
escolha da regra (disjunção). 
Usando o mesmo al gor i t,mo o pr ot-ót, i po pode ser e~endi do par a 
~rat-ar regras cont-endo negação. 
Podemos aplicar est-a t-écnica, int-rodução aut-omat-ica de cont-role e 
avaliação parcial, em sist-emas nos quais deseja-se que o 
cont-role seja lornecido pelo próprio sist-ema com base em regras 
previamente dadas. 
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O pro~Ó~ipo ~oi implemen~ado em Ari~y-Prolog 
compa~i1veis ao IBM-PC XT. 
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