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The stability and rapid exponential
stabilization of heat equation in
non-cylindrical domain ∗
Lingfei Li†, Yujing Tang‡ and Hang Gao §
Abstract
This paper is devoted to the study of the stability and stabilizability of heat
equation in non-cylindrical domain. The interesting thing is that there is a class
of initial values such that the system is no longer exponentially stable. The sys-
tem is only polynomially stable or only analogously exponentially stable. Then,
the rapid exponential stabilization of the system is obtained by the backstepping
method.
Key Words: non-cylindrical domain, heat equation, stability, exponential stabiliza-
tion
1 Introduction and Main results
It is well known that the stability and stabilization problems for both linear and non-
linear partial differential equations have been studied extensively(see [1-4], references
therein). In general, the study of stability for a given system is along the following
way. We first concern whether the solution is stable or not. Then, if it is unstable,
we try to find a control to stabilize the system. And if the solution decays in a slower
rate, one wants to force the solution to decay with arbitrarily prescribed decay rates.
They are called stability, stabilization and rapid stabilization, respectively.
There are many methods to study the stabilization including pole placement, the
control Lyapunov function method, the backstepping method and so on. The backstep-
ping method which was initiated in [5] and [6] has been used as a standard method for
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finite dimensional control systems. The application of continuous backstepping method
to parabolic equations was first given in [7] and [8]. In the last decade, the backstepping
method has been widely used to study the stability of partial differential equations,
such as wave equation, Korteweg-de Vries equation, and Kuramoto-Sivashinsky equa-
tion (see [9]-[11]). The scheme of backstepping method is as follows. Initially, an
exponentially stable target system is established. Then, the PDE system is trans-
formed to the target system by using a Volterra transformation. At the same time, the
PDE describing the transformation kernel is obtained. Thus the stabilization prob-
lem is converted to the well-posedness problem of the kernel and the invertibility of
transformation. Finally, An explicit full state feedback control is given to demonstrate
successful stabilization of the unstable system.
Many problems in the real world involve non-cylindrical regions such as controlled
annealing of a solid in a fluid medium([12]), vibration control of an extendible flexible
beam([12]), phase change and heat transfer. The PDE in the non-cylindrical domain
has close relation with equations of time-dependent coefficients. The typical system
with time-dependent coefficients is given by the Czochralski crystal growth problem
([13]), which is presented as a heat equation with time-dependent coefficients. Hence,
the research on the problem of non-cylindrical region has important practical signif-
icance. Time-dependent domain and coefficients lead to more complexities and diffi-
culties. In most papers concerning stabilization, systems are considered in cylindrical
domains. Only few results have been found for systems in non-cylindrical domains(see
[12][14][15]). In [12], the authors considered the problem of the stabilization and the
control of distributed systems with time-dependent spatial domains. The evolution of
the spatial domains with time is described by a finite-dimensional system of ordinary
differential equations depending on the control. Namely, the dynamical behavior of
the distributed system is controlled by manipulating its spatial domain. The length
of the time interval is finite. In [14], stabilization of heat equation with time-varying
spatial domain is discussed. The well-posedness of the kernel which depends on time
t is proved by successive approximation. There is a restriction on the boundary of
moving domain. More precisely, the boundary function l(t) is analytic and the jth
partial derivative satisfies:
|∂jt l(t)| ≤M j+1j!, j ≥ 0.
If the boundary is unbounded with respect to t, then the assumption in [14] does not
hold. In [15], the authors extended the backstepping-based observer design in [14]
to the state estimation of parabolic PDEs with time-dependent spatial domain. As
far as we know, the stability and stabilizability of parabolic equation in unbounded
non-cylindrical domain have not been discussed in detail yet.
In this paper, we mainly focus on the stability and rapid stabilization of the one-
dimensional heat equation in non-cylindrical domain. Let us begin with the following
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system 

ut − uxx = 0 in Qt,
u(0, t) = 0, u(l(t), t) = 0, in (0,+∞),
u(x, 0) = u0(x), in Ω = (0, 1),
(1.1)
where Qt = {(x, t)|x ∈ (0, l(t)) = Ωt, t ∈ (0,+∞), l(t) = (1 + kt)α, α > 0, k > 0}.
The existence and uniqueness of solutions to the parabolic equations in non-cylindrical
domains are investigated in [16]. The following Lemma can be proved by the method
in [16].
Lemma 1.1 If u0(x) ∈ L2(Ω), then system (1.1) has a unique weak solution u in the
following space
C([0,+∞);L2(Ωt)) ∩ L2(0,+∞;H10(Ωt)),
and there exists a positive constant C independent of u0 and Qt such that
‖u‖L∞(0,+∞;L2(Ωt)) + ‖∇u‖L2(Qt) ≤ C‖u0‖L2(Ω).
Moreover, if u0(·) ∈ H10 (Ω), then system (1.1) has a unique strong solution u in the
class
C([0,+∞);H10(Ωt)) ∩ L2(0,+∞;H2 ∩H10 (Ωt)) ∩H1(0,+∞;L2(Ωt)),
and there exists a constant independent of u0 and Qt such that
‖u‖L∞(0,+∞;H10 (Ωt)) + ‖ut‖L2(Qt) ≤ C‖u0‖H10 (Ω).
The proof of Lemma 1.1 will be given in Appendix. In what follows, the definitions
of the stability for system (1.1) are given.
Definition 1.1 System (1.1) is said to be exponentially stable, if for any given u0 ∈
L2(Ω), there exist C > 0, α > 0 and t0 > 0 such that for every t ≥ t0, ‖u‖L2(Ωt) ≤
Ce−αt. System (1.1) is said to be analogously exponentially stable, if for any given
u0 ∈ L2(Ω), there exist C > 0, C1 > 0, t0 > 0 and β with 0 < β < 1 such that for
every t ≥ t0, ‖u‖L2(Ωt) ≤ Ce−C1tβ . And system (1.1) is said to be polynomially stable,
if for any given u0 ∈ L2(Ω), there exist γ > 0, t0 > 0 and C > 0 such that for every
t ≥ t0, ‖u‖L2(Ωt) ≤ C(ϕ(t))−γ, where ϕ(t) is a polynomial with respect to t .
It is easy to see that the exponentially stable system must be analogously expo-
nentially stable and the analogously exponentially stable system must be polynomially
stable. We can get by energy estimate that system (1.1) is polynomially (or analo-
gously exponentially) stable. What we want to know is that whether the polynomially
(or analogously exponentially) stable system is exponentially stable or not. The con-
clusion is that the corresponding solution u is only polynomially stable for α ≥ 1
2
, more
precisely, the L2 norm of solution has a polynomial lower bound for some initial values.
And system (1.1) is only analogously exponentially stable for 0 < α < 1
2
because we
can also find a lower bound of the solution. Hence, we have the following Theorems.
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Theorem 1.1 System (1.1) is only polynomially stable for α ≥ 1
2
.
Theorem 1.2 System (1.1) is only analogously exponentially stable for 0 < α < 1
2
.
Remark 1.1 It is well known that the heat equation on the cylindrical domain is ex-
ponentially stable. If α = 1, then the boundary is a line. It can be seen by Theorem 1.1
that the system is polynomially stable as long as the boundary of the domain is tilted
a little bit, namely k is small enough. When the boundary of the domain is inclined
steeply so that it is close to the x-axis, i.e.,k is large enough, the system is still poly-
nomially stable. But if the boundary is (1 + kt)α(0 < α < 1
2
), system (1.1) is only
analogously exponentially stable. The relation between the stability and the boundary
curve is shown in Figure 1.
Figure 1: The relation between the stability and the boundary curve
Since system (1.1) decays slower than exponential decay rate, the goal of this
paper is to construct a control to force the solution to decay at a desired rate. It is
easy to see that there exists an internal feedback control leading to exponential decay.
However, we are interested in looking for boundary feedback control to stabilize the
system exponentially. Let us consider the system with boundary control

ut − uxx = 0, in Qt,
u(0, t) = 0, u(l(t), t) = U(t), in (0,+∞),
u(x, 0) = u0(x), in Ω = (0, 1),
(1.2)
where Qt = {(x, t)|x ∈ (0, l(t)) = Ωt, t ∈ (0,+∞), l(t) = (1 + kt)α, 0 < α ≤ 1, k > 0}.
The well-posedness of solutions to (1.2) can be obtained from the results in [16] and
Lemma 1.1.
Lemma 1.2 Assume U(t) ∈ H1(0,+∞) and
√
l(t)U ′(t) ∈ L2(0,+∞). If u0(x) ∈
L2(Ω), system (1.2) has a unique weak solution u in the class
C([0,+∞);L2(Ωt)) ∩ L2(0,+∞;H1(Ωt)).
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Moreover, if u0(x) ∈ H1(Ω) and u0(1) = U(0), then system (1.2) has a unique strong
solution u in the class
C([0,+∞);H1(Ωt)) ∩ L2(0,+∞;H2(Ωt)) ∩H1(0,+∞;L2(Ωt)).
The proof of Lemma 1.2 will be shown in Appendix.
Theorem 1.3 Assume that u0 ∈ L2(Ω), 0 < α ≤ 1. Then, there exists a boundary
feedback control U(t) ∈ H1(0,+∞) such that system (1.1) decays exponentially to zero.
Remark 1.2 When the growth order of l(t) is more than 1, the linear feedback control
does not work. However, we can not deduce that the system is not stabilized exponen-
tially by feedback control because of the variety of feedback control.
This paper is organized as follows. In section 2, the stability of (1.1) is established.
While in Section 3, the feedback stabilization of (1.2) for 0 < α ≤ 1 is proved. At last,
the appendix is given in Section 4.
2 The stability of (1.1)
Lemma 2.1 Let us assume that u0 ∈ C(Ω), u0 > 0,α ≥ 12 . Then there is some t0 such
that the solution of system (1.1) satisfies
‖u‖L2(0,l(t)) ≥ C(1 + kt)−β, t ≥ t0,
where C depending on k, α, t0, and β > 0 depending on k, α.
Proof of Lemma 2.1 (1)Let u0(x) = sin(pix)e
−αx2
4 . Assume that u(x, t) = sin pix
(1+kt)α
ec(x,t)
is the solution of the following system,

ut − uxx = 0 in Qt,
u(0, t) = 0, u(l(t), t) = 0, in (0,+∞),
u(x, 0) = u0(x), in Ω = (0, 1),
(2.1)
where α ≥ 1
2
.
By straightforward computations, we get that the partial derivatives are
∂u
∂t
= − αpikx
(1+kt)α+1
cos pix
(1+kt)α
ec(x,t) + sin pix
(1+kt)α
ec(x,t) ∂c
∂t
,
∂u
∂x
= pi
(1+kt)α
cos pix
(1+kt)α
ec(x,t) + sin pix
(1+kt)α
ec(x,t) ∂c
∂x
,
∂2u
∂x2
= − pi2
(1+kt)2α
sin pix
(1+kt)α
ec(x,t) + 2pi
(1+kt)α
cos pix
(1+kt)α
ec(x,t) ∂c
∂x
+ sin pix
(1+kt)α
ec(x,t)(( ∂c
∂x
)2 + ∂
2c
∂x2
).
(2.2)
5
Substituting (2.2) into the equation in (2.1) and comparing the coefficients of sine and
cosine, one has the equation satisfied by c(x, t) as follows

∂c
∂x
= − αkx
2(1+kt)
,
∂c
∂t
= − pi2
(1+kt)2α
+ α
2k2x2
4(1+kt)2
− αk
2(1+kt)
.
(2.3)
When α = 1
2
, integrating (2.3) respect for x and t respectively, we obtain

c(x, t)− c(0, t) = − αkx2
4(1+kt)
,
c(x, t)− c(x, 0) = −pi2 ln(1+kt)
k
− kα2x2
4(1+kt)
+ kα
2x2
4
− α
2
ln(1 + kt).
(2.4)
Taking c(0, 0) = 0, then we have
c(x, t) = −pi
2 ln(1 + kt)
k
− α
2
ln(1 + kt)− kα
2x2
4(1 + kt)
+
kα2x2
4
− kαx
2
4
.
Hence, the expression of the solution to (2.1) is
u = sin pix
(1+kt)α
(1 + kt)−
α
2
−pi2
k e
k2α2x2t
4(1+kt) e−
kαx2
4 . (2.5)
Now let us estimate the norm
‖u‖2
L2(0,l(t)) =
∫ (1+kt)α
0
(sin pix
(1+kt)α
)2(1 + kt)−α(1 + kt)−
2pi2
k e
k2α2x2t
2(1+kt) e−
kαx2
2 dx
≥ (1 + kt)− 2pi2k (1 + kt)−α ∫ (1+kt)α
0
(sin pix
(1+kt)α
)2e−
kαx2
2 dx.
(2.6)
Thanks to the following inequality
| sin θ| ≥ 2
pi
|θ|, θ ∈ [−pi
2
,
pi
2
],
we get
‖u‖2
L2(0,l(t)) ≥ ‖u‖2L2(0, l(t)
2
)
≥ (1 + kt)− 2pi2k (1 + kt)−α ∫ (1+kt)α2
0
4
pi2
( pix
(1+kt)α
)2e−
kαx2
2 dx
≥ 4(1 + kt)− 2pi2k (1 + kt)−3α ∫ (1+kt)α2
0
x2e−
kαx2
2 dx.
(2.7)
Set x =
√
2
kα
y, the integral in (2.7) turns to be
∫ (1+kt)α
2
0
x2e−
kαx2
2 dx = ( 2
kα
)
3
2
∫√ kα
2
(1+kt)α
2
0
y2e−y
2
dy
= ( 2
kα
)
3
2 (−y
2
e−y
2 |
√
kα
2
(1+kt)α
2
0 +
∫√ kα
2
(1+kt)α
2
0
e−y
2
2
dy)
≥ ( 2
kα
)
3
2 (−1
8
+
√
pi
8
)
≥ C1,
(2.8)
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where C1 = (
2
kα
)
3
2 (−1
8
+
√
pi
8
). The inequalities
−y
2
e−y
2 |
y=
√
kα
2
(1+kt)α
2
≥ −1
8
∫ √ kα
2
(1+kt)α
2
0
e−y
2
2
dy ≥
√
pi
8
hold for t ≥ t0 due to the facts
lim
y→∞
ye−y
2
= 0,
∫ ∞
0
e−y
2
dy =
√
pi
2
.
Combining (2.7) and (2.8), we derive that
‖u‖L2(0,l(t)) ≥ C2(1 + kt)−pi
2
k (1 + kt)−
3α
2 ,
where C2 = 2
√
C1.
In the case of α > 1
2
, we can get the similar estimate. Integrating (2.3), we have

c(x, t)− c(0, t) = − kαx2
4(1+kt)
,
c(x, t)− c(x, 0) = − pi2
k(1−2α)((1 + kt)
(1−2α) − 1)− kα2x2
4(1+kt)
+ kα
2x2
4
− α
2
ln(1 + kt).
(2.9)
Taking c(0, 0) = 0, we obtain that
c(x, t) = − pi
2
(1 − 2α)k ((1 + kt)
(1−2α) − 1)− α
2
ln(1 + kt)− kα
2x2
4(1 + kt)
+
kα2x2
4
− kαx
2
4
.
Hence, the solution to (2.1) is
u = sin pix
(1+kt)α
e
− pi2
k(1−2α)
((1+kt)(1−2α)−1)(1 + kt)−
α
2 e
k2α2x2t
4(1+kt) e−
kαx2
4 . (2.10)
By similar estimate, the norm of the solution turns out to be
‖u‖2L2(0,l(t)) ≥
∫ (1+kt)α
2
0
(sin pix
(1+kt)α
)2(1 + kt)−αe−
2pi2
k(1−2α)
((1+kt)(1−2α)−1)
e
k2α2x2t
2(1+kt) e−
kαx2
2 dx
≥ e− 2pi
2
k(1−2α)
((1+kt)(1−2α)−1)(1 + kt)−α
∫ (1+kt)α
2
0
(sin pix
(1+kt)α
)2e−
kαx2
2 dx
≥ C3e−
2pi2
k(1−2α)
((1+kt)(1−2α)−1)(1 + kt)−α.
(2.11)
We derive that
‖u‖L2(0,l(t)) ≥ C4e−
pi2
k(1−2α)
((1+kt)(1−2α)−1)(1 + kt)−
α
2
≥ C4e
pi2
k(1−2α) (1 + kt)−
α
2 .
(2.12)
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(2)Assume α = 1
2
. Let v0 = A sin(pix)e
−αx2
4 , A > 0, then the corresponding
solution v is only polynomially stable. For any u0 ∈ C(Ω), u0 > 0, there exists a v0
such that u0 ≥ v0. Let w = u − v, we have that w is the solution of the following
system 

wt − wxx = 0, in Qt,
w(0, t) = w(l(t), t) = 0, in (0,+∞),
w(x, 0) = w0(x) = u0(x)− v0(x) ≥ 0, in Ω = (0, 1),
(2.13)
where Qt = {(x, t)|x ∈ (0, l(t)), t ∈ (0,+∞), l(t) = (1 + kt)α}. If we reduce the system
(2.13) to a variable coefficient parabolic equation in the cylindrical domain, it is clear
that the comparison principle holds. Therefore w ≥ 0 in Qt.
Since v ≥ 0 in Qt , we get u ≥ v ≥ 0 in Qt. Then we arrive at
‖u‖L2(0,l(t)) ≥ ‖v‖L2(0,l(t)) ≥ C2(1 + kt)−pi
2
k (1 + kt)−
3α
2 , t ≥ t0.
If α > 1
2
, u0 ∈ C(Ω), u0 > 0, we have similar estimate.
Hence, we can take β = pi
2
k
+ 3α
2
for α = 1
2
and β = α
2
for α > 1
2
. 
Corollary 2.1 Let us assume that u0 ∈ C(Ω), u0 > 0,0 < α < 12 . Then there is some
t0 such that the solution of system (1.1) satisfies
‖u‖L2(0,l(t)) ≥ C1(1 + kt)−α2 e−C2t1−2α , t ≥ t0,
where C1, C2 > 0 depending on k, α, t0.
Proof of Corollary 2.1: The proof can be obtained by a simple modification of the
first step in the proof of Lemma 2.1. Indeed, integrating (2.3) for 0 < α < 1
2
, we also
have (2.9),(2.10) and (2.11). Namely,
‖u‖2L2(0,l(t)) ≥ C3e−
2pi2
k(1−2α)
((1+kt)(1−2α)−1)(1 + kt)−α. (2.14)
Due to 0 < 1− 2α < 1, we get that
‖u‖L2(0,l(t)) ≥ C4(1 + kt)−α2 e−C2(1+kt)1−2α
≥ C ′4(1 + kt)−
α
2 e−Ct
1−2α
, t ≥ t0.
(2.15)
Thanks to the inequality
(a+ b)α ≤ aα + bα, if a > 0, b > 0, 0 < α < 1,
the last inequality in (2.15) holds. 
Proof of Theorem 1.1:
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Set x = (1 + kt)αy, y ∈ (0, 1), w(y, t) = u((1 + kt)αy, t). System (1.1) can be
rewritten as 

wt − kαywy1+kt − wyy(1+kt)2α = 0, in Q,
w(0, t) = w(1, t) = 0, in (0,+∞),
w(y, 0) = u0(y), in Ω = (0, 1),
(2.16)
where Q = {(y, t)|y ∈ (0, 1), t ∈ (0,+∞)}. System (2.16) is a variable coefficient
parabolic equation in the cylindrical domain Q.
The stability will be shown by the classical energy estimate. Multiplying (2.16)
by w and integrating with respect to y, we get
1
2
d
dt
∫ 1
0
w2dy +
kα
2(1 + kt)
∫ 1
0
w2dy +
1
(1 + kt)2α
∫ 1
0
w2ydy = 0. (2.17)
Let E(t) =
∫ 1
0
w2dy. By Poincare´’s inequality, we see that
1
2
d
dt
E(t) +
kα
2(1 + kt)
E(t) +
C
(1 + kt)2α
E(t) ≤ 0 (2.18)
for a suitable C > 0.
Using Gronwall inequality, we deduce that for α = 1
2
E(t) ≤ E(0)(1 + kt)−(α+ 2Ck ). (2.19)
Consequently,
‖u‖L2(0,l(t)) = E(t) 12 ≤ ‖u0‖L2(0,1)(1 + kt)−(α2+Ck ) ≤ ‖u0‖L2(0,1)(1 + kt)−α2 .
Namely, the solution is polynomially stable in the sense of L2 norm.
For α > 1
2
, the energy estimate is
E(t) ≤ E(0)(1 + kt)−αe 2C(1−(1+kt)
1−2α)
k(1−2α) ≤ E(0)(1 + kt)−α. (2.20)
Thus,
‖u‖L2(0,l(t)) ≤ ‖u0‖L2(0,1)(1 + kt)−α2 .
By the estimates above together with Lemma 2.1, we finish the proof of Theorem
1.1. 
Proof of Theorem 1.2:
From (2.18), we have for 0 < α < 1
2
,
E(t) ≤ E(0)(1 + kt)−αe 2C(1−(1+kt)
1−2α)
k(1−2α) ≤ E(0)e 2C(1−(1+kt)
1−2α)
k(1−2α) . (2.21)
Thanks to (1 + kt)1−2α ≥ (kt)1−2α, we get
‖u‖L2(0,l(t)) ≤ ‖u0‖L2(0,1)e
C(1−(1+kt)1−2α)
k(1−2α) ≤ C1e−C2t1−2α .
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Hence, in the case of 0 < α < 1
2
, (1.1) is analogously exponentially stable in the sense
of L2 norm.
Then, in view of Corollary 2.1, we complete the proof of Theorem 1.2.

Corollary 2.2 Let
l1(t) = (1 + kt)
α1 , l2(t) = (1 + kt)
α2(0 < α1 < α2),
Ω1t = {x|0 < x < l1(t)},Ω2t = {x|0 < x < l2(t)},
u0 ∈ H10 (0, 1), u0 ≥ 0(u0 ≤ 0).
Suppose L(t) is a smooth curve between line l1(t) and l2(t), L(0) = 1. Let Ωt = {x|0 <
x < L(t)}. If the solutions corresponding to l1(t) and l2(t) are only polynomially (or
analogously exponentially) stable, then the solution of (1.1) with u0 and boundary curve
L(t) is only polynomially (or analogously exponentially) stable.
Proof of Corollary 2.2:
Denote by u1 the solution corresponding to u0 and l1(t), and u2 the solution
corresponding to u0 and l2(t). Assume u1 and u2 are only polynomially stable. Denote
the solution corresponding to u0 and L(t) by v. We have that v|Ω1t×(0,∞) is the solution
of the following system

vt −∆v = 0, in Ω1t × (0,∞),
v(0, t) = 0, v(l1(t), t) = α(t), in (0,+∞),
v(x, 0) = u0(x) ≥ 0, in Ω.
(2.22)
Therefore α(t) ≥ 0 by the comparison principle for parabolic equation in cylindrical
domain and the regularity of the solution in Lemma 1.1. Using the comparison principle
again, we get v ≥ u1 ≥ 0 in Ω1t × (0,∞). Then we arrive
‖v‖L2(Ωt) ≥ ‖v‖L2(Ω1t ) ≥ ‖u1‖L2(Ω1t ) ≥ C1(1 + kt)−β, t ≥ t0.
Similarly,
C2(1 + kt)
−α2
2 ≥ ‖u2‖L2(Ω2t ) ≥ ‖v‖L2(Ωt), t ≥ t0.
The solution v is only polynomially stable. 
3 Exponential stabilization
In this part, we follow the standard procedure of the backstepping method.
Step1 The stability of the target system
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We choose the stable target system

wt − wxx + λw = 0, in Qt,
w(0, t) = 0, w(l(t), t) = 0, in (0,+∞),
w(x, 0) = w0(x), in Ω = (0, 1),
(3.1)
where Qt = {(x, t)|x ∈ (0, l(t)), t ∈ (0,+∞), l(t) = (1 + kt)α, k > 0, α > 0}, λ > 0 will
be determined later.
Lemma 3.1 System (3.1) is exponentially stable.
We present the proof of Lemma 3.1 which also can be found in [14] as a matter of
convenience.
Proof of Lemma 3.1: Multiplying the equation in system (3.1) by w, integrating
from 0 to l(t) with respect to x, we get
1
2
d
dt
∫ l(t)
0
w2dx− wwx|l(t)0 +
∫ l(t)
0
w2xdx+ λ
∫ l(t)
0
w2dx = 0.
Taking account into the boundary condition, we have
1
2
d
dt
∫ l(t)
0
w2dx = − ∫ l(t)
0
w2xdx− λ
∫ l(t)
0
w2dx
≤ −λ ∫ l(t)
0
w2dx.
(3.2)
We will derive the stability result by Gronwall inequality
‖w‖L2(0,l(t)) ≤ ‖w0‖L2(0,1)e−λt.
Step2 The equation of the kernel
We introduce the Volterra transformation as follows,
w(x, t) = u(x, t) +
∫ x
0
p(x, y, t)u(y, t)dy.
Computing the partial derivatives directly, one gets
wx = ux(x, t) + p(x, x, t)u(x, t) +
∫ x
0
px(x, y, t)u(y, t)dy, (3.3)
wxx = uxx +
dp(x, x, t)
dx
u+ p(x, x, t)ux + px(x, x, t)u+
∫ x
0
pxxudy, (3.4)
wt = ut +
∫ x
0
p(x, y, t)ut(y, t)dy +
∫ x
0
ptudy. (3.5)
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Taking account into the equation in (1.2) and integrating by parts, one has
wt = ut(x, t) +
∫ x
0
ptudy +
∫ x
0
puyy(y, t)dy
= ut(x, t) +
∫ x
0
ptudy +
∫ x
0
pyy(x, y, t)u(y, t)dy
+p(x, x, t)ux(x, t)− p(x, 0, t)ux(0, t)− py(x, x, t)u(x, t) + py(x, 0, t)u(0, t).
(3.6)
According to (3.1),(3.4), (3.6), and taking p(x, 0, t) = 0, we derive that
wt − wxx + λw = −(2dp(x,x,t)dx − λ)u+
∫ x
0
(pt − pxx + pyy + λp)udy . (3.7)
Therefore, we choose kernel p(x, y, t) defined on S(t) = {(x, y)|0 ≤ y ≤ x ≤ l(t)}
satisfying the following system,

pt − pxx + pyy + λp = 0,
p(x, 0, t) = 0,
dp(x,x,t)
dx
= λ
2
.
(3.8)
The stabilization problem is changed to the existence of the kernel. Meanwhile, the
control is the following feedback of the state by the boundary condition for w,
U(t) = −
∫ l(t)
0
p(l(t), y, t)u(y, t)dy.
Step3 The well-posedness and the estimate of the kernel
In [4], the backstepping method is extended to plants with time-varying coefficients
and the explicit expression of the kernel is given. The kernel p(x, y, t) defined on
D(t) = {(x, y)|0 ≤ y ≤ x ≤ 1} satisfying(3.8),which is of the following form
p(x, y, t) = −y
2
e−λtf(z, t), z =
√
x2 − y2, (3.9)
where {
ft = fzz +
3fz
z
,
fz(0, t) = 0, f(0, t) = −λeλt := F (t).
(3.10)
The C2,1z,t solution to this problem is
f(z, t) = Σ∞n=0
1
n!(n+ 1)!
(
z
2
)2nF (n)(t). (3.11)
Taking account into the form of the kernel in [4], we can obtain the growth order of
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p(x, y, t). The solution of (3.8) is
p(x, y, t) = −y
2
e−λtf(z, t)
= −y
2
e−λtΣ∞n=0
1
n!(n+1)!
( z
2
)2nF (n)(t)
= y
2
e−λtΣ∞n=0
1
n!(n+1)!
( z
2
)2nλn+1eλt
= y
2
Σ∞n=0
1
n!(n+1)!
(x
2−y2
4
)nλn+1
= y
2l(t)
Σ∞n=0
1
n!(n+1)!
(
x2
l2(t)
− y
2
l2(t)
4
)nl2n+1(t)λn+1.
(3.12)
The absolute value of the kernel is
|p(x, y, t)| ≤ 1
2
Σ∞n=0
λn+1l2n+1(t)
4nn!(n+1)!
≤ λ 12Σ∞n=0 (
λ
1
2 l(t)
2
)n
n!
(λ
1
2 l(t)
2
)n+1
(n+1)!
≤ λ 12Σ∞n=0 (
λ
1
2 l(t)
2
)n
n!
Σ∞n=0
(
λ
1
2 l(t)
2
)n+1
(n+1)!
≤ λ 12 eλ
1
2 l(t)
2 e
λ
1
2 l(t)
2
≤ λ 12 eλ
1
2 l(t).
(3.13)
Step4 The invertibility of the transformation
Let
u(x, t) = w(x, t)−
∫ x
0
q(x, y, t)w(y, t)dy.
By similar arguments, the equation for the kernel q(x, y, t) becomes


qt − qxx + qyy − λq = 0,
q(x, 0, t) = 0,
dq(x,x,t)
dx
= λ
2
,
(3.14)
which is defined on S(t) = {(x, y)|0 ≤ y ≤ x ≤ l(t)}.
Proceeding as the analysis of k(x, y, t), one can find that the property of the
kernel q(x, y, t) is similar to the kernel k(x, y, t), such as existence, uniqueness and the
estimate. Thus, one has
|q| ≤ λ 12 eλ
1
2 l(t) . (3.15)
Step5 Rapid exponential stabilization of (1.2)
13
Now we will show the rapid exponential stabilization of (1.2). It is easy to see by
Ho¨lder inequality that
| ∫ x
0
q(x, y, t)w(y, t)dy| ≤ λ 12 eλ
1
2 l(t)
∫ x
0
|w|dy
≤ λ 12 eλ
1
2 l(t)‖w‖L2(0,l(t))x 12 .
(3.16)
The estimate for solution of system (1.2) turns out to be
‖u‖L2(0,l(t)) ≤ ‖w‖L2(0,l(t)) + 1√2‖w‖L2(0,l(t))l(t)λ
1
2 eλ
1
2 l(t)
≤ ‖w0‖L2(0,1)e−λt + 1√2λ
1
2 l(t)‖w0‖L2(0,1)e−λt+λ
1
2 (1+kt)α .
(3.17)
Since l(t) is unbounded as time t tends to infinity, we need to restrict the growth of
l(t) in order to guarantee the exponential stability of solution. It is readily to verified
that the solution is exponentially stable for 0 < α ≤ 1 because the following inequality
‖u‖L2(0,l(t)) ≤ ‖w0‖L2(0,1)e−λt + 1√2λ
1
2 l(t)‖w0‖L2(0,1)e−λt+λ
1
2 (1+kt)
≤ e− (λ−λ
1
2 k)t
2
(3.18)
holds for t ≥ t0 if t0 is large enough and λ > k2. Hence, we build a feedback control
law to force the solution of the closed-loop system to decay exponentially to zero with
arbitrarily prescribed decay rates.
It can be also checked that the feedback control belongs to H1(0,+∞) for 0 <
α ≤ 1. From (3.13) and (3.18), we get the following estimate
‖U(t)‖2
L2(0,+∞) =
∫ +∞
0
U2(t)dt
= (
∫ +∞
t0
+
∫ t0
0
)U2(t)dt
≤ (∫ +∞
t0
+
∫ t0
0
)‖u‖2
L2(0,l(t))(λ
1
2 eλ
1
2 l(t))
2
l(t)dt
≤ ∫ +∞
t0
e−(λ−λ
1
2 k)tλe2λ
1
2 (1+kt)(1 + kt)dt+
∫ t0
0
‖u‖2L2(0,l(t))λe2λ
1
2 l(t)l(t)dt
≤ ∫ +∞
t0
e−(λ−3λ
1
2 k)tλe2λ
1
2 (1 + kt)dt+
∫ t0
0
‖u‖2
L2(0,l(t))λe
2λ
1
2 l(t)l(t)dt
<∞,
(3.19)
provided λ > 9k2, which means that U(t) ∈ L2(0,+∞).
On the other hand,
U ′(t) = −l′(t)p(l(t), l(t), t)u(l(t), t)− ∫ l(t)
0
px(l(t), y, t)l
′(t)u(y, t)dy
− ∫ l(t)
0
pt(l(t), y, t)u(y, t)dy−
∫ l(t)
0
p(l(t), y, t)ut(y, t)dy.
(3.20)
14
The first term belongs to L2(0,+∞) provided λ > 25k2due to∫ +∞
t0
(l′(t)p(l(t), l(t), t)u(l(t), t))2dt =
∫ +∞
t0
(l′(t)p(l(t), l(t), t)U(t))2dt
≤ ∫ +∞
t0
k2α
2
(1 + kt)2α−2(λ
1
2 eλ
1
2 l(t))4l(t)e−(λ−kλ
1
2 )tdt
≤ ∫ +∞
t0
C(k, α, λ)(1 + kt)3α−2e−(λ−5kλ
1
2 )tdt
<∞.
(3.21)
Using the expression of the kernel, we can calculate the derivatives with respect
to x and t,
px(x, y, t) = −y2e−λtfz(z, t) x√x2−y2
= −xy
2z
e−λtΣ∞n=1
n
n!(n+1)!
( z
2
)2n−1F (n)(t),
(3.22)
pt(x, y, t) =
y
2
λe−λtf(z, t)− y
2
e−λtft(z, t). (3.23)
The absolute value of pt(x, y, t) is
|pt(x, y, t)| ≤ λ|p|+ |y2e−λtΣ∞n=0 1n!(n+1)!( z2)2nλn+2eλt|
≤ 2λ|p|.
(3.24)
The absolute value of px(x, y, t) is
|px| ≤ xy4 e−λtΣ∞n=1 1n!n!( z2)2n−2F (n)(t)
≤ x2e−λtΣ∞n=1 1n!n! (x
2−y2)n−1
4n
λn+1eλt
≤ ( x
l(t)
)2Σ∞n=1
1
n!n!4n
(x
2−y2
l2(t)
)n−1l2n(t)λn+1
≤ Σ∞n=1 1n!n!4n l2n(t)λn+1
≤ λeλ
1
2 l(t).
(3.25)
The absolute value of the second term on the right hand of (3.20) is
| ∫ l(t)
0
px(l(t), y, t)l
′(t)u(y, t)dy| ≤ λeλ
1
2 l(t)l′(t)‖u‖L2(0,l(t))
√
l(t)
≤ C(k, α, λ)(1 + kt) 3α2 −1e− (λ−3kλ
1
2 )t
2 .
(3.26)
When λ > 9k2, the L2 norm estimate of the second term becomes
∫ +∞
0
(
∫ l(t)
0
px(l(t), y, t)l
′(t)u(y, t)dy)2dt ≤ ∫ +∞
0
C ′(k, α, λ)(1 + kt)3α−2e−(λ−3kλ
1
2 )tdt
<∞.
(3.27)
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Similarly, the third term in (3.20) belongs to L2(0,+∞) by Ho¨lder inequality.
Now let us deal with the fourth term in (3.20). According to the inverse transfor-
mation
u(x, t) = w(x, t)−
∫ x
0
q(x, y, t)w(y, t)dy,
the derivative of u with respect to t is
ut(x, t) = wt(x, t)−
∫ x
0
qt(x, y, t)w(y, t)dy−
∫ x
0
q(x, y, t)wt(y, t)dy.
The L2 norm of ut satisfies
‖ut‖L2(0,l(t)) ≤ ‖wt‖L2(0,l(t)) + q¯t
√
l(t)‖w‖L2(0,l(t)) + q¯
√
l(t)‖wt‖L2(0,l(t))
≤ q¯t
√
l(t)‖w‖L2(0,l(t)) + 2q¯
√
l(t)‖wt‖L2(0,l(t))
≤ 2(λ+ 1)q¯√l(t)(‖w‖L2(0,l(t)) + ‖wt‖L2(0,l(t))),
(3.28)
where q¯t denotes the upper bound of |qt|, q¯ = p¯ = λ 12 eλ
1
2 l(t) . The last inequality in
(3.28) is the consequence of q¯t ≤ 2λq¯. In order to estimate (3.28), let us introduce the
change of variable in system (3.1)
w = w˜e−λt,
then w˜ is the solution to

w˜t − w˜xx = 0, in Qt,
w˜(0, t) = 0, w˜(l(t), t) = 0, in (0,+∞),
w˜(x, 0) = w0(x), in Ω = (0, 1).
(3.29)
If w0 ∈ H10 (0, 1), system (3.29) has a unique strong solution. And we have the following
estimates by Lemma 4.2 and the change of variable,
‖w˜‖L2(0,l(t)) + ‖w˜t‖L2(Qt) ≤ C‖w0‖H10 (0,1), (3.30)
‖w‖L2(0,l(t)) ≤ Ce−λt‖w0‖H10 (0,1), (3.31)
‖wt‖L2(0,l(t)) ≤ e−λt‖w˜t‖L2(0,l(t)) + λe−λt‖w˜‖L2(0,l(t)). (3.32)
Now we will estimate the last term in (3.20). By (3.28) and Ho¨lder inequality, we get∫ +∞
0
(
∫ l(t)
0
p(l(t), y, t)ut(y, t)dy)
2dt
≤ ∫ +∞
0
p¯l(t)‖ut‖2L2(0,l(t))dt
≤ ∫ +∞
0
p¯l(t)8(λ+ 1)2q¯2l(t)(‖w‖2L2(0,l(t)) + ‖wt‖2L2(0,l(t)))dt
≤ C(λ) ∫ +∞
0
e3λ
1
2 l(t)l2(t)(‖w‖2
L2(0,l(t)) + ‖wt‖2L2(0,l(t)))dt.
(3.33)
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Combining (3.30), (3.31) with (3.32), we obtain that
∫ +∞
0
(
∫ l(t)
0
p(l(t), y, t)ut(y, t)dy)
2dt
≤ C(λ) ∫ +∞
0
e3λ
1
2 l(t)l2(t)(‖w‖2
L2(0,l(t)) + 2e
−2λt‖w˜t‖2L2(0,l(t)) + 2λ2e−2λt‖w˜‖2L2(0,l(t)))dt
≤ C ′(λ) ∫ +∞
0
e3λ
1
2 l(t)−λtl2(t)‖w0‖2H10 (0,1)dt+ C
′(λ)
∫ t0
0
e3λ
1
2 l(t)l2(t)e−2λt‖w˜t‖2L2(0,l(t))dt
+C ′(λ)
∫ +∞
t0
‖w˜t‖2L2(0,l(t))dt
< +∞.
(3.34)
Thus, we derive that U(t) ∈ H1(0,+∞) if w0 ∈ H10 (0, 1). If w0 ∈ L2(0, 1), the
solution of system (3.29) will satisfies w(·, T ) ∈ H10 (0, l(T )) at some time T by the
regularity of heat equation.
Similarly, one can also prove
√
l(t)U ′(t) ∈ L2(0,+∞) for large enough λ.
In conclusion, we should take λ > 25k2 in order to guarantee the exponential
stabilizability, U(t) ∈ H1(0,+∞) and √l(t)U ′(t) ∈ L2(0,+∞).
Remark 3.1 The well-posedness of solution to system (1.2) with the feedback control
can be see from the well-posedness of solutions to system (3.1) and system (3.8).
Remark 3.2 When the growth order of l(t) is less than 1, such as l(t) = 1 + ln(1 +
t), l(t) = 1 + sint, the linear feedback control does work from (3.17).
Remark 3.3 Since the PDE on the non-cylindrical domain can be converted to the
equation with time-dependent coefficients, the results of this paper may be extended
to some parabolic equations with time-dependent coefficients, for which the explicit
expression of the kernel can not be obtained. These are problems which we will consider
next.

4 Appendix
Let us start with the following system

ut − uxx = f(x, t), in QT ,
u(0, t) = 0, u(l(t), t) = 0, in (0, T ),
u(x, 0) = u0(x), in Ω = (0, 1),
(4.1)
where QT = {(x, t)|x ∈ (0, l(t)) = Ωt, t ∈ (0, T ), l(t) = (1 + kt)α, k > 0, α > 0}.
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Lemma 4.1 ([16]) If u0 ∈ L2(Ω), f ∈ L2(0, T ;H−1(Ωt)), there exists a unique weak
solution of (4.1) in the following space
u ∈ C([0, T ];L2(Ωt)) ∩ L2(0, T ;H10(Ωt)).
Moreover, there exists a positive constant C (independent with QT , u0, f) such that
‖u‖2L∞(0,T ;L2(Ωt)) + ‖u‖2L2(0,T ;H10 (Ωt)) ≤ C[‖u0‖
2
L2(Ω) + ‖f‖2L2(0,T ;H−1(Ωt))]. (4.2)
Lemma 4.2 If u0 ∈ H10 (Ω), f ∈ L2(0, T ;L2(Ωt)), problem (4.1) has a unique strong
solution u,
u ∈ C([0, T ];H10(Ωt)) ∩ L2(0, T ;H2 ∩H10 (Ωt)) ∩H1(0, T ;L2(Ωt)).
Moreover, there exists a positive constant C (independent with QT , u0, f) such that
‖u‖2L∞(0,T ;H10 (Ωt)) + ‖u‖
2
L2(0,T ;H2(Ωt))
≤ C[‖u0‖2H10 (Ω) + ‖f‖
2
L2(0,T ;L2(Ωt))
]. (4.3)
Proof of Lemma 4.2: The authors ([16]) deduced the energy estimate
‖u‖2L∞(0,T ;H10 (Ωt)) + ‖u‖
2
L2(0,T ;H2(Ωt))
≤ C[‖u0‖2H10 (Ω) + ‖f‖
2
L2(QT )
],
with C > 0 dependent of QT .
If f ∈ L2(0, T ;L2(Ωt)), a slight variation in the argument allows also to get
‖u‖2L∞(0,T ;H10 (Ωt)) + ‖u‖
2
L2(0,T ;H2(Ωt)) ≤ C[‖u0‖2H10 (Ω) + ‖f‖
2
L2(0,T ;L2(Ωt))], (4.4)
with C > 0 independent of QT . Indeed, instead of using Gronwall inequality to ((14)
in [16])
d
dt
∫
Ωt
|∇u|2dx ≤ −1
2
∫
Ωt
|∆u|2dx+ ‖f‖L2(Ωt)‖∆u‖L2(Ωt) + c‖∇u‖2L2(Ωt), (4.5)
we integrate (4.5) with respect to t from 0 to t∫
Ωt
|∇u|2dx+ 1
2
∫ t
0
∫
Ωt
|∆u|2dxdt
≤ ∫
Ω
|∇u0|2dx+
∫ t
0
‖f‖L2(Ωt)‖∆u‖L2(Ωt)dt+ c
∫ t
0
‖∇u‖2
L2(Ωt)
dt.
(4.6)
Using the Young inequality, we have∫
Ωt
|∇u|2dx+ 1
2
∫ t
0
∫
Ωt
|∆u|2dxdt
≤ ‖∇u0‖2H10 (Ω) + c‖f‖
2
L2(0,T ;L2(Ωt))
+ 1
4
∫ t
0
‖∆u‖2
L2(Ωt)
dt+ c
∫ t
0
‖∇u‖2
L2(Ωt)
dt.
(4.7)
Then, in view of (4.2) we have∫
Ωt
|∇u|2dx+ 1
4
∫ t
0
∫
Ωt
|∆u|2dxdt ≤ C[‖∇u0‖2H10 (Ω) + ‖f‖L2(0,T ;L2(Ωt))]. (4.8)
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for a suitable C > 0. 
Due to the uniform estimate and non blow-up property of the solution, we get
that the existence domain of the solution is (0,+∞). Lemma 1.1 follows from Lemma
4.1 and Lemma 4.2 directly. And we also obtain the well-posedness of the following
system 

ut − uxx = f(x, t), in Qt,
u(0, t) = 0, u(l(t), t) = 0, in (0,+∞),
u(x, 0) = u0(x), in Ω = (0, 1),
(4.9)
where Qt = {(x, t)|x ∈ (0, l(t)) = Ωt, t ∈ (0,+∞), l(t) = (1 + kt)α, k > 0, α > 0}.
Lemma 4.3 If u0 ∈ L2(Ω), f ∈ L2(0,+∞;H−1(Ωt)), there exists a unique weak solu-
tion of (4.9) in the following space
u ∈ C([0,+∞);L2(Ωt)) ∩ L2(0,+∞;H10(Ωt)).
Moreover, there exists a positive constant C (independent with Qt, u0, f) such that
‖u‖2L∞(0,+∞;L2(Ωt)) + ‖u‖2L2(0,+∞;H10 (Ωt)) ≤ C[‖u0‖
2
L2(Ω) + ‖f‖2L2(0,+∞;H−1(Ωt))]. (4.10)
If u0 ∈ H10 (Ω),f ∈ L2(0,+∞;L2(Ωt)), problem (4.9) has a unique strong solution
u ∈ C([0,+∞);H10(Ωt)) ∩ L2(0,+∞;H2 ∩H10 (Ωt)) ∩H1(0,+∞;L2(Ωt)).
Moreover, there exists a positive constant C (independent with Qt, u0, f) such that
‖u‖2L∞(0,+∞;H10 (Ωt)) + ‖u‖
2
L2(0,+∞;H2(Ωt)) ≤ C[‖u0‖2H10 (Ω) + ‖f‖
2
L2(0,+∞;L2(Ωt))]. (4.11)
Proof of Lemma 1.2: System (1.2) can be converted to system (4.9) by the trans-
formation
uˆ = u− x
l(t)
U(t).
And uˆ is the solution of

uˆt − uˆxx = f(x, t), in Qt,
uˆ(0, t) = 0, uˆ(l(t), t) = 0, in (0,+∞),
uˆ(x, 0) = uˆ0(x), in Ω = (0, 1),
(4.12)
where f(x, t) = −xU ′(t)
l(t)
+ xl
′(t)U(t)
l2(t)
. It is easy to check that f(x, t) ∈ L2(0,+∞;L2(Ωt))
provided that U(t) ∈ H1(0,+∞),√l(t)U ′(t) ∈ L2(0,+∞) and α ∈ (0, 2]. So we prove
Lemma 1.2.
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