Spatially resolved climate reconstructions are commonly derived from long instrumental series and proxy data via linear regression based approaches that use the main modes of the climate system. Such reconstructions have been shown to underestimate climate variability and are based upon the assumption that the main modes of climate variability are stationary back in time. Climate models simulate physically consistent climate fields but cannot be taken to represent the real past climate trajectory because of their necessarily simplified scope and chaotic internal variability. Here, we present sensitivity tests of, and a 200-year temperature reconstruction from, the PSR (Proxy Surrogate Reconstruction) method. This method simultaneously capitalizes on the individual strengths of instrumental/proxy data based reconstructions and model simulations by selecting the model states (analogs) that are most similar with proxy/instrumental data available at specific places and specific moments of time. Sensitivity experiments reveal an optimal PSR configuration and indicate that 6,500 simulation years of existing climate models provide a sufficient pool of possible analogs to skillfully reconstruct monthly European temperature fields during the past 200 years. Reconstruction verification based upon only seven instrumental stations indicates potential for extensions back in time using sparse proxy data. Additionally the PSR method allows evaluation of single time series, in this case the homogeneity of instrumental series, by identifying inconsistencies with the reconstructed climate field. We present an updated European temperature reconstruction including newly homogenized instrumental records performed with the computationally efficient PSR method that proves to capture the total variance of the target.
Introduction
The range of natural climate variability during the past centuries to millennia is highly debated in the context of on-going global warming. Therefore, many efforts have focused on the reconstruction of climate, mainly temperature, in the pre-instrumental era from local to hemispheric or even global scales (e.g., Esper et al. 2002; Jones and Mann 2004; Hegerl et al. 2006; Juckes et al. 2007; Mann et al. 2008; Frank et al. 2010) . Such reconstructions are based on long-instrumental measurements, documentary archives and proxy data from tree rings, ice cores, stalagmites, corals, pollen, boreholes, lake and ocean sediments (Jones et al. 2009 , and references therein). As these archives are of a different nature and have undergone various analytical and statistical treatments, resulting reconstructions may reflect a limited part of the climate history often conditioned to specific seasons, regions or emphasizing particular frequencies to which the proxy is sensitive or that the reconstruction approach is able to recover (Jones et al. 2009 ).
Reconstructions of sub-continental to global scales can be divided into two different methodological groups by either reconstructing a single time-series representative for some spatial domain (e.g., Composite Plus Scaling; CPS), or by simultaneously reconstructing numerous time-series that subdivide a spatial domain into a grid (e.g., Climate Field Reconstruction; CFR). CFR become increasingly relevant because they allow changes in the modes of climate variability to be identified ). Most CFR approaches are based on representing both the instrumental and proxy fields in terms of their dominant modes of variability (i.e., the principal components) that are related to each other via multiple regressions that may be of the direct (e.g., Luterbacher et al. 2004) or inverse formulation (e.g., Mann et al. 1998) . In some cases an stepwise procedure to iteratively estimate the covariance matrix is used to make a more exhaustive use of the available information as in the RegEM method (e.g., Mann et al. 2007 Mann et al. , 2008 Mann et al. , 2009 ). Applications at the hemispheric and global scales have targeted mostly temperature reconstructions, though precipitation, drought and pressure reconstructions have also been performed at continental scales (e.g., Luterbacher et al. 2002; Cook et al. 2004; Zhang et al. 2004; Pauling et al. 2006; Küttel et al. 2010) .
Due to the complexity of some of the CFR methods, performance assessment has recently been made using socalled pseudoproxies (Mann and Rutherford 2002) , from which it has been suggested that many of these regression based methods may underestimate low-frequency variability von Storch et al. 2004; Bürger and Cubasch 2005; Bürger et al. 2006; Raible et al. 2006; Smerdon and Kaplan 2007; Smerdon et al. 2008; Lee et al. 2008; Riedwyl et al. 2009; Christiansen et al. 2009; Tingley and Huybers 2010a, b) . Additionally, the principal component regression methods are broadly based upon assumptions that the patterns identified during the calibration period are stationary back in time. This concern is largely stated as a theoretical limitation, but is generally assumed to be of minor significance during the Holocene (e.g., Mann et al. 2005) . However, Cook et al. (2002) detailed strong biases that resulted in an earlier reconstruction of the North Atlantic Oscillation due to the changing signatures of this mode over Scandinavia.
While reconstructions attempt to quantify to true past coarse of climate variability General Circulation Models (GCM) are a tool permitting the basic properties and relationships within the climate system to be investigated. Driving a GCM by estimates of past changes in natural (i.e., solar, volcanic) and anthropogenic forcings (i.e., landuse, aerosols, greenhouse gases) provides a modeled estimate for past climate variability (e.g., González-Rouco et al. 2003; Stendel et al. 2006; Tett et al. 2007; Ammann et al. 2007) . Although these simulations are comprehensive and physically consistent they cannot be regarded as a representation of the real past climate trajectory in the same sense as climate reconstructions. Unknown initial states of the oceans, insufficient resolution to capture important processes such as convective rainfall, and uncertainties in both the forcing series and necessary simplifications of the basic climate system and processes are among the factors that limit the ability of models to accurately represent past changes in the climate system. In particular high frequency climate variability is difficult to simulate because natural internal (annual to decadal) variability dominates over the imposed forcing (Collins et al. 2001) .
Proxy data have been compared with model simulations in many recent articles (e.g., Jansen et al. 2007; Franke et al. 2008; González-Rouco et al. 2009 ) to assess the degree of agreement, but there have been few attempts to combine model and proxy data to achieve improved paleoclimatic reconstructions. One approach are data-assimilation techniques in which atmospheric states of climate models are controlled by observations. Only a few studies have focused on the adaption of this technique, developed in the field of weather forecasting, for paleoclimatic purposes using sparse proxy networks and data with an annual or lower temporal resolution (von Storch et al. 2000; van der Schrier and Barkmeijer 2005; Goosse et al. 2006; Crespin et al. 2009; Widmann et al. 2009; Goosse et al. 2010 ). Data-assimilation approaches have great potential as they simulate multi-variate climate fields that are consistent with proxy reconstructions. However, they are computationally too intensive to be run with state of the art GCM's and applied models of intermediate complexity do not produce sufficient high frequency climate variability to resolve modes of climate variability such as El Nino Southern Oscillation (Petoukhov et al. 2005) .
Methods that search for analogs in existing databases are much less cost-intensive and thus more prevalent in many scientific disciplines. In climatology they have been successfully used for instance in weather forcasting (Lorenz 1969; Kruizinga and Murphy 1983 ), short-term climate prediction (Barnett and Preisendorfer 1978; van den Dool 1994) or statistical downscaling (Zorita et al. 1995; Cubasch et al. 1996; Zorita and von Storch 1999) . In form of model based climate reconstructions this approach was introduced by Graham et al (2007) : the so-called Proxy Surrogate Reconstruction (PSR) is an analog method in which climate model simulations are reordered along the time axis to obtain temporal agreement with actual proxy data (Graham et al. 2007 ). The application of PSR in the context of paleoclimate reconstructions brings several beneficial aspects: (1) the method has been shown not to underestimate variability in the context of a downscaling approach (Zorita and von Storch 1999) ; (2) the method can draw upon the pool of model simulated fields already produced for the last Millennium Tett et al. 2007; Ammann et al. 2007; Jungclaus et al. 2010) to find analogs for past climate states; (3) this application enjoys benefits of blending model and instrumental/proxy data in a computationally efficient manner. PSR has so far been employed to infer large-scale climatic changes (Graham et al. 2007; Trouet et al. 2009 ) and to build composites of European mean climate in extreme years (Luterbacher et al. 2010, accepted) for specific periods in the past. While these studies validated the basic PSR method, many basic performance assessments and methodological subtleties remain only superficially explored. In this manuscript, we (1) provide the first systematical exploration the basic PSR approach, and (2) develop a reconstruction of temperatures across Europe.
The remaining climatological and methodological challenges include (1) the arguable breakup of continuity which occurs when the model output is temporally reshuffled (see Sect. 4.6) and (2) the difficultly in finding an appropriate analog given the large number of degrees of freedom in the climate system (van den Dool 1994) is discussed in Sect. 4.1. After performing these sensitivity tests and methodological optimization, we utilize longinstrumental records from across Europe to constrain modeled fields and thus provide a spatially resolved reconstruction of monthly temperatures across Europe for the past 200-years. This period and region is interesting because (1) numerous long high-quality instrumental data are available, (2) this represents the transition from the preindustrial to industrial era, and (3) on-going efforts are producing new high-quality proxy data for this region and make a potential extension appealing. As the number of instrumental and proxy data decreases back in time, another aim of this study is to explore the possibility to conduct a reconstruction using a limited set of time series. By testing a number of series in the order of magnitude of available temperature proxies for the last Millennium, the exercise establishes the groundwork for longer reconstructions in the future.
Data
For the application of the PSR method, station temperature data serve as a target to match and select modeled fields of temperature across Europe. The instrumental data are provided by Parker et al. (1992) , Peterson et al. (1998) , Moberg et al. (2002) , Jones and Moberg (2003) , Auer et al. (2007) and Böhm et al. (2010) and cover roughly the past 200 years although some time series have gaps, especially in the early period. Most of these stations have been used to produce gridded instrumental data sets such as the CRU TS 2.1 (Mitchell and Jones 2005) , but in the Greater Alpine Region we include data that have been newly homogenized to correct biases related to poor radiation sheltering in the early instrumental period (Frank et al. 2007; Böhm et al. 2010) . In total up to 27 time series are used in this study (Table 1) . However, the majority of experiments are conducted with a seven station subset to provide results for situations that would be comparable to that of proxy reconstructions in which the number of predictors is comparatively low (see Sect. 4.4) . These seven time series are presented in Fig. 1 .
In order to validate the reconstruction, results are compared to the ERA-40 reanalysis data of 2.5°resolution (ECMWF 2006) , the 5°gridded instrumental dataset HADCRUT3v (Brohan et al. 2006) , and the 0.5°gridded temperature reconstruction by Luterbacher et al. (2004, updated version based on instrumental data of Mitchell and Jones 2005) . After 1901 the Luterbacher dataset is identical to CRU TS 2.1 (Mitchell and Jones 2005) . Hereafter the entire dataset is referred to as LUT.
Model simulations of the last millennium serve as a pool of possible analog climate states (see Table 2 ). The pool consists of three 1,000 year-long simulations of the ECHO-G model: one control run and two simulations (called Erik1 and Erik2) externally forced by changes of solar irradiance, greenhouse gases and the radiative effect of volcanic eruptions (González-Rouco et al. 2006; Zorita et al. 2007 ); three 1,000 year-long simulations of the COSMOS model (Jungclaus et al. 2010) : one control run and two simulations similarly forced as ECHO-G but using updated forcings for total solar irradiance (Krivova et al. 2007, updated) , greenhouse gases (CO 2 calculated in the model, CH 4 and N 2 O, MacFarling Meure et al. (2006) ) and volcanic activity (Crowley, unpubl.), natural and anthropogenic aerosols (Tanré et al. 1984; Lefohn et al. 1999 ) and additionally including land-use changes (Pongratz et al. 2008 ). Finally one forced simulation (solar irradiance, greenhouse gases, volcanic aerosols, anthropogenic aerosols and land-use/ cover changes) from the HADCM3 model for the past 500 years completes the pool of analogs (Tett et al. 2007 ).
All gridded datasets and simulations are interpolated to the T30 model resolution (ca. 3.75°in longitude and latitude) of the ECHO-G and COSMOS model. The simulations reproduce various ranges of low frequency variability in response to different climate sensitivities, forcing specifications, and initial conditions (Osborn and Briffa 2006; Jansen et al. 2007; Zorita et al. 2007 ). For PSR, this spread is beneficial since it increases the pool of possible analog states for extreme warm or cold periods.
Proxy surrogate reconstruction method
In PSR, model climate states are selected that are most similar with the proxy or instrumental data available for specific places at specific moments of time. The proxy or instrumental data thus constitute the reconstruction target, for which the model climate fields serve as analogs. In this study, PSR is applied to reconstruct monthly mean instrumental temperature during the 1800-2000 AD period. All of the monthly mean temperature fields simulated in the model runs for the same meteorological season serve as a pool for possible analogs. The division into meteorological seasons assures that the identified analogs are not influenced by different climate dynamics operating in different seasons. For the 600 months of each season between 1800 and 2000 AD there are always 19,500 possible analogs from the 6,500 total simulation years ( Table 1) . As the search aims at finding a the best physically consistent spatial pattern that has the smallest distance to the instrumental/proxy data, each analog can be selected from the pool multiple times. Given that all model simulations and verification datasets are interpolated to a common resolution, a grid of the same size is generated from the instrumental data, where each grid box contains the time series inside the area. If there is no station inside the grid box a missing value flag is assigned.
The study is based on anomalies calculated with respect to the mean annual cycle during the period 1961-1990 in order to avoid having this deterministic component inflate correlation statistics.
The actual analog search is based on the Euclidean distance:
where x is the instrumental temperature anomaly and y is the temperature anomaly in the model simulation, both at the same location i. The Euclidian distance is calculated as a sum over all raster cells that include time series. We applied weighting (w) depending on the local monthly temperature variance. Without weighting, the sites with higher variability would dominate the Euclidean distance in Eq. 1 because they have larger anomalies. This is the case, for more continental locations (e.g., Archangel, Fig. 1 ) that tend to show more temporal variability than places closer to the ocean (e.g., San Fernando, Fig. 1 ). To avoid this the differences between instrumental and model temperature are weighted inversely proportional to the standard deviation of the instrumental time series at every location.
Other distance measures such as the squared-chord distance (see overview in Gavin et al. 2003) are not discussed here because they minimally affect the selection of the best analogs but rather the distance metric among the analogs. As the more distant analog climate states from the pool are never considered, only a minor influence is expected due to the choice of the distance measure.
After the calculation of the Euclidian distance, all members of the pool of possible analogs are sorted according to their distance to the target. In the next step a distance-weighted composite is generated from the closest analogs:
where c is the composite field, wd is the weight determined by the Euclidian distance (d in Eq. 1), n the number of analogs used and a the analog fields. i.e.: if the composite would be made using just the two closest analogs and the distance of the closest analog to the target would be half of the distance of the second nearest analog, then the best analog would contribute with 66.6% and the second best with 33.3% to the composite. The number of analogs that are averaged is discussed in Sect. 4.2.
To test the methods and results, we employ the correlation coefficient, the Brier skill score, and the ratio of the variances between the composite analog and the ERA-40 dataset calculated for each grid box and averaged over Europe because the skill changes similarly in the entire spatial domain. The correlation coefficient is a measure of the strength and direction of the linear relationship between predictions and observations. The Brier score is a measure of the explained variance, conventionally described as a relative probability score compared with the probability score of a reference forecast (von Storch and Zwiers 2002; Xoplaki et al. 2003) . It is defined as:
where S 2 FP represents the variance of the error of the forecasts F to the reference predictands P and S 2 P stands for the variance of the predictand variable P. Thus, for predictions with errors which variance ranges on the order of the variance of the predictand, b is close to 0 or negative and for predictions with a small amount of error, b tends to 1 (von Storch and Zwiers 2002).
PSR exploration and verification
In the standard setup for the following sensitivity tests, we use only seven European temperature time series in view of the sparse proxy network available for most of the past millennium (Fig. 1) . The seven instrumental series are selected to be well distributed over continental Europe (red squares in Fig. 2 ) from the records that generally extend 
Impact of pool size
The ability to find close analogs intuitively depends not only upon the target, in our case instrumental station temperature data, but also the characteristics of the pool from which potential analogs are drawn. For instance it is interesting to consider to what degree the pool size affects reconstruction quality, whether it makes any difference to use simulations with constant or variable external forcing, or whether certain GCMs intrinsically yield a better fit with observed climate fields. To assess the influence of the data in the pool, Fig. 3 presents the Euclidian distance between the best analog and the corresponding target for different simulations.
Largest distances are generally observed with the 40 year long reanalysis dataset, decreasing with the 500 year HADCM3 simulation, and even lower distances are obtained with all 1,000 year ECHO-G and COSMOS runs. The lowest distances are obtained using all simulations simultaneously (6,500 years in total, ERA-40 was not included). Thus, the size of the pool is clearly a crucial factor for PSR, but which size is sufficient? The ERA-40 dataset can help answer this question. ERA-40 can be considered as the simulation closest to reality due to the assimilation of observational data for the period 1958-2002. Therefore, it can be viewed as an interesting benchmark since it enables appraisal of the range of distances that can be obtained using quasi-perfect data. A step decrease to smaller distances is found after 1958 because the best analog found for the target month is in fact in most the cases the identical month in the ERA-40 reanalysis dataset. However the distances do not approach zero because the instrumental measurements at a station are not identical to the grid cell of the ERA-40 simulation. Comparing distances for the various simulations with the ERA-40 distances during the 1958-2002 period, we find that the 500 year HADCM simulation (as well as 500-years selected from a COSMOS simulation; not shown) generally have larger distances. In contrast, the 1,000 year long simulations show distances close to those of ERA-40 after 1958 during the entire 200 year period . These results lead us to the general rule of thumb that for the European domain, 1,000 simulation years represents a sufficient pool size for the application of PSR.
In addition to assessment of sufficient pool size, the distances for multiple simulations and models allow other interesting features of both the PSR method and model output to be inferred. For example, The two forced ECHO-G runs (Erik 1 and 2) show broadly similar distances during the nineteenth century, but during the twentieth century Erik 1 fields yield somewhat better matches. These differences result from stochastic processes as the two runs had identical forcings. Furthermore, the two forced ECHO-G runs tend to show larger distances in the twentieth century than the other 1,000-year simulations. This is most probably a consequence of land-cover and anthropogenic aerosol forcings not being included in the ECHO-G, which were identified to reduce the European temperature trend in the HADCM simulations (Tett et al. 2007 ). If Erik1 and Erik2 anomalies are taken with respect to 1961-1990, a period that is too warm in the model simulation, the majority and earlier part of the simulation is biased towards too cold climate states. Consequently the Erik1 and Erik2 Fig. 3 10-year running mean distance between target and closest analog when different single simulations or all simulations together build the pool for the analog search (main plot). Unsmoothed distances (upper right plot) highlight that different simulations serve best analogs over time. This results in smallest distances if all simulation are included in the pool simultaneously simulations effectively have a reduced pool size as many potential analogs are simply too cold to yield a good match with the instrumental targets during the recent warm decades across Europe. Such subtleties related to model characteristics have implications for known or unknown biases in certain model runs related to (1) mean temperature levels, (2) intra-seasonal to inter-annual variance, and (3) spatial autocorrelation to reduce the effective pool size. Interestingly, in this regard, we find that forced simulations do not generally yield smaller distances than unforced simulations, as evidently the internal variability is sufficiently high within this European domain (see also Sect. 4.3) . As a final point related to the distances between the model runs and the observational data over Europe, the correlation of the time series in Fig. 3 highlights the peculiarity and the difficulty of finding analogs for each temperature state. If the series were uncorrelated it would mean that the distances depend heavily on the model used. As this is not the case, the relative changes in the distance are due to the fact that in some periods/months it is seemingly more difficult to find analogs than in others (see Sect. 4.5. A slight trend towards increasing distances back in time, may suggest increasing noise in the instrumental data related to changes in intrinsic variance (Della-Marta et al. 2007) or other inhomogeneitites (Frank et al. 2007; Auer et al. 2007 ).
Number of analogs in the composite
The identified analog with the smallest distance does not necessarily have to be the best analog for the true climate state as we just subsample the field at a few locations and there might be different patterns matching the same target. Furthermore the station series might include errors of unknown size. To minimize risk associated with selecting a single analog, we generate a composite incorporating the best analogs weighted by their Euclidian distance to the target. This compositing procedure represents a balance between increasing the probability that the composite is representative of the true past climate field versus loosing variance as more analogs are averaged together. To systematically test this, the number of analogs averaged into the composite is stepwise increased as shown in Table 3 . The correlation and Brier skill score slowly increase with the size of the composite but stagnate when the number averaged analogs is around 10-20. In contrast, the variance slowly decreases with the number of analogs averaged. Overestimation of the annual mean variance approaches zero when ca. 50 analogs are averaged in the composite. However, this ratio of the variances strongly depends on the season: in summer more than two analogs can already lead to an underestimation of the variance because the climate states in summer have more degrees of freedom than in winter. Thus, more than 50 analogs may not lead to an underestimation of the European mean temperature variance in winter. Consequently, the best compromise depends on the season that should be reconstructed.
As a compromise between seasonal considerations and keeping with a general methodology, we have arrived at ten analogs as a reasonable number to improve the reconstruction skill, compared to a single best analog, without severely underestimating the variance in any season.
Which simulation serves better analogs?
Each monthly mean temperature pattern of the same meteorological season from each model simulation can be selected as a best analog in each analog search. It is thus possible that individual simulations (or months or time period there from) might be drawn upon more often as a source than others. We performed a search in order to reveal the most selected analogs for the 2,400 monthly target patterns between 1800 and 2000 AD. The results are: no pattern is chosen more than 4 times from the pool, just a single pattern is selected 4 times, 10 patterns are chosen 3 times and 130 patterns are selected twice from the pool as best analogs. Consequently the absolute majority of roughly 88% of the target patterns have a unique best analog with the pool. Figure 4 represents the number of best analogs selected from each simulation and season. The results are divided into blocks of centuries to identify temporal patterns which might be related to differences in the forcing of the simulations. In spring and autumn all simulations provide a nearly equal number of best analogs. In contrast, there are differences in summer and winter. In summer the ECHO-G control run serves roughly half of the analogs than any other simulations. In winter all ECHO-G simulations and COSMOS 2 provide fewer analogs than the COSMOS control, COSMOS 1 and HADCM. There is no clear explanation for these differences except for natural internal variability because they cannot be related to the forcings as COSMOS No. 2 and No. 1 have an identical forcing and contribute differently in winter, while the forced and unforced ECHO-G runs contribute a similar amount of analogs (see also Sect. 4.1). The timing of the control runs is arbitrary because no time dependent forcings were applied. It is therefore not surprising that the sampling for the control runs is distributed relatively evenly through the simulation. The forced simulations, however, simulate past climate variations on decadal to centennial timescales. Hence, it is an interesting result that the best analogs for the twentieth century are not preferentially obtained by forced simulations and in particular not from the recent time period, considering the on-going warming trend. In the unforced control runs of the ECHO-G and COSMOS models the European mean temperature variability exceeds the real temperature variability observed over the past 150 years in the instrumental HADCRUT3v dataset (not shown). This highlights the high internal variability of the models and likely the climate system itself which is large enough on the European scale to provide equally sufficient analog pools from forced and unforced simulations for the purposes of PSR.
Influence of the number of time series used
At present there is a dense network of meteorological stations measuring temperature in Europe and globally. Further back in time this network shrinks rapidly and in the pre-instrumental period there is even less information from sparsely distributed proxies. How does the analog method react to different amounts and distributions of available temperature information? It is impossible to test all theoretical possibilities but some representative scenarios can be illustrated. This section will focus on four cases: the maximum of 27 European time series for the past 200 years (see grey squares in Fig. 2) , 7 stations used previously to simulate a sparser but spatially well distributed proxy network (red squares in Fig. 2) , and 3 stations in Scandinavia and central Europe more closely representing available high-resolution proxy data for the last Millennium (white squares in Fig. 2 ) and 3 stations concentrated in central Europe as an example of sparse and unevenly distributed data (blue squares in Fig. 2) .
In order to evaluate the PSR skill for the different scenarios of available station data, correlation coefficients and Brier skill scores between the time series of the analog composite and ERA-40 (1958 ERA-40 ( -2002 at each grid box are calculated as a measure of their covariance. The results Fig. 4 Histograms presenting the number of best analogs served by specific centuries of all the model simulations which are included in the pool for the analog search (10 bars for 10 centuries in case of millennial length simulations and 5 bars for 5 centuries in case of HADCM3). The results are presented by seasons indicate that both the number of time series and the location of the stations influence the correlations and Brier score (Fig. 5) . Indeed, skill decreases with a reduction of stations used, although there is only a minor decrease from 27 to 7 stations which is most probably due to the high spatial autocorrelation of temperature (e.g., Büntgen et al. 2010) . For other proxies with less spatial covariance such as precipitation the situation might differ. Moving from 7 to 3 stations the decrease in both measures of skill becomes clearly obvious. However, besides the number of stations their locations are of fundamental importance. Using only 3 stations from central Europe results in relative high ([0.6) correlation coefficients in the grid boxes surrounding the stations but very low coefficients in the rest of the reconstruction domain. Instead, incorporating three more evenly distributed stations, correlation coefficients above 0.5 are obtained for nearly all Europe and raster cells with coefficients above 0.7 increase twofold. This indicates that interpolation is possible using the PSR method but extrapolation might only work to a small degree. Including a larger amount of stations can improve reconstructions slightly, but does not influence results and
Correlation coefficient
Brier skill score Fig. 5 Correlation (left) and Brier skill score (right) between the estimated analogs for each month and ERA-40 using 27 stations, 7 stations, 3 stations spread over Europe (Budapest, Geneva, Trondheim) and 3 stations in central Europe (Budapest, Geneva, Padova) conclusions derived in the preceding sections. Euclidian distances as demonstrated in Fig. 3 and the sources of the best analogs presented in Fig. 4 retain their characteristics independent of the fact that 7 or 27 stations are used. As a general conclusion from these tests, we find that seven well distributed temperature stations are sufficient to represent temperature conditions across continental Europe. 4.5 Climate fields that are difficult to reconstruct Some targets appear to be more difficult to reconstruct as Euclidian distances are large (Fig. 3) . In order to analyze spatial patterns associated with a large distance, we present the temperature field for February 1956 as the worst case having the largest distance between target and best analog (Fig. 6) . The entire HADCRUT3v data are plotted for the target climate field to allow for a better visual comparison although the analog search is based on the 7 stations of the standard setup.
It can be observed in Fig. 6 that even the worst-case example has an analog that can reproduce the broad temperature pattern but some features might have a slightly different spatial extension or center. A second observation derived from the comparison with larger distances is that they tend to be related to anomalous temperature patterns. These patterns probably induce large distances for two reasons. Firstly, there are likely fewer analogs in the pool that fit these anomalous states of climate. Secondly, the absolute value of the anomaly is conducive to large distances. If target and analog disagree by a certain percentage, the disagreement in absolute values is larger in case of an anomalous climate pattern. Thus, anomalously warm or cold months generally coincide with comparatively large Euclidian distances. Finally, we observed that it is more difficult to find suitable analogs for temperature fields that exhibit sharp changes within short spatial distances. For example, the southern edge of the cold anomaly (45°N) in Fig. 6 is much more abrupt in the CRU TS 2.1 dataset than the analog composite field.
Discussion of the temporal consistency
One of the potential weaknesses of PSR is the lack of temporal consistency of the reconstruction due to reshuffling time slices selected from the model. This leads to the question if the reconstructed fields could have existed in this chronological order. On the other hand we focus on the reconstruction of atmospheric variables over a continent that is not as strongly affected by the long-term memory of the climate system caused by the ocean (Trenberth 1995) . Thus, lower autocorrelation is expected over the continent. However, the surrounding water masses will still influence European climate and may preclude random selection if temporal consistency is to be maintained. But at the same time the PSR method cannot select randomly any analog from the pool, because the instrumental stations used to find the analogs force the selected analogs to be temporally as consistent as the instrumental series, at least at the locations where measurements exist. Moreover, in grid cells surrounding the stations no temporal inconsistencies are expected due to the high spatial correlation of temperatures. This latter point is supported by the fact that the correlation and Brier score maps (Fig. 5) indicate skill of the method over the entire European domain. To test this potential limitation, the Euclidian distance between consecutive temperature fields is calculated as a measure of similarity. We considered the distance between subsequent months in the ERA-40 dataset (blue curve in Fig. 7) to represent the true baseline. These distances vary with the annual cycle, in which summer months are rather similar while consecutive winter months differ more substantially (Peixoto and Oort 1992) . Distances between subsequent months in the reconstructed analog composites (red curve in Fig. 7 ) not only show the same annual cycle but also distances of a similar amplitude, and thereby suggesting that potential limitations in model continuity are small.
In this monthly reconstruction of instrumental records, the temporal consistency is particularly an important issue to address. In applications using proxy data with annual or even lower temporal resolution, temporal continuity is likely even less relevant, especially if the focus is on a region dominated by land and not by ocean, because there is usually very little autocorrelation in the sequence of atmospheric surface temperature patterns over the continents in consecutive years.
Relevance of single stations
Besides the reconstruction itself, PSR offers a possibility to evaluate single time series. In order to check a record, it is removed from the reconstruction and the method predicts the values for this location using all other series. Comparing the removed record with the values reconstructed/ predicted by PSR may allow to find possible inconsistencies in the instrumental (or in extensions, proxy) records, to be identified. An example of this procedure is demonstrated for the De Bilt station (Fig. 8) . Here the 10-year low-pass filtered instrumental temperature series of De Bilt is compared to the PSR reconstruction for this location (where the De Bilt record was not included). In autumn and winter the series show high correlation as well as a similar level and amplitude of temperature variations. In spring and summer the agreement is as good as in the other seasons before 1850 and after 1950 but between 1850 and 1950 the station data has a clear offset of ?1 to ?2°C. This step function to higher temperatures over 100 years indicates possible inconsistencies in the instrumental data. Indeed, this offset only occurs in the long but raw series of De Bilt (Peterson et al. 1998 ). The GHCN (Global Historical Climatology Fig. 7 Euclidian distance between temperature fields of subsequent months in the ERA-40 dataset (blue) and in the reconstructed analogs (red)
[°C] Fig. 8 10-year running mean instrumental temperatures anomalies from De Bilt (red) and the corresponding grid cell from the PSR reconstruction (black) in which De Bilt was not included Network) adjusted series has been cut in the year 1850 and the offset between 1850 and 1950 has been removed.
A screening of the other 26 series did not reveal obvious inhomogeneities. Hence, we derived the 200 year European temperature reconstruction based on these instrumental data without De Bilt. However, it cannot be excluded that smaller inhomogeneity issues still affect some European temperature records, especially outside the Greater Alpine Region (Frank et al. 2007; Böhm et al. 2010) .
200 year temperature reconstruction from instrumental measurements
Having performed methodological tests and developments as described in the previous section, we now turn to applying these methods to present a spatial field reconstruction for Europe using PSR and all 26 instrumental temperature series available ( (Böhm et al. 2010; Frank et al. 2007 ). In the following discussion, we concentrate on the 1825-1980 period to avoid misinterpretation caused by the missing data. First, the European average temperatures of the different datasets/reconstructions are compared to investigate the skill of PSR to predict a spatial mean temperature and to focus on the temporal variability of European temperatures. The reconstructed European mean temperature (red lines in Fig. 9 ) highly correlate with ERA-40, HADCRUT3v and
[°C] Fig. 9 European monthly mean temperature (10 year running mean) of the estimated analog field (red), LUT (black), HADCRUT3v (darkblue), ERA-40 (lightblue) as well the mean temperature of the LUT and thus also with CRU TS 2.1 in the twentieth century. This is supported by the high correlations of 0.91-0.98 and Brier scores of 0.75-0.96 depending on the season and dataset.
Between LUT/CRU TS 2.1 and HADCRUT3v slight differences of up to 0.2°C in European mean temperature exist, for instance between 1880 and 1920 in summer or 1910 and 1940 in winter. This might be caused by different data treatment and input data (Brohan et al. 2006; Mitchell and Jones 2005) and spatial resolution and has to be treated as uncertainty in the instrumental data, at least back to the year 1900 where CRU TS 2.1 starts. The PSR reconstruction (red series in Fig. 9 ) deviates only up to 0.2°C from HADCRUT3v and LUT. Thus, the error of reconstructed European mean temperature does not exceed the uncertainty in the instrumental data. The small offsets between warmer LUT and colder PSR reconstructed temperatures in early nineteenth century summers might be caused by the use of newly homogenized instrumental series in Central Europe (Böhm et al 2010) which were not available at the time when HADCRUT3v and LUT were produced.
The reconstructed mean temperature at the grid cells where the stations are located (orange curve in Fig. 9 ) is very similar to the mean of the instrumental series (green curve in Fig. 9 ) as this distance was minimized in the analog search procedure. However, an interesting feature of the PSR reconstruction is that it even predicts a correct mean of the entire European grid if the average of the 26 stations does not agree with the European average (e.g., 1900-1930 in autumn) . This appears to reflect the allocation of spatial information in PSR that is not considered in a simple mean of regional station data.
Given that the PSR method appears to satisfactorily capture the temporal changes in European mean temperatures, it is also relevant to evaluate the skill of the PSR method in the spatial dimension via the analysis of reconstructed fields and specific moments in time. In Fig. 10 , we present reconstructed fields for an exceptionally cold winter month (February 1929) and a month from the so-called ''year without summer'' (June 1816). Reconstruction uncertainty is estimated by the standard deviations between analogs that are averaged in the composite. Where all analogs of the composite agree, the Fig. 10 European monthly mean temperature anomaly field (with respect to for a month in''the year without summer '' 1816 (upper) and one of the coldest winter month (lower) between 1800 and 2000. The target field from the LUT/CRU TS 2.1 is on the left and the PSR composite based on 26 instrumental station records on the right. Red contours represent the standard deviation between the 10 analog fields the are averaged in the composite and indicate uncertainties in the reconstruction standard deviation is low and high skill can be expected. In regions with high standard deviations in contrast, single analogs disagree probably because instrumental stations are too far away. At these locations the reconstruction is more uncertain.
The generally good agreement between the target (Fig. 10) and reconstructed climate field confirms the skill of the method to reconstruct spatial patterns of European temperature. Due to the high spatial autocorrelation of temperature, even regions distant from any of the stations can be reconstructed, albeit with decreasing skill. At these distant locations, anomalies generally are underestimated because of the the increased noise averaged into the composite. During the cold winter of 1929, the analog composite correctly suggests a cold anomaly around the Black Sea but not as severe as in the target. However, the strength of the anomaly matches better for instance in the alpine region next to instrumental stations. In places very distant from instrumental stations even the sign of the estimated analog can be misleading. This is seen in the region of southern Turkey and Syria in the example of the summer 1816. This reduced skill is also highlighted by the high standard deviations between the composited analog fields, and emphasizes the limited possibilities to use PSR for extrapolation.
Most existing climate field reconstructions, including some available for European temperatures (Luterbacher et al. 2004 ) are based upon principal component regression. This method reduces the information of the instrumental data to the dominant modes of the climate system. Reconstructions based on a number of principal spatial patterns (eigenvectors of the empirical orthogonal function analysis) may thus have more limited centers of action in comparison to the real climate system. In Fig. 11 we test for the spatial distribution of climatic extremes in the instrumental data, our analog reconstruction, and a reconstruction based upon principal components regression. Specifically we show counts of the number of times that a grid box represents the location of a monthly minima in summer (JJA) temperature for twentieth century instrumental data, and nineteenth century reconstructions based upon the analog method applied in this study and results from Luterbacher et al. (2004) . In the CRU TS 2.1 dataset minima are distributed quasi-evenly over the spatial domain (Table 4) , with 83 locations having served as minima during one century. In the PSR reconstruction, the distribution is very similar to the CRU TS 2.1 case (84 vs. 83 cells with minima). In contrast, in LUT only around half as much grid cells (39 vs. 83) are location of minima and raster cells are more clustered with a few cells containing the minimum anomaly in a large number of month (Table 4) . Examples of other seasons as well as maxima instead of minima yield similar results. Thus, it appears that PSR can accurately reproduce the characteristics of the natural spatial variability of climate. This characteristic, as well as the freedom from the assumption that the principal patterns identified during the calibration period in the Grid cells with more than 10 minima 5 9 3 twentieth century are stationary back in time appear to be a strength of the PSR method. Possible reconstruction biases due to changing climate modes as discussed for the North Atlantic Oscillation ) therefore seem to not apply to PSR.
Summary and conclusions
We presented the first systematic examination of the PSR method. In addition this is the first attempt to use PSR as a tool for a completely model-based climate field reconstruction of monthly resolution, constrained by a number of local temperature time series. Our approach has similar objectives and concepts as data assimilation techniques in climate modeling, but is considerably less computationally expensive. A major conceptual strength of data assimilation approaches is their temporal continuity, but we have shown that even at monthly resolution, the lack of temporal continuity in PSR poses minimal, if any, limitations on reconstruction quality. However, as long as PSR is solely constrained by temperature we can only achieve a temperature reconstruction. Other variables such as the atmospheric circulation related to the temperature analogs found, are not temporally consistent.
In comparison with widely applied principal components regression methods, PSR avoids their stationarity assumptions and also appears to be able to overcome loss of variance that has haunted regression based methodologies. The issue of variance loss/amplification still needs to be resolved in future work, but seems to depend at least upon the reconstruction season and likely also the particular characteristics of the model data. As we have limited analysis to the less noisy instrumental period, theoretical advantages related to regression methodology may become more apparent in applications relying only upon proxy data.
Methodological tests reveal that an analog pool of 1000 simulation years can be sufficient if the model simulation does not include unrealistic trends. However, increasing the pool size by a combination of multiple existing simulations of the last millennium, leads to a systematic decrease in distances. We cannot find any advantage of using forced simulations because the internal variability produced in control runs appears to provide sufficient analogs although real climate has undergone a clear temperature trend in the last 200 years. The above results and conclusions likely will need to be revisited when PSR is applied for significantly larger spatial domains.
A reduction of the number of European stations from 27 to 7 used to search for analogs only leads to a small loss of skill. The ability to reproduce European patterns well based upon limited data, suggests extension into the past using proxy information will be possible.Nevertheless, the distribution of the stations in space is very important. Using few, poorly distributed stations, leads to reconstruction skill becoming limited to the area immediately surrounding the stations. This indicates that PSR has limited abilities to extrapolate beyond the spatial range of available data, and thus suggests a significant theoretical advantage for approaches that use covariance information. Besides the reconstruction itself, PSR serves as a consistent framework to identify errors in the time series. This verification ability has been demonstrated on instrumental inhomogeneities, but may be even more interesting to assess proxy data.
Reconstructed fields and their temporal evolution broadly agree with reanalysis data, instrumental datasets, and previous reconstructions. By including newly homogenized series that are available for the Greater Alpine Region that correct biases due to improper early shelters, our reconstruction is based upon improved data compared to existing approaches. However, it is likely that some of these same inhomogeneity issues still affect other long European temperature series (Frank et al. 2007 , and references therein) which we utilize. So even for the past 200 years a definitive European temperature history must still be awaited.
For future studies the PSR method offers, among others, the possibility to integrate process-based proxy models (e.g., modeled tree-ring widths vs observed ones). However, the greatest potential appears to be multivariate reconstructions in which proxies for variables such as temperature and precipitation can be incorporated simultaneously. These reconstructions will be consistent at least among all variables used to constrain the climate field and possibly also allow to reconstruct variables which have not been used to constrain the analogs. Another important step and challenge will be the extension of the reconstruction back in time including proxy records with a low signal to noise ratio instead of high-quality instrumental measurements. The skill of PSR when including noisy proxy data can be explored performing proxy based reconstructions in the instrumental period, where the target is known, or more systematically by performing pseudo-proxy experiments where model time series are disturbed by simulated proxy noise. In case the current version of PSR cannot produce skillful reconstructions based on noisy proxy data, methodological improvements such as the use of empirical orthogonal functions have to be explored.
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