We propose a fully spatially optimized Nearly Analytic Discrete method with expandable stencil for acoustic wave equation. The key idea is to optimize the constant coefficients of the high-order spatial partial derivatives which are represented by both the wave displacements and their gradients in the wave number domain. The method can effectively suppress numerical dispersion when coarse grids are used, in fact, due to the use of gradient information in the partial derivative approximation, less than two points per wavelength are required to generate high quality results. Numerical experiments on homogeneous medium and 2D SEG/EAGE salt model indicate that this method performs well in terms of computational efficiency and simulation accuracy, making it a useful tool for seismic modeling.
Introduction
Accurate and efficient numerical techniques are urgently required in seismic wave field simulations. A great many numerical methods have been developed and applied to solve practical geophysical problems, these methods include the finite-difference method (Kelly et al., 1976) ; the finite-element method (Turner et al., 1956) ; the spectral element method (Priolo and Seriani, 1991) ; the pseudo spectral method (Kosloff and Baysal, 1982) and so on.
The pseudo spectral method is attractive as it is free of numerical dispersion for coarse grids or high-frequency components (Li et al., 2012) . A Fourier pseudo spectral time-domain (PSTD) algorithm was developed to solve wave propagation and radiation problems (Liu, 1997 (Liu, , 1999 . This method can deliver extremely high accuracy by using about two grid points per wavelength, i.e. the Nyquist sampling rate limitation. However, it requires taking Fourier transform of the wave-fields, which is rather computationally expensive and has difficulty in handing sharp boundaries (Mizutani et al., 2000) . In addition, each point interacts with other points when making Fourier transform, which means it is inconsistent with the physical phenomena to some extent, as interaction in dynamic elasticity is local.
The finite-difference (FD) method has become a main workhorse of computational geophysics over the last few decades, due to its simplicity, flexibility, and having very low cost per grid node. In spite of these advantages, the method is subject to serious numerical dispersion errors that limit its application in problems involving large time spans and narrow pulses for insufficient sampling. This problem would dramatically increase the demands on computational cost and memory usage, especially for largescale models (Etgen et al., 2007) . Apart from the traditional ways for reducing dispersion, like increasing sampling rate and using higher order degrees of accuracy, several other approaches that are able to produce small dispersive errors have also been proposed. The numerical dispersions of FD methods can be reduced by approaching the pseudo spectral method (Holberg, 1987; Lele, 1992; Yang et al., 2002; Yin et al, 2006; Li et al., 2012; Zhang and Yao, 2013a, b; Liu et al., 2014a) . The basic idea of these optimized FD schemes is to minimize the wave number domain error by modifying the constant coefficients (Zhang and Yao, 2013b) .
To effectively suppress the numerical dispersion, Yang (2003) developed a nearly analytic discrete (NAD) scheme. The NAD scheme uses both the wave displacements and their gradients to determine the high-order spatial partial derivatives included in the truncated Taylor series. A great many methods based on this scheme have been presented (Yang et al., 2006; Ma et al., 2010; Chen et al., 2014) , among them, the ONAD introduces a 3-layered temporal discrete scheme and consequently avoids computing the velocity and its gradients explicitly, resulting in further enhanced computation efficiency and demonstrated its superiority in suppressing numerical dispersions.
In this abstract, we present a fully spatially optimized NAD scheme which combines the pseudo spectral method and the NAD method. The constant coefficients of the highorder spatial partial derivatives are optimized in the wave number domain by minimizing the objective functions. We use a three-layered temporal discrete scheme as the ONAD algorithm (Yang et al., 2006) . Numerical results indicate that this method can reach or even break through the Nyquist sampling rate limitation with little calculation error.
Method
We start our analysis with the constant density 2D acoustic wave equation or scalar wave equation given by 
The time format of ONAD scheme is shown as (Yang et al., 2006) : (2) 
Thus, we only need to construct the expressions of 2nd-order spatial derivatives 
An efficient and accurate spatial differentiator plays a significant role in a numerical forward modeling scheme. In this abstract, we get the spatial differentiator through the wave number domain optimization.
Approximation of 2nd-order spatial derivatives
First, we demonstrate how to approximate the 2nd-order spatial derivative 22 , 
in which u is the displacement, dx is the grid step on According to the properties of Fourier transform, the spatial derivatives can be expressed in the wave number domain as (Kosloff and Baysal, 1982) : 
where () x num k is the numerical wave number while x k is the actual wave number. We define the phase offset between neighboring gird points as . (7) Equation (7) is the analytical expression of the spatial partial derivatives in wave number domain. Therefore, we can examine the accuracy of our optimized NAD operators by comparing their Fourier transforms with the numerical wave number. We define the error and the objective function as 
The Hessian is constant to a and b , we solve 
through relaxation, we have The key factor of optimization is to enlarge the phase offset coverage as widely as possible, and make the objective function achieve minimum at the same time. , which means the maximum phase offset between neighboring gird points can be 1.2 .
Examples
To further demonstrate the feasibility of the fully spatially optimized NAD method with less than two points per wavelength, consider the 2D acoustic wave equation in homogeneous and isotropic medium with a computational domain 88 km km  , the wave velocity is 4/ c km s  , the spatial step 0.01
, and the temporal step 0.0006 ts  . An explosive source is placed at (4.0 ,4.0 ) km km , and the source function is a Ricker wavelet,
where the central frequency 0 96 f Hz  , 0 t is the time delay. We define the highest frequency h f by 2.5 hc ff  , at which the source signal is nearly 58 dB down from its peak value (Liu, 1997) . In the following results the number of grids per wavelength refer to the wavelength at the highest frequency (240Hz here).
The wave-field snapshot at 0.8 Ts  generated by fully spatially optimized NAD method is shown in Figure 1(a) . The waveform is clear without visible dispersion. To make a comparison, the 60th-order Lax-Wendroff correction (LWC) method is used to do the same experiment with the same parameters. From Figure 1(b) we can see that the 60th-order LWC method suffers from serious numerical dispersion on this coarse grid. The waveform along diagonal direction at (5km, 5km) and along axis direction at (5km, 4km) generated by optimized NAD, LWC60 and the semi-analytical solution (Cagniard-de Hoop method, de Hoop, 1960) are shown in Figure 2 and Figure 3 . The numerical solution of optimized NAD fits much better with semi-analytical solution than LWC60 method.
A rather fine grid ( 0.005 x z km     , 0.0003 ts  ) must be used for the 60th-order LWC to generate almost the same result with optimized NAD shown in Figure 1 We apply our method on the SEG/EAGE salt model (see Figure 4 ) to investigate its performance in complex medium. There are 183*716 grid points in the data, the velocity varies from 1.500km/s to 4.482km/s, the temporal step is 0.0012 ts  and the spatial step is 0.02
, source signal is the Ricker wavelet shown by equation (18) placed at (7.16km, 0.04km), then the maximum phase offset between neighboring gird points is 1.2 for highest frequency as the minimal velocity in the model is 1.5km/s. For central frequency the maximum phase offset is 0.48 . Figure 5 demonstrates the synthetic seismograms generated by the fully spatially optimized NAD scheme, the wave-field is clear without any numerical dispersion, which verifies that our method performs well in complex structure. 
Conclusions
We present the fully spatially optimized Nearly Analytic Discrete method for acoustic wave equation through wavenumber domain optimization. It requires less than two points per minimum wavelength to generate high quality results, a relatively coarser grid can be used, hence the computational time and memory usage would decrease. The method is especially suitable to deal with high frequency components. It is worth pointing out that the method is not in violation of the sampling theorem because the spatial gradient provides more information of the wavefield. The coefficients can be generalized to 3D situation directly. Other properties need to be further investigated.
