It is shown here that a unique solution to the Navier-Stokes equations exists in R3 for a small time interval independent of the viscosity and that the solutions for varying viscosities converge uniformly to a function that is a solution to the equations for ideal flow in R3. The existence of the solutions is shown by transforming the Navier-Stokes equations to an equivalent system solvable by applying fixed point methods with estimates derived from using semigroup theory.
Introduction.
We wish to find a solution, local in time, to the Cauchy problem for the Navier-Stokes equations for viscous incompressible flow in R3 and show that the solutions of the Navier-Stokes equations for various viscosities converge, as the viscosity goes to zero, to a function that is a solution to the Euler equations for an ideal (inviscid) fluid. where x = (xu x2, x3) is a point in R3; t is in some time interval [0, T]; the velociy v(x, t) = (vx(x, t), v2(x, t), va(x, t)); the pressure is P(x,t); the force is B(x,t) = (Bi(x, t), B2(x, t), B3(x, t)); and the constant v>0 is the viscosity (the coefficient of kinematic viscosity).
The Euler equations for ideal flow differ from the Navier-Stokes equations (E') only in that the viscosity term vAv does not occur in the Euler equations.
Uniqueness and existence of a solution to the Navier-Stokes equations in R3 has been shown for both bounded and unbounded domains: in both cases existence has been shown only for a sufficiently small time interval. The first results are those of C. W. Oseen [11] and Jean Leray [8] . The time interval where the solution is shown to exist must be small enough to satisfy a condition of form T^Kv, where K is an appropriate constant and v is the viscosity. Thus the length of the time interval goes to zero (see [8, p. 223 ]) and will not allow us to consider the convergence of these solutions to the solution for ideal flow as the viscosity v goes to zero. Later techniques of solution share this problem (see [1, pp. 142, 173] ). Existence and uniqueness of a solution to the Euler equations for ideal flow, again for a sufficiently small time interval, was shown in R? by Leon Lichtenstein [9, p. 422] and on compact manifolds with boundary by Ebin and Marsden [15] . The existence, global in time, of "weak solutions" to the Navier-Stokes system was shown by Hopf [6] , but satisfactory uniqueness results have not been found as yet. O. A. Ladyzenskaja's recent book [1] provides an excellent survey of the various methods used for the solution of the Navier-Stokes equations and calls attention to the problem we consider in this paper [1, p. 6] .
Convergence of viscous planar flow to ideal planar flow as the viscosity goes to zero was shown independently by McGrath [10] and Golovkin [5] with no restriction on the time interval of solution. Marsden has recently shown the existence for a short time (independent of viscosity) of viscous flow and its convergence to ideal flow on compact Riemannian manifolds without boundary using a technique suggested by V. Arnol'd [16] . We use an approach similar to that of McGrath and use techniques developed by Kato and Fujita [3] , [4] . The result in this paper for 7?3 differs from that of McGrath (for planar flow) in that we can demonstrate the existence of a unique classical solution to the Euler equations for ideal flow in Ra by showing that the limit of solutions of the Navier-Stokes equations for various viscosities exists as the viscosity goes to zero, for a small but nontrivial time interval, and the limit function is a solution to the Euler equations for ideal flow. We call attention to the paper of Judovic [7] where he shows that the solution to the Euler equations for any domain in the plane is the limit of certain functions that are solutions of equations similar to the Navier-Stokes equations, but with a different form of boundary condition.
In § §I, II, and III we solve equations (E) derived by formally computing the curl of the Navier-Stokes equations (E') :
In solving the auxiliary problem (E) we use the following version of the Schauder fixed point theorem : Let 5 be a closed convex subset of a Banach space X and let F be a continuous operator on 5 such that F(S) is contained in 5 and F(S) is a relatively compact subset of X. Then there is a "fixed point" y in 5, i.e. F(y)=y.
In §1 we show that for any w in an appropriate class of functions there is a function v = Fx(w) that solves (E)(c) and (d).
In §11, for v = F1(w), we show that there is a solution, denoted F2(v), to equations (E)(a) and (b) for any time interval.
In §111 it is shown that the function F2(Ft(-)) maps a closed convex set of functions in a Banach space continuously into itself and satisfies the conditions of the Schauder fixed point theorem, provided we restrict ourselves to a sufficiently small time interval which is, however, independent of the viscosity. The fixed point w is then shown to give a classical solution to (E) and then (E').
In §IV we show that the solution (w, v) to (E) converges, with shrinking viscosity, to functions that give rise to a function that is a solution to the Euler equations for ideal flow.
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with the inverse Fourier transform of/denoted F~\f). By taking the limit-inmean, we can define the Fourier transform on L2(R3), and, if ( , )¿2 denotes the inner product in Hubert space L2(R3), we have 11/112, = (/,/k = (F(f), F(f))L2 and (/i,/2)i2 = (F(f), F(f2))L2.
For n ^ 0, the space //"is the completion of C0™ functions (infinitely differentiable functions with compact support in R3) in the metric derived from norm u/iu» = \\F(f)(z)(i+\z\2r2\\L2 which, for n an integer, is equivalent to the norm whose square is |[/||2 = Z\eisn\\Dexf\\l2 where e = (e1,e2,e3); et are integers ^0; \e\=ex+e2 + e3 and Dxf=(8/8x^(8/8x2)«*(8/8x3y*f H" is the subspace of //" of all vector functions u with Vw = 0. All explicit D%f are in L2 and are understood as distribution derivatives. We note that F(Dexf)(x) = (ix)eF(f)(x), where («)e=(w1)*-(ixa)*»(ötäM%
The following spaces will be used; h may be a vector-valued or scalar-valued function. ( , )H denotes the inner product in a Hubert space 77. In any equation involving an inner product, the subscript 77 will be used: subsequent inner products are assumed to be of the same kind unless the notation is changed.
Lemma 0.1. Iffe C(T, 77") where « is an integer, we can assume fe Ct~2 + 6 for any 8 with 0 g S <^ and there is a constant Kn¡0 depending only on n and 8 such that \f\\cV* + i = ^n.dll/llwr.H")- (ii) We can improve an inequality from [1, p. 12 ] to obtain, for all fe Co", ll/IU»= II/Ih1-The result follows from a density argument applied to (JVí/22¿x)2 =g jfîdxjfjdx ï lAIM/aßt.
(iii) From [1, p. 12] we get, with some improvements, ||/||l6^ ¡Y/1Il2 if/e C". Working in space L2xL2x L2 of vector-valued functions whose components are in L2 (denoted L2 here), we let D he the closure of {Vg | g e Co} in this space. Since dft/dXi eL2, i=l, 2, 3, we can find unique we D,ueL2Q D such that Vft = u + w.
Since we D, there is a sequence {£(}<=C™ such that Vgt -*■ w in L2 as i -► oo. The inequality above holds for g¡, so there is some g eLe such that g¡ -> g and we/) is the distribution gradient of g. Thus, for/e C", f f2dxú K\\f\\2Lf¡ (K depends on N). Proof. Suppose that S has the properties postulated in the lemma and there is some/ e S and xx e R3-B(0, N+1) with
which contradicts the assumption that/ e 5. Hence |/(x)| -¿.L, a\\fe 5, all x £ R? -5(0, A+1) and the conclusion is immediate from this.
I. In §1 we show that if w e H2 then there is a unique v e C1 + 6 n Le such that V xv = w and lim,*^.*, \v(x)\ =0. We use potential theory to construct v. Lemma 1.1. For any scalar function fe Cà C\L2 we can define a linear operator
is twice continuously differentiable, AG(f)= -4-n-f and ||VG(/)||cá Mll/llc+ll/lk).
Proof. For any x £ 7?3, we can choose z e R3 such that |z -x| < 1. Then 
These suffice to establish (i).
(ii) The result V(7(vv) = 0 follows from a conventional procedure involving approximating |x-j| For a vector-valued function u = (uu u2, u3), let uix. = ôuJdXj, and u tX be the array (uUx) and \\u.À2= 2 l«uJ"-
The following inequalities hold:
Proof. Since w e 77", where «3:2, Lemma 0.1 shows that w e C6 for any S<£. Hence Lemmas 1.1 and 1.2 are valid and Fx(w) exists. Using these lemmas,
where AG(w) = (AG(w1), AG(w2), AG(n>3)). lim,^«, F1(w) = 0 by Lemma 1.2®. 
Hence v ,x¡-p¡ is harmonic; v tXl and p¡ are both continuous and bounded by Lemmas 1.1 and 0.1. So v ,x¡=Pt + constant. Now p¡ e H2, so Lemma 0.1 implies that Pi e C6 n L2 and Lemma 0.3 implies that pt is uniformly small outside a sufficiently large ball in R3. Since v is also small uniformly for x large, the mean-value theorem implies that for at least some large x0, v ¡x(x0) is also small; hence the "constant" must be 0 and v ,Xl=Pi-Thus (iii) follows:
Í \\F(w)(l + \z\2r'2\\2L2= ||wll".
Inequality (i) now can easily be derived using Lemma 0.2(iii); v = F1(w) e C1 + 6 since v §x e H2 and Lemma 0.1 holds.
II. In §11, for fixed v, we wish to find a solution to
Equations (E)(a) and (b) provide an example of more general parabolic equations of form and 0 < p< 1 -8, A"w(t) e C(T, H) and
Proof. The results (i) through (viii) are well known; for example, see [12, p. 231 ff] and [13] . ,1-a/-which converges if t satisfies r1_a(l -8)~1K< 1. Note that this restriction on t is independent of the initial data and ¿»(f). If T0 satisfies this restriction, then the series (A6w)n='£?=0 A6u¡ converges in C(T0, H) and since í*"s||«(||fl-^ ||v4'5mí||í/, wn -2?=o ui will converge also to some function w e C(T0, H). Since A6 is closed, lim,,..,* (Aôw)n = Aôw and hence w e D(P(t)), and n w(t) = u0(t)+ lim y Ui(t) • .i J ,x\\H2
Lemma 0.2 gives \\p ,*||c^7b ,*IU2; ||<7 ,*1U»= II? .*b2 and IIA^ .*)lk-S llfl ,*IU2:
these inequalities combine to give (i).
Proof of (ii).
||(/».grad)a||L2 á \\p\\L2\\q Jc ^ K,\\p\\L2\\q JH^, || A((p-grad)q)\\h2 S K7\\Ap\\L2\\q ,x\\H* + K\\p\\Hz\\q ,x\\H* + K7\\p\\Hz\\q J&.
These combine to give (ii). Note that 2K7<K5. Proof of (iii). so by using Lemma 3.1 on the representation of w¡ -w0 and the fact that ((tVgrad)(w¡-Wo), w¡-wa)L2 = 0, we obtain
Wí-w0)L2 + v\\wí-w0\\12) ds.
The following inequalities hold by Lemmas 0.2, 2.2 and Theorem 1.1 :
\\Vi,x~V0,x\\c{T,L2) = ||Mt -"ollcCT.L^-IKJcr ^ K7\\Vi,x\\C(T,H2) ^ ^7||"t||c(r,Ha> ^ KiM S K9M.
Hence using Schwarz' inequality
Since AT(K9M+v)<l, we easily obtain \\wi -w0\\OiTtLay^K\\ut -u0\\ciT,L2> and the mapping is therefore continuous. To show that F2(Fi(S)) is relatively compact in C(T, L2) we first show that it is an equicontinuous set of functions and then, with a somewhat intricate argument, show that the functions are uniformly small near infinity and thus we can use the Arzela-Ascoli theorem for compactness. Ne is independent ofv>0.
Proof. To obtain the result independent of v, we wish to use Lemma 3.1. To this end, we note that if w(t) = e~tvAa+P0 e~u-s)vAq(s) ds with q e C(T, H2) then, for any C °° scalar function /(x) bounded through its 4th derivatives, (3.1) w(t)f= e~tvAaf+ f e-u-s)vA(qf-vwAf-2v(Vf-grad)w)ds. We must establish uniqueness. Suppose that (w1, y1) and (w2, t>2) are both solutions of (E). Then (E1) will have a unique solution also, since if (n, P) solves (E1) then (V x v, v) solves (E).
IV. In §111 we established the existence, for any viscosity v>0, of a solution (uv, Fv) to the Navier-Stokes equations. In §IV we show that fv converges, as the viscosity v goes to zero, to a function v that gives the solution to the Euler equations for the flow of an ideal fluid in 7?3. 
