Progettazione e sviluppo di un tool di ausilio alle attivita' di verifica e validazione del software by GARRUBBA, SALVATORE
  
Università di Pisa 
 
Facoltà di Ingegneria 
Corso di Laurea Specialistica in 
Ingegneria Informatica 
 





PROGETTAZIONE E SVILUPPO DI UN TOOL 
DI AUSILIO ALLE ATTIVITÀ DI VERIFICA E 











Prof.       Andrea Domenici 
Prof.ssa  Cinzia Bernardeschi 


















































































Introduzione ....................................................................................................................................... 5 
 
Capitolo 1 –  SOFTWARE TESTING................................................................................................ 7 
1.1 Tipologie di testing ........................................................................................................ 9 
1.2 Fasi del testing ............................................................................................................. 10 
1.3 Unit Test....................................................................................................................... 11 
1.3.1  Vantaggi dello Unit Test ................................................................................... 13 
1.3.2  Fasi dello Unit Test ........................................................................................... 14 
 
Capitolo 2 –  ANALISI SULLA COPERTURA DEL CODICE...................................................... 21 
               2.1 Metriche basilari ........................................................................................................... 22 
                     2.1.1 Statement Coverage ............................................................................................. 23 
                     2.1.2 Decision Coverage ............................................................................................... 23 
                     2.1.3 Condition Coverage ............................................................................................. 24 
                     2.1.4 Multiple Condition Coverage............................................................................... 25 
                     2.1.5 Path Coverage ...................................................................................................... 26 
                     2.1.6 Function Coverage ............................................................................................... 27 
                     2.1.7 Basic Block .......................................................................................................... 27 
              2.2 Perché lo statement coverage non è affidabile............................................................... 28 
                    2.2.1 Istruzioni if semplici ............................................................................................. 29 
                    2.2.2 Operatori logici ..................................................................................................... 29 
                    2.2.3 Etichette di switch consecutive ............................................................................. 30 
                    2.2.4 Decisioni di terminazione dei cicli........................................................................ 31 
                    2.2.5 Ciclo do-while....................................................................................................... 32 
              2.3 Copertura del codice del 100% in termini di decision ................................................... 33 
 
Capitolo 3 –  CANTATA++ ............................................................................................................. 35 
               3.1 Creazione di un progetto ............................................................................................... 35 
               3.2 Abilitare Cantata++....................................................................................................... 37 
               3.3 Compilazione ................................................................................................................ 38 
               3.4 Modifica del test script.................................................................................................. 40 
                     3.4.1 Generare un modello per il test script .................................................................. 40 
                     3.4.2 Cosa contiene il test script generato..................................................................... 42 
               3.5 Eseguire i test e controllare i risultati............................................................................ 42 
               3.6 Visualizzazione dei risultati .......................................................................................... 43 
               3.7 Cosa dovrà fare il tool ................................................................................................... 44 
 
Capitolo 4 –  PARSER...................................................................................................................... 46 
               4.1 Grammatica libera dal contesto..................................................................................... 48 
               4.2 Derivazione e alberi di sintassi ..................................................................................... 49 
               4.3 Algoritmi di parsine ...................................................................................................... 50 
                     4.3.1 LR/LALR parsine ................................................................................................ 51 
                     4.3.2 Recursive Descent e LL parser ............................................................................ 52 
               4.4 Automa a stati finiti deterministico............................................................................... 53 
               4.5 YACC............................................................................................................................ 54 
               4.6 GOLD Parser................................................................................................................. 56 
               4.7 Confronto tra GOLD e YACC...................................................................................... 58 
 4 
Capitolo 5 –  TOOL SVILUPPATO................................................................................................. 59 
               5.1 Modifiche alla grammatica ANSI C di GOLD ............................................................. 60 
               5.2 Il file contenente la grammatica compilata ................................................................... 63 
                     5.2.1 Contenuto del file................................................................................................. 65 
               5.3 Estensione dell’engine di GOLD per la generazione del codice di test........................ 66 
               5.4 File del tool sviluppato.................................................................................................. 67 
               5.5 Esempio applicativo...................................................................................................... 68 
  
Conclusioni ....................................................................................................................................... 72 
 
Appendice A –  File “gram.grm” ...................................................................................................... 73 
 
Appendice B –  File “main.c” .......................................................................................................... 81 
 
Appendice C –  File “test_drv_gen.h” .............................................................................................. 84 
 
Appendice D –  File “test_drv_gen.c” ............................................................................................. 86 
 
































Negli ultimi 20 anni si è vista una rapida crescita nella ricerca del software testing così come una 
intensa pratica e sperimentazione. Si è sviluppata una tecnica di verifica e validazione 
indispensabile alla disciplina del software engineering.  
Argomento di questa tesi, svolta presso la "Intecs S.p.A" di Pisa, è lo sviluppo di un tool per la 
generazione automatica di test di unità (unit test) con decision coverage del 100%. Per test di unità 
si intende un test che verifica la correttezza dell'unità software in maniera indipendente dal resto del 
sistema stesso. Un'unità è in genere una componente che può essere compilata separatamente, come 
un modulo C o una classe. 
Una prima fase del lavoro è stata dedicata all'analisi dell'ambiente di ausilio allo sviluppo dei test 
usato dall'azienda, Cantata++. Tale tool offre un ambiente di sviluppo del driver di test in C e 
tramite instrumentazioni del codice, permette automaticamente di effettuare coverage analysis e 
analisi statica. Con coverage analysis si intende l'analisi dinamica della copertura raggiunta del 
software con i test sviluppati ed eseguiti. Con analisi statica si intende la valutazione di metriche di 
qualità del software (ad es. complessità ciclomatica).  
L'obiettivo della tesi è quello di produrre un tool in grado di interpretare il sorgente da testare e in 
base ai decision point (ad es. if e switch) generare automaticamente i test cases del driver di test da 
dare in input al tool Cantata++ 
Per fare questo si è dovuto scegliere un parser per il linguaggio ANSI C che fosse in grado di 
leggere il codice sorgente e creare l'albero di sintassi astratta. Si è provveduto poi alla sua modifica, 
in modo che fosse in grado di riempire le strutture dati utilizzate successivamente per la 
generazione del tool. 
Anche la grammatica usata dal parser è stata integrata e modificata, in particolare è stato aggiunto il 
supporto ai tipi definiti dall'utente. 
Si è poi passati alla stesura del codice sorgente per il tool, utilizzando l'ambiente di sviluppo 





• Il primo capitolo contiene una panoramica generale sul software testing, con particolare 
attenzione allo unit testing.  
• Il secondo capitolo riguarda un'analisi sulla copertura del codice, sulle metriche e su cosa 
vuol dire avere una copertura completa del 100%. 
• Il terzo capitolo presenta l'ambiente Cantata++ 5.1, con una breve introduzione alla 
creazione di un progetto, alla sua configurazione, compilazione e analisi dei risultati. 
• Il quarto capitolo riguarda la scelta del parser ANSI C. 
• Nel quinto capitolo è presente il tool obiettivo della tesi, con un esempio applicativo che 
mostra la generazione automatica di unit test con copertura di tipo decisionale del 100%. 













Con il termine software testing, letteralmente collaudo del software, si intende il processo di analisi 
di un oggetto software allo scopo di valutarne le caratteristiche ed individuarne le differenze tra il 
suo comportamento reale e quello richiesto. 
 
In generale, occorre distinguere i "malfunzionamenti" del software (in inglese, "failure"), dai 
"difetti" (o "errori" o "bachi") del software (in inglese, "fault" o "bug").  
A tal proposito, un ente molto qualificato come l' International Software Testing Qualifications 
Board sostiene che [1]:  
“Un programmatore può fare un errore che produce un difetto nel codice di un software o di un 
sistema, o in un documento. Se il difetto nel codice è eseguito, il sistema fallirà nel fare quello che 
dovrebbe fare (o fa qualche cosa che non dovrebbe), provocando un malfunzionamento. Difetti nel 
software, in sistemi o in documenti possono dare luogo a malfunzionamenti, ma non tutti i difetti si 
comportano in questa maniera.” 
Un malfunzionamento è quindi un comportamento del software difforme dai requisiti espliciti o 
impliciti. In pratica, si verifica quando, in assenza di malfunzionamenti della piattaforma (hardware 
+ software di base), il sistema non fa quello che l'utente si aspetta. 
Un difetto è una sequenza di istruzioni, sorgenti o eseguibili, che, quando eseguita con particolari 
dati in input, genera un malfunzionamento. In pratica, si ha un malfunzionamento solo quando 
viene eseguito il codice che contiene il difetto, e solo se i dati di input sono tali da evidenziare 
l'errore. Per esempio, se invece di scrivere "a >= 0", il programmatore ha erroneamente scritto "a > 
0" in una istruzione, si può avere un malfunzionamento solo quando viene eseguita quell'istruzione 
con il valore della variabile "a" che vale zero. 
Inoltre [2], 
“un difetto si può trasformare anche in un malfunzionamento quando l'ambiente è cambiato. 
Esempi di queste modifiche all'ambiente includono il software che è in esecuzione su una nuova 
piattaforma hardware, le modifiche ai dati di input o l'interazione con software diverso.” 
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Lo scopo del software testing è quello di minimizzare la probabilità che il software rilasciato abbia 
dei malfunzionamenti nella normale operatività. 
Un problema con il software testing è che il collaudo di tutte le combinazioni di input e 
precondizioni non è fattibile se non quando si esamina un prodotto semplice. Questo vuole dire che 
il numero di difetti in un prodotto software può essere molto grande e che i difetti che non  
accadono frequentemente sono difficili trovare. Inoltre le possibili combinazioni di valori di input 
validi sono enormi, e non possono essere riprodotte in un tempo ragionevole. 
Famosa è la definizione che diede nel 1972  Dijkstra [3] : 
 
“Testing never proves the absence of faults, it only shows their presence.” 
 
cioè effettuare il testing di un programma,  non può dimostrare l'assenza di errori ma può solo 
verificarne la presenza. 
Tuttavia un buon collaudo può rendere la probabilità di malfunzionamenti abbastanza bassa da 
essere considerata accettabile dall'utente. 
Una pratica comune nel testing del software è che esso viene eseguito da un gruppo indipendente di 
collaudatori (tester) dopo che la funzionalità è stata sviluppata ma prima che sia inviato al cliente. 
Un'altra metodologia è quella di cominciare a testare il software nello stesso momento in cui il 
progetto comincia, fino a che il progetto finisce. 
Estremamente delicato risulta il controllo ai cambiamenti del software: se si riscontrano difetti o 
malfunzionamenti nel progetto, la decisione di correggere il software deve essere presa in base al 
fatto che questi problemi rimanderanno o meno il resto del progetto. Se il software ha bisogno di 
correzione, l'uso di un sistema per il controllo della versione risulta importante, se non essenziale.  
Infatti, se una versione successiva di una prodotto software fallisce un particolare test che aveva 
passato precedentemente, il sistema per il controllo della versione può fornire una lista di 
cambiamenti del codice sorgente che sono stati applicati da quel momento in poi.  
I tester hanno bisogno di sapere in maniera accurata che stanno testando la versione corretta, e che 
avranno bisogno di esaminare nuovamente la parte del software dove i difetti sono stati trovati. 
Il punto di inizio per la correzione deve essere identificato con precisione per il successivo testing. 
Ci sono rischi aggiuntivi nel fatto che nuovi difetti possono essere introdotti come parte delle 
correzioni; potrebbe succedere che le prove precedenti riuscite non possono incontrare più il 
requisito originale ed avranno bisogno di essere specificate ed eseguite di nuovo (quello che fa parte 
del cosiddetto test di regressione, esaminato più in dettaglio successivamente).  
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E' comune l'idea che prima un difetto è trovato,  più conveniente risulta la sua riparazione. Questo è 
ragionevole ed è basato sul fatto che ogni difetto rischia di contribuire o confondere 
successivamente con ulteriori difetti nel sistema o nel processo. In particolare, se un difetto cambia 
erroneamente lo stato dei dati sui quali il software sta operando, i dati non sono più affidabili e 
perciò ogni test eseguito successivamente dopo quel punto non può dare più affidamento anche se 
non si riscontrano ulteriori difetti. 
Chiaramente le possibilità che il progetto venga ritardato sono significative. 
Un punto importante nel testing del software è che dovrebbe essere distinto dalla disciplina separata 
di Assicurazione sulla Qualità del Software (Software Quality Assurance) che include tutte le aree 
dei processi economici e commerciali, ma non quella del testing. 
Qualche volta ci si riferisce a revisioni manuali o ispezioni visive come analisi statica, mentre 
eseguire il programma con un set determinato di casi di prova è conosciuto come analisi dinamica, 
per enfatizzare il fatto che i processi di revisione formale fanno parte del collaudo complessivo. 
Esistono diversi tipi di misure del software, spesso chiamate metriche, che vengono usate per 
misurare lo stato del software o l’adeguatezza del test: 
Bug trovati da ogni tester nell'unità di tempo (Giorno/Settimana/Mese)  
Numero totale di bug trovati in un programma  
Numero totale di bug trovati in un modulo  
Bug trovati / risolti per una particolare versione del programma  
Numero di bug riportati dagli utenti, intesa anche in termini di efficacia del test  
Numero di test case eseguita da ogni persona nell’unità di tempo  
Percentuale di test case eseguiti fino ad ora, totale di quelli eseguiti con successo, totale di 
quelli falliti  
Copertura del codice 
E' proprio su quest'ultima metrica che in seguito ci concentreremo maggiormente. 
 
 
1.1 Tipologie di testing 
 
Esistono due tipologie di testing: quello definito a scatola bianca (white box) e quello a scatola nera 
(black box).  Entrambi sono  usati per descrivere i punti di vista che un tester possiede quando 
progetta un test case. 
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Il testing black box tratta gli oggetti da testare senza conoscere quello che c’è dentro, intende cioè 
testare semplicemente la funzionalità nei confronti dei requisiti.  
Così, un tester che inserisce i dati guarda solamente quello che il test gli restituisce. Questo livello 
di testing di solito richiede che sia fornito un test accurato da eseguire, e il tester deve verificare 
semplicemente che, per un dato dato in ingresso, il valore di uscita (o anche il comportamento), sia 
lo stesso di quello che ci si aspetta. 
Il testing white box , invece, si ha quando colui che esegue il test ha accesso alla struttura interna 
dei dati, al codice e agli algoritmi; per questo motivo è richiesta una conoscenza approfondita del 
prodotto che si sta testando rispetto alla tipologia white box. Se, ad esempio, si sa che una certa 
variabile accetta valori all'interno di uno specifico intervallo, un test potrebbe controllore quello che 
succede quando a quella variabile viene dato un valore nell'intorno dei suoi estremi.  
Il testing del software viene usato congiuntamente alla fase di verifica e validazione:  
Validazione: è il processo di giudicare un prodotto software, svolto durante o alla fine della 
fase di sviluppo, per determinare la correttezza nel rispetto delle necessità e dei requisiti 
dell'utente. Risponde alla domanda “Are we builging the right product?” 
Verifica: è un processo di valutazione di un prodotto software o di un suo componente, per 
determinare se i prodotti di una data fase dello sviluppo soddisfano le condizioni imposte 
all'inizio di quella fase. Risponde alla domanda “Are we building the product right?”  
 
 
1.2 Fasi del testing 
 
Il testing del software viene suddiviso in una prima fase precedente al rilascio (release) e in una 
seconda fase successiva al rilascio 
La prima fase può essere ulteriormente suddivisa nei seguenti test: 
 Test di unità  - effettua il test su una minimale componente software, detta modulo. Ogni 
unità (componente base) del software è testato per verificare che la progettazione dettagliata 
per quell’unità sia stata correttamente implementata. In un ambiente orientato agli oggetti 
(come il C++), questo viene generalmente eseguito al livello delle classi, e i test di unità 
minimi vengono eseguiti sui costruttori e i distruttori. Di questa tipologia di testing si parlerà 
ampiamente nei paragrafi successivi. 
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 Test di integrazione  -  è una tecnica di testing condotta su di un sistema completo e 
integrato, per valutare la conformità con i suoi requisiti specifici. Il suo scopo è quello di 
svelare i difetti e le inconsistenze tra le unità software che sono integrate assieme, o tra le unità 
software e l'hardware. In maniera progressiva un gruppo sempre più ampio di componenti 
software già testati, corrispondenti al progetto in esame, vengono integrati e testati finchè il 
software diventa un sistema completo.  
 Test funzionale  - testa ad ogni livello (classe, modulo, interfaccia o sistema) l’adeguata 
funzionalità come definito nelle specifiche.  
 
Dopo il rilascio si hanno invece le seguenti fasi: 
Alpha testing consiste in una fase di testing svolto da un gruppo di tester indipendenti o da 
potenziali utenti all’interno della società che ha sviluppato il software. E’ una sorta di test di 
accettazione interna, prima che il software arrivi alla fase successiva, quella di beta testing. 
Beta testing viene realizzato dopo l’alpha testing. Versioni del software, conosciute come 
versioni beta, vengono rilasciate ad un limitato numero di persone fuori dalla compagnia. Il 
software viene rilasciato a gruppi di persone in modo che ulteriori test possono assicurare la 
successiva diminuzione di fault o bug. A volte, le versioni beta vengono rese disponibili a tutto 
il pubblico, in modo da accrescere il numero di commenti e opinioni fornite da un vasto 
numero di utenti.  
Dopo aver modificato il software, sia per un cambiamento nelle funzionalità o per correggere un 
difetto, il test di regressione effettua di nuovo i test che precedentemente erano andati a buon fine 
sul software modificato per assicurare che le modifiche non hanno causato involontariamente un 
regresso nelle precedenti funzionalità. 
I test di regresso sono spesso automatizzati e alcune forme specifiche sono il Sanity testing 
(quando si controllano velocemente comportamenti bizzarri), o Smoke testing (quando invece si 
controllano funzionalità basilari). 
 
 
1.3 Unit Test 
 
Nell'ingegneria del software il test di unità (unit test) è una procedura usata per verificare singole 
parti di  codice sorgente. Per unità si intende genericamente la minima parte testabile di un codice: 
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nella programmazione procedurale un'unità può rappresentare una singola funzione, procedura, etc.; 
nella programmazione orientata agli oggetti, la più piccola unità può essere la classe. 
All'interno del ciclo di vita del software, il test di unità si pone al livello più basso, così come viene 




Lo scopo del test di unità è quello di verificare il corretto funzionamento di parti di programma 
permettendo così una precoce individuazione dei bug, ossia di errori nella scrittura di codice 
sorgente, che causano un suo funzionamento errato. 
Lo unit testing si articola in test case ciascuno dei quali dovrebbe essere indipendente dagli altri e 
viene normalmente eseguito dagli sviluppatori, non da utenti finali. 
Per test case si intende un documento di software testing, il quale consiste di un insieme di 
condizioni sotto le quali un tester determinerà se un requisito di un'applicazione viene soddisfatto 
parzialmente o completamente. Possono essere necessari diversi test case per determinare se un 
requisito viene soddisfatto in maniera completa ed accurata.  
Quello che caratterizza un test case formale è che esso contiene dati di input noti, campi opzionali e 
dati di output attesi, questi ultimi elaborati prima che il test viene eseguito; i campi opzionali 
contengono un identificatore di test case, un numero progressivo di esecuzione, la categoria di test, 
l'autore, e altri requisiti collegati. 
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1.3.1 Vantaggi dello Unit Test 
 
Come detto in precedenza, il testing non riesce ad identificare tutti gli errori in un programma, e lo 
stesso vale per lo unit testing che, analizzando per definizione le singole unità, può non identificare 
gli errori di integrazione, i problemi legati alla performance e altre questioni di sistema. 
Uno unit testing accurato, però, può dimostrare che un parte di codice funziona correttamente, con 
importanti vantaggi: 
 Facilita la modifica del codice in momenti successivi (il cosiddetto refactoring) 
 Semplifica l'integrazione di moduli diversi perché limita i malfunzionamenti a problemi 
    nella interazione tra i moduli e non nei moduli stessi 
Fornisce una documentazione del codice. 
Il fatto che il test di unità sia subito disponibile rende semplice per un programmatore controllare se 
una parte di codice stia funzionando correttamente. Una buona progettazione dello unit testing 
produce test case che coprono tutti i cammini all'interno del codice dell'unità, con attenzione rivolta 
alle condizioni di ripetute iterazioni (cicli).  
Lo unit testing aiuta ad eliminare errori nelle stesse unità e può essere usato in un approccio di 
testing bottom-up; testando per prime le singole parti di un programma e successivamente tutte 
insieme, il test di integrazione risulta molto più semplice. 
 
Lo unit testing fornisce una sorta di documentazione vivente di un sistema. Gli sviluppatori che 
vogliono imparare quale funzionalità viene fornita da una unità e come la devono usare, possono 
guardare lo unit test per farsi un'idea basilare. Il test di unità include caratteristiche che sono cruciali 
nel successo di una unità; queste caratteristiche possono indicare un uso idoneo o non idoneo di una 
unità così come un comportamento errato che è insito in una unità.  
Sebbene molti ambienti di sviluppo software non si affidino solamente al codice per documentare il 
prodotto da sviluppare, un test case per una unità riesce a documentare alcune delle caratteristiche 
critiche. 
Poiché alcune funzioni sono chiamate da altre funzioni, testare una funzione può frequentemente 
portare a verificarne un'altra. Se si vuole controllare la funzione, di solito si scrive del codice che 
interagisce con l'altra funzione. Questo è un errore, in quanto un test di unità  non dovrebbe mai 
andare fuori da quelli che sono i confini della funzione. Il concetto è quello di separare l'interfaccia 
dall'implementazione, ed implementare quella interfaccia con degli oggetti, i cosiddetti dumb 
object, che simulano il comportamento reale. Astraendo questo legame dal codice, l'unità 
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indipendente può essere testata molto più accuratamente di quanto non lo fosse prima. Ciò porta ad 
una più alta qualità dell'unità, che risulta anche più manutenibile. 
Il testing per così dire “isolato” ha il beneficio di rivelare dipendenze non necessarie tra il codice da 
testare e le altre unità; di conseguenza, queste dipendenze possono essere eliminate. 
Per ottenere i benefici voluti dal testing di una unità, c'è bisogno di un rigoroso senso di disciplina 
durante il processo di sviluppo del software. E' necessario mantenere una precisa documentazione 
non solo per i test che devono essere eseguiti, ma anche di tutti i cambiamenti che sono stati 
realizzati nel codice sorgente di ogni unità software.  
 
 
1.3.2 Fasi dello Unit Test 
 
A tal proposito, l'IEEE fornisce uno standard preciso e documentato a cui riferirsi [4], definendo il 
test unitario del software come un processo composto da tre fasi, che sono a loro volta partizionate 
in un totale di otto attività basilari:  
1. Pianificazione dei test 
   a. Progettare l'approccio generale, le risorse disponibili e la programmazione 
   b. Determinare le caratteristiche che devono essere testate 
   c. Raffinare la pianificazione generale 
2. Sviluppare l'insieme dei test 
    a. Progettare l'insieme dei test 
    b. Implementare la pianificazione raffinata 
3. Misurare lo Unit Test 
   a. Eseguire le procedure di test 
   b. Controllare la terminazione 
   c. Valutare il risultato del test 
 
All'interno di ogni fase, ogni attività basilare è associata con il proprio insieme di input e output ed 





Queste attività sono eseguite in maniere sequenziale, eccetto che per il ciclo di esecuzione e 
controllo. 
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Quando si esegue una delle precedenti attività, ad eccezione della fase di pianificazione, un 
comportamento non idoneo o un evento esterno (ad esempio, un cambiamento nella 
programmazione, nei requisiti o nella progettazione) può implicare la necessità di effettuare di 
nuovo una delle precedenti attività e di ritornare a quella che si è appena conclusa. 
Durante il processo di testing, deve essere sviluppata una specifica della progettazione del test e un 
resoconto sommario del test; in aggiunta, tutti i documenti di test devono essere identificati 
dall'autore e devono essere datati.  
Più in dettaglio, la fase di pianificazione dell'approccio generale, delle risorse e della 
programmazione  può essere suddivisa in: 
- specifica dell'approccio generale al test unitario, in cui si identificano le aree di rischio a cui 
dedicarsi, i vincoli sulla progettazione, sull'implementazione e sull'insieme dei test da usare. 
- identificazione delle tecniche generali per la validazione dei dati, per la registrazione degli output, 
la loro raccolta e convalida. 
-  specifica della completezza dei requisiti, cioè identificare le aree (ad esempio, funzioni stati, 
istruzioni) che lo unit test dovrà coprire e il grado di copertura richiesto per ciascuna area. 
- specifica dei requisiti per la normale terminazione del processo di unit testing, quindi identificare 
ogni condizione che potrebbe causare una terminazione anomala. 
- determinazione dei requisiti sulle risorse, in cui si effettua una stima delle risorse richieste per 
l'acquisizione dell'insieme dei test, la loro iniziale esecuzione e la successiva attività di ripetizione. 
Considerare inoltre l'hardware e il software disponibile, identificare le abilità e il numero di persone 
che dovranno eseguire le attività di unit test, e infine la durata complessiva. 
- specifica di una pianificazione generale in base alle risorse e a tutte le attività di unit testing. 
 
La fase di determinazione delle caratteristiche da testare può essere ripartita nelle seguenti attività: 
- studio dei requisiti funzionali, cioè analisi di ogni funzione descritta nella documentazione.  
- identificazione di requisiti aggiuntivi e delle procedure associate, in cui si identificano i requisiti 
diversi dalle funzioni (ad esempio, performance e vincoli sul processo di sviluppo) associati con le 
caratteristiche del software che possono essere efficacemente testati a livello di unit test.  
- identificazione degli stati delle unità; se la documentazione sui requisiti di un'unità specifica o 
implica molteplici stati software (ad esempio, inattivo, pronto a ricevere, in fase di elaborazione), 
identificare ogni stato e ogni transizione valida. Assicurarsi che ogni stato e ogni transizione abbia 
un unico identificatore. 
- identificazione delle caratteristiche dei dati di input e output delle unità da testare, come il 
formato, l’intervallo di valori, la frequenza di arrivo, e le relazioni tra i valori dei vari campi. Per 
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ogni caratteristica, specificare l’intervallo valido ed assicurarsi che ogni caratteristica abbia un 
unico identificatore. 
- selezione degli elementi da includere nel testing, in particolare selezionare le procedure e gli stati 
associati, così come le caratteristiche dei dati da includere nella fase di testing. Selezionare gli 
insiemi di dati validi e non validi; quando un test completo non è praticabile, si dovrebbero usare 
informazioni riguardanti l'uso previsto dell'unità. 
 
La fase di ridefinizione della pianificazione generale consiste in : 
- ridefinizione dell'approccio da usare, cioè identificazione dei test case esistenti e delle procedure 
di test da usare.  
- identificazione di ogni tecnica particolare che viene usata per registrare, raccogliere e convalidare 
i dati di output. 
- specificazione di una pianificazione per il testing dell’unità basata sul supporto software, sulle 
risorse speciali, sulla disponibilità delle unità e sulla pianificazione dell’integrazione. 
 
La fase di progettazione dell'insieme dei test si basa : 
- sulle caratteristiche che devono essere testate, come ad esempio procedure, transizioni di stato o 
caratteristiche particolari dei dati.  
- sulla specifica di ogni ulteriore procedura nella pianificazione di un'unità di test. 
- sulla considerazione delle caratteristiche degli algoritmi e delle strutture dati. 
- sull'anticipazione di possibili difficoltà che potrebbero verificarsi, ad esempio, in base alla 
necessità di tracciare il flusso di controllo in algoritmi complessi o nelle strutture dati interne, come 
alberi o stack. 
- sul completamento di ogni specifica parziale dei test case. 
 
La fase di pianificazione dettagliata consiste 
- nell'ottenere una copia dei dati di test che devono essere modificati o usati senza alcuna modifica, 
- generare qualsiasi altro dato richiesto, includendo dati addizionali necessari ad assicurare la 
consistenza e l'integrità dei dati, 
- verificare i dati nei confronti delle specifiche delle strutture dati e se la scelta dei dati appare 
coerente con gli scopi del test case,  
- sviluppare una tabella in cui registrare questa scelta ed includerla nella specifica della 
progettazione del test unitario.  
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La fase di esecuzione delle procedure di test viene suddivisa in : 
- configurazione dell'ambiente di test ed esecuzione dell'insieme dei test 
- per ogni test case, determinare se l'unità ha passato il test o ha fallito, basandosi sulle specifiche 
dei risultati richiesti 
- per ogni insuccesso, analizzarlo e registrare questa informazione in una sezione del resoconto 
sommario dei test 
- a seconda dei seguenti casi riscontrati, eseguire le azioni associate: 
Caso 1:  un fault nelle specifiche dei test o nei dati di test. Correggere il fault, registrare la 
correzione in una sezione del resoconto sommario dei test ed eseguire di nuovo il test fallito. 
Caso 2:   un fault nell'esecuzione della procedura di esecuzione. Eseguire nuovamente le 
procedure di esecuzione non corrette. 
Caso 3:  un fault nell'ambiente di test. Correggere l'errore nell'ambiente di test, registrare la 
correzione in una sezione del resoconto sommario dei test e ri-eseguire i test che hanno fallito, 
oppure, se la correzione non è andata a buon fine, predisporre la gestione di una terminazione 
anomala documentando la ragione per la mancata correzione dell'ambiente. 
Caso 4. un fault nell'implementazione dell'unità. Correggere l'errore nell'unità di test, 
registrare la correzione in una sezione del resoconto sommario dei test e ri-eseguire i test che hanno 
fallito, oppure, se la correzione non è andata a buon fine, prepararsi ad  una terminazione anomala 
documentando la ragione per la mancata correzione dell'unità. 
Caso 5. un fault nella progettazione dell'unità. Modificare le specifiche dei test e i dati in 
maniera appropriata, registrare la correzione in una sezione del resoconto sommario dei test e 
rieseguire tutti i test, oppure, se ci sono stati problemi nella modifica,  prepararsi ad una 
terminazione anomala documentando la ragione per la mancata correzione della progettazione 
dell'unità. 
Da notare che il ciclo di esecuzione e controllo deve essere ripetuto finchè non viene soddisfatta una 









La fase di controllo della terminazione comprende: 
- controllo della normale terminazione del processo di testing, in cui si determina il bisogno di 
ulteriori test basandosi sulla completezza dei requisiti o sulla storia degli insuccessi dei test. Se non 
sono necessari ulteriori test, registrare la normale terminazione in una sezione del resoconto 
sommario dei test e prepararsi ad analizzare i risultati dei test. 
- controllo della terminazione anomala del processo d testing, in cui se viene riscontrata una 
condizione anomala si registra la specifica situazione che ha causato la terminazione in una sezione 
del resoconto sommario dei test, insieme al test non completato e ad ogni fault non corretto. 
- controllo della necessità di test aggiuntivi, in cui se sono necessari ulteriori test e non si sono 
riscontrate situazioni di terminazioni anomale, bisogna integrare i test seguendo i seguenti passi: 
a. Aggiornare l'architettura dell'insieme dei test e ottenere specifiche aggiuntive sui test case. 
b. Modificare le specifica sulle procedure dei test. 
c. Ottenere dati sui test supplementari. 
d. Registrare le aggiunte in una sezione del resoconto sommario dei test. 
e. Eseguire i test addizionali. 
 
La fase di valutazione del risultato del test consiste nella: 
-  descrizione dello stato del test. Per le terminazioni anomale, identificare le aree non 
sufficientemente coperte dal test e le ragioni per la loro mancata soluzione in una sezione del 
resoconto sommario dei test. 
- descrizione dello stato dell'unità. Registrare le differenze riscontrate tra il testing dell'unità e i 
requisiti documentati in una sezione del resoconto sommario dei test. 
- accertarsi di preservare i prodotti di testing, cioè assicurare la loro raccolta, organizzazione, 
immagazzinamento e riutilizzo. Per prodotti di testing si intendono le specifiche di progettazione, i 
dati di input e output, le procedure per la generazione dei dati e il resoconto sommario dei test.  
 
I test unitari devono essere mantenuti insieme al resto del codice sorgente.  
Nel capitolo successivo si analizzeranno in dettaglio la copertura del codice e le relative metriche da 









ANALISI SULLA COPERTURA DEL CODICE 
 
La copertura del codice (test coverage nel mondo accademico, code coverage per i professionisti) 
è un metodo di misura usato nel software testing che descrive il grado con cui viene esaminato il 
codice sorgente di un programma. E’ intrinsecamente un'attività di testing del tipo “white box” 
perché richiede la conoscenza e l'accesso al codice stesso, piuttosto che il solo uso delle interfacce 
fornite, e spesso necessita anche della sua ricompilazione con speciali comandi. Questo permette a 
coloro che eseguono questo tipo di test di esaminare parti di codice che raramente vengono 
analizzate e assicurare che i punti più importanti vengano controllati. 
Usare la copertura del codice è un modo per tentare di aumentare la copertura dell’insieme dei 
possibili comportamenti anomali così che si arrivi a provare l'assenza di difetti, o almeno l'assenza 
di una certa classe di difetti. 
L'analisi sulla copertura del codice (test coverage analysis) è il processo di  
• Trovare, all'interno di un programma, aree di codice che non vengono utilizzate dall'insieme 
dei test case 
• Creare test case addizionali per aumentare il livello di copertura 
• Determinare una misura quantitativa di copertura del codice, che è indirettamente collegata 
con la qualità  
 
Un aspetto opzionale dell'analisi sulla copertura del codice è quella di identificare i test case 
ridondanti che non incrementano il livello di copertura.  
Le tecniche di copertura del codice sono state tra le prime tecniche inventate per il testing 
sistematico del software. 
Per automatizzare questo processo si usa un analizzatore di copertura del codice, detto coverage 
analyzer  o  coverage monitor. 
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Alcune considerazioni di seguito esposte ci suggeriscono i punti di forza di questa di questa tecnica 
di testing: 
Bug collegati  al controllo del flusso comportano che si possono scoprire bug variando il 
controllo di flusso stesso. Ciò avviene, ad esempio, quando un programmatore scrive  
            " if (c)"  invece di  "if (!c)". 
Si controllano malfunzionamenti senza sapere quali effettivamente potrebbero verificarsi.   
Errori di omissione. 
Codice non raggiungibile. 
Chiaramente, l'analisi di copertura del codice svela bug plausibili ma non svela tutte le possibili 
classi di bug. L'analisi di copertura fornisce più vantaggi quando viene applicata ad un programma 
che ha un numero elevato di decisioni, piuttosto che ad applicazioni basate in maniera principale 
solo sui dati, come un'applicazione sui database. 
 
 
2.1 Metriche basilari 
 
Nella metà degli anni '70, Goodenough e Gerhart [5], in una ricerca sulla capacità di testing per 
dimostrare l'assenza di errori in un programma,  aprirono una breccia nella ricerca sul software 
testing,  evidenziando come la questione centrale consista nella domanda : "Qual è un criterio di 
test?", cioè un criterio che definisca quello che deve costituire un test adeguato.  
Da allora, i criteri di test hanno avuto un maggiore peso nella ricerca. Un vasto numero di questi 
criteri è stato proposto ed esaminato; notevoli sforzi di ricerca hanno provato a fornire supporto per 
l'uso di un criterio piuttosto che di un altro.  
Per misurare con dei parametri oggettivi la qualità del codice sorgente, vengono quindi usati dei 
criteri di copertura. Ne esistono di diversi, i più importanti sono: 
 
Statement (o line) coverage -  E' stata eseguita ogni linea di codice? 
Decision coverage -    Sono stati eseguiti i punti di decisione (almeno una volta il  
valore vero e quello falso)? 
Condition coverage -   Sono stati eseguiti tutti i punti di valutazione (tutte le possibili 
   sotto-espressioni con il valore vero / falso) ? 
Function coverage -    Il programma svolge tutte le sue funzioni? 
Path (o edge)coverage -   Sono stati eseguiti tutti i possibili percorsi attraverso una  
      parte del codice? 
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Di seguito c'è una descrizione dettagliata di queste metriche fondamentali e di altre meno 
importanti, assieme ai loro punti di forza e debolezza. 
 
 
2.1.1 Statement Coverage  
 
Conosciuta anche come line coverage, segment coverage, questa metrica riferisce se vengono 
incontrati le istruzioni (statement) in fase di esecuzione. Il vantaggio principale di questa metrica è 
che può essere applicata direttamente al codice oggetto e non richiede di elaborare il codice 
sorgente; per questo motivo gli analizzatori di performance implementano comunemente questa 
metrica. Il grande svantaggio dello statement coverage è che è insensibile ad alcune strutture di 
controllo, e non permette di sapere se i cicli raggiungono la loro condizione di terminazione, ma 
solo se viene eseguito il corpo del ciclo.  
Lo statement coverage è anche inadatto alla gestione degli operatori logici (|| e &&) e non riesce 
nemmeno a distinguere etichette di switch consecutive.  
Questi problemi sono affrontati in maniera più dettagliata nei paragrafi successivi. 
Un argomento a favore dello statement coverage è che i bug sono distribuiti in maniera uguale su 
tutto il codice; quindi la percentuale di istruzioni eseguibili “coperte” riflette la percentuale di bug o 
difetti  scoperti. Tuttavia, è lecito aspettarsi che i faults siano legati anche al controllo di flusso, non 
alla sola computazione. Per questo motivo è utile che i programmatori si sforzino di scrivere codice 
con una percentuale relativamente costante di ramificazioni nelle istruzioni. 




2.1.2 Decision Coverage  
 
Conosciuta anche come branch coverage, basis path coverage e decision-decision path testing, 
questa metrica informa se le espressioni booleane testate nelle strutture di controllo (come gli 
statement if e while) sono state valutate sia per il valore vero che per quello falso. Con la copertura 
di tipo decisionale si ha il vantaggio della semplicità senza i problemi dello statement coverage.  
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Uno svantaggio, però, è che questa metrica ignora i rami all'interno di espressioni booleane che 
capitano quando si trovano operatori di “corto-circuito”; cioè un'intera espressione booleana viene 
considerata un predicato vero o falso non considerando se contiene operatori logici (and oppure or).  
Ad esempio, considerando il seguente spezzone di codice C/C++: 
 
if (condizione1 && (condizione2 || funzione1())) 
    istruzione1; 
else 
    istruzione2; 
 
Questa metrica potrebbe considerare la struttura di controllo in maniera completa senza la necessità 
di una chiamata alla funzione1. L'espressione di test viene valutata vera quando la condizione1 è 
vera e la condizione2 è vera, mentre l'espressione è considerata falsa quando la condizione1  è falsa. 
In questa circostanza, gli operatori di corto circuito precludono la chiamata alla funzione1. 
E' su questa metrica che si baserà la generazione del tool. 
 
 
2.1.3 Condition Coverage  
 
La condition coverage restituisce il risultato vero o falso da ogni sotto-espressione booleana, in 
maniera separata dagli operatori logici and oppure or che incontra. La condition coverage misura le 
sotto-espressioni in maniera indipendente da ogni altra. 
Questa metrica è simile alla decision coverage, ma ha una migliore sensibilità al controllo del 
flusso. Tuttavia, una completa copertura di tipo condizionale  non garantisce una completa 
copertura di tipo decisionale. 
Ad esempio, considerando il seguente codice C++: 
 
bool f(bool e) { return false; } 
bool a[2] = { false, false }; 
if (f(a && b)) ... 
if (a[int(a && b)]) ... 
if ((a && b) ? false : false) ... 
 
Tutti e tre gli statement if sopra diventano falsi qualunque sia il valore di a e b. Tuttavia, se si 
esegue il codice con tutti i valori possibili di a e b, la condition coverage restituisce una completa 
copertura. 
 25 
2.1.4 Multiple Condition Coverage  
 
La multiple condition coverage riferisce se si incontrano possibili combinazione di sotto-espressioni 
boleane. Come nella condition coverage, le sotto-espressioni sono separate dagli operatori logici 
and ed or, quando presenti. Il test case richiesto per una completa condition coverage di una 
determinata condizione è dato dalla tabella di verità degli operatori logici della condizione stessa. 
Per i linguaggi con operatori di corto circuito, come il C o il C++, un vantaggio del multiple 
condition coverage è che esso richiede una testing davvero totale.  
Uno svantaggio di questa metrica è che può essere noioso determinare il minimo insieme di test 
case richiesto, specialmente per espressioni booleane molto complesse. Un'ulteriore aspetto 
sfavorevole di questa metrica è che il numero di test case richiesto può variare sensibilmente tra 
condizioni che hanno una complessità simile.  
Consideriamo per esempio le seguenti condizioni:  
 
a && b && (c || (d && e)) 
((a || b) && (c || d)) && e 
 
Per raggiungere una completa copertura di tipo multiple condition, la prima condizione richiede 6 
test case, mentre la seconda 11. Entrambe le condizioni hanno lo stesso numero di operandi e 
operatori. 
I test case vengono mostrati di seguito: 
 
   a && b && (c || (d && e)) 
1. F    -     -     -    - 
2. T    F     -     -    - 
3. T    T     F     F    - 
4. T    T     F     T    F 
5. T    T     F     T    T 
6. T    T     T     -    - 
 
    ((a || b) && (c || d)) && e 
 1.   F    F      -    -      - 
 2.   F    T      F    F      -   
 3.   F    T      F    T      F 
 4.   F    T      F    T      T 
 5.   F    T      T    -      F 
 6.   F    T      T    -      T 
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 7.   T    -      F    F      - 
 8.   T    -      F    T      F 
 9.   T    -      F    T      T 
10.   T    -      T    -      F 
11.   T    -      T    -      T 
 
Così come la copertura di tipo condition, anche la copertura di tipo multiple condition non include 
la copertura di tipo decisionale.  
 
 
2.1.5 Path Coverage  
 
Chiamata anche predicate coverage,  questa metrica informa se è stato seguito ogni possibile 
percorso in tutte le funzioni presenti nel codice sorgente. Per percorso (path) si intende una 
sequenza unica di rami dall'inizio della funzione alla sua terminazione. 
Poiché i cicli introducono un illimitato numero di percorsi, questa metrica considera solo un numero 
limitato di possibilità di cicli, in particolare: 
zero ripetizioni o  
una (o più) ripetizioni.  
Per i cicli do - while, le due possibilità sono una iterazione e più di una iterazioni.  
La copertura di tipo path ha il vantaggio di esigere un testing completo, ma ha due svantaggi 
principali. 
Il primo è che il numero di percorsi cresce in maniera esponenziale con il numero di rami; di 
conseguenza, la copertura completa di tipo path di solito è impraticabile o impossibile in quanto 
ogni modulo con una successione di n decisioni può avere fino a 2n percorsi. I costrutti ciclici, 
inoltre,  possono portare ad un numero infinito di percorsi. 
Per esempio, una funzione contenente 10 statement if  può avere fino a 1024 percorsi da testare. 
L'aggiunta di un solo statement if raddoppia il totale a 2048. 
Il secondo svantaggio è che molto percorsi sono impossibili da eseguire a causa della relazione con 
i dati.  
Ad esempio, considerando il seguente codice C/C++:    
 
if (successo) 




    istruzione3; 
La copertura di tipo path considera questo frammento di codice contenente 4 percorsi; in realtà, solo 
due sono quelli praticabili, in base al fatto che  successo = falso  e  successo = vero. 
 
In figura viene mostrata la differenza tra Statement, Decision e Path Coverage: 
 
     
 
Altre metriche sono le seguenti: 
 
 
2.1.6 Function Coverage  
 
Questa metrica riferisce se si invocano funzioni o procedure. E' utile durante un test preliminare per 
assicurare almeno una certa copertura in tutte le aree del programma. Evidenti, superficiali e 
grossolane deficienze vengono scovate velocemente. 
 
 
2.1.7 Basic blocks  
 
I blocchi base (basic block) sono sequenze lineari di istruzioni, che possono essere considerati come 
porzioni di codice che non hanno diramazioni nel flusso di controllo.  
L'inizio di un blocco base può essere una istruzione di selezione (if, switch), un'istruzione di 
iterazione (for, while, do..while), un'istruzione goto o un'etichetta.  
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La metrica basic block è fortemente legata alla copertura di tipo statement, ma è più semplice da 
misurare. Infatti, se viene lanciata un'eccezione durante l'esecuzione di un blocco base, le 




2.2 Perché lo statement coverage non è affidabile 
 
La statement coverage è una metrica di copertura del codice che ci dice se il flusso di controllo  ha 
raggiunto ogni statement eseguibile del codice sorgente almeno una volta. 
Ottenere una copertura su ogni parte del codice sorgente sembra essere un buon obiettivo. Ma la 
copertura di tipo statement non prende adeguatamente in considerazione il fatto che molte istruzioni 
(e di conseguenza molti bug) coinvolgono rami e decisioni. L'insensibilità dello statement coverage 
nel controllare le strutture tende a contraddire l’ipotesi della copertura di codice stessa: un test 
completo richiede il controllo di molte combinazioni di ramificazione e di condizione. 
In particolare, lo statement coverage non risulta corretto per testare i seguenti : 
−semplici statement if 
−operatori logici (&&, ||, ?:) 
−etichette consecutive di switch 
−decisioni di terminazione dei cicli 
−cicli do-while 
 
L’assunto fondamentale nel testare la copertura del codice è che per svelare bug, bisogna usare il 
più alto numero di percorsi possibili del codice. Più percorsi si controllano, più facilmente il test si 
espone a un bug. Un percorso, come detto, è una sequenza di rami (decisioni), o condizioni 
(predicati logici). Un path corrisponde ad un test case o ad un insieme di dati in ingresso. Nel testare 
la copertura del codice, i rami hanno molta più importanza rispetto ai blocchi che connettono. I bug 
di solito sono sensibili ai rami ed alle condizioni. Ad esempio, scrivere non correttamente una 
condizione, come i<=n piuttosto che i<n può causare un bug di sforamento (boundary). Lo statement 
coverage incoraggia a vedere il codice sorgente come blocchi di istruzioni relativamente importanti, 
incidentalmente connessi da rami. Quando si usa lo statement coverage, ci si può concentrare sul 
testing dei blocchi di codice e dimenticarsi della logica che li unisce e collega. 





2.2.1 Istruzioni if semplici 
 
Lo statement coverage  non riesce a gestire il test di istruzioni if semplici. Uno statement if  
semplice non ha una clausola else. Per ottenere una copertura completa di tipo statement basta 
controllare la decisione vera, ma non quella falsa. Non esiste nessun codice sorgente per il risultato 
falso, quindi lo statement coverage non può misurarlo. 
Se si esegue una istruzione if semplice con la decisione vera, non si sta testando l'istruzione if di per 
se. Si potrebbe eliminare l'istruzione if, lasciando il corpo (che altrimenti sarebbe eseguito in modo 
condizionale), e il risultato del testing sarebbe lo stesso. 
Semplici istruzioni if capitano in maniera frequente, quindi questo difetto presenta un rischio serio. 
 
Ad esempio, nel seguente codice C/C++: 
int* p = NULL; 
if (condizione) { 
 p = &variable; 
 *p = 1; 
} 
*p = 0; 
 
 
Senza un test case che valuta la variabile condizione con il valore falso, lo statement coverage 
dichiara questo codice pienamente coperto. In realtà, se la variabile condizione assumerà il valore 
falso, questo codice deferenzierà un puntatore nullo, producendo quindi un errore. 
 
 
2.2.2 Operatori Logici  
 
Lo statement coverage non riesce a gestire il testing di operatori logici, come  “&&”, “||” e “?:”. 
Inoltre non è in grado di distinguere il codice sorgente separato da operatori logici dal resto delle 
istruzioni. L'esecuzione di qualsiasi parte del codice in un'istruzione implica che lo statement 
coverage dichiari l'intera istruzione pienamente coperta. Quando gli operatori logici evitano calcoli 
non necessari (a causa del cosiddetto corto-circuito), lo statement coverage restituisce una 




Ad esempio, nel seguenze spezzone di codice C/C++, la funzione contiene un'istruzione con 
l'operatore logico or che potrebbe evitare l'esecuzione del resto dell'istruzione: 
 
void funzione(const char* stringa1, const char* stringa2 = NULL); 
... 
void funzione(const char* stringa1, const char* stringa2) 
{ 
 if (condizione || strcmp(stringa1, stringa2) == 0) 
 ... 
} 
Lo statement coverage dichiara questo codice pienamente coperto quando la variabile condizione 
vale “vero”. Se condizione vale “falso”, la chiamata a alla funzione strcmp preleva un argomento 
non valido, un puntatore a null, generando così un errore. 
 
 
2.2.3 Etichette di Switch Consecutive 
 
Lo statement coverage non segnala la necessità di avere dei test separati per le etichette di switch 
consecutive. Le etichette consecutive di switch non hanno istruzioni tra di loro. La copertura di tipo 
coverage esegue semplicemente il test con il codice successivo alle etichette. Il problema risiede 
nell'incompletezza del testing, in quanto la metrica di copertura assume che il valore controllato 
dal'istruzione switch sia irrilevante. In realtà, valori diversi in una espressione di controllo di uno 
switch possono riflettere diversi scenari di test anche se il valore viene gestito dallo stesso codice 
sorgente.  
Il seguente codice C++ usa un'istruzione switch per convertire codici di errori in stringhe: 
 
messaggio[E_ACCESSO] = "Permesso negato"; 
messaggio[E_NO_DISPOSITIVO] = "Nessun dispositivo"; 
messaggio[E_NO_DISPOSITIVO] = "Nessun file o directory"; // Dovrebbe essere E_NO_ENTITA 
... 




 printf("%s\n", messaggio[num_errore]); 
 31 
 break; 
Questo programma serve per anticipare tre errori diversi. La copertura di tipo statement viene 
soddisfatta con un solo errore, ad esempio num_errore = E_ACCESSO, considerando il test con 
questo valore allo stesso modo degli altri due, E_NO_DISPOSITIVO e E_NO_ENTITA. Tuttavia, 
questo codice inizializza in maniera non corretta la variabile messaggio con il valore 
E_NO_DISPOSITIVO due volte, ma messaggio non viene inizializzato per il valore di 
E_NO_ENTITA. Se si effettua il test con le chiamate a questi errori si trova il problema, ma lo 
statement coverage da solo non riesce a riconoscerlo. 
 
 
2.2.4 Decisioni di Terminazione dei Cicli  
 
La copertura di tipo statement non richiede di testare le decisioni di terminazione dei cicli, ma 
semplicemente ne chiama l'esecuzione del corpo. Se un ciclo termina con un'istruzione di break, 
questa carenza nasconde i test case che tendono a rivelare gli errori dovuti al controllo sullo 
sforamento (boundary)  di un solo valore (off-by-one). 
La seguente funzione C++ copia una stringa da un buffer all'altro. 
 
char output[100]; 
for (int i = 0; i <= sizeof(output); i++) { 
 output[i] = input[i]; 
 if (input[i] == '\0') { 




La decisione sulla terminazione del loop, i <= sizeof(output),  intende prevenire il traboccamento 
(overflow) del buffer di output. Si può raggiungere una copertura completa di tipo statement senza 
testare questa condizione. La decisione di overflow dovrebbe in realtà utilizzare l'operatore <  
piuttosto dell'operatore <=, in modo che un buffer overflow potrebbe presentarsi in una successiva 
fase. Si può ottenere una copertura completa di tipo statement di questo codice con qualsiasi stringa 







2.2.5 Ciclo Do-While 
 
Lo statement coverage non richiede di testare le iterazioni dei cicli do - while. Poiché i cicli  do – while 
vengono eseguiti almeno una volta, la metrica li vede come pienamente coperti  che si ripetano o 
meno. Se viene eseguito un ciclo do - while senza ripeterlo, non si sta testando il ciclo. Si potrebbe 
rimuovere il do - while senza ripetere l'istruzione che si dovrebbe altrimenti eseguire ripetutamente, e 
il testing avrebbe lo stesso risultato. 
Considerando la funzione C++ mostrata successivamente, che inizializza una stringa buffer con una 
stringa di ingresso: 
 
void inizializza_stringa(char* output, const char* input = "") 
{ 
 int i = 0; 
 do { 
  output[i] = input[i]; 
 } while (input[i] != '\0'); 
} 
 
Si può raggiungere una copertura di tipo coverage senza ripetere questo ciclo. Il test con una stringa 
di input di lunghezza nulla è sufficiente per lo statement coverage. Il problema è che il 
programmatore si è dimenticato di incrementare l'indice. Ogni stringa di lunghezza non nulla causa 
un ciclo infinito. 
 
Gli sviluppatori di software e coloro che effettuano i test usano lo statement coverage per la sua 
semplicità e disponibilità nella tecnologia di istrumentazione del codice sorgente. In effetti, lo 
statement coverage è la metrica più semplice in quanto richiede il minimo test per raggiungere una 
copertura completa. In aggiunta, è una metrica fondamentale nel senso che molte altre metriche di 
copertura strutturale includono lo statement coverage. Tuttavia non è la più semplice da capire e 
non è fondamentale per il buon testing. Infatti soffre di tutti i problemi visti precedentemente. 
In realtà, di tutte le metriche, è quella più debole.. Di solito si dovrebbe usare lo statement coverage 
solo se non c'è disponibile nient'altro, in quanto ogni altra metrica risulta migliore.   
Il lavoro di questa tesi si concentra sulla copertura di tipo decisionale, che risulta molto più 
affidabile di quella di tipo statement. In particolare, l'obiettivo è quello di ottenere una decision 
coverage del 100%. 
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2.3 Copertura del codice del 100% in termini di decision 
 
La copertura del codice è una metrica che ci dice quanto del codice sorgente di un'applicazione 
viene eseguito quando si lancia un test unitario per un'applicazione. Se il 100% delle linee del 
codice sorgente viene eseguito, si ha la copertura del 100% del codice. 
Ogni progetto deve scegliere una minima percentuale di copertura per i criteri di rilascio (release) 
basandosi sulle risorse di test disponibili e sull'importanza di prevenire malfunzionamenti futuri.  
In generale, dipende da varie cose: 
 
gli obiettivi di progetto a cui si sta lavorando 
il costo di un malfunzionamento 
il software o l'hardware che verrà utilizzato e il target di pubblico a cui è indirizzato 
le priorità delle persone con cui si lavora 
il modo con cui il software è progettato e scritto 
il tool di copertura del codice che si usa 
  
Chiaramente, il software critico per la sicurezza dovrebbe avere un obiettivo molto alto.  
Quando si sono perfezionati i test e si è raggiunto il livello di copertura desiderato, bisogna 
ricordarsi che la qualità del prodotto software non è garantita, è soltanto migliorata.  
Il più alto livello di produttività nel testing si ha quando si scoprono molti malfunzionamenti con il 
minimo sforzo. Lo sforzo (in termini di tempo) viene misurato in base alla necessità di creare i test 
case, aggiungerli agli altri già pronti ed eseguirli. Bisognerebbe usare una strategia che incrementi 
la copertura il più velocemente possibile, in modo tale da avere una elevata probabilità di trovare 
prima i problemi. 
Una strategia che in genere incrementa la copertura in maniera rapida è quella di ottenere per prima 
cosa una copertura dell'intero programma, prima di sforzarsi di ottenerla in una particolare area. Nel  
controllare brevemente ogni caratteristica del programma, si ha più probabilità di trovare ovvi e 
grossolani problemi prima, cioè si trovano possibili malfunzionamenti facilmente con un test 
minimo.  
Lo scopo di scrivere un test unitario è quello di assicurare che un'applicazione lavori come ci si 
aspetta. In teoria, più alta è la percentuale di copertura del codice, più alta è la qualità del codice. In 
pratica, sebbene il 100% di copertura del codice non garantisca che un'applicazione non abbia bug, 
la sicurezza nella qualità del codice aumenta in maniera significativa quando la copertura aumenta. 
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Tuttavia, ottenere una copertura del 100% risulta dispendioso. 
Uno dei più grandi vantaggi di avere una alto livello di confidenza nella copertura del codice è che 
si guadagna in agilità. Infatti, immaginiamo di avere una suite di test che dimostrano che il codice 
funziona come previsto. Quando un nuovo requisito viene aggiunto, bisogna cambiare alcune 
funzionalità all'interno dell'applicazione, e queste modifiche si possono effettuare subito senza 
temere le conseguenze, poiché i test informano sulle esatte conseguenze dei cambiamenti fatti. 
E' qui che entra in gioco l'agilità: si possono scrivere nuove release più spesso e con un più alto 
livello di confidenza nella qualità del codice. 
 
Una copertura del codice del 95% è un buon obiettivo, ma qualsiasi cosa inferiore al 100% è 
rischiosa. Se si testa fino al 95%, come si fa a sapere se la parte più complicata del codice sorgente  
è in quel 5% che ancora non è stata testato? 
Un'altra cosa importante risulta la progettazione per la testabilità (testability), in cui il codice 
sorgente deve essere progettato per questo scopo. 
Gli sviluppatori di solito non progettano per la testabilità ; questo è particolarmente vero quando 
non sono stati precedentemente dei tester. 
In generale, si dovrebbe impostare un livello di copertura elevato per il test unitario piuttosto che 
per il test di integrazione poiché un malfunzionamento a basso livello del codice può influenzare 




















Cantata++  è un programma che contiene un insieme di tool per la generazione automatica di test 
case ; si basa su Eclipse, un ambiente di sviluppo integrato (IDE - Integrated Development 
Environment).. 
E' stato progettato per soddisfare i requisiti dei linguaggi C e C++ e consente agli sviluppatori di 
codice di eseguire in maniera efficiente il testing unitario e di integrazione. Offre inoltre la 
possibilità di eseguire analisi statiche e di copertura. 
In questo modo incrementa la qualità dei programmi, riducendo i costi di supporto attraverso un più 
veloce e più automatizzato testing del ciclo di vita del software e decrementa il  time to market, cioè 
il tempo che intercorre dall'ideazione del prodotto software alla sua effettiva commercializzazione. 
La versione utilizzata in questo lavoro di tesi è la 5.1. 
Vediamo ora come creare un progetto, creare un modello di test case, mandarlo in esecuzione e 
analizzare i risultati ottenuti. 
 
 
3.1 Creazione di un progetto 
 
Per creare un progetto si eseguono i seguenti passi: 
•Cliccare su File > New > Managed Make C Project  per la creazione di un test per il 
linguaggio C, come mostrato in figura: 
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•Digitare il nome del progetto (e se necessario la directory): 
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•Cliccare su Next e assicurarsi che Executable  sia selezionato come tipo di progetto (Project 
Type) :  
 
                            
 
• Cliccare su Finish  
 
 
3.2 Abilitare Cantata++ 
 
Per usare Cantata++ per un progetto bisogna per prima cosa abilitare il tool. Per fare ciò basta 
cliccare con il tasto destro del mouse sul nome del progetto e cliccare su Cantata++ > Enable 
Cantata++ Builds nel menu contestuale. Se Cantata++ è stato abilitato per il progetto allora la 








Cantata++ può lavorare con diversi tipi di compilatori C, esiste un file di configurazione in cui 
inserire i dettagli. Per settare la configurazione per uno specifico progetto basta cliccare col tasto 
destro del mouse sul progetto e selezionare Cantata++ > Properties  ed aprire il tab General dal 
quale si potrà selezionare il compilatore desiderato. 
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• Nel tab Coverage si selezionano i tipi di copertura che vogliamo controllare: 
                        
 
Le metriche che useremo e che si riferiscono al test unitario sono Statement e Decision. 
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3.4 Modifica del Test Script 
 
Il test script appena creato ha bisogno di essere modificato affinchè il progetto possa essere 
analizzato e testato correttamente da Cantata++.  
Infatti, il testing del software consiste nell'attività di verifica che il software sotto test (SUT - 
Software Under Test) aderisca alle specifiche e ai requisiti. Quindi, i dati in ingresso devono essere 
definiti e i corrispondenti dati in uscita devono essere controllati dopo l'esecuzione dei test per 
controllare che il SUT si comporti correttamente. 
Poiché i test script sono dei file scritti in C o C++, è possibile modificarli completamente a mano 
utilizzando un semplice editor di testi oppure utilizzare l'ambiente di sviluppo integrato fornito da 
Cantata. 
E' proprio qui che entrerà in gioco il tool scritto per questa tesi: si cercherà di automatizzare 
la fase di modifica manuale del test case per ottenere una copertura di tipo decisionale del 
100%. 
Per fare questo, si utilizzerà parzialmente il modello (template) di test script generato da Cantata++, 
in modo da modificare opportunamente solo le parti di testo necessarie.  
 
 
3.4.1 Generare un modello per il test script  
 
Per generare un template di test script con Cantata++, basta selezionare il file sorgente contenente la 
classe o la funzione che deve essere testata, e dal menu contestuale cliccare con il tasto destro del 
mouse sul nome del file, e poi su Cantata++ > Generate Template Test Script : 
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Verrà creato un test script con lo stesso nome del file selezionato precedentemente e con l'aggiunta 
della stringa “test_” prima del nome. 
Il campo Type si riferisce al tipo di test script che verrà generato. Se il SUT è scritto in linguaggio C 
allora può essere solo Function, mentre per il C++ può essere sia Function che Class.   
L'opzione Test Case di default vale Test Case Per Function; in questo modo si creerà un test case 
specifico per ogni funzione o metodo all'inteno del codice sorgente del file. Ognuno di questi test 
case includerà l'inizializzazione dei dati e i controlli sulle funzioni in oggetto. Se invece verrà 
selezionata l'opzione Generic Test Case, il test script verrà creato con un singolo modello di test 
case senza inizializzazione dei dati o controlli. 
L'opzione Enable Stubbing/Wrapping creerà uno stub o un wrapper nel test script per ognuna delle 
entità chiamate dal SUT. Stub e wrapper sono delle funzioni particolari che servono per simulare il 
comportamento reale di altre funzioni, in modo tale da testare in maniera unitaria la funzione sotto 
esame senza interagire con le altre. Successivamente, nel test di integrazione verranno chiamate ed 
eseguite realmente tutte le varie funzioni. Per lo scopo di questa tesi,  non verranno presi in esame 
gli stub e i wrapper. 
Il campo Rule Set consente di selezionare la copertura del codice da aggiungere al test script; si 




3.4.2 Cosa contiene il test script generato 
 
Il file contenente il test script verrà automaticamente aggiunto al progetto. 
Quando si ispeziona il codice sorgente generato, si può notare che contiene diverse sezioni: 
• la prima, "Environment Definition" include i file di intestazione (cioè i file .h), 
l'inizializzazione delle variabili globali e dei prototipi delle funzioni per il SUT. 
• la seconda, "Coverage Analysis", contiene una funzione chiamata rule_set() che viene usata 
per applicare le richieste di copertura del codice della “Rule Set” selezionata 
precedentemente. 
• la sezione "Program Entry Point" contiene la funzione principale che risulta essere l'entry 
point per l'applicazione sotto test. Questa funzione contiene le chiamate alle direttive di 
logging responsabili della generazione dei risultati di output, assieme alla chiamata alla 
funzione run_tests(). 
• la sezione "Test Control" è responsabile dell'invocazione individuale delle chiamate ai test 
case e alle analisi di copertura.  
• "Test Cases" contiene i test per ogni singola funzione. 
• Infine, la sezione  "Stubs and Wrappers" contiene la definizione dei vari stub e wrapper. 
A seconda del codice sorgente e dei requisiti di copertura richiesti, queste sezioni dovranno essere 
opportunamente modificate dal tool. 
 
 
3.5 Eseguire i test e controllare i risultati 
 
Per mandare in esecuzione i test bisogna cliccare con il tasto destro del mouse sul progetto e 
selezionare Run As > Run Local C/++ Application .  
Un sommario dei risultati dei test viene mostrato alla fine dell'esecuzione come output della console 








3.6 Visualizzazione dei risultati 
 
Ci sono diversi modi per visualizzare i risultati dei test eseguiti da Cantata++, ma il modo più 
semplice è la visualizzazione dei file .ctr (C/C++ Test Result), che non è altro che un file di testo 
ASCII contenente i risultati dell'esecuzione del test. 
In particolare, il file CTR contiene una descrizione dettagliata di ogni test case seguito da un 
sommario complessivo dei risultati.  
 
Cliccando sul file .ctr verrà aperto un editor CTR il quale consente, tramite l'evidenziazione della 
sintassi, di localizzare facilmente i problemi riscontrati. 
In aggiunta, esistono le seguenti possibili visualizzazioni: 
• Test Result Explorer -  fornisce una visualizzazione ad albero dei risultati dei test  
• Coverage Result Explorer - fornisce una visualizzazione ad albero della copertura dei test   
• Coverage Viewer - consente di visualizzare il codice sorgente colorato in relazione alla   
        copertura raggiunta. 
• Report Viewer – consente la creazione di un file  XML come resoconto del progetto.  
Queste visualizzazioni possono essere aperte da Window > Show View > Other... e cliccando su 
Cantata++. 





3.7 Cosa dovrà fare il tool 
 
Nella sua forma basilare, un programma da testare consiste di un test script compilato e di un 
insieme di file sorgente compilati che vengono collegati assieme tramite le librerie di Cantata++ e  
le altre librerie di sistema necessarie, come mostrato in figura: 
 
 
Il tool oggetto di questa tesi si posiziona prima della compilazione e del collegamento del test script 





Il tool riceve in ingresso i file sorgenti, il test script precedentemente creato da Cantata++ e la 
grammatica ANSI C (di cui si parlerà nel successivi capitoli), e modifica opportunamente il test 
script stesso in modo da renderlo conforme ai requisiti di copertura di tipo decisionale del 100%.  
Per fare questo, il tool userà un parser per il linguaggio ANSI C che, in base alla grammatica 
opportunamente costruita, legge i file sorgenti e  costruisce l'albero di sintassi astratta; si userà 
successivamente un engine che riempirà le strutture dati necessarie, modificherà in maniera 
opportuna il test script e creerà un nuovo modello (template) di test script da dare in pasto a 
Cantata++.  
Nel prossimo capitolo vedremo una panoramica generale sui parser e, più in dettaglio, le 














Quando si progetta o si scrive del codice per un programma, molto spesso si usa uno dei moderni 
linguaggi di programmazione disponibili. Piuttosto che accollarsi il noioso lavoro di scrivere un 
programma usando le istruzioni usate dal processore, la logica e il comportamento di un programma 
vengono espressi usando termini abbastanza simili al linguaggio umano. Prima che il programma 
scritto venga compilato o interpretato, le informazioni contenute in esso devono essere divise in 
strutture del linguaggio. Questo processo viene chiamato parsing. 
Più formalmente, il parsing, detto anche analisi sintattica, è il processo atto ad analizzare un flusso 
continuo in input (letto ad esempio da un file o da una tastiera) in modo da determinare la sua 
struttura grammaticale grazie ad una data grammatica formale. 
Per grammatica formale si intende una struttura astratta che descrive un linguaggio formale in modo 
preciso; è cioè un sistema di regole che delineano matematicamente un insieme (di solito infinito) di 
sequenze finite (stringhe) di simboli tratti da un alfabeto (di solito finito). 
Un parser è un programma che trasforma le informazioni lette in ingresso in una struttura dati, 
tipicamente un albero (utilizzato per le successive elaborazioni), e mantiene la gerarchia con la 
quale i dati in ingresso vengono letti. 
Spesso il processo di analizzare il codice sorgente viene diviso in due componenti che lavorano 
assieme. Lo scanner, chiamato anche tokenizer o lexer, esegue l'analisi lessicale e divide la stringa 
di codice sorgente nelle parole riservate, nelle costanti, negli identificatori e nei simboli che sono 
definiti dal linguaggio. Dopo che l'informazione viene analizzata dallo scanner/tokenizer, viene  
creata una sequenza di token, che rappresentano le parti basilari del codice sorgente letto.  
Tale sequenza viene passata al parser, il quale esegue l'analisi sintattica e determina se la struttura è 
valida, cioè se risulta completa la regola di sintassi del linguaggio. 
Quando queste regole complete sono ridotte dal parser, viene creato un albero che si basa sulla 
grammatica del linguaggio e che rappresenta il programma. In questa forma, il programma è pronto 




Un esempio banale è mostrato nella figura seguente. 
 
                       
 
Dunque il parser, usato per eseguire l'analisi sintattica di una sequenza di token, viene usato in 
tandem con lo scanner, usato per creare quella sequenza. Molto spesso, però, ci si riferisce al parser 
come all'insieme di analizzatore lessicale e sintattico, come mostrato nella figura seguente. 
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4.1 Grammatica libera dal contesto 
 
La grammatica fornisce le regole che specificano la struttura di un linguaggio, indipendentemente 
dal significato. Le grammatiche vengono classificate a seconda della complessità della struttura che 
descrivono; la classe di grammatica libera dal contesto (CFG - Context Free Grammar ), detta 
anche grammatica non contestuale, è quella più usata per descrivere la sintassi dei linguaggi di 
programmazione. In questa classe, la categoria alla quale un token appartiene (ad esempio, 
identificatore, parola riservata) è ciò che interessa, rispetto allo specifico token (ad esempio, 
l’identificatore xyz).  
Tipicamente la grammatica non contestuale viene descritta con una notazione basata sulla forma 
normale di Backus-Naur (BNF - Backus Naur Form). Tale notazione divide la grammatica in una 
serie di regole, che vengono usate per descrivere come i token dei linguaggi di programmazione 
formino unità logiche.  
Nella forma di Backus-Naur le parole riservate e le categorie dei  simboli riconosciuti rappresentano 
i simboli terminali o terminals. Di solito, i terminals vengono lasciati senza una formattazione 
particolare o sono delimitati da apici singoli o doppi. Ad esempio: if, while, ‘=’ e identificatore. 
Le regole, invece, vengono rappresentate con i simboli non terminali o nonterminal che sono nomi 
di strutture. Tipicamente, i nonterminal sono delimitati da parentesi angolari, ad esempio: 
<statement> e <exp>.  
                             
Sia i terminal che i nonterminal vengono generalmente riferiti come symbols. Ogni nonterminal 
viene definito usando una serie di una o più regole, chiamate anche productions. Queste hanno il 
seguente formato:  
                                                            
dove N è un nonterminal e s è una serie di uno o più terminal e nonterminal.  Possono essere 
specificate diverse alternative per le regole nella forma di Backus-Naur. Per leggibilità, spesso le  
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regole sono raggruppate insieme e separate dal simbolo  ‘|’ (pipe)  che ha lo stesso significato della 
parola “or”. 
Ci sono  leggere variazioni, ma ogni notazione ha le seguenti proprietà: 
• Le regole iniziano con un singolo nonterminal. 
• Il simbolo non terminale è seguito dal simbolo “::=” che significa “viene definito come”. Il 
simbolo “::=” è spesso usato  in maniera intercambiabile con il simbolo “ ”. Entrambi 
hanno lo stesso significato. 
• Il simbolo “::=” è seguito da una serie di terminals e nonterminals. 
                    
Ad esempio, di seguito viene definita una regola chiamata <Value> che può contenere sia il 
simbolo terminale Identifier che il simbolo non terminale <Literal>. 
                                           
La regola <Literal> può contenere un simbolo terminale sia numero che stringa. Come risultato di 
questa definizione, un <Value> può essere un identificatore, un numero o una stringa. 
Le regole possono essere anche definite in maniera ricorsiva. La seguente regola definisce una serie 
di uno o più identificatori. 
                                             
 
 
4.2 Derivazioni e alberi di sintassi 
 
Esistono due modi per descrivere come una data stringa di codice sorgente può essere derivata dal 
simbolo iniziale della grammatica a cui si riferisce. Il modo più semplice è quello di elencare le 
stringhe consecutive di simboli, ottenuti espandendo le regole, cominciando dal simbolo di partenza 
e terminando con la stringa finale, e le regole che sono state applicate. Se introduciamo una 
strategia del tipo "sostituisci sempre per prima il simbolo non terminale della posizione più a 
sinistra" allora per le grammatiche libere dal contesto la lista di regole applicate alla grammatica è 
sufficiente da se. Questo tipo di tecnica è chiamata derivazione della posizione più a sinistra 
(leftmost derivation).  
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Per esempio, se consideriamo la stringa "a + a + b"  e la seguente grammatica: 
 
(1) S → S + S 
(2) S → a 
(3) S → b 
 
allora la derivazione più a sinistra è la lista [(1), (1), (2), (2), (3)]. 
Analogamente la derivazione più a destra è definita come la lista che si ottiene sostituendo sempre 
per prima il simbolo non terminale più a destra. In questo caso la lista diventa [(1), (3), (1), (2), (2)]. 
Questa distinzione tra derivazione più a sinistra e più a destra è importante perchè in molti parser la 
trasformazione dei dati di input è definita eseguendo un pezzo di codice per ogni regola di 
grammatica che viene eseguita ognivolta che la regola è applicata. Quindi risulta importante 
conoscere se il parser determina una derivazione più a sinistra o più a destra, poiché questo 
determina l'ordine con il quale quella parte di codice verrà eseguita. 
 
 
4.3 Algoritmi di Parsing 
 
L'obiettivo principale di un parser, dunque, è quello di organizzare una sequenza di token basandosi 
sulle regole di un dato linguaggio formale. Quando il parser accetta una sequenza di token, 
determina, basandosi su questa informazione, quando la rispettiva regola della grammatica è 
completa e verifica la correttezza sintattica della sequenza di token. Il risultato finale di questo 
processo è la cosiddetta "derivazione" (derivation), che rappresenta la sequenza di token organizzati 
seguendo le regole della grammatica. 
L'intero linguaggio, nell'insieme, è rappresentato attraverso un singolo simbolo non terminale 
chiamato start symbol. Spesso le informazioni di parsing vengono immagazzinate in un albero, 
chiamato albero di derivazione (derivation tree) dove il simbolo iniziale (start symbol) è il nodo 
radice (root).  
Questo può essere fatto essenzialmente in due modi: 
• Analisi top-down - Un parser può partire con il simbolo iniziale e cercare di trasformarlo 
nell'input. Intuitivamente, il parser parte dal più grande elemento e lo divide in parti sempre 
più piccole.  
 51 
• Analisi bottom-up - Un parser può partire con l'input e cercare di riscriverlo sino al simbolo 
iniziale. Intuitivamente, il parser cerca di trovare il simbolo più elementare, quindi elabora 
gli elementi che lo contengono, e così via.  
Ci sono due approcci distinti correntemente usati per implementare i parser. I parser LR sono 




4.3.1 LR / LALR Parsing 
 
Il parsing LR, o parsing Left-to-right Right-derivation , usa delle tabelle per determinare quando 
una regola è completa e quando devono essere letti token addizionali dal codice sorgente in input.  
I parser LR identificano sottostringhe che possono essere ridotte a simboli non terminali. A 
differenza dei parser ricorsivi discendenti (recursive descendent), i parser LR eseguono molto 
poche decisioni a runtime. Tutte le decisioni, infatti, si basano sul contenuto delle tabelle di parsing. 
I generatori di parser LR costruiscono queste tabelle analizzando la grammatica e determinando 
tutti i possibili stati che il parser può avere quando si effettua il parsing. Ogni stato rappresenta un 
punto nel processo di parsing, dove un certo numero di tokens è stato letto da una stringa sorgente e 
le regole si trovano in diversi stati di completamento. 
Ogni produzione in uno stato di completamento è chiamata "configurazione" e ogni stato 
corrisponde a un insieme di configurazioni. Ogni configurazione contiene un "cursore" che 
rappresenta un punto dove la produzione è completa. 
Il parsing LALR, o LookAhead LR parsing, è una variante del parsing LR in grado di limitare la 
dimensione delle tabelle. Come risultato, questo algoritmo è leggermente meno potente del parsing 
LR ma molto più funzionale. 
Spesso il numero di stati eliminati scegliendo l'algoritmo LALR invece che LR è enorme. Per 
esempio, il linguaggio di programmazione C ha 10,000 stati LR, ma con LALR questo numero 
scende a soli 350 circa. 
Tipicamente, gli algoritmi di parsing LR / LALR, vengono comunemente rappresentati usando un 
semplice grafo, anche se in una variante più complessa. Per ogni token ricevuto dallo scanner, 
l'algoritmo LR può scegliere tra quattro diverse azioni: Shift, Reduce, Accept e Goto.  
Per ogni stato, l'algoritmo LR controlla il successivo token nella coda di ingresso nei confronti di 
tutti i token che potrebbero arrivare in quella fase del parsing. Se il token è atteso, viene eseguito lo 
shift. Questa azione consiste nel posizionare il cursore oltre il token corrente. Il token viene rimosso 
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dalla coda di input e inserito nella pila del parser. Una riduzione (reduce) viene eseguita quando una 
regola è completa e pronta per essere rimpiazzata dal singolo simbolo non terminale che 
rappresenta. Essenzialmente, i token che fanno parte del cosiddetto "handle", cioè della parte destra 
di una definizione (come mostrato nella figura seguente), vengono estratti dalla pila del parser e 
rimpiazzati dai simboli non terminali della regole con l'aggiunta di informazioni riguardanti lo stato 
corrente nella macchina a stati LR. 
                                       
Quando una regola è ridotta, l'algoritmo salta (goto) nell'appropriato stato rappresentante il simbolo 
non terminale ridotto.Infine, quando il simbolo iniziale stesso è ridotto, l'input è sia completo che 
ridotto, e quindi può essere accettato (accept). 
 
 
4.3.2 Recursive Descent e LL parser  
 
I parser top-down analizzano la sequenza di token tracciando la derivazione sinistra (left-most-
derivation) della grammatica. In generale, ci sono due maggiori implementazioni del parsing top-
down: Recursive Descent parser e LL parser. 
I parser Recursive Descent, come suggerisce il nome, usano un algoritmo ricorsivo per tracciare 
possibili derivazioni diverse basandosi sulla sequenza di token. Di tutti gli approcci usati nel 
parsing, questa è quella più diretta e semplice da implementare manualmente (senza l'uso di un 
generatore di parser o di un ambiente di sviluppo).  
Essenzialmente, l'approccio utilizza una procedura per ogni simbolo non terminale nella 
grammatica. Ogni procedura è progettata per leggere i contenuti delle produzioni che essa 
rappresenta. La procedura o leggerà un token da una coda d'ingresso o chiamerà ricorsivamente 
un'altra procedura. Per esempio se la grammatica contiene la seguente produzione: 
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Il sistema di parsing conterrà una procedura per gestire lo statement "if". Si passerà quindi alla 
lettura del simbolo terminale "if", si chiamerà la procedura che gestisce "<Exp>", poi si leggerà il 
simbolo terminale "then", si chiamerà la procedura per "<Stms>" e, infine, si leggerà "end".  
Il secondo più importante approccio al parsing top-down è il parsing LL, o parsing  Left-to-right 
Leftmost derivation che, a differenza dei parser ricorsivi discendenti, non usa una ricorsione per 
tracciare le possibili derivazioni differenti per la sequenza di token. Invece, l'algoritmo usa una pila 
(stack) e inserisce ed estrae i membri a seconda nel successivo token che legge dalla pila d'ingresso. 
Essenzialmente, l'algoritmo di parsing LL analizza tutte le produzioni con gli stessi simboli non 
terminali che sono in cima alla pila. L'obiettivo è di rimpiazzare i simboli non terminali con l'handle 
di produzione e continuare il processo finchè non rimangono solo simboli terminali. Le tabelle sono 
costruite in modo tale che l'algoritmo conosce, in base al successivo token nella pila d'input, quale 
produzione usare. 
Sfortunatamente, i parser top-down non sono così performanti come i parser bottom-up. Sono 
possibili ottimizzazioni, ma la complessità a runtime incrementa in modo significativo. 
 
 
4.4 Automa a stati finiti deterministico 
 
Molti parser engine implementano uno scanner come un automa a stati finiti deterministico, o in 
breve DFA (Deterministic Finite Automaton). Come suggerisce il nome, un DFA è deterministico; 
ciò significa che da ogni dato stato c'è un solo percorso per ogni dato input, cioè non c'è ambiguità 
nella transizione di stato. Inoltre è finito, cioè c'è un numero fissato e ben noto di stati e transizioni 
tra gli stati. Infine, è un automa, quindi la transizione da uno stato all'altro è completamente 
determinata dall'input. 
Un DFA viene comunemente rappresentato con un grafo, cioè da un insieme di nodi collegati da 
archi. La figura seguente mostra un semplice automa a stati finiti deterministico che riconosce 
identificatori e numeri.   
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Per esempio, assumiamo che in input venga data la stringa "grafo". Dallo Stato 1, lo stato iniziale, il 
DFA si sposta allo Stato 2 quando viene letta la "g". Per i successivi 4 caratteri, "r", "a", "f", "o" il 
DFA continua il ciclo allo Stato 2. 
Per come è progettato, lo scanner cerca di abbinare (matching) la più lunga serie di caratteri 
possibili prima di accettare un token. 
 
I moderni parser bottom-up usano l'algoritmo LALR per analizzare la sintassi e un DFA per 
identificare diverse classi di token. Entrambi questi algoritmi sono semplici automi basati su tabelle 
per determinare le azioni da intraprendere e gli stati di transizione, e richiedono poca logica a tempo 
di esecuzione per operare. La complessità del sistema risiede, conseguentemente, nel calcolo di 
queste tabelle. 




4.5 YACC  
 
YACC è l'acronimo di Yet Another Compiler - Compiler, è stato sviluppato da Stephen Johnson 
all'AT&T e può essere usato per creare un parser usando i linguaggi di programmazione C e C++.  
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Come il nome stesso lascia intendere, YACC utilizza il paradigma compiler-compiler , in cui un 
programma generatore (lo YACC in questo caso) legge la grammatica di un linguaggio e produce 
un parser per quel linguaggio. 
YACC crea un programma C, con le tabelle di parsing compilate e un modulo engine dentro. Dopo 
che questo processo è completo, il nuovo programma C può essere compilato ed eseguito.  
Il termine YACC si riferisce a due compiler - compiler separati, "lex" e "yacc". Queste due 
applicazioni vengono usate per generare una differente parte del sistema di parsing e, a turno, usano 
diversi file di input con lo stesso formato generico, ma variando la semantica.  
L'applicazione "lex" genera un nuovo programma chiamato "lex.yy.c" il quale implementa il 
tokenizer usando un DFA. L'altra applicazione, " yacc", genera un nuovo programma chiamato 
"y.tab.c" che implementa l'algoritmo di parsing LALR. Una volta che ogni applicazione ha creato il 





Per gli sviluppatori che usano il C o il C++ su piattaforme UNIX, YACC è il tool ideale. Tuttavia, 
l’approccio che usa YACC ha diversi svantaggi che lo limitano nello sviluppo di moderni interpreti 
e compilatori. Lo svantaggio più evidente, quindi, è la limitazione dei linguaggi di programmazione 
usati per implementare il parser. Esistono diverse versioni di YACC che generano il parser in 
diversi linguaggi di programmazione, ma in ogni caso la definizione della grammatica non risulta 
direttamente portabile, perché contiene parti di codice scritte nel linguaggio del parser. 
Per ogni nuovo linguaggio di programmazione, un nuovo sistema deve essere sviluppato in modo 






4.6 GOLD Parser 
 
"GOLD" e’ l’acronimo per Grammar Oriented Language Developer, e viene rilasciato sotto licenza 
freeware, in particolare si basa sulla “zlib/libpng Open Source License Agreement”. La versione 
utilizzata è la 3.4.4. 
L’obiettivo principale di GOLD è quello di creare un sistema di parsing che possa supportare molti 
linguaggi di programmazione e, come risultato, creare una piattaforma di sviluppo consistente. 
Se il parser è in grado di supportare molti linguaggi di programmazione, il sistema non deve 
produrre informazioni limitate a un singolo linguaggio. Come risultato, il concetto di compiler – 
compiler non può essere più usato. Invece, l’informazione creata dal generatore di parser deve 
essere in grado di essere salvata in un file indipendente e usato successivamente dal parsing engine. 
Quindi, il sistema consisterà di due componenti distinte: il builder e l’engine. Il builder sarà 
l’applicazione principale e verrà usata per analizzare la descrizione della grammatica, creare le 
tabelle e fornire tutti gli altri servizi che sono di aiuto allo sviluppo del linguaggio. Le informazioni 
di parsing create dal builder verranno successivamente salvate in un file in modo che il parser 
engine può caricarle ed usarle. 
          
L’engine, quindi, leggerà le tabelle di parsing ed eseguirà il normale lavoro di run-time. Diverse 
versioni dell’engine possono essere create per diversi linguaggi di programmazione e ambienti di 
sviluppo integrati (IDE). 
Le tabelle di parsing consistono essenzialmente in un insieme di istruzioni per l'automa e, come 
risultato, possono essere usate da engine scritti in diversi linguaggi di programmazione. Poiché sia 
l'algoritmo LALR che il DFA sono semplici automi, è necessario uno sforzo di codifica minimo per 
creare diverse implementazioni dell'engine in diversi linguaggi di programmazione. 
 
Oltre a queste considerazioni di carattere generale, GOLD è stato scelto come parser per il 
lavoro di questa tesi perchè aveva già pronte le caratteristiche richieste:  
• Grammatica ANSI C. 
• Engine che costruisce l'albero di sintassi. 
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In realtà, la grammatica fornita è stata ampiamente rivista e modificata, e anche l'engine è 
stato modificato ai fini del tool, come meglio chiarito nel capitolo successivo.  
Riassumendo, una breve descrizione del ciclo di sviluppo di GOLD è la  seguente: 
1. Il primo passo è quello di scrivere la grammatica per il linguaggio che deve essere 
implementato. La descrizione della grammatica è scritta usando qualunque editor di testi, 
incluso quello fornito nel Builder.  
2. Una volta che la grammatica è completa, viene analizzata dal GOLD Builder. Durante 
questo processo, le tabelle di parsing LALR e DFA vengono costruite e viene riportata 
qualsiasi  ambiguità o problema con la grammatica. 
3. Dopo che la grammatica è stata analizzata, le tabelle vengono salvate in un file che verrà 
usato successivamente dall'engine. A questo punto, il GOLD Builder non è più necessario, 
avendo completato tutti i suoi compiti. 
4. Le tabelle di parsing vengono lette dal parser engine. Questo può essere un modulo .NET, 
un programma scritto in C o un engine parsing implementato in un qualunque linguaggio di 
programmazione. 
5. Il codice sorgente viene analizzato dal parser engine e viene costruito l'albero di parsing. 
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4.7 Confronto tra GOLD e YACC 
 
Essenzialmente, Gold differisce dal classico parser YACC in due punti fondamentali: 
 
• Il parser engine e le tabelle sono separate.  
• GOLD è indipendente dal linguaggio di implementazione. 
 
Per quanto riguarda il primo punto, c'è da dire che una delle differenze chiave tra YACC e GOLD è 
proprio come la grammatica viene usata in congiunzione con il codice sorgente. A differenza di 
YACC, il quale combina codice sorgente C e costrutti grammaticali, GOLD separa il parser engine 
dal codice da cui ricava le tabelle informative. Invece di integrare la descrizione della grammatica 
nel codice sorgente C, GOLD legge la grammatica da un file separato e successivamente genera le 
tabelle. In seguito, le tabelle ricavate possono essere salvate in un file binario separato che potrà 
essere usato successivamente. Questo consente agli sviluppatori di costruire la grammatica su di una 
singola piattaforma, e quindi usare questo file binario per sviluppare il compilatore o l’interprete su 
di un’altra. Per esempio, uno sviluppatore può usare il GOLD Builder per analizzare una 
grammatica su di un sistema x86 e successivamente usare il file binario su UNIX, Mac, Linux, ecc.. 
Poiché gli algoritmi DFA e LALR sono semplici, creare un engine di parsing su un’altra 
piattaforma può essere portato a termine con un minimo sforzo di codifica. 
Il secondo punto  riguarda il fatto che GOLD è indipendente dal linguaggio.Quando la grammatica 
è compilata e salvata in un file dal GOLD Builder, i dati esistono in maniera indipendente da ogni 
particolare linguaggio di programmazione. Come risultato, il parser engine che carica questo file 

















Il tool è stato sviluppato utilizzando il linguaggio di programmazione ANSI C. L'ambiente di 
sviluppo utilizzato è Microsoft Visual C++ 6.0. 
Il tool processa un file sorgente e un template di test script e genera automaticamente il set di test di 
unità che realizzanno una copertura del 100% in termini di decision per il file sorgente di input. 
 
Input del tool:  
 
1. Il file contenente le tabelle di grammatica ANSI C compilata.  
2. Il file sorgente di cui si vuole generare il test script con copertura decisionale del 100%. 
3. Il file generato da Cantata e contenente lo scheletro (template) di test script. 
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Output del tool: 
 
Il file contenente il set di test di unità per una copertura di tipo decisionale del 100%. 
 
 
5.1 Modifiche alla grammatica ANSI C di GOLD 
 
La grammatica utilizzata, input del GOLD Parser Builder, è quella relativa al linguaggio ANSI-C 
[6], disponibile sul sito web del progetto GOLD Parser [7], con le seguenti modifiche: 
• Aggiunta gestione per gli array multidimensionali. 
• Aggiunta gestione per la dichiarazione e la definizione delle istruzioni typedef struct. 
• Aggiunta gestione per la dichiarazione e la definizione delle istruzioni struct con etichette e 
variabili. 
• La definizione di cifra decimale è stata leggermente modificata in modo da non venire 
confusa con quella di cifra ottale. 
• L'istruzione return è stata aggiornata per poter gestire il caso di return senza argomenti. 
• Aggiunta gestione per la dichiarazione di funzione senza il void. 
• L'istruzione sizeof è stata modificata per poter gestire i valori letterali.  
• Sono stati aggiunti i tipi definiti dall'utente, poiché non gestiti affatto.  
• Sono state aggiunte le istruzioni relative a cast con tipi definiti dall'utente. 
 
La grammatica è stata oggetto di un'attenta analisi; si sono presentati e corretti i seguenti errori, che 
si presentano frequentemente quando si scrive una grammatica usando gli algoritmi LALR:  
 
• Conflitto di tipo Reduce-Reduce. 
• Conflitto di tipo Shift-Reduce. 
 
Ricordiamo che l'insieme di lookahead è usato dagli algoritmi che costruiscono le tabelle di LALR 
per determinare quando "ridurre" (reduce) una regola. Quando una configurazione è completa, cioè 
il cursore è oltre l'ultimo simbolo, l'algoritmo LALR riduce la regola per ogni token nell'insieme.  
Quando un token è letto da un algoritmo LALR, tale algoritmo cerca il token all’interno dello stato 
corrente e di conseguenza esegue l'azione associata. Se esiste una entry nella tabella di parsing con 
un'azione di "shift", il sistema inserirà il token in una pila interna e salterà nello stato specificato. Se 
 61 
viene trovata una azione "reduce", la regola associata viene ridotta e passata al programma 
principale. Se il token non viene trovato nello stato corrente, si verifica un errore di sintassi. 
Naturalmente, ci può essere una sola azione per ogni dato stato. Per esempio, se un simbolo 
terminale contiene la parola riservata "while", solo una entry per "while" può esistere nello stato.  
 
Un errore del tipo Reduce-Reduce si presenta quando una grammatica consente a due o più regole 
diverse di essere "ridotte" allo stesso tempo, per lo stesso token; in altre parole, questo errore si 
presenta quando la stessa regola è raggiunta da più di un percorso. 
Quando questo succede, la grammatica diventa ambigua poiché un programma può essere 
interpretato in più di un modo. La soluzione consiste nella modifica della grammatica, in modo da 
avere un solo percorso. 
 
Il conflitto Shift-Reduce è il tipo di conflitto più comune che capita quando si scrive una 
grammatica. Avviene quando la grammatica consente ad una regola di essere ridotta per un 
particolare token, ma, allo stesso tempo, consente ad un'altra regola di essere “shiftata” per quello 
stesso token; di conseguenza, il sistema non sa se fare uno shift o un reduce per un dato token. 
Come risultato, la grammatica è ambigua poiché un programma può essere interpretato in più di un 
modo. Questo errore è spesso causato da definizioni ricorsive della grammatica, in quanto il sistema 
non riesce a determinare quando una regola è completa e un'altra è appena cominciata.  
Le versioni 2.4 e successive del GOLD Parser Builder risolvono automaticamente i conflitti Shift-
Reduce non "riducendo" quando ciò potrebbe causare un conflitto. Questa è lo stesso 
comportamento del compiler-compiler YACC.  E' molto conveniente controllare attentamente 
questi stati per determinare se lo shift è l'azione voluta; la modifica della grammatica può, in 
definitiva, risolvere il conflitto.  
Ad esempio, il problema conosciuto come Hanging-Else (in cui è presente un conflitto shift-
reduce) ci fa comprendere molto bene quale complessità si nasconde in una grammatica molto 
semplice: 
             
Quando questa grammatica è analizzata dal GOLD Parser Builder (o da ogni altro programma 
simile) si presenta un problema nella tabella relativa al LALR. In particolare, si verifica un errore di 
tipo shift-reduce quando il parser raggiunge l'opzione else dell'istruzione if-then. 
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Questo tipo di errore è causato dall'ambiguità nella stessa grammatica; infatti, il parser non sa se 
può ridurre la regola o inserire un token nella pila del parser. Vediamo di capire perché questa 
grammatica è ambigua; consideriamo uno spezzone di codice sorgente molto semplice, dove E_1 ed 
E_2 sono espressioni, mentre I_1 e I_2 rappresentano istruzioni che non contengono if: 
 
                  
Questo codice sorgente può essere interpretato in due modi distinti dalla grammatica. La prima 
interpretazione collega l'else con il primo if: 
 
                  
 
La seconda interpretazione abbina l'else con la seconda istruzione if: 
 
                  
 
L'approccio usato per risolvere il problema consiste nel modificare la grammatica in modo da 
limitare l'istruzione else, rimuovendo l'ambiguità. Più precisamente, vengono dichiarati due livelli 
di istruzioni con il secondo gruppo, ristretto, usato solo nella clausola then dell'istruzione if-then-
else. Questo gruppo ristretto è completamente identico al primo con una sola eccezione: è 
consentita solo la variante if-then-else dell'istruzione if, come mostrato in figura: 
             
Ciò, sfortunatamente, aggiunge ulteriori regole, ma è il prezzo da pagare per tale grammatica. 
In appendice A è presente il codice completo relativo alla grammatica. 
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5.2 Il file contenente la grammatica compilata 
 
Uno degli obiettivi principali del parser GOLD è quello di supportare molti linguaggi di 
programmazione; per ottenere ciò, la metodologia usata per costruire le tabelle di parsing è 
logicamente indipendente dagli algoritmi che eseguono il parsing. 
Dopo avere costruito le tabelle, queste ultime possono essere salvate in un file con estensione .cgt, 
che è l’acronimo di Compiled Grammar Table. Tale file è indipendente dalla piattaforma e dal 
linguaggio utilizzato. Vediamo più in dettaglio il formato di tale file e il suo contenuto. 
 
Il formato del file è piuttosto semplice: 
                     
La prima struttura dati memorizzata nel file è il File Header che contiene il nome e la versione del 
programma; in particolare, questa versione del GOLD Parser contiene la stringa “Gold Parser 
Tables/1.0”. 
I Record hanno il seguente formato: 
        
Ogni record comincia con un byte contenente il valore 77. Questo numero rappresenta il codice 
ASCII per la lettera “M”, sigla di multitype. Questo è il solo tipo di record memorizzato nel file. 
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Dopo il primo byte, ci sono due interi senza segno memorizzati su due byte che contengono il 
numero totale di entry nel record. Questo valore non rappresenta il numero di byte che seguiranno, 
ma il numero di diversi tipi di dati immagazzinati 
Ogni riga multitipo può contenere una entry di tipo Boolean, Byte, Empty, Integer, e String; la 
figura seguente mostra più in dettaglio i vari tipi: 
 
 
L’entry “Empty” consiste semplicemente di un byte identificativo contenente il valore 69, il codice 





L’entry “Byte” è preceduto da un singolo byte contenente il valore 98, il codice ASCII per ‘b’. Il 
byte successivo contiene le informazioni immagazzinate nell’entry. Questo è un metodo piuttosto 
inefficiente di memorizzare i numeri poiché c’è overhead; ma, nel caso di numeri piccoli, si 
guadagna un byte se confrontato con un entry di tipo intero.  
 
 
L’entry “Boolean” è preceduto da un singolo byte contenente il valore 66, il codice ASCII per ‘B’. 
La struttura è identica a quella di “Byte”, ad eccezione del secondo byte che contiene ‘1’, per il 





E’ l’entry più usato per immagazzinare informazioni nel file .cgt. Dopo il byte identificativo, viene 
memorizzato un intero usando il formato Little-Endian, cioè il byte meno significativo è 
memorizzato per prima. 
 
 
L’entry “String” è preceduto da un byte contenente il valore 83, il codice ASCII per ‘S’. Segue una 
sequenza di 1 o più caratteri terminati da Null. 
 
 
5.2.1 Contenuto del file 
 
Le informazioni relative alla grammatica compilata vengono memorizzate utilizzando otto diversi 
tipi di record: 
• Parameters, utilizzato solo una volta in tutto il file, contiene informazioni relative al nome, 
alla versione e all’autore della grammatica, così come un campo in cui viene specificato il 
simbolo di partenza, entry-point, e se la grammatica è case sensitive o meno. 
• Table Counts, che contiene il numero di simboli e di regole del linguaggio, e il numero di 
stati degli algoritmi LALR e DFA. 
• Initial States, usato solo una volta in tutto il file, memorizza gli stati iniziali delle tabelle di 
LALR e DFA. 
• Symbols, contenente l’indice, il nome del simbolo, così come il tipo, che può essere uno tra 
terminal, nonterminal, whitespace, line-comment, error e end-of-file. 
• Character Set Table, che viene usata dalla tabella di stato dell’algoritmo DFA per 
memorizzare i caratteri validi. 
• Rule Table, contenente l’indice della regola, il simbolo non terminale da cui deriva, e i 
simboli, sia terminali che non terminali, che definiscono la regola. 
• DFA State e LALR State, infine, memorizzano tutte le informazioni relative agli algoritmi 
DFA e LALR. 
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5.3 Estensione dell’engine di GOLD per la generazione del codice di 
test 
 
Il tool oggetto della tesi utilizza un parser engine per leggere il file contenente la grammatica 
compilata e creare l’albero di sintassi astratta. Si è utilizzato l’engine scritto da Justin Holmes e 
Paul Hulskamp [8], e si è provveduto a espandere il codice sorgente dell’engine per la 
generazione di codice di test allo scopo di una copertura decisionale del 100%.  
 
In particolare, l’engine “modificato” è ora in grado di: 
1. Creare una lista contenente le funzioni lette nel file sorgente. Tale lista, il cui codice 
sorgente è mostrato in Appendice C, contiene i seguenti campi: 
 
FUNC_NAME: nome della funzione in esame. 
HEAD: puntatore alla testa della lista. 
TAIL: puntatore alla coda della lista. 
 
Ogni nodo della lista contiene: 
 
TYPE: enumerato che rappresenta il tipo di simbolo, cioè terminale o non terminale. 
SYMBOL_NAME: il nome del simbolo, ad esempio “Identificatore” o “istruzione if”. 
TOKEN_LEXEME: il nome del token, ad esempio l’identificatore “xyz”. 
NEXT: puntatore al nodo successivo. 
       
      Per creare la lista viene utilizzata una funzione ricorsiva, presente nell’engine originale del  
      GOLD Parser. 
 
2. Copiare il file contenente lo scheletro di test driver generato da Cantata in un buffer di 
dimensioni doppie. Tale buffer ha visibilità globale.  
 
3. Cercare nel buffer precedentemente creato i test case, utilizzando come criterio di ricerca il 
nome della funzione memorizzato nella lista. Tali test case verranno ricopiati in apposite 
strutture dati, con visibilità globale.  
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4. Scansionare il codice sorgente memorizzato nelle liste e nei test case; attualmente viene 
gestito solo il caso in cui all'interno dell'if ho un parametro attuale, che Cantata avrà 
inizializzato a “NOT_SET”.  
Il test case originale verrà modificato creando due test case distinti, uno con il valore 
della variabile interna al costrutto if  incrementato, l'altro con quello decrementato.  
 
5. Creare, come output finale, un file con lo stesso nome del file scheletro generato da Cantata 
ma con preposto "Parsed_" e ricopiargli i  nuovi test case che avranno copertura decisionale 
del 100%. Inoltre, per ogni funzione di cui si è creato un nuovo test case, verranno 
modificate le sezioni, specificate nel paragrafo 3.4.2, relative ai prototipi per le funzioni 
(sezione Environment Definition) e a quelle del controllo (Test Control), con l’inserimento 
dei nuovi nomi delle funzioni, costituiti dal nome originale della funzione stessa e da un 
numero progressivo. 
 
In appendice D è presente il codice sorgente relativo ai punti 2,3,4 e 5. 
 
 
5.4 File del tool sviluppato 
 
Il tool è composto dai seguenti file: 
main.c -   File principale. 
parser.c  -   Implementazione del parser. 
parser.h  -   File header del parser. 
test_drv_gen.c  -  File contenente le funzioni per la generazione di test driver con copertura                  
decisionale del 100%.   
test_drv_gen.h -  File header contenente le costanti, i tipi e i prototipi delle funzioni pubbliche 
del generatore di test driver. 
gram.grm  -   Grammatica ANSI C. 
gram.cgt    -  File contenente le tabelle di grammatica compilata. 
Reame.txt   -   File di testo con informazioni generiche sul programma. 
In appendice è presente il codice completo relativo alla grammatica (gram.grm), al file principale 
(main.c) e ai due file contenenti le funzioni per la creazione di test driver con copertura decisionale 
del 100% (test_drv_gen.c e test_drv_gen.h).  
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5.5 Esempio applicativo 
 
Consideriamo ora un semplice esempio in cui il file sorgente “Demo”contiene due funzioni, demo1 




Il tool effettua il parsing del precedente file sorgente e crea il relativo albero di sintassi astratta. 
Riconosce le due funzioni, Demo1 e Demo2, e crea di conseguenza due liste, una per ogni funzione, 
i cui nodi rappresentano i simboli terminali incontrati.  
Dopodiché memorizza in un buffer di dimensioni doppie il file contenente lo scheletro di test driver 
generato da Cantata, in modo da modificarlo successivamente.  
Tale file template creato da Cantata contiene diversi campi, come specificato nel paragrafo 3.4.2; le  





Cantata, come si vede dallo spezzone di file precedente, crea solo uno scheletro di test driver. Il 
tool, scansionando le liste create precedentemente, riconosce che la funzione demo1 ha all’interno 
dell’istruzione if  i simboli terminali “param1 > 5” e di conseguenza creerà due distinti test case per 
la funzione:  
1. Uno nel quale param1 verrà settato al valore 4, cioè decrementato di uno. 
2. L’altro nel quale param1 varrà 6, cioè incrementato di uno. 
Modificherà, inoltre, lo scheletro di test driver contenuto nel buffer nei seguenti punti: 
• nella parte relativa ai prototipi per le funzioni, nella sezione Environment Definition, inserendo  
i nuovi nomi della funzione demo1: demo1_0 e demo1_1, 
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• ricopierà le sezioni  Coverage Analysis e Program Entry Point, poiché non dovranno essere 
modificate, 
• modificherà la sezione Test Control, inserendo i nuovi nomi demo1_0 e demo1_1, 
• inserirà nella sezione Test Cases i nuovi test case creati precedentemente, cioè quelli con 
param1 settato a 4 e a 6, 
• ricopierà la sezione Stubs and Wrappers, poiché da non modificare. 
 
Lo stesso dicasi per la funzione demo2. 
 
Il buffer a questo punto viene ricopiato in un file, che ha lo stesso nome del file originario, 
“test_demo.c”, ma con anteposto “Parsed_”: Parsed_test_demo.c 




Il file contenente il test script per la copertura di tipo decisionale del 100% a questo punto è pronto; 
può essere quindi usato da Canatata++, che si occuperà di compilarlo assieme al file sorgente, e di 
collegarlo con le librerie di sistema e quelle necessarie al test unitario, al fine di mandarlo in 











L’azienda presso cui è stata svolta questa tesi, la Intecs S.p.A. di Pisa, esegue le attività di Unit Test 
su software scritto in ANSI C, con l’ausilio del tool Cantata++ v.5.1. 
 
In ambito Unit Test, lo sviluppo dei test di copertura per ottenere una Decision Coverage del 100% 
si presta ad essere automatizzato in quanto consiste nell’ispezione del codice sorgente, e quindi 
nell’opportuna creazione e inizializzazione di variabili e funzioni. 
 
Il tool sviluppato ha consentito di ridurre i tempi di implementazione dei test di copertura, in quanto 
abbatte il tempo necessario al tester per modificare manualmente il test script.  
 
Con l’automatizzazione di questa fase, l’azienda è in grado di ridurre notevolmente i tempi 






















File “gram.grm”  
 
! ----------------------------------------------------------------------- 
! ANSI C 
! 
! The C programming language evolved at Bell Labs from a series of  
! programming languages: 'CPL', 'BCPL', and then 'B'. As a result, C's 
! development was a combined effort between Dennis Ritchie, Ken Thompson, 
! and Martin Richards.   
! 
! C was designed for the creation and implementation of low-level systems 
! such as operating systems, device drivers, firmware, etc... To realize  
! this goal, the language contains the ability to perform operations  
! directly on memory and has direct access to system pointers. While this  
! gives an enormous amount of control and flexibility, it also makes C a  
! professional programming language - not to be used by an inexperienced 
! programmer. 
! 
! C (and later C++) quickly became the de facto standard for developing 
! operating systems, applications and most other large projects. UNIX as  
! well as Windows, Linux, and Mac-OS X were developed using this  
! language (and its successors). 
! 
! More information is available at Dennis Ritchie's website: 
!     http://cm.bell-labs.com/cm/cs/who/dmr/ 
! 
! The C grammar is inherently ambigious and requires a large number of 
! LALR(1) states to parse. As a result, the time required by the GOLD  
! Parser Builder to compile this grammar is extensive. 
!  
! C is not a line-based grammar with the notable exception of compiler 
! directives (which are preceeded by a '#' character). These are usually not 
! handled directly by the actual parser, but, rather, the pre-processor.  
! Before the program is analyzed by the parser, C compilers scan the code and 




! This grammar does not contain the compiler directives. 
! 
! Note: This is an ad hoc version of the language. If there are any flaws,  
! please visit the contact page and tell me. 
! 
! SPECIAL THANKS TO: 
!     BOB MEAGHER 
!     MIKE WISDOM 
!     VLADIMIR MOROZOV 
!     TOM VAN DIJCK 
! 
! Modified 06/14/2002 
!   * The correct definition for "return" was added. Thanks to Bob Meagher. 
!   * Added the missing rules for labels, storage specifications, etc... 
!     which were left out. Thanks to Mike Wisdom for calling this to 
!     my attention. 
! 
! Modified 06/21/2002 
!   * I fixed an error in the grammar for declaring functions.  
! 
! Modified 06/15/2003 
!   * Vladimir Morozov fixed an error for calling functions with no parameters 
! 
! Modified 01/31/2004 
!   * Tom van Dijck found a bug in the grammar concerning variable  
!     initialization. 
! 
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! Modified 04/26/2004 
!   * Some errors in the grammar were fixed. 
! 
! Modified 01/19/2005 
!   * The definition for comments was modified. In ANSI C, block comments 
!     cannot be nested. As a result, they are defined using the whitespace 
!     terminal. 
! 
! Modified 03/28/2007 
!   * The commented-out definition for non-nested comments was updated. The 




"Name"    = 'ANSI C'  
"Version" = '1973' 
"Author"  = 'Dennis Ritchie, Ken Thompson, Martin Richards'  
"About"   = 'C is one of the most common, and complex, programming languages in use 
today.' 
 
"Case Sensitive" = True 
"Start Symbol"   = <Decls> 
 
{Hex Digit}      = {Digit} + [abcdefABCDEF] 
{Oct Digit}      = [01234567] 
 
{Id Head}        = {Letter} + [_] 
{Id Tail}        = {Id Head} + {Digit} 
 
{String Ch}      = {Printable} - ["] 
{Char Ch}        = {Printable} - [''] 
 
DecLiteral       = 0 | [123456789]{digit}*  ! Modified: Declaration of DecLiteral "0"  
                                              (es: int i = 0;) no longer recognized as  
                                               OctLiteral. 
OctLiteral       = 0{Oct Digit}* 
HexLiteral       = 0x{Hex Digit}+ 
FloatLiteral     = {Digit}*'.'{Digit}+ 
 
StringLiteral    = '"'( {String Ch} | '\'{Printable} )* '"' 
CharLiteral      = '' ( {Char Ch} | '\'{Printable} )'' 
 







Comment Start = '/*' 
Comment End   = '*/' 
Comment Line  = '//' 
| '#' ! Modified: compiler directives are still not handled, they are 
        simply commented. 
 
! Typically, C comments cannot be nested. As a result, the  
! Comment Start and Comment End terminals cannot be used. 
! 
! To implement non-nested comments, the whitespace terminal is 
! modified to accept them. In the definition below, Whitespace  
! is defined as one or more {Whitespace} characters OR a series 
! of characters delimited by /* and */. Note that the characters 
! between the two delimiters cannot contain the */ sequence.  
! 
! Uncomment the following to prevent block commments. Make sure  
! to comment the Comment Start and Comment End definitions. 
! 
! {Non Slash}     = {Printable} - [/]   
! {Non Asterisk}  = {Printable} - [*] 
!  
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!Whitespace     = {Whitespace}+    




<Decls> ::= <Decl> <Decls> 
          | 
 
<Decl>  ::= <Func Decl> 
          | <Func Proto> 
          | <Struct Decl> 
          | <Union Decl> 
          | <Enum Decl> 
          | <Var Decl>     
          | <Typedef Struct Decl>  ! Modified: added to support typedef struct 
          | <Typedef Decl> 
                        
! =================================================================== 
! Function  Declaration 
! =================================================================== 
 
<Func Proto> ::= <Func ID> '(' <Types_except_void> ')' ';'    
               | <Func ID> '(' <Params> ')' ';' 
               | <Func ID> <VoidParam> ';'   
                
 
<Func Decl>  ::= <Func ID> '(' <Params>  ')' <Block> 
               | <Func ID> '(' <Id List> ')' <Struct Def> <Block> 
               | <Func ID> <VoidParam> <Block>       
 
<VoidParam>  ::= '(' 'void' ')' 
               | '(' ')' 
 
<Params>     ::= <Param> ',' <Params> 
               | <Param> 
                
<Param>      ::= const <Type_except_void> Id  ! Modified: added to support param  
                                                const type except void  
               |       <Type_except_void> Id  ! Modified: added to support param  
                                                type except void 
               |  <Param User Type >     ! Modified: added to support user types 
             
! ******************************************************************** 
! Begin tweak: support type except void 
! ********************************************************************                
<Types_except_void>      ::= <Type_except_void>  ',' <Types_except_void> 
                           | <Type_except_void>  
! ******************************************************************** 
! End tweak: support type except void 
! ******************************************************************** 
    
<Id List>    ::= Id ',' <Id List> 
               | Id 
 
<Func ID>    ::= <Mod> <Type> Id 
               | <Type> Id 
               | <Mod> <Func User Type>  ! Modified: added to support user types 
               | <Func User Type> 
               | <Mod> Id 
               | Id 
 
<Param User Type> ::= Id <Pointers> Id   ! Modified: added to support user types 
 
<Func User Type> ::= Id Id               ! Modified: added to support user types 
        
 
! =================================================================== 




<Typedef Decl> ::= typedef <Type> ID ';' 
 
! ****************************************************************** 
! Begin tweak: support typedef struct  and support struct with  
! tag e variables - declaration 
! ****************************************************************** 
 
<Typedef Struct Decl> ::= typedef <Struct Decl> 
 
<Struct Decl>  ::= struct Id '{' <Struct Def> '}' <Var> <Var List> ';'    
                 | struct Id '{' <Struct Def> '}'  ';' 
 
! ****************************************************************** 
!  End tweak: support typedef struct  and support struct with  
! tag e variables - declaration 
! ****************************************************************** 
 
<Union Decl>   ::= union Id '{' <Struct Def> '}'  ';'  
 
<Struct Def>   ::= <Var Decl> <Struct Def> 
                 | <Var Decl> 
 
! =================================================================== 
! Variable Declaration 
! =================================================================== 
 
<Var Decl>     ::= <Mod> <Type> <Var> <Var List>  ';' 
                 |       <Type> <Var> <Var List>  ';' 
                 | <Mod>        <Var> <Var List>  ';' 
                 | <User Var Decl> 
 
! ******************************************************************** 
! Begin tweak:support user types (e.g.:"typedef unsigned char U8BIT;" 
!              in a header file and use "U8BIT a;" in a source file). 
! ******************************************************************** 
<User Var Decl> ::=  <Mod>   Id '*' <Var> <Var List>  ';'    
                  |  <Mod>   Id     <Var> <Var List>  ';' 
                  |          Id <Var> <Var List>  ';' 
! ******************************************************************** 
! End tweak: support user types 
! ******************************************************************** 
              
! ******************************************************************** 
! Begin tweak: support multi-dimensional array 
! ******************************************************************** 
<Var>      ::= ID <Arrays> 
             | ID <Arrays> '=' <Op If>  
 
<Arrays>    ::= '[' <Expr> ']' <Arrays> 
             | '[' ']' <Arrays> 
             | 
! ******************************************************************** 
! End tweak: support multi-dimensional array 
! ******************************************************************** 
 
<Var List> ::=  ',' <Var Item> <Var List> 
             |  
 
<Var Item> ::= <Pointers> <Var> 
 
              
<Mod>      ::= extern  
             | static 
             | register 
             | auto 
             | volatile 







<Enum Decl>    ::= enum Id '{' <Enum Def> '}'  ';' 
  
<Enum Def>     ::= <Enum Val> ',' <Enum Def> 
                 | <Enum Val> 
 
<Enum Val>     ::= Id 
                 | Id '=' OctLiteral 
                 | Id '=' HexLiteral 







<Type>     ::= <Base> <Pointers>  
 
<Type_except_void> ::= <Base_except_void> <Pointers> ! Modified: support type except void 
 
 
<Base>     ::= <Sign> <Scalar> 
             | struct Id 
             | struct '{' <Struct Def> '}'  
             | union Id 
             | union '{' <Struct Def> '}'  
             | enum Id   
 
! ******************************************************************** 
! Begin tweak: support base type except void 
! ******************************************************************** 
<Base_except_void> ::= <Sign> <Scalar_except_void> 
             | struct Id 
             | struct '{' <Struct Def> '}'  
             | union Id 
             | union '{' <Struct Def> '}'  
             | enum Id  
! ******************************************************************** 
! End tweak: support base type except void 
! ******************************************************************** 
 
<Sign>     ::= signed  
             | unsigned 
             | 
 
<Scalar>   ::= char 
             | int 
             | short 
             | long 
             | short int 
             | long int 
             | float 
             | double 
             | void            
 
! ******************************************************************** 
! Begin tweak: support scalar type except void 
! ******************************************************************** 
<Scalar_except_void> ::= char 
             | int 
             | short 
             | long 
             | short int 
             | long int 
             | float 
             | double 
! ******************************************************************** 




<Pointers> ::= '*' <Pointers> 






<Stm>        ::= <Var Decl> 
               | Id ':'                            !Label 
               | if '(' <Expr> ')' <Stm>           
               | if '(' <Expr> ')' <Then Stm> else <Stm>          
               | while '(' <Expr> ')' <Stm>  
               | for '(' <Arg> ';' <Arg> ';' <Arg> ')' <Stm> 
               | <Normal Stm> 
 
<Then Stm>   ::= if '(' <Expr> ')' <Then Stm> else <Then Stm>  
               | while '(' <Expr> ')' <Then Stm>  
               | for '(' <Arg> ';' <Arg> ';' <Arg> ')' <Then Stm> 
               | <Normal Stm> 
 
<Normal Stm> ::= do <Stm> while '(' <Expr> ')' 
               | switch '(' <Expr> ')' '{' <Case Stms> '}' 
               | <Block> 
               | <Expr> ';'                
               | goto Id ';' 
               | break ';' 
               | continue ';' 
               | return <Expr> ';' 
               | return ';'   ! Modified: added to support return without arguments  
               | ';'              !Null statement 
 
 
<Arg>       ::= <Expr>  
              |  
 
<Case Stms> ::= case <Value> ':' <Stm List> <Case Stms> 
              | default ':' <Stm List>                   
              | 
 
<Block>     ::= '{' <Stm List> '}'  
 
<Stm List>  ::=  <Stm> <Stm List>  








<Expr>       ::= <Expr> ',' <Op Assign>    
               | <Op Assign> 
 
<Op Assign>  ::= <Op If> '='   <Op Assign> 
               | <Op If> '+='  <Op Assign> 
               | <Op If> '-='  <Op Assign> 
               | <Op If> '*='  <Op Assign> 
               | <Op If> '/='  <Op Assign> 
               | <Op If> '^='  <Op Assign> 
               | <Op If> '&='  <Op Assign> 
               | <Op If> '|='  <Op Assign> 
               | <Op If> '>>=' <Op Assign> 
               | <Op If> '<<=' <Op Assign> 
               | <Op If> 
 
<Op If>      ::= <Op Or> '?' <Op If> ':' <Op If> 
               | <Op Or> 
 
<Op Or>      ::= <Op Or> '||' <Op And> 
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               | <Op And> 
 
<Op And>     ::= <Op And> '&&' <Op BinOR> 
               | <Op BinOR> 
 
<Op BinOR>   ::= <Op BinOr> '|' <Op BinXOR> 
               | <Op BinXOR> 
 
<Op BinXOR>  ::= <Op BinXOR> '^' <Op BinAND> 
               | <Op BinAND> 
 
<Op BinAND>  ::= <Op BinAND> '&' <Op Equate> 
               | <Op Equate> 
 
<Op Equate>  ::= <Op Equate> '==' <Op Compare> 
               | <Op Equate> '!=' <Op Compare> 
               | <Op Compare> 
 
<Op Compare> ::= <Op Compare> '<'  <Op Shift> 
               | <Op Compare> '>'  <Op Shift> 
               | <Op Compare> '<=' <Op Shift> 
               | <Op Compare> '>=' <Op Shift> 
               | <Op Shift> 
 
<Op Shift>   ::= <Op Shift> '<<' <Op Add> 
               | <Op Shift> '>>' <Op Add> 
               | <Op Add> 
 
<Op Add>     ::= <Op Add> '+' <Op Mult> 
               | <Op Add> '-' <Op Mult> 
               | <Op Mult> 
 
<Op Mult>    ::= <Op Mult> '*' <Op Unary> 
               | <Op Mult> '/' <Op Unary> 
               | <Op Mult> '%' <Op Unary> 
               | <Op Unary> 
 
<Op Unary>   ::= '!'    <Op Unary> 
               | '~'    <Op Unary>    
               | '-'    <Op Unary> 
               | '*'    <Op Unary> 
               | '&'    <Op Unary>                
               | '++'   <Op Unary> 
               | '--'   <Op Unary> 
               | <Op Pointer> '++' 
               | <Op Pointer> '--' 
               | '(' <Type> ')' <Op Unary>   !CAST 
               | sizeof '(' <Type> ')' 
               | sizeof '(' ID <Pointers> ')' 
 
! ******************************************************************** 
! Begin tweak: support sizeof with constants  
! ******************************************************************** 
               | sizeof '(' DecLiteral ')'          
               | sizeof '(' FloatLiteral ')'  
! ******************************************************************** 




               | <Op Pointer> 
             
<Op Pointer> ::= <Op Pointer> '.' <Value> 
               | <Op Pointer> '->' <Value> 
               | <Op Pointer> '[' <Expr> ']' 
               | <Value> 
                
<Value>      ::= OctLiteral 
               | HexLiteral 
               | DecLiteral   
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               | StringLiteral 
               | CharLiteral 
               | FloatLiteral 
               | Id  '(' <Expr> ')' 
               | Id '(' ')'           
               | Id 
               | '(' <Expr> ')'  
               | <User Type Cast> ! Modified: added to support user type cast 
 
! ******************************************************************** 
! Begin tweak: support user type cast 
! ******************************************************************** 
<User Type Cast> ::= '(' <Expr> ')'  Id  
                   | '(' <Expr> ')'  '(' <Expr> ')' 
! ******************************************************************** 




























































// This function is called when the scanner matches a token 
// 
// Our implementation handles the "Comment Start" symbol, and scans through 
// the input until the token closure is found 
// 
// All other tokens are refered to the default match function 
// 
char cbmatchtoken(struct _parser* parser,void* user,short type,char* name,short symbol) 
{ 
 short c; 
 switch(type) { 
 case SymbolTypeCommentStart: // /* */ 
  while((c = scanner_get_char(parser)) != EEOF) { 
   if (c == '*') { 
    scanner_next_char(parser); 
    c = scanner_get_char(parser); 
    if (c != EEOF) { 
     if (c == '/') { 
      scanner_next_char(parser); 
      return 0; 
     } 
    } 
   } 
   scanner_next_char(parser); 
  } 
  parser->symbol = 0; // eof 
  return 0; 
 default: 





// This function is called when the scanner needs more data 
// 
// If the pinput->bpreserve flag is set(because the scanner may need 
// to backtrack), then the data in the current input buffer must be 
// preserved.  This is done by increasing the buffer size and copying 
// the old data to the new buffer. 
// If the pinput->bpreserve flag is not set, the new data can be copied 
// over the existing buffer. 
// 
// If the input buffer is empty after this callback returns(because no 
// more data was added), the scanner function will return either: 
//   1] the last accepted token 
//   2] an eof, if no token has been accepted yet 
// 
void cbgetinput(struct _parse_input* pinput) 
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{ 
 int nr; 
 if (!feof((FILE*)pinput->user)) { 
  if (pinput->bpreserve) { 
   // copy the existing buffer to a new, larger one 
   char* p = (char*)malloc(2048 + pinput->ncount); 
   pinput->nbufsize += 2048; 
   memcpy(p, pinput->buf, pinput->ncount); 
   free(pinput->buf); 
   pinput->buf = p; 
   nr = (int)fread(pinput->buf, 1, 2048, (FILE*)pinput->user); 
   pinput->ncount += nr; // increase the character count 
  } else { 
   nr = (int)fread(pinput->buf, 1,pinput->nbufsize,(FILE*)pinput->user); 
   pinput->nofs = 0;    // reset the offset 
   pinput->ncount = nr; // set the character count 




/ Modificato per accettare in ingresso il file generato da cantata 
************************/ 
void usage(){ 




/ Commentata perchè inutile ai fini del tool 
*******************************************/ 
void print_indent(int indent){ 
      //int i; 
      //printf("\n!!%d!!", indent); 
      //for(i=0;i<indent;++i)printf("| "); 
} 
 
void print_rt_tree(struct _parser* parser, int rtpos, int indent){ 
    int j; 
    type_symbol type; 
    for(j=parser->rt[rtpos].nrtchild-1;j>=0;--j){ 
        
             
        
        if (parser->rt[parser->rt[rtpos].rtchildren[j]].symbol.Type != 1) 
        {  // non terminal 
            type = TYPE_NON_TERMINAL; 
            print_rt_tree(parser, parser->rt[rtpos].rtchildren[j], indent+1); 
        } 
        else  
        {   // terminal 
            type = TYPE_TERMINAL; 
            print_indent(indent); 
        } 
        
        insert_node (type,parser->rt[parser->rt[rtpos].rtchildren[j]].symbol.Name, 
                     parser->rt[parser->rt[rtpos].rtchildren[j]].token.lexeme); 
 
     } 
} 
 
// Accepts 3 arguments <.cgt file> <input file> <Template Cantata file>  
int main(int argc, char *argv[]){ 
    int run = 1; 
    char value_buf[2][10]; 
    char* e = & value_buf[0][0]; 
    int size_buf = 0; 
    FILE* fin = 0; 
    FILE* f_drv_cantata = 0; 
    
    struct _parser* parser = 0; 
    struct _parse_config* parser_config = 0; 
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    if (argc < 4){ 
  usage(); 
  return EXIT_FAILURE; 
 } 
 // Open .cgt file 
 parser_config = parser_config_create_file(argv[1]); 
 if (!parser_config){ 
  printf("Could not open cgt file %s\n", argv[1]); 
  return EXIT_FAILURE; 
 } 
 parser = parser_create(parser_config); 
 if (!parser){ 
  printf("Error creating parser\n"); 
  return EXIT_FAILURE; 
 } 
 
 // Open input file 
 fin = fopen(argv[2], "rb"); 
 if (!fin) { 
  printf("Could not open input file %s\n", argv[2]); 
  return EXIT_FAILURE; 
 } 
     
    // Inizializzo le liste al valore FUNC_NOT_TOTALLY_SCANNED 
    init_flag_scanned(); 
     
    // Ricopio tutto il file in un buffer di dimensioni doppie 
    copy_from_file(argv[3]);  
     
    // set the input 
    parser->input.buf = (char*)malloc(2048); 
    parser->input.nbufsize = 2048; 
    parser->input.cbneedinput = cbgetinput; 
    parser->input.user = fin; 
 
    // set match callback 





  short p = parser_parse(parser); 
  if (p < 0){ 
   printf("Error parsing\n"); 
   return EXIT_FAILURE; 
  } else if(0 == p){ 
   run = 0; 




    print_rt_tree(parser, 0, 0); 
     
    // Funzione che stampa tutti i nodi delle liste 
    // Viene usata per esigenze di debug 
    //print_nodes();   
     
    // Cerco nel buffer il test_case passato come argomento  
    find_test_case(); 
    //Modifico il test case in base ai dati letti dal file sorgente  
    modify_test_case(); 
    // Ricopio i vari test case creati in un file  
    copy_to_file(argv[3]);  
    // Libero la memoria 
    buffer_delete(); 
  
    if (parser) parser_delete(parser); 
    if (parser_config) parser_config_delete(parser_config); 
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* File:          test_drv_gen.h 
* Progetto:      Demo tool 
* Ambiente:      Host - PC Windows 
* Linguaggio:    C standard ANSI 
* Creazione:     30/01/2008 
* Versione:      1.0 
* Autori:        Salvatore Garrubba 
* 
* Descrizione:   Questo file contiene le costanti, i tipi e i prototipi delle    
*                funzioni pubbliche del tool per la generazione automatica 
*                di test case con copertura decisionale del 100 %  
*                Testing con il tool CANTATA 
*  
*                    
* 
* 







#define MAX_NUM_LISTS 512     // Numero massimo di liste da gestire  
#define MAX_ID_CHAR 64        // Numero massimo di caratteri per rappresentare un 
identificatore 
#define MAX_NEW_FUNCTIONS 128 // Numero massimo di funzioni di cui cambiare il nome  





   FALSE, TRUE 
} type_bool; 
 
typedef enum  
{  





   FUNC_NOT_TOTALLY_SCANNED, FUNC_TOTALLY_SCANNED 
} _scanned; 
 
// Nodo  
typedef struct _node 
{ 
    type_symbol type; // terminal o non_teminal 
    char* symbol_name; // nome del simbolo: Id, if, ecc. 
    char* token_lexeme; // lessema 
    struct _node* next; // puntatore al successivo  
} NODE; 
 
// Descrittore di Lista 
typedef struct _list_desc 
{ 
_scanned scan;  //enumerato che specifica se ho scansionato tutta la funzione            
char* func_name; // nome della funzione 
 85 
    struct _node* Head; // testa della lista 
    struct _node* Tail; // coda della lista   
}LIST_DESC; 
void copy_from_file(const char* ); 
 























































* File:          test_drv_gen.c 
* Progetto:      Demo tool 
* Ambiente:      Host - PC Windows 
* Linguaggio:    C standard ANSI 
* Creazione:     30/01/2008 
* Versione:      1.0 
* Autori:        Salvatore Garrubba 
* 
* Descrizione:   Questo file contiene le funzioni per la modifica del Test Script  
*                generato da Cantata, in modo da ottenere una copertura decisionale  
*           del 100% 
* Funzioni: 
*                Global: 
*                    copy_from_file 
*                    copy_to_file 
*                    init_flag_scanned 
*                    insert_node 
*                    print_nodes 
*                    find_test_case 
*                    modify_test_case 
*                    new_tc_act_param 
*                    buffer_delete 
 
*                    
* 
* 



















/*                       Declaration  SECTION                                 */ 
/******************************************************************************/ 
struct _list_desc list_desc [MAX_NUM_LISTS]; // Descrittore di Lista 
int num_nodes [MAX_NUM_LISTS]; /* intero che tiene conto del numero di nodi per  
                                  ogni descrittore di lista */ 
int num_lists = 0;  // indice che identifica il descrittore di lista 
char* ptr_function[MAX_NUM_LISTS]; // puntatore ad un array di funzioni 
char* new_test_case[MAX_NUM_LISTS];  
char* buf; // buffer usato per memorizzare il file contenente il template generato 
           // da Cantata++ 
int file_size = 0; // dimensione del file  
int num_test_case = 0; // numero di nuovi test case  
char* new_name_function[MAX_NEW_FUNCTIONS]; /* puntatore che memorizza i nomi modificati 
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Descrizione: copio il file contenente il test driver generato da Cantata  
             in un buffer di dimensioni doppie 
 
  Parametri: 
  (IN)     f_drv_cantata: puntatore al file contenente il template di test 
                          generato da Cantata 








    FILE* new_file = 0; 
    int set = 0; 
     
    // controllo se si sta' usando un sistema Windows o Unix like 
    #ifdef WIN32 
 struct _stat st; 
 if (_stat(f_drv_cantata, &st) == -1)  
 {    
     fprintf(stderr, "Function \"copy_from_file\": error in _stat() \n"); 
     exit(1);     
 } 
    #else 
 struct stat st; 
 if (stat(f_drv_cantata, &st) == -1)  
 {    
     fprintf(stderr, "Function \"copy_from_file\": error in _stat() \n"); 
     exit(1);     
 } 
    #endif 
 
    new_file = fopen(f_drv_cantata, "r"); 
 if (!new_file)  
    { 
       fprintf(stderr, "Function \"copy_from_file\": could not open %s\n",  
                        f_drv_cantata); 
 exit(1);     
   } 
    // aggiorno il campo relativo alla dimensione del file da restituire 
    file_size = st.st_size;  
    // alloco un buffer di dimensioni doppie rispetto al file letto 
    buf = ((char*)malloc(st.st_size * 2)); 
    if (!buf)  
 { 
     fclose(new_file);  
     fprintf(stderr, "Function \"copy_from_file\": error in malloc \n"); 
     exit(1);     
 } 
    memset((void*)buf, set, (st.st_size * 2)); 
    fread(buf, st.st_size, 1, new_file); 





Descrizione: inserisco un nuovo nodo nella lista della funzione relativa 
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  Parametri: 
  (IN)     type: enumerato che specifica se il tipo è Terminale o Non-Terminale 
   
  (IN)     symbol: puntatore a carattere che rappresenta il simbolo letto 
   
  (IN)     lexeme: puntatore a carattere che rappresenta il lessema letto 




void insert_node (type_symbol type, char* symbol, char* lexeme) 
{    
    static int first = 0; 
     
    static char* buf_func_name = NULL; 
    static int flag_func_found = 0; 
    static int flag_braces = 0; 
    static int num_braces = 0; 
    static int flag_last_brace = 0; 
     
    // memorizzo il simbolo letto per usarlo come nome della funzione 
    if (strcmp (symbol, "Id") == 0) 
        buf_func_name = lexeme; 
    
    if (strcmp ("Func ID", symbol) == 0) // inizia una funzione 
    {    
        // incremento num_lists solo dopo l'inizio 
        if (first != 0) 
            num_lists++;  
        // setto i flag     
        first = 1; 
        flag_func_found = 1; 
        // il simbolo letto precedentemente era un nome di funzione, lo memorizzo 
        list_desc[num_lists].func_name = buf_func_name; 
    } 
    
    // leggo una parentesi quadra aperta dalla funzione 
    if ((strcmp ("{", symbol) == 0)&& flag_func_found)  
    { 
        flag_braces = 1; 
     num_braces++; 
    }  
    
    // leggo una parentesi quadra chiusa dalla funzione 
    if ((strcmp ("}", symbol) == 0)&& flag_func_found)  
    { 
     num_braces--; 
     if (num_braces == 0) 
           flag_last_brace = 1;  
    }  
     
    // se non ho piu' parentesi resetto i flag 
    if ((num_braces == 0) && flag_braces) 
    { 
     flag_func_found = 0; 
     flag_braces = 0; 
           
    }  
    /* se sto' leggendo una funzione il flag flag_func_found è settato;  
       se first vale 1 allora incontro per la prima volta una funzione, 
       in questo modo gli indici partono correttamente da 0.*/ 
    if (first && flag_func_found)           
    { 
        if (num_nodes[num_lists] == 0)  
        {   // creazione primo nodo  
            list_desc[num_lists].Head = (struct _node *)malloc(sizeof(struct _node)); 
            if (!list_desc[num_lists].Head)  
         perror("Errore nella malloc in insert_node\n"); 
     list_desc[num_lists].Head->type = type; 
         list_desc[num_lists].Head->symbol_name  = symbol; 
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     list_desc[num_lists].Head->token_lexeme  = lexeme;     
         list_desc[num_lists].Head->next = NULL;  
          list_desc[num_lists].Tail = list_desc[num_lists].Head ; 
         num_nodes[num_lists] = 1; 
        } 
        else 
        { // creazione nodi successivi 
          list_desc[num_lists].Tail->next = (struct _node *)malloc(sizeof(struct _node)); 
            if (!list_desc[num_lists].Tail->next)  
         perror("Errore nella malloc in insert_node\n"); 
         list_desc[num_lists].Tail = list_desc[num_lists].Tail->next; 
         list_desc[num_lists].Tail->type = type; 
         list_desc[num_lists].Tail->symbol_name = symbol; 
          list_desc[num_lists].Tail->token_lexeme = lexeme;   
            list_desc[num_lists].Tail->next = NULL; 
            num_nodes[num_lists]++; 
         } 
 
    } 
    if (flag_last_brace) 
     {  // creazione ultima parentesi graffa 
        list_desc[num_lists].Tail->next = (struct _node *)malloc(sizeof(struct _node)); 
        list_desc[num_lists].Tail = list_desc[num_lists].Tail->next; 
        list_desc[num_lists].Tail->type = type; 
        list_desc[num_lists].Tail->symbol_name = symbol; 
        list_desc[num_lists].Tail->token_lexeme = lexeme;   
        list_desc[num_lists].Tail->next = NULL; 
        num_nodes[num_lists]++; 
        flag_last_brace = 0; 
      } 





Descrizione: cerco nel buffer, contenente il template generato da Cantata,  
             i test case e li memorizzo in ptr_function 






    char test_case[128]; // array che contiene il nome della funzione  
    char* ptr_tc = test_case;    
    char* func_name; 
    char* ptr_f; 
    char* ptr_end_f ; 
    int size_f = 0; 
    int size_to_id = 0; 
    char* func_buf; 
    int k; 
    int i; 
     
    for (i=0; i<=num_lists; i++) 
    {   
       // posiziono un puntatore all'inizio della definizione del test case 
       func_name = list_desc[i].func_name; 
       strcpy(ptr_tc, "void test_"); 
       strcat(ptr_tc, func_name); 
       strcat(ptr_tc, "(int doIt){"); 
       ptr_f = strstr(buf, ptr_tc); 
       ptr_end_f = strstr(ptr_f, "}}"); 
       size_to_id = (ptr_end_f) - (ptr_f); 
       size_f = strlen(ptr_f); 
       // alloco memoria per memorizzare il test case  
       func_buf = (char*) malloc (size_f  * sizeof(char) * 2); 
       if (!func_buf) 
           perror("Errore nella malloc in find_test_case\n"); 
       memset((void*)func_buf, 0, (size_f * 2)); 
 90 
       // copio tutti i caratteri letti in un buffer temporaneo 
       for (k = 0; k <= size_to_id; k++) 
        func_buf[k] = ptr_f[k]; 
       func_buf[size_to_id+1] = '}'; 
       func_buf[size_to_id+2] = '\0';  
       // faccio puntare ptr_function al test case appena trovato 
       ptr_function[i] = func_buf; 
    





Descrizione: scansiono il codice sorgente memorizzato nelle liste e i test case; 
             attualmente gestisco solo il caso in cui all'interno dell'if ho un 
             parametro attuale, che Cantata avra' inizializzanto a NOT_SET.  
             Il test case verrà modificato creando due test case distinti, uno  
             con il valore incrementato, l'altro con quello decrementato. 






 int i; 
 int k; 
 int value_int = 0; 
 int num_test; 
 int num_curved_brackets = 0; 
 int num_actual_params = 0; 
 int num_if_inside_f = 0; /* a seconda di quanti if incontro, dovrò istanziare 
                                  opportunamente i test case */ 
 char* ptr_actual_params[512]; 
 char* id_inside_if = NULL; 
 char* value = NULL; 
 type_bool flag_id = FALSE; 
 type_bool flag_if = FALSE; 
 type_bool flag_compare = FALSE; 
 type_bool flag_curved_brackets = FALSE; 
        type_bool flag_match_id__actual_param = FALSE; 
 struct _node* ptr_node; 
        // scansiono le liste contenente le funzioni lette dal codice sorgente    
 for (i=0; i<=num_lists; i++) 
 {  
  num_test = 0; 
  ptr_node = list_desc[i].Head; 
         
                while( (ptr_node != NULL) && ( strcmp(ptr_node->symbol_name,"{") != 0)) 
                { // mi fermo sela lista termina o se finiscono i parametri formali    
                  
                     if (ptr_node->type == TYPE_TERMINAL ) 
                  { 
             ptr_actual_params[num_actual_params] = ptr_node->token_lexeme; 
       num_actual_params++;  
                    } 
              
                     ptr_node = ptr_node->next; 
      
              } 
  ptr_node = list_desc[i].Head; 
  while( ptr_node != NULL) // mi fermo quando la lista termina  
         { 
                   // controllo se sto' leggendo un if 
                   if (strcmp (ptr_node->symbol_name,"if") == 0) 
                   {   
                      // setto il flag relativo all'if e incremento il numero di if letti  
                      flag_if = TRUE; 
               num_if_inside_f++; 
            } 
                   // controllo se ho letto un if e sto' leggendo una parentesi tonda          
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            if ((strcmp (ptr_node->symbol_name,"(") == 0) && flag_if) 
     {   
        // incremento il numero di parentesi tonde e setto l flag relativo 
        num_curved_brackets++; 
        flag_curved_brackets = 1; 
     } 
                   // controllo se ho letto un if e sto' leggendo una parentesi chiusa 
      
     if ((strcmp (ptr_node->symbol_name,")") == 0) && flag_if) 
         
        num_curved_brackets--; 
     // controllo se ho letto un if e sto' leggendo un identificatore         
            if ((strcmp (ptr_node->symbol_name,"Id") == 0) && flag_if )  
            {    
               // setto il flag e memorizzo l'identificatore 
        flag_id = 1; 
        id_inside_if = ptr_node->token_lexeme; 
        /* Scorro i parametri attuali per verificare che l'identificatore 
                      appena trovato sia all'interno dell'if*/ 
        for(k =0; k<num_actual_params; k++) 
        { 
            if(strcmp(id_inside_if, ptr_actual_params[k]) == 0) 
            flag_match_id__actual_param = TRUE; 
        } 
      } 
      
                   if ((num_curved_brackets == 0) && flag_curved_brackets) 
     {   // resetto i flag 
         flag_if = FALSE; 
         flag_curved_brackets = FALSE; 
         flag_compare = FALSE; 
            } 
    
     if (flag_id && ((strcmp (ptr_node->symbol_name,"<") == 0)  || 
              (strcmp (ptr_node->symbol_name,"<=") == 0) || 
              (strcmp (ptr_node->symbol_name,">") == 0)  || 
              (strcmp (ptr_node->symbol_name,">=") == 0) || 
              (strcmp (ptr_node->symbol_name,"==") == 0) || 
              (strcmp (ptr_node->symbol_name,"!=") == 0)    )) 
     {   
   //ho trovato il maggiore/minore dentro l'if 
   flag_compare = 1; 
     } 
   
           if (flag_compare &&  
                            ((strcmp (ptr_node->symbol_name,"OctLiteral") == 0)   ||  
                  (strcmp (ptr_node->symbol_name,"DecLiteral") == 0)   || 
                  (strcmp (ptr_node->symbol_name,"StringLiteral") == 0)||  
                  (strcmp (ptr_node->symbol_name,"CharLiteral") == 0)  ||  
                  (strcmp (ptr_node->symbol_name,"FloatLiteral") == 0))) 
    {   
        //Ho trovato un valore di confronto 
                 
        // converto il codice ascii in un intero 
        value_int = atoi(ptr_node->token_lexeme); 
        value_int++; 
        value = (char*)malloc(strlen(ptr_node->token_lexeme)); 
        sprintf(value,"%d", value_int); 
        if (flag_match_id__actual_param) 
        {  // ho trovato un identificatore uguale ad un parametro attuale 
                         // scrivo un nuovo test case con il valore incrementato  
      new_tc_act_param(i, id_inside_if, value, num_test); 
      num_test++; 
   // decremento il valore e lo scrivo  
             value_int--; 
      value_int--; 
      sprintf(value,"%d", value_int); 
      flag_match_id__actual_param = 0; 
      new_tc_act_param(i, id_inside_if, value, num_test); 
      num_test++; 
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   }// secondo if       
                  
  }// primo if 
  ptr_node = ptr_node->next; // scorre di un elemento   
        } // while       
           





Descrizione: creo un nuovo test case se l'identificatore letto all'interno dell'if 
             è un parametro attuale della funzione. Memorizzo il nuovo test case  
             in new_test_case.  
 
 Parametri: 
  (IN)     i: intero che rappresenta il numero di lista relativo alla  
              funzione che considero 
   
  (IN)     id_act_param: puntatore a carattere che rappresenta l'identificatore  
                         letto e di cui si vuole modificare il valore  
   
  (IN)     num_test: intero che rappresenta in maniera progressiva il numero di  




void new_tc_act_param(int i, char* id_act_param, char* value, int num_test) 
{ 
 
 char id_buf[MAX_ID_CHAR]; // buffer che contiene l'identificatore dentro l'if  
 char* id_found = NULL; // puntatore all'identificatore da modificare 
 char* id_found_end = NULL; 
 char* begin_parenthesis = NULL; 
 char* end_parenthesis = NULL; // puntatore alla fine della funzione 
 char* id = id_buf; 
  int size_f; 
 char* ptr_f = ptr_function[i]; 
 char* ptr_tmp = NULL;//tmp_buf; 
 char* ptr_new_tc; 
 char buf_new_name[MAX_ID_CHAR]; 
 char* new_name = buf_new_name; 
 char* int_to_char; 
 char* name_changed; 
 char* nome_to_copy; 
       int k; 
  
 /* creo il nuovo nome del test case in base al numero progressivo 
    di test case per quella funzione                            */ 
 strcpy(new_name, "test_"); 
 strcat(new_name, list_desc[i].func_name); 
 strcat(new_name, "_"); 
 int_to_char = (char*) malloc (sizeof(num_test)); 
 sprintf(int_to_char,"%d", num_test); 
 strcat(new_name, int_to_char); 
 size_f = strlen(new_name); 
       nome_to_copy = (char*) malloc (size_f  * sizeof(char)); 
       if (!nome_to_copy) 
            perror("Errore nella malloc in new_act_param"); 
       memset((void*)nome_to_copy, 0, (size_f)); 
       for (k = 0; k <= size_f; k++) 
         nome_to_copy[k] = new_name[k]; 
       nome_to_copy[size_f+1] = '\0'; 
 // memorizzo il nuovo nome appena creato 
 new_name_function[num_test_case] = nome_to_copy;  
 // mi posiziono all'inizio della funzione 
 begin_parenthesis = strstr(ptr_function[i], "("); 
 name_changed = ptr_function[i]; 
 size_f = strlen(ptr_function[i]); 
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 ptr_new_tc = (char*) malloc (size_f  * sizeof(char) * 2); 
 if (!ptr_new_tc) 
            perror("Errore nella malloc in new_act_param"); 
       memset((void*)ptr_new_tc, 0, (size_f * 2)); 
       strcpy(ptr_new_tc, new_name); 
       strcat(ptr_new_tc, begin_parenthesis); 
 strcpy(id, id_act_param); 
 strcat (id, " = NOT_SET;"); 
 id_found = strstr(ptr_new_tc, id); 
 id_found_end = strstr(id_found, ";"); 
 size_f = (id_found) - (ptr_new_tc); 
 ptr_new_tc[size_f] = '\0'; 
 strcat(ptr_new_tc, id_act_param); 
 strcat(ptr_new_tc," = "); 
 // modifico il valore dell'identificatore  
 strcat(ptr_new_tc, value); 
 // concateno la rimanente parte della funzione 
 strcat(ptr_new_tc, id_found_end); 
 new_test_case[num_test_case] = ptr_new_tc; 
 // libero la memoria per la malloc precedente 
 free(id_act_param); 
        // incremento il numero progressivo di test case 






Descrizione: creo un file con lo stesso nome del file template ma con preposto  
             "Parsed_" e gli copio il buffer opportunamente modificato con i  
             nuovi test case.  
 
 Parametri: 
  (IN)     f_drv_cantata: puntatore a char che rappresenta il nome del nome  
                          file passato come terzo argomento del main e che  
                          rappresenta il template generato da Cantata   
    
------------------------------------------------------------------------------*/ 
 
void copy_to_file(char* f_drv_cantata) 
 { 
    FILE* fp; 
    int i; 
    char* begin_test_case = NULL; 
    char* end_test_case = NULL; 
    char* ptr_test_case = "/* Test Cases                                             */"; 
    char* ptr_func_to_modify = NULL; 
    char*comment="/*******************************************************************/"; 
    char* stub__wrapper = "/* Stubs and Wrappers                                     */"; 
    char* ptr_stub__wrapper = NULL; 
    char* name_file = f_drv_cantata; 
    char buf_name_file[MAX_ID_CHAR]; 
    char* new_name_file = buf_name_file; 
    int new_size = 0; 
    char* ptr_run_test = NULL; 
    char new_buf[8192]; 
    char* ptr_new_buf = new_buf; 
    int k; 
    int j; 
    int to_run_test; 
    char* run_tests = "void run_tests()"; 
    char* rule_set = "rule_set("; 
    char* ptr_coverage = NULL; 
    char* ptr_test_control = NULL; 
    char* ptr_test_cases = NULL; 
    char* ptr_run_tests = NULL; 
    char* ptr_rule_set = NULL; 
        
    /* modifico la parte relativa ai prototipi per le funzioni,  
       nella sezione Environment Definition                  */     
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    ptr_run_test = strstr(buf, "void run_tests();"); 
    to_run_test = (ptr_run_test) - (buf); 
    for (k=0; k<to_run_test; k++) 
        ptr_new_buf[k] = buf[k];  
    
    ptr_new_buf[k] = '\0';  
   
    strcat(ptr_new_buf, "void run_tests();"); 
    
    strcat(ptr_new_buf, "\n"); 
    for (j=0; j<num_test_case; j++) 
    {    
     
      strcat(ptr_new_buf, "void "); 
      strcat(ptr_new_buf, new_name_function[j]); 
      strcat(ptr_new_buf, "(int);"); 
      strcat(ptr_new_buf, "\n"); 
    } 
    strcat(ptr_new_buf, "\n"); 
    strcat(ptr_new_buf, "\n"); 
    // ricopio le sezioni Coverage Analysis e Program Entry Point   
    ptr_coverage = strstr(buf, "/* Coverage Analysis"); 
    ptr_test_control = strstr(buf, "/* Test Control"); 
    strcat(ptr_new_buf, comment); 
    strcat(ptr_new_buf, "\n"); 
    new_size = ptr_test_control - ptr_coverage; 
    strncat(ptr_new_buf, ptr_coverage, new_size); 
    ptr_run_tests = strstr(ptr_test_control, run_tests); 
    new_size = ptr_run_tests - ptr_test_control; 
    strncat(ptr_new_buf, ptr_test_control, new_size); 
    strcat(ptr_new_buf, run_tests); 
    strcat(ptr_new_buf, "\n"); 
    strcat(ptr_new_buf, "{"); 
    strcat(ptr_new_buf, "\n"); 
    // modifico la sezione Test Control 
    for (j=0; j<num_test_case; j++) 
    {    
     strcat(ptr_new_buf, "    "); 
     strcat(ptr_new_buf, new_name_function[j]); 
     strcat(ptr_new_buf, "(1);"); 
     strcat(ptr_new_buf, "\n"); 
    } 
    strcat(ptr_new_buf, "\n"); 
    ptr_rule_set = strstr(ptr_run_tests, rule_set); 
    ptr_test_cases = strstr(ptr_rule_set, "/* Test Cases"); 
    new_size = ptr_test_cases - ptr_rule_set; 
    strcat(ptr_new_buf, "    "); 
    strncat(ptr_new_buf, ptr_rule_set, new_size); 
    strcat(ptr_new_buf, ptr_test_case); 
    strcat(ptr_new_buf, "\n"); 
    strcat(ptr_new_buf, comment); 
    strcat(ptr_new_buf, "\n"); 
    strcat(ptr_new_buf, "void "); 
    begin_test_case = strstr(buf, ptr_test_case); 
    ptr_func_to_modify = strstr(begin_test_case, "void"); 
    ptr_stub__wrapper = strstr(buf, stub__wrapper); 
    // modifico la sezione Test Cases 
    if(num_test_case) 
    { 
       ptr_func_to_modify = new_test_case[0]; 
     strcat(ptr_func_to_modify, "\n"); 
       for (i=1; i < num_test_case; i++) 
             { 
               strcat(ptr_func_to_modify, "void "); 
               strcat(ptr_func_to_modify, new_test_case[i]);  
               strcat(ptr_func_to_modify, "\n"); 
             }   
        strcat(ptr_func_to_modify, "\0"); 
    } 
    else 
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         printf ("Non devo aggiornare il buffer con i test case!\n"); 
    strcat(ptr_func_to_modify, comment); 
    strcat(ptr_func_to_modify, "\n"); 
    // ricopio la sezione Stubs and Wrappers 
    strcat(ptr_func_to_modify, ptr_stub__wrapper); 
    strcpy(new_name_file, "Parsed_"); 
    strcat(new_name_file, name_file); 
    // creo un nuovo file  
    fp = fopen(new_name_file, "w"); 
    if(!fp) 
    {   
       fprintf(stderr, "Function \"copy_to_file\": could not open file %s\n", 
                        new_name_file ); 
       exit(1); 
    } 
     
    // ricopio tutto fino alla sezione Test Cases nel file 
    new_size = strlen(ptr_new_buf); 
    for (i=0; i < new_size; i++) 
    { 
        fputc(ptr_new_buf[i], fp); 
    } 
    // ricopio la rimanente parte nel file 
    new_size = strlen(ptr_func_to_modify);   
    for (i=0; i < new_size; i++) 
    { 
        fputc(ptr_func_to_modify[i], fp); 
    } 
   
   fclose(fp); 







Descrizione: Inizializzo a 1 il flag scanned delle liste 
 





    int i; 
    for(i=0; i<MAX_NUM_LISTS; i++) 






Descrizione: Visualizzo le liste con tutte le funzioni lette.  
             E' usata solo per il debug 





    int i; 
    struct _node* ptr_node; 
    struct _list_desc* ptr_list_desc; 
 
    // stampo tutte le liste 
    for(i = 0; i <= num_lists; i++) 
    { 
        ptr_node = list_desc[i].Head; 
        ptr_list_desc = &list_desc[i];  
         
        printf("\n***--->list_desc[%d]--->***\n" ,i); 
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        while( ptr_node != NULL) // mi fermo quando la lista termina 
        { 
    
           
          if (ptr_node->type == TYPE_TERMINAL) 
          {   
            printf("\nFUNZIONE: %s  ",list_desc[i].func_name); 
            printf("scansionata: %d \t ", list_desc[i].scan); 
            printf("%s  ", ptr_node->symbol_name); 
            printf("%s \n ", ptr_node->token_lexeme); 
          } 
          ptr_node = ptr_node->next; // scorre di un elemento   
        }// while 
     
     






Descrizione: si occupa di chiamare la free per tutte le variabili che usano  
             la malloc 
     





 int i; 
  
 for (i=0; i<num_lists; i++) 
 { 
     free(list_desc[i].Head); 
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