There has been a great e ort in giving machine independent, algebraic characterizations of complexity classes, especially of functions. Astonishingly, no satisfactory characterization of the prominent class # P has been known up to now. Here, we characterize # P as the closure of a set of simple arithmetical functions under summation and weak product.
Introduction
Ever in the history of computing, there has been a great e ort to give machine independent characterizations of problem classes that rst had been de ned by putting restrictions on resources of some computation models. The two best known ways of doing so are the characterization of complexity classes with logical means (see for example the seminal work of Ronald Fagin, Neil Immerman and many others 7, 13, 14] ) and the algebraic approach to complexity theory.
A very well known example from this second area is the characterization of all computable functions as the closure of a small set of simple functions under operations like substitution and some kinds of recursion, for example primitive recursion and minimization. In a seminal paper 5] Alan Cobham was the rst who isolated polynomial time as a complexity class (see the historic overview by Michael Sipser 19] ), and characterized the polynomial time computable functions using a restricted form of recursion, called bounded recursion on notation. Using this and other restrictive kinds of recursion, characterizations of many complexity classes within PSPACE have been given, for an overview see 26, x10] and 4]. This work was supported by an Alexander von Humboldt fellowship, while the author held a visiting position at the University of California at Santa Barbara.
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Using substitution, bounded primitive recursion and the operators of summation and product (which also can be considered as very restricted forms of recursion), the class of functions computable in polynomial time (FP), the hierarchy of counting functions (FCH, a hierarchy based on Valiant's class # P), and the class of functions computable in polynomial space (FPSPACE) have been characterized in very similar ways, where the only di erence lies in the question whether the process of summation or product is allowed to range over exponentially many values or is restricted to a polynomial number 25] .
However, in these characterizations (and to our knowledge in all other similar results given up to now), the obtained class of functions is closed under substitution (simply since substitution is one of the de ning operators). Therefore, it was of course not possible to characterize the classes # P 22] and Gap-P 8], since these are most likely not closed under substitution. Thus, no similar characterization of # P was known up to now.
Using the method of arithmetization of boolean formulae well known from Shamir's famous result 18, 1], we show that the functions from # P are exactly those functions which can be obtained from a set of simple arithmetic base functions under the operators summation (of exponentially many values) and weak product (weak means: only of polynomially many values).
Building on that, and showing that substitution in the context of the examined classes can surprisingly be simulated by summation and modi ed subtraction, we then obtain a characterization of the hierarchy of counting functions, which is the closure of # P under substitution, but remarkably, in that characterization the operator of substitution does not appear. It was already known since 16] that modi ed subtraction (de ned as a b = def maxf0; a ? bg) is a very powerful operation in the context of counting functions; but here we show that this operation is indeed as powerful as substitution. Thus, we get that the hierarchy of counting functions, which is the closure of # P under substitution, is exactly the closure of the set of arithmetic base functions mentioned above under summation, weak product, and modi ed subtraction. This can even be simpli ed and we get the astonishing result that the hierarchy of counting functions is equal to the closure of all polynomials with nonnegative integer coe cients under summation and modi ed subtraction.
As an immediate consequence of the just given characterization, we see that # P is closed under modi ed subtraction if and only if the hierarchy of counting functions collapses to # P, which in turn is equivalent to a collapse of the counting hierarchy to UP 22] . An analogous consequence concerning division of # P functions is given. To prove such a result for an operation, say , it is because of the above described characterization only necessary to show how modi ed subtraction can be simulated using the operation and other operations which appear in the recursion theoretic characterization of # P.
Similar results are given for the class Gap-P (the closure of # P under subtraction 8]), and the here introduced hierarchy of gap functions.
It should be remarked that it is common folklore that the # operator applied to the class AC 0 (or, in logical terms, FO 14] ) yields the class # P. This shows that # P is the closure of AC 0 under summation. It is even known that the subclass # 2 already contains # P 17]. However, this result does not imply our characterization of # P (or Gap-P). A direct arithmetization of the class # 2 yields a more complicated operator structure than simply rst applying weak product and then applying summation (see our Theorem 3.1). Since the result from 17] directly uses Fagin's logical characterization of NP 7] , there is no hope to do with a simpler quanti er structure. To obtain our result, we arithmetize the behaviour of Turing machines such that we can take advantage of the properties of the # operator. This cannot be achieved using Fagin's result in a black-box manner.
Preliminaries
We assume the reader to be familiar with standard complexity theory notions, see e.g. 2, 12] .
The class FP + (FP, resp.) is the class of all nonnegative integer functions (integer functions, resp.), computable in polynomial time by a deterministic Turing machine.
The class # P, introduced by Valiant 23] , consists of those functions f for which there exists a nondeterministic polynomial time Turing machine M, such that for all x, f(x) is equal to the number of accepting paths of the computation of M on input x.
The class Gap-P, introduced by Fenner, Fortnow, and Kurtz 8], consists of those functions f for which there exists a nondeterministic polynomial time Turing machine M, such that for all x, f(x) is equal to the number of accepting paths of the computation of M on input x minus the number of rejecting paths of M on input x. It follows more or less directly from these de nitions, that Gap-P is the closure of # P under subtraction.
The hierarchy of counting functions was de ned by Wagner 25] We use the following operators on classes of functions. Let F be any class of functions. We say that h 2 Sum F (h 2 WSum F, h 2 Prod F, h 2 WProd F, resp.) if there exist f 2 F and a polynomial p such that h(
y=0 f(x; y), resp.). We also consider the simple arithmetic operations addition, multiplication, subtraction, integer division (denoted by \:"), and exponentiation as operators on functions.
Additionally, we consider modi ed subtraction: For integers x; y, let x y = def maxf0; x ? yg. For any arithmetical operation and any function classes F 1 and F 2 , let F 1 F 2 = def f f 1 f 2 j f 1 2 F 1 ; f 2 with one of the identity functions i n k de ned by i n k (x 1 ; : : : ; x n ) = def x k ). These latter operations are included for technical reasons to obtain \smoother" classes.
3. Characterizations of # P and Gap-P Obvious recursion theoretic characterizations of # P and Gap-P are of course the following: Take as base functions the class FP + (FP, resp.) and take as recursion operator the summation operator, i.e. 3.1 Theorem. Proof. We start by giving a general outline of how to simulate Turing machines using arithmetical functions, and then proceed with di erent modi cations leading to the di erent equalities of the Theorem.
Let f 2 # P be witnessed by the nondeterministic Turing machine M. Let r be the polynomial that bounds the running time of M. Let M operate over the alphabet A = fb 0 ; b 1 ; : : : ; b`g. Suppose without loss of generality that b 0 = 0, b 1 = 1, and b 2 = 2 (the blank symbol). Let Q = fq 0 ; q 1 ; q 2 : : : ; q m g be the set of states of M, where q 0 is the initial state, q 1 is the only accepting state, and q 2 is the only rejecting state. Suppose further that M never moves its head to a tape square to the left of the head position in the initial con guration, and that M accepts and rejects with an empty tape and head position as in the initial con guration.
Then obviously, every accepting computation of M on input x = a 1 a 2 a n can be described by a sequence z = def c 0;0 c 0;1 c 0;2 c 0;r c 1;0 c 1;1 c r;r ; where r abbreviates r(n), every c ij (0 i; j r) is a symbol from A A Q, and the following equations hold:
1. c i;0 = c i;r = 2 for 0 i r. 2. c 0;1 = (a 1 ; q 0 ), c 0;j = a j for 2 j n, and c 0;j = 2 for n < j r. 3 . c r;1 = (2; q 1 ), and c r;j = 2 for 2 j r. 4 . M (c i?1;j?1 ; c i?1;j ; c i?1;j+1 ; c i;j?1 ; c i;j ; c i;j?1 ) for 1 i r and 1 j r ? 1. Here M describes, according to the transition function of M, how in the con guration at step i the symbol on tape square j depends on the position of the tape head, the state of the machine, and the contents of the tapes j ? 1, j, and j + 1 of the con guration at step i ? 1. Item 1. requires that the rst and the last symbol of the part of the tape that we consider is always the blank symbol, 2. describes the initial con guration, 3. describes the accepting con guration, and 4. ensures that the sequence of con gurations encoded by z really corresponds to the transition function of M.
Let s = def (`+ 1) (m + 2). From now on, we think of every string z as above as the s-ary representation of some natural number z. For where 0 M denotes the number theoretic predicate that corresponds to the word theoretic predicate M .
We now arithmetize the above given formula. It now remains only to show that every use of a function bit k can be replaced by a suitable use of bit. But this can be achieved using a simple block coding scheme. Finally, it is easy to see that 0 M which is a nite predicate can be expressed using the just given expressions for boolean conditions.
Thus, we showed # P Sum(WProd( +; ; ; lg; bit] Sub )). Since the base functions are in FP + # P, and since # P is closed under summation and weak product, we proved the rst equality of Statement 1. Statement 2, rst equality: Observe that in the proof of Statement 1, rst equality, we constructed a sum, where every accepting path contributes 1 and every rejecting path contributes 0.
We now have to change the above proof such that every rejecting path contributes ?1. This is simply done as follows: Let T(x; z; i; j) be the term under the sum and products in equation (?). Replace T(x; z; i; j) by T(x; z; i; j)?T 0 (x; z; i; j), where T 0 (x; z; i; j) is obtained from T(x; z; i; j) by replacing z r;1 = 2`+ 4 by z r;1 = 3`+ 5. Now complete the arithmetization as in the above proof.
Statements 1 and 2, second equality: Immediate from the above, since # P and Gap-P possess the closure properties under examination. 2 3.2 Remark. The proof of Theorem 3.1 shows, that it is even su cient to restrict oneself to zero-one-valued functions from the \inner" class of functions, i. e. that subclass de ned using the substitution operator.
Strictly speaking, the functions lg and bit from the preceeding proof are not purely arithmetical. But one can show:
3.3 Corollary. In the just given results, we had to introduce the operation of integer division to simulate bit access operations. Naturally, the question arises whether we can do without it. Our next theorem answers this question positively, but it seems that now, we are required to have weak product as an outer operator. Additionally, we show that in the characterization of Gap-P, we can even replace modi ed subtraction by decrement (i. e. modi ed subtraction of 1).
3.4 Theorem. For every nondeterministic polynomial time machine M, there exist a number k 0 and polynomials q 0 ; q 1 ; : : : ; q k ; p; p 1 ; p 2 with nonnegative integer coe cients such that M accepts some input x, jxj = n, if and only if (9z 2 p(n) )(8u q 0 (n))(9v 1 2 q 1 (n) ) (9v k 2 q k (n) )(p 1 (x; z; u; v) = p 2 (x; z; u; v)); where v abbreviates (v 1 ; : : : ; v k ). Moreover, the proof given in 15] shows that for every accepting computation path of M on x, there exists exactly one z as above, and vice versa, and for every (x; z; u), there exists at most one v wich ful lls the equality. Thus, we immediately have that the number of accepting computation paths of M on input x is 
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The question which now arises naturally is, whether we can even get rid of modi ed subtraction, or equivalently, wether the closure of all polynomials with integer coe cients (nonnegative integer coe cients) under summation and weak product is already equal to Gap-P (# P, resp.). Next, we show that this is very unlikely. , then we can answer the question whether f(x) is odd deterministically in polynomial time, since we can use the structure of the recursive de nition of f to evaluate f(x) modulo 2 inductively as follows:
Let q be a polynomial with variables (x; z) ( 
there exists a polynomial p 2 GF 2 x; z] such that q(x; z) p(x; z) (mod 2). The evaluation of f(x) modulo 2 now consists of repeated applications of the following steps: Let p 2 GF 2 x; y; z]. Then 1.
Q z p(x; y; z) p(x; y; 0) p(x; y; 1) (mod 2), since a product is odd if and only if all its factors are odd. 2. P 2 s z p(x; y; z) p(x; y; 0) (mod 2), if s 6 = 0, since in this case we have an even number of terms for z odd (which always sum up to an even number) and an odd number of terms for z even (which sum up to an odd number if p(x; y; 0) is odd). If s = 0, we have two terms, and obviously P 2 s z p(x; y; z) p(x; y; 0) + p(x; y; 1) (mod 2). Which of the formulas has to be used in step 2 depends on the length of x and the length of the variables introduced in operators to the left of s. However, all these lengths are bounded by polynomials in the length of x. By repeated application of the above steps, we therefore obtain a formula containing a constant number of p( 1 ; 2 ; : : : ; k ) with 1 ; 2 ; : : : ; k 2 f0; 1g, which is easy to evaluate.
Finally, a result by Toda 21] shows that the polynomial time hierarchy is included in the second level of the polynomial time hierarchy over P. Thus, P = P implies the collapse of the polynomial time hierarchy to its second level. 2 
The hierarchy of counting functions
The hierarchy of counting functions can be characterized as the closure of # P under summation and substitution 25]. In this section, we give an alternative algebraic characterization which again as in our previous results doesn't need the operation of substitution.
4.1 Lemma. For k 0, (k + 1) # P = Sum(k # P k # P). Proof. In 25] , it is proved that for every f 2 (k + 1) # P, there exist functions g 2 FP + and h 2 k # P and a polynomial p such that f(x) = P 2 p(jxj) z=0 g(h(x; z)). Hence, (k+1) # P Sum(k # P k # P) (since Sum Sum F = Sum F for all function classes F with F FP F 24]). On the other hand, Sum(k # P k # P) Sum FP k # P + # P k # P (k+1) # P, because the inclusion Sum FP + # P is relativizable. Building on our results from the previous section, this representation of FCH can be simpli ed. To generate all functions from FCH using Sum and , it is su cient to start with polynomials with nonnegative integer coe cients rather than # P functions. The class Gap-P is the integer analogue to the class # P of everywhere nonnegative functions. To get an analogue for the class FCH, we de ne the hierarchy of gap functions to consist of the classes 0 Gap-P = def FP and k Gap-P = def Gap-P (k?1)Gap-P for k 1. Let FCH ZZ = S k 0 k Gap-P.
Since the result Gap-P = # P ? # P = # P ? FP relativizes, we obtain 4.5 Proposition.
1. k Gap-P = k # P ? k # P = k # P ? FP. Proof. The hierarchy of gap functions is closed under every FP operation; thus the second statement implies the rst.
If Gap-P is closed under modi ed subtraction, then Gap-P] Sum; ;? = Gap-P; thus the rst statement implies the second as a consequence of Corollary 4.6.
If SPP is equal to the counting hierarchy, then the counting hierarchy is low for Gap-P; however, Gap-P with oracles from the counting hierarchy is exactly the hierarchy of gap functions. Thus, the third statement implies the second.
If FCH ZZ = Gap-P, then the class of all sets whose characteristic function is in FCH ZZ (which is the counting hierarchy) is equal to SPP. Thus, the second statement implies the third.
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In the next results, we will see how we can, building on our recursion theoretic characterizations, obtain results analogous to Theorems 4.2 and 4.6 and the just given two Theorems, but for other arithmetical operations. Because of the results from the previous sections, if we want to prove an analogue to, say, Theorem 5.1, for an operation , all we have to do is show that an application of can be equivalently replaced by a sequence of operations including those under which # P is closed and the operator ; that is, we in a sense reduce to . Thus, if # P were closed under , then it would be closed under . This form of reduction has been de ned precisely and a number of other applications have been given recently in 10]. Proof. Follows directly from the preceding theorem, analogous to the proof of Corollary 5. In 20], it was already shown that Gap-P + , the class of all everywhere nonnegative Gap-P functions, is closed under decrement if and only if the counting hierarchy collapses to SPP.
