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INTRODUÇÃO 
Já é bastante sabido que os algoritmos para minimiza-
çao, baseados no fato de que uma função real, diferenciável em RP, 
pode ser aproximada por uma função quadrática numa vizinhança de 
um mínimo, são usualmente mais bem sucedidos quando se trata de 
resolver um problema de minimização de funções sem restrições. Em 
tais algoritmos, um dos mais importantes aspectos que pejemos co~ 
siderar, é a estimação da matriz hessiana da função a ser rninimi 
zada, através do cálculo do gradiente. Os métodos que utilizam 
este procedimento são chamados de algor{tmos de métriaa variável. 
o primeiro e talvez mais conhecido algoritmo de métri-
ca variável foi proposto por Davidon [4] em 1959. Em 1962, foi 
simplificado por Fletcher e Powell, passando a ser chamado de me-
todo DFP, e pertencente à classe dos métodos quase-Newton. Poste 
riormente, em 1970, surgiu um outro método do tipo quase-Newton 
com o nome de BFGS, sugerido por Broyden, Fletcher, Goldfarb e 
Shanno. 
Um outro algoritmo que também aproxima uma função nao 
linear por uma quadrática surgiu em 1952, com o nome de 
de gradientes conjugados. Inicialmente, ele foi sugerido 




riormente, foi aplicado pela primeira vez para otimização sem res 
trições, por Fletcher e Reeves [B] em 1964. 
Neste trabalho, objetivamos fazer um estudo teórico 
dos métodos de tipo quase-Newton, para rninimização sem restrições, 
a fim de que o mesmo venha oferecer subsídios para todos aqueles 
que desejem um maior aprofundamento no que diz respeito a litera-
06 
tura especializada sobre o assunto aqui abordado. 
Dessa forma, no Capítulo I, mostramos como surgiram os 
métodos quase-Newton e como obter as fórmulas de at.ualização das 
matrizes. Neste Capítulo, apresentamos também a equivalência 
existente entre os métodos de "tipo B11 e de "tipo H". 
No Capítulo II, definimos uma família ccmtínua de fór-
mulas de tipo H, chamada de Fam~lia de Fletaher. Mostramos as 
suas propriedades e provamos alguns teoremas relat:'Lvos à Propri!_ 
dade de Estabilidade de Fletaher. 
O uso do algor! tmo quase-Newton com rel;uação é mostr~ 
do no Capitulo III, onde apresentamos alguns dos v;irios critérios 
existentes para se fazer a busca unidimensional de:sses métodos. 
A modificação da fatorização de Cholesky é estudada no 
Capítulo IV onde, através de exemplos, mostramos como fazê-la e 
sugerimos a modificação da fatorização usando as matrizes de 
Householder. 
O Capitulo V foi dedicado à convergência desses méto-
dos. Apresentamos alguns teoremas que garantem a convergências~ 
per linear, como também convergência locaL A conve·rgência quadrá-
tica é também, aqui, mostraqa. 
-Mas, neste trabalho, o nosso interesse nao ficou ap~ 
nas numa pesquisa teórica sobre esses métodos. 
Objetivando uma melhoria na eficiência da busca unidi-
mensional, usada na SUBROUTINE VA13A, através de \W conjunto de 
experiências numéricas, tentamos elucidar qual é a melhor maneira 
.de escolhermos certo parâmetro que aparece nessa busca unidimen-
sional, mostrada no Capítulo VI, onde apresentamo:; também todos 
os resultados computacionais obtidos. 
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CAP!TULO I 
OS MtTCDOS BFGS E DFP 
Os métodos quase-Newton tratam de resolver dois tipos 
de problemas: 
(a) Resolução de sistemas não-lineares sem usar jacobianos. 
Seja 
O problema é achar x* E lR.n tal que F(x*) = O, sem usar 
derivadas, ou seja, fazendo apenas avaliações da função. 
(b) Minimizações sem restrições. 
Seja f : lRn + lR , 
o problema é achar minimos locais de f sem usar derivadas se 
gundas. 
Neste trabalho, estaremos abordando apenas o tipo (b), 
-que e um caso particular de (a). 
Denotaremos 
g(x) = Vf(x) = f(x) 
para ser o gradiente e G(x) = ((a/ax1 axj)f(x)) o hessiano. 
Também usaremos as notações: 
f'(x) = Vf(x)T 
f'' (x) = v2f(x) = G(x) 
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1.1) DERIVAÇÃO DOS MtTODOS QUASE-NEWTON: 
•rememos o problema de minimizar f : n lR -+IR, 
f E c 2 (:nfl) sem restrições. Desenvolvendo f (X) , por Taylor, 
' 'h d x 0 EJRn, numa v1z1n ança e temos: 
ou seja, 
f(xl - O O O T 1 O T O O f(x )+f' (x ) (x-x ) +2(x-x ) f'' (x ) (x-x ) 
Se f fosse uma função quadrática, o hessiano seria 
constante, portanto, f poderia ser escrito como: 
f(x) = 
onde o X = x-x , e 
Se, além disso, fosse G >O {positiva definida), o 
Único mínimo de f em mn seria o ponto 
x* = (1.1.1) 
com um ponto arbitrário. 
A fórmula {1.1.1) dá origem ao método de Newton no ca 
so geral: 
k+1 k k -1 k x = x - G (x ) g (x ) 
Os métodos quase-Newton, na versao "ingênua", têm a 
seguinte fórmula: 




= xk - Hk g(xk) (1.1.3) 
09 
Aos métodos que usam a fórmula (1.1.2), chamamos de 
"tipo B" e aos que usam a fórmula (1.1.3) de "tipo H". 
As características essenciais desses mét:odos sao: 
(a) A matriz Bk é, em algum sentido, urna aproximc:Lção de G(xk) 
(ou ~ de G(xk)-1 ). 
(b) A matriz Bk+l (Hk+l) se obtém da matriz Bk·' através de 
uma fórmula recursiva que envolve somente avaLiação de g em 
k X • 
Agora, vamos determinar em que sentido Bk{~) -e uma 
aproximação de G(xk) (G(xk)-l). Para isso, necessitamos de duas 
propriedades do hessiano, no caso quadrático, que são: 
Se y,z E JJf', 
(1) 
(2) 
óx = y-z e 
G. ó.x = Ag 
-1 G • bg = Ax 
6g = g(y·)-g(z), então: 
Para conservar essas propriedades, os métodos quase-
Newton requerem que suas matrizes satisfaçam a: 
(1) B ( k+1 k) k+l x -x 
(2) k+1 k = x -x 
que chamaremos de equações matriciais fundamentais (E.M.F.). 
Faremos aqui, uma esquematização dos algoritmos dos 
dois tipos: 
TIPO B: 









Calcular k+l k -1 k X =X -Bk ,g(x ) 
k+l k k+l k ó = x -x , y = g(x )-g(x ) 
Obter Bk+l tal que 8k+l ó 
k = k+l, vá para o passo 1. 
Xo, B O' 
Calcular 
k = o 
k+l k k X =X -Hk.g(X ) 
= y 
6 = xk+l_xk, Y = g(xk+l)-g(xk) 
Obter Hk+l tal que Hk+l y = ó 
k = k+l, vã para o passo 1. 
1.2) FORMULAS DE ATUALIZAÇÃO DAS MATRIZES: 
lO 
A seguir, mostraremos as fórmulas mais utilizadas pa-
ra se obter as matrizes dos métodos quase-Newton. Para fixar 
idéias, usaremos as fórmulas DFP e BFGS para mostrarmos, através 
de um exemplo numérico, a aplicação dos algoritmos dados no pará 
grafo anterior. 
Sejam k+l k ó = x -x e 
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1.2.1) Fórmula de Correção de Posto 1 - Tipo B: 
Seja Bk+l = Bk +llB, onde óB é uma matriz de posto 1. 
Usando a E.M.F. temos: 
8 k+l õ = y 
(Bk +t.B) õ = y 
6B • ó = y-Bk.ó 
que é satisfeita pondo, 
6B = Vz E IRn tal que 
g necessário que Bk+l seja simétrica, então: 
6B = 
1.2.2) FÓrmula de Correção de Posto 1 -Tipo H: 
Procedendo corno na demonstração anterior, temos: 
óH = 
1.2. 3) Fórmula de Broyden-Fletcher-Goldfarb-Shannc, (BFGS): 
g uma fórmula de correçao de posto 2 - tipo B. Seja 
= 
Usando a E.M.F., ternos: 
Bk+l • ó = y 
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que e satisfeita se, 
óB1 .ô = y e óB2 .ô = -B ô k 
e que se cumprem, pondo 
T -B óz T 
<lBl ~ <182 k = e = T T y .ô z .ô 
Vy, z E lRn tais T ,. o T • ô ,. o que: y .ô e z . 
Para conservar a simetria temos: 
T T 
-Bkôô Bk 
<lBl = :r_,_r_ e óB2 = T 
• ô ôTB ô y k 
Então, 
T T Bkôô Bk 
8k+1 = Bk + 
li.._ (1.2.1) 
yTô ôTB ô k 
1.2.4) Fórmula de Davidon-F1etcher-Powe11 (DFP): 
Esta fórmula de correção é também de posto 2 - tipo H. 




-Hk yy Hk 
= e = 




Hk+1 = Hk + 
Hk yy Hk (1.2.2) 
ôTy T y Hk y 
EXEMPLO 1: Minimizar a função f(x) 
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Usaremos para isto, os algoritmos da seção 1.1 e as 
fÓrmulas BFGS e DFP. 
Sejam x 0 = (-2, 4)T, 
1) Usando a BFGS: 
onde 
Calculando, 
d ~ c:) (42. -18) ~ 
YT ó (42, -18)C:) 
e 








e k ~ o 
-1.235294) 
0.529411 
0\(12) (1 o) (144 -n·) 
1) -6 (12, -6) o l ~ ~(0.8 




Bl =c :) + (2.882352 1. 235294 -1.235294)- ( 0.8 0.529411 -0.4 
(3 .082352 -o. 835294) 
= 0.835294 1. 329411 
-1 ( 0.391003 
81 =~o .245674 
+0.245674\ 
0.936575) 
Fazendo k = 1 temos , 
-0.4) 
= 0.2 
x 2 = (lOJ _ (O. 391003 
-2 +0.245674 
' 
+0.245674'\ (30) = (1.217998\ 
0.936575~ -12 ~.86868) 






ó = x 2-x1 = (8.782002\ 
3.86868) 
y = (30 .214686\ 
12 .650682~ 
T (2.904757 l.J_-




T B1 óó s 1 (2 .920486 -1.20273) B =(3.066623 -0.84876) 
= e 
óTB ó 1.202732 0.495313 2 -0.848764 1.34331 l 
obtemos, 




Fazendo k = 2, chegamos a 
x 3 = (1.140362\ 
1.341239) 
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f(x 3 ) = -0.960122 e 3 __ c0-079847) g(x ) 
0.200877 
Calculando 




yTó - -0.617969 










B = 3 





B_1 = (o.446170 
3 \o. 465072 
que é uma boa aproximação para a inversa da hessiana 
2) Usando a DFP: 
onde 










_(~:)(12, -6) =(0.235294 




~) C:) (42, -18) G ~) = (0.844827 
\:o.362068 (l 0\ (_1428) (42' -18) \o J \: 
para obtermos 
Hl = cl o)+ (0.235294 














x 2 =elO)- (O. 390467 
-2 \p. 244421 
o. 244421) (30) = (1.219042\ 
0.903651 12 ~-511182) 
onde, 




o = c8. 780958) 
3.511182 
e 






H =CO. 387731 
2 0.238675 




3 C0.06724) e g(x ) = • 
0.118211 
Calculando H3 obtemos, 
= co. 501958 
H3 
0.499134 
y = (29 .8540';6) 
11.70786 
l7 




f(x 3 ) = -0.984415 
o .49913"\ 
l.50040J 
que é uma boa aproximação da inversa hessiana -1 G . 
l. 3) DUALIDADE: 
As fórmulas de correçao apresentadas no parágrafo an-
terior, sugerem a dualidade entre as fórmulas de 11 tipo B" e as 
de "tipo H". Para isso, o princípio a ser usado poderia ser [7]: 
"a cada fórmula de tipo B, corresponde uma de tipo H, que será -
obtida a partir da substituição dos B~S por HAGAS, dos DELTAS 
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por GAMAS e dos GAMAS por DELTAS 11 • A recíproca é também natural 
mente certa, logo, as fórmulas DFP e BFGS são duais. 
Porém, seja e suponhamos que, por exemplo, 
as Bk+l são geradas pela fórmula BFGS e as Hk+l pela dual DF~ 
t, então, 
Através de um exemplo numérico, mostraremos que isso 
nem sempre acontece. 
EXEMPLO 2: Tomemos, 
ô =C) e y =G) 
Usando a BFGS para determinar a 1 , ternos: 
T 
i C :) T AB 1 = :r.__y_ = e llB = - s 0õó s 0 YT ó 2 óTB ó o 
B1 = B0 + AB1 + AB2 = 
_l_ (13 
2:) 10 7 
-1 1 ç3 -7) 81 = 25 
-7 13 
Calculando H1 através da DFP, temos: 
e 
= 1 çss H1 = HO + bH1 + bH2 -6 5
-17 -17) 33 
-lc 1) = 2 1 1 
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Portanto, 
Assim, um método de tipo B e seu dual tipo H nao sao 
o mesmo método. 
A seguir, veremos que dado um método de tipo B(H) -e 
possível encontrar um método de tipo H (B) que lhE~ seja equiva-
lente, mas não o seu dual. Para isso, basta obter as fórmulas 
para a sequência das inversas quando são dadas as ma-
trizes Bk(Hk). 
Essas fórmulas sao obtidas através do uso da fórmula 
de Sherman-Morrison [6], mostrada no teorema 3.1. Antes, vamos 
apresentar um lema que será usado na demonstração do teorema. 
LEMA - Sejam v,w E lRn. Então: 
det (I + v WT) = 
PROVA: Seja P = I+ v wT e admitamos que v #- O, porque para 
v = O, o resultado é trivial. Então, algum autovt~tor de P é ou 
ortogonal a w ou um múltiplo de v. 
Se o autovetor é ortogonal a w, o autovalor é unitá-
rio e se e paralelo a v, então o autovalor é l+wTv . 
TEOREMA 3.1: Sejam u,v E mn e A uma matriz n :>:n, não-sing~ 
lar. Então, A+uvT e não-singular se, e somente se, 
T -1 
a = l+v A u F O 
e neste caso 
-1 
(A +uvT) =A-1_1 A-1 TA-l ã. u v (1.3.1) 
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PROVA: Do lema anterior, segue-se que A+ u v T - -e nao singular 
se, e somente se, cr :1 O • 
Agora, vamos mostrar que se verifica (1.3.1). 
{,-1 \ -
~ A.A-1+uvTA-1 _ AA- 1uvTA-1+u(vTA-1u)VTA- 1 
l+vT A-lu 
~r+O ~r. 
EXEMPLO 2: Se as Hk se geram pela fórmula DFP, vamos mostrar co 
mo podemos obter a fórmula que gera as 
Temos que aplicar duas vezes a fórmula (1.3.1); prime! 
ro, para 6H1 , e depois para óH2 • 
Então: 
Tomemos u ~ 
T -1 









Assim, fazendo as substituições em (1.3.2), temos: 
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Repetindo o uso da fórmula (1.3.1) quando agregamos 




Hky A = HkHH1 u = v = e T y Hky 
Então temos: 
T -1 V A u = 
T -1 Hk óó Hk c -1 T -1~ 
y ~ k - óTy+óTH~1ô 0Hky~ = yTHky 
/ yTóóTH~1~ yTóóTy ~TI- 0 Hky) -1-= yTHky = T T 1 T óTy+óTH~1ó (ó y+ó Hk ó)y Hky 
-1 T -1 ~ H- 1 óóTH- 1 ~ ek~yTHV 6-1 H-1óóTH-1 0 -1 k k k k A uv A = k - óTy+óTH~1ó óTy+óTH~1ó = y Hk y k 
(y;THk -1 T T ~ ~ H- 1óóTH- 1~ Hk óó yy Hk -1 k k = 
= + k - óTy+óTH~1ó T T 1 T y Hky (ó y+ó Hk ó)y Hky 
T H-1óóT T TóóTH-1 




= T (óTy+óTH~1ó)yTHky T T T -1 y Hky y Hky(ó y+ó Hk ó) 
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y(yTô)ôTH~1 H-1ô(ôT) T T T 
-1 k y y r.Jô y)y 
= ~- + + (yTô) ôTy (yTô) ôTy T T (y ó) ô y 
óTH-1ô T ôTH-1 H-lô 'I~ T y k y 
-1 y k k y 
+ :t:L + + = H -
yTôôTy k ôTy ôTy ôTy 
ôTH-1ó T ôTH-1 H- 1 ô ~~ 
+ 
y k y 
-1 y k k y 
+ = H -
y T ô ô Ty k ó Ty óTy 
( óTH-1J T 
+ + k :t:L 
ôTy ô Ty 
ou ainda, 
-1 -1 ~-~)H-1 ~-d}. T Hk+1 = (Hk +.-.H1HH2 ) = :t:L (1.3.4) 0Ty k 0Ty ôTy 
Assim, dada uma fórmula de tipo B (H) e a 
-1 -1 
recorrência 
para as matrizes Bk (Hk ) ; se agora, chamarmos 
teremos que para todo k valem: 
H y = ó k ou 
Definimos então, um método de tipo H (B) que, est:e sim, é equ_!. 
valente ao original, isto é, gera a mesma sucessão de pontos.P2_ 
rém, desta vez, este novo método tem um dual que é do tipo B (H) 
como o original e que é equivalente ao dual do oriçrinal. Para me 
lhor entendermos isto, observemos o diagrama 1. 
A seguir, relacionaremos as fórmulas (1.,2.1) e (1.2.2) 
e suas equivalentes: 
(1) = (BFGS) 
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T 
(2) Hk+l Hk + 
óóT _ Hk yy Hk (DFP) = 
óTy T y Hky 
~-~) ~- :() + T (3) 8k+l = Bk JJ_ (DFP) óTy 
(4) Hk+l ~- :() ~ ~- ;~:) + óóT (BFGS) (1.3.5) = óTy 
Em diagrama, temos: 
TIPO B TIPO H 
BFGS 1 DUAIS 2 DFP 
<!l 
Ü.t "' ~ ~«;.~ v~ 
'~-'" ~4>./>~ 
"'""' o5' 
DFP 3 DUAIS 4 BFGS 
(Diagrama 1 J 
EXEMPLO 3: Se usarmos os mesmos dados do exemplo 2 e calcular-
mos B;;l pela fórmula 4 teremos: 
= = 
+ 
-··------- -~ -----_ ____,_.._, r l;HI(;.,.~ 1 
i -,,1'.>LI01'~C• C("'~'l 
' ~-"'------ -. 
25 
3 3 2 1 1 
5 --
-1 5 CJ 
5 5 5 5 1 c: -7) B1 = H = + = 25 1 2 2 3 2 1 1 13 
-5 5 5 5 5 5 
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CAPITULO II 
A FAMILIA DE FLETCHER 
2.1) DEFINIÇÃO: 
Vamos mostrar uma família continua de fórmulas de ti-
po H [7] 
Seja uma recorrência por certo 
las e 1 (Hk+ 1 ) outra. Sabemos que para todo k, se 
e Y = g (xk+ 1) -g (xk) , 
o 
Hk+1y = & e 
Agora, se a EJR e definimos: 
8 1 o 
Hk+1 = 8 Hk+1 + (1- 8) Hk+1 
temos que: 
tipo de fórm!! 
& = xk+1_xk 
(2.1.1) 
8 1 o Hk+1y = 8Hk+1y+(1-8)Hk+1y = 8&+(1-8)& = & 
ou seja, e Hk+l satisfaz a EMF. 
A fórmula (2.1.1) define uma família continua de fór-
mulas de tipo H dependendo do parâmetro a. 
DEFINIÇÃO: A fami1ia de F1etcher é definida tomando-se 
1 
como sendo a recorrência DFP (l.2a2) e Hk+l a BFGS (1.3.5) ou se 
ja, a equivalente de seu dual. 
Assim, ternos que: 
= 








Daremos aqui algumas propriedades da fantília de Flet-
cher. 





e e como na definição 2. 
PROVA: T 
o !! T - Hk yy Hk 
Hk+l = Hk + !Ty T y Hky 
T T 
+ ~ T ôô T l !y Hk Hky! y Hky) Hk+l = H - + -k !Ty !Ty !Ty !Ty 
e façamos a substituição em(2.l.l). Assim, temos que: 
Hk~yTH~ 
[Hk -
!ôTH T a (l-8) ~+!!T- k Hky! Hk+l = + a + k !Ty y Hky ! Ty ô Ty 
/ 
yTHky) !!Tl + (l + = 
! Ty !Ty 
'--
28 








+ e + e 
óy Hkyó 
= 
oTy ôTy ó Ty (óTy) 2 
T ~kyyTHk óyTH óóT _ Hkyy ~ k 
= Hk + + e -
ôTy T T óTy y Hky y Hky 
(2.2.2) 
pois 
T ( TH )1/2 
G;y 
Hky) ~TT - y>~ (yTHk y) 1/2 v v = = y k y . 
yTHky y y ~y 
/ T T T ' 
T ~ óóT óy Hk Hk yô + Hk yy ~ \ = y Hky 2 - T 2) = T T T T 
(óTy) ó YY Hky ó yy Hky (y Hky)) 
T T T T T óy Hk yó óy Hk Hkyô 
+ 
Hk yy Hk 
= 2 óTy óTy T (óTy) y Hky 
PROPRIEDADE 2: A H-fórmula de correçao de posto 1 pertence a fa 
óT 
mília de Fletcher com e = T T . 
ô y-y ~ y 
PROVA: Seja • como em (2.2.2}, isto e: 
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T / T T T T T\ 
a óó T Hkyy Hk /Hkyy H k óy Hk Hkyó óy Hkyó) 
Hk+l = Hk + --- + ai T --~ + (óTy)2 óTy T óTy y Hky \r Hky .s y 
e façamos a substituição de 9, temos então: 
T 
óT ~k;yTHk a Hk + óóT Hkn Hk Hk+l = --- + óTy T T T y Hky ó y-y Hky y Hk y 
= 
= 
(Ô T )2H TH ó TH ,T TH H ,T TH ,T S( THky)2,T Y k n k- Y k v n k y- k Y v n k Y v +• Y v 





que é a H-fórmula de correçao de posto 1. 
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PROPRIEDADE 3: âH~ é uma matriz de posto < 2 cujas colunas sao 
combinações de ô e Hky. 
PROVA: Por (2.2.1), 
Então, 
a ~Hk . y = 
Assim, o subespaço gerado pelas colunas de 6H: está contido no 
subespaço gerado por {ô, Hky} Portanto, a tese vale. 
PROPRIEDADE 4: se é positiva definida, então, -e 
positiva definida para todo 9 > O. 
PROVA: De e o T Hk+l = Hk+l +evv, verifica-se diretamente. 
2.3) A FAM!LIA RESTRITA DE FLETCHER: 
Vejamos que a não singularidade de implica na nao 
3l 
singularidade de e Hk+l para todo e > o. 
TEOREMA 2.3.1: Se ôTy > o e H o k é positiva definida, então 
e 
- positiva definida todo Hk+l e para e > o. 
PROVA: Sabemos que H o o (H o l -1 > o -> <=> 
' 
porem k k 
o -1 ~ ~) ({l -1 ~ T') T (Hk+l) - i.:L + rr_ ôTy ÔTY, ôTy 
Logo, se v ;f O T O -1 v (Hk+1 l v > O 
Então é positiva definida ==> e posi-
tiva definida => + evvT > O , ve > o. 
A seguir, mostraremos através de uma Propriedade e de 
alguns teoremas, boas razões para restringirmos mais ainda a fa-
mília de Fletcher (O ~ a ~ 1) [7] . Jl. família com esta nova 
restrição, chamaremos Família Restrita de FletcheJr (FRF). 
PROPRIEDADE DE ESTABILIDADE DE FLETCHl>R 
Sejam e Então os au-
tovalores de Kk+l estão, ao menos, tão perto de 1 como os de 
Usaremos o seguinte lema [17] , na demonstração dos 
próximos teoremas. 
LEMA: Se A - simétrica autovalores À1 À2 À e com > > ... > e n 
A* = A+ C1 VVT tem autovalores À. > 1 - À. 2 > > À. ' então, se n 
o ' - À. Àl ~ À. ::.. À2 À* À Se o ' -o > e: > > > > o < e: 1 - 2 - n- n 
32 
TEOREMA 2.3.2: A fórmula DFP aplicada a uma quadrática cumpre a 
Propriedade de Estabilidade de Fletcher. 
PROVA: Consideremos a fórmula DFP, 
lic+1 = 
aplicada a uma quadrática e escrevamos 
e 
Substituindo esses valores na fórmula acima, temos; 
1 l 1 1 1 1 1 1 1 1 1 1 
G-2 zzTG -2 G - 2K G - 2G2 zzTG2G - 2K G 
-2 
G 
-2 -2 G-"2K G-2 k k 
Kk+lG = + = k 1 1 1 1 1 1 
zTG 2 G2z zTG2G -2"K G k 
-2G2z 
1 l 1 1 1 1 
-2 T -2 G -2KkzzT~G -2 
-
2K G -2 G G + zz G = k T T 
z z z Kkz 
Simplificando, chegamos a 
= 
Suponhamos que os autovalores de ~ sejam Àl~À 2~ ... 
Tornemos 
-K K -k 
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Observamos que K tem um autovalor zero com autovetor z, pois, 
-Kz = = = o 
Suponhamos agora que os outros autovalores sejam 
• ' T Àl ~ À2 > ••• >O. Corno z Kkz >O, pelo lema anterior, temos 
que ).11 > Àl ~ ).2 > ••• > O • 
ser 1, e os 
ZZT Agora, ao agregarmos 
ZTZ ' 
outros continuam inalterados. 
o autovalor zero passa a 
Assim, esses outros 
autovalores se comportam como os de Kk • 
Vejamos, através de um gráfico, como isso se apresen-
taria: 
À1 À' À" 1 1 
À2 À. À .. 
2 2 1 A'4 
À3 À. À" 3 3 À4 À' 
o 4 
-Kk K Kk+1 
(Diagrama 2) 
Portanto, o que podemos dizer é que 11 0s autovalores 
de Kk+l estão ao menos tão perto de 1 quanto os de Kk"' toda-
via, o ideal seria que Kk se parecesse com I, po:Ls assim sendo, 
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a Propriedade de Estabilidade de Fletcher se consideraria desej! 
vel. 
Vamos agora provar esse mesmo teorema, usando a BFGS. 
TEOREMA 2.3.3: A fórmula BFGS aplicada a urna quadrática cumpre 
a Propriedade de Estabilidade de Fletcher. 
PROVA: Consideremos a fórmula BFGS 




( G-}:fG~) 1 1 ~ 1 1) 1 1 Í T -z G - 2 zzTG-2 G -2 --z G -2K G-2 _ G z:l Gl + Hk+1G = = k 1 1 
zTG 2 G 2z zTG 2c 2 z zTG-2"G'2z 
1 1 
--( G-~z~TG-~) E 1 9 1 1 -2 G2 TG-2 ~2 TG-2 2 = G KkG - zz +• zz = T T 
+ 
z z J 
1 1 
G - 2zzTG -z 
ZTZ 









l l l l 
G-2zzTKkG-2G2zzTG-2 





l l l 
G - 2zzTKkzzTG -2' G -2 
+ 







Simplificando, chegamos a: 
= K -k 
= 
T 2 ( z z) 
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+ 
Procedendo da mesma forma como no teorema (2.3.1), to 
mamas 
-K = K -k T 2 ( z z) 
e verificamos que tem um autovalor zero com autovetor 








outros continuam inalterados. 
TEOREMA 2.3.4: Todas as fórmulas da FRF (O < e < 1) cumprem a 
Propriedade de Estabilidade de Fletcher. 
aplicada a uma quadrática 
1 




e subs ti tuarnos 
ela terá um autovalor zero com autovetor z e, ao agregarmos o 
ZZT 
termo --- esse autovalor passará a ser 1 e os outros autova-
zTz ' 
leres continuam inalterados. 
EXEMPLO: Consideremos o problema de minimizar 
f (X) = para x0 = (-1, 1) 
g (x) = 
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1) Usando a DFP temos: 
H o c-433333 -0.3) H o (o. 395019 -o. 257648) = = 1 




G1/2HOG1/2 = (1.160769 0.83094) 
1 0.830939 0.733333 






e seus autovalores sao 
À' = 2.041469 1 
À' = o .012657 2 
Podemos ver que estes estão próximos aos autovaloi·es de K~. 













Resolvendo a equaçao 
À2 - 1.956399À + 0.17863 = o 
temos que os autovalores de Kt sao: 
1\gora, 
= 
e resolvendo a equaçao 
temos que os autovalores de 
À2 = 0.096018 
= cl. 244167 
0.942609 




À'2 = o .090999 
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Podemos ver, também, que estes estão próximos aos autovalores de 
K1 
1 
2.4) USO DA FÓRMULA DE CORREÇÃO DE POSTO 1: 
Esta fórmula tem uma propriedade interessante 
funções quadráticas. 
PROPRIEDADE: Se 
Hn = G-l, logo, 
Hn está definida e nao se faz singular, 
n+l 
x é o mínimo de f. 
PROVA: Suponhamos que o 1 k X ,X , ••• ,X se geram por 
e as H. por Hj+1 = + H. J T J (o-H.y) y 
J 
j+1 j . 1 . 
e que o = X -X 1 y = g(xJ+ )-g(xJ) e vale Hj+ly 
Agora, se 
'' 








T T (6-H.y) (6-H.y) y' 
T (6-Hjy) y 
Porém, se f é quadrática e supomos, por indução, que H.y 1 = 6 1 
J 
-e; 
T (6-H.y) y' 
J 
T T 
:::::: ó y'-y H.y' 
J 
Logo, a propriedade Hj+ly' = O' se conserva. Ao tér 
mino de n iterações, Hny, = ó', donde ó' e y 1 assumem 
quaisquer dos valores k+1 k x -x k+1 k ou g(x )-g(x ), respectiva-
mente. Portanto, se aqueles vetores -1 eram independentes, Hn = G • 
Apesar desta interessante propriedade, a correção de 
posto 1 não se usa devido a: 
1) O denominador da fórmula de correçao pode ser z,ero. 
2) Hk pode na o ser positiva definida. 
3) ~ pode ser singular. 
4) Hk pode tender ao infinito (causar overflow). 
Mostraremos agora, uma consideração suçrerida por Flet 
cher (1970) como elemento de decisão entre a fórmula BFGS e DFP. 
6T 
Para a fórmula de correção de posto 1 e = T T 
ó y-y Hy 
na Familia de Fletcher. Como se pede que óTy > O,, então: 
6Ty T T T > y Hy => 6 y-y Hy > o => e > 1 
ou óTy < T y Hy => T T ó y-y Hy < o => e < o 
Assim, a fórmula de -correçao de posto .l na o está na 
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Familia Restrita de Fletcher. 
Considerando que = BH~ + (1-a)~, se e = O te 
mos H~ = ~ ' isto é a DFP e se a = 1, H~ = ~ , ou seja, a 
BFGS. 
Se a > 1 então a fórmula de correçao de posto 1 es-
tá 11 IDais perto" da BFGS, logo, devemos usar a BFGS e se e < o 
ela está "mais perto" da DFP, logo devemos usar a DFP. 
Entretanto, pode ser dada uma outra interpretação p~ 
ra esta decisão: 
T T 





yTHy > ôTy 
yTHy < óTy 
Se nestas desigualdades escrevemos o - -1 G y ternos: 
ou 
T y Hy 
T y Hy 
> 
< 
T -1 y G y 
T -1 y G y 




escolhendo a "atualização menor" que é a DFP e em (2.4.2) H -e 
menor que -1 G ' logo convém aumentá-la escolhendo a 
ção maior" que é a BFGS. 
a = o 
HO = DFP 
e = 1 
H1 = BFGS 
"atualiza-
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Devemos observar que estamos utilizando sempre a in-
terpretação ~ = BH~ +(1-B)~ da Família de Fletcher. De acor 
do com ela, a família é uma reta no espaço das matrizes simétri-
cas e quanto mais à direita desta, as matrizes são "maiores" 
mais definidas positivas ou menos singulares. 
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CAP!TULO III 
A BUSCA UNIDIMENSIONAL 
3 • 1) RELAXAÇÃO: 
A condição ôTy > O pedida no teorema 2.3.1 do capi-
tulo anterior, implica assumirmos algum tipo de relaxação, isto 
é, supor que estamos iterando segundo 
ou 
k+1 k k 
X = X - Àk Hk g (X ) 
k+1 
X = 
k -1 k 
X - Àk Bk g (x ) 
que são as fórmulas de iteração dos métodos quase-Newton. 
(3.1.1) 
(3.1.2) 
Agora, vamos mostrar que óTy > O impÕe uma condição 
bastante importante sobre o parâmetro Àk . 
Dizer que óTy > O é o mesmo que 
ôT[g(xk+l)-g(xk)J > O 




onde k gk = g (x ) ' temos: 
ôTg(xk+l) = = 
Analogamente, 
' • (o) = 
Portanto, óTy > O equivale a IP • (Ãk) > lfJ 1 (0} • 
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A outra condição que, claramente deve ser pedida e 
que também requer relaxação, é f (xk+l) < f (xk) ~ O fato de que 
-e positiva definida garante que isto aconteça quando to 
mames Àk suficientemente pequeno. 
A Última condição é a mais importante, pois nao deve 
deixar de ser cumprida, enquanto que a primeira 
nao se verificar em funções não convexas para nenhum Àk • 
Outra questão que devemos elucidar é se os métodos de 
relaxação - que determinam Àk - devem ou nao usar derivadas. 
Se levarmos em consideração que ao avaliarmos uma fug 
çao de uma variável em dois pontos, teremos a mesma informação 
que avaliar a função e a derivada em um ponto, poderíamos argu-
mentar que devemos usar derivadas se as avaliações de f e Vf em 
um ponto fossem menos custosas que as de f, mas isto depende da 
função. 
Entretanto, existem dois argumentos favoráveis ao uso 
de derivadas que são: 
1) Em k X ' já se conhece o gradiente e nao será necessário r e-
calculá-lo. 
2) ôTy > O exige o uso de gradientes. 
Apresentaremos a seguir, alguns critérios de relaxa-
çao usados nos métodos quase-Newton [6, 14]. 
3.2) MINIMIZAÇÃO UNIDIMENSIONAL: 
Atualmente, o critério de relaxação mais utilizado -e 
o de minimização unidimensional. Ele foi utilizado por Fletcher 
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e Powell em 1962, usando para isto, um método de interpolação cú 
bica (com derivadas) que descreveremos no final do capítulo. 
Como vimos, Àk deve satisfazer a f (xk+l) < f (xk) 
porem, este requerimento pode ser satisfeito por um Àk' arbi-
trariamente pequeno e, então, {xk} poderá convergir para um po~ 
to onde o Vf não é zero. Por isso, o mais razoável é fazer 
(3.2.1) 
com a, geralmente, sendo escolhido no intervalo [10- 4 , lo-1]. 
Fletcher (1970) usou o critério de tipo (3.2.1) com 
-4 a = 10 , provando primeiro com ~ = 1 e depois dividindo por 
10 até satisfazer o critério. 
De urna maneira geral, os Àk excessivamente pequenos 
sao excluídos por procedimento de busca numérica, mas, teorica-
mente, necessitamos impor que 
> com 8 E (a,l) (3.2.2) 
Usualmente, tomamos B = 0.7 porém, outros valores 
poderão ser usados dentro do intervalo [10- 4 , 0.99], dependendo 
da função que está sendo usada, visando uma melhor eficiência do 
algoritmo. 
A primeira condição (3.2.1) é chamada descida sufici 
ente e a outra (3.2.2) é "de tipo Atman". 
Em termos da função de uma variável 
À~ O, o.p' (O) < O, as condições (3.2.1) e (3.2.2) passarão a 
ser; 
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O < a < 13 < 1 
A seguir, vejamos para que condições d1=: <P, existe um 
Àk que satisfaz 1 e 2. 
De 1, temos que 
= Ctl/i 1 (0) 
Como 
,. (o) 
deduzimos que esta condição se cumpre em todo um :Lntervalo O<À<b 
(b às vezes infinito) que chamaremos de r 0 • 
TEOREMA 3.2.1: Se <P é contínua e r 0 está limitado (b < <») 
então existe algum À que cumpre: 
o < a. < 6 < 1 
PROVA: Seja b = supremo de r 0 < ""· Pela continuidade de o.p, 
= " ,. (0) 
e pelo teorema do valor médio 1 existe À, O < À < b tal que, 
,(b)-,(0) • 




, • (À) = • , • <O> > a , • <o> 
pois a < B e ~· (0) < O. Portanto, À satisfaz a condição 1, 
mas como À E r 0 , logo satisfaz 2. 
Atualmente, existe um outro critério de relaxação que 
combina a condição (3.2.1) com a (3.2.2). 
"'' (O) 
a À 
• ' (0) a ,• <o> 
(Diagrama 3) 
[a+) -intervalo dos pontos que satisfazem (1). 
(a,b) -intervalo dos pontos que satisfazem (2). 
(À,~(Ã)) -ponto ao que se refere o teorema 3.2.1 {a tangente 
por ele é paralela a R1 ) e que é determinado por in-
terpolação cúbida, onde • (À) = 
3.3) O MtTODO DE INTERPOLAÇÃO CÚBICA: 
Seja <fJ : [t1 , co) + :m uma função derivável, tal que 
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Então, existe tE (t1 , t 2] que é um mínimo local de 
~. Além disso, existe um polinômio cúbico 
p ( t) 
e 
e que tem seu mínimo local em (t1 , t 2]. 
O mínimo desse polinômio sera uma boa aproximação a 
um mínimo local da função~· 




Após calcularmos o novo ponto t, pelas fórmulas acima 
explicitadas, determinamos ~ (t) e ~'{t) e t será o mínimo 
local de <P se j<P • (t) j < E- , onde E e um valor pequeno pre-e~ 
tabelecido. Se isto não acontecer, testamos as condições dadas 
nas figuras 1 e 2, para escolhermos um novo intervalo (menor que 
o anterior), a fim de determinarmos o mínimo local de <P, isto é, 
caso ocorra <P' • (t) .::_ O escolheremos o intervalo (t1 , t], no 
entanto, se <P (t2 ) > <P {t) o intervalo escolhido sera (t,t2]. 
O processo continua até que o mínimo local seja encontrado. 
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CAPITULO IV 
UM MtTODO PARA MODIFICAR A FATORIZAÇÃO DE CHOLESKY 
No Capítulo II, vimos que se as matrizes Hk sao g~ 
radas pelo método DFP, os Àk são determinados por minimização 
unidimensional e H0 é positiva definida, então, todas as matr! 
zes ~ também serão. Entretanto, se estas forem computadas n~ 
ma máquina de precisão finita e nenhuma medida de prevençao for 
adotada, as Hk poderão tornar-se indefinidas ou mesmo singular, 
devido aos erros de arredondamento, levando o algoritmo a fracas 
sar ou terminar prematuramente. 
Para evitar isso, uma possibilidade é recomeçar com 
Hk substituÍda por uma matriz positiva definida e fixa, a cada 
certo número de iterações ou de acordo com algum critério pré-e~ 
tabelecido. Assim procedendo, a velocidade de convergência dos 
algoritmos diminui e a solução seria trabalhar, nao com a mesma 
matriz, mas com a sua fatorização de Cholesky. 
t bom lembrar que as referências feitas acima sobre -
as matrizes Hk' valem também para todas as matrizes dos méto-
dos quase-Newton, ou seja, tudo aquilo que explicamos sobre as 
fórmulas de ''tipo H", ocorre também para as fórmulas de "tipo B". 
4.1) A FATORIZAÇÃO DE CHOLESKY: 
Seja A uma matriz n x n, simétrica e positiva defini 
da. Então, A tem uma fatorização triangular na forma 
(4.1.1) 
onde L é uma matriz triangular inferior, com os elementos da dia 
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gonal principal iguais a um e D é uma matriz diagonal, cujos ele-
mentes da diagonal são positivos. 
Os elementos de L e D, que sao únicos, podem ser deteE 
minados ou por colunas ou por linhas, igualando os elementos cor 
respondentes na equação (4.1.1). 
Sejam t. . 
>,] e a .. os elementos da l-ésirna linha e >,] 
j-ésima coluna de L e A respectivamente, e dj o j-ésimo elemen-
to diagonal de D. Podemos então, escrever o segulnte algoritmo 
para a fatorização de (4.1.1): 
1) Faça d1 = a11 






dk 11 ,k t. k J ' k=1 J ' t. . = 
' 
j = k+l, ..• ,n J ,, 
di 
i-1 2 
di = a. 
" 
dk t. k (4.2.2) ~,i k=1 ,, 
EXEMPLO: Seja 
1 1 1 1 
1 5 3 2 
A = 
1 3 4 3 
1 2 3 2 
Pelo algoritmo ternos, d1 = 1 
para i = 2: tl,2 = 1 e d2 = 4 
para i 3: tl,3 1, i2, 3 
1 
d3 2 o = = = e = 2 
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para i = 4: 1 = 4' 
3 
= 4 e = -~ 
A equação (4.2.2) estabelece cotas, a priori, dos ele-
mentos de LDl/Z que, portanto, não podem crescer demasiadamen-
te, a nao ser que A tenha elementos diagonais muito grandes. Ois 
to, resulta a estabilidade numérica da fatorização. 
Existem subrotinas que implementam a fatorização de Cho 
lesky, possuindo um controle que prevê quando a matriz for posit! 
va definida, podendo modificá-la ou mesmo avisar em qualquer caso 
de acidente. 
Para os métodos quase-Newton, melhor que calcular a fa 
torização é fazer a sua modificação quando a matriz se faz uma 
correçao. 
4.2) A MODIFICAÇÃO DA FATORIZAÇÃO: 
Consideremos o caso em que uma matriz n x n, simétrica 
e positiva definida A, é modificada por uma matriz simétrica de 
posto um, isto é, 
onde, a e um escalar e n z E lR • 
Vamos adimitir que conhecemos a fatorização de Choles-
ky de A, ou seja, A= LDLT. Para determinarmos os fatores L e 
D tais que, ---T A = LDL , faz-se necessário admitir que A e A se-
jam positivas definidas, pois de outra maneira, os algoritmos que 
determinam os fatores modificados são numericamente instáveis 
' 
até mesmo se a fatorização de A existe. 
Considerando que 
- T A = A +a zz 
= 
= 




onde, Lp = z, tudo o que necessitamos fazer é calcular a fatori 
zaçao de T D+o.pp tal que, 
T - - -T D+a.pp = LDL 
-depois da qual sera D = D e L = LL , 
(4.2.2) 
porque o produto 
de duas matrizes triangulares inferiores é uma matriz triangular 
inferior. 
Existem vários métodos que se distinguem pela forma de 
fatorizar (4.2.2), cada um com seu mérito, mas todos baseados na 
igualdade fundamental (4.2.1). 
Neste nosso trabalho, usaremos a modificação feita 
através do uso das matrizes de Householder, o que para tanto, des 
creveremos abaixo alguns comentários sobre as mesmas. 
Para reduzir um vetor dado z, para um mrütiplo da pri-
meira coluna da matriz identidade, necessitamos encontrar uma ma 
triz ortogonal P tal que, 
pz = -y e 1 (4.2.3) 
Isto pode ser feito usando uma matriz de transformação de House-
holder p I+ 1 T [9] onde = uu 
T 
u = z + y el 
T = -y ul (4.2.4) 
e y = sin (zl) li z 112 
Uma matriz triangular superior especial R(p,p,y) tem 
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a forma 
yl plp2 plp3 o ••••••• o 01Pn 
o y2 P2P3 o •• o ••• o • PzPn 
o o y3 • o •• o o o •• P3Pn 
R(p,p,y) = 
o o o ... Yn-1 Pn-lpn 
o o o o Yn 
n = diag (y 1 ,y 2 , ••• , 
e 
T e::: (1,1, ..• ,1,1) 
(1) R(p, p,y)D = DR(p, p,y) 
onde 
{2) R{p, p,y) = n R <P, p,e) 
onde -
pi (i n) pi = < 
' yi 
pi (i > 1) e pi = 
' yi 
i= 1,2, •.• ,n 
p = 
n Pn 
p = l pl 
LEMA 2: Seja R uma matriz triangular superior e R(p, p,y) uma 
matriz triangular superior especial. O produto R= R(p,p,y)R 
pode ser determinado usando a seguinte relação de recorrência: 
(2) Para i = 1,2, •.• ,n sejam 
rii = yi r .. i = i+l, 1+2, ... ,n H 
wj (i+l) = w(i)_p. rij j = i+l, i+2, ••• ,n J , 
(i+l) y . r. . + p~ wJ. ~ ~) ... 
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j = i+l, i+2, ..• ,n 
4.3) A MODIFICAÇÃO DA FATORIZAÇÃO USANDO AS MATRHES DE HOUSEHOL-
DER' 
Para efetuar a fatorização (4.2.2) usaremos as matri-
zes de Householder, o que para tanto, faz-se necessário escrever 
A = L D1/ 2 (I+ a VVT) 01/2LT (4.3.1) 
onde v e a solução da equaçao LD1/ 2v = z. 
Podemos fatorizar I+a.vvT T T = ( I+ovv ) ( I+ovv ) tomando 
• o = 
onde T (l+ov v) e um múltiplo positivo do determinante de A e se 
esta for positiva definida, o será real. 
Queremos determinar a matriz 
onde Pl'PZ, ... ,Pn-l sao matrizes de transformação de Householder. 
Como ilustração, consideraremos somente a aplicaçiio da primeira -
matriz P 1 • 
Tomemos p1 = rt-luuT e v na forma 
' 
de w -e um vetor com 
I+ovvT = [~ :] 
façamos 2 l+ovl =e. 
n-1 componentes • Como 
+ o [v:] [v1 wTJ ll+ov~ = 
ov1w 
Assim, P1 transforma o vetor 
v = [v1 wTJ 
o?TTJ 
I+oww 
um múltiplo de e 1 e usando as relações {4.2.4), definimos 




= e + Y onde pois e > o 
T = 
eu terá a seguinte forma [u1 ,o v 1 wTJ • 
consideremos agora que o resultado da aplicação da pr! 





- T I+oww 




De (4.3.2) e (4.3.3) temos que: 
1) ÓW = 
onde, através de simplificações, 
ó 
v1 T 
= -a (2 + a v v) y 
(4.3.2) 
(4.3.3) 
2) - T I+ oww = T 1 2 2 T 1 3 2 T T I+ oww +-;a v 1ww +lo v 1ww ww 
dando 
a = 
Para continuarmos o processo, devemos aplicar a segun-
da matriz de transformação de Householder P2 , da mesma maneira 
que P1 , e isso é possivel, pois a sub-matriz 
tem a mesma estrutura que T I+avv e ainda, 
- T (n-1) x (n-1) I+ aww 
T 1 T 1 +a W W = - (I+ CJV V) y 
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o que garante que o sinal escolhido na definição (4.2.4} permane-
ça o mesmo. 
Procedendo da mesma maneira, na aplicaç:ão de todas as 
transformações até chegarmos a p 
n-1' teremos: 
onde n = 
pj = 
sj = 
Agora, a fórmula (4.3.1) será: 
Mas, pelo Lema 1 da seçao anterior temos: 
1/2 R(v,ó,-y)D = 










D1/ 2nR(p, S,e) 
1 , ... , n 
Substituindo este resultado em (4.3.4) ·temos: 
A = T 1/2 l/2 T LR(p,S,e) nD D nR(p,S,e)L 
T T 
= LR(p,t3,e) nDnR(p,S,e)L 
Tomando T R(p,B,e) = L(p,S,e) vem 
A = T T LL(p,s,e)nDnL(p,S,e) L 
e, portanto, 
(4.3.4) 
L ~ LL(p, S,e) 
e D ~ n D n 
- 2 Agora, de D ~ nDn 
' 
temos que: d. ~ yj dj J 
2 y. 
J 
é a soma de quadrados, esta expressão garante que o 






Para computar L de L e L(p,B,e), usamos o lema 2 da 
seçao anterlor. Podemos então, sumarizar o algorítmo: 
1) Resolva L = z p 
2) Defina w (1) = z. 
J J 
2 
n pi n 
S. ~ L d. ~ L qi J i=j 
' 
i=j 
j = 1,2, ... ,n 
"1 = " 
a 
"1 = l+Vl+as 1 
3) Para j = 1,2, ... ,n compute 
p2 
a) qj = ::..J. d. 
J 
b) a. = 1+ajqj J 
c) sj+l ~ sj-qj 
d) 2 2 2 yj = a.+ a. qj sj+l J J 
e) d. 2 d. = yj J J 
f) ~j = •• p./d. J J J 
g) aj+l = 2 "/Yj 
h) 
i) 
crJ.+1 =a. (l+y.)/[y. (B.+y.)] J J J J J 
w(j+1) 
r r J r] 
-I. . 
rJ 
= w(j)_p.l. . } 
=I. .+~.w(j+l) 
r) J r 
r= j+l, j+2, ... ,n 
58 
Este método requer 3 n 2 + O (n) 2 multiplicações e n+l 
raizes quadradas. 
EXEMPLO: Sejam 
3 2 1 1 
A = 2 5 1 
' 
z = 1 e a = 2 • 
1 1 4 1 
Então, 
5 4 3 
Ã = A + etZZT 4 7 3 
3 3 6 
Aplicando a fatorização de Cholesky vista no parágrafo 
4.1 para A e A, temos: 
1 
















3 o o 
D o 11 o = 3 
o o 120 
-33 
5 o 
B = o 3.8 (4.3.5) 
o o 
Usando agora, a modificação da fatorização dada no pa-




Resolvendo a equaçao 
WJ(.1) -- l111] Definimos 
L =z, p 
e determinamos = 2001 51 4290 
o1 = 0.836721 e tornamos a 1 = 2 . 
Para j = 1 
(a) 1 0.333333 (b) e1 1.278907 ql =- = = 3 
(c) 52 = o .13311 ( d) 2 ~1 = 1.666664 e ~1 
(e) d1 = 4.999992 (f) ~1 = 0.4 
( g) 
"2 = 1.2 (h) "2 = o .577782 
(i) w (2) 1 w (2) 2 
.e.2,1 = 0.8 13,1 = 3• = 3' e 2 3 
Para j = 2 
(a) = 1 (b) e2 1.01750 q2 33 = 
(c) 0.102797 (d) 2 1.036346 53 = ~2 = e y2 
(e) 1i2 = 3.799936 (f) ~2 = 0.105264 
(g) 
"3 = 1.181958 (h) "3 = 0.562685 
(i) w (3) 3 = 0.636363 e 13,2 = 0.157895 
Para j = 3 
(a) q3 = 0.102797 (b) e3 = 1.057842 
(c) 54 = o. (d) 2 1.119030 ~3 = 




= 0.6 . 
= l. 018001 
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Podemos então, formar as matrizes, 
1 o o 4.999992 o o 
-L = 0.8 1 o e D = o 3.799936 o 
0.6 0.157895 1 4.069198 
que correspondem a uma boa aproximação dos resultados encontrados 
em (4.3.5), quando aplicamos a fatorização de Chol,esky. 
Vemos aqui que, com o uso de fatorizações, os métodos 
de "tipo B11 não sao mais custosos que os de 11 tipo H", corno se pe!!. 
sava, porque se Bk está fatorizada, calcular é tão custo 
so como calcular Hkg. 
Por isso, a tendência atual é usar métodos de "tipo B". 
Uma razao para preferi-los é que se dispomos de alguma informação 
do hessiano, ela pode ser incorporada nas matrizes Bk' mas nao 
nas Hk. Exemplificando, temos: 
versa não é. 
Se o hessiano é "esparso" sua in 
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CAPITULO V 
RESULTADOS DE CONVERGENCIA 
5.1) A CONVERGENCIA SUPERLINEAR: 
Um algoritmo para ser razoável deveria, pelo menos , 
ter convergência linear, no sentido de que se {xk} converge pa-
ra x* então, existe a E (0,1) e k 0 > O, tal que, 
< •llx -x*ll k 
Isto garante que, eventualmente, o erro venha a ser decrescido p~ 
lo fator a > 1. Agora, para ser competitivo, deveria ter conver 




li xk-x* 11 
= o 
Os principais resultados de convergência super linear 
foram obtidos por Broyden, Dennis e Maré [3, 5]. O primeiro teo-
rema dessa sequência refere-se à convergência geral de métodos do 
tipo quase-Newton. 
Consideremos o problema de resolver g(x) = o, onde 
g: JR.n+ :Rn, g E c 1 (JRn), g(x*) =O, g'(x*) nao singular. S~ 
ponhamos que aM > O tal que, para todo x numa certa vizinhança 
V de x*, 
llg'(x)-g'(x*lll < Mllx-x*ll 
Para todo x E V, B E DPxn nao singular, define-se 
o par {){, B). Define-se, também, um método iterativo por o X EV, 




-1 (x = x-B g(x)), Bk+l = B. Então, vale o 
seguinte teorema: 
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TEOREMA 5.1.1 (de convergência linear de Broyden, Dennis e Maré): 
Seja r E (0,1). S h t d E V B E lRn xn, upon amos que para o o x , 
le que: 
llii0-g' (x*) 11 < (1+K1 máx{ llx-x*ll, llx-:<* lll. 
IIB-g' (x*lii+K2 máx! llx-x* 11, llx-x*ll l 
Então, existem e:,ó >O tais que, se \lx0-x*ll < 5 e 




- B g(x*) k 
está bem definida, lim xk = x* e para todo k = 0,1,2, ••• 
k+~ 
v a 
Este teorema garante a convergência lo•:::al e linear de 
uma grande variedade de métodos como: Newton com refinamento, New 
ton discreto, Levemberg-Marquardt, etc. (ver [5]), e em particu-
lar de métodos do tipo quase-Newton. 
Para se obter convergência superlinear, precisa-se de 
urna análise mais elaborada. Dennis e Maré [s] pn>varam a seguin-
te condição necessária e suficiente para que um método, com as hi 
póteses do Teorema 5.1.1, tenha convergência supe.rlinear. 
TEOREMA 5.1.2: Suponhamos as hipóteses do Teorema 5.1.1. Então, 
a sequência {xk} converge superlinearmente se, e somente se, 
lirn 
k+~ 
IIBk-g' (x*)) (xk+1-xk) 11 
11 xk+l_xk li 
= o (5.1.1) 
Dennis e Moré mostram em [5] que alguns métodos parti-
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culares cumprem a equação (5.1.1). Entre eles, se encontram méto 
dos quase-Newton para minimização unidimensional. Concretamente, 
eles obtiveram os seguintes teoremas: 
COROLÁRIO 5.1.3: Seja f nao-
. 
singular e tal que g' é continua em x*. Seja uma seque!!_ 
cia de matrizes não-singulares e suponhamos que para algum x0 nu 
. d • • . { k} d ma v1zinhança e v de x , a sequenc1a x , gera a por 
-1 
x = x-ÀkBk g (x) 
está em V e converge para x*. Se a equação (5.1.1) verifica-se, 
- . k • entao, {x } converge superlinearrnente para x , onde g (x*) = O 
se, e somente se, {Àk} converge para a unidade. 
convexa numa 
vizinhança V de x*, onde g' (x*) é simétrica e positiva defini-
da, e suponhamos que SM > O tal que, para todo x E V , 
llg' (x)-g' (x*) 11 < Milx-x*llp 




Então, existe um inteiro positivo k 0 , tal que, para qualquer ma-
triz simétrica 
método DFP são 
(i) 
B EJRnxn k o 
bem definidas 
as sequências { ók) , {y k} e {Bk} 




(*) Definimos a norma de Frobenius para A E lRn x n por: 
(ii) lim 
k+~ 
I[Bk-g' (x*l] ókll 
11 ók li 
= o 
TEOREMA 5.1.5: Seja . n f.lR+JR, duas vezes diferenciável 




x* E V,g'(x*) é não-singular e g• é contínua em x*. Seja a se-
quência {xk} definida por 
onde a matriz não-singular Bk e o escalar Àk sao ·tais que 
e suponha que k {xk} está em V e converge para x*. Se 
lim 
k+~ 
11 [ak -g' (x*Hõk 11 
11 ók 11 
= o 
então {Àk} converge para a unidade, g' (x*) = O e {xk} converge -
superlinearmente para x*. 
5.2) O CASO QUADRÂTICO: 
Definição: Seja G wna matriz nxn, simétrica e posit! 
v a definida (G > O) e a1 ,d2 E mn. Dizemos quEa a1 e a 2 são G-
T 
conjugados se, e somente se, d 1Gd2 = O. 
TEOREMA 5.2.1: Se f é quadrática (G > O), o mét:odo DFP (BFGS), 
com minirnização unidimensional, gera direções G-conjugadas. Além 
k+l 
x = x*. disso, -1 (Bk G -1) k Hk = G = com < n e 




yk = g(x )-g(x ) 
é conjugado a 
isto é, ou 




Suponhamos, por indução, que T ôkyj = O e 
Vj < k, e provemos que elas se verificam para k+l . 
Sabemos que ék+l = ÃHk+lgk+l , logo, se y < k , 
= 
Mas, por hipótese de indução, e 
logo, 
~~+lyj = À[g~+lój+o-o] 




Porém, T ójgj+l = O pela minimização unidimensional e 
por hipótese de indução. Logo = o e 
= 
pois e 
Agora, falta provarmos que 
A segunda se verifica pelo fato de ser a EMF que é sa-
tisfeita pela DFP e, 
= o 
pela minimização na direção ók • 
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As direções ó0 , ô 1 , .•. , ôn-l sao linearmente indepen-
dentes, pois são conjugadas e não nulas, a menos que um gradiente 
seja nulo. Logo, 
Então, Hn ~ G-l 
r 0 ,y 1 , ... ,y0 _ 1 são linearmente independentes. 
n+l * e X = X . 
A mesma demonstração poderá ser obtida para o método 
BFGS. Portanto, os métodos BFGS e DFP têm terminação quadrática, 
isto é, minimizam quadráticas em um número finito de passos. 
5.3) OUTROS RESULTADOS DE CONVERGtNCIA: 
o primeiro trabalho sobre a convergência dos métodos 
quase-Newton foi feito por Powell [14]. Para o caso em que a fug 
çao é convexa, a busca linear é exata e o algoritmo DFP é aplica-
do, ele provou o seguinte teorema: 
TEOREMA 5. 3.1: Seja f : Rn + lR uma função conV'exa tendo der i-
d • n va as segundas cont~nuas em m tais que, li G (x) 11 _:' M para todo 
x. Suponhamos que o conjunto {x/f(x) ~ f(x 0 )} é: cOmpacto, en-
tão, se o método DFP é aplicado em f(x), a sequência 
(k = 1, 2, ... ) converge para o menor valor de f (:x:) • 
O resultado de Dixon, de que os métodos quase-Newton 
geram a mesma sequência de pontos, estende a teoria de Powell p~ 
ra a fórmula BFGS. 
Os resultados sobre convergência apresentados no para-
grafo anterior, mostram que uma das dificuldades encontrada nos 
métodos quase-Newton era a necessidade de uma busca linear exata 
ser efetuada. 
Um outro aspecto que dificultou bastante os trabalhos 
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de pesquisa sobre a convergência desses métodos foi o fato de que 
eles foram criados para minimizar uma função, por aproximações de 
funções quadráticas, e são estendidos para funções diferenciáveis 
em geral. 
Por isso, nos Últimos anos, muito interesse tem sido 
voltado para provar a convergência desses métodos e num recente 
trabalho, Powell [15] provou a convergência do algoritmo BFGS com 
o uso da busca linear aproximada, corno veremos a seguir: 
TEOREMA 5.3.2: Seja f : :ffin + lR duas vezes diferenciável e con 
vexa sobre JRn e admitamos que para um dado x 0 E JRn , o conju!!_ 
to t(x0 ) é limitado, onde: 
= 
Suponhamos ainda que {xk} é gerada por 
e Àk e Hk sejam escolhidos por uma das seguintes maneiras: 
(a) Uma busca linear exata e a modificação DFP. 
(b) A busca linear dada por (3.2.1) e (3.2.2) e a modificação 
BFGS. 
Então, para toda matriz simétrica e positiva definida H0 E t(IR~ 
e E> O, existe um k > O, tal que IIH(xk) 11 < E • 
Para finalizarmos este capitulo, vamos apresentar um 
resultado muito interessante sobre a ordem de convergência dos mé 
todos BFGS e DFP, que foi demonstrado por Schuller em 1970 [16]. 
TEOREMA 5.3.3: Seja f duas vezes diferenciável e con 
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vexa sobre lRn de modo que, para todo x que satisfaz f (x) _:!f (x0 ) 
existe uma constante L tal que 
< L llx-x*ll , i=l, ... ,n 
j=l., ... ,n 
Suponhamos que a sequência {xk} gerada pelos métodos BFGS e DFP 
converge para o limite x*. Se existe E > O tal que, para todo 
k = 0,1,2, ... 
d t( k k+l k+l k+2 k+n-1 k+~ e x -x x -x ..• 1 x -x J > E 
(independência linear uniforme), então, a R-ordem de convergência 





Um dos problemas mais interessantes na 
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implementação 
numérica de métodos do tipo quase-Newton é a escolha do parâmetro 
E na fórmula (3.2.2). 
Pelo teorema de convergência de Powell (5.3.2) do capf 
tulo anterior, sabemos que qualquer valor de B pode ser escolhido 
-4 
no intervalo (a,l). Contudo, comumente aceitamos a= 10 , co 
mo sendo urna boa escolha para esse parâmetro. 
Várias experiências numéricas foram realizadas com di-
ferentes valores de 8 entre 10- 4 e 1, cujos resultados serão apr~ 
sentados neste capitulo. 
Agora, sabemos que um valor de a pequeno, implica numa 
busca unidimensional exigente. No entanto, um valor próximo a 1, 
reflete uma busca unidimensional que não procura energicamente o 
m!nimo nessa direção. 
Observa-se ainda que longe da solução parecem ser ne-
cessárias buscas unidimensionais mais estritas, para compensar o 
fato de que a iteração newtoniana sem relaxação, não garante pr~ 
gresso longe do m!nimo. Reciprocamente, perto do mínimo, esta 
iteração com À = 1 é eficiente, logo, uma busca unidimensional 
exigente não parece ser necessária. 
As observações expostas anteriormente, puderam forne-
cer subsídios capazes de sugerir uma experimentação com 8 variá-
vel no processo dos métodos quase-Newton, onde o valor de ~ seria 
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pequeno longe da solução, tendendo para 1, quando perto da solu-
çao. 
Ka falta de outro tipo de medida, usarHmos a norma do 
gradiente para avaliarmos a "distância" à solução .. 
A escolha "variável" de S foi feita at:ravés das fórmu k 
las seguintes: 
Se llg(xklll > llg(x0 >11, Bk = 10- 4 
Se ~g(xk)~ =O , Bk = 0.99 
Em outros casos, 
= -0.9899 llg(xk>ll 
li g (x0 ) li 
+ 0.99 
Dessa maneira, - -4 o valor de ek sera 10 no ponto ini-
cial, 0.99 perto da solução, variando linearmente entre estes va 
lares em situações intermediárias. 
6.2) FUNÇÕES-TESTE UTILIZADAS NAS EXPERIENCIAS: 
Nas experiências realizadas, utilizamos a sub-roti-
na VA13A, do PACOTE DA HARWELL, que implementa o In•étodo BFGS, com 
a busca unidimensional descrita no parágrafo 3.2, do Capitulo III 
e matriz fatorizada. 
Testamos o algoritmo para 11 valores fixos de 8 no in-
tervalo [10- 4 , O. 99] e com 8 variável de acordo com a modificação 
sugerida anteriormente. 
Para realizarmos esses testes, fizemos uso de vários 
pontos iniciais em cada função-teste, para que pudÉ~ssemos obser-
7l 
var melhor o comportamento do algoritmo. 
As funções-teste que utilizamos sao clássicas na lite 
ratura e foram usadas por vários autores. 
Salientamos também, que 
-4 parada da VA13A foi 10 
a tolerância usada para o cri-
tério de 
Na tabela 1, descrevemos todas as funções-teste utili 
zadas, com seus respectivos pontos-solução. 
TABELA 1 
I FUNÇÃO EXPRESSÃO ANI\L!TJC11 N9 DE SOLt:ç;",:; 
I 
VAKJ.ÁVt:l::i 
ROSEMBROCK f (Xl lOO(x 2-xfJ+(l-x1 J2 ' 
, . . (l,ll 
. 
f (X* l 
. " 
BANANA DE f (X) . 100(X 2-xfJ 2+(l-x1 J 2 +90(X4 -x~J 2+(1-X 3 ) 2 • , . . (1,1,1,1) 
WOOD lO .1 [ (X2-1J 
2+ (X4-l) 
2 } +19. 8 !X 2-ll !X4-1J 
4 






4 ,. . (0 ,O, O ,0} f(lO . 4 
" 
POWELL f(X*) . 
" 
f (X) . 100 ( [x 3-toe (x1 , x2 1) 
2
+ [_(x~-x~l 1/ 2-1] 2 J+x~ 
VAL' r 1 -1 x2 ,. . (1,0 ,0) r· '·" ,, . x, > " ' HELICJ>.L onde 8(X1 ,X 2 J . f (X*) . " 
! ! + _L tan-1 X2 ' '> < " 
' 
2 2~ XI. 
f (X) ; ! XTGX onde Gij 1 i ; j 2 ' ~ l+:i-1 'o x• . o 
ELBA i 
' 
! "a . " ' 
i . 1, •••• n f (X*) 
. " 
·:f (X ) ; X~+HH e (Xi-xi. xi+ll i . 1, •••• n-1 
QUASE I n-1 ' x• . ,., 
QUADRÂTICA F(X} ~ f(X )+X2+11H ' N o " H 
" 
f (X*) "'o.oa 
onde ,.. 1/float (Nl} o Nl . (n+1J 2 
~- ' 
( *) X* (-0.03, -0,06, -0.09, -0,1, -0.1, -0.1. -0.1, -0.09, -0,06, -0.06) 
6.3) ANALISE DOS TESTES 
Sabemos que o esforço computacional de um algoritmo p~ 
ra a sua convergência está diretamente ligado com o número de ite 
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raçoes e o seu trabalho por iteração. Porém, para medirmos a efi 
ciência de um algorítmo, não podemos considerar esse esforço com-
putacional como Único fator de análise, visto que o sistema util! 
zado para as nossas experiências (PDP-10 da UNICM~P), apresenta 
"cargas de t.rabalho 11 bastante oscilatórias. 
Devemos ainda ressaltar que com a modij:icação a que 
nos propomos fazer, acrescentamos ao algoritmo um número de oper~ 
ções bastante considerável, pois a cada iteração necessitamos ca,! 
cular a norma do gradiente, implicando isto em um aumento do tem-
po de CPU para a convergência do algoritmo. 
Baseados no exposto acima e com o objet~ivo de comparaE_ 
mos o algorítmo quando faz uso do B fixo, chamado VA13A, com o 
mesmo algoritmo usando o B variável que chamaremoe; VA14A, fizemos 
a análise dos resultados obtidos nas experiências numéricas reali 
zadas. 
Procuramos comparar para cada ponto ini.cial, o numero 
de iterações, de avaliações da função e tempo de CPU necessários 
para a convergência do algoritmo nos dois testes. 
Apresentamos, a seguir, as tabelas dos resultados obti 
dos para cada função e sua análise. Usaremos as s.eguintes nota-
çoes: 
X. (i= 1, •.. ,6) -pontos iniciais. , 
I - numero de iterações. 
II - número de avaliações da função. 





10- 4 JO 64 0.bl H 
0.1 24 5J O.ll6 49 
0.2 
" 
5J o .123 .. 




0.4 26 46ic.l28 sol 
0.5 
' 
26 46 :o.ln 51 
0.6 i 27 4310.118 54' I 
c. 7 
" 
46 0.120 ,I 
0.8 37 I 40 ,'0.130 59 
0.9 ! )7 4ojc.ts3 61 ! 
TABELA 2 
P'ONÇX0-TESTE 1 ROSENBROCIC 
,, x, 




.. o .lll 
" 
105 o. 229 15 
" 
0.087 27 






o. 103 I 31 
87 o. 2ll 
" 
40 0.112 33 
Bl 0.224 25 38 o .108 34 
87 0.215 25 35 O .lOB 32 




77 '0.247 29 
" 
.lOB 38 




'• '• '• I 
li IU 
' 
n 111 l n IU 
" 
o .149 25 
" 
0.16G 50 114 o. 2~-;;J 





SB o .137 24 53 0.130 
" 
91 o .183 
51 o. 122 
" 
56 o -146 .. Bl o .181 




71 o. 195! 
54 o .1)4 )5 54 o -14l .. 72 o .184 




52 o -163 50 73 0.2061 
42 0,139 .. 55 0.170 59' 78 0.235 
" 
o .139 41 55 0.174 66 ! 74 .242 
0.99 ' )7 40 iO.U9 75 ! 86 0.274 35 H .148 
" 
50 o. 159 49 58 (l.l98 70 
" 
• 25 7 1 
! i . 
' 
VARlAV&L )7 4010-164 591 61 0.236 ;; 
" 




• (-1. 2 • 1) x, (-12' 10) 




.. (-3, .., x, (-7. 9) 
Por a o ponto (-120' 100) não houve conver'.lencia. 
ANÁLISE DA TABELA 2 
(1) Para esta função, podemos observar que em relação ao número 
de avaliações da função, a superioridade de VA14A sobre a 
VA13A, com qualquer valor de B, e indiscutível em todos os 
pontos testados. 
(2) De uma maneira geral, a VA13A com um ~ > 0.7 e VA!4A COil 
vergem em um número de iterações maior que a de VA13A, com 
qualquer outro valor de s, o mesmo acontecendo em relação ao 
tempo de CPU. 
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TABEU 3 
f'UNÇlO-TESTE' BANANA DE WOOD 















11 '. m 
' 
u m 
10- 4 2J 51!0.209 14 
'" 





101 o. 352 








n o. 276 
0.2 65 11710.468 
" " 
0.)13 55 116 o -448 
" 









0,269 I .. 120 0.469 I 
" 
112 o. 402 
" " 
0,159 191 J2 o .139 
o .• 
" 




o. 433 n 
" 


























o .14g 1 
"' " " 
0.456 
" 
,. o. 476 
" 












102 o. 507 25 ]0 0.186 lO 36 0.207 
'·' 
60 87j0-554 05 8910.535 139 151 0.973 
" " 








o. 764 155 lóO 1.079 
" '" 
0.572 ,. ::7 0.257 
" 
40 o. 259 
• 
i I 
VARIAVF.:L J 1 1~i ~-213 
"i " o. ~3~ ''" l<J o. 'lfl'} " " o.nqi.: " " ~. lll 55 64 o. 378 
., (- 3. -1, -3, -1) ., (-30, -lO, -30, -lO) 
x, (-300' -100, -300, -100) x, (-6' _,' -6' _, 
x, • (3, l, 3, 11 ., (3, _,. 3 • -11 
ANÂLISE DA TABELA 3 
(1} Podemos observar nesta tabela que, com exceçao de 
a VA14A e superior a VA13A, tanto em tempo de CPU quanto em 
número de iterações e de avaliações da função, no que diz res 
peito aos pontos iniciais 
(2) No ponto inicial temos a observar que: 
(a) A VA14A converge em um número de iterações menor que a da 
-4 VA13A, para os valores de B = 10 , 0.5, 0.8, 0.9 e 0.99 
e maior, para os outros valores de s. 
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(b) Em relação ao número de avaliações da função, com exceção 
de S=0.3, a superioridade da VA14A é indiscutivel. 
(c) Quanto ao tempo de CPU, a VA14A é inferior a VA13A, 
exceção de 8 = 10-4 , O. 99. 
(3} Nos pontos x 3 , x5 e x 6 , com algumas exceçoes, a execuçao 
VA14A apresenta uma inferioridade sobre a VA13A. 
TABELA ~ 
P'UNÇJ.o..T!:STE 1 QUARTIC.l DE POWELL 
' '1 ., x, x, •• ., 
• I II ' III I II III I II III I II III I II III I II 
1o·• 33 
" 









93 o. 412 
" 
148 o. 485 46 
" 






















66 0.302 4B 9310.376 77 151 O). 601 
" " 









102 0.459 93 134 0.617 
" " 
o. 308 1 
" 












70 o. 366 
" '" 
' 
o. 7 i 46 5310.338 74 9510.513 
" 







128 o. 634 56 
" 
o. 3f>f> 52 56 0.378 25 28 I 
o. 9 56 59 o .431 93[ 95;0.604 121 141 0.764 64 69 0.397 58 61 0.369 25 2B 
o. 99 56 59 o .4 35 1091llll0.697 139 142 0.905 
" 




64i 0,42C 1041 113 o. 713 m 1" 0.948 
" 
71 0.446 n 76 0.<;16 52 
" 
'1 (-3' -1' -J, -1) x, (-30. -lO, -30, -lO) 
x, (-300' -100, -300, -100) 
'• -
(-5. 5. ·5, 51 
'5 (5. -7. '· " 
x, 11. 1, 1' 
" 
















(1) Para esta função, notamos que com os pontos iniciais x1 , x5 e 
x6 a VA13A, converge em um número de iterações e de avalia-
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çoes da função menores do que os obtidos pela VA14A. 
{2) Analisando os resultados dos pontos iniciais x 2 , x 3 e x4 , P2. 
demos observar que a VA14A é melhor que a VA13l\. com a= o.99, 
entretanto, o mesmo não acontece se compararmos com a VA13A -
com S, variando no intervalo [10 - 4 , O. 9] • 
(3) Quanto ao tempo de CPU, em todos os pontos iniciais testados, 
o trabalho computacional da VA14A é maior que ü da VA13A. 
TABELA 5 
' 
c FUNÇAO TESTE VALE HELl AL 
! x, x2 I ' '3 '• ' "s '• I ' 






.. o. 165 ' 
" "' 




0,200 .. lOS o. 320 
0.1 ,. <l o .169 l9 36 0,132 I l8 40 o .132 
" 
77 o. 231 32 ,., o. 211 22 
" 
0.15 
o. 2 ,. H o .154 l8 H o .136 
" " 
o .136 36 
" 
0.216 3l 6] 0.201 2l 
" 
0.164 
o. 3 25 
" 




0.198 20 40 o .151 
0.4 26 40 o .169 18 35!0.137 l8 36 o .138 I 
" " 
0,212 32 5"' 0.201 20 i H 0.152 
'-' 
" 
39 0.153 18 
" 
0.123 l6 H 0.122 38 
" 
o .231 I 32 5') 0.186 30 49 0.1871 
' 
' 
0.6 3l 42 o .183 20 37 o .121 l6 34 o .123 
" 
58 o- 218 33 43 0.179 34 
" 
o .l9li 




.. o. 230 
' " 
4] o .168 31 .. o .173 1 
! o. 8 28 JJ o .168 36! 4710.194 42 
" 
o. 230 39 52 0.212 34 47 0.185 32 45 0.181 













85 o. 352 45 5"' 0.226 
" 
40 0.199 
I ! I !I 
' 













'3 (200, 300, -200) x, (-2' -3. 
" ,, (-5, 7, -2) 
'• 
(10. -14, 41 
ANÂLISE DA TABELA 5 
Em relação a esta tabela, temos a observar que: 
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(1) Quanto ao número de iterações, de avaliações da função e tem-
pode CPU, no ponto inicial x1 , a VA14A é inferior a VA13A. 
(2) No ponto x 2 , a VA14A é superior a VA13A, com 8=0.9' e 0.99, 
tanto em número de iterações quanto em número de avaliações 
da função. 
(3) Em x3 , a superioridade da VA14A se observa também em relação 
aos S = 0.1, 0.8, 0.9, 0.99, tanto quanto ao número de ite-
raçoes como ao de avaliações da função. 
{4) Nos pontos x4 e x5 , a superioridade da VA14A é verificada 
mais em relação ao número de avaliações de funções que ao nú-
mero de iterações. 
{5) Com respeito ainda ao número de avaliações da função, a sup~ 
rioridade da VA14A é verificada também no ponto x 6 , embora se 
ja inferior em relação ao número de iterações. 
-(6) De uma maneira geral, o tempo de CPU e um pouco maior quando 
executamos a VA14A. 
ANÂLISE DA TABELA 6 
(1) Observamos que para os pontos iniciais x4 , x5 e x6 , o campo~ 
tamento da VA14A coincide com o da VA13A, quando usamos os va 
leres de 8 menores que 0.6. 
(2) No ponto x1 , o comportamento da VA14A também é o mesmo da 
VA13A com os valores de -4 8 = 10 , 0.1, 0.2, 0.99, sendo in-
ferior em relação aos demais valores de e. 
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TABELA 6 












12 3l o. 413 , 11 o .l84 , l1 0.182 11 lB o. 328' 
••• 11 
" 
o,no ,, 15 0.230 14 H 0.396 , lJ 0.184 , u 0,170 11 lB 0.362 
o·' 11 22 0.408 • 15 0.248 lJ 26 o. 379 
, lJ o .184 , 11 O.H8 11 lB 0.349 
O.J 12 1810.)32 7 11 o .193 11 
" 
O. 321 I , lJ o .184 I , 11 0.169 11 lB o. 3481 
'·' 
12 lB o. 330 7 lO o .184 12 
" 
o. 349 , lJ o .184 , 11 0.170 11 lB 0.303 
. ·' l2 .. 0.320 7 lO 
o. 185 11 
'" 
o. 320 , lJ 0.184 , 11 o .169 15 
" 
o. 44 5 
o.' 12 lB o. 343 7 10 0.164 11 19 o. 321 6 15 0.200 lO :~6 o. 25~ 15 
" 
o. 462 
0.7 12 lB 0.332 1 lO 0.165 11 
" 
o. 328 6 15 0,200 lO J6 0.291 15 21 o. 4 7~ 
0.8 12 lB 0.343 71 
' 
lO 0.195 lJ 
" 
o. 358 6 11 o. 261 
' 
lO J6 o. 277 15 21 o .406· 
o.' 12 16 o. 327 1 10 0,204 lJ 19 o. 342 16 26 0.425 lO J.6 o .273 15 21 o. 414 
o. 99 .. 20 o. 376 • lO 0.231 11 '' o. 415 
l9 
" 
0.474 14 J.6 o ,347 15 20 0.382 
I 
VARI11.VEL .. 22 0.392 11 11 o. 2fl9 15 10 n.404 5 11 0.200 5 ll o .195 11 .. 0.354 
• (-5,2,-1,3,0,-4, 7,1,5,-3) (-50,20,-10,30,0,-40, 70,10,50,-30) 
(-500,200,-l00,300,0,-400,700,l00,500,-300) (-1,1,-l,l.l,-1,1,1,1,-l) 
1-10,10,-lO,lO,lO,-lO,lO,lO,lO,-lOJ {-l,-3,-S,-4,-2,-8,-2-7,-9-ll 
(3) Para os valores de 6 = 0.3, 0.4, ... ,0.9, existe uma coinci-
dência entre o comportamento da VA13A e da VA14A, em relação 
{ 4) Quanto ao ponto x 3 , a VA13A tem um comportamento bastante v a-
riado para os diversos valores de B testados. Em comparaçao 
com a VA14A, verificamos apenas que têm um comportamento par~ 
cido quando s = 0.99. 
ANALISE DA TABELA 7 
{1) As mesmas observações da Tabela 6 sao válidas com relação aos 
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TAB!i:t.A 7 
f'UNÇAO-TEST&I ELBA (n • lfl 
'1 '2 '3 
• 
' " "' ' 
u' UI 
' " "' 
-10 ll 19 o -921 
" 
n 2.309 
' " " 
1.134 

















0.4 lJ 1911.048 
'I 10 o. 712 
" 
19 o. "920 
o.s 13 19 1.050 ; 10 0.655 
' 
10 19 0.881 
0.6 13 19 !1.039 
'i 1oio.606 10 19 o .1!60 
o.; 13 19!1.083 ; lOi0-622 13 19 1.013 
0.8 13 19 jl.063 ,, 10 jo.621 ' 13 19 l. o 26 I 
0.9 I 13 1910.994 71 1010.6()0 13 19 l.OG3 
1}.99 15 2111.154 •I ll 0.742 n 
" 
1.221' 
' I I 
' 
VARIAVEL lJ 2111.0:.9 ; 11 0.63~ 15 
" 
1.152 
(-5. 2' -1.3. o ,-4. 7 ,l '5 ,-3 ,-3 ,5 ,1, 7,-4' o. 3' 
-1,2,-5) 



















x, x6 ; 
' 
u 
"' ' " "' ' 
u!u1! 
ll 0.524 • ll o. 470 • ll o. 414
1 
HI0-481 ' • ll o. 445 • 11 o .4141 
11 !o.467 • 11 o. 438 • 11 o. 3941 
1110.567 • 11 o. 429 • 11 o. 392 
1110.522 • ll 0.467 • ll 0.413 
11 io.sso I 4 11 o. 461 
' I 11 o. 410 I ' 
1sl1.o291' 6 13 o. 603 uj 19 o. 929! 
18'1.044 6 13 0.640 ui 39 o. 897' 
18 :1.052 
" 





23 1.120 l8 
" 
1 . ) 3 41 
22 !1.349 
" 




11 o. 567 • 11 o. 475 • 11 o. 422 
10 • x1 
(-10, 10,-10 ,lO ,-10,-10 ,lO, lO, lO ,-10, 
-10,10 ,lO, lO ,-10,-10, lO ,-10, lO ,-10) 
(-1,1 ,-1,1,-l,-l ,1,1,1,-l ,-l' 1' 1' 1, 
-1,-l,l,-l,l,-l) 
(2) No ponto x1 existe um comportamento entre os algoritmos, idê~ 
tico ao da Tabela 6, porém, com relação aos s == 0.3, 0.4, .•• 
.. ,0.9. 
(3) Podemos considerar a mesma observação da Tabela 6 para x 2 • 
(4) Observamos apenas a superioridade da VA14A em relação a VA13~ 
com o S = 0.99, no ponto x3 • 
ANÂLISE DA TABELA 8 
(1) No ponto x 1 , observamos que, com exceçao de ~ = 0.9, 0.99 ' 
o comportamento da VA13A coincide com o da VA14A, em número 
de iterações, sendo um pouco inferior quanto ao número de ava 
TA&ELA 8 
FtJNÇX0-TESTE• QUASE QUADI\ATICA (N ljl) . 
x1 x, 






0.1 14 23,0.394 17 3l o. 4 73 
0.2 14 23:0.396 16 30 o. 468 
o.' 14 ;;n 1,o.J79 ,I 25 0.440 
0.4 1< 
" 
'o. 408 151 2510.418 
'-' 14 22 ; o. 437 HI 2510.452 
0.6 14 21 'o. 403 18 23j0.455 
o. 7 14 21 :(}.380 
" 
29!0.566 
o. 8 1< 21'0.397 
" 
2910.543 
0.9 17 2110.417 22~ 24iO.S07 
































x4 ! ., •• 
III I II 
1.173 
" " 




o, 973 I 
" 
24 






l. 254 l6 
" 
l .405 21 
'' 
1.261 21 )2 
l. 445 18 
" 




III I '[I I III I II 
o. 441 17 30 o. 448 l9 ., 
0.402 17 30 o. ~45 
" " 
0.382 l7 30 o. 440 15 28 
o. 371 I 16 
" 













0.402 17 24 0.416 
" 
32 
o .514 17 .1.4 o. 438 30 )2 
o. 472 l9 
" 
0.437 30 )2 
o. 4 32 l9 
·" 
o .444 JO )2 
o. 474 
" 
;:9 o. 525 22 JO 
10 , x1 
(l' 1' 1,1' 1,1' 1., 1, l,l) 
(10,10,10,10,10,10,10,10,10,10) 
















a (2) Nos pontos x 2 , x 3 , x 4 e x 5 , notamos que, em- poucos casos, 
VA14A apresenta uma melhora em relação a VA13A (em relação a 
todos os valores de B). 
(3) Com relação ao ponto x 6 , a VA14A é superior quando comparado 
com a VA13A, com B > 0.6 
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CONCLUSÔES 
Os resultados das experiências numéricas que realiz~ 
mos e que estão apresentados nas tabelas 2,3, ... ,8 nao fornecem 
uma conclusão definitiva sobre a eficiência relativa do método 
com 8 variável (VA14A) em relação aos 8 fixos (VA13A) 
Também, não aparece uma conclusão clara sobre qual é 
o 8 fixo mais razoável que pudesse ser usado no algoritmo, para 
qualquer função a ser rninimizada. Podemos observar ainda que to-
das as eficiências relativas parecem altamente dependentes da fun 
çao que está sendo considerada. 
Em relação a implementação do método com 8 variável, 
seria necessário "medir 11 a 11 distância 11 entre Xk e X*, com urna 
quantidade melhor que a norma do gradiente visto que 
perto de pontos de sela esta medida também e pequena e onde, seg~ 
ramente, uma busca mais exigente seria necessária. Isto é o que 
provoca o comportamento fraco do método com a variável na função 
"banana de Wood" . 
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