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A BRUNN-MINKOWSKI
FOR THE INTEGER

INEQUALITY
LATTICE

R. J. GARDNER AND P. GRONCHI
A close discrete analog of the classical Brunn-Minkowksi inequality that holds for finite subsets of the integer lattice is obtained. This is applied
to obtain strong new lower bounds for the cardinality of the sum of two finite
sets, one of which has full dimension, and, in fact, a method for computing
the exact lower bound in this situation, given the dimension of the lattice and
the cardinalities of the two sets. These bounds in turn imply corresponding
new bounds for the lattice point enumerator of the Minkowski sum of two
convex lattice polytopes. A Rogers-Shephard type inequality for the lattice
point enumerator in the plane is also proved.
ABSTRACT.

1. INTRODUCTION

The classical Brunn-Minkowski inequality states that if K and L are convex
bodies in En, then
(1)
V(K + L)l/n > V(K) l/n ?+ V(L) /n
with equality if and only if K and L are homothetic. Here K + L is the vector
or Minkowski sum of K and L, and V denotes volume; see Section 2 for notation
and definitions. It has long been known that the inequality holds for nonempty
bounded measurable sets, and several quite different proofs of it are known. An
excellent introduction is provided in a book by Schneider [28, Section 6.1].
Always a seminal result in convex, integral, and Minkowski geometry, the BrunnMinkowski inequality has in recent decades dramatically extended its influence in
many areas of mathematics. Various applications have surfaced, for example to
probability and multivariate statistics, shapes of crystals, geometric tomography,
elliptic partial differential equations, and combinatorics; see [28, Section 6.1], [12],
[1], and [19]. Connections to Shannon's entropy power inequality have been found
(see, for example, [8] and [9]). Several remarkable analogs have been established in
other areas, such as potential theory and algebraic geometry; see, for example, [6],
[11], [16], [18], and [22]. Reverse forms of the inequality are important in the local
theory of Banach spaces, as explained in [23].
One proof of the Brunn-Minkowski inequality, due to Blaschke, runs as follows
(see, for example, [31, pp. 310-314]). Let SUK denote the Steiner symmetral of K
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in the direction u E S'-1. If K and L are convex bodies in En, then it can be
shown (see, for example, [31, Theorem 6.6.3]) that
(2)

Su(K + L) D SuK + SuL.

If V(K) = V(BK) and V(L) = V(BL), where BK and BL are balls with centers at
the origin, then applying (2) successively to a suitable sequence of directions yields
(3)

V(K + L) > V(BK+

BL),

which is easily seen to be equivalent to (1).
In Theorem 5.1 below we prove the following discrete analog of (3): If A and B
are finite subsets of Zn with dim B = n, then
(4)

IA+BI > D

?DIBI|

Here DIAI and DIBI are finite subsets of Zn with cardinalities equal to those of
A and B, respectively, that are initial segments in a certain order on Zn which
depends only on IBI. Roughly speaking, these sets are as close as possible to being
the intersection with Zn of simplices of a certain fixed shape. To obtain (4), we
first prove in Lemma 3.4 a discrete analog of (2): If A and B are finite subsets of
En+)
and v is contained in a certain special subset of En, then
(5)

Cv(A+B)

D CvA+CvB,

where CvA denotes the v-compression of A. Compression in Zn is a discrete analog
of shaking, an antisymmetrization process introduced by Blaschke (see, for example,
[5, p. 77] and [7]). Essentially, (4) is obtained by applying (5) to a sequence of
suitable vectors.
The process of compression was apparently introduced by Kleitman [20], and
used by him, Bollobas and Leader [3], and others to obtain certain discrete isoperimetric inequalities. There are many papers on this topic (see the survey of Bezrukov
[2]). After proving (4), we learned that Bollobas and Leader [4] also use compression to obtain a result in the finite grid {0, 1, . . . , k}n, k E N, analogous to (4).
However, their result is essentially different and cannot be used to deduce (4); see
the discussion at the end of Section 5. We are not aware of such a close analog of
the Brunn-Minkowski inequality as (4) that applies to the integer lattice.
Just as the classical Brunn-Minkowski inequality is useful in geometric tomography (see [12]), we believe the discrete Brunn-Minkowski inequality (4) will be
useful in discrete tomography once this new subject is developed along the same
lines. For an introduction to the latter, see [13] and [17]. Here we apply (4) to find
new lower bounds for the cardinality of a sum of two finite subsets of the integer
lattice. The problem of understanding the nature of the sum or difference of two
finite sets has a long and rich history; it is, as Granville and Roesler [14] point
out, "a central problem of combinatorial geometry and additive number theory".
The book of Nathanson [21] gives an extensive account of the work of Freiman,
Ruzsa, and others in this area, some of which has been used by W. T. Gowers in
obtaining upper bounds in Szemeredi's theorem (see [14] and [21, Chapter 9]). The
structure of differences of multisets turns out to be important in crystallography
via the Patterson function; see [24].
Our methods actually produce lower bounds for the cardinality of a sum of two
finite subsets of En. (It is worth remarking that the obvious idea of replacing the
points in the two finite sets by small congruent balls and applying the classical
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Brunn-Minkowski inequality to the resulting compact sets is doomed to failure.
The fact that the sum of two congruent balls is a ball of twice the radius introduces
an extra factor of 1/2 that renders the resulting bound weaker than even the trivial
bound (11) below.) Ruzsa [25] proved that if A and B are finite sets in En with
IBI < JAIand dim(A + B) = n, then
(6)

2+ )

IA+BI > JAI
+?nIBIn(

Our technique involves new reductions (see Corollaries 3.6 and 3.8) from the case
of general subsets of En to special subsets of the integer lattice. Compressions also
play a role in this reduction, in which the dimension of the sum of the two sets,
but not necessarily their individual dimensions, is preserved. With this method, we
give a new proof of (6) in Corollary 4.2 below.
It is not hard to show (see the end of Section 4) that there is no improvement of
(6) that is linear in JAI. However, under the slightly stronger additional assumption
that dim B = n, we can apply (4) to obtain in Theorem 6.5 the following inequality,
considerably stronger than (6):
(7)

A + (nr-i)IB
IA + B > ?AI

+ (JAI- n)(l)/(BI

n)

22

Assuming only that dim B = n, we also prove in Theorem 6.6 that
(8)

A + BI /n > JAI1/n+

1

(BI-n)

/n

Inequality (7) is better when JAI is small, but (8) provides an optimal secondorder term as JAIgrows large. The latter should be compared to some inequalities
obtained by Ruzsa [26, Theorem 3.3] via the classical Brunn-Minkowski inequality,
which, however, hold only when JAIis large enough. The novelty of (8) is that it
is similar to (but not, as far as we know, derivable from) (1), yet it holds without
cardinality restrictions on A and B.
Both (7) and (8) are consequences of (21) and (22) below. In fact, from these
two equations the exact lower bound for IA + B can be found for any given n, IA ,
and IB ; one simply computes the values of the variables p and rj, j = 1,... n,
from (21) and substitutes them into (22). In this sense, the problem of finding the
lower bound is completely solved here. The authors have written a Mathematica
program that does the necessary computations. When n = 3, JAI = 2000, and
IBI = 10, for example, the exact lower bound for IA + BI is 2546. By comparison,
Ruzsa's estimate (6) and another stronger one of his, (14) below, give 2024 and
2027, respectively, while (7) gives 2321, and (8), remarkably, gives 2545. When
n = 10, JAI= 50000, and IBI = 1000, the exact lower bound is 221800, while (6),
(14) below, (7), and (8), give 59945, 59990, 92728, and 200828, respectively.
Inequalities (7) and (8) immediately translate into new results for the lattice
point enumerator of the Minkowski sum of two convex lattice polytopes, Corollary 7.1 below. In Section 7 we give a different proof in the planar case that
provides precise equality conditions for (7). We also derive a version of the RogersShephard inequality, an affine isoperimetric inequality that gives the best possible
upper bound for the volume of the difference body of a convex body, for the lattice
point enumerator in the plane.
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2.

DEFINITIONS AND PRELIMINARIES

As usual, S`1 denotes the unit sphere and o the origin in Euclidean n-space
E Sn-1, we denote by u1 the (n - 1)-dimensional subspace orthogonal to
u. The standard orthonormal basis for En will be {e,... ., en.
If A is a set, we denote by IA , int A, bd A, and conv A the cardinality, interior,
boundary,and convex hull of A, respectively. The dimension of A is the dimension of
its affine hull aff A, and is denoted by dim A. The notation for the usual orthogonal
projection of A on a subspace S is AIS.
If A and B are subsets of En, their vector or Minkowski sum is

En. If u

A + B = {a + b: a
and if r

E

E

A, b E B},

R, then
rA = {ra: a E A}.

Thus -A is the reflection of A in the origin. We also write DA = A-A
A + (-A)
for the difference set of A.
We denote by V(E) the volume of a k-dimensional body E in En, that is, its
k-dimensional volume.
A convex lattice set F is a finite subset of the n-dimensional integer lattice Zn
such that F = conv F n Zn.
We denote by Zn+ the subset of Zn of points with nonnegative coordinates. Let
F be a convex lattice set with dim F = k, 1 < k < n, such that for distinct integers
i and ij, 1 < j < k-1 between 1 and n, F is of the form

F=

Iasei

:s

=

IFI - k U lei,,

I) ,..

0,

I e-ik-1

}.

Note that conv F is a k-simplex. We call F a long simplex.
A convex polytope is the convex hull of a finite subset of En. A lattice polytope is
a polytope with its vertices in Zn. A lattice polygon is a polygon with its vertices
in

2

If P is a convex lattice polytope, we denote by
G(P)=

Pn/nI

the value of the lattice point enumerator G at P. A useful survey of results involving
G was made by Gritzmann and Wills [15]. Note that if K is a convex lattice set,
then conv K is a convex lattice polytope and IKI = G(conv K), so results concerning
the lattice point enumerator have a bearing on the cardinality of convex lattice sets
and vice versa.
Let P be a lattice polytope. We denote by i(P) and b(P) the number of lattice
points in int P and bd P, respectively. Pick's theorem (see, for example, [10, p. 8])
states that when P is a lattice polygon in E2,
(9)

V(P) = i(P) + b(P)
2 -1.

If K and L are compact convex sets in En, then the Brunn-Minkowski inequality
states that
(10)

V(K + L)/

> V(K)

+ V(L)

with equality if and only if K and L lie in parallel hyperplanes or are homothetic.
We refer the reader to the excellent text of Schneider [28, Section 6.1] for more
information.
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COMPRESSIONS

If A and B are finite subsets of En, it is easy to see that
gA+ BI > JAI+ IBI-1.
In general, this is the best possible inequality of this type; take, for example, A
{1, ... , k} and B = {1, ... ,1 }, for k, I E N. However, many other results exist that
give a lower bound for the cardinality of the sum of two finite sets. We introduce
methods here and apply them in the next sections to obtain some known and new
bounds, as well as a discrete version of the Brunn-Minkowski inequality.
(11)

-

Lemma 3.1. Let A and B befinite subsets OfEn containing the origin. Then there
is a linear map f
E n-lsuch that flA+B is injective.
Proof. Let k E N be such that k > diam(A + B).
(xl v . .. v Xn) Zn by

f (x) = (xi +

kXn X....
x,

.,

We define f(x) for x

-

Zn-1.

Xn_-I

Suppose that x, y E A + B and f(x) = f(y). Then xi = yi for 2 < i < n-1,

and

xI-y, = k(Xn-Yn). If Xn57 Yn, then IxI-yy > k, contradicting k > diam (A+B).
It follows that xn

= Yn, sO x1 =

Yi also, and x = y, as required.

Li

Theorem 3.2. Let A and B be finite subsets of ETncontaining the origin. Then
there is a linear and injective map 0: A + B _ Zn such that dim q(A) = dim A
and dim q(A + B) = dim(A + B).
Proof. Suppose first that n = 1. Let E be the set of all linear combinations of
elements from A + B with rational coefficients, that is, the vector subspace of R
(regarded as a vector space over Q) generated by A + B. Then E has dimension
d < JA+Bj-1. Let c,..., cd be a basis for E. If x E A+B and x = qlcl+ +qdCd,
we define h(x) = (ql,... , qd) E Qd. By composing h with an integer dilatation, if
necessary, we obtain a linear and injective map g A + B -> Z
One application of Lemma 3.1, with A + B replaced by g(A + B), produces a
linear and injective map f o g: A + B > Zd-1. Applying Lemma 3.1 in this way
successively another (d- 2) times, we obtain a linear and injective map 0: A+ B
2. The map 0 clearly preserves dimension. This completes the proof for n = 1.
Suppose now that n > 1. We may assume, without loss of generality, that
dim(A + B) = n. By applying a nonsingular linear transformation, if necessary, we
may also assume that ei E A, 1 < i < dimA, and ei E B, dimA + 1 < i < n. If E
is a finite subset of Zn and 1 < i < n, let
Ei

-

{xi

x

-=

(xI,

,xn)e

E}.

Let qi$: (A + B)i -> Z be the map just constructed when n = 1 and A and B are
replaced by the sets Ai and Bi. Define 0q:A + B -E Zn by
0(X)

= (qi (XI),

* *,(Xn,
On

))

Clearly, 0 is linear and injective. Moreover, q preserves the dimension of A and
O
A + B because for each i, q(ei) = tiei, where ti 5$0.
Corollary 3.3. Let A and B be finite subsets of ETn. Then there are subsets A'
and B' of Zn satisfying (i) IA' =IA, IB'l = IB , and IA'+ B'l = IA+ B , and (ii)
dim A' = dim A and dim(A' + B') = dim(A + B).
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Proof. By translating A and B, if necessary, we may assume that they both contain
the origin. Let A' = 0(A) and B' = (B), where 0 is the map from the previous
theorem.
E
The previous corollary allows us to focus on subsets of Zn. We now employ ideas
introduced by Kleitman [20] (see also Bollobas and Leader [3]).
We shall need quite a bit of notation. Let
V

=

V = (vl

. . . Vn) E ZEn: Vi

< 0 for at least one i, I < i < n}.

If v E V, let
X?v
X

Z(V) ={XE E

nj.

Supposethat A is a finite subset of En+, v E V, and x E Z(v). The v-section of
A at x is
AV(x) = {m E N: x

-

mv E A}.

Note that the v-section of A is a subset of N, not A. Since the lines parallel to v
through points in Z(v) partition n4, we can define the v-compression CvA of A to
be the unique set such that

I Av(x)l

{0, 1, ...

(CvA)v(x)

-1,

for all x E Z(v). The set A is called v-compressed if CvA = A.
It is worth remarking that if L is a line parallel to v, then
ICvAnLI

= lAnLI,

so CvA has the same discrete X-ray (see [13]) in the direction v as A, and is the
subset of Zn+ with this property whose points are moved as far as possible in the
direction v. In particular, any compression of a set does not change its cardinality.
If A c Zn+ is -ei-compressed for each i with 1 < i < n, we call A a down set. It
is easy to see that A is a down set if and only if x E A and x -ei E Zn imply that
x - ei E A.
Let
W = {v = (VI,...

vn)

E Zn : vi =-1

Note that if v E W with vi =-1,

for some i and vj

then Z(v) =

Lemma 3.4. Let A and B be finite subsets of

n+

Zn,

>

0 for

j 5$ i}.

n e-.
and let v E W. Then

Cv(A+ B) D CvA + CvB.
Proof. Let x E Z(v). Suppose that x -mv = a + b E A + B, where m E N, a E A,
and b E B. Choose y, z E 2(v) and k, I E N such that y - kv = a and z - Iv = b.
Then since v f Zn and Z(v) = Zn n el for some i, we must have x = y + z and
m = k + 1. Using this fact, we obtain
(A+ B)v(x) = {m eN: x-mv

E A+ B}

U{{k E N :y-kv E A}
+?{lN:z-lvEB}:x=y+z,

and y,zE7Z(v)}

= U{Av(y)+ Bv(Z):X= Y+z, and y, z E Z(v)}.
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Therefore, by (11),
(CvA + CvB)v(x)

= U{(CvA)v(y) + (CvB)v(z) xx

y + z, and y, z E Z(v)}

=U{{?I1, ...1 Av(y)j - 1
+ loll, . .., IlBv(z)l - 1: x =y + z, andy, z (E2(v)}
andy,zEE(v)}}
c {, 1,..., max{IAv(y) + Bv(z)j-2:x=y+z,
c {O,1, ..., max{jAv(y)+BV(z)|-1:x=y+z,
andy,zE2(v)}}
c {0,1, - I, (A + B)v (x)ll-1}
= (Cv(A + B))v (x).
The lemmafollowsimmediately.

E

Corollary 3.5. Let A and B befinite subsets of 7+, and let v E W. Then

(12)
Proof.SinceIA+ B I

JA+ BI > lCVA+ CVBl.
Cv(A+ B) l, this followsdirectlyfromthe previouslemma.

We remarkthat Lemma3.4 and Corollary3.5 do not holdfor all v E V; the
additivestructureof Z(v)whenv E W is needed.To see this, let
A=

Z2

n conv{(O, 0), (1, ), (1, 3), (0, 4)}

and
B = Z2 n conv{(O,0), (1,0), (1, 2), (0,3)}.

If v = (1,-2), then IA+ BI = 21 and CVA+ CVBI= 23.
Corollary 3.6. Let A and B befinite subsetsof En. Then there are downsets A'
and B' in Zn satisfying (i) IA'I= JAJ,IBIJ= IBI, and IA+ BI > JA'+ B'I, and

(ii) dimA' = dimA anddim(A'+ B') = dim(A+ B).

Proof. By Corollary3.3, we may assumethat A and B are subsets of Zn. We may

alsoassumethat dim(A+ B) = n, and,by translatingif necessary,that A and B
vectorsxi such
containthe origin. Let dimA = k. Chooselinearlyindependent
that xi E A, 1 < i < k and xi E B, k + 1 < i < n. Let 0 be a lineartransformation
of En such that q(xi) = ei, 1 < i < n. Since the matrix associated with 0 has

thereis an m E N suchthat 0(A) and0(B) aresubsetsof the
rationalcoefficients,
lattice (1/m)Zn.

Then mq(A) and mq(B) are subsets of Zn.

Let S = {o,e1,. . , en} andT = {o,e1, ... , ek}. Notethat mT c mq(A),mS c
or
mq(A)Umq(B), andthat we havenot changedanyof the relevantcardinalities
in passingfromA andB to mq(A)andmq(B).
dimensions
Choose t E Zn so that mq(A) + t and mq(B) + t are subsets of Zn+. Then
mT + t c mb(A)+ t, and mS + t c (mq(A)+ t) U (mq(B)+ t). Now by -eicompressing
mq(A)+ t andmq(B) + t foreachi with 1 < i < n we obtaindown
sets A' and B' suchthat T c A' and S c A' U B'. Therefore(ii) holds,and it
El
followsfromCorollary
3.5 that A' andB' satisfy(i).
Wenowgive anotherreductionto evenmorespecialsets. Note, however,that
the dimensionof eitherof the individualsets is not guaranteed
to be preserved.

This content downloaded from 140.160.178.72 on Mon, 10 Nov 2014 10:31:46 AM
All use subject to JSTOR Terms and Conditions

4002

R. J. GARDNER

AND P. GRONCHI

Lemma 3.7. Let A and B be down sets in Zn+with dim(A + B) = n. There exists
a finite sequence of vectors in W such that the corresponding compressions applied
successively to both A and B result in long simplices A' and B', respectively, such
that dim(A' + B') = n.
Proof. Since A and B are down sets in Zn+with dim(A+B) = n, we have o E AnB
and S {o,el,..
,en c AU B.
Suppose first that aff A n aff B 5${o}. Since A and B are down sets, we can
assume, without loss of generality, that e1 E A n B. Note that, if en f A, then
Ac e?, and similarly for B. Let EA = Anek if en E A, EA
0 if en f A, and
define EB analogously. Let w1 = Yi - en, where Yi E EA U EB is such that l wI 11is
maximal. Then w, E W. Since el E A n B, we have Yi 5$o, and then
(Cw1A U Cw1B) \ e-=

{en}n

Now -ei-compress for 1 < i < n - 1 to obtain down sets A1 and B1 from Cw1A
and Cw1B, respectively. Note that o E A1 n B1, S c A1 U B1, and
(A U BI)

\e{en}e

E A1, FA1
0 if en_
Let FA1 = Al n e
A1, and define
en l if e
,
FB1 analogously. Let W2= Y2 - en-I, where Y2 E FA1 U FB1 is such that w21 is
maximal. Then w2 E W. Since e1 E A n B, we have Y25$o, and then
I eI
1) -{en-1, en}.
(CW2A1 U CW2B,) \ (e.
Now -ei-compress for 1 < i < n - 2 to obtain down sets A2 and B2 from CW2AI
and CW2B1, respectively. Note that o E A2 n B2, S c A2 U B2, and
(A2 u B2) \ (el n e$I 1) =
{en-1, en}.
Continuing in this fashion, we obtain sets An and Bn that are clearly long
simplices with the first coordinate axis as axis. Let A' = An and B' = Bn and
note that dim(A' + B') = n. This completes the proof under the assumption that
affAnaffB $ {o}.
Suppose that B = {o}. Then A + B = A and the above proof still works since
S c A implies that yi 5$o for 1 < i < n. Similarly, the result holds when A = {o}.
Finally, suppose that aff An aff B = {o}, where dim A > 1 and dim B > 1. Then
we may assume that A C H = aff {o, e1, ..., ek} and B c H1. In this case we can
apply the result already proved first for the case B = {o} (with n replaced by k,
identifying H with Ek), and then for the case A = {o} (with n replaced by n -k,
identifying H1 with En-k), to obtain long simplices A' c H and B' C H1 with
the required properties. (Note that the compressions used in reducing A to a long
simplex in H do not affect B, and those used in reducing B to a long simplex in
Li
H1 do not affect A.)
Corollary 3.8. Let A and B be finite subsets of En. Then there are long simplices
A' and B' in Zn+satisfying
(i) IA'l = IAI, IB'l = IBI, and IA + BI > IA'+ B'I, and
(ii) dim(A' + B') = dim(A + B).
If aff A n aff B 5${o}, we may suppose in addition that A' and B' have the xl -axis
as common axis.

Proof. This is a direct consequence of Corollaries 3.6 and 3.5 and Lemma 3.7 (and
LI
its proof).
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OF THE SUM OF SETS

The following result is due to Ruzsa [25].
Proposition
n, then

4.1. If A and B are finite sets in En with IBI < JAIand dim(A+B)

IBI-1

A +
JA+ B > JAI

(13)

min{n, JA -i}.
i=l1

Proof. By translating A and B, if necessary, we may assume that o E A n B. If
A B 1, which implies (13). Suppose
affA n aff B = {o}, then clearly IA + B
that aff A n aff B 5${o}. By Corollary 3.8, we can assume that A and B are long
simplices in Zn with the x1-axis as common axis. We prove (13) by induction. For
n = 1 it is equivalent to (9). Suppose it is true in Ek for k < n.
If dim A
dim B = n, we have B C A, and a straightforward computation
shows that
JA+ B? = nIAl + IBIjSuppose that JAI= IBI + s. If s > n

-

2

1, then the right-hand side of (13) is
( 2
2

JAI+ n(BI -1) < nIAl + IBI
If s <

n-

1, then the right-hand side of (13) is
JAI+ n(IBI + s -n)

+ (n -1)

+ (s + 1

+

n(n -1)
-A?riB?ris-ri2?
JAI + nIBI +ns - n 2 + nn 2 1
< nIAl + I 2i-

_(s?15

2

)s
)

2

proving the proposition in this case.
Suppose that dim B < n. Without loss of generality, we may assume that B C
{xn = O}, so that en E A and
= ((An{Xn

A +B

= O}) + B) U (B +en).

If IBI < JAI,then IBI < JA -1 = lA0n{xn =}1,

so by the induction hypothesis,

IBI-1

JA+ BI

>

min{n-1,

JAI-1?Z+

IAI-1-i}

i=l1

IBI-1
-

AI +

E

min{n, JA -i}.
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B , then IAI-1 = IAn {x. = 0}l < RI, so by the inductionhypothesis,
IAI-2

>

A + BI

IBI?+

min{n-1,

IBI-i}

+ IBI

i=l1

IBI-2

=

min{n-1,JA-i}+ -

JAI+

BI

i=l

= JAI+

IBI-2
>

min{n, JAI-i + 1} + 2

i=l1
IBI-1

>

JAI+

min{n,JAI-i}.
i=l

0} and en E B, in which

Finally, if dim A < n, we may assume that A c {x?=
case, again by the induction hypothesis,
IBI-2

IA+ BI >

JAI+

min{n-1, JAI-i} + JAI
i=l1

IBI-2
-

min{n, JAI-i + 1} + JAI-IBI + 2

IAI+
i=l
Bj-1

>

AI +

E min{n, AI-i}.
i=l1

The following corollary, also stated by Ruzsa [25], follows from (13) after a simple
computation.
Corollary 4.2. If A and B are finite sets in En with IBI < IA aInddim(A + B)

n, then
IA+BI > JAI+niBI _

(14)

2(n+ )

Rusza's inequality (13) and its weaker form (14) contain several previous results
in the literature. For all but finitely many pairs {IA , IB }, Ruzsa gave an example
which shows that equality can hold in (13), and thus that this inequality is the
best possible under its hypotheses. In all of these examples, either dim A < n or
B. Other related results are given by Ruzsa in [26] and
dim B < n, unless IA
[27]; see also [30].
No inequality of the form
IA + BI > clAl + fi(IBI) + f2(n)
can hold with c > 1 for all finite sets A and B in IEn(or En) with dim A = dim B
n. To see this, let r E N and Er = Sr n En, where Sr is the n-simplex
(15)

Sr

{(X1,

* * *x)

: xi > 0 and x1 +

+ xn <r}.

We have
JErJ

(r+n)
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Now let r E N, A = A(r) = Er and B = E1. Then A + B = Er?+, so (15) would
imply that

(

n

1

n

(

This in turn implies that
r + n + 1 > c(r + 1) + g(n),
which is false for large r if c > 1.
In Section 6 below, we offer new nonlinear inequalities that are not implied by
(13); see Theorems 6.5 and 6.6.
5. A

BRUNN-MINKOWSKI

INEQUALITY

FOR THE INTEGER

LATTICE

We begin with more notation.
Let B be a finite subset of Zn with IB > n + 1. For every x E En we denote by
the B-weight of x = (XI,... ,xn), defined by
WB(X)
n
WB(X)

X=S
IB

n

+ Exi
i=2

Define an orderon Zn, the B-order, by setting x <B y if either WB(X)

< WB(Y) or
and for some j we have xi > yj and xi = yi for all i < j. Note
that when IBI = n + 1, the B-order is just the simplicial order defined in [3]. Let
VB = {V E En: V <B ?}For m E N, let DB be the union of the first m points in Zn in the B-order. The
is called a B-initial segment. It is easy to see that DB is an n-dimensional
set DB m
~~~~~~~~~~~~~~~~~~~~IBI
is an (n - 1)-dimensional long simplex. The points of DB
long simplex and DB
are

WB(X) = WB(y)

? <B e1 <B 2el <B ...<B

(B

<B e2 <B

-n)el

<B en-

Notice that all the above definitions depend only on the cardinality of B. As
explained in the introduction to this paper, the following theorem can be viewed
as a discrete Brunn-Minkowski inequality in the integer lattice.
Theorem 5.1. Let A and B be finite subsets Of

with dim B = n. Then

n

?~|DIAI
D +B?D1
D IBI|
IA +A+B
BI >
The proof of Theorem 5.1 is quite long and will proceed by a succession of
lemmas, throughout which the set B will be a fixed subset of 7n. Since B is fixed,
we shall write S = DB
Note that none of the definitions before Theorem 5.1
change if we replace B by S.
Lemma 5.2. We have z <s y if and only if z

-

y E Vs.

Proof. This follows immediately from the definitions above.
Lemma

5.3.

A finite set F C Zn is an S-initial

D

segmnent if and only if it is v-

compressedfor every v E Vs.
Proof. The set F is not an S-initial segment if and only if there are y E F, z , F,
with z <s y. By Lemma 5.2, the previous condition holds if and only if S is not
D
v-compressed where v = z -y E Vs.
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The following lemma will not be needed in this section.
Lemma 5.4. An S-initial segment is a convex lattice set.
Proof. Let F be an S-initial segment and let x, y E F be such that x <s y and
z = (1 - t)x + ty E n, where 0 < t < 1. Then x <s z <s y, so z E F and F is a
D
convex lattice set.
If F is a finite subset of +, let the S-height hs(F) of F be the sum of the
positions in the S-order occupied by the points of F. Then hs(F) E N; for example,
we have hs(Ds) = m(m + 1)/2 for each m E N.
Lemma 5.5. Let F be a finite subset of Z . Suppose that F1 = F and for each
j E N, Fj+? = C,3Fj for some vj E Vs. Then there is a k such that Fj = Fk for
each j > k.

Proof. Regarding the vj-compression as a bijection from Fj to Fj+i, we see from
its definition and Lemma 5.2 that it can only lower the position of points in Fj in
the S-order, and if Fj+l 74 Fj, the position in the S-order of at least one point in
Fj is lowered. Therefore hs(Fj+?) < hs(Fj) unless Fj+j = Fj, so there is a k such
F
that Fj = Fk for each j > k.
Lemma 5.6. It suffices to prove Theorem 5.1 when B
v-compressed for every v E W n Vs.

=

S

IBI and A

= DB

C Zn is

Proof. By translating A and B, if necessary, we may assume that they are subsets
of Zn. By applying, for each i = 1, ... , n, a -ei-compression to A and B, we may
also assume, by Corollary 3.5, that A and B are down sets.
Letting A = B in Lemma 3.7, we see that there is a finite sequence of vectors in
W such that the corresponding compressions applied to B result in a long simplex,
which in fact is S. Suppose that the same sequence of compressions, applied to A,
result in a set A'. Then by Corollary 3.5, we have IA + BI > IA' + S . Now we
apply Lemma 5.5 where F = A' and {vj } is a sequence in which each member of
the finite set W n Vs appears infinitely often. Then the resulting set A" = Fk is
clearly v-compressed for every v E W n Vs. By Lemma 5.3, these compressions
E
leave S unchanged, so by Corollary 3.5 again, we have IA' + S > IA"+ S.
We now settle the case n = 2 of Theorem 5.1.
Lemma 5.7. Let A and B be finite subsets of Z2 with dimB = 2. Then

?~~
D +
B?D
IA+A?B
DIBI|
BI>
|DIBA,
Proof. By Lemma 5.6, we may assume B = S D=D

.

We shall prove that

IA + SI > IDIS I + SI

by induction on the S-height of A. Note that hs(A) > (JAI+ 1) A /2, and if
hs(A) = (JAI+ 1)jA /2, then A = DsAli and the inequality is trivial. Suppose that
hs(A) > (IA + 1) A /2 and that the inequality is true whenever A is replaced by a
subset of Z2 of the same cardinality but smaller S-height than A.
Let v E W n Vs. By Lemma 5.6, we may assume that A is v-compressed for
every v E W n Vs. In particular, A is a down set which is u-compressed, where
u = (S

-

2)el

-

e2-
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Let y = (Yi, Y2) E A be of maximal position in the S-order and let z =(zI, z2) E
2+ \ A be of minimal position in the S-order. Then z <s y, because A 74 DIS.
Since A is u-compressed and y E A, we have y' = (Yi+ (IS - 2)y2, 0) E A. It follows
from the fact that A is a down set that (k, 0) E A for every k < Yi + (|S -2)y2.
Therefore Z2 > 0Note that y' is the unique point of A with maximal first coordinate. Therefore
if A' = A \ {y'}, we have (y, + (IS -2)(y2 + 1), 0) E (A + S) \ (A' + S), implying
that IA + SI > IA'+ SI + 1. Now let A" = A' U {z}. Then IA"/= IAI, and since
z <s y', we have hs(A") < hs(A). The hypothesis on z and Z2 > 0 imply that
z + u E A, and since A is a down-set we conclude that the only point that can
belong to (A" + S) \ (A' + S) is z + e2. Therefore IA"+ SI < IA' + SI + 1. By the
induction hypothesis,
> IA"+SI

IA+St>IA'+SI+1

> IDS I +?S,

as required.

D

Let F be a finite subset of EZn.We define sets Xi(F), 1 < i < n, as follows. If
< n and m E 2, denote by F[i, m] the projection of F n {xi = m} onto the
0}. For each m EE , let
hyperplane {xi
1 < i

(16)

Pm

{x

E:

wS(x) =

Sj

}

The points in Pm lie in a hyperplane containing (m, O,.. ., 0). Denote by F[1, m]
the projection of F n Pm onto the hyperplane {xi = 0}. Let Si = S n {xi = o}
and note that Si is an (n - 1)-dimensional long simplex in {xi = 0}. For 1 < i < n,
define Xi(F) to be the subset of En for which
Xi (F) [i, m] = D S[im]l
where we are identifying {xi = 0} with Zn-l.
In other words, if 1 < i < n, the projection of Xi(F) n {xi = m} onto {xi
O}
is the Si-initial segment, defined in {xi = 0}, with the same cardinality as the
projection of F n {xi = m} onto {xi = 0}. Similarly, the projection of X1 (F) n
Pm onto {xi = 0} is the S1-initial segment, defined in {xi = 0}, with the same
cardinality as the projection of F n Pm onto {x1 = 0}. Therefore these definitions
constitute a sort of (n - 1)-dimensional compression in hyperplanes parallel to a
fixed subspace.
It is not difficult to see (and can be proved from the definitions in a routine
exercise) that
(F + S)[i, m] = F[i,m

(17)
for 1 < i <
(1)

(18)

n,

-

1] U (F[i, m] + Si),

and

(F + S)[1, m] = F[1, m] U F[l,m m-1]

U .. **U

F[l,m m-ISI

+ n + 1]

U (F[1, m- IS + n] + SI).

Lemma 5.8. Let F be a finite subset of En+and let 1 < i < n. Then hs(Xi(F))
hs(F), with equality if and only if Xi(F) = F.

<

Proof. Let x = (XIl... ,xi) E E+ with xi = m, and let x' be the projection of x
onto {xi = 0}. Then xl = 0 and xl = xj for all j 74 i. It follows that the S-order of
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two points in {xi = m} agrees with the Si-order of their projections onto {xi = 0}.
It is then clear from the definition of Xi (F) that hs (Xi (F)) < hs (F).
If 1 < i < n and Xi(F) 74 F, there is an m E N such that F[i,m] is not
an Si-initial segment. Let y' E F[i, m] be of maximal position in the Si-order
and z' E {xi = 0} \ F[i, m] be of minimal position in the Si-order. Then z' <Si
y'. By the definition of Xi(F), we have y' E {xi = 0} \ Xi(F)[i,m] and z' E
Xi (F) [i,m]. Let y, z E {xi = m} be the points whose projections onto {xi = 0}
are y', z', respectively. Then y E F \ Xi(F), z E Xi(F) \ F, and z <s y. Therefore
D
hs(Xi(F)) < hs(F). The proof for i = 1 is similar.
If F C 2n, let ZF =z

- y: y E F, z E Zn \ F}.

Lemma 5.9. If F C Zn, then F is v-compressed if and only if v V ZF.
Proof. If v E ZF, there are y F and z E Zn \ F with v =z - y, so F is not vcompressed. Conversely, if F is not v-compressed, there are y' E F and z' E Zn \ F
such that z' = y'+mv for some m E N. Let j E N be maximal such that y'+jv E F.
If y=y'+ jv andz=y'+(j+1)v,thenv=z-yEZF.
0. If
Lemma 5.10. Let F be a finite subset of Zn and let v E Vs with ws(v)
F is not v-compressed, then F[1, m] is not an S1-initial segment for some m E N.
Proof. Suppose that F is not v-compressed, where v E Vs and ws(v) = 0. Then
for some j we have vj > 0 and vi = 0 for all i < j. By Lemma 5.9, v E ZF, so there
are y E F and z E 2 \ F with v = z - y. Therefore ws(y) = ws(z), so there is an
m E N such that y, z E Pm
Let y', z', and v' be the projections of y, z, and v, respectively, onto {xi = 0}.
0} \ F[1,m], and v' = z'-y'.
Then y' E F[1,m], z' E {x i
If v1 = 0, then
0, v' > 0 and vi 0 for all i < j, where j > 2. If v, > 0, then
wSJ(v') ws(v)
wS,(v') = ws(v) -

S_

< ws(v).

In either case we have v' <s, o, so v' C VS1. Therefore v' E ZF[1,m],so F[1,m] is
D
not v'-compressed. By Lemma 5.3, F[1, m] is not an S1-initial segment.
Lemma 5.11. Let F be a finite subset of Zn, n > 2. If Xi(F) = F for i = 1, 2,
then F is an S-initial segment.
Proof. Let y E F be of maximal position in the S-order and let z E Zn \ F be of
minimal position in the S-order. If y <s z, then F is an S-initial segment.
Suppose that z <s y. By Lemma 5.10 and our assumption that X1(F) = F,
F is v-compressed for every v E Vs with ws(v) = 0, so ws(y) > ws(z). If
m = wS(y)(ISI -n), then y E Pm and y' = (m,0, . . . ,0) is the point in Pm of
minimal position in the S-order, so y' E F. Similarly, if m' = ws(z)(IS -n),
then z E Pm', and if z' is the point in Pm' of maximal position in the S-order, we
have z' , F. By the definition of S-order and the fact that n > 2, z = 0. Since
y, z E {x2 = 0}, we have
wS2(y')

wS(y')

=

wS(y)

>

wS(Z)

=

wS(Z/)

=

WS2(Z/)

But y' E F[2,0 ] = F n {X2 =0 } and z' , F[2, 0], so F[2, 0] is not an S2-initial
D
segment. Therefore X2(F) =hF, contradicting the hypothesis.
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The previous lemma is not true when n = 2. For example, let
S = {(0, 0), (0, 1), (1, 0)} and F=

Z2

n conv {(0, 0), (0, 1), (3, 0), (2, 1)}.

Lemma 5.12. If F is an S-initial segment, then so is F + S.
Proof. The proof is by induction on n. The result is trivial when n = 1. Assume it
is true in Zn-I (for all long simplices S in Zn-1) and suppose that F + S C En iS
not an S-initial segment.
Let y E F + S be of maximal position in the S-order. If y = a + b, where
a E F and b E S, we must have ws(b) = 1. Let z E En \ (F + S) be of minimal
position in the S-order, so that z <s y by our assumption. Every x EEEn with
ws(x) < ws(a) must belong to the S-initial segment F, so every x E En+ with
wS(x) < ws(a) + 1 = ws(y) belongs to F + S.
Therefore ws(y) = ws(z). If v = z - y, then v E Vs, wS(v)
0, and F + S is
not v-compressed. By Lemma 5.10, there is an m E N (in fact m (ISI - n)ws(y))
such that (F + S) [1, m] is not an S1-initial segment.
By Lemma 5.8, hs(Xl (F)) < hs(F). Since F is an S-initial segment, hs(Xl (F))
hs(F), so Lemma 5.8 implies that X1(F)- = F. Therefore F[1,m - 1] is an Siinitial segment. By the induction hypothesis, (F + S)[1, m] = F[1, m - 1] + S, is
D
also an S1-initial segment. This contradiction completes the proof.
Proof of Theorem 5.1. The proof is by induction on n. For n = 1, Theorem 5.1 is
a direct consequence of (9) and Lemma 5.7 disposes of the case n = 2. Suppose
that n > 2 and that Theorem 5.1 holds in all dimensions less than n.
If m EN, let
= {F CZn : IF =m and IF+S

is minimal}.

Let F E TIAIbe of minimal S-height. We will show that F = DSJAI'
We claim that for 1 < i < n, we have
IF + SI > IXi(F)

+ SI.

To see this, let m E N. Using (17), Lemma 5.12, the induction hypothesis, and (17)
again, we obtain
(Xi(F)

+ S)[i,m]I

=

IXiF[i,m-1]

=

max{lXiF[i,m-1]1,

?

max{IF[i,m-1],

?

IF[i, m-l]

U (XiF[i,m]

+ S)I

XiF[i,m]+Sil}
|F[i,m]+SiI}

U(F[i, m] +Si) |= |(F +S)[i, m]l.

This proves the claim.
By our assumption on F, we must have hs(Xi(F)) = hs(F) for 1 < i < n.
Analogously, using (18) instead of (17), we conclude that hs(X1(F)) = hs(F).
Then Lemma 5.8 implies that Xi(F) = F for 1 < i < n. By Lemma 5.11, F is an
El
S-initial segment, so F = DS
JAl'

Bollobas and Leader [4] obtain a result in the finite grid [k]n = {0,1 ..., k}n,
k E N analogous to (4). Addition of sets A and B in [k]]nis defined by
A +k B = {x E [k]n : x = a + b, a E A, b E B}.
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In other words, points in the usual sum not lying in the grid are simply ignored.
For every x = (xi, . .., x7) E [k] let
n

xik',

Wk(X)=

i=l1

and define an order on kn by setting x k y if and only if Wk(X) < Wk(Y). The
main result of [4]is that the minimum of IA +k BI over down sets A and B of [k]n
is attained when A and B are initial segments with respect to the order k. The
restriction to down sets is generally necessary because of the definition of addition
+k of sets in the grid.
We can also restrict to down sets, without loss of generality, as shown in Corollary 3.6, but the fact that some points in the usual vector sum are not counted
by Bollobas and Leader is the first important difference between their result and
ours. The second is that any initial segment in the order <k with cardinality less
than k + 1 must be a one-dimensional set, whereas the initial segment DIBI in the
B-order is always n-dimensional. These two differences mean that if we choose a
grid [k]]n that contains down sets A and B in Zn, the lower bound for IA+k BI from
[4] will generally be smaller than the lower bound for IA + B provided by (4).

6.

NEW LOWER BOUNDS FOR THE CARDINALITY OF THE SUM OF SETS

In the following, the usual conventions

(

0)

0

if n <

k,

and

(

n

)

1

apply.
Lemma6.1.
(r+n

Forn>l
1

andr>l,
rn

/((r+n(1))(

1

where
P(r) = -(n -1)

+3

(

Proof. Since (r + j)/(j + 1) > (r + n-1)/n

(19)

( r?n

+

n-1

for 0 < j < n-1,

) > (r+ n

)

we have

n

with equality if r = 1. Also,

( r+n-1

_

- 1) > n
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for r > 2. Therefore we can use (19) to obtain

r
r+n(

)-/n

r+n-1)(

((

r+n-

<1)n/((?1n

r

)n(1
n
rr+n -

r r+n-

n

Lemma6.2.

nA
rJ

)

n(n -1
r +n-1

Fornr>l andr>l,
(

r+n-1

j=1

)(1+j

n-2~~~~~~~~~~~~~~~~~)
r+n-1
j=1

(

r

where

Proof. This is proved as in the previous lemma.

D

Lemma 6.3. For n > 1 and r > 1, we have

( n

) (r?n1

)1/f(

rn-

)

-(

rn-2

~(12)

)

Proof. Using (19), we obtain
-

j=2~~~~j=l

n(n-1) (2-n) n
r(r?l)(r?n-1)

If r>-1

thn nh mxmm

r +n-1
ni

a?eoSon

[-,r

Lemma 6.4. Let n > 1 and c > 0, awdforr >-1
If-r= > -

t

mi (

v

+

-r

J

c?r

hn 2

let
-)1
+
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Proof. If n = 1, S is linear and the result follows immediately. Suppose that n > 2.
We have

S'(r) = -(

1

(r+

(1+

c)

i

E

The roots of S' are solutions of the equation
1

1
E

r+

j

(n/c) -1-

r

Since the left-hand side is strictly decreasing in r and the right-hand side is strictly
D
increasing in r, there is at most one solution. The lemma follows directly.
When dim B = n, the following nonlinear inequality is considerably stronger than
(14). (A different proof of the case n = 2 is obtained by combining Theorem 5.1,
Lemma 5.4, and Corollary 7.4 from the next section.)
Theorem 6.5. Let A and B be finite subsets of ETnwith IBI < JAIand dim B = n.
Then
(20)

-

IA+ BI > JAI+ (n- 1)IB + (JAI- n)(n-l)/n (BI - n) "/n-

2 1)

Proof. For n = 1 the inequality is trivial, so we may assume n > 2. By Theorem 5.1,
it is enough to prove the result when B is a long simplex and A is a B-initial segment.
Note that if A is a "perfect" B-initial segment, that is, A =rB for some r E N,
then

JAIz(IB - n)

(

(

?n-1
n

)+

(

?n- 1) ~f(r),
n
)
n1

say, and of course A + B = (r + 1)B, so IA + BI = f(r + 1). In general, we can
write
i+n-in - 1 )+n(r+n+1-j)
r,(
?
ryJ+n

)

JAI=f (ri) +P
(21)

=(IBI -n) r(
?j

(

j=2

+n

+

1 )+ (p+ 1) (r, + n-

)

rj+n+1-jA
n+1-j

/

r > r2 >?
where 0 < p < IBI -n-1,
rn > -1 and with the condition
- n - 1. In fact, there is a unique finite sequence
that if r1 = r2, then p =B
(p, ri, .. ., rn) for each natural number JAIunder these conditions. Our assumption
BI < JAIimplies that ri > 1.
It will be convenient to write

b = IBI -n.
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Then

b ( l+ n )+ (p + 1) (r,

JA+ BI

?n

(22)

+ n)

-j

rj+n+2

)-

j=2j

{i: 2 < i < n, ri =-1}.
(We omit the proof of this
where R = R(r2,...,rn)
fact, which is a straightforward consequence of the geometry.) Using Pascal's rule,
we get
A?

A

(

n,(

(23)

)?(
+n -

nZ

n - 21)

ft.

j

Let
(24)

+ n(n

F = (n - 1)b + (JAI- n)(n-l)/nbl/n

-

1) _ (jA + B

2

-

AI).

We must show that F < 0, and claim first that this holds for n = 2. From (21),
we obtain

JAI= b (

2+ ) + (P+ 1)(rl + 1) + r2 + 1.

Substituting this and (23) into (24), we see that we must prove

F =b+ (b (r2+1)+
-b(ri

bl/2

(p +1)(r1 +1) +r2-1)
1) + IRI < 0,

+ 1)-(p+

or, equivalently, that
F, = (bri + (p + 1)- IRI)2-(b

(

1+

) + (P + 1)(rl + 1) +

r2

b > O.

-1)

It can easily be verified that this holds when b = 1, and
O,9b
Ob

-

2(brir + (p++ 1)P-IRI),r
)
-(ri

If r2 >-1,
and -21Rfri

-

1)(rib?+p?+

- 2b (r 12+
r
\
2J

+ 1 > -2ri

P

+ 1)(rl + 1)
k
1

-r2

2

+ 1 >-r1

+ 1. If r2 =-1,

then IRI

+ 2. Therefore

OFb
bl >?(ni-1)(ib

+ p-1)?0

,

when b > 1 and r1 > 1. Therefore F1 > 0, proving the claim.
For the rest of the proof we may assume that n > 3. Using the inequality
(X

+ y)(n-l)/n

+

1) - 21Rn1l - r2 + 1.

then IRI= O and-21RIr1-r2
-r2

)(p

< X(n-l)/n

+

yx-1)

/n
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we obtain
(JAI -

n)(n-l)/nbl/n

= b (r, + n-

) + (p + 1)(r,

(

+

rn+

n

+ n-

)
(n-l)/n

)

1-i

bl/n

j=2j

?b(<b frrn +n-1- 1

(n l)/n

Substituting this estimate and (23) into (24), we have
F<G=Hob+Hi(p?1)+ZHj-(n-1)

)-

nA

(

+_(_2_

with

-

n

1-i

( r~in?

and

n(- r(n-1)

1 if r3 --1
By Lemma 6.2,

wherecj

-

Cb=
Hl

and cj

-

n

j

0,

+

rj+n+l-j
=2

n

jj )

n

otherwise,2 ? j ? ni.

? Q(ri) + (n-1)

?Q(1)

(n- 1) = O,

and by Lemma 6.3,
OG
-1 or
Also, by Lemma 6.4, the maximum value of H3 in V occurs when r3
,rn) K 0
G(b,p,ri,.
rj=r1, 2 ? j K ni. Therefore it suffices to show that C
-1 for
,where 1 K k K n, andri
0, r= r1 for 1 K i K
whenb=, lp=
k1in.
Denote this value ofG byG(k,r).
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We claim that G(k,rl) < G(1,ri) for 2 < k < n. To see this, suppose that
k > 2. Using (19), we find that
G(k, ri)

G(1, ri)

-

/

k

n

-1/n
r\+1n/+?j

+n-1

K

J=2k\K) rin y

n

ri?n?1-j))h

-(

k

(

(n

<k

+n-l

-tr,

((

vr,+n -1
(4n-1)
+n+(
? (+i r)+n
n
n-2

nt
re+n+l-k

_

V

-(

ri+n+l-j
n
n+

-

-

n nk
rl+'n+i-k

-

,__

__

nn-1

<

(~

n

j;2
nn-c

(r, + n - I

k)(1n~~n-

(,riH+

))

-i +ki+rl+n+2

n+-j

kn

rl +n+2-j8

r, + 2)
<0.

n(+)2

r?-

J

-1J

J tV~~~~~rl+n-1J

n-1c

nnj -

)

n
nk r +n

ri+n+1-j))

-j

(

i2l+-1)

n

?

j

n?+r1-j

1 <>

P(r)+(n-1)=n

since n > 3 and a routine exerciset shows that P decreases with r when
Applying this and Lemma 6.3, we obtain

n(n
+

G(1,H <-(n-_(n-)(n-2)

1)

n

as required.

Theorem 6.6. Let A and B befinite su>bsetsof EThwith dim B =n.
(25)

IA-

+ BI/< ? IAI1/ +

(IBn-)
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Proof. The proof is by induction on the dimension n. When n = 1, (25) is just the
trivial estimate (11). Suppose that n > 2. By Theorem 5.1, we may assume that
B is a long simplex and A is a B-initial segment.
Let n = 2. By squaring and rearranging (25) we see that we require
(JA+ BI-AI
where we write

> O,

-b/2)2-2blAI

b = IB - n as in the proof of Theorem 6.5. By (21) and (22), this

becomes
(b(ri + 1) + (p + 1) +1 -

IRI-

b)

2b (b(r1 + I)rl + (p + 1)(rl + 1) +

>?0

r2+1)

Multiplying out, we get
2b(r

- r2-

2 -{RI

+ I)JRJ) + (p+

(r,

> ?'

-2)

which is true since r1 > r2 and either r2 > 0 and IRI = 0, or r2 -1 and IR= 1.
Assume that n > 3 and that (25) holds for dimensions less than n. Let the
maximal B-weight of any point in A be m/b, m EN. Then A = X U Y, where
X=

mb

{XE2+:WB(X)

}

and Y is a subset of the set
{X E Z+:

WB(X)

=

contained in a hyperplane (compare (16)). We can choose an r > 0 such that

XKb(

)-

)+q(
nn-1
nf

for some q with 1 < q < b. (Compare (21), where r1 and p + 1 have been replaced
here by r and q, respectively.) Notice that
n
n- I

( n

and that Y c X+B. Therefore A-+BI = X +BI + I(Y+B) \YL.
The set (Y + B) \ Y is contained in a hyperplane H parallel to the one containing
Y. It can be viewed as the vector sum of a translate of Y in H n Zn and an
(n- 1)-dimensional simplex in H n Zn containing n points (a translate of the set
{X E zn+ WB(X) = 1}). Applying (25) to these translates in the (nf-1)-dimensional
lattice

H

n Zn,

we obtain

+1~~~~~~~~~~~~~~~~
J(Y + B)

Let y=

(26)

\ Yl'/(n-1)

> IyI1/(n-1)

+

I(_1Z)/n

iYi,

OM

(Y/(n-1)

+ ((n

n
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for y > 1, and q(O) = 0. Then
+ n ) +q (

IA+ Bl > b

+n0(m).+

It remains to show that

F(b, r)y

r+n-

(r n

( r n 1 )

-

+( q+

)

0y)

)

_()

>

for the appropriate values of b, q, r, and y. We shall consider these as real variables
to allow differentiation with respect to them. In view of (21), (22), and the identity
F(b, b, r, y) = F(b, 0, r + 1, y), it will suffice to show that F > 0 in the two regions
E

Qi={(b,q,r,y)

IR4:

b > 1,0 < q < b-1,r

>O,y = O}

and
Q2= f{(b,q, r, y) E

R4:

b > 1, 0 < q < b-1, r > O,1 < y < (

n1)}

where the lower bound for q in Q1 has been lowered by one to simplify some of the
calculations.
Consider first the region Ql. Let

G(b )

(b (r

r
+
(rn

+n

))/n

In Q1, the inequality F > 0 is equivalent to

-

G(b,q,r)

G(b,q,r -1)

> (n)/

so by the mean-value theorem it suffices to prove that
__

b1/n

O3r-n!J
We have

t3G
b(
Or
-(b,q,r)=1
O3r

n

)

r+i

+

(n

1)

r+i

G(b, q, r)n-I
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Then
G(b: q r)

02G
Arq

G(b,

nn

q,

-

-

rii(G(?n

+

)nE

r)

.=A

+q

)

i

(

(n-i2)

G(b, q,r)2n

n - In-)/

~~~

n~~

rib

r+l1

ac

(

G(b q, rn-2n/
I? 1
q

n

J

by the arithmetic-geometric mean inequality. (Note that equality cannot hold in
the latter because n > 3.) ThereforeF > 0 in Q1.
Nowconsiderthe regionQ2 . SupposeF(b', q', r', y') < 0 forsome(b', q', r', y') e
Q2.

We claim that F has a minimumin the set Q2(r')

To see this, let {(bi,

q2,r', yi)},

i

{(b,q,r,y)

e N, be a sequencesuchthat F(bi,

e
qi,r',

r
y2)

=

tends

to the infimum of F in Q2(r'). Since Q2(r') is closed, this infimum is a minimum if

the sequence {b2} is bounded. However,if {b2} is unbounded,we may, by taking a
subsequence if necessary, assume lim+O bn
0 > lim F(bi,q2,r'

n

Yi) =limnF

no.Then
(1,

qb,r',O)

>0O,

the last inequality holding because (1, q2/b2, r', 0) e Q1 and Q1 is closed. This
contradictionprovesthe claim. Writingr' =rO, we concludethat F has a minimum
at some point z0 (bo,qo,ro,yo) in Q2(ro).
The following notation will be convenient. Let
-
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+ y,

(n-l)/n

and
r0o

\i=l

The curve z(t) = (tbo,tqo, ro, yo), t > 1 is contained in Q2(ro). By the minimality
of F(zo) and direct calculation, we find that
OF
OF
(yo) + Yo
\+ nqo O
nbo aF(zo) - C(n-l)/n
D(n-l)/n
Ob t=l
9q t=l
(27)
n f (zo) > 0.
Also, using the fact that yo'(y) < 0(y), the inequality
1
OF
OF
> b-+P-F(z) bOF
+yO
(28)
-9A
n
9p

09y

can be verified by expanding the right-hand side. Consequently, the assumption
F(zo) < 0 and (27) imply that OF/Oy < 0. By the minimality of F(zo), yo must
be the maximal value of y in Q2(ro), namely
Y

Yo=

(ro + A)n-l '
(n- 1)!

ro +n-1

n-- I

Then, by (26),
(ro + A + 1)n-1
(n- 1)!

/(Yo)

Using (27) again, we obtain the estimate

)

(To+A+l1n
ro + A
Yo
Next, we evaluate F(zo) from its definition as follows:

>

(29)

bo)
>

bo

)
1)

/n

n!

I/

ro + A +
ro + A

n!
(b)

Vn!J

/n

) (ro + A)(n-l)/n

(bro + nqo + n)l/

boro + nqo +
bo

n

f boro+ nqo + nf/n
boro+ boA J

Since F(zo) < 0 by assumption,
(30)

nqo + n < boA.

By the arithmetic-geometric inequality, A < n/2, so bo > 2(qo + 1) > 2. It follows
that the curve z(t) is contained in Q2(ro) for t in an open neighborhood of 1, so
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that there must be equality in (27). Also, since qo < bo/2, (OF/0q)(zo) > 0, and
computing the latter yields
+n
< ro
rO+ 1
=
We claim that (OF/Oq)(zo) 0. Indeed, suppose that (OF/0q)(zo) > 0. Then
the minimality of F(zo) implies that qo = 0. Since bo > 2, (OF/Ob)(zo) = 0, and
expanding this equation, we obtain
(31)

-

(ro + n)(ro + A)n1
-

X (ro(ro + A) n

rox(ro + A)n-1

(n!C)-n)

+ n(ro + A)n-1/b)(nl)/n

that is,
(ro + n)(ro + A)n-1

(ro(ro + A)n-1 + (ro +

A)(n-1)2/n

(r + n) (n-l)/n)

By (30), n/bo < A, so
(ro + n)(ro + A)n-1 < x(ro + l)(ro + A)n-1.
This implies that x > (ro + n)/(ro + 1), contradicting (31) and establishing the
claim.
0
Therefore (OF/0q)(zo) = 0 and then x = (ro+n)/(ro+1). Fom (OF/0b)(zo)
we now obtain
(ro + n)(ro + A)n-1
xro(ro + A)n1 +x
rO

+n

) (ro +A)n1)

(ro(ro + A)n-1 + (qbo

(r +A)n1+

(o+

(nq

)

)/n (ro

+ A) (n-1)2/n)

This yields
ro +'1 = ro +

(

ro +

nqo+n\
qo + n)

(n-l)/n

(ro + A)(1-n)/n

or
A nqo + n
bo

This contradicts (30) and completes the proof.

7.

INEQUALITIES FOR THE LATTICE POINT ENUMERATOR

The following result is an immediate consequence of Theorems 5.1 and 6.6.
Corollary 7.1. Let P and Q be convex lattice polytopes in En with dim Q = n.
Then
G(P + Q) > G(P) + (n- 1)G(Q)
(32)

+ (G(P) -

(n -)/n

(G(Q) - n)/

n(n- 1)
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if G(Q) < G(P), and
(33)

1~~~~~

G(P + Q) > (G(P)l/n +

(G(Q)

(nW)1/

- n)1/n)

In two dimensions, the symmetry of (32) with respect to P and Q is restored.
It turns out that with the extra assumption that dimP = 2, a quite different
approach yields a slightly better inequality than (32) when n = 2, together with
precise equality conditions.
Theorem 7.2. Let P and Q be convex lattice polygons with dim P = dim Q = 2.
Then
(34)
G(P + Q) > G(P) + G(Q) + ((2G(P)

b(P)

-

2)(2G(Q) - b(Q) - 2))1/2 -1

-

with equality if and only if P and Q are homothetic.
Proof. By Pick's theorem (9), we have
+

V(P) =i(P)

b(P)

b_P_

2

2

and similarly with P replaced by Q. By the Brunn-Minkowski inequality (10), we
obtain
(G(P + Q)

b(P + Q)

>1/2

J

2

?(c(P)

-

+(Q

1)l/2

b(P)

)

_b(Q)

1/2

Then (34) follows from squaring both sides and applying the equation
b(P + Q) = b(P) + b(Q),

(35)

which is easily proved by comparing the edges of P and Q parallel to a fixed edge
of P + Q. The equality conditions for (34) follow directly from those of (10).
0
It is worth noting that (34) is not always better than the case n = 2 of (33).
Indeed, when i(P) = i(Q) = 0, (34) becomes
G(P + Q) > G(P) + G(Q) + (G(P)

- 2)1/2

(G(Q) -

2)1/2

1.

So (33) is better if
(36)

(G(Q)

-

2)1/2 ((2G(P))1/2

-

2)1/2) > G(Q)/2.

1, ..., m} and Q = conv{(0, 0), (1,0), (0, 1)}.

Now let P = conv {(j, 0), (j, 1) j
Then (36) becomes
(4m)1/2

(G(P)

-

-

(2m

-

2)1/2 > 3/2,

or
36m2 - 51m + (17)

> 32m(m - 1),

which is true for large enough m.
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Corollary 7.3. Let P and Q be convex lattice polygons with dimP
Then
(37)

G(P + Q) > G(P) + G(Q) + ((G(P)

-

2)(G(Q) -

2))1/2

with equality if and only if (i) Q is a translate of P and i(P)
translate of 2P and G(P) = 3.

=

=

-

dimQ

=

2.

1

0, or (ii) Q is a

Proof. We obtain (37) from (34) on noting that b(P) < G(P). Using the equality
conditions for (34), we see that equality holds in (37) if and only if P and Q
are homothetic and i(P) = i(Q) = 0. Then either (i) holds or, translating P if
necessary, we have Q = rP, r E Q, and i(P) = i(Q) = 0. Clearly, we may assume
that r = k/l > 1, where k and 1 are integers with the greatest common divisor
equal to 1. Then P' = (1/I)P is also a nondegenerate convex lattice polygon and
Q = kP'. Now P' contains three noncollinear lattice points, so their centroid c is
such that 3c is a lattice point in the interior of 3P'. Therefore i(3P') > 0. It follows
that k = 2 and hence that 1 1 and Q = 2P. If G(P) > 3, then there are lattice
points x, y in bd P such that the line segment [x, y] meets int P. This implies that
the lattice point x + y belongs to the interior of Q, so i(Q) > 0. Therefore we must
have G(P) = 3 and Q = 2P, and this also satisfies (37).
0
Corollary 7.4. Let K and L be convex lattice sets in Z2 with dim K = dim L = 2.
Then
(38)

IK + LI > IKI + ILI+ ((K

-

2)(ILI -

2))1/2

-

1

with equality if and only if (i) L is a translate of K and i(conv K) = 0, or (ii) L
is a translate of 2K and JKJ= 3.
If ILI < IKI, then the restriction on the dimension of L is generally necessary
in the previous corollary. To see this, take, for example, K to be the long simplex
K = {o, e2, el, 2ei,..., 5ei}, with IKI = 7, and L = {o, el, 2ei} with ILI= 3. Then
K + LI = 11, while the right-hand side of (38) is 9 + v5.
For the remainder of this section, we investigate difference sets.
If A is a finite subset of En, it is easy to see that
IDAI < JA12- JAI+ 1.

(See, for example, [29]. This paper also provides a useful introduction to results
concerning lower bounds for IDAI; precise estimates are available when n < 3, but
in general the problem appears to be open.) In general, this is all one can say, even
for finite subsets of Zn. For example, equality holds for the subset A - {(k, k2):
k = 0,1,... ,m} of 2. The following Rogers-Shephard type inequality for the
lattice point enumerator provides a much stronger bound for planar convex lattice
sets.
Theorem
(39)

7.5. Let P be a convex lattice polygon. Then
G(DP) < 6G(P)

-

2b(P)

-

5,

with equality if and only if P is a triangle.
Proof. By Pick's theorem (9), we have
(40)

G(P) = V(P) +

()
2

+1.
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The Rogers-Shephard inequality in the plane (see [28, Section 7.3] and [5, Section 53]; this special case is due to Blaschke and Rademacher) states that if K is a
planar convex body, then
(41)

< 6V(K),

V(DK)

with equality if and only if K is a triangle.

rnom
(40), (35), and (41), we obtain

G(DP) = V(DP) +

(DP+ 1 < 6V(P) + b(P) + 1 = 6G(P)
2
with equality if and only if P is a triangle.

-

2b(P) -5,
D

Corollary 7.6. Let K be a convex lattice set in Z2. Then
(42)

DKI

?<

6 KI

-

2b(conv K)

-

5,

where equality holds if and only if convK is a triangle.
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