Riemann's non-differentiable function and Gauss's quadratic reciprocity law have attracted the attention of many researchers. Here we provide a combined proof of both the facts. In (Proc. Int. Conf.-NT 1;107-116, 2004) Murty and Pacelli gave an instructive proof of the quadratic reciprocity via the theta-transformation formula and Gerver (Amer. J. Math. 92;33-55, 1970) was the first to give a proof of differentiability/nondifferentiabilty of Riemnan's function. We use an integrated form of the theta function and the advantage of that is that while the theta-function (τ ) is a dweller in the upper-half plane, its integrated form F(z) is a dweller in the extended upper half-plane including the real line, thus making it possible to consider the behavior under the increment of the real variable, where the integration is along the horizontal line.
Introduction
Riemann asserted that the function (according to Weierstrass),
is nowhere differentiable. Weierstrass in 1872 tried to prove this assertion but couldn't and instead constructed his own example of a continuous nowhere differentiable function which was of the form
where 0 < a < 1 and b is a positive integer satisfying
G.H. Hardy [7] proved that Weierstrass's function has no derivative at points of the form ψπ where ψ is either irrational or rational of the form 2A/(4B + 1) or (2A + 1)/(2B + 2).
Much later in 1970, Gerver [4] disproved Riemann's assertion by showing that his function is differentiable at any point of the form ψπ where ψ is of the form (2A + 1)/(2B + 1) with derivative equal to −1/2. A few years later in 1972, Arthur used Poisson's summation formula and properties of Gauss sums to deduce Gerver's result and there by establishing a link between Riemann's function and quadratic reciprocity (via Gauss sums). The reader is also refereed to two excellent expositions of Riemann's function by E. Neuenschwander [15] and that of S.L. Segal [16] . This problem was explored by many other authors and among them a few references could be [5] [6] [7] 11] and [9] . We observe that Riemann's function f (x) is really an integrated form of the classical θ-function. Then we make the link to quadratic reciprocity from an exposition of Murty and Pacelli [14] who (following Hecke) showed that the transformation law for the theta function can be used to derive the law of quadratic reciprocity. The goal of the present paper is to combine these two ideas so as to derive both, the differentiability of f at certain points and the law of quadratic reciprocity.
Our interest in Riemann's everywhere non-differentiable function arose from the following identity (Davenport-Chowla identity):
Here as usual
with (n) denoting the total number of distinct prime factors of n. Also,
sin 2π nx n is the saw-tooth Fourier series, i.e., it is the Fourier series expansion of the so-called 'sawtooth' function:
On one hand in (1) there appears the Liouville function which is a prime numbertheoretic entity and on the other hand, Riemann's example of a nowhere differentiable function. The integrated identity can be derived from the functional equation only, but to differentiate it, one needs the estimate for the error term for the Liouville function which is as deep as the prime number theorem.
As will be seen later, the right -hand side may be viewed as the imaginary part of the integrated theta-series. It seems that the uniform convergence of the left-hand side and the differentiability of the right-hand side merge as the limiting behavior of a sort of modular function and the Riemann zeta-function.
Riemann's function
Let p be a natural number and z = h+i ∈ H tending to 0. We denote the upper half-plane by H. Also let for z ∈ H ∪ R,
Let us denote by S(b, a) the quadratic Gauss sum defined by
for b a natural number. One extends the definition for non-zero integral values b by,
We note that S(|b|, −a) = S(|b|, a) and S(ka, kb) = S(a, b).
We begin with the following result:
Theorem 2.1. For any integers p > 0, q we have
where
for a non-zero integer p, the coefficient is to be understood as S(|p|, sgn(p)q).
Proof. Let b be an arbitrary real number. One can obtain by using Euler-Maclaurin summation formula as in Lemma 4 in [14] (the resulting integral can be evaluated as in [12] (Page 20-22)):
where the branch of √ z is chosen so that it is positive for z > 0. We integrate this along the line segment parallel to the real axis, say over [ z , z] with z−z = h. Now after separating the case (b, n) = (0, 0) the integrated form of (3) becomes,
This can be re-written as
Here
Then by the decomposition into residue classes,
Now using (5),
In (4) the variable can be 2q p + z and 2q p + z and then instead of h we would have z − z . This will be used in deriving (17) .
The relation (2) in this form is essentially Theorem 1 of Itatsu [9] and from here nondifferentiability of Riemann's function can be deduced. Indeed, let z = h + i and let → 0+, in which we have to pay attention to the sign sgn h of h. Then
Hence differentiability follows only in the case S(p, q) = 0 with differential coefficient − 1 2 . This will be done in the next section appealing to Corollary 3.2. At the same time this is an elaboration of ( [14] , (47)) (on the right-hand side of which the factor √ π is to be deleted). Arguing as in [14] using the theta transformation formula, we may deduce the Landsberg-Schaar identity, from which the quadratic reciprocity may be deduced. [2] , pp.157-159) [3] for r = q p becomes
Remark 1. We would like to make a few comments on the work of Duistermaat [3]. The equation (3.4) (was already proved by Cauchy
μ γ (x) = e π 4 m p − 1 2 (x − r) − 1 2 = e π 4 p −1 S(2p, q)(x − r) − 1 2 .
Incorporating this in ([3], (4.1)), we see that it refers to the case S(2p, q) of our Theorem 2.1. Hence by Corollary 3.2, differentiability of Riemann's function can be read off.
Further on ([3] , p. 9, 7 from below) the relation (47) in [14] is stated in the form
Thus, we could say that [3] also gives material to deduce the reciprocity law.
Reciprocity law
Let us denote for z ∈ H,
and then the classical theta-function for Re z > 0 is
At this point we note down the theta -transformation formula:
We now prove the reciprocity law. 
S(4|q|, − sgn(q)p). ( 9 )
Proof. Let us first note that F(z) is essentially the integral of (z):
In particular, for z = x + u + i ∈ C (with > 0) and u ∈ (0, h), the above relation (10) becomes
The theta-transformation formula (8) with y > 0 gives
We now make the following change of variable:
Now with this change the integral in (11) becomes
The following relation is useful (which is in fact equivalent to (11)) in applying integration by parts:
Using this, we may evaluate (13) and it becomes
At this point we note that
Using (15), the main term in (14) is −2e
where we have used (1)) and = (1 + o (1)).
Now we specify x = 2q p and apply Theorem 2.1. Under this specification (16) takes the shape = 2e
Now on letting → 0 we get the desired result.
As a corollary we note that: We now conclude (17) by simply noting that sgn(q)|q| = q.
Remark 2.
The relation (9) leads to the so-called 'Landsberg-Schaar' identity (see [14] , (5) The following result will be required to complete the proof of the differentiability of Riemann's function. We are now ready to state a seemingly more general version of Theorem 2.1. This implies differentiability of Riemann's function at the rational point 2A+1 2B+1 on putting z = h + i and → +0. We note that similar result is also obtained in ( [3] , Theorem 4.2). 
