Abstract-This paper presents a general explicit finite-difference time-domain scheme for transient nonlinear electromagnetic eddy-current problems. Some existing methods are discussed, while the DuFort-Frankel algorithm is chosen for its simplicity and efficiency. The problem of domain termination is efficiently treated by means of a perfectly matched layer for eddy currents. The proposed algorithm isolates the exterior static problem from the interior explicit algorithm, thus involving only a reduced and easier system matrix solution.
I. INTRODUCTION
N UMEROUS approaches have been proposed to deal with transient eddy-current problems. Most of them are based on a variety of implicit formulations using finite elements (FEM) [1] , [2] and either an integral formulation to truncate the infinite domain or a forced truncation at a large distance. However, in three-dimensional (3-D), the computational effort may be excessive, either if direct solvers are used or due to the dense matrix part, related to boundary element (BEM) equations.
On the other hand, the finite-difference time-domain method (FDTD) [3] has prevailed in high frequency, due to its simplicity and efficiency, while such an approach in low frequency has never resulted. A possible explanation is the lack of symmetry in Maxwell's equations for quasi-static fields. Although explicit schemes for diffusion exist [1] , [4] - [6] , they did never extend to practical implementations, especially in 3-D.
This study presents an entirely new methodology based on FDTD concepts. A general explicit algorithm is developed by means of a nonstandard scheme [7] , and its stability properties are discussed. Particular cases of this new family of algorithms and the optimal one, with respect to stability and consistency, are derived as shown in a preliminary study [8] . However, the critical breakthrough, which enables the application of the proposed method to larger scale 3-D problems, is the introduction of an appropriate perfectly matched layer (PML) for eddy-current problems [9] . Although initially applied in a FEM formulation, this particular framework of explicit time domain methods is where the PML finds its proper place, as demonstrated by the Manuscript received July 2, 2001 . The authors are with the Department of Electrical and Computer Engineering, Aristotle University of Thessaloniki, GR-54006, Greece (e-mail: traianos@eg-natia.ee.auth.gr; chanto@vergina.eng.auth.gr).
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applications, especially in 3-D, where a highly efficient algorithm is derived via the proposed approach.
II. A GENERAL CLASS OF NONSTANDARD FDTD SCHEMES
The mathematical study starts from the diffusion equation and a second order accurate approximation in time is sought. Any discretization involves the critical parameter (1) where is the time step, the cell size, and the diffusion parameter. The construction of such a scheme is developed by means of the nonstandard finite-difference approximation (2) where the latter term is the nonstandard one. The coefficients are defined via Taylor expansions, resulting in constraints which define a wide class of methods, depending on a set of two parameters. The DuFort-Frankel method [4] , defined via (3) or the SSI scheme [1] are special cases of this general class.
However, (2) is generally inconsistent, resulting in a parasitic wave term. Only schemes satisfying (4) are consistent, although this is not an absolute prerequisite. The mathematical stability analysis results in the criteria (5) (6) defining the region of interest in the parameter space. Although (2) is never both consistent and unconditionally stable, the following optimal scheme emerges from the general approach, being consistent when :
if (7) if (8) However, this requires a larger number of sample points compared to the DuFort-Frankel scheme, which we choose as a reasonable tradeoff between complexity and efficiency.
III. PML IN EDDY CURRENTS
The application of an FDTD scheme to eddy currents requires a proper mesh truncation method. A BEM formulation [8] has 0018-9464/02$17.00 © 2002 IEEE the grave drawback of being memory consuming and dramatically limiting the maximum problem size in 3-D. A promising alternative is the use of PMLs, defined via (9) for a -PML [9] , where the smooth polynomial profile (10) is chosen to minimize dispersion. In regions where two or three kinds of PML overlap, the tensor is the product of each one individual matrix. This is due to the matching condition on the interface between two different PML regions. The analysis in nonconductive regions, including PMLs, is based on (11) in terms of reduced magnetic vector potential which, in two dimensions, gives the general equation in PML and free space (12) Equation (12) holds for all nonconductive regions, where is set to unity for all regions except -PMLs and their intersections with -PMLs. The discretization of (12) is performed by central differences. Hence, a reduced order static model is solved, while the interior time stepping has the form (13)
For the DuFort-Frankel algorithm, the coefficients are (14) where , . The matching is done using the interface boundary conditions (15) A discretization of (15) is obtained using forward and backward differences for the exterior and interior derivatives, respectively. For any interface [ Fig. 1(a) ], the discrete form of (15) is (16) where is the source magnetic vector potential. Another important feature of the algorithm is the treatment of corners, which is done either by a corner version of (16) or by simply applying the exterior equation (12) for corner nodes. Both methods have given very similar results. In the case of nonlinear materials, the only additional task is the calculation of the flux density and the reluctivity at each cell. 
IV. 3-D FORMULATION
The construction of a similar low-frequency FDTD scheme in 3-D is of particular importance, since in this case, the proposed ideas are expected to reach their full potential. Unfortunately, a vector 3-D generalization is not straightforward.
We have considered several formulations employing different field or potential variables. The best one, in terms of computational complexity, is a hybrid modified magnetic vector potential (MVP)-magnetic scalar potential (MSP) formulation ( ) [10] , where the first is used in conductive regions and the latter in free space and PML. In our case, we define a modified vector potential as the time derivative of electric field. Hence, we obtain the following: (17) in conductors and (18) in nonconductive regions, where is the source magnetic field and the magnetic scalar potential. The vector components of are assigned to the edges of the mesh. In free-space and PML regions, the magnetic scalar potential is sampled at nodes placed at the centers of the primary cell (Fig. 2) .
The DuFort-Frankel time stepping is a 3-D rendition of (13), (14), for each one of the three components, while the components adjacent and normal to the conductor's surface cannot be updated by the time stepping scheme. However, if the MVP is used, we set them equal to zero (Fig. 2) . This is due to the fact that the normal component of current density is zero.
Another striking advantage of the formulation is that the exterior problem is scalar. In this form, though, the algorithm cannot account for multiply connected domains, unless the use of cuts is employed. In free space and PML regions (19) or, equivalently (20) which can be discretized using central differences for both firstand second-order derivatives. Again, , , and are given by polynomial profiles (10) , within the corresponding PML layer or intersection.
The most intricate part of the algorithm is the combination of the two disparate schemes. For a left -plane (Fig. 2) , normal continuity of flux density results in the expression (21) while from tangential continuity of , we obtain the following expressions, relating the tangential components of MVP to interior components and exterior values of MSP (22) If we substitute all tangential components in (21) by their equivalents obtained from (22) and (23), the following discrete equation is derived for exterior nodes adjacent to the surface:
(23) Equations similar to (22)-(23) are derived for -or -planes by cyclic permutation. All equations like (23) are combined with the discrete form of (20) to produce a well-conditioned system of equations, which is efficiently solved by a Biconjugate Gradient Method. Therefore, the DuFort-Frankel scheme is used to update the MVP inside the conductor, while all normal components adjacent to the surface are set to zero. Then, the augmented system, having some new interior values of modified MVP as an excitation (23) is solved. Finally, the tangential components of MVP are computed via (22) and the algorithm proceeds with the next time step. The entire algorithm makes a very good use of computational resources and is remarkably robust.
V. COMPUTATIONAL RESULTS
We consider a 2-D test problem of an iron rod with dimensions equal to , where is the skin depth and a typical nonlinear hysteresis curve. The excitation is a pair of conductors, carrying a current of 1 A at 50 Hz. In Fig. 1(b) , a contour plot of A comparison of results for different choices of mesh density, time steps, and PML parameters is also performed. The results are obtained for a case of , to be compared to a FEM solution with a large buffer space and a fine discretization. The local error at a line parallel to the axis, from the lower side of the rod is investigated. Fig. 3 shows the local error in decibels using different numbers of cells per skin depth and time steps per period . For 8 cells per skin depth and 300 time steps per period, the algorithm is highly accurate due to low values of the inconsistency factor.
Another set of comparisons refers to the performance of the PML. We have found that values around 40-50 for , and an order of three or four in (10) , give the best results. In Fig. 4 , the local error is shown for various PML layers and buffer space cells , for and . Clearly, good approximations are obtained with a small number of surrounding cells. This is also evident in Fig. 5 , where the error is plotted in terms of and . Hence, with a careful choice of parameters, an exterior zone with a total width of 10 cells around the conductive regions exhibits a remarkably accurate behavior.
Finally, we have considered a 3-D problem of a iron plate, excited by a vertical uniform magnetic field. The exciting field is considered to be limited in the square region , , where the origin is at the lower left and front corner of the plate. The maximum eddy-current density in the plate is shown in Fig. 6 .
VI. CONCLUSION
An innovative approach to eddy-current computation is introduced, making use of FDTD principles. One of the most striking features is the use of specially designed PMLs, offering a serious option to conventional truncation methods. The generalization in 3-D is developed, providing a means of solving problems that would require enormous resources with hybrid FEM-BEM methods.
