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SUMMARY
Over the past few decades, Kohn-Sham Density Functional Theory (DFT) has become
one of the most widely used electronic structure theories for understanding and predicting
materials properties from the first principles of quantum mechanics, without the need for
any empirical or adjustable parameters. Despite its high accuracy to cost ratio compared
to other such ab initio methods, the efficient solution of the Kohn-Sham problem remains
a formidable task. Therefore, nearly all established DFT codes take advantage of the effi-
ciency and parallel scalability provided by lower level programming languages such as C,
C++, and Fortran. However, the effort to achieve better parallel scalability in these lower
level programming languages inevitably leads to significant code complexity, making the
testing of new ideas and methods prone to error, while requiring excessively large effort
for implementation. As a consequence, the rate of advancements in the field can be signif-
icantly hindered.
In this thesis we present M-SPARC: MATLAB-Simulation Package for Ab-initio Real-
space Calculations. It can perform pseudopotential spin-polarized and unpolarized Kohn-
Sham Density Functional Theory (DFT) simulations for isolated systems such as molecules
as well as extended systems such as crystals, surfaces, and nanowires. M-SPARC provides
a rapid prototyping platform for the development and testing of new algorithms and meth-
ods in real-space DFT, with the potential to significantly accelerate the rate of advance-
ments in the field. It also provides a convenient avenue for the accurate first principles




Kohn-Sham Density Functional Theory (DFT) [1, 2] is one of the most widely used elec-
tronic structure theories for understanding and predicting materials properties from the first
principles of quantum mechanics [3, 4], without the need for any empirical or adjustable
parameters. The popularity of DFT can be attributed to its high accuracy to cost ratio when
compared to other such ab initio methods. However, the efficient solution of the Kohn-
Sham problem remains a significant challenge, which limits the size and length scales that
are accessible to such a rigorous first principles investigation.
The computational cost and memory associated with diagonalization based solutions
of the Kohn-Sham equations scale cubically and quadratically with respect to system size,
respectively [5]. The accompanying prefactors are particularly large when systematically
improvable discretizations are used. Though the Kohn-Sham problem can be reformulated
in terms of the truncated density matrix to develop linear scaling methods [6, 7], they suffer
from a number of limitations. These include being restrictive in the types of systems that
can be studied and having a significantly larger prefactor, which makes them inefficient
relative to their cubic scaling counterparts for small to moderate system sizes [8, 9].
In view of the above bottlenecks, nearly all established DFT codes take advantage of
the efficiency and parallel scalability provided by lower-level programming languages such
as C, C++, and Fortran. In particular, it is common to employ multiple levels of paralleliza-
tion, the nature of which also changes between different parts of the code. This leads to
significant code complexity, making the testing of new ideas and methods prone to error
while requiring excessively large effort for implementation. As a consequence, the rate of
advancements in the field can be significantly hindered. This motivates the development
of simple but accurate codes written in high-level programming languages such as Python
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and MATLAB, which enable rapid prototyping.
KSSOLV [10] is one such MATLAB code for the plane-wave method, traditionally the
discretization of choice in Kohn-Sham DFT [11, 12, 13, 14, 15, 16]. However, to the best
of our knowledge, no such counterpart exists for real-space methods, which have gained
significant attention recently [17, 18, 19, 20, 21, 22, 23, 24], in part due to their high scal-
ability for large-scale parallel computing [25, 23, 24], flexibility in the choice of boundary
conditions [26, 27, 28], and amenability to the development of linear scaling methods [29,
8]. Motivated by this, in this work we develop M-SPARC: MATLAB-Simulation Package
for Ab-initio Real-space Calculations. It provides a rapid prototyping platform for the de-
velopment and testing of new algorithms and methods in real-space DFT. Additionally, it
provides a convenient avenue for the accurate first principles study of small to moderate
sized systems.
The remainder of this thesis is organized as follows. In Chapter 2 we introduce the
formulation of real-space DFT implemented in M-SPARC, followed by an overview of
the M-SPARC software architecture in Chapter 3. In Chapter 4, we demonstrate the ma-
jor functions through illustrative examples. Next, we describe the impact of this work in




In this chapter, we introduce the real-space DFT formulation implemented in M-SPARC.
For the sake of simplicity, we will focus on the formulation of spin-unpolarized systems,
though spin-polarized systems are also supported in M-SPARC. Consider a system with
unit cell Ω, which contains NA atoms with a total of Ne valence electrons. Denote the
collection of atomic positions by R = {R1,R2, . . . ,RNA}. The central focus of Kohn-
Sham DFT is the solution of the Kohn-Sham equations [2]:
(
H ≡ − 1
2
∇2 + Veff (ρ;R)
)
ψn = λnψn , n = 1, 2, . . . , Ns , (2.1)
where H is the Hamiltonian, ∇2 is the Laplace operator, ψn are the Kohn-Sham orbitals
with energies λn, Veff is the effective potential, Ns is the number of states. In addition, ρ is






gn(k)|ψn(x,k)|2 dk , x ∈ Ω ⊂ R3 , (2.2)





















where kB is the Boltzmann constant, T is the temperature and λf is the Fermi energy, which






gn(k) dk = Ne .
In computations, the boundary conditions applied on the Kohn-Sham orbitals ψn(x)
depend on whether the system is finite or periodic in a certain direction. If the system is
finite in one direction, zero Dirichlet boundary condition is applied, i.e.,
ψn(x) = 0, x ∈ ΓD , n = 1, 2, . . . , Ns , (2.3)
where ΓD denotes the domain boundary in the finite directions. On the other hand, if the
system is periodic in a certain direction, we apply Bloch-periodic boundary conditions, i.e.,
for lattice vector L and Bloch wavevector k,
ψn(x + L,k) = e
ik·Lψn(x,k), x ∈ Ω , n = 1, 2, . . . , Ns . (2.4)
The effective potential term Veff in the HamiltonianH consists of three components,
Veff = φ+ Vxc + Vnl ,
where φ is the electrostatic potential, Vxc is the exchange correlation potential, and Vnl is
the nonlocal pseudopotential operator. A local formulation of the electrostatics in terms of
ionic pseudocharges is employed [30, 31], wherein the electrostatic potential φ is obtained
by the solution of the Poisson equation:
− 1
4π
∇2φ = ρ(x) + b(x;R) , (2.5)
where b is the pseudocharge density. Dirichlet and periodic boundary conditions are pre-
scribed on the electrostatic potential along directions in which the system is finite and
4
extended, respectively. The Dirichlet boundary condition values are determined using a
multipole expansion for isolated systems and a dipole correction for surfaces and nanowires














(x,k;RJ)ψn(x) dx , (2.6)
where χ̃
Jlm
are the sum of the Bloch-periodically mapped nonlocal projection functions
associated with atom J and its periodic images, γ
Jl
are the associated coefficients, l and m
are the azimuthal and magnetic quantum numbers, respectively.
Note that the Kohn-Sham problem (Equation 2.1) is a nonlinear eigenvalue problem
since the Hamiltonian operator H depends on the electron density ρ, but ρ in turn depends
on the eigenfunctions ψn as indicated in Equation 2.2. Once the electronic ground state
















(b(x;R)− ρ(x))φ(x;R) dx + Esc(R)− TS , (2.7)
where Exc is the exchange-correlation energy, Esc accounts for the self energy and the
repulsive energy correction associated with the pseudocharge densities (the explicit form







gn(k) log gn(k) + (1− gn(k)) log(1− gn(k)) dk , (2.8)
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where the summation index J ′ in the first term runs over all the periodic images of atom
J as well as the J th atom itself, bJ ′ is the pseudocharge density of the periodic image J ′ ,
fsc,J ≡ −∂Esc(R)∂RJ (see Appendix A for the explicit formula), and <[·] denotes the real part
of the bracketed expression. Apart from the free energy and atomic forces, M-SPARC also



































































































+ σEscαβ , (2.11)
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where |Ω| denotes the volume of the unit cell Ω, ∇α(α = 1, 2, 3) denotes the αth com-
ponents of the gradient vector, the summation index I runs over all atoms in R3, J ′ runs
over all the periodic images of the J th atom as well as the J th atom, Enl is the nonlocal


















∣∣∣∣2 dk , (2.12)
and σEscαβ is the pseudocharge correction term, whose explicit form can be found in Ap-
pendix A. The reader is referred to [34] for more details regarding the derivation of the





M-SPARC is written exclusively using the MATLAB language. It employs a high-order
central finite-difference approximation for discretization of the equations and a trapezoidal
rule for spatial integrations. A pictorial overview of the M-SPARC framework for per-
forming DFT calculations is illustrated in Figure 3.1. It requires two input files: (i) .inpt
file containing user options and parameters, including the dimensions of the cell, boundary
conditions, information about the finite-difference grid, and choice of exchange-correlation
functional; and (ii) .ion file containing the atomic information, including the atom type,
its spatial position, and path to its pseudopotential file.
Three types of calculations can be performed in M-SPARC: single point, structural
relaxation, and molecular dynamics. In single point calculations, the electronic ground-
state is calculated for a given atomic configuration. In structural relaxation simulations,
the energy is minimized with respect to the atomic positions or volume of the cell, while
employing the computed Hellmann-Feynman atomic forces [23, 24] or stress tensor [34],
respectively. In molecular dynamics simulations, the ionic positions, velocities, and ac-
celerations are evolved by integrating the equations of motion, while utilizing the atomic
forces. Indeed, the electronic ground state needs to be determined for every atomic config-
uration encountered during the structural relaxation and molecular dynamics simulations.
The electronic ground state is determined using the self-consistent field (SCF) method
[5]. Specifically, a fixed-point iteration is performed with respect to either the electron den-
sity or the potential. For the very first electronic ground state calculation, the superposition
of isolated atom electron densities is used as initial guess for the electron density, whereas
8
Input: initial configuration of nuclei R, domain Ω
Guess for ρ(x)
Calculate Veff (ρ;R)


























Figure 3.1: Overview of the M-SPARC framework for performing DFT calculations.
for every subsequent such calculation, extrapolation based on previous solutions is used
[35]. The convergence of the SCF iteration is accelerated using the restarted variant of
the Periodic Pulay mixing scheme [36, 37], with the option of real-space preconditioning
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[38]. For spin-polarized calculations, mixing is performed simultaneously for both spin
components, i.e., using a vector of twice the original length containing both spin-up and
spin-down density/potential components. The SCF iteration is considered to be converged
when self-consistency in the solution is achieved.
In each SCF iteration, partial diagonalization of the linearized eigenproblem is per-
formed using the CheFSI method [39, 40], with multiple Chebyshev filtering steps in the
very first iteration of the entire DFT simulation [41]. Zero Dirichlet (Equation 2.3) and
Bloch-periodic boundary conditions (Equation 2.4) are prescribed on the orbitals ψn along
the directions in which the system is finite and extended, respectively. While performing
the Hamiltonian-matrix products, the Kronecker product formulation for the Laplacian [42]
is used, with the remaining terms handled in a matrix-free fashion. A local formulation of
the electrostatics in terms of ionic pseudocharges is employed [30, 31], wherein the electro-
static potential φ (component of Veff) is determined by the solution of the Poisson equation
(Equation 2.5). Dirichlet and periodic boundary conditions are prescribed on the electro-
static potential along directions in which the system is finite and extended, respectively.
The Dirichlet boundary condition values are determined using a multipole expansion for
isolated systems and a dipole correction for surfaces and nanowires [32, 26]. The linear
system is solved using the AAR method [43, 44] in conjunction with incomplete Cholesky
preconditioning.
After completion of the DFT simulation, in addition to the parameters used in the cal-
culation, all quantities of interest such as the orbitals, occupations, electron density, and
electrostatic potential are stored in the structure denoted by S. General information such
as input parameters, progress of the SCF iteration, energy, maximum force, and timing are
written into the .out file. Additionally, .static, .geopt, .cellopt, and .aimd
files are written for single point, atomic structural relaxation, cell structural relaxation, and
molecular dynamics simulations, respectively. The .static file contains the atomic posi-
tions and forces; the .geopt file contains the atomic positions and forces for each atomic
10
relaxation step; the .cellopt contains the cell information and stress tensor for each cell
relaxation step; and the .aimd file contains atomic positions, forces, and velocities. Note
that a .restart file is also written for structural relaxations and molecular dynamics,
which can be used to restart the simulation.
3.2 Software Functionalities
M-SPARC can perform spin-polarized and unpolarized ab initio calculations based on
pseudopotential Kohn-Sham DFT for isolated systems such as molecules as well as ex-
tended systems such as crystals, surfaces, and nanowires. Specifically, it can currently
perform single point calculations for a given atomic configuration, structural relaxations
with respect to atomic positions or cell volume, and NVE molecular dynamics simulations,
all using either the ONCV [45] or Troullier-Martin pseudopotentials [46] and either the
LDA [47, 48] or GGA [49] exchange-correlation functionals. In so doing, M-SPARC can
calculate the energy of the system as well as the Hellmann-Feynman atomic forces and
stress tensor. The output from such DFT calculations can be used to calculate a number of
properties, such as equilibrium bond lengths, HOMO-LUMO gap, dipole moment, surface
energy, cohesive energy, defect energy, lattice constant, elastic moduli, density of states,
electronic band structure, and pair correlation function.
3.3 Open Source Release
The source code of M-SPARC is released under the GPL-3.0 License and it can be down-
loaded from the following GitHub page: https://github.com/SPARC-X/M-SPARC. A screen-
shot of the webpage is shown in Figure 3.2. Interested users and developers are welcome
to use and contribute to the code.
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Figure 3.2: A screenshot of the M-SPARC release GitHub page.
3.3.1 A tiny example
Here we provide an example to show the usage of M-SPARC. Once the user downloads
the source code successfully, launch MATLAB and change directory to the M-SPARC/src
folder. The main function is written in the source file named msparc.m.
In this example, we will use the input files located in M-SPARC/tests/examples/.
On the MATLAB command window, run the following commands to launch the simulation
fname = '../tests/examples/BaTiO3';
S = msparc(fname);
Make sure the current folder is the src/ folder, otherwise MATLAB will raise an error
stating
'msparc' is not found in the current folder or on the MATLAB path.
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One workaround is to add the src/ folder to the MATLAB path using the addpath com-
mand.
Once the simulation is done, a BaTiO3.out file and a BaTiO3.static file will
be generated in the M-SPARC/tests/examples/ folder, i.e., where the input files are
located. The output files contain general information such as the input parameters and out-
put results like free energy and atomic forces. Moreover, the returned structure S contains
most quantities of interest, such as the Kohn-Sham orbitals ψn (S.psi), eigenvalues λn
(S.EigVal), occupations gn (S.occ), pseudocharge density b (S.b), electron density
ρ (S.rho), and electrostatic potential φ (S.phi), just to list a few, which are useful for
debugging and post-processing directly within MATLAB.
3.3.2 SPARC
SPARC [50] is a high-performance version of the M-SPARC code written in the C lan-
guage, which achieves efficient parallelism through the message passing interface (MPI)
[51]. The source code of SPARC is released under the GPL-3.0 License and can be
downloaded from the following GitHub page: https://github.com/SPARC-X/SPARC. It
is straightforward to install/use and highly competitive with state-of-the-art plane-wave
codes, especially on large numbers of processes.
M-SPARC and SPARC share the same structure, algorithms, input, and output files,
which makes M-SPARC the perfect prototyping platform for new algorithms and methods
before their parallel implementations in SPARC. Examples include the development of the
real-space formulation of the Hellmann-Feynman stress tensor in DFT [34], and the real-
space formulation for isotropic Fourier-space preconditioners that can accelerate the SCF
iteration in DFT [38], which are now implemented in both codes. In fact, M-SPARC has
played a vital role during the implementation of SPARC. Not only does it provide a clean
structure of the entire program, but it also provides key debugging references at every stage
in the implementation of SPARC.
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Apart from the fact that SPARC achieves parallelism via MPI in C, while M-SPARC is
a serial code written in the high-level MATLAB language, there are a few key differences
that are worth noting when converting an M-SPARC implementation to a SPARC imple-
mentation. First, while reading input from an input file in M-SPARC is straightforward,
SPARC reads the input file by the root process first and then broadcasts the information
to all processes since MPI processes do not share data. Second, while performing the
Laplacian-matrix/vector products, M-SPARC implements the Kronecker product formu-
lation [42], which also takes advantage of the sparse matrix-matrix routines available in
MATLAB. On the other hand, SPARC implements a matrix-free fashion. Third, the so-
lution to the Kohn-Sham equations (Equation 2.1) is achieved through iterative methods,
wherein the Kohn-Sham orbitals ψn are randomly initialized. Since the initial orbitals are
random, the extent to which the answers between M-SPARC and SPARC match is de-
pendent on the tolerances. For the purpose of debugging, sometimes one can manually
force the initial orbitals to be the same in both M-SPARC and SPARC, to remove the ran-
domness introduced by the initial orbitals. Fourth, during the CheFSI method [39, 40],
a subspace eigenvalue problem has to be solved in each SCF iteration. While M-SPARC
solves the standard eigenvalue problem, which is the procedure proposed in the original
method, SPARC solves a generalized eigenvalue problem, to avoid the need to orthogonal-
ize the orbitals before the Rayleigh-Ritz step. However, this should not change the result
since they are mathematically equivalent. Last but not least, since all data are destroyed
after a C program is completed, output data from SPARC are stored through output files,
whereas M-SPARC keeps all the data in a structure and returns it as an output, in addition
to the common output files. For example, the electron density is written in a .dens file
in SPARC, while M-SPARC saves the electron density in the output structure S and the




In this chapter, we demonstrate some of the major functionalities of M-SPARC through rep-
resentative examples. Input and output files for these examples are available as part of the
distribution, which can be found in the M-SPARC/tests/IllustrativeExamples/
folder. We employ ONCV pseudopotentials [45] with 19, 14, 4, 4, and 1 valence electrons
for gold, germanium, carbon, silicon, and hydrogen, respectively. In all cases, we use the
12th order finite-difference approximation for the discretization of the equations. The re-
sults are compared to the highly converged results obtained by the established plane-wave
code ABINIT [14]. The simulations are performed on a single hive-himem computer
node on the Hive cluster at Georgia Institute of Technology, with dual-socketed Intel Xeon
Gold 6226 (Cascade Lake) 2.7 GHz 12-core CPUs, 1.5 TB of DDR4-2933 ECC RAM,
Mellanox EDR (100 Gb/s) Infiniband networking, and Red Hat Enterprise Linux 7.6. The
detailed timing of each test can be found in the corresponding output files available in the
distribution.
4.1 Bulk fcc gold
In this section, we demonstrate the ability of M-SPARC to accurately calculate the lattice
constant of a bulk system. We choose the single 4-atom unit cell bulk fcc gold system with
LDA, 7× 7× 7 grid for Brillouin zone integration, and mesh-size of 0.3 Bohr. The system
is illustrated in Figure 4.1. We compare the results obtained from ABINIT, where a plane-
wave cutoff of 30 Ha is used. In Figure 4.2, we plot the computed energy and pressure as
functions of the lattice constant as well as their curve fits using cubic splines. In Table 4.1,
we show the lattice constants and cohesive energies obtained in M-SPARC and ABINIT.
We observe that the results obtained from M-SPARC and ABINIT are in good agreement.
15
Each simulation with a single lattice constant takes around 13− 21 minutes in M-SPARC.





Figure 4.2: Energy and pressure and their cubic spline fit of bulk fcc gold.
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Table 4.1: Lattice constant (a) and cohesive energy (Ecoh) of bulk fcc gold.
M-SPARC ABINIT
a (Bohr) 7.64 7.64
Ecoh (eV) 4.45 4.45
17
4.2 Germanene
In this section, we demonstrate the functionality of M-SPARC to accurately calculate two-
dimensional systems, where periodic boundary conditions are applied in two dimensions
and Dirichlet boundary conditions are applied in the other dimension. We choose a 49-
atom cell of germanene (5 × 5 supercell with a vacancy, illustrated in Figure 4.3) with
GGA, 2 × 2 grid for Brillouin zone integration, and mesh-size of 0.3 Bohr. In ABINIT,
We use a plane-wave cutoff of 60 Ha. The free energies of the germanene system with and
without a vacancy are shown in Table 4.2. We see that the results obtained from M-SPARC
agree with those from ABINIT. Moreover, in Figure 4.4, we also visualize the perturbation
of the electron density introduced by the vacancy, using the data conveniently provided by
M-SPARC (the electron density ρ(x) stored in S.rho). The simulation with and without
vacancy takes 30 hours and 28.6 hours in M-SPARC, respectively.
Table 4.2: Free energy of germanene with and without vacancy.
E (Ha/atom) M-SPARC ABINIT
w/o vacancy −70.7682 (−70.7682∗) −70.7681
w/ vacancy −70.7679 (−70.7661∗) −70.7664
∗ Periodic boundary conditions
18






Figure 4.4: Energy density perturbation of germanene with a vacancy.
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4.3 Carbon nanotube
In this section, we demonstrate M-SPARC’s capability of dealing with one-dimensional
systems. A typical example is the carbon nanotube, see Figure 4.5 for an illustration. We
choose a 12-atom (3,3) carbon nanotube with GGA, 10 points for Brillouin zone integra-
tion, and a mesh-size of 0.3 Bohr. We apply periodic boundary conditions in one dimension
and Dirichlet boundary conditions in the other two dimensions. In ABINIT, we use a plane-
wave cutoff of 60 Ha, to obtain a highly accurate reference result. In Figure 4.6, we plot the
band structure obtained from both M-SPARC and ABINIT. It’s clear that both curves are
nearly identical in Figure 4.6, demonstrating the accuracy of M-SPARC. The band structure
energies and formation energies obtained from both M-SPARC and ABINIT are listed in
Table 4.3, which are also in good agreement. This simulation takes 9 minutes in M-SPARC.




Figure 4.6: Band structure plot of (3, 3) carbon nanotube.
Table 4.3: Band structure energy (Eband) and formation energy (Eform).
M-SPARC ABINIT
Eband (Ha/atom) −1.9095 −1.9095
Eform (eV/atom) 1.09 1.09
21
4.4 Nanodot
In this section, we demonstrate the ability of M-SPARC to calculate finite systems. We
choose a Si275H172 nanodot (illustrated in Figure 4.7) with LDA and mesh-size of 0.5 Bohr.
We apply Dirichlet boundary conditions in all three dimensions. In ABINIT, we use a
plane-wave cutoff of 60 Ha.
In Figure 4.8, we present the density of states (DOS) computed by M-SPARC and
ABINIT. We also present the HOMO-LUMO gap and the free energy in Table 4.4. It’s
clear that there’s great agreement between M-SPARC and ABINIT. This simulation takes
3 hours in M-SPARC.




Figure 4.8: Density of states of the Si275H172 nanodot.
Table 4.4: HOMO-LUMO gap and free energy (E) of Si275H172 nanodot.
M-SPARC ABINIT
HOMO-LUMO gap (eV) 1.70 1.70




M-SPARC provides a rapid prototyping platform for the development and testing of new
algorithms/methods in Kohn-Sham DFT, particularly for the real-space method. This is ev-
idenced by the number of accurate and efficient methods developed in M-SPARC that have
resulted in immediate publications, including the linear scaling Spectral Quadrature (SQ)
DFT method that is identically applicable to insulating and metallic systems [52]; coarse-
grained DFT formulation that enables the study of crystal defects at realistic concentrations
[27]; cyclic and helical symmetry-adapted DFT formulations that allow for the highly effi-
cient study of systems with such symmetries, enabling the ab initio study of nanomaterials
subjected to bending and torsional deformations [53, 54]; Kronecker product formulation
of the kinetic energy operator that reduces the cost of real-space DFT for non-orthogonal
systems [42]; the Discontinuous Discrete Basis Projection (DDBP) method that signifi-
cantly increases the efficiency of real-space DFT by reducing the size of the Hamiltonian
by up to three orders of magnitude [55]; real-space formulation for the Hellmann-Feynman
stress tensor in DFT [34]; real-space formulation for isotropic Fourier-space precondition-
ers that can accelerate the SCF iteration in DFT [38].
M-SPARC and its variants are currently being used by multiple research groups. Mov-
ing forward, the user base is expected to significantly expand, given the current open source
software release of M-SPARC and the noticeable emphasis placed on the development of
real-space DFT [17, 18, 19, 20, 21, 22, 23, 24]. Possible avenues for M-SPARC to have an
immediate impact in real-space DFT include: implementation of sophisticated exchange-
correlation functionals such as hybrids; preconditioners for accelerating the convergence of
eigensolvers; mixing schemes and associated preconditioners for accelerating SCF conver-
gence, particularly for spin polarized calculations; techniques for reducing the size of the
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Hamiltonian by projection onto a significantly smaller basis; novel boundary conditions
that accurately and efficiently capture the physics/chemistry of the system; formulations
for reducing the eggbox effect; and machine learning models in the context of DFT. Note
that even though the main utility of M-SPARC is in rapid prototyping for large-scale im-
plementations, it provides a convenient avenue for the ab initio investigation of small to
moderately sized systems, wherein the time to solution (i.e., wall time) is only a few fold




This work has presented a mature MATLAB code, M-SPARC, for performing real-space
Kohn-Sham DFT calculations. It can perform spin-polarized and unpolarized calculations
for isolated systems such as molecules as well as extended systems such as crystals, sur-
faces, and nanowires. Moreover, it is capable of dealing with various boundary condi-
tions in the treatment of electrostatics in these systems, which is sometimes impossible
for plane-wave codes. Specifically, it can currently perform single-point calculations for a
given atomic configuration, structural relaxations with respect to atomic positions or cell
volume, and NVE molecular dynamics simulations.
Written exclusively in MATLAB language, M-SPARC provides great convenience in
testing and post-processing within MATLAB. Moreover, without the complication of paral-
lel computing, it provides a rapid prototyping platform for the development and testing of
new algorithms and methods in Kohn-Sham DFT, particularly for the real-space method.
M-SPARC and its variants have already resulted in several publications [52, 27, 53, 54, 55,
34, 38], and it is currently being used by multiple research groups. Given the open-source
release of M-SPARC and the current noticeable emphasis placed on real-space DFT, the
user base is expected to expand significantly.
As a result, M-SPARC has the potential to significantly accelerate the rate of advance-
ments in the field, which can enable a number of new and exciting applications in science




ELECTROSTATIC SELF ENERGY AND CORRECTION FOR
PSEUDOCHARGE DENSITIES
In the local electrostatic formulation adopted in M-SPARC, the total contribution of the

























the summation index J runs over all atoms in Ω and their images, in other words, all atoms
in R3. In addition, b̃ denotes the reference pseudocharge density, and b̃J represents the
spherically symmetric and compactly supported reference charge density of the J th atom










b̃(x;R) dx = −Ne ,

R3
b̃J(x;RJ) dx = ZJ , (A.4)
where ZJ is the valence charge of the J th nucleus.
























where the summation index J ′ runs over all periodic images of the J th atom as well as the
J th atom itself.































We demonstrate annotated input files for an example test system, the silane (SiH4) molecule,
as illustrated in Figure B.1. The input files are available in the M-SPARC/tests/examples/
folder.
Figure B.1: Silane (SiH4) molecule.
The first input file is the SiH4.inpt file, which contains user options and parameters.
Refer to the user manual for a complete list of all input options, which is located in the
M-SPARC/doc/ folder.
1 CELL: 13 13 13 # Cell dimensions
2 FD_GRID: 26 26 26 # Finite-difference grid intervals
3 # An alternative way is to set the mesh-spacing
4 # MESH_SPACING: 0.5
5 BC: D D D # Boundary conditions, 'D' represents Dirichlet
6 # B.C., 'P' represents periodic B.C.
7 EXCHANGE_CORRELATION: LDA_PW # LDA with the Perdew-Wang parametrization
8 MAXIT_SCF: 30 # maximum number of SCF iterations
9 TOL_SCF: 1e-5 # SCF tolerance, defined as the normalized residual
30
10 # of either the density or the potential.
11 TOL_PSEUDOCHARGE: 1e-5 # pseudocharge tolerance
12 NSTATES: 10 # number of states
The second input file is the SiH4.ion file, which contains the atomic informations.
1 ATOM_TYPE: Si # atom type
2 PSEUDO_POT: ../../Pseudopotentials/Si.psp8 # path to the pseudopotential
3 N_TYPE_ATOM: 1 # number of atoms of this type
4 # Cartesian coordinates follows, use 'COORD_FRAC:' to
5 # provide fractional coordinates.
6 COORD:
7 6.5 6.5 6.5 # Si
8
9 ATOM_TYPE: H # atom type
10 PSEUDO_POT: ../../Pseudopotentials/H.psp8 # path to the pseudopotential
11 N_TYPE_ATOM: 4 # number of atoms of this type
12 # Note: don't put any empty or commenting lines in between the coordinates
13 COORD: # coordinates follows
14 8.127432021000001 8.127432021000001 8.127432021000001 # H atoms
15 4.872567978999999 4.872567978999999 8.127432021000001
16 4.872567978999999 8.127432021000001 4.872567978999999
17 8.127432021000001 4.872567978999999 4.872567978999999
31
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