Introduction
Infinite dimensional Grassmannians play a relevant role in many fields of mathematics. For instance, they appear as classifying spaces in the homotopy theory of classical groups (see [Bot59] ), they provide a natural setting to study completely integrable systems and loop groups (see [Sat81, SW85, PS86, Gue97, Arb02] ). Furthermore, they turn out to be significant in the Morse theory of infinite dimensional manifolds (see [CJS95] , [AM02] , [Jos02] ). This paper is devoted to a systematic study of the analytic and homotopic properties of some infinite dimensional Grassmannians.
After having established some useful facts about the set of symmetric idempotent elements of a C * -algebra, we recall the properties of the Grassmannian Gr(H) of all closed subspaces of a real or complex Hilbert space H, and then we focus our analysis on the following topics.
We study the space of Fredholm pairs F p(H), i.e. the set of pairs of closed linear subspaces (V, W ) of H having finite dimensional intersection, closed and finite codimensional sum, and its open and closed subset F p * (H) consisting of the Fredholm pairs (V, W ) with dim V = dim W = ∞. These are analytic Banach manifolds, and we show that each component of F p * (H) has the homotopy type of BO -in the real case -or BU -in the complex case, the classifying spaces of the infinite orthogonal group, respectively of the infinite unitary group.
We define the determinant bundle over F p(H) as an analytic line bundle whose fiber at (V, W ) ∈ F p(H) is the top exterior algebra of the finite dimensional space (V ∩W )⊕(H/(V +W ))
* . The space of Fredholm pairs is in some sense the larger space on which the determinant bundle can be defined, and from this it is possible to deduce the construction of other line bundles, such as the determinant bundle over the space of Fredholm operators introduced by Quillen [Qui85] , or the determinant bundle over the Grassmannian of compact perturbations of a given infinite dimensional and infinite codimensional space (see [SW85, PS86] ). Some basic operations on the space of Fredholm pairs -such as the action of the general linear group or the sum of a finite dimensional space to one of the elements of the pair -can be lifted analytically to the determinant bundle. In the case of a real Hilbert space, the determinant bundle provides us with an interesting notion of orientation of a Fredholm pair, which is relevant for the construction of a Morse complex with integer coefficients, in a Hilbert manifolds setting.
We study the Grassmannian Gr(V, H) of all compact perturbations of the closed linear subspace V ⊂ H, i.e. of all the closed linear subspaces W ⊂ H such that the orthogonal projection onto W differs from the orthogonal projection onto V by a compact operator. This space is called restricted Grassmannian by some authors (see [CJS95] , where this space is considered with a weaker topology, or [PS86] , where the ideal of compact operators is replaced by the ideal of HilbertSchmidt operators). It has the structure of an analytic Banach manifold, but when dim V = 1 A few facts about C * -algebras
Let A be a real or complex C * -algebra, and let Sym(A) and Skew(A) be the subspaces of symmetric and skew-symmetric elements of A, so that A = Sym(A) ⊕ Skew(A). Denote by U (A) the group of unitary elements of A, U (A) := {u ∈ A | u * u = uu * = 1} , and by P s (A) the set of symmetric idempotent elements of A,
The aim of this section is to prove the following facts.
Proposition 1.1 The set P s (A) of symmetric idempotent elements of the C * -algebra A is an analytic Banach submanifold of A.
Proposition 1.2 Consider the analytic group action
The orbit of every p ∈ P s (A) Square roots of 1. An element p ∈ A is symmetric and idempotent if and only if 2p − 1 is a symmetric square root of 1. This fact will allow us to deduce the above propositions by analogous statements for the space Q s (A) := q ∈ Sym(A) | q 2 = 1 .
Denote by · the norm of A, by B r (a) the open ball of radius r centered in a ∈ A. The set Q s (A) is a closed subset of U (A), in particular every q ∈ Q s (A) has norm 1. The elements 1 and −1 are isolated in Q s (A). More precisely
Indeed, q 2 = 1 implies 2(1 − q) = (1 − q) 2 , whence 2 1 − q ≤ 1 − q 2 , and hence either 1 − q = 0 or 1 − q ≥ 2, proving the first identity. The second identity follows, because −Q s (A) = Q s (A). Notice that every q ∈ Q s (A) determines a decomposition Sym(A) = A s (q) ⊕ C s (q) into the symmetric anti-commutant and the symmetric commutant of q:
Indeed, the corresponding projections are
is analytic, and Q s (A) is locally the graph of φ q :
Since √ 3/2 < 1, a square root of 1 − x 2 is well-defined:
So φ q is analytic on B √ 3/2 (0). Moreover, z is invertible and
Since the coefficients of the above series are positive, we obtain the inequalities
Since x anti-commutes with q, z commutes with q, and so does φ q (x) = zq. Therefore, φ q maps
, that is z −1 yq = 1, with z as before. By (1.1), it is enough to show that (z −1 yq) 2 = 1 and z −1 yq − 1 < 2. Since
and
we deduce that x 2 + y 2 = 1 and xy + yx = 0. Therefore, [y,
so by (1.3) and (1.4),
concluding the proof of the claim, by (1.1).
On the other hand, let p = x + φ q (x), with x ∈ B √ 3/2 (0) ∩ A s (q). Then, since xq = −qx and zq = qz, we conclude that p 2 = 1. 2
The above lemma has the following consequence, which implies Proposition 1.1.
Proposition 1.5 The set Q s (A) of symmetric square roots of 1 in the C * -algebra A is an analytic submanifold of A, and its tangent space at q ∈ Q(A) is the symmetric anti-commutant A s (q) of q.
The action of U(A) on Q s (A). The group U (A) acts analytically on Q s (A), by
and the isotropy subgroup of q ∈ Q(A) is
where C(q) denotes the commutant subalgebra of the element q. The bijection P s (A) → Q s (A), p → 2p − 1, commutes with the respective actions of U (A), so Proposition 1.2 is implied by the following fact.
, is open and closed in Q s (A), and the map
Proof. By a well known simple argument (see [Ste51] , 7.4), it is enough to prove that the map ψ q has an analytic local section near q. Let q ∈ Q(A). Note that B 1 (q) consists of invertible elements: if a ∈ B 1 (q), then aq − 1 = aq − q 2 ≤ a − q < 1, thus aq is invertible, and so is a. If p ∈ B 2 (q) ∩ Q(A), then (p + q)/2 ∈ B 1 (q). So p + q is invertible, and the map
is analytic. Since q commutes with (p + q) 2 , it commutes also with |p + q| −1 , so
implying that s is an analytic local section near q for the map ψ q . 2
Surjective homomorphisms. Finally, since the bijection P s (A) → Q s (A), p → 2p − 1, commutes with C * -algebra homomorphisms, statement (ii) of the following proposition implies Proposition 1.3. Proposition 1.7 Let Φ : A → B be a surjective homomorphism of C * -algebras.
(i) The group homomorphism
is a C 0 principal bundle (possibly with a non constant fiber).
(ii) The restriction
is a C 0 fiber bundle (possibly with a nonconstant fiber).
(iii) The maps Φ U and Φ Q s are compatible with the group actions, meaning that the diagram
commutes.
The bundles in (i) and (ii) are analytic if the linear subspace Ker Φ∩Skew(A) has a direct summand in A.
Proof. The restriction of Φ to the subspaces of skew-symmetric elements,
is surjective, because A and B are the direct sum of the subspaces of their symmetric and skewsymmetric elements, and because Φ is surjective. By Proposition A.1 of the appendix, the above map has a continuous global section, which can be chosen to be linear if and only if the linear subspace Ker Φ ∩ Skew(A) has a direct summand in Skew(A), or equivalently in A. The map Φ| Skew(A) is locally conjugated at 0 to Φ U by the exponential map. Hence the map Φ U has a continuous local section mapping 1 B to 1 A . As already mentioned, this is equivalent to (i). Let q ∈ Q s (B). By Proposition 1.6, the map
has an analytic local section mapping q to 1 B , so by composition we get a continuous local section for the map ψ q • Φ U : there exists a neighborhood N ⊂ U (B) · q of q, and a map
such that Φ(s(p))qΦ(s(p)) −1 = p for every p ∈ N . Therefore, the continuous map
is a local trivialization for Φ Q s near q, proving (ii). Claim (iii) is readily checked. When ker Φ ∩ Skew(A) has a direct summand in A, the local section of Φ U can be chosen to be analytic, so the bundles in (i) and (ii) have an analytic structure. 2 The Hilbert Grassmannian and the space of Fredholm pairs
, we will denote the space of continuous linear, respectively compact linear, maps from the Banach space E to the Banach space F . If F = E we will use the short forms L(E) and L c (E). The group of invertible linear maps on E will be denoted by GL(E), and GL c (E) will denote the subgroup of the compact perturbations of the identity. The norm of the operator T ∈ L(E, F ) will be denoted by T .
Let now H be a real or complex infinite dimensional separable Hilbert space. The orthogonal projection onto a closed subspace V ⊂ H will be denoted by P V , while V ⊥ will denote the orthogonal complement of V in H. The unitary group of H will be denoted by U (H) = {U ∈ GL(H) | U * U = U U * = I} (in the real case it would be more appropriate to call U (H) the orthogonal group, and to denote it by O(H), but since we wish to deal with the complex and the real case simultaneously, we do not make such a distinction).
Let Gr(H) be the Grassmannian of H, i.e. the set of closed linear subspaces of H. The assignment V → P V is an inclusion of Gr(H) into L(H), onto the closed subset of the orthogonal projectors of H. We can therefore define, for any V, W ∈ Gr(H) the distance dist (V, W ) := P V − P W , which makes Gr(H) a complete metric space. We shall always consider the topology on Gr(H) induced by this distance. The weak topologies of L(H) induce other topologies on the Grassmannian, whose properties are examined in [Shu96] . Analytic structure of Gr(H). For any V ∈ Gr(H), the unit open ball B 1 (V ) is contractible, as shown by the homeomorphism
Indeed, Ψ V is well-defined because of P V | W is the restriction of the isomorphism
The collection {Ψ V } V ∈Gr(H) is an analytic atlas, with transition maps
Therefore, Gr(H) is an analytic Banach manifold. Actually, the identification V → P V allows to see Gr(H) as an analytic submanifold of L(H), by Proposition 1.1.
Homotopy of Gr(H).
The connected components of Gr(H) are the subsets
The unitary group U (H) acts analytically and transitively on each component Gr n,k (H), and if V ∈ Gr n,k (H), the map
-bundle, by Proposition 1.2 (see also [Luf67] , Corollary 8.1). In particular, the above map is a fibration. It is a well known result of Kuiper's that U (H) is contractible when H is an infinite dimensional Hilbert space (see [Kui65] ), so the exact homotopy sequence associated to the above fibration yields to the following isomorphisms
Therefore, a theorem by Whitehead (see the Corollary after Theorem 15 in [Pal66] ) implies that Gr ∞,∞ (H) is contractible, while Gr n,∞ (H) and Gr ∞,n (H) have the homotopy type of the classifying space of GL(n).
endowed with the operator norm topology. The map
defines a GL(n)-principal bundle, in the case n < ∞, and a GL(H)-principal bundle, in the case n = ∞ (see [Luf67] , Theorem 8.6). The Stiefel spaces St n,∞ (H) are contractible, for every n ∈ N ∪ {∞}, while
for n ∈ N (see [Luf67] , Corollary 8.4).
Fredholm pairs. A pair (V, W ) of closed subspaces of H is said a Fredholm pair if V ∩ W is finite dimensional, and V + W is closed and finite codimensional (see [Kat80] , section IV §4). In this situation, the Fredholm index of (V, W ) is the number
The pair (V, W ) is Fredholm if and only if the operator
The set of Fredholm pairs in H will be denoted by F p(H). If X, Y ∈ Gr(H), with dim X < ∞ and codimY < ∞, then (X, Y ) is a Fredholm pair, of index
If (V, W ) is a Fredholm pair, and V ∈ Gr ∞,∞ (H), then also W ∈ Gr ∞,∞ (H). Therefore we set
Homotopy of Fp(H). The space F p(H) is open in Gr(H) × Gr(H), and the index is a continuous function on F p(H). It is easily checked that the connected components of F p(H) are the subsets
The homotopy type of the first two families of spaces can be deduced from the results seen before.
As for the homotopy type of F p * k (H), we recall some definitions and basic facts. Let GL be be the infinite linear group, that is the inductive limit GL = lim → GL(n). In the complex case, GL has the homotopy type of U = lim → U (n), the infinite unitary group, while in the real case it has the homotopy type of O = lim → O(n), the infinite orthogonal group. By the Bott periodicity theorem [Bot59] , for i ≥ 0,
By BGL we will denote the classifying space (see [Dol63] , §7) of the topological group GL: in the complex case, BGL has the homotopy type of BU , the classifying space of U , while in the real case it has the homotopy type of BO, the classifying space of O. The spaces BU and BO are path connected, and (2.1) implies that for i ≥ 1,
Theorem 2.1 The components F p *
k (H) are pairwise homeomorphic, and they have the homotopy type of BU -if H is a complex space -or BO -if H is a real space.
The proof of this result will be given at the end of section 6.
The determinant bundle
If X is a finite dimensional vector space, we denote by Det(X) := Λ dim X (X) the component of the exterior algebra of X consisting of the alternating tensors of top degree. We recall the following algebraic fact.
Lemma 3.1 Every exact sequence α of finite dimensional vector spaces over the field F,
characterized by the following properties:
(i) the transformation α → Φ α is natural with respect to isomorphisms of exact sequences;
(ii) if α and β are exact sequences,
and γ i is the short exact sequence 0
Let T : X → Y be a homomorphism between finite dimensional vector spaces. Applying the above lemma to the exact sequence
and using the natural isomorphism L ⊗ L * ∼ = F, for L a one-dimensional vector space over F, we obtain the natural isomorphism
We shall make use of the following fact. 
Then the map
with A ∈ GL(Z). If ξ and η * are generators of Det(X 0 ) and Det(Y 0 ) * , and ζ, ζ * are dual generators of Det(Z) and Det(Z) * , one easily checks that
proving the analyticity. 2
The determinant bundle over F p(H) will be an analytic line bundle with base space F p(H), and fiber at (V, W )
It will be denoted by
The construction of an analytic structure on the total space Det(F p(H)), making p an analytic bundle map, is not immediate because the subspaces V ∩ W and V + W do no depend even continuously on (V, W ) ∈ F p(H). We will describe such an analytic structure first on the counter image by p of those components of F p(H) where one of the two spaces is finite dimensional, and then on the other components.
, n, m ∈ N, by Lemma 3.1 the exact sequence of inclusions and quotient projections
yields to the natural isomorphism
The lines Det(V ) ⊗ Det(H/W ) * are clearly the fibers of an analytic bundle over Gr n,∞ (H) × Gr ∞,m (H), and we can endow p −1 (Gr n,∞ (H) × Gr ∞,m (H)) with the analytic structure which makes (3.1) an isomorphism of analytic bundles. The same construction works for p −1 (Gr ∞,n (H)× Gr m,∞ (H)).
Analytic structure on p −1 (Fp * (H)). We proceed to define a structure of analytic bundle on the restriction of p to p −1 (F p * (H)). Consider the covering of F p * (H) consisting of the open sets
for X varying among all finite dimensional linear subspaces of H. Since the map
is analytic, we can consider the analytic line bundle p X : E X → U X , whose fiber at (V, W ) is the line
, we can define a linear map (X + V ) ∩ W → X to be the following composition of inclusions, quotient projections, and their inverses:
The kernel of this linear map is V ∩ W , while its range is X ∩ (V + W ), so using also the identity X + V + W = H, we obtain the exact sequence
Therefore Lemma 3.1 yields to the natural isomorphism
and we can endow p −1 (U X ) with the analytic structure which makes the map p
, an isomorphism of analytic bundles. In order to have an analytic structure on the whole p −1 (F p * (H)), there remains to show that if X 1 , X 2 are finite dimensional linear subspaces of H, the transition map
is analytic. When X 1 ⊂ X 2 or X 2 ⊂ X 1 , this fact follows immediately from Lemma 3.2. In the general case, let (V, W ) ∈ U X1 ∩ U X2 . Then there exists a finite dimensional linear subspace X ⊂ H such that
Indeed, setting k = codim(V + W ) and recalling that V has infinite codimension, we have that the set of X ∈ Gr k,∞ (H) satisfying each of the identities (3.
2) is open and dense. Therefore,
and on the inverse image by p of such a neighborhood ψ X1X2 is the composition of analytic maps, by the case seen above. Hence ψ X1X2 is analytic on p −1 (U X1 ∩ U X2 ).
Nontriviality. The determinant bundle p : Det(F p(H)) → F p(H) is nontrivial on every connected component of F p(H), with the exception of the trivial components Gr 0,∞ (H) × Gr ∞,0 (H) and Gr ∞,0 (H) × Gr 0,∞ (H). We shall check this fact for the connected components F p *
Then the embedding
can be lifted to an analytic bundle isomorphism
and the determinant bundle is nontrivial on F p * k (H).
The determinant bundle on the space of Fredholm operators.
allows to define the determinant bundle over F r(H 1 , H 2 ) as the pull-back of the determinant bundle over F p(H 1 × H 2 ) by the map i. We obtain a line bundle
See [Qui85] for an equivalent direct construction 1 . An alternative construction for the analytic structure of q is the following. If T is in F r(H 1 , H 2 ), the operator T * T ∈ L(H 1 ) is positive self-adjoint and Fredholm. In particular, if ǫ > 0 is small enough, the spectrum of T * T has finite multiplicity in [0, ǫ], meaning that σ(T * T ) ∩ [0, ǫ] is a finite set of eigenvalues with finite multiplicity. Denote by V ǫ (T * T ) the corresponding finite dimensional eigenspace. Therefore the sets
constitute an open covering of F r(H 1 , H 2 ). Clearly, the operators
Since ker T * T = ker T and ker T T * = ker T * , it follows that any λ > 0 belongs to σ(T * T ) if and only if it belongs to σ(T T * ), and that it is an eigenvalue of T * T corresponding to the eigenvector x if and only if it is an eigenvalue of T T * corresponding to the eigenvector T x, with the same multiplicity. Hence, if T ∈ U ǫ , then T * ∈ U ǫ , and the sequence
Notice that our definition of Det(T ) is the dual of Quillen's one.
and from the analyticity of the maps T → V ǫ (T * T ) and T → V ǫ (T T * ) on U ǫ , we obtain the analytic structure of q −1 (U ǫ ). The analyticity of the transition maps is an immediate consequence of Lemma 3.2, because if 0 ≤ ǫ < ǫ ′ and T ∈ U ǫ ∩ U ǫ ′ , there holds
. We just mention that an analogous spectral approach provides an alternative construction of the determinant bundle on F p(H).
Operations on the determinant bundle
Some operations on the space of Fredholm pairs can be lifted to the determinant bundle.
Transposition. Note that, although the fiber Det(V, W ) depends symmetrically on (V, W ), in our construction of the analytic structure on p −1 (F p * (H)) such a symmetry is lost. However, if we exchange the role of V and W in the definition above, we obtain the same analytic structure. In other words, the map Det(F p(H)) → Det(F p(H)) which lifts the transposition map (V, W ) → (W, V ) and is the identity on the fibers, is an analytic bundle isomorphism. Indeed, we can check this fact locally at (V 0 , W 0 ) ∈ F p * (H), by choosing X such that X ∩ (V 0 + W 0 ) = (0) and
Therefore, the fiber of E X at (V, W ) ∈ V X and at (W, V ) ∈ V X is just Det(X) * , and the homomorphism Det(X)
is readily seen to be the identity, for every (V, W ) ∈ V X , proving the claim 2 . Therefore, defining for X a finite dimensional linear subspace of H, the open set
and denoting byp X :Ê X →Û X the analytic line bundle whose fiber at (V, W ) is the line Det(V ∩ (X + W )) ⊗ Det(X) * , the exact sequence
and the collection of these isomorphisms, for (V, W ) ∈Û X , defines an analytic bundle morphism from the bundle Det(F p(H)) restricted toÛ X to the bundleÊ X . This fact shows that it is possible to define a determinant bundle also on the space of unordered Fredholm pairs.
The action of GL(H). The analytic action of GL(H) on F p(H), (T, (V, W )) → (T V, T W ), lifts to an analytic bundle action of GL(H) on Det(F p(H)), defined fiberwise by
Det(V, W ) → Det(T V, T W ), ξ ⊗ η → Det(T )ξ ⊗ Det(T )η, for ξ ∈ Det(V ∩ W ), η ∈ Det(H/(V + W )),
whereT ∈ L(H/(V + W ), H/(T V + T W )) is induced by the linear operator T ∈ GL(H).
The analyticity of such an action follows immediately from the naturality property stated in Lemma 3.1. follows from Lemma 3.1 (ii) applied to the exact sequences 0 → X → X + Y → Y → 0 and 0 → 0 → Z → Z → 0. We would like to extend this construction to Fredholm pairs. Let X ∈ Gr(H) be finite dimensional, and let (V, W ) ∈ F p(H) be such that X ∩ V = (0). The exact sequence
induces, using Lemma 3.1, the isomorphism
Similarly, if X ∈ Gr(H) is finite dimensional and X ∩ W = (0), the exact sequence
induces the isomorphism
Notice that, in the particular case X + V + W = H, the isomorphisms S,Ŝ can be expressed in terms of the isomorphisms ϕ,φ as
Commutativity. The operations S andŜ commute, meaning that if X, Y ∈ Gr(H) are finite dimensional, (V, W ) ∈ F p(H), and
commutes. Indeed, tensorizing by the space
the commutativity of (4.5) is equivalent to that of
where α, β, γ, δ are the exact sequences
As the diagram
commutes, the conclusion follows from the lemma below.
Lemma 4.1 Assume that the exact sequences of linear maps between finite dimensional spaces
(α) 0 → A → B → X → C → D → 0, (β) 0 → E → F → X → G → H → 0, (γ) 0 → A → E → Y → C → G → 0, (δ) 0 → B → F → Y → D → H → 0,
fit into the commutative diagram
Then the associated square
Proof. One easily checks the conclusion to be true in the following particular cases: 
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the first of which is of type (i), and the second of which has the required property.
Proof of claim 2. By exactness and commutativity, ran (Y → C) = ker(C → G) and the map C → D restricts to an isomorphism from ker(C → G) to ker(D → H). Since we are assuming F = ran (B → F ) + ran (E → F ), the map B → F induces an isomorphism from coker (A → B) to coker (E → F ). Then the exact sequences
produce the diagrams
of the form (ii) and (iii), respectively. The direct sum of the above diagrams yields to the given one. 
which commutes because of the commutativity of (4.1). In the general case, choose a finite dimensional linear subspace Z ⊂ H such that Z ∩ W = (0) and
S⊗id w w n n n n n n n n n n n n n n
follows immediately from the definition of the analytic structure on p −1 (F p(H) \ F p * (H)), given by (3.1). Moreover, S is analytic on the open set (X, (V, W )) ∈ S | (V, W ) ∈ U (0) , because for (X, (V, W )) in such a set the sequence (4.2) defining S(X, (V, W )) varies analytically.
If now (X 0 , (V 0 , W 0 )) ∈ S with (V 0 , W 0 ) ∈ F p * (H), we can find finite dimensional linear subspaces E, F such that
(4.10)
Indeed, setting k = codim(V 0 + W 0 ), the elements E ∈ Gr k,∞ (H) satisfying each of the identities (4.9), and the elements F ∈ Gr k,∞ (H) satisfying each of the identities (4.10), constitute open and dense subsets of Gr k,∞ (H). Then (V 0 , W 0 ) ∈ U E ∩Û F , and by the definition of the analytic structure on p −1 (F p * (H)), we must check that the composition
varies analytically with (X, (V, W )) in a neighborhood of (X 0 , (V 0 , W 0 )). Tensorization by Det(E)⊗ Det(F ), using (4.4), yields to the isomorphisms
(4.11)
By the commutativity of the operations S andŜ, the above isomorphism fits into the commutative diagram Det(X)⊗Det(F )⊗Det(E+V,W ) id⊗S
By (4.9) and (4.10), (E + V, W ), (E + V, F + W ), (V, F + W ) are in U (0) , for (V, W ) in a suitable neighborhood of (V 0 , W 0 ), so the vertical left arrow and the horizontal lower arrows are analytic in such a neighborhood, and so is (4.11). Hence S is analytic, and so isŜ because it is the composition of S by the transposition.
The orientation bundle. If the Hilbert space H is real, the determinant bundle over F p(H) is a real line bundle. Its Z 2 -reduction defines a double covering Or(F p(H)) → F p(H): the fiber at (V, W ) ∈ F p(H) is the quotient Det(V, W ) \ {0}/ ∼, where ξ ∼ η iff ξ = λη with λ > 0.
Such a Z 2 -bundle will be said the orientation bundle over F p(H). Since the determinant bundle is nontrivial over each connected component of F p(H) -except the two trivial ones -so is the orientation bundle. Since in the real case the fundamental group of each connected component of
determines, by the isomorphism S(X, (V, W )), an orientation of the third one. By the properties of S, this way of summing orientations is continuous and associative.
The Grassmannian of compact perturbations
We shall say that the subspace W is a compact perturbation of V , or that it is commensurable to V , if its orthogonal projector P W is a compact perturbation of P V . Commensurability is an equivalence relation. If V and W are commensurable, then (V, W ⊥ ) is a Fredholm pair, and the operator P W | V : V → W is Fredholm. The relative dimension of V with respect to W is the integer
for a proof of the identities above; for an early appearance of the concept of commensurable subspaces and relative dimension see [BDF73] , Remark 4.9. When V and W are finite dimensional (resp. finite codimensional), we have dim(V,
It is easy to see that every linear isomorphism maps a pair of commensurable subspaces into a pair of commensurable subspaces, preserving the relative dimension (see [AM01] , Proposition 2.4). Hence nor the notion of commensurability, neither the relative dimension depend on the choice of an inner product in H.
Proposition 5.1 If (W, Z) is a Fredholm pair of subspaces and V is a compact perturbation of W , then (V, Z) is a Fredholm pair, with
Proof. From the identity
is a compact perturbation of the Fredholm operator
Therefore P Z ⊥ | V is Fredholm, and the conclusion follows from (5.1) and from the additivity of the index by composition. 2
In particular, if V, W, Y are commensurable subspaces,
The following fact is proved in [AM01], Proposition 2.3.
′ is a compact perturbation of ran T , and
If V ∈ Gr(H), the Grassmannian of compact perturbations of V ,
is a closed subspace of Gr(H). If V has finite dimension (respectively finite codimension), then
The interesting case arises when V has both infinite dimension and infinite codimension. In such a situation, Gr(V, H) is a closed proper subset of Gr ∞,∞ (H). Moreover, the continuity of the Fredholm index implies that the function
are open and closed in Gr(V, H). It is easily checked that the above sets are connected, so they are the connected components of Gr(V, H).
Analytic structure of Gr(V, H). The restriction of the map Ψ V defined in section 2, to the unit open ball
The collection of these homeomorphisms defines an analytic atlas on Gr(V, H), which is therefore an analytic Banach manifold modeled on L c (V, V ⊥ ). Actually, Proposition 1.1 implies that Gr(V, H) can be seen as an analytic Banach submanifold of the Banach affine space P V + L c (H). However, if both V and
The fact that every surjective continuous linear map between Banach spaces admits a (in general non differentiable) global section (see the Appendix), implies that Gr(V, H) is a C 0 -submanifold of Gr(H).
The action of GL c (H) on Gr(V, H). The group GL c (H), consisting of the linear automorphisms of H which are compact perturbations of the identity, is an open subset of the affine Banach space I + L c (H). It inherits therefore the structure of an analytic group, although it is just a C 0 -subgroup of GL(H) (again, because L c (H) does not have a direct summand in L(H)). By Proposition 5.2, there is an analytic group action
which preserves the connected components of Gr(V, H), and such an action is easily seen to be transitive on each component. Fix some V ∈ Gr(H). We claim that the map
is an analytic principal G-bundle, with G = {L ∈ GL c (H) | LV = V }. Indeed, an analytic local section of (5.2) near V is
and such a local section defines a local trivialization near any W 0 ∈ Gr 0 (V, H) in the standard way:
is an analytic trivialization of (5.2) near W 0 .
Homotopy of Gr(V, H).
Let V ∈ Gr ∞,∞ (H). The components Gr n (V, H) are pairwise analytically diffeomorphic. More generally, Gr 0 (V, H) is analytically diffeomorphic to Gr 0 (W, H), for V, W ∈ Gr ∞,∞ (H), a diffeomorphism being induced by an L ∈ GL(H) mapping V onto W . In order to study the homotopy type of Gr 0 (V, H), we introduce the Stiefel space of compact perturbations of V ֒→ H, 
is an analytic local trivialization of (5.3) near W 0 . Let (V n ) be an increasing sequence of subspaces of V , with dim V n = n and such that their union is dense in V . Then the union of the closed subspaces
is dense in L c (V, H). A well known result by Palais (see [Pal66] , Corollary after Theorem 17) implies that St(V, H) is homotopically equivalent to the inductive limit of the spaces St(V, H) ∩ (I +K n ), equipped with the limit topology. Moreover, the set St(V, H)∩(I +K n ) is homeomorphic to the Stiefel space St n,∞ (H), introduced in section 2. Since such a space is contractible, we have proved that St(V, H) is also contractible. In particular, the principal bundle (5.3) is the universal principal bundle for the topological group GL c (V ), and Gr 0 (V, H) is the classifying space for such a group. The exact homotopy sequence now implies that
Palais [Pal65] has shown that GL c (V ) has the homotopy type of the infinite dimensional general linear group GL, hence of U in the complex case, and of O in the real case. Therefore, we have proved the following result.
Theorem 5.3 Let V ∈ Gr ∞,∞ (H). Then the components Gr n (V, H) are pairwise analytically diffeomorphic, and π i (Gr n (V, H)) ∼ = π i−1 (GL) for i ≥ 1, so that Gr n (V, H) has the homotopy type of BU -if H is complex -or BO -if H is real.
The determinant bundle over Gr(V, H). Let V ∈ Gr(H). Then Gr(V, H) has a natural inclusion into F p(H) given by
The above map allows us to consider the pull-back of the determinant bundle Det(F p(H)) → F p(H) on Gr(V, H), obtaining an analytic line bundle Det(Gr(V, H)) → Gr(V, H) with fiber at W ∈ Gr(V, H)
The argument for the nontriviality used in section 3 shows that the above line bundle is nontrivial on every connected component Gr n (V, H).
Orientations on Gr(V, H). In the real case, we can use the map (5.4) to pull the orientation bundle of F p(H) back on Gr(V, H). In this way, we obtain a nontrivial Z 2 -bundle
which, by Theorem 5.3, is the universal covering of Gr(V, H). An orientation of W ∈ Gr(V, H) is by this construction, an orientation of the finite dimensional space
Essential Grassmannians
We have seen that the commensurability condition is an equivalence relation on Gr(H). The essential Grassmannian of H is the space of the equivalence classes for such a relation, endowed with the quotient topology, and it will be denoted by Gr e (H). Denote by Π : Gr(H) → Gr e (H) the quotient projection. This space can be described in terms of the Calkin algebra of H, i.e. the quotient
Denote by π : L(H) → C(H) the quotient projection. Two closed subspaces V and W are commensurable if and only if π(P V ) = π(P W ), so π maps the set of orthogonal projectors into the set of symmetric idempotent elements of the Calkin algebra. The next result shows that every symmetric idempotent element of the Calkin algebra is the image of some orthogonal projector (compare this result with Remark 1.2).
Proposition 6.1 The restriction of the map π to the set of the (orthogonal) projectors of H is onto the set of (symmetric) idempotent elements of C(H).
Proof. In any C * -algebra, an element x is (symmetric) idempotent if and only if 2x − 1 is a (symmetric) square root of the identity. It is therefore equivalent to show that the quotient projector π maps the (symmetric) square roots of I in L(H) onto the set of (symmetric) square roots of 1 in
The operator J will be self-adjoint if Q and K are. The spectral mapping theorem implies that
so the set σ(Q) \ {−1, 1} consists of isolated eigenvalues of finite multiplicity. Let U = z ∈ C | |z 2 − 1| < 1 , and let H = H 0 ⊕ H 1 , Q = Q 0 ⊕ Q 1 be the spectral decomposition of the operator Q corresponding to the decomposition of σ(Q) into the closed sets σ(Q) \ U and σ(Q) ∩ U . Denote by P 0 , P 1 the corresponding projectors. Then H 0 is finite dimensional, and Q 1 is invertible, with σ(Q 1 ) ⊂ U . Therefore, the spectrum of the operator
. Then J := J 0 ⊕ J 1 is compact, and by (6.1) it satisfies (Q − J) 2 = I. 2
The above result implies that π induces a homeomorphism between the essential Grassmannian Gr e (H) and the space of idempotent symmetric elements of C(H). Therefore Gr e (H) inherits the structure of a complete metric space. Furthermore, Proposition 1.1 shows that Gr e (H) can be given the structure of an analytic Banach submanifold of C(H).
Homotopy of Gr e (H).
The finite dimensional and the finite codimensional spaces represent two isolated points in the essential Grassmannian. What remains is a connected component, which is the image of Gr ∞,∞ (H) by Π, and which will be denoted by Gr * e (H). By Proposition 1.3, the map Π :
is a C 0 fiber bundle, with typical fiber Gr(V, H), for some V ∈ Gr ∞,∞ (H). In particular, the above map is a fibration, and since its total space is contractible, the exact homotopy sequence implies that π i (Gr * e (H)) ∼ = π i−1 (Gr(V, H) ). Therefore, Theorem 5.3 has the following consequence.
Corollary 6.2 The space Gr * e (H) is path connected, its fundamental group is infinite cyclic, and π i (Gr * e (H)) ∼ = π i−2 (GL) for i ≥ 2.
The (m)-essential Grassmannian. In order to represent the coverings of Gr * e (H), we consider the quotient of Gr(H) by stronger equivalence relations, which take the relative dimension into account: if m ∈ N, we define the (m)-essential Grassmannian Gr (m) (H) to be the quotient of 
Therefore the space Gr * (m) (H) is homeomorphic to the space of left cosets U (H)/H m . Now assume that n ∈ N * divides m ∈ N. Since H m is an open subgroup of H n , the quotient map
is a covering, with fiber nZ/mZ. We claim that the map h m is a C 0 principal H m -bundle. Since h 1 = Π m 1 • h m , it is enough to prove that h 1 is a C 0 principal H 1 -bundle. In this case Gr *
(1) (H) = Gr * e (H) = P s (C) \ {1, 0} = u π(P V ) u −1 | u ∈ U (C(H)) , so by Proposition 1.2 the map U (C(H)) → Gr *
(1) (H), u → u π(P V ) u −1 , has a continuous local section near Π 1 (V ), mapping Π 1 (V ) to 1. By Proposition 1.7 (i), the quotient map U (H) → U (C(H)) has a continuous local section near 1. By composition we get a continuous local section for h 1 , which is therefore a C 0 principal H 1 -bundle by the standard trivialization.
The homotopy of Gr * These are all the coverings of the essential Grassmannian.
We end this section by determining the homotopy groups of the space of Fredholm pairs, thus proving Theorem 2.1. 
A Appendix
A continuous linear surjective map T : E → F between Banach spaces has a continuous linear global section, that is a continuous linear map S : F → E such that T S = I F , if and only if the kernel of T has a direct summand in E. For instance, the quotient projection ℓ ∞ → ℓ ∞ /c 0 , where ℓ ∞ denotes the Banach space of bounded sequences, and c 0 denotes the closed subspace of infinitesimal sequences, has no continuous linear right inverse. Indeed, c 0 does not have a direct summand in ℓ ∞ , by the same reason mentioned in footnote 3. However, Bartle and Graves [BG52] have shown that it is always possible to find a nonlinear continuous right inverse of T . In general, such a global section will not be Gateaux differentiable at any point (otherwise its differential would be a linear global section). The existence of a continuous global section could be seen as a consequence of more general selection theorems by Michael (see [Mic59] and references therein, or [Pal66] , Theorems 10,11). The aim of this appendix is to show a direct proof of this fact.
