We consider general subordination and obtain the formula of the subordinated predictable compensator. An example of application is given.
Introduction
It is known that when the time of a Lévy process X is changed by an increasing Lévy process Z independent of X, the subordinated process X Z is a Lévy process and the subordinated predictable compensator (µ XZ ) P of the random jump measure of X Z can be obtained by [2, Thm 30 .1]:
where P X t (dy) is the distribution of X t and γt = Z t − s≤t ∆Z s . Extension of (1) to the case where Z is an additive subordinator has been considered in [5, Prop.1] .
When X is replaced by, for example, more general diffusion process, (1) will no longer be applicable (the subordinated predictable compensator shall no longer be deterministic). We extend (1) to the case where X is a quasi leftcontinuous [1,Def.I.2.25] Markov process and Z is an increasing process and give an example of application.
Definitions and Framework
Let X and Z be two independent real-valued càdlàg processes defined on a complete probability space (Ω, F, P) and Z be increasing (i.e. non-decreasing). Denote X Z for the process obtained by a time-change of X by Z. Let F be a right-continuous filtration in F such that X Z is F -adapted, a non-negative random measure (µ XZ ) P on B(R + × R) is called the 
and that the integral process t∧T 0
Denote (and respectively for Z and X Z ) F X := (F X t ) t≥0 for the rightcontinuous and completed canonical filtration of X,
the F X -predictable σ-algebra on Ω × R + generated by all left-continuous and F X -adapted processes and P X for the probability measure P reduced to F X ∞ . Denote (and respectively for Z) (µ X ) P for the F X -predictable compensator of random jump measure of X. For a P X ⊗ B(R)-measurable function W , we write
Let D denote the space of real-valued càdlàg functions t → u(t) on R + and D t denote the right-continuous smallest σ-algebra on D t generated by the collection of maps {u → u(s)} s≤t ,
with monotonic increasing v and write
for all (D ⊗2 , B(R + ))-measurable function F . We define the time-changed pro-
and the filtration F by
and H by
P . Denote P and Q for the F (resp. H)-predictable σ-algebra on Ω × R + . We observe P ⊂ Q. We shall also denote P X Z( ω) for the predictable σ-algebra on Ω × R + taken with respect to the filtration
for every ω ∈ Ω held fixed and call a set N ∈ Ω × R + P-evanescent if {ω ∈ Ω : ∃t ∈ R + , (ω, t) ∈ N } is P-null. If X is a Markov process, we write
is
The first claim holds on simple A.
If in addition,
) and that the path s → X Zs∧t−(ω) (ω) ≡ X Zt−(ω)− (ω) for s ≥ t, we see that the second claim also holds on simple A.
. By a monotone class argument, the claims follow.
Proposition 2
Let A(ω, t) ≥ 0 be Q-measurable, then there exists a D ⊗2 ⊗ R + -measurable
up to a P-evanescent set and
is P Z -measurable for P-a.s. ω ∈ Ω held fixed. If in addition, A is P-measurable,
is P X Z( ω) -measurable for P-a.s. ω ∈ Ω held fixed.
Proof. The claims clearly holds for all Q-measurable (resp. P-measurable) A of the form A t = A 0 1I {0} (t)+ i∈N A ti 1I (ti,tt+1] (t) for H ti− (resp. F ti− )-measurable A ti as a direct consequence of Proposition 1. Observe also if (H n ) n≥1 and H are
evanescent set. By a monotone class argument, the claims follow.
Theorem
Let X be a quasi left-continuous Markov process with transition kernel P X t (x, s, dy) and Z be an increasing process independent of X. Denote X Z the process obtained by a time-change of X by Z and Z c t :
is changed as follows:
we can write
Let Z −1 denote the left-continuous generalized inverse of Z, by (4) & (9) put 
Since X has no fixed times of discontinuity and that I c is countable and by (8),
By (4), (9) and [1,Prop.I.2.4], we see that for P-a.s. ω ∈ Ω held fixed, the map
Together with the Markov property of X we have
It is clear that v(ω, dt, dy) defines a nonnegative random measure on R + × R and that (W * v) t is F -predictable (3). If T is a F -stopping time, put A := {(ω, t) : 0 ≤ t ≤ T (ω)} ∈ P, (10) follows.
Example
We calculate the compensator (µ XZ ) P of the random jump measure of X Z with X and Z taken to be, respectively, a skew Brownian motion (diffusion process) and a tempered stable subordinator independent of X. The compensator of the random jump measure of Z is
for c, λ > 0 and α ∈ [0, 1). The case α = 0 corresponds to a Gamma subordinator. By [3,(17) ], the transition function of a skew Brownian motion X can be written as We see that (µ XZ ) P is deterministic and time-independent if and only if β = 0, in this case X Z is a time-changed Brownian motion. If in addition, Z is a Gamma process (i.e. α = β = 0) then X Z is a Variance Gamma process [4] with Lévy measure v(dy) = 
