In this paper we investigate a class of harmonic functions associated with a pair X, = (XiI, X;l) of strong Markov processes. In the case where both processes are Brownian motions, a smooth function / is harmonic if
1. INTRODUCTION 1.1. A stochastic calculus, developed in the theory of Markov processes, allows one to get not only an intuitive picture, but also rigorous proofs of many results in classical analysis. Recently, attempts have been made to extend this calculus by using several processes considered at different times. As early as 1969, Walsh [7] used several Brownian motions to investigate multiply harmonic functions. In [3] Dynkin introduced a class of harmonic functions associated with a family X of Markov processes. We call these functions X-harmonic (see Section 1.3 for the definition). This class is wider than the class of multiply harmonic functions.
In [3] , Dynkin considered only time-reversible Markov processes and harmonic functions belonging to the Dirichlet space associated with a family of such processes. For certain domains B, it has been proved that there exists one and only one" regular" function F harmonic in B and equal quasi-everywhere on the complement Be of B to a given function f. The 125 function F has been expressed by a formula which involves values of a certain function 1/1 (related to f) on the entire state space.
In this paper, X-harmonic functions are studied by different methods which are applicable to all strong Markov processes. Using stochastic waves (cf. [4] ) we give a probabilistic formula for F in terms of the values of / on
In the case where both formulas are applicable, one expression can be derived from the other using a stochastic analogue of Green's formula (cf. Theorems 1.1 and 3.1) which is known in the case of one process as Dynkin's formula.
For notational convenience we consider only the case of two processes but the methods are applicable to the general case as well.
1. For a general strong Markov process, 1.2.A serves as the definition of an X-harmonic function.
Uniqueness of the solution follows immediately from Dynkin's formula: (1.4)
The problem usually studied in connection with the wave equation is the Cauchy problem (see, e.g., [6] (1. 7) This equation is not elliptic, parabolic, or hyperbolic. Even though .:lx1.:lX2 is the product of two elliptic operators, we will see that in some respects it behaves like a hyperbolic operator.
In the classical case, harmonicity of F actually implies that F is infinitely differentiable. In contrast, condition l.3.A does not imply any smoothness.
To see this, note that any function F of the form
1.6. To investigate X-harmonic functions we use stochastic waves and partial infinitesimal operators of certain two-parameter semigroups.
Let x, be a strong Markov process and let cP be a measurable function which is bounded below and which satisfies 1.4.A, B. Put
(1.8)
In words, 01 is the first time X t gets to the level set of cp, which is t units higher than the level set at which it started. The stochastic wave X corresponding to X and cp is the strong Markov process {1.9} obtained from X by the random time change (1.8).
It follows from 1.4.A that, for t ~ 0,
(1.10)
Intuitively, this means that the wave moves deterministically to successively higher level sets of cpo However, its position on a given level set is random.
If X is uniform motion to the right with unit velocity, then the only functions cp which satisfy 1.4.A, B are continuous strictly increasing functions. Hence, in this case, the only stochastic waves are deterministic motions:
, we can apply Dynkin's formula twice to get
From this identity it is easy to see that X-harmonicity is equivalent to (1.7). All constructions introduced for X = (Xl, X2) are applicable to X = (XI, X 2 ), and we put tildes over the corresponding symbols (e.g., Ai is the weak i th partial infinitesimal operator for X and its domain is iJi).
1.8. The set of t for which XI E B is hard to describe. However, the analogous set for XI is simply a triangle. Put
where «I> _ denotes the negative pare of «1>. From (1.5) and (1.10), Let Xi be uniform motion to the left, and let !pI = !p2 be a bounded, odd, continuously differentiable function having a strictly negative derivative. s where fx is the portion of aB lying between (xl, _Xl) and (-x 2 , x 2 ), a f / dn is the derivative of f in the direction normal to a B and pointing into B, and p. is arc length along aBo The validity of (1.18) is easy to verify directly.
1.9. The application of stochastic waves to the investigation of X-harmonic functions is based on the following result proved in Section 4.2. 
If F is an X-proper function which is X-harmonic in B and satisfies
then, by Theorems 1.1 and 1.2,
(1.20)
The converse is also true. 
This is the well known solution of the initial value problem for the one dimensional wave equation (see, e.g., [6] (1.23) Formula (1.22) coincides with the formula proved in [3] for the case of time reversible processes. 1.12. In Section 2, we introduce some notations and definitions. We also give some examples of strong Markov processes and associated stochastic waves. Section 3 is devoted to proving some integral representations for X-proper functions. In the first part of Section 4 we use stochastic waves to study X-harmonic functions associated with a single strong Markov process X. The second part of Section 4 contains the proofs of Theorems 1.2 and 1.3.
NOTATIONS AND EXAMPLES
2.1. Let X = cr, Xl'~' P x ' 8/) be a strong Markov process with state space (E, ~) and sample space (0, <F) (the definition can be found in [2] ).
The notation I E ~ means that I is a bounded ~-measurable function. This class of functions is a Banach space with norm 11/11 = supl/{x)l·
The semigroup 1';, Green's operator G, and weak infinitesimal operator A are defined by the formulas
The semigroup is defined for all f E ~ and the Green's operator is defined for all ~-measurableffor which Glfl(x) < 00 for all x. The domain D of A consists of those functions in ' iF> for which the weak limit exists and is in ~O = { / E 'iF>: w -lim 1; / = /} . 
The stochastic wave introduced in Section 1.6 is the strong Markov process X = (t, xI' ~, P x , 8 1 ), where
The state space and sample space for X are the same as for 
For fE D,
where 
called a pair of independent strong
Markov processes with sample space (n, qJ) and state space (E, cffi). We will also write X = (XI, X2). The two-parameter semigroup 1', and the various infinitesimal operators were defined in Section 1.7. The Green's operator for X = (XI, X2) is defined by
Gf(x) = Pxlf(x l ) dt T for functions f for which Glfl(x) < 00 for all x. It is easy to see that Dividing by h 2 , letting t \i 0, and using the fact that gl2 -g21 E ~o, we see that gl2 = g21.
It follows from (3.1) that (3.5) R (S) where Proof. It suffices to prove (3.3) for S > O. Fix 
hl(t) = T,Alf(x) and h l . 2 (t) = T,A I . 2 f(x). For s < t E T, let h(s, t] = h(t) -h(SI, t 2 ) -h(tl, s2) + h(s)
Let P be a partition: 0 = tb < tl < '" < t1 = S. Let IlPiI = maxlt!+1 -t!l· Putt'; = S -t!, tn = (t!, t,;) and t: = (t!+ I' t';). Let Q(P) = Un (0, t:1.
Clearly n pQ(P) == R(S). From (3.7) we have
where An is the interval between t~ and t~+1 and U(SI,p) = t,; for t~ < Sl ~ t~+ I' Let Pm be a sequence of partitions for which IIPmli -+ 0 as m -+ 00. Obviously, nmQ(P m ) = R(S) and U(SI,P m ) -+ S -Sl. By the dominated convergence theorem, (3.9)
Since Alf E ' iBo,
Sls2=S
Combining (3.8), (3.9), and (3.10), we get (3.3).
X-HARMONIC FUNCTIONS
4.1 In this section we use the stochastic wave X, corresponding to a strong Markov process X and a function <p, to investigate functions which are X-harmonic in the set B = {x: cp(x} < O}.
Indeed, we will show that, for every fED, there exists one and only one function FED which is X-harmonic in B and satisfies F = f on B C • We call F the solution of the Dirichlet problem for X.
The methods presented here serve as a prelude to Section 4.2, where we prove the analogous results for a pair of processes.
From (1.10) we see that (4.1)
where i'(B) is the first exit time of x t from B. Also, x t E B if and only if
The following lemma shows that X and X have the same exit distributions 10 from the sets {x: cp(x) < u}.
PJ(XT(B)} = PJ(XT'(B)}'
Proof. Proof Put f = feB). From (4.1) it is easy to see that 6 t f + t = f V t.
From this we get
We note that f The proof will be complete once we show that w -limt\iO 1; g = g. Since lI1;gll ~ IIgll for all t, we_need only to show pointwise convergt:.nce. Fix
4.2. Now let X = (Xl, X2) be a pair of independent strong Markov processes, cpl and cp2 be bounded functions satisfying l.4.A, B and let Xi be the stochastic wave corresponding to Xi and cpi. In this section we will prove Theorems 1.2 and 1.3.
Proof of Theorem 1.2. We prove that (a) = (b) = (c) = (a). Suppose F is X-harmonic in B. Let f be a stopping vector for X such that x t E B for o *" t ~ f. Put 7' = aT" Suppose Xo E B. Then fl + f2 < -4>(xo) and so, 
The second term is bounded by IIhll(t l + t 2 ) which tends to zero as t does.
By the dominated convergence theorem and the fact that h E <ffi o ' the first term tends to g( x). Hence g E <ffio and H E j)1. The proof that H E jj2 is the same.
If h E <ffi o ' Investigating the proof of Theorem 3.1, we see that the right hand side of (4.14) is a limit as a sequence of partitions Pm is refined in such a way that To complete the proof, note that U C m = {s: Xu ~ B for some 0 < u < s}.
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