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We would like to thank the authors Faes et al. [1] , as well as Barnett et al. [2] , for their thoughtful commentary on our paper [3] . The main points of our work were to 1) characterize statistical properties of the traditional computation of Granger-Geweke (GG) causality, and 2) to analyze how the dynamics of the system are represented in the GG-causality measure.
Barnett et al. [2] and Faes et al. [1] both point out that the issues with bias and variance in the conditional GG-causality can be addressed using a state space approach and a single model fit. This is clearly the case, and is demonstrated in the simulation studies in Faes et al. [1] . We regret that we were unaware of the earlier papers on GG-causality using state space models by Barnett and Seth [4] and Solo [5] . The original submission of our paper was in October of 2014, and a considerable time elapsed before our re-submitted manuscript was ultimately accepted, and our coverage of the literature during that span of time was not up to date. We also described the state space solution to these problems in Dr. Stokes' Ph.D. thesis [6] in January 2015, but felt it was important to first characterize and describe the problem, before laying out a solution to that problem. Along those lines, we believe our paper makes an important contribution by illustrating the form of the bias and variance, particularly in frequency domain, when separate model fits are employed. As Faes et al. [1] suggest, and as we have noted in other discussions surrounding our paper, many analysts continue to use separate model fits while performing GG-causality analysis, likely unaware of the problems with this approach. Again, these computational issues can be avoided by using a single model fit, preferably using the state space approach [4, 5, 1, 6] . 1 Barnett et al. [2] emphasize that Granger causality reflects a "directed information flow." But how does one meaningfully interpret that information flow? Our analysis suggests that the receiver independence property is highly problematic for neuroscience studies, where the objective is typically to identify and/or characterize the mechanism of some observed effect. As we have shown, the dynamics of the effect nodes are absent in GG-causality. Oscillations play an important role in systems neuroscience, and interpretation of causality measures appears particularly problematic in systems with strong frequency-dependent structure. Studies of oscillatory phenomena are invariably geared towards understanding the factors that contribute to oscillations observed at specific frequencies. Ignoring these observed dynamics is simply not compatible with the goal of understanding them.
As Barnett et al. [2] state, one can make a distinction between physiological or "physical causal mechanisms" and "directed information flow." However, we perceive that in practice, the need to interpret and ascribe meaning to data analyses would tend to lead investigators to interpret "directed information flow" in mechanistic terms. So the notions of "information flows" versus mechanisms, though distinct in the abstract, might not be distinguished in practice.
While GG-causality is decipherable in reference to the selected model and its component dynamics, it is not understandable without these details. Unfortunately, many GG-causality works do not provide the estimated model, much less a breakdown of its component dynamics. More fundamentally, treating the causality as "the result," overlooks that it is a statement about the chosen model and the product of the preceding modeling process. If a different model is chosen, then the causality may obviously change; and if the model is inadequate for the data or question, then any inference will be worthless.
We were careful to focus the analysis in our paper on GG-causality. In the discussion section, we also expressed concerns that other causality measures with distinct formulations and properties might have their own interpretational problems, complicated further by the fact that these methods are often treated interchangeably or referred to collectively as "Granger causality." But we did not intend to dismiss efforts to develop improved methods for analyzing directed dynamical influences. To the contrary, we believe that such methods will be essential for gaining meaningful insights from modern neuroscience data. As we try to emphasize in our paper [3] , a crucial priority will be to ensure that the models and derived quantities correspond appropriately to the scientific questions of interest. Developing such methods will require a closer partnership between neuroscientists and quantitative scientists going forward. In the meantime, as we suggest in our paper, a good starting point would be for analysts to pay more attention to the underlying models, the dynamics they represent, and the overall modeling process, all of which form the foundations for subsequent inferences on directed influences.
