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Abst rac t - - In  this paper, we introduce and study some new classes of variational inequalities 
and the Wiener-Hopf equations. These new classes are the most general and unifying ones. Using 
essentially the projection technique, we establish the equivalence b tween the multivalued quasi- 
variational inequalities and the implicit Wiener-Hopf equations. This equivalence is used to suggest a 
number of iterative algorithms for solving the generalized multivalued quasi-variational inequalities. 
The convergence analysis of these algorithms i  also studied. The results proven in this paper epresent 
a significant improvement and refinement ofthe previously known results in this area. 
Keywords--Variational inequalities, Wiener-Hopf equations, Iterative algorithms, Fixed points, 
Convergence analysis. 
1. INTRODUCTION 
Variational inequalities arise in various models for a large number of mathematical, physical, 
regional, engineering, and other problems. The ideas and techniques of variational inequalities 
are being applied in a variety of diverse areas of pure and applied sciences, and prove to be 
innovative and productive. In fact, many researchers have shown that the theory of variational 
inequalities provides the most general, natural, simple, unified, and efficient framework for a 
general treatment of a wide class of unrelated linear and nonlinear problems, see, for example, [1- 
70] and the references therein. 
Equally important is the area of mathematical sciences known as the Wiener-Hopf equations 
or normal maps, which were introduced by Shi [63,64] and l~binson [56] independently in dif- 
ferent settings. Shi [63] and l~binson [56] also established the equivalence between the vari- 
ational inequalities and the Wiener-Hopf equations using essentially the projection technique. 
The Wiener-Hopf equations (normal maps) techniques are being used to develop powerful and 
efficient numerical techniques for solving variational inequalities and the complementarity prob- 
lems, see [30,34-46,54-59,61-64,66] and the references therein. Noor [30,34,35] has modified and 
generalized the Wiener-Hopf equations technique to suggest and analyze a number of new it- 
erative algorithms for various classes of variational and quasi-variational inequalities. Recently, 
Robinson [59] and Noor [38,45] used this technique to study the sensitivity analysis of variational 
inequalities via different methods. The Wiener-Hopf equations technique provides a simple and 
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convenient device for formulating a wide variety of important problems from applications in a 
single and unified manner. For related work on the Wiener-Hopf equations, see [52]. 
In recent years, considerable interest has been shown in developing various extensions and gen- 
eralizations of variational inequalities and the Wiener-Hopf equations, both for their own sake 
and for their applications. There are significant developments of these problems related to multi- 
valued operators, nonconvex optimizations, iterative methods, and structural analysis. Inspired 
and motivated by the recent research work going on in these fields, we introduce and study a 
new class of variational inequalities, which is called the generalized multivalued quasi-variational 
inequality. This class is the most general and includes the previously studied classes of varia- 
tional and quasi-variational inequalities as special cases. This class has important applications 
in structural analysis and optimization theory. In particular, we show that if the nonsmooth 
and nonconvex superpotential of the structure is quasidifferentiable, then these problems can be 
studied via the generalized multivalued quasi-variational inequalities. In this formulation, the 
ascending and descending branches of nonmonotone multivalued and boundary conditions are 
considered separately. The solution of the multivalued quasi-variational inequalities gives the 
position of the state equilibrium of the structure. For the formulation and applications of the 
generalized multivalued quasi-variational inequalities, ee the references. Many researchers have 
already studied the existence of a solution of some special classes of the generalized multivalued 
quasi-variational inequalities from the analytic point of views. For example, Parida and Sen [53], 
and Yao [69] used the fixed point and minimax inequalities technique, whereas Tian [68] and Cu- 
biotti [8,9] used the continuous election theorem. It is worth mentioning that these techniques 
are not constructive ones. 
One of the most difficult, interesting, and important problems in variational inequality theory 
is the development ofan efficient numerical method. There are a substantial numerical techniques 
including projection method and its variant forms, auxiliary principle technique, linear approx- 
imation, decomposition, Newton's and descent framework for solving variational inequalities. 
For the recent state-of-the art, see [10-17,30,34,35,49,50] and the references therein. Projection 
method and its variant forms represent important ool for finding the approximate solution of 
various types of variational and quasi-variational inequalities, the origin of which can be traced 
back to Lions and Stampacchia [28]. The projection-type methods were developed in 1970s and 
1980s. The main idea in this technique is to establish the equivalence between the variational 
inequalities and the fixed-point problem using the concept of projection. This alternate formula- 
tion enables us to suggest the iterative method for computing the approximate solution. These 
methods have been extended and modified in various ways for other classes of variational in- 
equalities. Shi [63,64] and Robinson [56] proved that the variational inequalities are equivalent 
to the system of equations, which are called the Wiener-Hopf equations (normal maps) using 
the projection technique. This alternate quivalent formulation is more general and flexible. It 
has been shown in [30,34,35,56-59] that the Wiener-Hopf equations provide us a simple, ele- 
gant, and convenient device to develop some efficient numerical methods for solving variational 
inequalities and complementarity problems. Noor [41] has modified and generalized the Wiener- 
Hopf equations technique to study the existence of a solution of multivalued quasi-variational 
inequalities and to analyze a number of iterative methods. Considering the significance and 
importance of the technique of the Wiener-Hopf equations in variational inequality theory, we 
introduce a new class of the Wiener-Hopf equations, which is called the generalized multival- 
ued implicit Wiener-Hopf equations. Essentially using the projection technique, we establish 
the equivalence between the generalized multivalued quasi-variational inequalities and the gen- 
eralized multivalued implicit Wiener-Hopf equations. By an appropriate and suitable rearrange- 
ment of the Wiener-Hopf equations, we suggest and analyze a number of iterative algorithms for 
solving the generalized multivalued quasi-variational inequalities and related optimization im- 
plicit problems. Since the generalized multivalued quasi-variational inequality problem includes 
the classical variational inequalities, generalized (quasi) variational inequalities, and generalized 
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multivalued quasi-complementarity problems as special cases, our results also hold true for these 
problems. 
2. FORMULAT ION AND BAS IC  RESULTS 
Let H be a real Hilbert space, whose norm and inner product are denoted by Hal and (., .), 
respectively. Let C(H)  be a family of all nonempty compact subsets of H. Let T, V : H --* C (H)  
be the multivalued operators and g : H --* H be single valued operator. Given a point-to-set 
mapping K : u ~ K(u) ,  which associates a closed convex set K(u)  with any element u of H, and 
N : H x H ~ H, a single-valued operator, we consider the problem of finding u, w, y E H such 
that, w e T(u) ,  y e V(u) ,  g(u) e g (u) ,  and 
(N(w,  y), v - g(u)) >_ O, for all v E K(u) .  (2.1) 
Problem (2.1) is called the generalized multivalued quasi-variational inequality problem, which 
has potential applications in mechanics, physics, differential equations, pure and applied sciences. 
Fhrthermore, there are problems arising in structural analysis, which can be studied by the quasi- 
variational inequality (2.1) only. 
EXAMPLE 2.1. For simplicity, and to convey an idea of the applications of the multivalued 
variational inequality (2.1), we consider an elastoplasticity problem, which is mainly due to 
Panagiotopoulos and Stavroulakis [51]. For simplicity, it is assumed that a general hyperelastic 
material aw holds for the elastic behaviour of the elastoplastic material under consideration. 
Moreover, a nonconvex yield function a ~ F(a)  is introduced for the plasticity. For the basic 
definitions and concepts, see [51]. Let us assume the decomposition 
E = E e + E p, (2.2) 
where E e denotes the elastic and E p, the plastic deformation of the three-dimensional elasto- 
plastic body. We write the complementary virtual work expression for the body in the form 
(E~,T -- a) + <E p, T -- a) = (f, T -- a ) ,  for all T 6 Z. (2.3) 
Here we have assumed that the body on a part Fu of its boundary has given displacements, hat 
is, I~i = Ui on Fu and that on the rest of its boundary FF = F - Fu, the boundary tractions are 
given, that is, Si = Fi on I~F, where 
(E, a) -~ /~ eijaij d~, (2.4) 
(f' = fr u,& dr, (2.5) 
U 
Z={T:'ri~,j-kfi~-Oon~, i , j  = 1,2,3, T i=F ionF f ,  i = 1,2,3} (2.6) 
is the set of statically admissible stresses and fl is the structure of the body. 
Let us assume that the material of the structure fl is hyperelastic such that 
(E e, T - a) _< (W~(a), T -- a) ,  for all 7- e ~6, (2.7) 
where Wm is the superpotential which produces the constitutive law of the hyperelastic material 
and is assumed to be quasidifferentiable [51], that is, there exist convex and compact subsets ~Wm 
and cO'Win such that 
(w~ca) ,T - -a )= max (Wf , r -a )+ min (W~, ' r -a ) .  (2.8) 
w~e~w,,, w~e~w,,, 
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We also introduce the generally nonconvex implicit yield function P(a) c Z, which is defined by 
means of the general quasi-differentiable function F(a), that is, 
P(a) = {a • Z; F(a) <_ a}. (2.9) 
Here Him is a generally nonconvex and nonsmooth, but quasi-differentiable function for the case 
of plasticity with convex yield surface and hyperelasticity. Combining (2.2)-(2.9) and using the 
techniques of Panagiotopoulos and Stavroulakis [51], we can obtain the following multivalued 
variational inequality problem: find a • P(a) such that W~ • O__~Wm(a), W~ • i)'Wm(a), and 
(W~ + W~,r  - a) > (f, T - a), for all T • P(a), 
which is exactly problem (2.1) with N(w, y) = W~ + W~, g - I, the identity operator, 
T(u) = O~Wm(a), V(u) ='07Win(a), and K(u) = P(a). 
For other applications of the quasi-variational inequality (2.1), see [11] and the references 
therein. 
Special Cases 
CASE I. If K(u)  - K ,  that is, the convex set K is independent of the solution u, then prob- 
lem (2.1) is equivalent to finding u,w,y • H such that, w • T(u), y • V(u), g(u) • K(u), 
and 
(N(w, y),v - g(u)) > O, for all v • K, (2.10) 
which is known as the generalized multivalued strongly nonlinear variational inequality, and 
appears to be a new one. 
CASE II. If g = I, the identity operator, then the problem (2.1) is equivalent to finding u, w, y • 
K(u), such that w • T(u), y • V(u), and 
(N(w, y), v - u) >_ O, for all v • K(u). (2.11) 
Problem (2.11) is due to Noor [44], where the projection method was used to suggest iterative 
algorithms for solving the multivalued quasi-variational inequalities (2.11). For related work, 
see [41,47,68-70]. 
CASE III. If the operators T,g : H ~ H are single-valued N(w,y)  = Tu + A(u), and V - I, the 
identity operator, then problem (2.1) is equivalent to finding u • H such that g(u) • K(u) and 
(Tu + A(u), v - g(u)) >_ O, for all v • K(u),  (2.12) 
which is known as the general strongly nonlinear quasi-variational inequality introduced and 
studied by Noor [39] and Jou and Yao [22] independently. 
CASE IV. For the single-valued operator T : H ~ H,  g - I, N (w,y )  = Tu  4-A(u), and 
K(u)  - K ,  then problem (2.1) is equivalent to finding u E K such that 
(Tu+A(u) ,v -u )>_O,  for all v E K, (2.13) 
which is called the strongly nonlinear variational inequality. Problem (2.13) is mainly and orig- 
inally due to Noor [31,32]. Noor [32] has shown that a wide class of obstacle, unilateral, and 
constrained boundary value problems arising in pure and applied sciences can be studied in 
the general framework of the strongly nonlinear variational inequalities (2.13). Problem (2.13) 
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has been generalized and extended in several directions using different echniques. For the nu- 
merical methods, sensitivity analysis, finite element analysis, applications, and formulations, 
see [12,20,22,33-50] and the references therein. 
CASE V. If K* = {u E H : (u, v / _> 0, for all v e K} is a polar cone of the convex cone K in H, 
then the problem (2.1) is equivalent to finding u E H, w E T(u), and y E V(u) such that 
g(u) e g (u) ,  N(w,y)  E g*(u),  and (N(w,y) ,g(u))  = O. (2.14) 
Problem (2.14) is called the generalized multivalued quasi-complementarity problem and appears 
to be a new one. 
CASE VI. If A - 0, g --- I, the identity operator, K(u) - K,  and T : H --, H is a single-valued 
operator, then problem (2.1) collapses to finding u E K such that 
(Tu, v - u) >_ O, for all v E K, (2.15) 
which is known as the classical variational inequality problem, and is originally due to Stampac- 
chia [67]. For recent applications, generalizations, and numerical techniques, ee, for example, [1- 
70]. 
For appropriate and suitable choices of the operators T, A, g, and the convex set K, one can 
obtain various classes of variational inequalities and complementarity problems as special cases 
from problem (2.1). This clearly shows that the generalized multivalued strongly nonlinear quasi- 
variational inequality (2.1) is the most general and unifying one. Furthermore, may important 
problems arising in structural engineering, optimization, and economics can be studied via the 
quasi-variational inequalities. 
We also note that in many important applications [29], the convex set K(u) has the form 
K(u) = m(u) + K, (2.16) 
where m is a point-to-point mapping from H into itself and K is a closed convex set in H. In 
this case, it is known that 
Pg(u)(v) = PK+m(u)v = re(u) + PK [v -- ra(u)], (2.17) 
where PK is the projection operator on K. 
LEMMA 2.1. Given z E H, u E K satisfy the inequality 
(u - z, v - u) >_ 0, for all v E K,  
if and only if 
U ~ PKZ,  
where PK is the projection of H into K.  Furthermore, PK is nonexpansive, that is, 
[[PKU -- PKV[I < [[u -- vl[, for all u, v e H. 
DEFINITION 2.1. For all ux,u2 E H, the operator N(., .) is said to be strongly monotone and 
Lipschitz continuous with respect o the first argument, if there exist constants a > 0, 3 > 0 
such that 
(N(w, .) - N(w2, "), ul - u2) >_ a[Jul - u2JJ 2, for all Wl e T(Ul), w2 • T(u2), 
Jig(u1, ") - Y(uu, ")[[ _< 31[u1 - u211. 
In a similar way, we can define the strongly monotonicity and Lipschitz continuity of the opera- 
tor N(-,-) with respect o the second argument. 
DEFINIT ION 2 .2 .  The set-valued operator V : H --0 C(H) is said to be M-Lipschitz continuous, 
if there exists a constant ~ > 0 such that 
M(Y(u) ,Y (v ) )<_~l [u -v l l ,  foral lu,  v•g ,  
where C(H) is the family of all nonempty compact subsets of H and M(., .) is the Hausdorff 
metric on C(H). 
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3. EX ISTENCE THEORY 
In this section, we use the projection technique to show that the multivalued quasi-variational 
inequality (2.1) is equivalent to the implicit fixed-point problem. For this purpose, we need the 
following result, which is a generalization of a result of Noor [39]. 
LEMMA 3.1. Let K ( u ) be a closed nonempty convex set in H. Then ( u, w, y) is a solution of(2.1) 
if and only ff (u, w, y) satisfies the relation 
g(u) = VK(u) [g(u) -- p (N(w, y))], 
where p > 0 is a constant and PK(u) is the projection of H into K(u). 
Lemma 3.1 implies that the multivalued quasi-variational inequality (2.1) is equivalent to a 
fixed-point problem. This alternate formulation is very important from both theoretical and 
numerical points of view. This formulation enables us to study the existence of the solution 
of the multivalued quasi-variational inequality (2.1), and to suggest an iterative algorithm for 
solving various classes of quasi-variational inequalities and quasi-complementarity problems. 
In order to prove the existence of a solution of the multivalued quasi-variational inequality (2.1) 
and the convergence analysis of iterative algorithms, we need the following assumption. 
ASSUMPTION 3.1. For all u, v, z E H, the operator PK(u) satisfies the condition 
I IeK¢=)z -- PK¢~)zll <_ "rllu -- vii, (3.1) 
where 7 > 0 is a constant. 
REMARK 3.1. We remark that Assumption 3.1 is true for the special case, K(u) = m(u) + K,  
defined by (2.16). Let the point-to-point m be a Lipschitz continuous with constant v > 0. Then 
from (2.16) and (2.17), for all u, v, z E H, we have 
[ [PK(~)z  - PK(.)zII = lira(u) - re(v) + PK [z - re(u)] - PK [z -- m(v)][[ 
< lira(u) - m(v) l l  + IIPK [z -- re(u)]  - PK  [z - m(v) ] l l  
< 2 l ira(u) - m(v) l l  _< 2ul lu  - vii, 
which implies that Assumption 3.1 holds for 7 = 2v > 0. 
THEOREM 3.1. Let K(u) be a closed convex set in H. Let the operator N be strongly monotone 
with constant ~ > 0 and Lipschitz continuous with constant 1~ > 0 with respect to the first 
argument. Let the operator g : H ~ H be strongly monotone with constant a > 0 and Lipschitz 
continuous with constant ~ > 0. Assume that the operator N(., .)  is Lipechitz continuous with 
constant ~7 > 0 with respect to the second argument and V is M-Lipsehitz continuous with 
constant ~ > O. Let T : H ~ C(H) be a M-Lipschitz continuous with constant # > O. If 
Assumption 3.1 holds and 
P-  o~- (1 - k)r/~] ~/[o~-(1-k)T]~12-(~2.2-n2~2)(2k-k2) 
~-/~ "_- ~'~2 < ~2#2 _ ~72~2 , (3.2) 
a > (1 - k)~r/+ ~/(~2~2 _ }72~2) (2k - k2), (3.3) 
pr/~ < 1 - k, (3.4) 
k = + 2 - + (3.5)  
then there exists a solution u ,w,y  • H such that w • T(u), y • V(u), g(u) • K(u) satisfying 
the general/zed mtdtivalued quasi-variational inequality (2.1). 
PROOF. From Lemma 3.1, we know that the quasi-variational inequality (2.1) is equivalent to 
the fixed-point problem 
F(u) = u - g(u) + PK(u) [g(u) - pN(w, y)]. (3.6) 
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In order to prove the existence of a solution of (2.1), it is sufficient o show that problem (3.6) 
has a fixed point. Thus, for all Ul,U2 E H, ul ~ us, we have 
liE(u1) - F(u2)ll = HUl - us - (g (ul) - g(u2)) + Pg(u,) [g(ul) -- pN(wl, Yl)] 
- Pg(u2) [g(u2) - pN (w2, Ys)] I] 
(3.7) 
< I1~1 - u~ - (g (~1) - g (~) ) l l  + ItP~(~,) [g(~l)  - pg(~l ,  yl)]  
- PK(,,2)[g(u2)- pY (w2, Y2)] I[" 
Now by Assumption 3.1, we have 
IIPK(,,,) [g(ul) -- pY (Wl, Yl)] - PK(,~2) [g(u2) -- pg (w2, Y2)] II 
<_ HPK(uD [g(Ul) -- pN(Wl,Yl)] - PK(u2) [g(ul) -- pN(Wl,Yl)]II 
-4-IIPK(u2) [g(u,) -- pN(wl, Yl)] - PK(~,2)[g(u2) - pN(w2, Y2)] II 
< ~ Ilul - u211 + 119(Ul) - g(u2) - pN(wl,yl) + pN(w2,y2)l[ (3.8) 
-< "r HUl - ~211 + I lul  - u2  - (g (u ,  - g(u2)) l l  
+ I1~ - ~2 - p {N(Wl ,  Yl) - -  N(w2, y l )}H 
+ p HN(ws ,y , )  - N(w2, y~.)lt • 
From (3.7) and (3.8), we have 
l i E (u , )  - F (u2) l l  _< ~' I lu, - u211 + 2 I lu,  - u2  - (g (U l )  - g(u2) ) l l  
+ Ilu~ - u2 - p {N(wl ,  Yl) - -  N(ws, m)}l l  (3.9) 
+ p I I g (w2,  Y l )  - -  N(w2, Y2)II. 
Since g is a strong monotone Lipschitz continuous with respect o the first argument and T is a 
M-Lipschitz continuous operator, so 
I1~1 - us  - p {N(wl ,  Yl) - N (w2,  yx)} l l  ~ 
= I[ul - u2[[ u - 2p <N(Wl, Yl) - N(ws, Yl), Ul  - -  U2) 
(3.10) 
+ p2 I IN (w l ,y l )  - N(~,m) l l  2 < Ilu~ - u2112 - 2po, l lul  - usll 2 
+ pS/~2 {M (T(ul),T(u2))} 2 _< (1 - 2pc + p2~2#s) I lu, - ~2112 
Similarly, 
[[?/,1 -- ?~2 -- (g (U l )  -- g(u2)) l l  2 --< (1 -- 20" -~- (~2) [[~1 -- U2112, (3 .11)  
where a > 0 is the strongly monotonicity constant and ~ > 0 is the Lipschitz constant of g, 
respectively. 
Since N is Lipschitz continuous with respect to the second argument and V is M-Lipschitz 
continuous, we have 
HN(w2,yl)-g(w2,y2)[[ <_7/[[yl-Y2][ <_~IM(V(ul),V(u2)) _< ~/ [ ]u l -  u2[[. (3.12) 
Combining (3.9)-(3.12), we have 
l iE(u1 - f (u2) l l  < {~ + 2 j1  - 20" + ~2 + ~/1 - 2p~ + p~s~ + p~} I1~1 - u211 
< {k + t(p) + pr/~} [[Ul - u2H (3.13) 
= ellUl - u21[, 
where 
e = k + t(p) + p~,  
k = -y -t- 2X/1 - 2a + ~f 2, 
$(p) : X/1 - 2p(~ + p2f~2]~2. 
(3.14) 
From (3.2)-(3.5), it follows that 0 < 1, so the map F(u) defined by (3.6) has a fixed-point 
u,w,y E H satisfying the multivalued quasi-variational inequality (2.1). This completes the 
proof. II 
(3 .15)  
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4. ITERAT IVE  ALGORITHMS 
In this section, we invoke Lemma 3.1 to suggest an iterative algorithm for solving the mul- 
tivalued quasi-variational inequality (2.1) and its various special cases. From Lemma 3.1, we 
conclude that the generalized multivalued quasi-variational inequality (2.1) is equivalent to solv- 
ing the fixed-point problem of the type 
g(u) = PK(u) [g(u) - pN(w, y)], 
which implies that 
from which it follows that 
u = u - g(u) + PK(u) [g(u) - pN(w, y)], 
u = (1 - A)u + )~ {u - g(u) + PK(u)[9(u) - pN(w,y) ]} ,  (4.1) 
where 0 </k < 1 is a parameter and p > 0 is a constant. 
This formulation is used to suggest he following iterative algorithm. 
ALGORITHM 4.1. Assume that T, V : H -* C(H), and N : H x H ~ H, g : H --* H is single- 
valued operator and K(u)  is a closed convex set in H. For given u0, To, Yo E H, let wo E T(uo), 
Yo E Y(uo), g(uo) E K(uo), and 
Ul = (1 - ,k)u0 + A {u0 - g(uo) + Pg(uo) [g(uo) -- pN(wo, Yo)]}. 
Since wo E T(uo), Yo E V(uo), there exist wl E T(ul)  and Yx E V(Ul) such that 
][w0 - wall <- M (T(uo),T(uI)) ,  
[lYo - Ylll < M (V(uo), V(Ul)), 
where M(., .) is the Hausdorffmetric on C(H). Let 
~2 = (1 - ~)~1 + ~ {~1 - g(~i) + P~( . , )  [g(~l) - pg  (w,,  y~)]}. 
Continuing this way, we can obtain the sequences {un}, {w,},  and {Yn} such that 
w. E T(un) : [[wn+l -w . I I  _~ M (T(un+I),T(u.)) ,  
y.  e V(~. ) :  IlY.+I -Y.I I  ~ M(V(un+l) ,V(un)) ,  
u.+~ = (1 - .~)u. + ~ {u.  - g(u.) + PK(~.) [g(u.) - pN (w. ,y . ) I}  , 
(4.2) 
(4.3) 
(4.4) 
for n ---- 0, 1, 2, . . . .  
If T, V : H --* C(H) are multivalued operators and 9 - I, the identity operator, then Algo- 
rithm 4.1 reduces to the following algorithm. 
ALGORITHM 4.2. For given uo E K(uo), wo E K(uo), Yo E K(uo), such that wo E T(uo), 
Yo E V(uo), compute the sequences {u.}, {w.}, and {Yn} from the iterative schemes 
wn E T(un) :  [[wn+l -Wal l  <- M(T(un+I ) ,T (un) ) ,  
Yn E V(un) : [[Yn+l - Ynll < M (V(u,+I),  V(un)) ,  
un+i = (1 - A)un + AP/<(~.) [un - pN(wn, Yn)] , n = O, 1, 2 . . . . .  
We note that ff K(u) = m(u) + K,  where m is a point-to-point mapping and K is a closed convex 
set in H, then Algorithm 4.1 reduces to the following algorithm. 
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ALGORITHM 4.3. For given uo, To, Yo E H, such that wo E T(uo), Y0 E V(uo), g(uo) E K(uo) = 
m(uo) + K, compute the sequences {Un}, {Wn}, and {Yn} from the iterative schemes 
wn E T(u~):  IIw.+~ -w . I I  _< M(T(un+x),T(un)),  
y .  e v (~, . )  : I ly-+a - u . l l  <- M (V(un+l), V(u.)), 
Un+ 1 = (1 - .,k)u,~ + .k {un - 9(un) + m(un) + PK(u,.) [g(un) - pN(wn,yn) - m(un)]}, 
for n = 0 ,1 ,2 , . . . .  
If K(u) = m(u)+K and g = I, the identity operator, then Algorithm 4.1 becomes the following. 
ALGORITHM 4.4. For given u0, w0, Y0 E K(uo) = m(uo) + K, such that wo E T(uo), Yo E V(uo), 
compute the approximate solutions {un}, {wn}, and {Yn} from the iterative schemes 
Wn E T(un) : [[Wn+l --Wn[[ ~_ M (T(un+I),T(un)), 
Yn E V(un): [[Yn+l -YnH <- M (V(un+l),V(un)), 
Un+l = (1 - A)un + A {m(un) + Pg [Un - pN(wn, Yn) - rn(un)]}, n ----- 0, 1, 2 , . . . .  
For appropriate and suitable choices of the operators T, A, g, and the convex set K(u), one can 
obtain a number of known and new iterative algorithms for solving various classes of variational 
inequalities and complementarity problems. 
We now study those conditions under which the approximate solution computed from Algo- 
rithm 4.1 converges to the exact solution of the generalized multivalued quasi-variational inequal- 
ity (2.1). 
THEOREM 4.1. Let the operator N be strongly monotone with constant a > 0 and Lipschitz 
continuous with constant/3 > 0. Let the single-valued operator g : H ~ H be strongly monotone 
with constant a > 0 and Lipschitz continuous with constant 6 > 0. Let the operator N be 
Lipschitz continuous with constant ~ > 0 with respect o the second argument and V : H -* C( H) 
be M-Lipschitz continuous with constant ~ > 0. Let T : H ~ C(H) be a M-Lipschitz continuous 
operator with constant # > 0. g Assumption 3.1 holds and relations (3.2)-(3.5) hold, then there 
exist u, w, y E H, such that w E T(u), y E V(u), g(u) E K(u) satisfying the multivalued quasi- 
variational inequality (2.1) and the sequences {un}, {Wn}, and {Yn} generated by Algorithm 4.1 
converge to u, w, and y strongly in H, respectively. 
PROOF. From Algorithm 4.1, we have 
[[u,-,+l - ',,,11 = (1 - ,X)l lu,,  - u , , - l l l  + ,x I1~',, - u , , _ l  - (g (u , , )  - g (Un_ l )  ) 
+ PK(~.)[g(un) - pN(wn, yn)] - PK(u,_,)[g(un-1) - pN(Wn-l,yn-1)]l [ 
< (1  - A) l lu .  - u , , -x l l  + ,x I lu .  - u , , _x  - (g (u , , )  - g(u , , -~) ) l l  (4 .5 )  
+ A [IPK(u.,) [g(un) - pN(wn,  yn) ]  
- P , , ( , , . _ , )  [e ( , , , , - , )  - pN  ( , , , , , - , ,  u , , - , ) ] l l  • 
Now under Assumption 3.1, we have 
I [PK(~. )  [g (u . )  - -  pN(w.,yn)] - PK(~._,) [g(u._x) - -  pg(w._x,y._~)][[ 
< I ]PK(~. ) [g (u . )  - -  pN(w.,y.)] - PK(~._,)[g(u.) - -  pN(w.,y.)][I 
+ HPK(u . , _ , ) [g (un)  - -  pN(wn,yn) ]  - PK(u . , _ , ) [g (un-1)  - -  pN(w,,-a,y,,-1)]l[ 
<_ 711u. - u . -~ l l  + l ie(u, ,)  - g ( , . , . -~)  - p{N(wn,  y . )  - N (wn-x ,yn)}  
(4.6) 
- p{N(n- l ,yn)  - N(w. , -~ ,Y . -x )} I I  
_< 711u. - u , , - l l l  + I1~,, - Un-1  - -  g ( 'g 'n )  - -  9(un-1) l l  
+ I1~,, - ~,, - p{N(wn,y.) - N(w, - , -1 ,  y, , )}l[  
+ p I IN ( '~ . -~,  y,,) - N (w._ l ,  Y , , - , ) I I  • 
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Combining (3.10)-(3.12), (4.5), and (4.6), we have 
Ilu,~+l - u,,ll <_ (1 - .X)llu,, - u . -x l t  + ,x'yliu,, - ~,~-~11 + 2x I lu- - ~n-1  - -  (g (1$n)  - -  g(u . -0 ) l l  
+ .x Ilun - u , ,  - p{N(w. ,y , , )  - N(w. -1 ,  U,,)}ll + .X~IlY,, - Y, , - l l l  
_< (1 - ~)llu,, - u,,-~ll  + ~7 + 2 ( . , /1  - 2a ~- ~2) + t(p)  + ~ ' l lu , ,  - u , , - l l l  
--  {(1 - ,X) + 0,X} Ilu,, - u, , -xl l ,  by (3.14) 
= {1 - A(1 - 8 )}  (fun - un - l l ( .  
Thus, 
where 
I lU .+l  - u. i I  -< h l lu .  - U. - l l l ,  
h = I -  A(1-  0). 
(4 .? )  
Now from (3.2)-(3.4), we have 0 < 0 < 1. It follows that h < 1. 
Hence from (4.7), we know that the sequence {un} is a Cauchy sequence in H so that there 
exists u • H with un+l --* u. Also from (4.3), we have 
[[N(wn-1, Yn+1) -- N(wn-1, Yn)[[ -< r/[[Yn+l - Yn[[ <- ~?M (V(un+1), V(un) ) <_ r/~[[Un+l - un[[, 
which implies that the sequence {Yn} is also a Cauchy sequence in H, so that there exists y • H 
such that Yn+l --* Y. Now by using the continuity of the operators T, g, PK(u), and Algorithm 4.1, 
we have 
u -- (1 - A)u + A {u - g(u) + PK(u) [g(u) -- pg(w,  y)]}, 
that is, 
g(u) = PK(u) ~(u) - pN(w, y)] • K(u). 
Now we shall prove that y • V(u). In fact, 
d(y, V(u)) < [[y - Yni[ + d (Yn, V(u)) < IlY - Ynl[ + M (V(un), V(u)) 
< IIY - Y"II + (n l lu .  - u]l  ~ 0 ,  as  n ~ oo ,  
where d(y, V(u)) = inf{[[y - zl] : z • V(u)}, we have d(y, V(u)) = O. This implies that y • V(u), 
since V(u) • C(H). By Lemma 3.1, it follows that u,w,y  • H such that w • T(u), y e A(u), 
g(u) E K(u) satisfies the multivalued quasi-variational inequality (2.1), and un --* u, wn --* w, 
Yn --* Y strongly in H, the required result, l 
If K(u) = m(u) + K,  where m is a point-to-point Lipschitz continuous with constant v > 0 
and K is a closed convex set in H in Theorem 4.1, then we have the following result. 
COROLLARY 4.1. Let T, V, A, and g be the same as in Theorem 4.1. Assume that the point-to- 
point mapping m is Lipsctu'tz continuous with constant v > 0 and the relations (3.2)-(3.4) with 
k = 2u + x/1 - 2~ + 6 2 hold. Then problem (2.1) has a solution u, w, y • H such that w • V(u), 
g(u) • K(u) and un --* u, w~ --* w, yn --* y strongly in H, where the sequences {un}, {wn}, and 
{Yn} are generated by Algorithm 4.3. 
5. WIENER-HOPF EQUATIONS TECHNIQUE 
In this section, we introduce a new class of the Wiener-Hopf equations, which are called the gen- 
eralized multivalued implicit Wiener-Hopf equations. Using essentially the projection technique, 
we establish the equivalence between generalized multivalued implicit Wiener-Hopf equations and 
generalized multivalued quasi-variational inequality (2.1). This equivalence is used to suggest a
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number of new iterative methods for solving variational inequalities and related complementar- 
ity problems. These iterative methods are very convenient and are reasonably easy to use for 
the computation as compared with Algorithms 4.1-4.3. Pitonyak, Shi and Shillor [54] have pre- 
sented some numerical examples of solutions to obstacle problems for the membrane and the 
elastic string using a special case of Algorithm 5.1. For continuation and Newton's methods, 
see [57,61,62] and the references therein. 
Related to the generalized multivalued quasi-variational inequality (2.1), we consider the prob- 
lem of generalized multivalued implicit Wiener-Hopf equations. To be more precise, let PK(u) 
be the projection of H onto the convex valued set K(u) and QK(~,) - I - PK(u), where I is the 
identity operator. 
Given T, V : H ---, C(H) multivalued operators and N : H x H ~ H, a single-valued operator, 
we consider the problem of finding z, u, w, y E H such that, w E T(u), y E V(u), and 
N(w, y) + p- lQK(u)Z : O, (5.1) 
where p > 0 is a constant. The equations of the type (5.1) are called the generalized multivalued 
implicit Wiener-Hopf equations. Note that if K(u) =- K,  then problem (5.1) is equivalent to 
finding z ,u ,w,y  E H such that, w E T(u), y E V(u), and 
N(,w, y) + p- lQKz = O, 
which are known as the generalized multivalued Wiener-Hopf equations, introduced and recently 
studied by Noor [40,44]. We remark that if A - 0, g _-- I, the identity operator, K(u) = K,  and 
T : H ~ H is a single-valued operator, then problem (5.1) is equivalent to finding z E H such 
that 
TPKZ + p - lQgz  = 1, 
which are called the Wiener-Hopf (normal maps) equations. The Wiener-Hopf equations were 
introduced and studied by Shi [63,64] and Robinson [56] independently. They established the 
equivalence between the Wiener-Hopf equations and the variational inequalities of the type (2.15). 
Pitonyak, Shi and Shillor [54], and Sellami and Robinson [61,62] used the Wiener-Hopf equations 
technique to develop some efficient numerical methods for solving the variational inequalities 
and complementarity. Pang and Ralph [52], Robinson [59], and Noor [38,45] have studied the 
sensitivity analysis of the variational inequalities and the Wiener-Hopf equations. 
Using Lemma 2.1 and techniques of Shi [63,64] and Noor [30,34,35], we have the following 
result. 
THEOREM 5.1. The generalized multivalued quasi-variational inequality (2.1) has a solution 
u, w, y E H such that, w E T(u), y E V(u), g(u) E K(u), if and only if the generalized multivalued 
implicit Wiener-Hopf equation (5.1)have a solution z, u, w, y E H such that, w E T(u ), y E V ( u), 
where 
g(u) = Pg(~)z (5.2) 
and 
z = g(u) - pY(w, y). (5.3) 
PROOF. Let u,w,y  e H such that, w E T(u), y E V(u), g(u) e K(u) be a solution of (2.1). 
Then by Lemma 2.1 and Lemma 3.1, we have 
g(u) = PK(u) [g(u) - pN(w, y)]. (5.4) 
Using the fact QK(u) -- I - PK(~,) and equation (5.4), we obtain 
QK(u) [g(u) - pN(w, y)] = g(u) - pN(w, y) - Pk(u) [g(u) - pN(w, y)] = -pN(w,  y), 
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from this relation and (5.3), it follows that 
N(w, y) + p- lQK(u)z = O. 
Conversely, let u,z ,w,y  6 H such that, w 6 T(u), y E V(u) be a solution of (5.1), then 
pN(w, y) = -QK(,~)z = PK(u)Z -- z. (5.5) 
Now invoking Lemma 2.1 and (5.5), for all v 6 K(u), we have 
0 < (PK(u)z -- z ,v -- PK(u)z I = p(N(w,y) ,v  - PK(u)z). 
Thus (u,w,y),  where u = g-iPK(u)z, is a solution of (2.1), the required result. 1 
From Theorem 5.1, it is clear that generalized multivalued quasi-variational inequality (2.1) 
and generalized multivalued implicit Wiener-Hopf equations are equivalent. This equivalence 
can be used to suggest a number of iterative algorithms for solving the generalized multivalued 
quasi-variational inequalities. 
I. Equation (5.1) can be written as 
QK(~)z = -pN(w,  y), 
from which it follows that 
z = PK(u)z - pN(w, y) = g(u) - pN(w, y), using (5.2). (5.6) 
This fixed-point formulation enables us to suggest the following iterative algorithm for solving 
the variational inequality (2.1). 
ALGORITHM 5.1. For given zo, uo,wo,Yo 6 H such that wo 6 T(uo), Yo 6 V(uo), compute the 
sequences {zn}, {un}, {Wn}, and {Yn} by the iterative schemes 
u ,  = u ,  - g(u,)  + PK(u.)z,,  (5.7) 
wn 6 T(un): [[wn+l -Wn[[ < M (T(un+I),T(un)),  (5.8) 
y. e V(u.) :  Ily,,+x -y,,ll-< M(V(Un+l ) ,V (u . ) ) ,  (5.9) 
Zn+l = 9(un) - pN (w., Yn), n = 0,1, 2,. . . .  (5.10) 
II. Equation (5.1) may be written as 
QK(.)z = -N(w,y)  + (I - p- i )  QK¢.)z, 
which implies that 
z = PK(u)z - N(w,y)  + (I - p-X) Qg(u)z 
= g(u) - g (w,  y) + ( I  - p-*) Qg(u)z, using (5.2). 
Using this fixed-point formulation, we can suggest the following iterative schemes. 
ALGORITHM 5.2. For given zo, uo,wo, Yo 6 H such that wo 6 T(uo), Yo 6 V(uo), compute the 
approximate solutioas {z.}, {u.}, {w.}, and {Yn} by the iterative schemes 
un = U, -- g(Un) + PK(u.)Z,, 
wn 6 T(un): IIw.+l -w.[[  < M(T(u .+x) ,T (un) ) ,  
v. e V(u.) :  Ily.+i -v. I I  < M(V(un+I ) ,V (u . ) ) ,  
Zn+l = g(Un)  - -  N(wn, Yn) + (I  - p -1) QK(u . )Zn ,  W. = O, 1, 2 , . . . .  
We now study the convergence analysis of Algorithm 5.1 and this is the main motivation of 
our next result. 
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THEOREM 5.2. Let the operator N be strongly monotone with constant ~ > 0 and M-Lipschitz 
continuous with constant ~ > 0 with respect o the first argument. Let the single-valued operator 
g : H ~ H be strongly monotone with constant a > 0 and Lipschitz continuous with constant 
6 > 0. Assume that the operator N is Lipschitz continuous with constant ~ > 0 with respect o 
the second argument and V : H --4 C(H) is M-Lipschitz continuous with constant ~ > 0. Let 
T : H ~ C(H) be M-Lipschitz continuous with constant # > O. g Assumption 3.1 holds and 
the relations (3.2)-(3.5) hold, then there exist z, u, w, y • H, w • T(u), y • V(u) satisfying the 
generaJized multivalued implicit Wiener-Hopf equation (5.1) and the sequences { zn }, { un }, { wn }, 
and {y,~ } generated by Algorithm 5.1 converge to z, u, w, and y strongly in H, respectively. 
PROOF. From Algorithm 5.1, we have 
I IZ.+l  - ~.11 = I Ig(~-)  - g (~- l )  - p {g(~. ,  y . )  - g (~. -1 ,  y~)}  
- p{g(w, -1 ,yn)  - N(w,-1,Ay,~-I)}[[ 
<_ Ilu,, - u, ,_~ - (g(u , , )  - g (u , , -1 ) ) l l  (5 .11)  
+ Ilun - u , -1  - p{N(w, ,y , )  - N(w,-1,y,)}[[  
+ p I[Y(w~-l, y~) - Y(W~-l ,  Y,-1)]I • 
Combining (3.5), (3.10)-(3.12), and (5.11), we have 
[ ,zn+l-  z.[, < {1(k - '7 )+ l~?+x/ l -2aP+/32p2#2}l [un-un-1[ [ .  (5.12) 
From (3.5), (3.11), (5.7), and Assumption 3.1, we obtain 
Ilu,~ - u . -~ l l  _< I1~,. - u , , _ l  - (g (u . )  - g(~. -1 ) ) l l  + HPK( , , . ) z .  - PK( , , , , )z , , -1  [[ 
+ - 
~(k  - '7 ) I lu , ,  -u , , -~ l l  +'711u,, - u , , - l l l  + IIz,, - Z . - l l l ,  < 
2 
which implies that 
1 
I l u .  - U . - l l l  ~ 1 - (1 /2 ) (k  -I- ,7')IIz. - Z . - l l l ,  (5 .13)  
Thus, from (5.12) and (5.13), we have 
< ] (1/2)(k - '7) + p~/+ x/1 - 2pa + p2~2#2 
IIz~+1 Znl[ - ~, 1 - (1 /2 ) (k  + '7 )  
= 011z. - Z . - l l l ,  
where 
l lz .  - z . - , l l  (5 .14)  
{(1/2)(k-'7) + + p2/ 2 ,2} 
8= 
(1 - (1 /2 ) (k  + '7)) 
Using (3.2)-(3.4), we see that 0 < 1, and consequently, from (5.14), it follows that {z,} is a 
Cauchy sequence in H, that is, Z,+z ~ z E H as n ~ oo. From (5.13), we know that {u,} is also 
a Cauchy sequence in H, that is, Un+z --* u e H as n --* c~. From (3.12), it follows that {y,} is 
also a Cauchy sequence in H, that is, Y,+I ~ Y as n -~ oo. 
Using the continuity of the operators T, A, g, V, Pg(u), and Algorithm 5.1, we have 
z = g(u) - pN(w, y) = Pg(u)z - pN(w, y) E H. 
From the technique of Theorem 4.1, one can easily show that y E V(u). Invoking Theorem 5.1, 
we see that z, u, w, y e H such that, w e T(u) and y • V(u) are the solutions of the general- 
ized multivalued implicit Wiener-Hopf equation (5.1), and consequently, zn+z --* z, Un+l -* u, 
Un+l --* w, and yn+l --* Y strongly in H. This completes the proof. | 
If A -- 0, g = I, the identity operator, K(u) = K and T : H ~ H is a single-valued operator; 
then from Theorem 5.2, we have the following result. 
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COROLLARY 5.1. Let T : H --, H be a strongly monotone with constant ~ > 0 and Lipschitz 
continuous with constant ~ > 0. / f  0 < p < 25 /~ 2, then there exists z E H satisfying the 
Wiener-Hopf equations 
TPI¢ + p - lQKz  = O, 
and the sequence {zn} generated by the iterative schemes 
u ,  = PN, zn, 
Zn+l = un - -  pTun, n = 0,1, 2 , . . . ,  
converges to z strongly in H. 
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