Abstract. We establish stability of random absolutely continuous invariant measures (acims) for cocycles of random Lasota-Yorke maps under a variety of perturbations. Our family of random maps need not be close to a fixed map; thus, our results can handle very general driving mechanisms. We consider (i) perturbations via convolutions, (ii) perturbations arising from finite-rank transfer operator approximation schemes and (iii) static perturbations, perturbing to a nearby cocycle of Lasota-Yorke maps. The former two results provide a rigorous framework for the numerical approximation of random acims using a Fourier-based approach and Ulam's method, respectively; we also demonstrate the efficacy of these schemes.
Introduction
Random (or forced) dynamical systems are invaluable models of systems exhibiting time dependence. Even though, for us, the terms random and forced are interchangeable, we use exclusively the term random dynamical systems (rds). These systems arise naturally in situations with time-dependent forcing, as well as being a natural model for systems in which some neglected or ill-understood phenomena lead to uncertainty in the evolution. One particular motivation concerns transport phenomena, such as oceanic and atmospheric flow. Although randomness appears in the title, this work covers a variety of situations, ranging from deterministic forcing-for example when the driving depends only on the time of the day-to independent identically distributed noise. The results of this paper deal with very general driving systems: the conditions on the base dynamics are that it should be stationary (i.e. have an invariant probability measure), ergodic and invertible; in particular, no mixing properties are needed.
The predecessor works [FLQ10, FLQ, GQ] provide a unified framework for the study of random absolutely continuous invariant measures, exponential decay of correlations and coherent structures in random dynamical systems. The abstract results therein, called semi-invertible Oseledets theorems, show a dynamically meaningful way of splitting Banach spaces arising from the study of associated transfer operators into subspaces with specific growth rates. Such results have applications in the context of random, nonautonomous or time-dependent systems, provided there are some good statistics for the time-dependence and a quasi-compactness type property holds. The references above provide explicit applications in the setting of random compositions of piecewise smooth expanding maps.
Having demonstrated the existence of a splitting, it is natural to ask about its stability under different types of perturbations. This is known to be a very difficult problem in general, even in finite dimensions, where positive results [You86, LY91] rely on absolute continuity and uniformity of the perturbations. In the infinite-dimensional case, research has focused on transfer operators, and Perron-Frobenius operators in particular. Considering a single map T with expanding or hyperbolic properties, the transfer operator is quasi-compact in the right Banach space setup, and one can ask about the stability of eigenprojections of the transfer operator with respect to perturbations. As the transfer operators typically preserve a non-negative cone, by the Ruelle-Perron-Frobenius theorem, there is an eigenvalue of largest magnitude, which is positive. In the PerronFrobenius case, this eigenvalue is 1, and the corresponding eigenprojection(s) represent invariant densities of the generating map T .
Numerical methods for approximating invariant densities rely on stability of the density under particular perturbations; those induced by the numerical method. A very common perturbation is Ulam's method, a relatively crude, but in practice extremely effective, approach. Positive stability results in a variety of settings include [BIS95, Fro95, DZ96, BK97, Mur97, KMY98, Fro99, Mur10] . A mechanism causing instability is described in [Kel82] . Ulam's method can also be used to estimate other non-essential spectral values [Fro97, BK98, BH99, Fro07] . Stability under convolution-type perturbations is treated in [BY93, AV] , and [BKL02, DL08] consider static perturbations, as well as of convolutiontype. A seminal paper in this area is [KL99] , which provides a rather general template for stability results for single maps.
Despite the considerable volume of results in the autonomous setting, only a few results are known about stability of Oseledets splittings in the non-autonomous situation [BKS96, Bal97, Bog00] . Each of these results concerns stability of Oseledets splittings for small random perturbations of a fixed expanding map; thus these results concern stability of non-random eigenprojections of a fixed unperturbed transfer operator.
In contrast, we begin with a random dynamical system that possesses a (random) splitting, and demonstrate stability of this random splitting under perturbations. Our techniques handle convolution-type perturbations (the random map experiences integrated noise), static perturbations (the random map is perturbed to another random map), and finite-rank perturbations (stability under numerical schemes). This paper deals with stability of the top space of the splitting. In particular, our results answer a question raised by Buzzi in [Buz99] about stability of random acims for Lasota-Yorke maps. Stability under other types of perturbations relevant for applications and numerical studies, such as Ulam and Fourier-based schemes are also be treated with our method.
The approach we take is modeled on results of Keller and Liverani [KL99] and adapted to the random setting. We point out that although their results may be applied directly to some random perturbations of a single system, they yield information about expectation of the random process only. In contrast, ours yields information about almost all possible realizations.
Baladi and Gouëzel [BG09] introduced a relevant functional analytic setup for quasicompactness of single transfer operators. This followed other setups [BKL02, GL06, BT07, DL08] . In the present work we rely on the constructions from [BG09] because the results of [GQ] allow one to show the existence of Oseledets splittings in that setting, a fact that is heavily exploited in our approach.
1.1. Statement of the main results. A random dynamical system consists of base dynamics (a measure-preserving map σ of a probability space Ω) and a family of linear maps L ω from a Banach space X to itself (in our applications these are the PerronFrobenius operators of piecewise expanding maps, T ω , of the circle). The results address stability of the dominant Oseledets subspace of the random dynamical system when the linear maps are perturbed (leaving the base dynamics unchanged). We consider three classes of perturbation:
(A) Ulam-type perturbation. For a fixed k, we define perturbed operators L k,ω to be E k •L ω , where E k is the conditional expectation operator with respect to the partition into intervals of length 1/k.
(B) Convolution-type perturbation. Given a family of densities (Q k ) on the circle, we define perturbed , equipped with the product of uniform measures and letΩ = Ω × Ξ andσ be the product of σ on the Ω coordinate and the shift on the Ξ coordinate. Then defining T k,(ω,ξ) (x) = T ω (x) + ξ/k gives a family of perturbed maps (with the common base dynamics beingΩ). The unperturbed dynamics (T ω ) can, of course, also be seen as being driven byΩ. Notice that this is not the same thing as the perturbation obtained by convolving with a uniform Q. In the static case, the results obtained would give a result that holds for compositions of L ω,ξ for almost every ω and almost every sequence of perturbations ξ, whereas a result for the convolution perturbation would give a result that holds for the expectation of these operators obtained by integrating over the ξ variables. The convolution type perturbations are also known in the physics literature as annealed systems, while the static perturbations are quenched systems. Below we outline the main application results of this paper. We refer the reader to §3 for definitions, and to Theorems 3.7, 3.11 and 3.12 for the precise statements.
Theorem A: (Stability under Ulam discretization). Let L be a random Lasota-Yorke map satisfying the conditions of §3.1. Let {L k } k∈N be the sequence of Ulam discretizations of L, corresponding to uniform partitions of the domain into k bins. Assume L satisfies good Lasota-Yorke inequalities (see §3.2 for the precise meaning). Then, for each sufficiently large k, L k has a unique random acim. Let {F k } k∈N be the sequence of random acims for L k . Then, lim k→∞ F k = F fibrewise in L 1 1 . Theorem B: (Stability under convolutions). Let L be a random Lasota-Yorke map satisfying the conditions of §3.1. Assume L satisfies good Lasota-Yorke inequalities (see §3.3 for the precise meaning). Let {L k } k∈N be a family of perturbations, arising from convolution with positive kernels Q k , such that lim k→∞ Q k (x)|x| dx = 0 2 . Then, for sufficiently large k, L k has a unique random acim. Let us call it F k . Then, lim k→∞ F k = F fibrewise in L 1 1 . Theorem C: (Stability under static perturbations). Let L be a random Lasota-Yorke map satisfying the conditions of §3.1. Let {L k } k∈N be a family of random Lasota-Yorke maps over the same base as L, satisfying the conditions of §3.1, with the same bounds as L. Assume that there exists a sequence {ρ k } k>0 with lim k→∞ ρ k = 0 such that for P-a.e. ω ∈ Ω, d LY (T k,ω , T ω ) ≤ ρ k , where d LY is a metric on the space of Lasota-Yorke maps. Furthermore, suppose that either (i) {T ω } ω∈Ω satisfies a generalized no-periodic turning points condition (see §3.4 for full details); or (ii) The expansion is sufficiently strong (µ γ > 2, where µ is a lower bound on |DT ω (x)|, and 0 < γ ≤ 1 is the Hölder exponent of DT ω ), and T ω depends continuously on ω. Then, for every sufficiently large k, L k has a unique random acim. Let {F k } k∈N be the sequence of random acims for L k . Then, lim k→∞ F k = F fibrewise in L 1 1 .
1.2. Structure of the paper. The paper is organized as follows. An abstract stability result, Theorem 2.11, is presented in §2, after introducing the underlying setup. Examples are provided in §3. They include perturbations arising from finite-rank discretization schemes, perturbations by convolution, and static perturbations of random Lasota-Yorke maps. The theoretical results are illustrated with a numerical example in §3.5. Section 4 contains proofs of the technical results.
A stability Result
2.1. Preliminaries. In this section, we introduce some notation.
Definition 2.1. A strongly measurable separable random linear system with ergodic and invertible base, or for short a random dynamical system, is a tuple
is an invertible and ergodic P-preserving transformation, X is a separable Banach space, L(X) denotes the set of bounded linear maps of X, and L : Ω → L(X) is a strongly measurable map. We use the notation
, where κ * , the index of compactness, and λ * , the maximal Lyapunov exponent, are defined as the following P-almost everywhere constant limits:
where A ic(X) denotes the measure of non-compactness A ic(X) := inf{r > 0 : A(B X ) can be covered by finitely many balls of radius r}, and B X denotes the unit ball in X.
The Lyapunov spectrum at ω ∈ Ω is the set Λ(R(ω)) :
Definition 2.3. A function f : Ω → R is called tempered with respect to σ, or simply tempered if σ is clear from the context, if for P-almost every ω, lim n→±∞
Remark 2.4. It is straightforward to check that f is tempered if and only if for every > 0, there exists a measurable function g : Ω → R + such that f (σ n ω) ≤ g(ω)e |n| . Furthermore, g may be chosen to be tempered. Indeed, one may replace g byg(ω) := inf n∈Z g(σ n ω)e |n| . Also, lim sup n→±∞ 1 |n| log |g(σ n ω)| ≤ . A consequence of Tanny's theorem presented in [GQ, Lemma C.3] , states that either g is tempered or lim sup n→±∞ 1 |n| log |g(σ n ω)| = ∞ for P-a.e. ω ∈ Ω. Therefore, the previous paragraph shows thatg is tempered.
We will rely on the following statement, which extends the work of Lian and Lu [LL10] by providing the existence of an Oseledets splitting in the context of non-invertible operators.
Theorem 2.5. [GQ, Theorem 2.10] Let R = (Ω, F, P, σ, X, L) be a quasi-compact strongly measurable separable linear random dynamical system with ergodic invertible base such that log + L dP < ∞. Let λ * = λ 1 > · · · > λ l > κ * be the (at most countably many) exceptional Lyapunov exponents of R, and m 1 , . . . , m l ∈ N the corresponding multiplicities (or in the case l = ∞, λ 1 > λ 2 > . . . with m 1 , m 2 , . . . the multiplicities).
Then, up to P-null sets, there exists a unique, measurable, equivariant splitting of X into closed subspaces,
* and the norms of the projections associated to the splitting are tempered with respect to σ.
Remark 2.6. The notation used for projections associated to the splitting are as follows. Π j,ω will denote the projection onto
has an Oseledets splitting. Equivalently, one may also say that R splits, or splits with respect to X if the choice of Banach space needs to be emphasized.
We conclude by making the following notational convention.
Convention. Throughout the paper, C # denotes various constants that depend only on parameters t, t , p, γ. The value of C # may change from one appearance to the next.
2.2.
Setting. Let (Y, |·|), (X, · ) be Banach spaces, with a compact embedding X → Y , and a continuous embedding Y → L 1 (Leb). Consider splittable random linear dynamical systems R = (Ω, F, P, σ, X, L) and R k = (Ω, F, P, σ, X, L k ), k ≥ 1, with a common ergodic invertible base σ : Ω , and satisfying the following: (H0) log + L dP < ∞ and for every k ∈ N, log + L k dP < ∞. Furthermore, for every k ∈ N, f ∈ X and P-a.e. ω ∈ Ω, L k,ω and L ω preserve the cone of non-negative functions, and satisfy
Remark 2.8. In all the examples of this paper, condition (H0) is clearly satisfied. Thus, we will henceforth assume it holds and use it wherever needed.
(H1) There exist a constant B > 0 and a measurable α : Ω → R + with κ := log α(ω) dP(ω) < 0, such that for every f ∈ X, k ∈ N and P-a.e. ω ∈ Ω,
(1)
A version of the following statement was used by Buzzi [Buz00] , and is also derived in [GQ, Lemma C.5]: Condition (H1) is implied by the following more practical condition. (H1') {log L k,ω } k∈N is dominated by a P-integrable function, and there exist measurable functionsα,B : Ω → R + with logα(ω) dP(ω) < 0, such that for every f ∈ X, k ∈ N and P-a.e. ω ∈ Ω,
Furthermore, κ in (1) may be chosen arbitrarily close to logα(ω) dP(ω).
is well defined and C is tempered with respect to σ.
We conclude this section with the following lemma, which provides a temperedness condition analogous to that of (H2), but with respect to the strong norm. It will be used in bootstrapping arguments in the examples of §3.
Lemma 2.10. Suppose conditions (H1) and (H2) hold.
is well defined for P-a.e. ω ∈ Ω, and C is tempered with respect to σ. In particular, λ k,1 ≤ 0 for every k ∈ N. Furthermore, if (H0) holds and if there exists f ∈ X with f dm = 0, then for every k ∈ N, λ k,1 = 0, where
ω denotes the product α ω · α σω . . . α σ l−1 ω when l > 0, and 1 when l = 0. Let κ = log α dP < 0, and let 0 < < −κ. Then, there exists a tempered function A such that for every l ≥ 0 and P-a.e. ω ∈ Ω, α
(κ+ /2)l ≤ A(ω). Since C from (H2) is tempered, Remark 2.4 shows there exists a tempered function
where C (ω) := A(ω) 1 + BD(ω)e /(1 − e κ+ ) . Since A and D are tempered, C is tempered, as claimed. The second part of the lemma is immediate.
2.3. Stability of random acims. For each n ∈ N and G :
has a non-negative fixed point, then one can in fact choose it to be fibrewise normalized in L 1 (Leb). In a slight abuse of notation, we call any such fixed point
The main result of this section is the following.
Theorem 2.11. Suppose R and R k , k ≥ 1 are strongly measurable separable linear random dynamical systems with a common ergodic invertible base satisfying conditions (H0)-(H3). Assume 1 ∈ X 3 . Assume that R splits (i.e. has an Oseledets splitting) with respect to |·| and dim E 1 = 1. Then, R has a unique random acim, F . For sufficiently large k, there is a unique random acim for R k , which is denoted by
Proof. We divide the argument into three steps.
(I). If dim E 1 = 1, then there is an attractive random acim.
Recall that Lemma 2.10 ensures λ 1 = 0. Let λ 2 < 0 be the second Lyapunov exponent of R
4
. Let f ω ∈ E 1 (ω) be such that f ω dm = 1. This normalization condition is possible, because X 0 := {f ∈ X : f dm = 0} is the Oseledets complement to the top Oseledets space
for P-a.e. ω ∈ Ω. This follows from condition (H0). In particular, if g ∈ X is such that g dm = 0, then Π 1,ω (g) dm = g dm = 0. Thus, Π 1,σ −n ω (1) = 0 for every n ∈ N and P-a.e. ω ∈ Ω.
Let
Temperedness of Π >1 , coming from Theorem 2.5, shows there is a measurable functionD(ω) such that h n ≤D(ω)e n . Combining, with the above, one gets
By linearity of L (n)
σ −n ω 1, E 1 (ω) = 0, where d X denotes the distance with respect to the norm on X, · . Also, the normalization condition on f ω ensures that lim n→∞ L (n) σ −n ω 1 = f ω in X, for P-a.e. ω ∈ Ω. In particular, f ω is non-negative, as X is continuously embedded in L 1 by assumption. Thus F = lim n→∞ L n 1 (fibrewise limit in X) is a random acim for L. Measurability follows from measurability of E 1 (ω), guaranteed by Theorem 2.5. (II). For sufficiently large k, R k has a unique random acim.
Lemma 2.10 yields λ k,1 = 0 for every k. Thus, Remark 2.9 ensures R k is quasicompact and Theorem 2.5 shows that R k splits with respect to X for every k ∈ N. Let f ∈ X. Then,
is the complementary Oseledets space to E 1 (ω). Thus, [GQ, Lemma 2.13(1)] ensures 3 The conclusions remain valid if the condition 1 ∈ X is replaced by the existence of a non-zero, non-negative element in X. 4 In case 0 is the only exceptional Lyapunov exponent for R, we let λ 2 = κ, where κ is as in (H1).
that for each > 0 there is a measurable function D (ω) such that
We let A, C be the tempered functions from the proof of Lemma 2.10. Thus, we have
Substituting into (3), we get
whereC is such that for every l ∈ Z,
where D = D max(1,C), and A = max(A, 1 1−e λ 2 +3 ), where we assume is such that λ 2 + 3 < 0.
Now suppose also f dm = 0. Then, the assumptions on R show that there exists N = N (ω) such that for every n ≥ N , |L
|f |. Combining with (6), we get that there existsÑ
for every f ∈ E k,1 (ω) with f dm = 0. Now, suppose for a contradiction that d k,1 := dim E k,1 > 1 (recall that dim E k,1 is P almost everywhere constant). We can find a constant MÑ k such that the set
has positive P-measure. 5 Let us observe that the intersection is non-empty by the choice of M J k and M A .
Then, by Birkhoff's ergodic theorem, for each > 0 there is a subset G k ⊂ G k of full P-measure in G k , such that for each ω ∈ G k , there exists N 0 = N 0 (ω) such that for every n ≥ N 0 , there exists a sequence 0 = n 0 < n 1 < n 2 < . . . n l ≤ n, with l ≥
, such that (i) for every 0 ≤ j ≤ l, σ n j ω ∈ G k , and (ii) for every 0 ≤ j < l, n j+1 − n j ≥Ñ k . TheÑ k in the denominator comes from condition (ii), as we may have to choose one out of eachÑ k visits to G k to ensure this, in the worst-case scenario. Let ω ∈ G k , and f ∈ E k,1 (ω) be such that f dm = 0 and |f | = 1. Using (7) at times n 1 , . . . , n l , we get that |L
, this contradicts the fact that λ k,1 = 0, because [FS, Theorem 3.3] shows that P-almost surely, lim inf n→∞
. That is, the Lyapunov exponents of f with respect to strong and weak norms coincide.
Therefore, dim(E k,1 ) = 1 for every sufficiently large k. Existence and uniqueness of a random acim for R k follow from the previous step. (III). Fibrewise convergence of random acims.
For each sufficiently large k, let F k be the unique random acim guaranteed by the previous step. Let
We keep the notation as above. Starting from Equation (4) and arguing as in the previous step, we get
where K := max n∈N ne (λ 2 + )n + 1 . Thus, whenever ω, σ
Since P(G) > 0, we may choose G ⊂ G with P(G ) > 0 such that for every ω ∈ G , there exists an infinite sequence (n j ) such that σ −n j ω ∈ G, by the Poincaré recurrence theorem. Recalling that lim k→∞ τ k = 0, (8) shows that for every ω ∈ G , lim k→∞ |R k,n j ,ω | = 0, uniformly in j.
Furthermore, as we showed in steps (I) and (II), L (n) σ −n ω 1 converges to f ω as n → ∞ and for sufficiently large k, L (n) k,σ −n ω 1 converges to f k,ω . Hence, all the following limits exist (in | · |) and
Therefore, for every ω ∈ G , lim k→∞ |f ω − f k,ω | = lim k→∞ lim j→∞ |R k,n j ,ω | = 0. Since the set of ω for which lim k→∞ f k,ω = f ω is σ-invariant, ergodicity of σ yields fibrewise convergence for P-a.e. ω ∈ Ω, as claimed.
Examples
The first subsection, §3.1, is devoted to introducing the setting of random Lasota-Yorke maps. As the hypotheses of the stability theorem of §2 do not hold in the classical setting of functions of bounded variation, the alternative norms used, as well as some relevant properties thereof, are presented.
Three applications of the stability theorem in the context of random Lasota-Yorke maps are presented in sections §3.2- §3.4. These correspond to Ulam approximations, perturbations with additional randomness that arise by taking convolution with nonnegative kernels, and static perturbations, respectively. In §3.5, we illustrate the results with a numerical example.
3.1. Setting: Random (non-autonomous) Lasota-Yorke maps. For 0 < γ ≤ 1, let LY γ be the space of finite-branched piecewise C 1+γ expanding maps of the interval. For each T ∈ LY γ , let β T is the number of branches of T , and {I T i } 1≤i≤β T the continuity intervals of T and DT . We recall the definition of the metric d LY on the space of random Lasota-Yorke maps LY 1+γ used in [GQ] 6
. Let S, T ∈ LY 1+γ . Let the branches for S
where d H denotes Hausdorff distance. We endow LY 1+γ with the corresponding Borel σ-algebra B LY . Remark 3.2. A random Lasota-Yorke map can be made into a random dynamical system by fixing a separable Banach space X on which transfer operators L ω associated to T (ω) =: T ω are bounded linear maps.
Let T be a random Lasota-Yorke map. Also, assume there exist uniform bounds β, D, µ as follows (M1) β ω ≤ β, where β ω is the cardinality of the partition of I = {I 1,ω , . . . , I βω,ω } into domains of differentiability of
Furthermore, assume T enjoys Buzzi's random covering condition [Buz99] . That is, assume that for every non-trivial interval J ⊂ I and P-a.e. ω ∈ Ω, there exists some n ∈ N such that T (n) ω (J) = I (mod 0). This ensures dim(E 1 ) = 1 [Buz99] , as required by Theorem 2.11. Let us call F the unique random acim of T .
Next, let us observe that conditions (M1)-(M3) above yield, for each N ∈ N, a LasotaYorke inequality for the norms BV, L 1 of the form:
For convenience, the γ dependence of the distance does not explicitly appear in the notation. We think of γ as fixed.
for P-a.e. ω ∈ Ω. Furthermore, the work of Rychlik [Ryc83] shows that if N is sufficiently large (depending on the constants from (M1)-(M3)), one can ensure log α N (ω) dP < 0. We will assume the above holds for N = 1, and discuss the necessary modifications needed to cover the case N > 1 separately in each subsection. That is, we assume for P-a.e. ω ∈ Ω, (10)
with log α(ω) dP < 0. Also, since L ω preserves the non-negative cone and f = L ω f dm, then L (n) ω 1 ≤ 1 for P-a.e. ω ∈ Ω and n ∈ N. Thus, Lemma 2.10 ensures sup n∈N L (n) σ −n ω BV is tempered with respect to σ. Further,
It follows from [GQ, §3] , which in turn builds on [BG09] , that there exist t, p ∈ R, with 0 < t < 
where F denotes the Fourier transform, and m t (ζ) :
The specific choice of parameters p and t depends on the random map. In general, p > 1 may need to be chosen arbitrarily close to 1. Also, 0 < t < 1 p is a smoothness parameter, and it can not be larger than the smoothness of the (derivative of the) maps.
It was also shown in [GQ, §3] that there are constantsÑ ∈ N,αÑ (ω),BÑ (ω) > 0 such that for every f ∈ H t p , and P-a.e. ω ∈ Ω, (12)
is tempered with respect to σ. Finally, we fix our attention on yet another pair of norms, which will be the pair for which we use the results of §2. This choice is motivated by the necessity of a splitting for T with respect to the weak norm, coming from Theorem 2.11. Let t and p be as above, and let 0 < t < t, be sufficiently close to t so that T splits with respect to H t p (by the same argument as above).
The H 
for every f ∈ X, and P-a.e. ω ∈ Ω, with logαÑ (ω) dP < 0.
As above, we will assume the above holds forÑ = 1, and discuss the caseÑ > 1 separately in each section.
We conclude this section with the following remark, which will allow us to work interchangeably on either (H f :
where φ j (x) = e 2πijx and a j := 1 0
Convention. For the remainder of the section, whenever · and | · | appear, they stand for · H t p and · H t p , respectively. In particular, whenever the hypotheses of Theorem 2.11 are verified, it is meant with respect to this pair of norms.
We will make use of the following approximation lemma, whose proof is deferred until §4.1.
3.2. The Ulam scheme. For each k ∈ N, let P k = {B 1 , . . . , B k } be a partition of I into k subintervals of uniform length, called bins. Let E k be given by the formula
where m denotes normalized Lebesgue measure on I. Let L k be defined as follows. For each ω ∈ Ω, L k,ω := E k L ω . This is the well-known Ulam discretization [Ula60] , in the context of non-autonomous systems. It provides a way of approximating the transfer operator L with a sequence of (fibrewise) finite-rank operators L k , each taking values on functions that are constant on each bin.
It is well known that E k is a contraction in L p . For H t p norms, we are not aware of any similar results in the literature. Here we establish the following, which may be of independent interest. Lemma 3.6. Let p > 1 and let 0 < t < 1/p. There exists a constant C # such that E k f ≤ C # f for all k ≥ 1 and all f ∈ H t p 7 . 7 We remind the reader that C # may depend on parameters p, t, and that · denotes · H t p throughout this section.
The proof of Lemma 3.6 is deferred until §4.2. We can therefore obtain a uniform inequality like (1), provided the expansion of T ω is sufficiently strong.
Theorem 3.7. Let L be a non-autonomous Lasota-Yorke map, as defined in §3.1. For each k ∈ N, let L k be the sequence of Ulam discretizations, corresponding to the partition
Assume L satisfies the Lasota-Yorke inequalities (10) and (2) with α andα such that log α(ω) dP < 0 and log C # + logα(ω) dP < 0, where C # = sup k∈N |E k |, guaranteed to be finite by Lemma 3.6 8 . Then, for each sufficiently large k, L k has a unique random acim. Let {F k } k∈N be the sequence of random acims for L k . Then, lim k→∞ F k = F fibrewise in | · |.
Proof. We will verify the assumptions of Theorem 2.11. (H0) is immediate. The assumptions combined with Lemma 3.6 ensure that (H1') holds as well. Condition (H2) follows exactly as in the bootstrapping argument in §3.1.
The last condition to check in order for Theorem 2.11 to apply is (H3), which follows from the next proposition.
Proposition 3.8. There exists a sequence {τ k } k>0 with lim k→∞ τ k = 0 such that
be the diameter of the partition elements of P k . Let f ∈ H t p , and for each > 0, let f as in (14). For each k ∈ N, we have
We will bound each term separately. The fact that
f follows from Lemma 3.5 and Remark 3.3, after recalling that |E k | is bounded independently of k, by Lemma 3.6. Now we estimate (U 1). Let I i,ω } 1≤i≤βω be the partition of I into domains of differentiability of T ω , Q i,ω = T ω (I i,ω ), and ξ i,ω := T ω | I i,ω −1 . Then, the transfer operator L ω is given by the following expression,
This is the sum of at most β ω terms of the form 1 J g, where J ⊂ I is an interval, and g = f • ξ i,ω · |Dξ i,ω | for some i ∈ N, ω ∈ Ω. Furthermore, when f ∈ C γ , each such g is also C γ , and g C γ ≤ C f C γ , where C depends on the random map T , but not on f . In this case, L ω f may be rewritten as
s is the sum of at most 2β ω step functions, with jumps of size at most
To estimate the first term, we rely on the following lemma, whose proof is deferred until §4.3.
8 If the contraction condition of Theorem 3.7 requires taking either N > 1 in (9) and/orÑ > 1 in (12), the conclusions remain valid provided the projection E k is taken after max{N,Ñ } compositions.
Lemma 3.9. Let g ∈ C γ , with t < min{γ,
The previous lemma, combined with the bound on f C γ implied by (15), immediately yields
For the second term, we note that
s is a step function with at most 2β ω steps with non-zero value. Also, the change of variables formula shows that for each interval J ⊂ I, one has |1 J | ≤ C # m(J)
where the last inequality follows once again from (15).
Combining (17), (18) and (19) into (16), we get
where β is the uniform bound on number of branches of T ω , coming from (M1). Choosing the infimum such that
(min(γ,
3.3. Convolution-type perturbations. In this section we make use of the equivalent norm on H We consider perturbations of non-autonomous maps that arise from convolution with non-negative kernels Q k ∈ L 1 (m), with Q k dm = 1. They give rise to transfer operators as follows.
They model at least two interesting types of perturbations:
(1) Small iid noise. In this case,
], represents the distribution of the noise, which is added after applying the corresponding map T ω . See e.g. [Bal00, §3.3] for details.
(2) Cesàro averages of Fourier series. In this case, Q k is the Fejér kernel Q k (x) = sin(πkx) 2 k sin(πx) 2 , and
2πijx is the truncated Fourier series of f . Remark 3.10. We point out that the Galerkin projection on Fourier modes, corresponding to truncation of Fourier series, is obtained from convolution with Dirichlet kernels, which are not positive. Although a convergence result in this case remains open, the numerical behavior appears to be good as well. This is illustrated in §3.5.
Theorem 3.11. Let L be a non-autonomous Lasota-Yorke map, as defined in §3.1, satisfying logα dP < 0. Let {L k } k∈N be a family of random perturbations, as in (21), such that lim k→∞ Q k (x)|x| dx = 0
9
. Then, for sufficiently large k, L k has a unique random acim. Let us call it F k . Then, lim k→∞ F k = F fibrewise in | · |.
Proof. We will show that conditions (H0)-(H3) of Theorem 2.11 are satisfied. (H0) is clear.
Recall from e.g. [Kat76, §I.2] that L p is a homogeneous Banach space. That is, for every τ ∈ T, f τ p = f p , and lim τ →0 f τ − f p = 0, where f τ (x) := f (x − τ ). Hence, it follows from definition (13) and the fact thatf τ (j) = e −2πiτ jf (j) that H t p (T) is a homogeneous Banach space. Thus,
This yields (H1') and (H2).
In view of Remark 3.3, (H3) may be checked as follows. Let f be as in (14). For each non-negative Q ∈ L 1 (m), with Q dm = 1, we have
The first term is bounded as |I − Q| · |f − f |, which is controlled by Lemma 3.5. To control the second term, we consider the map f → (I − Q) * f as a Fourier multiplier. We want to compare the weak norm of (I − Q) * f = j e − (1+(2πj) 2 ) (1 −Q(j))f (j)φ j with the strong norm of f . That is we want to compare the L p norm of
This is clearly a Fourier multiplier on L p . We estimate its norm via Lemma 4.1. The variation of the coefficients (c j ) is overestimated by their 1 norm. This is estimated as
We can choose J so that the second term is at most δ/(3C p ) where C p is the constant in Lemma 4.1, so that it then suffices to force max |j|≤J |1 −Q(j)| ≤ δ/(3C p (2|J| + 1)).
Notice that for j ≤ J, |1 −Q(j)| = |
Q(x)|x| dx. Hence, for sufficiently small values of Q(x)|x| dx, we obtain the required estimate, |(I − Q) * f | ≤ δ f .
Static perturbations.
In this section, we establish the following application of Theorem 2.11. Theorem 3.12. Let T be a non-autonomous Lasota-Yorke map, as defined in §3.1. For each k ∈ N, let {T k } k∈N be a family of random Lasota-Yorke maps with the same base as T , satisfying (M1)-(M3), with the same bounds as T . Assume that there exists a sequence {ρ k } k>0 with lim k→∞ ρ k = 0 such that for P-a.e.
Let L, L k be the corresponding Perron-Frobenius operators associated to T and T k .
Then, there exist a constant A T , independent of n, and a measurable function B T ,n (ω) such that for every sufficiently large k ∈ N, and P-a.e. ω ∈ Ω,
, and let N be such that logα N dP < 0
10
. Furthermore, suppose that either (i) ess inf ω∈Ω,0≤l<j≤N min 1≤i,i ≤β |T where {a 1,ω , . . . , a β,ω } are the endpoints of the monotonicity partition of T ω ; or (ii) (Ω, F) is a compact topological space equipped with its Borel σ-algebra, the map T : Ω → LY 1+γ is continuous, and µ γ > 2, where µ is as in (M3), and γ ≤ 1 is the Hölder exponent of DT ω . Then, for every sufficiently large k, L k has a unique random acim. Let {F k } k∈N be the sequence of random acims for
Proof. We will show that there exists n ∈ N such that T (n) and T (n) k satisfy the hypotheses of Theorem 2.11, with n = N in case (i).
(H0) is easy to verify for T (n) and T (n)
k . Condition (H2) (with respect to | · | H t p ) will follow via Lemma 2.10, exactly as explained in the bootstrapping argument of §3.1, once (H1') is established (this will be the last step of this proof). Condition (H3) follows from the next proposition.
Proposition 3.13. Assume that there exists a sequence {ρ k } k>0 as in the statement of Theorem 3.12. Then, for each n ∈ N, there exists a sequence {τ k } k>0 with lim k→∞ τ k = 0 such that sup
Proof of Proposition 3.13. We will establish the claim for n = 1. The general case of fixed n > 1 follows immediately from the identity
, and the fact that ess sup ω∈Ω, k∈N, 0≤j<n L Throughout the proof, functions are regarded as being defined on the circle, T, via the identification of Remark 3.4. We start with the following.
Claim 3.14. Let g ∈ C 2 , and suppose S, T ∈ LY satisfy the uniform bounds
The proof of this claim follows from [GQ, §3] , given the uniformity assumptions for T, S.
Let f ∈ H t p , > 0, and let f be defined as in (14). Recalling (15) and Lemma 3.5 from §3.1.1, we get:
where C is an upper bound on {|L ω |} ω∈Ω , C( ) comes from (15), and C 1 comes from Claim 3.14. Choosing the infimum such that
provides τ k as desired, concluding the proof of the proposition.
The rest of the proof is concerned with verifying condition (H1'). We will show the following.
Proposition 3.15. Let T and {T k } k∈N be as in Theorem 3.12. Then:
In case (i), there exist a constant A T and a measurable function B T ,N (ω) such that for every sufficiently large k ∈ N, and P-a.e. ω ∈ Ω, we have
This yields (H1') for T (N ) and {T (N ) k } k∈N . In case (ii), there exist constants A T , independent of n, and B T ,n such that for every sufficiently large k ∈ N, every n ∈ N, and P-a.e. ω ∈ Ω, we have
In particular, if µ γ > 2, one may choose p > 1 sufficiently close to 1 and t < min{γ, 1 p } sufficiently close to γ, such that if n is sufficiently large, (H1') holds for T (n) and {T
In order to demonstrate this, we shall make use of a characterization of H t p , due to Strichartz [Str67] . 
and the limit is in L p .
The proof of Proposition 3.15 relies on the following claim, whose proof is deferred until §4.4.
where the intersection multiplicity of a collection C of subsets of a set is given by max x∈ C #{C ∈ C : x ∈ C}.
Proof of Proposition 3.15.
(Although the intervals I i and inverse branches ξ i depend on ω and n, we do not write this dependence explicitly, unless needed.) Using changes of variables and the inequality (
The proof is concluded by letting A T = C 1 p T and
We extend the previous argument to the perturbed random map. The main difference arises from the fact that the monotonicity partition for T ω . There will always be admissible intervals, which can be matched to corresponding ones in the monotonicity partition for T (N )
ω . There may also be non-admissible ones, which may appear when T (j−l) σ l ω a i,σ l ω = a i ,σ j ω for some i, i , j, l ∈ N, ω ∈ Ω. This is exactly as in the case of a single map (see [Bal00, §3.3] ). We point out that admissibility and non-admissibility depends on the reference map T k,ω , δ(k, ω, N ), is close to δ(ω, N ) for sufficiently large k. Thus, the argument from the previous step remains applicable for T k , for sufficiently large k. Noting also that C e (T (N ) k,ω ) ≤ β N yields (24). Now we deal with condition (ii). First, for each ω and n ∈ N, there exists δ(ω, n) > 0 such that if d LY (T σ j ω , S j ) <δ(ω, n) for each 0 ≤ j < n, and the maps S j satisfy (M1)-(M3) with the same constants as T , then for every non-admissible element η of the monotonicity partition of S (n) := S n−1 • · · · • S 0 with respect to T (n) ω , one has that η ⊂ η ∪ η , for some η , η elements of the monotonicity partition of T (n) ω . That is, all non-admissible intervals for S (n) are small compared to elements of the monotonicity partition of T (n) ω . The upshot of this is that, even though a group of up to 2 n branches may arise near each endpoint of the monotonicity partition of T (n) ω from the perturbation, these groups will remain separated from each other if the perturbation is sufficiently small, depending on T Let ρ = min 1≤i≤Mδ (T ω i , n)/2. Then, if d LY (T ω , T k,ω ) < ρ, one can follow the argument of the previous step, to obtain a Lasota-Yorke inequality for T (n) k,ω , with the main difference being that now more branches of T (n) k,ω may intersect the support of each η m,r , where r is chosen so that at most two branches of T (n)
k,ω , with respect to T (n) ω j , for some 1 ≤ j ≤ M . Thus, by the previous paragraph, for sufficiently large r, #Γ k r ≤ 2 n 4r, where the factor 4r is as in #Γ r of the previous step. This difference contributes a factor of 2 np on the right-hand side of (29). Making use of the fact that C e (T (N )
3.5. Numerical examples. In this section we provide a brief demonstration that the stability results of §3.2 and §3.3 can be used to rigorously approximate random invariant densities.
Let Ω be a circle of unit circumference let the driving system σ : Ω be a rigid rotation by angle α = 1/ √ 2. For x ∈ Ω considered to be a point in [0, 1), we define a random map as: (30)
ω ≤ x < ω + 1/3; −3(x − ω) + 1 − 2.9(x − ω − 1/3)(x − ω − 2/3), ω + 1/3 ≤ x < ω + 2/3; 7/3(x − ω − 2/3) + 2ω/9, ω + 2/3 ≤ x < ω + 1.
. Graphs of T ω for three different ω are shown in Figure 1 .
The graphs T ω rotate with ω and one of three branches is also translated up/down with ω. The minimum slope of {T ω } ω∈Ω is bounded below by 2. We employ the Ulam scheme with k = 1000 (1000 equal subintervals) and a Fejér kernel with k = 100 (100 Fourier modes). In the Ulam case, we use the well-known formula for the Ulam matrix to construct a matrix representation of The following auxiliary result will be used in the proof. The content of this lemma is illustrated in Figure 3 . . In order to demonstrate this, we shall make use of a theorem of Strichartz [Str67] . Proof of Lemma 3.6. We shall use the notation A B to indicate that the quantity A is bounded by a constant multiple of the quantity B, where the constant is independent of k and any function to which the inequality is being applied.
Let k be fixed (although we ensure that all bounds that we give are independent of k). For x ∈ [0, 1), let j(x) denote the index of the interval to which x belongs. That is j(x) = kx .
We have E k f p ≤ f p so it suffices to show that S t (E k f ) p S t f p . We let H r f (x) be the outer integrand in S t f (x), that is The desired bound then follows from (36) and (37).
4.3. Proof of Lemma 3.9. Let g ∈ C γ and t < min(γ, 1/p). We will show that (E k − 1)g H t p ≤ C # g C γ k t−γ . We use the Strichartz equivalent characterization of H t p of Theorem 4.4 again. Let x ∈ [0, 1] be at a distance s from one of the endpoints of the partition of the interval into subintervals of length 1/k. Let g ∈ C γ and let h = E k g − g. We check that |h|(z) ≤ g γ k −γ for all z. 
Using the uniform bound on h, we have 
Since the L p norm of each part is of the form C # g C γ k t−γ , the desired result is obtained.
