INTRODUCTION
The Pasadena office of the U.S. Geological Survey (USGS), together with the Caltech Seismological Laboratory, operates a nenvork of more than 350 remote seismometers in southern California called the Southern California Seismic Nerwork (SCSN). SCSN is part of TriNet, a cooperati\re project between the USGS. Caltech, and the California Division of Mines and Geology (CDMG). The TriNet project is halfway completed and is upgrading the existing network to digital, adding new stations, and developing real-time and earthquake-alert capabilities. Signals from the SCSN sites are telemetered to a central processing locarion at the Caltech Seismological Lab in Pasadena. Computers that detect and record thousands of earthquakes each year continuously monitor these signals. Phase arrival times for these events are picked by analysts and are archived along with digital seismograms. Data acquisition, processing, and archiving are achieved using the Catech/USGS Seismic Processing (CUSP) sysrem (Dollar, 1989) . These data have been compiled into the SCSN Catalog of Earthquakes, a List beginning in 1932 that currently contains more than 356,300 events. Waveform? phase, and catalog data are archived by the Southern California Earthquake Center Data Center (SCEC-DC). This data set is critical to the evaluation of earthquake hazards in California and to the advancement of geoscience as a whole.
This and previous SCSN Bulletins are intended to serve several purposes, the most important of which is to make network data more accessible to current and users. The Bulletins also document important details of Nerwork operauon so that researchers can use the data with a full understanding of the process by which they are collected.
NEW STATIONS
The list of fifteen new stations added through 31 December 1999 is in Table 1 . A list of all currently operatingTriiet stations (all three TriNet agencies) may be found a t http:// www.trinet.org/trinetrnap/trinetrnap.htrnl, and a list of currently operating SCSNITriNer stations only is at http:// www.tn'net.org/stalist.htmL Figure 1 shows the locations of all the current SCSN analog and digital stations. The "ST2" type instruments are Streckheisen STS-2 broadband seismometers with an FBA-23; h e "SQU" types are Guralp CMG-40T instruments with the FBA-23: and the "EPI" types are Guralp CMG4OT instruments with Episensor strong-motion instruments.
DISCONTINUED STATIONS
Five stations were discontinued in 1999. The removal dates are shown in Table 2 . Some were removed because they were replaced with digital instruments at nearby sites.
PROCESSING STATUS OF NETWORK DATA
The processing starus for each month of the catalog since rhe advent of digital recording is described in Table 3 . Events for monrhs marked P (preliminary) have been located but have not yet run the gauntlet of qualiry-checking, adjustment and checking of magnitudes, and rearchiving necessary to become final (F with shading). For monrhs marked PNK (pinked), l a s e events (-M 3.0) have only been crudely timed on a fav stations, while smaller events are absent. The event information was recorded on pink index cards, thus they are called "pinkedn until the data have been completely located and checked for qualir).. The 1977 and 1979 events occurred before the current seismic processing sysrem was in place. and these data are still in the process of being handentered into the computer. The early 1980's gaps exist because of the abundant Mammoth events during that time. A period in 1980-1 981 has actually been timed and digital seismograms are available, but the "pinked" version is still used for research requiring rhe best magnitudes or completeness estimates for large events. Several monrhs in 1992-1994 (from the Joshua TreeILanders sequence) and 1996 (from 
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PREDlGlTAL RECORDING-COMPLETE FOR M 2 3.0 For the following discussion, southern California has been divided into eleven subregions (Figure 4 ). These regions are arbitrary but useful for discussing characteristics of seismicity in a manageable context. Figure 5 summarizes Table 4 .
Else here in the region, closer to the southern end of the Salton Sea, there were seven significant events or swarms during the year. as summarized in Table 5 .
Swarms are common in these areas since they are in the Brawley Seismic Zone. which connects the north end of the Imperial Fault with the south end of the San Andreas Fault at Bombay Beach.
South San Jacinto -Region 2
Most of the acdvity in this region was from a swarm near Ocotillo early in the year. This is a common area for swarms.
Outside the Ocotillo area, there was an M4.2 (Figure 3 , #lo) chat rattled the area near Anza on 19 July and was felt in Temecula and Palm Springs. Salton Ciry experienced an M 3.5 on 10 August and a small six-hour swarm on 3 O a ober that produced quire a few felt events as summarized in Table 6 . A Figure 6 .1999 magnitude 3.0t earthquakes. Includes earthquakes disussed in the "Earthquake Highlights" section and labeled towns for reference. San Diego-Region 4
There were no significant events to report in this region.
Los Angeles-Region 5
Numerous small events were felt in the Los Angela area, and a few other events occurred along the nearby coast. O n 22 
North Elsinore-Region 6
San BernardinolSouth Mojave-Region 7
This region most of the earthquakes in southern California in 1999, including the M,,, 7.1 Hector Mine earthquake in the Mojave Desert on 16 October. That earthquake is discussed in a separate section in this report. There were continuing afrershocks of the Joshua Tree1 LandsrsIBig Bear sequence; the most notable ones are listed in Table 7 .
A lone M 3.9 occurred on the Garlock Fault on 1 July near Mojave and was felc in Tehachapi. In the San Bernardino and surrounding area there were several felr earthquakes. O n 21 Aprii an M 3.9 near Mr. San Gorgonio was felc in Riverside and San Bernardino. 27 July brought an M3.1 near Devore Creek chat was felt in the area. It was &en relatively quiet until December, when rhere was an M 3.9 on the 13th near Yucaipa and an M3.3 on the 30th
near San Bernardino on the San Jacinto Fault.
A little further west in Fonrana rhere were also several felt events throughout the year. There was an M3.6 on 30 January. an M 2.6 on 1 February, an M 3.1 in rhe same place on 23 October, and another M 3.1 on 1 December.
North Mojave-Region 8
There were aftershocks in the southern parc of chis region from the 16 Ocrober Hector Mine earthquaie. See the separate secdon in this report for a discussion of that earthquake sequence.
South Sierra Nevada-Region 9
An M 4.4 (Figure 3 , #Y) hit on 1 1 July near the town of Lake Isabella. It was followed by an M 3.7, an M 3.4, and thirteen M 2.0+ ahershocks. This was the beginning of a swarm chat continued into August with another felt M3.2 on 15
August.
A Coso swarm produced activiv in the second half of January. and then another swarm took place near Coso Junction rhar started on 12 September and lasted chrough about the 22nd. An M3.6 on 15 September was the largest event in the swarm. (Figure 3, #7, f8) 3.7 6/3
There was also an M4.0 on 26 October near Olancha which was both preceded and followed by several smaller events in September and October. 
Kern County-Region 10

OCTOBER 1999 HECTOR M I N E EARTHQUAKE
The M, 7.1 Hector Mine, California earrhquate occurred z 9 4 6 G M T on 10/16/1999 (Figure 7 ) . The event callsa minimal damage because it was located in a remote, sparsel; Wesnousky, 1986). Most of the faul ts in the ECSZ have low slip rates and long repeat times for major earthquakes, on the order of several thousands to tens of thousands of ~e a n . The occurrence of the Hector Mine earthquake within seven years and only about 30 km east of the 1992 M, 7.3 Landers earrhquake suggests that the closely spaced surface faults in the ECSZ are mechanically related.
The Hector Mine evenr involved rupture on two previously mapped fault zones-the Bullion Fault and an unnamed. more nonherly-trending fault thar is informally referred to in this paper as the Lavic Lake Faulr (Dibblee, 1966 (Dibblee, , 1967a . Traces of the Bullion Faulr exhibit evidence of Holocene displacement and were zoned as active in 1988 under California's Alquist-Priolo Earrhquake Faulr Zoning Acr (Harr and Bryant, 1997) . The patrern of ru p ture along more than one named fault was also observed from the 1992 Landers earthquake (Hauksson et aL, 1993; Sieh et al., 1993) .
Much of the fault zone that produced the Hecror Mine earthquake had been buried by relatively young stream deposits. and the fiult scarps in bedrock have a subdued morphology. It appears chat chese faults have not experienced significant offset for perhaps 10,000 years or more (Hart, 1987) . Planned future investigations will refine the age of the last evenr on these faults. The porrion of the Lavic Lake Faulc rhac ruptured between rhe northern end of the Bullion Mountains and Lavic Lake had nor previously been mapped. However, our field investigations have identified ancient, subdued fault scarps along portions of the 1999 rupture zone in this area. It thus appears thar the entire segment of the Lavic Lake Fault that was involved in the 1999 event had ruptured in the past As is r y p i d for most faults wirhin the eastern California shear zone, the rate of movement along the Lavic Lake Fault may be quire slow (< 1 mm/ yr) and should produce earthquakes only infrequendy. This event is a reminder rhar in areas with low-slip-rate Faults, it is erroneous to consider such faults as inactive solely because they have not produced an earrhquake during Holocene time.
Additionally, the Hector Mine earthquake is noteworthy for a couple of other reasons. First, it clearly produced triggered seismicity over much of southern California, from che rupture zone toward the south-southwest in particular. Second, the event may provide new data and insight into recently developed paradigms concerning earrhquake interaaions and che role of staric s u e s changes.
Questions such as rhese will, of course, be the subject of extensive detailed analyses in years ro come. Fortunately, the Hector Mine sequence will provide one of the best dam sets obtained to date for a significant earthquake in the United Stares. Because it occurred when major upgrades to both the regional seismic network (TriNet) and the regional geodetic ncnvok (SCIGN) were well underway, the Earth science community will have abundant high-qualiry data with which to explore the important and interesring questions thar have been raised.
Note: This summary was prepared by Susan Hough of rhe USGS Pasadena ofice with compiled information from the scienrisrs at the USGS, SCEC. and CDMG.
NETWORK PROJECT NOTES Staff Changes
There have been a number of staff changes during the last year. Jim Mori lefr the office in late January to rake a professorship at Kyoto University in Japan. W~t h his departure, Lucy Jones rook over as Scientist-in-Charge of the Pasadena office. In late 1999 two addidonal sraff members were added to our team. Alan Yong is on a student conuact and will be helping wich Network issues. Jocelyn Davies will be doing administrative and orher support duties.
Ned Field, from the University of Southern California, was hired as a geophysicisr to fill the position left empty by Jim Mori's deparrure. He began working in the office in February.
Outreach and Education Program
A more formal Ouueach and Education program was iniriaced in 1999 with Lisa Wald as the program manager. The program will encompass Web site development and management, as well as other activities relating to public ourreach, with an emphasis on K-12 educaaon.
The focus in 2000 will be on redesigning the Pasadena office Web site and parricipating as a member of the Earthquake Hazards Program Web Team with the creation of an Earthquake Hazards Program Web site. Also, a workshop will be conducted to instruct teachers how to reach rheir students about earrhquakes using hands-on activiues.
WEB NOTES Pasadena Office Web Site
As mentioned previously, the Pasadena office Web site will be redesigned this year. The goal is to integrate the overall look of the Web site with the new Earthquake Hazard Program Web site that is under development. The Menlo Park and Pasadena Webmasten will be working together to coordinate both their sites with the new Hazards Program Web site. 
I
The Squid Server, or Web Servers, Earthquakes, and the Slashdot Effect
Introduction
The Internet is becoming the medium of choice for dissemination of earthquake information to the public As a result, the USGS Pasadena office Web server is subject to tremendous surges in uaffic volume any time an earthquake is t felt in southern California. This phenomenon is akin to the I "Slashdot effect n , which is named for the ~opular "News for Nerds" Web sire at slashdot.org. Their readership numbers in the hundreds of thousands, and any site mentioned on Slashdot experiences a sudden, huge surge of traffic that lasts for several days. The Slashdot effect has brought down many 1 servers. This is very similar to our experience following the 16 October 1999 Hector Mine earrhquake. The server was completely overwhelmed within fifteen minutes of the event and was rendered unresponsive by the flood of traffic. This experience prompted our efforts to find ways to increase our Web server capacity. Figure 8 gives a more detailed look at the period immediately following the Hector Mine earthquake. Note that the hit race begins increasing immediately and increased by almost three orders of magnitude within ten minutes. The peak hit rate of 67lsec was reached at about fifceen minutes after the went. During the peak traffic periods, the server was essentially unresponsive. The average data rate during peak periods was about 4 ~Mblsec. A rough estimate based on che relationship between the hit rate and the data rate indicates that the peak data rate was probably around 7 Mbls.
The server was at that time on a 10 Mblsec link to the 100 bib Catech nerwork, so its Erherner was e~sentiall~sat-urated. In addition, the server's CPU was 100% busy. Since the server was saturated, it is likely that the actual number of requests received was higher than that recorded in the logs. The logs record only requests that were serviced, so we really do not know how many requests were lost that morning.
Increasing Web S e m &parity
In the afiermath of the Hector Mine event, we began look-I ing for ways to increase our Web server capacity. Afier some research, three options presented themselves:
I. Off-site hosring with a commercial Web hosting service 2. Setting up mulriple mirrored servers with an addresstranslation front-end 3. A reverseproxy server to distribute hits to multiple servers Option One:
The first option came from a suggestion that an off-site provider might be willing to host some of our pages on their servers. They have a global nerwork of servers that is capable of handing very large traffic loads. The downside of this is due to the nature of the information we are serving. The most popular pages requested after an earthquake are the A Figure 8 , Web traffic summary on the ehzsouth server after the 16
October M,7.1 Hector Mine earthquake. The peak hit rate was reached at about fifteen minutes after the earthquake. This was before the front-end Squid server was added.
Community Internet Intensity Map, the ShakeMap, and the Map of Recent Earthquakes. These are all necessarily dynamic pages. The Community Internet Intensity Map is updated at five-minute incervals after an event. The other rwo maps are updated after every significant earthquake. During a major sequence, this can translate into updates every two to five minutes. This would make it very difficult to propagate updated versions of the maps to an off-site provider in real time. Because of this difficulty, this option was shelved.
Option Two:
The second option was to set up several servers on the locd LAN, each with a hill copy of the Web pages, and a Coyote Point Equalizer as a front end to distribute requests to the servers. In this scenario, it would still be necessary to propagate updated files to the various servers, but this would not be as big a problem as in the first option, as the servers would all be on the local USGS LAN. The major downside of this option is the $4,000 cost of the base-model Equalizer product, plus the cost of setting up additional Web servers.
Option Three:
The third option was suggested by an article from Web Techniques titled "Load Balancing Your Web Site: Practical Approaches for Distributing HITI' Tr&cn (Engelschall, 1998) . In this article, the author discusses several approaches to distributing load to a Web site, finishing with a discussion of using Apache as a reverse-proxy server. The idea is to use a stripped-down Apache server to intercept incoming http requests and then to dole them out to a farm of back-end servers which actually serve up the data. By not having to do any disk 110. rhe fronr-end server can be made to run very fasr.
This was the option that we finally decided to uy. 
The Design Goal
At the time, a design goal was set of increasing our Web server capacity by an order of magnitude. This was chosen because che current server was able to half-fill its 10 Mblsec Ethernet connection after Hector Mine. The Caltech network runs at 100 Mb fiom our building to the Gigabit campus backbone. Ifour improved server could fill the 100 Mb link, it would be doing about as much as it could without requiring major revisions in the USGS connection to the Caltech network
A Fourth Option Presents Itself
While searching the Internet for ~ractical information and experiences in setting up an Apache reverse-proxy server, we encountered scores of people who advised thar, while this option works well, a caching reverse-proxy known as Squid was a superior choice. sq"id is primarily intended to be a proxy server for ISP's and other networks to use as a way of speeding up access to popular Web sites for users on their local networks. It works by intercepting outbound hctp requests and then caching the files that come back from the remote servers. It can then serve repeated requests for the same pages locally, thus providing faster service. Reading the Squid documentation revealed that it has what is called an hrrp-accelerator mode. This is essentially a reverse-proxy mode with caching. In this, a Squid is set up to receive all incoming requests for Web senice. It forwards the requests to one or more back-end servers, and it caches the data returned so that it can use it to service future requests. It caches data boch in memory and on disk, and it can serve requests much faster than a conventional http server.
From Pie-in-the-sRy to Proof-of concept As a test, we set up a Squid server. It is an AMD K6-21400 PC with 384 Mb of RAM and a 9 Gb fast-wide SCSI disk It is running FreeBSD 3.3 and Squid 2.2-Stable4. Th' 1s was set up to be a front end for the USGS Pasadena Web server.
Testing was done using a set of seven Sun workstations running the Apache Benchmark program. Each workstation was instructed to request a set of six files berween 100 and 10,000 dmes. In this manner, we were able to subject the Squid server to 350,000400.000 hits per hour for six hours in order to simulate a sustained load about rwice as large as che Hector Mine peak and ten times the average load experienced on 16 October. The server performed well. '2 maximum hit rate of 367lsec was achieved in this round of testing. The data rate reported by the cache manager was about 64 Mblsec, which is beyond the 40 Mblsec we had hoped for. This was possible due to setting the FastEthernet interface to run full duplex, which raises the practical saturacion limit to around 80-90 Mblsec. The Squid server was observed co be CPU-bound at this level of tr&c. indicating that we had reached the limit of its abiliry to handle packets. Still, the server was responsive at all dmes during this test.
The Squid server went live on 23 November. On 30 November, there were two earrhquakes, magnitude 3.2 and A Figure 9 . Web traffic summary on the Squid server after the 7 December M3.9 Los Angeles earthquake. This is after the front-end Squid server was added. The hit rate is a factor of 10 higher than the main server (see Figura 10).
3.1, about fifteen minutes apart, centered under West L A The first event was at 10:27 PST, and the Web server experienced a t r a c spike within ten minutes. During the day. che server normally experiences a hit rate of about 0 . 4 1~~. During this traffic spike, it jumped to 19.8lsec. The Squid server handled this traffic easily. At the same t i e , other servers in the Seismo Lab were slowed to a crawl. The spike in traffic was brief, but even at peak activity our server was responsive at all times.
O n 7 December, there was an M 3.9 earthquake centered about 50 krn (30 miles) southeast of Los Angeles, near densely populated areas of Orange County and Riverside. This event occurred at 1358 PST. and the hit rare on the server was increasing within two minutes. Figure 9 shows the hit rate reported by the internal cache manager in the Squid server. Note that the hit rate went from O.5lsec to 1 jlsec within two minutes of the earthquake and peaked at just under 321sec at about fifteen minutes. The peak rate was about half that recorded afier Hector Mine. During this time, the Squid server was responsive.
The daily graph for activity on the back-end Web server (Fi,pre 10) shows that the peak acrivity is berween 14:OO and 1500, when the server processed 7,682 hits. A look at the comparable report for the Squid server shows chat during this same time it handled 58,449 hits, which is almost a fictor of 10 difference. This correlates well with the Squid server's internal statistics, which indicate that ir has about a 90% hit rate for cached items. This indicates chat the load on che main server has been reduced considerably. Figure 10 . Web trafiic summary on the ehzsouth server after the 7 December M 3.9 Los Angeles earthquake (accesses x 1,000). This is after the front-end Squid server was added. The Squid server considerably reduced the load on the main server.
Conclusion
we will be much better able to handle the rraffic generated by the next big earthquake in Los Angeles. Ea 
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