We establish a connection between the function space BMO and the theory of quasiconformal mappings on spaces of homogeneous type X := (X, ρ, µ). The connection is that the logarithm of the generalised Jacobian of an η-quasisymmetric mapping f : X → X is always in BMO( X).
Introduction and Statement of Main Results
In this paper, we establish a connection between the function space BMO and the theory of quasiconformal mappings in an abstract and general setting, namely spaces of homogeneous type (X, ρ, µ). The connection is that the logarithm of the generalised Jacobian of an η-quasisymmetric mapping f : X → X is always in BMO(X). This generalises a result of H.M. Reimann from the setting of Euclidean spaces R n . Reimann proved in [Rei74, Theorem 1] that the logarithm of the Jacobian determinant of a quasiconformal mapping f : R n → R n is always in BMO(R n ). This paper has four main components: (1) show that the logarithm of a reverse-Hölder weight on a space of homogeneous type is in BMO (see Theorem 1.1 below),
(2) generalise Reimann's Theorem 1 to metric measure spaces (Theorem 1.2), (3) generalise Reimann's Theorem 1 to spaces of homogeneous type (Theorem 1.3), and (4) construct a large class of spaces of homogeneous type to which our Theorem 1.3 applies (Theorem 1.4). We describe these components in more detail below.
BMO is the space of functions of bounded mean oscillation. A locally integrable real-valued function is in BMO(R n ) if its mean oscillation over all cubes in R n is uniformly bounded (Definition 2.1). The function space BMO was first introduced by F. John, in his studies on rotation and strain in solid objects, in 1961 [Joh61] . Since then, BMO has been used in many different contexts. BMO also plays a key role in interpolation theorems used to establish the boundedness of operators on L p (R n ), which in turn has applications in partial differential equations. Please refer to [CS06] , [FS72] , [Gar81] , [JN61] , [Ste93] and the references therein for properties and more applications of BMO.
While conformal maps take infinitesimal circles to circles, quasiconformal maps take infinitesimal circles to ellipses of uniformly bounded eccentricity (Definition 2.2). Roughly speaking, at small scales, quasiconformal maps can only distort shapes by a bounded amount. Quasiconformal mappings were introduced by Grötzsch (1928) and named by Ahlfors (1935) . Quasiconformal mappings found applications in various contexts, especially in complex analysis. Please refer to [Ahl06] for more details of quasiconformal mappings.
A space of homogeneous type is defined to be a triple (X, ρ, µ), where X is a set, ρ is a quasimetric on X, and µ is a doubling measure on X (Definition 2.5). Space of homogeneous type were introduced by Coifman and Weiss in 1971 [CW71] . Meyer wrote: "... the action takes place today on spaces of homogeneous type.No group structure is available, the Fourier transform is missing, but a version of harmonic analysis is still present. Indeed the geometry is conducting the analysis" [DH09] .
Our first main result is an extension of a wellknown result in R n . It is about a general reverse-Hölder weight w on a space of homogeneous type (X, ρ, µ). We show that its logarithm is in BMO. We state this result as Theorem 1.1 below.
Theorem 1.1. (Reverse-Hölder weights and BMO) Suppose (X, ρ, µ) is a space of homogeneous type. Suppose also that the measure µ is Borel regular. Let w be a weight on X such that w ∈ RH q (X, ρ, µ) for some q ∈ (1, ∞). Then log w ∈ BMO(X, ρ, µ).
Proof. The proof of Theorem 1.1 is composed of five main steps, which are outlined below. As usual, (X, ρ, µ) is a space of homogeneous type. Here the function classes RH q (X), RH D t q (X), A p (X), A D p (X), BMO(X) and BMO D (X) are all defined in terms of the quasimetric ρ on X. We could write for example RH q (X, ρ, µ), but for brevity we have chosen not to do so.
1. Develop a version (Theorem 3.1) of the Calderón-Zygmund decomposition on X in terms of dyadic cubes.
2. Let {D t : t = 1, 2, . . . , T } be a collection of adjacent systems of dyadic cubes in X (see Definition 2.14, Theorem 2.15). Show that if w ∈ RH q (X) for some q ∈ (1, ∞), then w ∈ RH D t q (X) for each t ∈ {1, . . . , T }. (See Lemma 3.7.)
3. Let D denote any fixed system of dyadic cubes. Show that if w ∈ RH D q (X) for some q ∈ (1, ∞), then w ∈ A D p (X) for some p ∈ (1, ∞). (See Theorem 3.8.)
4. Let D denote any fixed system of dyadic cubes. Show that if w ∈ A D p (X) for some p ∈ (1, ∞), then log w ∈ BMO D (X). (See Theorem 3.9.) 5. Since BMO(X) = ∩ T t=1 BMO D t (X) (see [HK12, Proposition 7 .16 ]), conclude that log w ∈ BMO(X).
Step 1 is done in Section 3.1, Theorem 3.1.
Step 2 is done in Section 3.3, Lemma 3.7.
Step 3 is done in Section 3.4, Theorem 3.8.
Step 4 is done in Section 3.5, Theorem 3.9.
Step 5 is straightforward. Let {D t : t = 1, 2, . . . , T } be a collection of adjacent system of dyadic cubes of X, as in Definition 2.14. By Theorem 2.15, such a collection exists. Fix t ∈ {1, . . . , T }. From Step 4 we obtain log w ∈ BMO D t (X). Since this is true for all t = 1, 2, . . . , T , we conclude that log w ∈ T t=1 BMO D t (X). By Proposition 7.16 in [HK12] , log w ∈ BMO(X) with log w BMO ≤ C T t=1 log w BMO D t , where C > 0 depends only on X and µ. This together with the proofs given below of the results in Steps 1-4 completes the proof of Theorem 1.1.
A metric measure space is defined to be a triple (X, d, µ), where X is a set, d is a metric on X, and µ is a doubling measure on X. Note that every metric measure space is a space of homogeneous type. With Theorem 1.1 in hand, we will be able to proceed with our main purpose, which is generalising Reimann's Theorem 1. This is done by applying Theorem 1.1 to specific weights, namely the generalised Jacobians J f and J f . Our second main result is stated in Theorem 1.2. We generalise Reimann's result from functions f : R n → R n to functions f : (X, d, µ) → (X, d, µ), where (X, d, µ) is a metric measure space satisfying certain conditions. As the analogue of quasiconformality we use η-quasisymmetry. As the analogue of the Jacobian determinant J f , we use the generalised Jacobian J f with respect to (w.r.t.) the metric d, defined in equation (2.16).
Theorem 1.2. (Reimann's Theorem 1 generalised to (X, d, µ)) Suppose (X, d, µ) is a metric measure space such that (i) µ is a locally finite Borel-regular measure with dense support, (ii) X is rectifiably connected, (iii) X is locally compact, (iv) X is α-regular for some α > 1, (v) X admits a weak (1, p)-Poincaré inequality for some p ∈ [1, α), and (vi) the boundary of every ball B in X has µ-measure 0: µ(∂ B) = 0. Let f be an η-quasisymmetric mapping of (X, d, µ) onto itself. Let J f be the generalised Jacobian determinant of f w.r.t. the metric d. Then J f exists and is finite for µ-a.e. x, and log J f ∈ BMO(X, d, µ).
In fact, property (vi) is not as strong as it looks. This is because for all x ∈ X and for ma.e. r ∈ (0, ∞), we can show that µ(∂ B(x, r)) = 0 (see Proposition 4.10). Here m denotes the Lebesgue measure. See Remark 5.3 for more details. The same remark applies for properties (d) and (g) of Theorem 1.3 and property (vi) of Theorem 1.4 below.
Proof. Here the function classes BMO(X) and RH q (X) are all defined in terms of the metric d on X. We could write for example BMO(X, d, µ), but for brevity we have chosen not to do so. We will show that J f is a weight that satisfies the hypothesis of Theorem 1.1. Specifically, J f is a reverse-Hölder weight. This leads to log J f ∈ BMO(X). The proof of Theorem 1.2 is composed of four steps, which are outlined below.
1. Show that J f (x) exists and is finite for µ-a.e. x ∈ X. (See Theorem 5.2.) 2. Show that J f is measurable. (See Lemma 5.5.) This is necessary to prove the next step.
3.
Show that J f ∈ RH q (X). (See Theorem 5.7.) 4. Using Theorem 1.1, conclude that log J f ∈ BMO(X).
Step 1 is done in Section 5.1, Lemma 5.2.
Step 2 is done in Section 5.2, Lemma 5.5.
Step 3 is done in Section 5.3, Theorem 5.7.
Step 3 is done in Section 5.4. Can Reimann's result even be extended further to spaces of homogeneous type (X, ρ, µ) with the generalised Jacobian being defined w.r.t. a quasimetric ρ, instead of a metric d? The answer is yes. Our third main result is stated in Theorem 1.3. We generalise Reimann's result from functions f : R n → R n to functions f : (X, ρ, µ) → (X, ρ, µ), where (X, ρ, µ) is a space of homogeneous type satisfying certain conditions. As the analogue of quasiconformality we use η-quasisymmetry. As the analogue of the Jacobian determinant J f , we use the generalised Jacobian J f associated with the quasimetric ρ, which is introduced in Section 2.6. Theorem 1.3. (Reimann's Theorem 1 generalised to (X, ρ, µ)) Suppose X := (X, ρ, µ) is a space of homogeneous type such that (a) µ is a locally finite Borel-regular measure with dense support, (b) X is locally compact, (c) X is α-regular for some α > 1, and (d) the boundary of every quasiball B in X has µ-measure 0: µ(∂ B) = 0.
Given ε ∈ (0, 1], let ρ ε (x, y) := ρ(x, y) ε for all x, y ∈ X. Let d ε be a metric which is comparable to ρ ε . Suppose the metric measure space X := (X, d ε , µ) satisfies (e) X is rectifiably connected, (f) X admits a weak (1, p)-Poincaré inequality for some p ∈ [1, α), and (g) the boundary of every ball B in X has µ-measure 0: µ(∂ B) = 0. Let f be an η-quasisymmetric map from X onto itself such that µ(f (∂ B)) = 0 for all quasiballs B in X. Let J f be the generalised Jacobian determinant of f w.r.t. the quasimetric ρ. Then J f exists and is finite for µ-a.e. x, and log J f ∈ BMO( X).
The metric d ε , which is comparable to ρ ε , can be obtained by using various approaches. In Section 2.2, we introduce three of them. Theorem 1.3 still holds if one uses any of those three, or even other approaches, to construct d ε .
Proof. The proof of Theorem 1.3 relies on Theorem 1.2, which is our generalisation of Reimann's Theorem 1 to metric measure spaces.
1. From the assumptions of Theorem 1.3 we obtain a metric measure space X := (X, d ε , µ) that satisfies the hypotheses of Theorem 1.2. In particular, (i) µ is a locally finite Borel-regular measure with dense support, (ii) X is rectifiably connected, (iii) X is locally compact (see Lemma 6.2), (iv) X is α/ε-regular for some α > 1 (see Lemma 6.5), (v) X admits a weak (1, p)-Poincaré inequality for some p with 1 ≤ p < α, and (vi) the boundary of every ball B in X has µ-measure 0: µ(∂ B) = 0. Step 1 is done in Section 6.1, Lemma 6.2 and Section 6.5, Lemma 6.5.
Show that
Step 2 is done in Section 6.3, Lemma 6.6.
Step 4 is done in Section 6.4, Lemma 6.7.
Step 5 is done in Section 6.5, Lemma 6.8.
Step 6 is done in Section 6.6.
Step 7 is done in Section 6.7, Proposition 6.10.
A natural question to ask is whether there is any space of homogeneous type to which Theorem 1.3 applies. This will be our last main result. In Theorem 1.4, we construct a large class of spaces of homogeneous type which satisfy the hypotheses of Theorem 1.3. Theorem 1.4. (Construction of suitable spaces of homogeneous type) Suppose (X, D, µ) is a metric measure space such that (i) µ is a locally finite Borel-regular measure with dense support, (ii) (X, D, µ) is rectifiably connected, (iii) (X, D, µ) is locally compact, (iv) (X, D, µ) is Q-regular for some Q > 1, (v) (X, D, µ) admits a weak (1, p)-Poincaré inequality for some p ∈ [1, α), and (vi) the boundary of every ball B in X has µ-measure 0: µ(∂ B) = 0. Fix β ≥ 1. Define ρ(x, y) := D(x, y) β for all x, y ∈ X. Then the space (X, ρ, µ) satisfies the conditions (a)-(g) of Theorem 1.3 with ε := 1/β and with α := Qε in condition (c).
From the space of homogeneous type (X, ρ, µ) constructed in Theorem 1.4, we obtain a metric measure space (X, d ε , µ) via the ε-chain approach. In general, it is not known whether there is a nice characterisation of spaces of homogeneous type where the modified metric d ε supports a weak (1, p)-Poincaré inequality. Thus, besides providing a class of spaces of homogeneous type for which our Theorem 1.3 holds, our construction is also interesting in terms of addressing the issue mentioned above. is independent of the main parameters but may vary from line to line. If f ≤ Cg, we write f g or g f ; and if f g f , we write f ∼ g, or f ∼ C g when we want to emphasise the constant.
This paper is organised as follows. In Section 2, we present the mathematical concepts needed later in the paper. This section includes proofs of some new results. In Section 3, we prove Theorem 1.1. In Section 4, we present results which hold on spaces of homogeneous type. They include the results that the measure induced by a quasisymmetric map is doubling and Borel-regular, the Vitali Covering Theorem, the Radon-Nikodym Theorem, and the result that the boundary of almost all balls has measure zero. These results will be used in the later sections. In Section 5, we prove Theorem 1.2, which is Reimann's Theorem 1 generalised to metric measure spaces (X, d, µ). In Section 6, we prove Theorem 1.3, which is Reimann's Theorem 1 generalised to spaces of homogeneous type (X, ρ, µ). The construction of a large class of spaces of homogeneous type (Theorem 1.4) for which our results hold is carried out in Section 7.
Background and Preliminaries
This section is organised as follows. In Section 2.1, we define two central concepts: the function space BMO and quasiconformal mappings both in the Euclidean setting. In Section 2.2, we introduce metric measure spaces (X, d, µ) and spaces of homogeneous type (X, ρ, µ). In Section 2.3, we explain systems of dyadic cubes and collections of adjacent systems of dyadic cubes. In Section 2.5, we define the function space BMO on metric measure spaces (X, d, µ) and spaces of homogeneous type (X, ρ, µ). In Section 2.4, we introduce the concept of doubling and dyadic doubling weights. In Section 2.6, we define quasisymmetric maps defined on metric spaces (X, d) and quasimetric spaces (X, ρ) as well as their generalised Jacobians. In Section 2.7, we review the A p weights and reverse-Hölder weights. In Section 2.8, we define measurable functions and establish some of their properties. In Section 2.9, we discuss A ∞ related measures and some of their properties. For more detail on this material, see [CW71] , [HK98] , [HK12] , [KLPW16] , [Tys98] , [Geh73] , [Hei01] and [Fol99] .
2.1. The function space BMO, and quasiconformal mappings, on R n Definition 2.1. A locally integrable real-valued function f : R n → R is said to be of bounded mean oscillation,
dy is the average of the function f over the cube Q. Here Q denotes a cube in R n with edges parallel to the coordinate axes, and |Q| denotes the Lebesgue measure of Q.
Definition 2.2. [Rei74] (Quasiconformal mapping) A K-quasiconformal mapping is a homeomorphism f : G → R n such that f is absolutely continuous on lines, f is totally differentiable almost everywhere, and there is a constant K such that sup ξ∈R n ,|ξ|=1
is the Jacobian matrix of f at x and J f (x) is the Jacobian determinant of F (x).
Spaces of homogeneous type (X, ρ, µ)
In this section, we define metrics, quasimetrics and doubling measures, which let us define metric measure spaces and spaces of homogeneous type. We also describe some related concepts such as Borel-regularity, geometrically doubling, local compactness, α-regularity and the ε-chain approach. The pair (X, d) is called a metric space. The metric d can be used to define balls, diameters of subsets of X, distances from a point to a subset and distances between subsets:
x ∈ X, r > 0,
A quasimetric on a set X is a function ρ : X × X → [0, ∞) satisfying the same conditions as a metric, excepted that the triangle inequality is replaced by a quasitriangle inequality:
where the quasitriangle constant A 0 ≥ 1 does not depend on x, y or z.
The pair (X, ρ) is called a quasimetric space. As with a metric, a quasimetric can be used to define quasiballs B(x, r), diameters diam A of subsets of X, distances ρ(x, A) from a point to a subset and distances ρ(A, B) between subsets; here the metric d is replaced by the quasimetric ρ.
In addition to a metric, we need a doubling measure that is consistent with the chosen metric.
Definition 2.4. [CW71] (Doubling measure) A doubling measure on the space (X, d) is a measure µ on X such that the balls in (X, d) are µ-measurable sets, and the following condition holds for all x ∈ X and all r > 0:
where the doubling constant A 1 ≥ 1 does not depend on x and r.
In fact, inequality (2.2) implies a more general property of the doubling measure µ. Namely, for all x ∈ X, r > 0 and λ > 1 we have
(
2.3)
A doubling measure on a quasimetric space (X, ρ) is defined in the same way, except the ball B is replaced by the quasiball B. When a metric space (X, d) is equipped with a doubling measure µ, the triple (X, d, µ) is called a metric measure space. When a quasimetric space (X, ρ) is equipped with a doubling measure µ, the triple (X, ρ, µ) is called a space of homogeneous type.
Definition 2.5. [CW71] (Space of homogeneous type) A space of homogenous type is a triple (X, ρ, µ) where X is a nonempty set, ρ is a quasimetric on X and µ is a doubling measure on the space (X, ρ).
Following [Chr90] , we assume that the measure µ is defined on a σ-algebra M which contains all Borel sets and all quasiballs B ⊂ X.
Sometimes, we also require the measure µ on the metric measure space (X, d, µ) or on the space of homogeneous type (X, ρ, µ) Borel regular. The measure µ is Borel regular if for all Borel sets E ⊂ X we have
We note that every space of homogeneous type is geometrically doubling [CW71] , meaning that there exists N such that every quasiball B(x, r) can be covered by at most N balls of radius r/2. Definition 2.7. [Tys98] (α-regular spaces) A metric space X endowed with a doubling measure µ is an Ahlfors-regular space of dimension α (for short, an α-regular space) if there exists a constant κ ≥ 1 so that for every ball B r in X with radius r < diam X, we have
Local compactness and α-regularity for spaces of homogeneous type (X, ρ, µ) are defined as in Definitions 2.6 and 2.7 above, except that the metric d and the ball B r are replaced by the quasimetric ρ and the quasiball B r , respectively.
Given a quasimetric ρ, it turns out that one can construct an metric d ε , depending on a constant ε ∈ (0, 1], which is comparable to ρ ε , where ρ ε (x, y) := ρ(x, y) ε for all x, y ∈ X. That is, there exists a constant C ε independent of x and r such that for all x, y ∈ X we have
The question of finding an appropriate ε such that (2.4) holds has been investigated by a number of authors. For example, in the proof of Theorem 2 in [MS79] , it is shown that ε can be chosen such that (3A 2 0 ) ε = 2, where A 0 ≥ 1 is the quasitriangle constant. In the proof of Proposition 14.5 in [Hei01] , ε can be chosen so that (2A 0 ) 2ε ≤ 2. In [PS09, Section 2], ε is given by (2A 0 ) ε = 2. We describe the construction in [PS09] , as it will be used in Section 7. In [PS09] , d ε is produced via the so-called ε-chain approach.
Definition 2.8. Let (X, ρ) be a quasimetric space. Let ρ ε (x, y) := ρ(x, y) ε for all x, y ∈ X. Given ε ∈ (0, 1], define the function d ε :
(2.5)
The above process of producing d ε from ρ is called the ε-chain approach.
Recall that ρ ε is also known as the snowflaking of the quasimetric ρ. With ε chosen properly, d ε becomes a metric, and is comparable to the snowflaking ρ ε .
Theorem 2.9. [PS09, Section 2] Let (X, ρ) be a quasimetric space and let ε such that 0 < ε ≤ 1 be determined by (2A 0 ) ε = 2, where A 0 is the quasitriangle constant. Then the function d ε obtained from ρ by the ε-chain approach is a metric on X and is comparable to ρ ε .
Definition 2.10. We say a space of homogeneous type (X, ρ, µ) has nonempty τ -annuli if there exists τ ∈ (0, 1) such that for all B(x, r) ⊂ X, there exists y ∈ B(x, r) with ρ(x, y) > τ r.
Proposition 2.11. If (X, ρ, µ) is α-regular with constant κ, then X has nonempty τ -annuli property for all τ ∈ (0, κ −2/α ).
Thus Proposition 2.11 follows as
Dyadic cubes in (X, ρ)
Since the proofs of Reimann's theorems involve the use of cubes in R n , we need an equivalent theory of cubes in quasimetric spaces (X, ρ). In this section, we recall the construction systems of dyadic cubes, adjacent systems of dyadic cubes and their related properties. This construction is originally developed in [HK12] . We present here the (slightly reworded) version that appears in [KLPW16, Section 2]. For the history of the development of systems of dyadic cubes, and collection of such systems which generalise the "one-third trick", see [HK12] and the references therein, especially [Chr90] and [SW92] .
Definition 2.12. [KLPW16] (A system of dyadic cubes) In a geometrically doubling quasimetric space (X, ρ), a countable family
of Borel sets Q k α ⊂ X together with a fixed collection of countably many points x k α in X, with x k α ∈ Q k α for each k ∈ Z and each α ∈ A k , is called a system of dyadic cubes with parameters δ ∈ (0, 1) and c 1 and C 1 such that 0 < c 1 < C 1 < ∞ if it has the following properties.
(2.9) 5. For each (k, α) and each l ≤ k, there exists a unique β such that
(2.10) 6. For each (k, α) there exist between 1 and M (a fixed geometric constant) cubes Q k+1 β such that
The set Q k α is called a dyadic cube of generation k with center point x k α ∈ Q k α and side length δ k .
Theorem 2.13. (Theorem 2.1 in [KLPW16] ) Let (X, ρ) be a geometrically doubling quasimetric space. Then there exists a system D of dyadic cubes with parameters 0 < δ ≤ (12A 3 0 ) −1 and c 1 = (3A 2 0 ) −1 , C 1 = 2A 0 . The construction only depends on some fixed set of countably many center points x k α , satisfying the two inequalities
and a certain partial order ≤ among their index pairs (k, α).
Definition 2.14.
[KLPW16] (Adjacent Systems of Dyadic Cubes) In a geometrically doubling quasimetric space (X, ρ), a finite collection {D t : t = 1, 2, . . . , T } of families D t is called a collection of adjacent systems of dyadic cubes with parameters δ ∈ (0, 1), c 1 and C 1 such that 0 < c 1 < C 1 < ∞ and C ∈ [1, ∞) if it has the following properties: individually, each D t is a system of dyadic cubes with parameters δ ∈ (0, 1) and 
Doubling weights vs dyadic doubling weights
In this section, we define doubling weights and dyadic doubling weights on metric measure spaces and spaces of homogeneous type. (ii) A weight w on a metric measure space (X, d, µ) is doubling if there is a constant C dbl such that for all x ∈ X and all r > 0,
(2.13)
We recall the notation w(E) = E w dµ where E ⊂ X. As in Definition 2.4, inequality (2.13) implies a more general property of the doubling weight w. That is, for all x ∈ X, r > 0 and λ > 1 we have
(iv) Similarly, we define weights, doubling weights and dyadic doubling weights on a space of homogeneous type (X, ρ, µ) by replacing the ball B by the quasiball B.
It is shown in [KLPW16] that on a space of homogeneous type (X, ρ, µ), if a weight w is doubling on X with doubling constant C dbl , then w is dyadic doubling with w.r.t. each of the systems D t of dyadic cubes, t = 1, . . . , T , given by Theorem 2.14. The dyadic doubling constant can be taken to be C dydbl = C N dbl , with N = 1 + log 2 (2A 0 C 1 /(c 1 δ)), where A 0 is the quasitriangle constant, and C 1 , c 1 and δ are from Theorem 2.14. The same proof can be applied for a doubling measure µ to conclude that µ is dyadic doubling with C dydbl = A N 1 .
The function space BMO on X
In this section, we define the function space BMO on metric measure spaces (X, d, µ) and on spaces of homogeneous type (X, ρ, µ).
is the average of the function f over the (metric) ball B ⊂ X. Let D denote any fixed system of dyadic cubes in (X, d, µ). We define the dyadic BMO classes BMO D (X, d, µ) as in (2.15) above, except that the ball B is replaced by the dyadic cube Q ∈ D.
Let (X, ρ, µ) be a space of homogeneous type. The function classes BMO(X, ρ, µ) and BMO D (X, ρ, µ) are defined as in Definition 2.17, except that the ball B is replaced by the quasiball B, and the fixed system D of dyadic cubes is now in (X, ρ, µ).
2.6. Quasisymmetric maps on X and their generalised Jacobians J f and J f
The concept of quasisymmetry is a generalisation of quasiconformality in arbitrary metric spaces. We now define η-quasisymmetric maps and their generalised Jacobians.
Let (X, ρ X ) and (Y, ρ Y ) be quasimetric spaces. An η-quasisymmetric mapping f : (X, ρ X ) → (Y, ρ Y ) is defined as in Definition 2.18 above, except that the metrics d X and d Y are replaced by the quasimetrics ρ X and ρ Y , respectively.
In Lemma 6.6, we will show that the ε-chain approach preserves the η-quasisymmetry of functions on (X, ρ, µ).
Given a metric measure space (X, d, µ), let f be an η-quasisymmetric map from (X, d, µ) onto itself. For each µ-measurable set E ⊂ X, we define the pullback measure µ f by µ f (E) := µ(f (E)). The measure µ f is in fact doubling (see Lemma 4.1). We define the generalised Jacobian of f w.r.t. the metric d by
.
(2.16)
Given a space of homogeneous type (X, ρ, µ), the generalised Jacobian of f w.r.t. the quasimetric ρ is defined similarly, except that the ball B(x, r) is replaced by the quasiball B(x, r), and function f is an η-quasisymmetric map from (X, ρ, µ) onto itself:
(2.17)
Below, when in an already known setting (metric or quasimetric), we will call J f and J f the generalised Jacobian for short. Using the generalisation of the Radon-Nikodym Theorem in Lemma 4.9, we can show that under some additional conditions, the generalised Jacobians J f (x) and J f (x) exist and are finite for µ-a.e. x ∈ X.
Weighted inequalities on X
In this section, we introduce two classes of weight functions, called A p weights and reverse-Hölder-p weight s.
Here the supremum is taken over all balls B ⊂ X. The quantity [ω] Ap is called the A p (X) constant of ω.
Given a system of dyadic cubes D on X as in Definition 2.12, we define the dyadic A p classes A D p = A D p (X) as in (2.18) above except that now the supremum is taken over all dyadic cubes Q ∈ D.
Here the supremum is taken over all balls B ⊂ X. The quantity [w] RHq is called the RH q (X) constant of ω.
Given a system of dyadic cubes D on X as in Definition 2.12, we define the dyadic RH q classes RH D q = RH D q (X) as in (2.19) above except that now the supremum is taken over all dyadic cubes Q ∈ D. In addition, one must require explicitly that ω is a dyadic doubling weight. This is a technical requirement which is also present in the Euclidean case.
Given a space of homogeneous type (X, ρ, µ), we define A p weights, dyadic A p weights, RH q weights and dyadic RH q weights as in Definitions 2.19 and 2.20 above except that the ball B(x, r) is replaced by the quasiball B(x, r).
The definitions of A p weights and reverse-Hölder-p weights indicate that such a weight cannot degenerate or grow too quickly. This property can be phrased equivalently in terms of how much the logarithm of the weight can oscillate.
Results about measurable functions
Given a set X and a σ-algebra M on X, (X, M) is called a measurable space.
More details about measurable functions can be found in [Fol99, Chapter 2]. Below we collect some properties related to measurable functions. These will be applied for the generalised Jacobian J f in Section 5. 
where c i ≥ 0 and E i ⊂ X, then arbitrary nonnegative measurable functions h. Now we will show property (iv). Recall that the measure µ is defined on the σ-algebra M which contains all Borel sets and all quasiballs in X. Note that the function ϕ takes X to [0, ∞). By Proposition 2.3 in [Fol99] , to show ϕ is a measurable function, it suffices to show that for all a > 0
We claim that there exists ε > 0 such that with r * := r + ε we have µ(B(x, r)) ≤ µ(B(x, r * )) < a. This will be shown at the end of this proof. Then for such an ε, take x ′ ∈ N x,ε and y ∈ B(x ′ , r). By the triangle inequality we have d(y,
is open in X. Since this is true for all a > 0, we conclude that ϕ is a measurable function.
We are left with proving our claim. For each x ∈ X and r > 0, let B(x, r) := {y ∈ X : d(x, y) ≤ r} denote the closed ball on X. Fix a > 0. Fix x ∈ ϕ −1 ([0, a)). We recall a result in [Fol99, Exercise 15, p. 52]: if {f n } is a sequence of measurable functions from X to [0, ∞], f n decreases pointwise to f , and f 1 < ∞, then f = lim f n . We will apply this result for f = χ B(x,r) and f n = χ B(x,r+1/n) , where n ∈ N. Notice that for each n, f n is a characteristic function from X to [0, ∞], so it is measurable. As µ is a doubling measure, for each n ∈ N we have
Also, f n decreases pointwise to f . To see this, consider y / ∈ B(x, r), then f (y) = 0 and f n (y) = χ B(x,r+1/n) (y) → 0 as n → ∞, because for n sufficiently large, d(y, B(x, r)) > 1/n > 0. If y ∈ B(x, r), then for each n ∈ N, we have y ∈ B(x, r + 1/n), because B(x, r) ⊂ B(x, r + 1/n). Thus f (y) = χ B(x,r) (y) = χ B(x,r+1/n) (y) = 1. Therefore, we can conclude that
Hence, we may choose n sufficiently large that
Setting ε = 1/n, our claim is established.
Results about
whenever E is a measurable subset of a ball B.
Below we collect some properties of A ∞ -related measures. They will be applied for measures µ, H α , µ f , σ f in Section 5.
Proposition 2.24. (Results about A ∞ -related measures) Let (X, d) be a metric space. Let µ 1 and µ 2 be measures on X. Then the following statements hold.
Proof. Property (a) is straightforward from the comparability of µ 1 and µ 2 . Property (b) follows from the definition of A ∞ -relatedness.
Proof of Theorem 1.1
In this section, we prove our first main result, namely Theorem 1.1. The five steps of the proof of Theorem 1.1 are outlined in the Introduction. Our remaining task is proving the theorems mentioned there. In Section 3.1, we establish a Calderón-Zygmund decomposition stated in terms of dyadic cubes. In Section 3.2, we establish two properties of the dyadic reverse-Hölder weights. In Section 3.3, we prove that a reverse-Hölder weight is also a dyadic reverse-Hölder weight. In Section 3.4, we show that a dyadic reverse-Hölder weight is also a dyadic A p weight. In Section 3.5, we show that the logarithm of a dyadic A p weight is in dyadic BMO.
The setting of these sections is in spaces of homogeneous type (X, ρ, µ). We believe that the results presented in these sections are of independent interest, beyond our use of them in the proof of Theorem 1.1.
To simplify the notation, in this section only, when we say X, we mean (X, ρ, µ). When we say the ball B(x, r), we mean the quasiball B(x, r). On the space X, we can generate a collection {D t : t = 1, . . . , T } of adjacent systems of dyadic cubes of X, as in Definition 2.14 and Theorem 2.15. When we talk about a fixed dyadic grid D of cubes or a system D of dyadic cubes, we mean a system D t , when t ∈ {1, . . . , T } is fixed.
3.1. Calderón-Zygmund decomposition of (X, ρ, µ) with cubes
In this section, we start by establishing a Calderón-Zygmund decomposition on spaces of homogeneous type (X, ρ, µ). In fact, this result still holds if the measure µ is just dyadic doubling and not necessary doubling. Recall that an analogous Calderón-Zygmund decomposition on (X, ρ, µ) has been derived previously in [CW71] . However, that version is in terms of balls, and it does not give us property (i) in Theorem 3.1, which is the main property that we use in proofs of other results. Here we derive two other analogs of the Calderón-Zygmund decomposition in terms of dyadic cubes. Theorem 3.1 is called the local version as the decomposition takes place entirely in a cube Q 0 . This is also the version that is used in the proof of our first main result (Theorem 1.1). Theorem 3.2 is called the global version. We include it here because we believe that it has its own interest.
Theorem 3.1. (Calderón-Zygmund decomposition on (X, ρ, µ): local version) Given a space of homogeneous type (X, ρ, µ), let D denote any fixed system of dyadic cubes in X.
where the supremum is taken over all dyadic cubes Q ∈ D containing x and included in Q 0 . Let α > α 0 and Ω α :
Then Ω α can be written as a disjoint union of dyadic cubes {Q j } with the following three properties.
where A 1 ≥ 1 is the doubling constant of µ and N := 1 + log 2 where the supremum is taken over all dyadic cubes Q ∈ D containing x. Let α > 0 be such that Ω α := {x ∈ X : M f (x) > α} has finite measure. Then Ω α can be written as a disjoint union of dyadic cubes {Q j } with the following three properties.
where A 1 ≥ 1 is the doubling constant of µ and N := 1 + log 2
. The conclusion of both theorems is the same, but their hypotheses are slightly different. In particular, in Theorem 3.1, the supremum in the definition of M f (x) is only taken over all dyadic cubes containing x and included in Q 0 , and α > α 0 , where α 0 := 1 µ(Q0) Q0 f dµ. By contrast, in Theorem 3.2, the supremum in the definition of M f (x) is taken over all dyadic cubes containing x, and α > 0; also, Ω α is assumed to have finite measure. Now we are going to prove Theorem 3.1.
Proof of Theorem 3.1. The proof follows the proof of the (global) Calderón-Zygmund decomposition of f ∈ L 1 (R n ) given in [Ste93, Lemma1, Section IV.3], noting the following points.
In our (local) setting, we see immediately that for each x ∈ Ω α there is a maximal dyadic cube containing x and contained in Q 0 , since by definition of
, and there are only finitely many cubes containing Q 1 and contained in Q 0 .
We need not explicitly assume that Ω α has finite measure. Indeed, for α > α 0 ,
By property (2.7) of the dyadic cubes in X, any two dyadic cubes are nested or disjoint.
In the second inequality in property (i), we obtain A N 1 α, not 2 n α as in the Euclidean R n case. The reason for the difference is that for the parent Q j of a cube Q j in X, we have µ( Q j ) ≤ For each x ∈ Ω α , we can show that there exists a maximal dyadic cube containing x by contradiction, using property (2.8) of dyadic cubes, the fact that µ is a doubling measure, and the assumption that µ(Ω α ) < ∞. ✷ Below we state three remarks related to Theorem 3.1. These remarks are also apply to Theorem 3.2.
Remark 3.3. In Theorem 3.1, if we impose an extra assumption, use a slightly different definition of the dyadic maximal function M f (x), and sacrifice another conclusion, then we can obtain a stronger version of conclusion (ii). In particular, in addition to the hypotheses of Theorem 3.1, we assume that the Lebesgue Differentiation Theorem holds in X. In the definition of M f (x), the supremum is taken not only over all cubes in a fixed dyadic grid D containing x, but also over all cubes in a collection D t of dyadic grids containing x, t = 1, . . . Then we obtain a collection {Q j : Q j ∈ T t=1 D t } of dyadic cubes such that Ω α = j Q j . The conclusion that we have to sacrifice is the disjointness of the cubes Q j , as they are not necessary disjoint.
The stronger version of conclusion (ii) in Theorem 3.1 that we gain is that |f (
This remark is not used in the proofs of our main results, but it is of interest on its own. We omit the proof.
and by the maximality of the cubes, each dyadic cube in the decomposition at level α 1 is contained in a dyadic cube in the decomposition at level α 2 .
Remark 3.5. Given a dyadic doubling weight w, Theorem 3.1 still holds if we replace dµ by w dµ, and µ(Q) by w(Q) = Q w dµ, where Q ∈ D. In that case, the constant A N 1 appearing in property (i) is replaced by the dyadic doubling constant C dydbl of the weight w.
Properties of RH D q
In Theorem 3.6 below, we establish two properties of the class RH D q (X) of dyadic reverse-Hölder-r weights.
Theorem 3.6. Given a space of homogeneous type (X, ρ, µ), let D denote any fixed system of dyadic cubes. Suppose w is a weight on X and w ∈ RH D q (X) with the RH D q (X) constant [w] RH D q for some q ∈ (1, ∞). Then there exists ε ∈ (0, ∞) such that for all dyadic cubes Q ∈ D and all µ-measurable subsets E of Q we have
Furthermore, there exist γ, λ ∈ (0, 1) such that 
A reverse-Hölder weight is also a dyadic reverse-Hölder weight
Lemma 3.7 says that if a weight w is a reverse-Hölder weight, then w is also a dyadic reverse-Hölder weight. In other words, if w has the reverse-Hölder-q property w.r.t. balls in X, then w also has the reverse-Hölder-q property w.r.t. each of the systems D t , t ∈ {1, . . . , T }, of dyadic cubes on X.
Lemma 3.7. Suppose X is a space of homogeneous type (X, ρ, µ) equipped with the systems D t of dyadic cubes, t ∈ {1, . . . , T }, given by Theorem 2.15. Suppose w is a weight on X and
where A 1 and C dbl are the doubling constants of µ and w, respectively, and m = 1 + log 2 C1 c1 with c 1 and C 1 as in property (2.8).
Proof. Let D denote any of the systems D t . Fix a dyadic cube Q ∈ D of generation k ∈ Z, centred at z. Let B 2 := B(z, C 1 δ k ) and m := 1 + log 2 (C 1 /c 1 ), where c 1 and C 1 are from property (2.8) of dyadic cubes. By properties (2.8) of dyadic cubes and (2.3) of doubling measures, together with the facts that w ≥ 0 for all x ∈ X, w ∈ RH q (X) with constant [w] RHq and w is doubling with constant C dbl , we obtain
. This completes the proof of Lemma 3.7.
3.4. A dyadic reverse-Hölder weight is also a dyadic A p weight Theorem 3.8. Given a space of homogeneous type (X, ρ, µ), such that µ is Borel regular, let D denote any fixed system of dyadic cubes in X. Suppose w is a weight on X and w ∈ RH D q (X) for some q ∈ (1, ∞). Then w ∈ A D p (X) for some p ∈ (1, ∞). Proof. Theorem 3.8 is a generalisation to (X, ρ, µ) of its analogue in the Euclidean setting; this Euclidean analogue is established during the proof of Theorem 3 in [Ste93, Section 5.1]. In the original proof, the two main ingredients are the Calderón-Zygmund decomposition of f ∈ L 1 (R n ) given in [Ste93, Lemma 1, Section IV.3], and the property of w ∈ RH q (R n ) given in [Gra09, Theorem 9.3.3.(e)]. We have generalised both of these ingredients to the setting of spaces of homogeneous type (X, ρ, µ): see Theorems 3.1 and 3.6 above.
Following the structure of the original proof in [Ste93] , to show that w ∈ A D p (X) for some p ∈ (1, ∞), it suffices to show that there exist some c > 0 andq > 1 such that for each cube
where as usual w(Q) = Q w dµ. Note that in [Ste93] , the cube Q 0 is normalised such that µ(Q 0 ) = w(Q 0 ) = 1, which leads to α 0 := µ(Q 0 )/w(Q 0 ) = 1. However, the proof works without this normalisation. To make the calculations more explicit, we work with a general (non-normalised) dyadic cube Q 0 ∈ D. Fix a cube Q 0 ∈ D. Let f = w −1 χ Q0 . We will apply our (local) Calderón-Zygmund decomposition (Theorem 3.1) to the dyadic maximal function with weight w, defined by
where the supremum is taken over all dyadic cubes in D containing x and contained in Q 0 . Note that in [Ste93] , the supremum is taken over all dyadic cubes in D containing x, without requiring Q ⊂ Q 0 . Notice that the weighted maximal function M w f is the same as the unweighted maximal function M f defined in (3.1) but with the measure µ 2 in place of µ. Moreover, since w is a dyadic doubling weight, as noted in Remark 3.5, Theorem 3.1 also holds for M w f . The only difference is that the constant A N 1 appearing in property (ii) is replaced by the dyadic doubling constant C dydbl > 1 of w.
Let α s = C Ms dydbl α 0 , where M, s ∈ N. Note that α s is the substitute for 2 Ms in [Ste93] .
where here λ ∈ (0, 1) is from Theorem 3.6. Now we are ready to prove (3.4). We note that since µ is Borel-regular, it is Borel semiregular. As noted in [AM15] , it follows that the Lebesgue Differentiation Theorem holds in X. So we have
The integral (3.6) can be broken into
. Note that because of our slightly different definition of M w f , the sets over which the integrals (I) and (II) are evaluated are slightly simpler than those in [Ste93] .
The integral (I) is majorised by (µ(Q 0 )/w(Q 0 ))q. Using (3.5) we can show
Since λ < 1, the geometric series ∞ s=0 C M(s+1)(q−1) dydbl λ s converges ifq is sufficiently close to 1, specifically, ifq < log λ −1 /(M log C dydbl ) + 1. We have therefore proved (3.4). In turn, this shows that w ∈ A D p for p =q/(q − 1) for eachq in this range, completing the proof of Theorem 3.8.
The logarithm of an A D
p weight is in BMO D In Theorem 3.9 below, we show that the logarithm of an A D p (X) weight is in BMO D (X). This result is motivated by its analogues on Euclidean spaces R n . See for example [Gra09, Exercise 9.2.3] and [PWX11, Lemma 2].
Theorem 3.9. Given a space of homogeneous type (X, ρ, µ), let D denote any fixed system of dyadic cubes in X. Suppose w is a weight on X and w ∈ A D p (X) for some p ∈ (1, ∞). Then
To establish Theorem 3.9, we need to use the following lemma about the oscillation of the logarithm of an A p weight.
Lemma 3.10. Given a space of homogeneous type (X, ρ, µ), let D denote any fixed system of dyadic cubes in X. Suppose w is a weight on X and w ∈ A D p (X) for some p ∈ (1, ∞). Let λ(x) = log w(x). Then
The proofs of Theorem 3.9 and Lemma 3.10 are straightforward and proceed as in the Euclidean case. We omit their proofs.
Further Results on Spaces of Homogeneous Type (X, ρ, µ)
In this section, we present further results on the setting of spaces of homogeneous type, which are necessary for the later sections, as well as having their own interest. In Sections 4.1 and 4.2, we show that the measure induced by an η-quasisymmetric map is doubling and Borel regular, respectively. In Section 4.3, we generalise the Vitali Covering Theorem. In Section 4.4, we establish a generalisation of the Radon-Nikodym Theorem. In Section 4.5, we show that the boundary of almost every quasiball has measure zero.
To simplify the notation, in this section only, when we say X, we mean (X, ρ, µ). When we say the ball B(x, r), we mean the quasiball B(x, r). Note that any results proved on spaces of homogeneous type (X, ρ, µ) also hold on metric measure spaces (X, d, µ).
The measure induced by a quasisymmetric map is doubling
Given a µ-measurable set E ∈ X and an η-quasisymmetric map from X onto itself, we recall the pullback measure µ f by µ f (E) := µ(f (E)). In Lemma 4.1 below, we will prove that µ f is doubling, under the extra assumption that X has nonempty τ -annuli (Definition 2.10).
Lemma 4.1. Let (X, ρ, µ) be a space of homogeneous type that has nonempty τ -annuli for some τ ∈ (0, 1). Suppose f : X → X is an η-quasisymmetric map from X onto itself. Then µ f is a doubling measure with doubling constant C µ f depending on A 1 , τ and η.
We note that an analogous result has been stated in [Maa06, Proposition 4.7] in the setting where X is a Q-regular metric measure space with Q > 1 that is doubling and rectifiably connected, and µ is the Hausdoff Q-measure. The proof of Proposition 4.7 in [Maa06] relies on Proposition 4.6 in [Maa06] . However, there is a gap in the proof of Proposition 4.6. The technique that we use here to prove Lemma 4.1 is completely independent of that used in [Maa06] .
Below we introduce Proposition 4.2 and Lemma 4.3, which will be used to prove Lemma 4.1. 
(4.1)
Note that the conclusion of Proposition 4.2 still holds under the weaker assumptions y a ∈ X\B(x, a) and y b ∈ B(x, kb).
Proof. Since τ ∈ (0, 1), k ≥ 1/τ > 1. The existence of points y a and y b is because X has nonempty τ -annuli and because of the way k is chosen. Inequality (4.1) is straightforward from the η-quasisymmetry of f . Notice that under the conditions of Lemma 4.3, there is a concentric annulus centred at f (x) that separates f (B(x, r)) and X\f (B(x, kr) ). We also note that when we apply Lemma 4.3 in the proof of Lemma 4.1 below, we will also assume that the space (X, ρ, µ) has nonempty τ -annuli and k ≥ 1/τ , where τ ∈ (0, 1). However, these two extra assumptions are not needed for the proof of Lemma 4.3.
The proof of Lemma 4.3 is presented at the end of this section. Now we will use Lemma 4.3 to prove Lemma 4.1. We first establish properties (4.3) and (4.6) below, then use them to show that µ f is doubling, meaning there exists
for all x ∈ X and r ′ > 0.
Proof of Lemma 4.1. Recall that our (X, ρ, µ) has nonempty τ -annuli for some τ ∈ (0, 1). Choose θ and k such that As in Lemma 4.3, define
So
This together with the results in Lemma 4.3 and the way t is defined give us f (B(x, kr) ).
(4.3)
Next take y 1 ∈ B(x, 2k 3 r)\B(x, 2k 2 r). Again applying Proposition 4.2, this time with a = r, b = 2k 2 r, y a = z and y b = y 1 we have
(4.4)
Let r 1 := 2kr. Set
, and
Notice that with our choices of θ, k, r 1 , s 1 and t 1 , we may apply Lemma 4.3 to conclude that s 1 < t 1 . Moreover, since f is a homeomorphism,
By the definition of s 1 , Lemma 4.3 and inequalities (4.5) and (4.4) we have
Finally, using (4.6), the doubling property of the measure µ, and (4.3), we show that the measure µ f is doubling, with doubling constant C µ f depending on A 1 , τ and η. Consider B(x, kr) ) .
(4.7)
Now for each r ′ > 0, let r := r ′ /k. Then kr = r ′ . By (4.7) we have
✷ To complete this section, we give the proof of Lemma 4.3. Taking ε = s/2, inequalities (4.8) gives
This yields immediately
(4.9)
Moreover, since u n ∈ f (B(x, r) ), v n ∈ X\f (B(x, kr) ) and f is a homeomorphism, we have ρ(x, f −1 (u n )) < r and ρ(x, f −1 (v n )) ≥ kr. From this together with the fact that 1/k ≤ θ, we obtain
(4.10)
Now using inequality (4.9), the quasisymmetry of f and the fact that η(θ) ≤ 1/3 we have
which is equivalent to s < t. Again, (4.2) follows immediately. ✷
The measure induced by a quasisymmetric map is Borel regular
Recall that we are assuming the measure µ is defined on a σ-algebra M which contains all Borel sets and all quasiballs in X. Let B X be the Borel σ-algebra generated by the collection O of open sets in X. Hence, B X ⊂ M, so µ is defined on B X , and so µ is a Borel measure.
We recall the definition of the pullback measure µ f (E) := µ(f (E)) for all µ-measurable set E ∈ X and an η-quasisymmetric map f from X onto itself. Since f is a homeomorphism, it follows immediately that µ f is a measure.
In this section, we start by showing that the measure µ f is also a Borel measure, if µ is a Borel measure (Lemma 4.4). Then we prove that µ f is also Borel regular, if µ is Borel regular (Lemma 4.6). This result is used in Section 5 to show the existence of J f . Proof. To show that µ f is a Borel measure, we have to show that µ f is defined on every Borel set E ⊂ X. Since µ f (E) = µ(f (E)) and µ is a Borel measure, it is sufficient to show that for each Borel set E, f (E) is also a Borel set. In other words, the homeomorphism f preserves the collection of Borel sets. To prove this, we first establish the following claim. Proof of Claim 4.5. Since B X is a σ-algebra and f is a homeomorphism of X onto itself, it is straightforward to show that f (B X ) is closed under countable unions and complements, and so f (B X ) is a σ-algebra. Moreover, it follows immediately from the continuity of f that O ⊂ f (B X ). Since by definition B X is the smallest σ-algebra that contains O, we have B X ⊂ f (B X ). Applying the same argument to f −1 , we obtain
✷ From Claim 4.5, we can see that f (E) ∈ B X for all Borel sets E ∈ B X , which completes the proof of Lemma 4.4.
If we assume further that µ is Borel regular, then µ f is also Borel regular.
Lemma 4.6. Suppose (X, ρ, µ) is a space of homogeneous type with µ a Borel regular measure. Let f be an η-quasisymmetric map from (X, ρ, µ) onto itself. Then the measure µ f is Borel regular.
Proof. Since f and f −1 are homeomorphisms of X onto itself, the collection of closed subsets of X is preserved by f and f −1 , and so for all E ∈ B X we have
Second, we must show that for all E ∈ B X ,
This follows by an analogous argument to that for (4.11), applied to the open sets U containing E. Thus µ f is Borel regular, as required.
Vitali Covering Theorem on (X, ρ, µ)
We develop the basic covering theorem and the Vitali Covering Theorem on spaces of homogeneous type (X, ρ, µ). They are presented in Theorems 4.7 and 4.8 below. Theorem 4.7 is used to prove Theorem 4.8. Theorem 4.8 will be used in the next section to establish the Radon-Nikodym Theorem on (X, ρ, µ). The proof of these covering theorems follows similar ideas to those in the proofs of Theorems 1.6 and 1.2 in [Hei01] , which are special cases of these covering theorems in the setting of metric measure spaces. We start with the basic covering theorem.
Theorem 4.7. (Basic covering theorem on (X, ρ, µ)) Let (X, ρ, µ) be a space of homogeneous type. Let F be a family of balls in X of uniformly bounded radius. Then there exists a subfamily G of F such that
In fact, every ball B F from F meets a ball B G from G with radius at least half that of B F . Specifically, for each ball B F ∈ F , there exists a ball B G ∈ G such that
Proof. Theorem 4.7 is a generalisation from metric measure spaces (X, d, µ) to spaces of homogeneous type (X, ρ, µ) of Theorem 1.2 in [Hei01] . The proof given there goes through almost unchanged. The only difference is the use of the quasitriangle inequality instead of the triangle inequality to obtain (4.12). As the reader may notice, the constant C = A 0 + 4A 2 0 in (4.12) is the substitute for C = 5 in [Hei01] . As usual A 0 is the constant appearing in the quasitriangle inequality for (X, ρ, µ).
Next, the basic covering theorem allows us to prove the Vitali Covering Theorem. Proof. Theorem 4.8 is a generalisation to spaces of homogeneous type (X, ρ, µ) of its analogue in the setting of metric measure spaces (X, d, µ), given in [Hei01, Theorem 1.6]. The main ingredient of the original proof is the basic covering theorem given in [Hei01, Theorem 1.2], which we have generalised to (X, ρ, µ): see Theorem 4.7 above. Once we have Theorem 4.7 in hand, the proof of Theorem 4.8 can be carried out as in the original proof, with the constant C = A 0 + 4A 2 0 in place of C = 5.
Radon-Nikodym Theorem on (X, ρ, µ)
In this section, we discuss an analogue of the well-known Radon-Nikodym Theorem, which is stated in Theorem 4.9 below. This result will be used in Sections 5 and 6 to establish the existence of the generalised Jacobians J f and J f . Theorem 4.9. (Radon-Nikodym Theorem on (X, ρ, µ)) Let (X, ρ, µ) be a space of homogeneous type such that the measure µ is Borel regular. Suppose ν is another Borel regular measure on X that is absolutely continuous w.r.t. the given measure µ. For each x ∈ X and r > 0, define the closed ball B(x, r) Given two Borel regular measures µ and ν, the measure ν is said to be absolutely continuous w.r.t. µ if for all Borel sets E ⊂ X, µ(E) = 0 implies ν(E) = 0.
The proof of Theorem 4.9 requires the use of the Vitali Covering Theorem in (X, ρ, µ) in Theorem 4.8 above.
Proof. Theorem 4.9 is motivated by its analogues on Euclidean spaces R n and on metric measure spaces (X, d, µ); see [Mat95, Theorem 2.12] and [Sha99, Lemma A.0.7], respectively. The key ingredient in the proofs given there is the Vitali Covering Theorem, which we have generalised to spaces of homogeneous type (X, ρ, µ); see Theorem 4.8 above. Once the Vitali Covering Theorem is available, Theorem 4.9 can be proved following the same argument as in [Mat95] and [Sha99] .
Note that in the statements of [Mat95, Theorem 2.12] and [Sha99, Lemma A.0.7] the balls are not explicitly described as being closed, though within their proofs it is clear that these balls are assumed to be closed. We have chosen to state this assumption explicitly in Theorem 4.9, to bring out that it is essential in order to apply the Vitali Covering Theorem.
The boundary of almost every ball has measure zero
In this section, we establish an interesting fact about the measure of the boundary of the balls in spaces of homogeneous type (Proposition 4.10). This result is useful to show that one of the assumptions about the boundary of the balls that we made in Theorems 1.2-1.4 can be weakened.
We use m to denote Lebesgue measure on R. 
which is a countable union. We claim that there exists R ∈ N such that m(A R ) > 0. Otherwise, it contradicts the assumption that m(A) > 0:
Fix an R ∈ N such that m(A R ) > 0. Hence there are uncountably many r ∈ A R . Let F R 0 := {r ∈ [0, R] : µ(∂B(x, r)) > 1}, and for each n ∈ N let
By construction we see that ∞ n=0 F R n is a countable disjoint union. We also claim that A R = ∞ n=0 F R n . To see this, we fix n ∈ N and r ∈ F R n . Then r ∈ [0, R] and µ(∂B(x, r)) > 1/(n + 1) > 0. This implies r ∈ A R . Therefore,
For the other direction, fix r ∈ A R . Then r ∈ [0, R] and µ(∂B(x, r)) > 0. Hence either µ(∂B(x, r)) ≥ 1 or there exists n ∈ N such that 1/n ≥ µ(∂B(x, r)) > 1/(n + 1) > 0. Thus r ∈ F R n and so
n=0 F R n would be the countable disjoint union of countable sets, which would imply that A R is countable.
Take such an n ∈ N ∪ {0} so that F R n is uncountable. Then we can choose a sequence of distinct r j ∈ F R n . Thus, for all j ∈ N, r j < R, and so ∂B(x, r j ) = {y ∈ X : ρ(y, x) = r j } ⊂ {y ∈ X : ρ(y, x) < R} = B(x, R).
Hence, ∞ j=1 ∂B(x, r j ) ⊂ B(x, R). This leads to
This contradicts µ(B(x, R)) < ∞ which follows from µ being a doubling measure. Therefore, m(A) = 0 as required.
Proof of Theorem 1.2
In this section, we establish our second main result, namely a generalisation of Reimann's Theorem 1 to metric measure spaces (X, d, µ), stated in Theorem 1.2.
The four main steps to prove Theorem 1.2 are outlined in the Introduction. Sections 5.1-5.4 correspond to Steps 1-4 of the proof. In Section 5.1, we show that the generalised Jacobian J f exists and is finite for µ-a.e. x ∈ X. In Section 5.2, we prove that J f is measurable. This is required to show that J f is a reverse-Hölder weight in Section 5.3. Lastly, in Section 5.4, by applying Theorem 1.1, we conclude that log J f ∈ BMO(X).
In this section only, when we write X, we mean (X, d, µ), and when we write B, we mean the (metric) ball B.
Existence of J f
To show the existence of J f , we will apply the Radon-Nikodym Theorem (Theorem 4.9) for the measure ν = µ f . Recall the measure µ f is defined by µ f (E) := µ(f (E)), where E ⊂ X is µ-measurable and f is an η-quasisymmetric map of X onto itself. To do so, it is required that the measure µ f is Borel regular and absolutely continuous w.r.t. the measure µ. The first property is shown in Lemma 4.6. The second property is shown in Lemma 5.1 below.
Lemma 5.1. Under the same conditions as in Theorem 1.2, the measure µ f is absolutely continuous w.r.t. µ.
Proof. Fix a Borel set E ∈ X with µ(E) = 0. As noted in Remark and Convention 3.4 in [HK98] and shown in Lemma C.3 in [Sem96] , the Hausdorff α-measure H α is comparable to µ. Thus H α (E) = 0. Additionally, by Corollary 7.13 in [HK98] , the measure H α (f (·)) is absolutely continuous w.r.t. the Hausdorff α-measure H α (·), where f is an η-quasisymmetric map. This implies H α (f (E)) = 0. Since this is true for all Borel sets E ⊂ X with µ(E) = 0, we conclude that µ f is absolutely continuous w.r.t. µ.
Lemma 5.2. Under the same conditions as in Theorem 1.2, the generalised Jacobian J f (x) exists and is finite for µ-a.e. x ∈ X.
Proof. We recall the generalised Jacobian
For each x ∈ X and r > 0, denote the closed ball in (X, d, µ) by B(x, r) := {y ∈ X : d(x, y) ≤ r}.
Consider the Radon-Nikodym derivative of µ f w.r.t. µ: (B(x, r) ) + µ f (∂B(x, r)) µ(B(x, r)) + µ (∂B(x, r) ) .
Due to hypothesis (vi) of Theorem 1.2 and the fact that µ f is absolutely continuous w.r.t. µ as shown in Lemma 5.1, for all balls B(x, r) ⊂ X we have µ(∂B(x, r)) = 0 and µ f (∂B(x, r)) = 0. Therefore, for all x ∈ X and for all r > 0 we have
As a consequence, D(µ f , µ, x) = J f (x) for all x ∈ X. By Theorem 4.9, D(µ f , µ, x) exists and is finite for all x ∈ X, and so J f (x) also exists and is finite for µ-a.e. x ∈ X.
Remark 5.3. Given that we already know Proposition 4.10 (that the boundary of almost every ball has measure zero), why must we still include hypothesis (vi) (that the boundary of every ball has measure zero) in Theorem 1.2? The proof of Lemma 5.2 above establishes the µ-a.e. existence of J f . In that proof it is essential that given x ∈ X, µ(∂B(x, r)) = 0 for every sufficiently small r > 0, as we now show. for each fixed x ∈ X. Thus lim r→0 + g(r) = D(µ f , µ, x) and lim r→0 + h(r) = J f (x). We know that lim r→0 + g(r) exists and is finite for µ-a.e. x ∈ X, and g(r) = h(r) for m-a.e. r ∈ [0, ∞).
We would hope to show that lim r→0 + h(r) = lim r→0 + g(r). It is sufficient to show that for every sequence {r n } ∈ [0, ∞) such that r n = 0 and lim n→∞ r n = 0 we have lim n→∞ h(r n ) = lim n→∞ g(r n ). Consider a sequence {r n } such that for all n ∈ N, r n ∈ [0, ∞)\A, r n = 0 and lim n→∞ r n = 0. Then for all n ∈ N, h(r n ) = g(r n ), which implies (5.2). On the other hand, consider a sequence {s n } such that for all n ∈ N, s n ∈ A, s n = 0 and lim n→∞ s n = 0. Then for all n ∈ N, h(s n ) = g(s n ). Therefore, it may be the case that (5.2) does not hold for {s n }. If so, lim r→0 + h(r) does not exist, and in particular, lim r→0 + h(r) = lim r→0 + g(r). That is, in the scenario where there is a sequence {s n } for which (5.2) does not hold, we see that J f (x) does not exist, and in particular J f (x) = D(µ f , µ, x).
This scenario can in fact arise. One example is when g(r) is identically zero on [0, ∞) and h(r) is the characteristic function on the nonnegative rationals.
Thus, for our proof of Theorem 1.2, it is indeed necessary to impose hypothesis (vi), namely that the boundary of every ball in (X, d, µ) has measure zero.
J f is measurable
We recall the definition of a measurable function in Definition 2.21. We also note that the measure µ associated with the metric measure space (X, d, µ) in Theorem 1.2 is defined on a σ-algebra M which contains all Borel sets and quasiballs in X. In this section, we will show that under the same conditions as in Theorem 1.2, the generalised Jacobian determinant J f is measurable. In fact, J f ∈ L + (X), where L + (X) := {g : X → [0, ∞] and g is measurable}.
Thus we have established inequality (5.7), with a constant depending only on the constants in Theorem 5.6 and the comparability of µ and H α . The first result of Theorem 5.7 follows from the facts that µ f is comparable to σ f and µ f is A ∞ -related to σ f , and the properties of A ∞ -relatedness shown in Proposition 2.23. The second result of Theorem 5.7, which is equation (5.6), is the same as the last conclusion of the Radon-Nikodym Theorem (Theorem 4.9), in the special case of a metric measure space, when the measure ν is replaced by µ f . We omit the details.
log J f ∈ BMO
We have shown that under the hypotheses of Theorem 1.2, the generalised Jacobian J f is a reverse-Hölder weight on (X, d, µ). Finally, by applying Theorem 1.1 with w = J f , we conclude that log J f ∈ BMO(X, d, µ). This completes the proof of Theorem 1.2.
Proof of Theorem 1.3
In this section, we establish our third main result, which is an analogue of Reimann's Theorem 1 on spaces of homogeneous type (X, ρ, µ), stated in Theorem 1.3. The seven steps of the proof of Theorem 1.3 are outlined in the Introduction. To complete the proof of Theorem 1.3, our task is to prove the lemmas mentioned there, as well as to complete Step 6. Before that, we prove Proposition 6.1 which is useful later. Proposition 6.1 says that the quasiballs B on (X, ρ, µ) are comparable to the (metric) balls B on (X, d ε , µ), where d ε is a metric which is comparable to the snowflaking ρ ε of the quasimetric ρ. Proposition 6.1. Suppose (X, ρ, µ) is a space of homogeneous type. Given ε ∈ (0, 1], let ρ ε (x, y) := ρ(x, y) ε for all x, y ∈ X. Let d ε be a metric which is comparable to ρ ε with constant C ε ≥ 1. Then for all x ∈ X and r > 0,
Proof. Fix x ∈ X and r > 0. Fix y ∈ B(x, C −1 ε r ε ). Then d ε (x, y) < C −1 ε r ε . Since d ε ∼ Cε ρ ε , we have ρ ε (x, y) ≤ r ε , and so ρ(x, y) ≤ r. Therefore, y ∈ B(x, r). Hence the first inclusion of (6.1) holds.
The second inclusion of (6.1) can be proved analogously, completing the proof of Proposition 6.1. Now we will state and prove Lemmas 6.2, 6.5, 6.6, 6.7 and 6.8. 6.1. Passing from ρ to d ε preserves local compactness Lemma 6.2. Suppose (X, ρ, µ) is a space of homogeneous type. Given ε ∈ (0, 1], let ρ ε (x, y) := ρ(x, y) ε for all x, y ∈ X. Let d ε be a metric which is comparable to ρ ε with constant C ε ≥ 1. Then (X, ρ, µ) is locally compact if and only if (X, d ε , µ) is also locally compact.
Proof. We will show that if (X, ρ, µ) is locally compact then (X, d ε , µ) is also locally compact. The proof of the reverse direction is similar.
Suppose the space of homogeneous type (X, ρ, µ) is locally compact. This will be proved in Claim 6.3 below. Moreover, the set K is also compact w.r.t. d ε . This will be shown in Claim 6.4 below. Since this is true for all x ∈ X, we conclude that (X, d ε , µ) is locally compact. The proofs of Claims 6.3 and 6.4 below complete the proof of Lemma 6.2. Proof. We will show that if (X, ρ, µ) is an α-regular space, then (X, d ε , µ) is an α/ε-regular space. The proof of the reverse direction is similar. We recall the definition of α-regular space in Definition 2.7, and the result shown in Proposition 6.1. These together with the doubling property of µ shown in (2.3) give us
It follows that
Hence, the space (X, d ε , µ) is α/ε-regular with the constant κ 0 = A 1+log 2 Cε 1 κ.
6.3. Passing from ρ to d ε preserves quasisymmetry of functions Lemma 6.6. Suppose (X, ρ, µ) is a space of homogeneous type. Given ε ∈ (0, 1], let ρ ε (x, y) := ρ(x, y) ε for all x, y ∈ X. Let d ε be a metric which is comparable to
We recall the definition of η-quasisymmetric maps in Definition 2.18. It suffices to show that there exists an increasing homeomorphism ζ : [0, ∞) → [0, ∞) so that for all θ ≥ 0 and all distinct x, a, b ∈ X we have that for all x ∈ X and r > 0,
and
We start with (6.2). Fix θ ≥ 0. Suppose x, a, b ∈ X are distinct points so that d ε (x, a)/d ε (x, b) ≤ θ. Since d ε ∼ Cε ρ ε , we have
Following the same structure, we find that property (6.3) holds with ζ(θ) := C 2 ε η([C 2 ε θ] 1/ε ) ε . We recall that the composition of homeomorphisms is also a homeomorphism, and the composition of increasing functions is also an increasing function. The function ζ is a composition of increasing homeomorphisms. Therefore, ζ is an increasing homeomorphism from [0, ∞) onto itself.
Combining (6.2), (6.3) and the fact that f is η-quasisymmetric from (X, ρ, µ) onto itself, we see that f is also ζ-quasisymmetric from (X, d ε , µ) onto itself.
where t := r 1/ε = C
Similarly we have
Next, we move to Step 6 of the proof of Theorem 1.3.
6.6. log J f ∈ BMO(X, d ε , µ)
In this section, we will show that under the same conditions as in Theorem 1.3, log J f ∈ BMO( X). We will use the result of the following Proposition. Proposition 6.9. Suppose (X, ρ, µ) is a space of homogeneous type. Let g : X → R and h : X → R be positive locally integrable functions. If g ∈ BMO(X, ρ, µ) and there exists a constant C such that |g(x) − h(x)| ≤ C for µ-a.e. x ∈ X, then h ∈ BMO(X, ρ, µ).
Proof. Fix a quasiball B ⊂ X. For each x ∈ B, consider
(6.4)
The first and third terms on the right-hand side of (6.4) are bounded above by C: Since this is true for all quasiballs B ⊂ X, the function h is in BMO(X, ρ, µ) with h BMO ≤ 2C + g BMO .
Under the same conditions as in Theorem 1.3, by passing from the quasimetric ρ to the metric d ε we obtain a metric measure space X = (X, d ε , µ) that satisfies the conditions of Theorem 1.2. This implies that the generalised Jacobian J f exists and is finite, and more importantly, log J f ∈ BMO( X).
From Lemma 6.8 we know that there exists a constant C such that C −1 J f ≤ J f ≤ C J f , where C = C(A 1 , C µ f , C ε , ε). Then we have
which is equivalent to | log J f − log J f | ≤ C µ-a.e. Applying Proposition 6.9 for g(x) = log J f (x) and h(x) = log J f (x), we conclude that log J f ∈ BMO( X) with log J f BMO( X) ≤ 2C + J f BMO( X) . 6.7. BMO(X, ρ, µ) and BMO(X, d ε , µ) coincide
In this section, we show that BMO(X, ρ, µ) = BMO(X, d ε , µ), where (X, ρ, µ) is a space of homogeneous type, and d ε is a metric which is comparable to the snowflaking ρ ε of the quasimetric ρ. See Section 2.5 for the definitions of these BMO spaces.
Proposition 6.10. Let (X, ρ, µ) be a space of homogeneous type. Given ε ∈ (0, 1], let ρ ε (x, y) := ρ(x, y) ε for all x, y ∈ X. Let d ε be a metric which is comparable to ρ ε with constant C ε ≥ 1. Then BMO(X, ρ, µ) = BMO(X, d ε , µ), with comparable norms.
Proof. Let X := (X, ρ, µ) and X := (X, d ε , µ). It is sufficient to show that there exist constants C > 0 and C ′ > 0 depending on ε such that for every ϕ ∈ L 1 loc ( X), there holds
Fix an x ∈ X and r > 0. Let B := B(x, r), and B := B(x, C ε r ε ). Then
We consider each integral on the right-hand side of (6.5). Using the nestedness property (6.1) and the doubling property (2.3) of µ we have
Moreover, using (6.6) we obtain Taking the supremum over all quasiballs B ⊂ X of (6.5), and using (6.6) and (6.7) we obtain
ϕ BMO( X) . (6.8)
Following the same argument, we have ϕ BMO( X) ≥ 2A −(1+log 2 C 2 ε ) 1 ϕ BMO( X) .
(6.9)
Combining (6.8) and (6.9), Proposition 6.10 is established.
Using Proposition 6.10 we conclude that J f ∈ BMO( X), completing the proof of Theorem 1.3.
Construction of Spaces (X, ρ, µ) to which our Result Applies
In this section, we construct a large class of spaces of homogeneous type to which Theorem 1.3 applies. The idea is that we start with any metric measure space (X, D, µ) satisfying the conditions of Theorem 1.2. From there, we can always build a class of spaces of homogeneous type (X, ρ, µ) such that the hypotheses of Theorem 1.3 hold. The detail of the construction is shown in Theorem 1.4. The four main steps of its proof are outlined in the Introduction. We are left to prove Lemma 7.1 from Step 2, and to complete Step 4. Recall that given a metric measure space (X, D, µ) as in Theorem 1.4, we fix β ≥ 1, and define ρ(x, y) := D(x, y) β for all x, y ∈ X. In Lemma 7.1, we show that ρ is in fact a quasimetric.
Lemma 7.1. Let D be a metric on a set X. Suppose β ≥ 1. Define ρ(x, y) := D(x, y) β for all x, y ∈ X. Then ρ is a quasimetric on X, with quasitriangle constant A 0 = 2 β−1 .
Lemma 7.2. Let D be a metric on a set X. Suppose β > 1. Define ρ(x, y) := D(x, y) β for all x, y ∈ X. As shown in Lemma 7.1, ρ is a quasimetric on X. Fix ε = 1/β. Let d ε be the metric defined from ρ by the ε-chain approach. Then d ε coincides with the original metric D.
Proof. We recall the definition of the metric d ε built via the ε-chain approach:
where the infimum is taken over all finite sequences x = x 0 , x 1 , . . . , x n = y of points in X. Using n = 1, x 0 = x and x 1 = y, this gives us that d ε (x, y) ≤ D(x 0 , x 1 ) = D(x, y).
(7.1) Also, using the triangle inequality for the metric D, for all sequences of points x = x 0 , x 1 , . . . , x k+1 = y we get D(x, y) = D(x 0 , x k+1 ) ≤ D(x 0 , x 1 ) + D(x 1 , x k+1 ) ≤ D(x 0 , x 1 ) + D(x 1 , x 2 ) + D(x 2 , x k+1 ) . . .
D(x i , x i+1 ).
Since ε = 1/β, for all x, y ∈ X we have ρ ε (x, y) = ρ(x, y) ε = ρ(x, y) 1/β = D(x, y). Thus,
Hence, D(x, y) ≤ inf n i=0 ρ ε (x i , x i+1 ) = d ε (x, y). (7.2)
Combining inequalities (7.1) and (7.2), Lemma 7.2 is established.
This completes the proof of Theorem 1.4.
