Sampling from a discrete Gaussian distribution has applications in lattice-based post-quantum cryptography. Several efficient solutions have been proposed in recent years. However, making a Gaussian sampler secure against timing attacks turned out to be a challenging research problem. In this work, we present a toolchain to instantiate an efficient constant-time discrete Gaussian sampler of arbitrary standard deviation and precision. We observe an interesting property of the mapping from input random bit strings to samples during a Knuth-Yao sampling algorithm and propose an efficient way of minimizing the Boolean expressions for the mapping. Our minimization approach results in up to 37% faster discrete Gaussian sampling compared to the previous work. Finally, we apply our optimized and secure Gaussian sampler in the lattice-based digital signature algorithm Falcon, which is a NIST submission, and provide experimental evidence that the overall performance of the signing algorithm degrades by at most 33% only due to the additional overhead of 'constant-time' sampling, including the 60% overhead of random number generation. Breaking a general belief, our results indirectly show that the use of discrete Gaussian samples in digital signature algorithms would be beneficial.
INTRODUCTION
In the past decade, the looming threat of quantum computers and widely believed resistance of lattice-based cryptosystems against quantum computers as opposed to popular RSA or elliptic curve based schemes, has given the research in lattice-based cryptography a major boost. Among the lattice-based schemes the cryptosystems based on LWE [22] (or its ring variant RLWE [17] ) has emerged to be the most popular mostly due to their simple operations, security evaluation and strong worst case to average case reduction. Therefore, it is not a coincidence that in NIST's recent standardization Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. call for post-quantum cryptographic protocols [1] , a majority of the submitted protocols are based on LWE or RLWE.
These problems usually require error terms to hide the secret keys. Traditionally, these error terms are sampled from a discrete Gaussian distribution which itself is a non-trivial task. A lot of effort [11, 13, 19, 25] have been devoted into generating these Gaussian samples efficiently. However, in almost all these methods the sampling process runs in non-constant time which opens up new avenues for side-channel attacks. Unfortunately, except for a few simple countermeasures [6, 24] , it was not known how to generate Gaussian samples that can resist these attacks. So the current trend is to generate samples from distributions e.g the binomial distribution [2, 5] or the uniform random distribution [8, 9] where it is easy to generate samples in constant-time and model those distributions as Gaussian distribution during security evaluation of the cryptosystem. This works well with encryption and keyexchange schemes but for signature schemes [3, 12] this leads to larger key-sizes and costlier computations. In this work, we revisit the constant-time discrete Gaussian sampler described in [15] and further improve its efficiency. Specifically our contributions in this paper can be summarized as follows,
(1) The work in [15] established the concept of constant-time discrete Gaussian sampling by evaluating Boolean expressions. Unlike the previous work, here we provide a detailed and generic description for generating the Boolean expression. We combine our methods to create a tool to instantiate a discrete Gaussian sampler of arbitrary standard deviation and precision. (2) We observed a special property of the input random strings that generate samples. We show how we can leverage this property to minimize the Boolean functions efficiently. This minimization technique can speed up the sampling by up to 37% compared to the simple minimization technique in [15] . (3) Finally, we show that using Gaussian samples in a postquantum signature algorithm can be both very practical and secure. We use the Falcon signature algorithm to show that the performance of the algorithm does not degrade much with respect to the fastest non constant-time sampler and stays within practical limit even after we replace the non constant-time sampler with our constant-time sampler.
PRELIMINARIES
In this section, we define different notations which we are going to use throughout this work. We define Z * = {0} ∪ Z + . All the binary strings are read or processed in right-to-left direction, and the integer value of an n-bit binary string is either 0 or 1 is denoted by (0/1) i . For the binary trees, we denote the level where children of the root exist as the 0-th level, children of these nodes reside at 1-st level and so on. Hence, starting from root we need i + 1 steps to reach nodes at level i. We assume that the standard deviations in our sampler are small and our sampler can be used as a base sampler in [18, 21] where samples from a discrete Gaussian distribution with large standard deviation are generated by combining samples from a discrete Gaussian distribution with small standard deviation. We also use σ to denote the standard deviation of a Gaussian distribution.
Discrete Gaussian distribution
The probability distribution function of a discrete Gaussian distribution of a random variable X defined over Z is given as,
In this work, we always consider discrete Gaussian distributions that are centered around 0 i.e c = 0. Due to the symmetry of the probability density function it is sufficient to generate samples over Z * and use a random bit to determine the sign. For most practical scenario, all the samples are generated in the interval [0, τ σ ], where τ is a positive constant known as tail-cut factor and the probabilities D σ (x) are calculated up to n-bit precision, we denote this as D n σ (x).
Knuth-Yao Sampling
Dwarakanath et al. [13] first used Knuth-Yao [16] sampling method to generate samples from discrete Gaussian distributions. In the precomputation stage of this method, for a particular standard deviation it first creates a probability matrix of dimension (⌈τ σ ⌉ + 1) ×n where a row consists of binary expanded
Using this probability matrix a binary tree called discrete distribution generation (DDG) tree is created such that the Hamming weight of the i-th column of the probability matrix equals the number of leaf nodes in the ith level of the tree and each leaf node contains a sample value in the sample space [0, τ σ ]. An example is shown in Fig. 1 . During sampling, a random walk is started from the root node and a random bit at every step is used to decide between the bottom or top subtree. The sampling stops when this random walk hits a leaf node and the value in the leaf node is returned as sample. It is worthwhile to note here that for a distribution D with finite support s.t x ∈Supp(D) P n (x) = 1, where P n (x) is the probability of x up to n-bit floating point precision under the distribution D, the DDG tree is finite and generates samples that follow the distribution D exactly. Whereas, for distributions like discrete Gaussian distribution with infinite support the DDG tree grows infinitely and it is not possible to generate samples that follow the discrete Gaussian distribution exactly. In this case, the τ and n are chosen such that the statistical distance between the generated distribution and the actual distribution is lower than 2 −λ where λ is the security parameter.
Algorithm 1: Column scanning Knuth-Yao algorithm [25] input : Probability matrix P output : Sample value s 
Column scanning Knuth-Yao sampling
The column scanning Knuth-Yao sampling algorithm from [25] generates the DDG tree on-the-fly, thus making the sampling process time and memory efficient. This is shown in Alg. 1. We denote the Hamming weight of column i of the probability matrix P as h i . Define GAP i as,
here b j is the output of RandomBit() during the j-th iteration of the for loop in Alg. 1. It is evident from the above algorithm that a sample is found in the i-th column if and only if GAP i < 0 and
It is clear that Alg. 1 runs in non constanttime. Also, it is possible that with a small probability O(2 −n ), a sample is not found (Hit = 0) in that case the algorithm is restarted. 
PREVIOUS WORK
The bit-sliced discrete Gaussian sampler in [15] first proposed an efficient and constant-time discrete Gaussian sampler. The key observation in this work was that there exists a unique path from the root to each leaf of the DDG tree since it is a binary tree which is determined by the input random bits to the sampler. This implies that there exists a many-to-one mapping between the set of input random bit strings (b n−1 . . . b 0 ) to the set of sample bits. Further, this mapping can be expressed as a set of Boolean functions
, where m is the maximum possible bit length of any sample. This is shown in Fig. 2 . Now, each sample bit can be calculated in constant-time by executing the corresponding Boolean function completely. This method though being a constant-time algorithm, has very poor efficiency. So, the next key observation was that multiple samples can be generated in a batch using a single instruction multiple data . These variables are then unpacked to generate w samples at a time. Despite the overhead of packing and unpacking bits this method was shown to be approximately two times faster (for σ = 6.15543) than the best known alternative for constant-time sampling i.e cumulative distribution table (CDT) based sampling with linear search [6] .
The minimization problem
The work in [15] , however do not consider efficient minimization of Boolean expressions for their application. Indeed, the authors only used a simple and straightforward technique to generate the Boolean expressions. Hence, it is possible to improve the efficiency of the sampler by efficient minimization. Now to achieve this, we can use synthesis tools to minimize the expressions, since minimizing the Boolean expressions is equivalent to the well known circuit minimization problem which is a well known NP-complete problem. Now, as the number of variables n (usually ≈ 128) is large, these tools can only use heuristic minimization algorithms which can cause a number of complications. Firstly, these heuristics make the standard minimization approaches no longer applicable for our constant-time discrete Gaussian sampler because there is no guarantee for constant-time anymore, secondly minimization is not very efficient as the tools can use only heuristic algorithms, and finally most of these heuristic algorithms are intellectual property of their respective corporations and the output of these algorithms cannot be put in the public domain, rendering them unusable for discrete Gaussian samplers for lattice based cryptography implementations which are mostly open source. To overcome these problems we propose an alternate but efficient minimization strategy in the following sections.
OUR WORK
In this section, we first prove Theorem 1, which establishes an important property of the structure of the input random bit strings which generate the samples. We then describe our Boolean minimization strategy for discrete Gaussian sampling. We consider a Knuth-Yao sampler always takes input random bit strings of length n. However, it is possible that a sample is found on the c-th level of the DDG tree or equivalently the sampler needs only c + 1 bits to generate the sample i.e we do not stop Alg. 1 when a sample is found continue without updating the sample value further. Hence, the remaining n − (c + 1) bits do not influence the outcome of the sampling, we call them don't care(x) bits. For instance, in Fig. 1 to hit the top most leaf with sample 1 or the leaf node with sample 0 (4-th from top) the random bit strings will be xxxx00 and xxx001 respectively. Theorem 1. All the random bit strings which generate samples are of the form x i (0/1) j 01 k , where i, j, k ∈ Z * and i + j + k + 1 = n.
Proof. It is enough to show that there is no random bit string of the form x i 1 k ′ , k ′ ∈ Z * which generates a sample, i.e the sampling process does not hit any leaf node when the input random bit string is 1 k ′ . We prove this by contradiction. Let us assume that the bit string 1 k ′ hits a leaf node at k ′ − 1-th level of the DDG tree. So, GAP k ′ < 0 (see Eq. 1). Since the random bit string is 1 k ′ this implies that for all 2 k ′ different input random bit strings GAP k ′ < 0. In other words, all the random input bit strings generate some sample or hit some leaf nodes of the DDG tree. So, the DDG tree is a finite tree as the tree beyond k ′ − 1-th level is not reachable by the Knuth-Yao sampling anymore and becomes redundant. Hence, by the property of Knuth-Yao sampling we can say that the DDG tree up to level k ′ − 1 is able to generate samples exactly from the discrete Gaussian distribution of the given standard deviation. Or, in other words if the samples in the DDG tree up to k ′ − 1-th level lie in the interval
But, this is impossible as discrete Gaussian distribution has infinite tail and the probabilities being real numbers have infinite precision, so the above summation will never be equal to 1. Hence, our assumption that the input bit string x i 1 k ′ , k ′ ∈ Z * generates a sample is therefore wrong. □ Also, experimentally we have seen that j is bounded by a small ∆ i.e j max ≤ ∆. For example for σ = 1, 2, and 6.15543 the ∆ is 4, 4, and 6 respectively. In the next sections, we will show that by using these two facts we can develop a very efficient minimization technique for a fast constant-time Gaussian sampler. 
Efficient minimization
To instantiate an efficient discrete Gaussian sampler with a specific standard deviation, we first enumerate the number of leaves in the DDG tree and the random bit strings that hit those leaf nodes. We create a list L of these random bit strings x i (0/1) j 01 k with their corresponding binary decomposed sample values. It is evident from Sec. 2.2 that the size of this list is n−1 i=0 h i . Then we sort the input random bit strings x i (0/1) j 01 k and their corresponding sample bits in the list L in ascending order of k. This makes all the input random bit strings with equal number of consecutive 1's from the right-most side become adjacent in the list L. This is shown in Fig. 3 for a discrete Gaussian sampler with σ = 2. In the next step, we divide the list L in n ′ sublists as l 0 , l 1 , · · · l n ′ such that all the input random bit string in the sublist l κ has κ ∈ [0, n ′ ] consecutive 1's from the LSB or is of the form x i (0/1) j 01 κ . As in the sublist l κ , the κ + 1 least significant bits are fixed, the output sample bits in this sublist are determined by the next j random bits only. Now, we recall that j max ≤ ∆. Hence, we can generate Boolean functions f ι ∆ , that maps ∆ input random bits to the output sample bits for each sublist. Since, ∆ is small, we can now use very efficient minimization techniques to minimize the Boolean expressions f ι ∆ . It is even practically feasible to use Karnaugh map or brute force techniques to minimize the expressions. In this work we used the open source tool Espresso with -Dso -S1 options for exact minimization of each expression. We generate these Boolean expressions f ι,κ ∆ , κ ∈ [0, n ′ ] for all the sublists l 0 , l 1 , · · · l n ′ and for all ι ∈ [0, m − 1]. In the next section, we will discuss how we can join these Boolean expressions together to create a constant-time discrete Gaussian sampler. |(ᾱ n &β n+1 ) )))). Such method for constant-time execution of if-else blocks has beeen known since as early as constant-time bit sliced implementation of DES [4] and their constant-time behaviour has been studied well in the literature. Now, consider the binary variable c κ =b κ &b κ−1 . . . &b 0 where the b i 's are the input random bits to the Gaussian sampler. Also, recall from the previous section that the input random bits of sublist l κ are of the form x i (0/1) j 01 κ . In Fig. 3, b The above claim can be proven easily by using the structure of input random bits of list l κ and the definition of the variable c κ . We leave this to the reader. Using, Claim 1 and the constant-time if-elseif-...-else blocks as discussed in the beginning of this section we can combine the Boolean expressions f ι,κ ∆ , κ ∈ [0, n ′ ] to create a constant time Gaussian sampler with precision n as shown in Eq. 2,
Constant-time sampling
For correctness of the construction of f ι n in Eq. 2, it can be easily verified that the variable c κ ensures that if an input random bit string is in l κ the output of f ι n becomes equal to the output of f ι,κ ∆ . So far, we have used only binary variables α, β, c κ , b etc., to describe our methods. All of these methods can be trivially transformed into the bit-sliced SIMD setting as described in Sec.3.2 of [15] by using wider variables instead of binary variables and replacing single bit Boolean operators to their bit wise counterparts. We assert that our construction of the Boolean expression f ι n runs in constant-time as long as each of the Boolean expressions f ι,t ∆ runs in constant-time. Now, each of f ι,t ∆ is a Boolean expression that computes the ι-th bit of a sample from ∆ random bits. Constant-time behaviour of such functions has been proven and analyzed rigorously in [15] . Moreover, we used the tool "dudect" described in [23] to affirm the constant running time of our algorithm. The whole process for efficient minimization of f ι n is shown as a flowchart in Fig. 4 . We will make all the source codes and a tool that implements the strategies mentioned here publicly available. 1 Fig. 5 shows histogram plots constant-time discrete Gaussian sampling of σ = 2 and 6.15543 using the methods described above.
RESULTS AND APPLICATION TO FALCON SIGNATURES
In this section, we provide performance results of our constanttime discrete Gaussian sampler. Since the lattice based signature scheme Falcon [14] uses discrete Gaussian samples during signing, we chose this scheme as our target application. We give below a small description of the Falcon signature and the necessity of constant-time Gaussian sampling in the scheme. Falcon signature scheme : The post-quantum signature scheme Falcon [14] has been submitted to NIST's [1] ongoing effort to standardize post-quantum protocols. Among the lattice based signature schemes, Falcon has the smallest combined bitsize of public key and signature, this is partly due to the choice of Gaussian distribution and NTRU lattices. During the signing of messages Falcon requires samples from a discrete Gaussian sampler with σ either 2 or √ 5 depending on the number field used. In our work, we only considered the instance of Falcon with σ = 2, the other instance can be realized using the same methods described above. For more details about the Falcon signature scheme we refer the interested readers to the detailed documentation [14] .
The Falcon signature scheme is a relatively newer scheme and robustness against side channel attacks of this scheme has not been analyzed rigorously like older lattice based signature schemes [11] . Though at this moment we are not aware of any attacks like [7, 20] on Falcon which exploits a non constant-time Gaussian sampler, but the authors of Falcon have specifically mentioned that the use of a non constant-time Gaussian sampler during signing can be potentially harmful to the security of the scheme and serious effort should be dedicated for implementing constant-time Gaussian sampler.
For comparison, we plugged in our constant-time Gaussian sampler in the implementation [14] of Falcon provided by the authors and compare our results with two of their fastest non constanttime samplers, CDT sampler [19] and the byte-scanning CDT sampler [10] . Additionally, we also provided a comparison with the linear search based constant-time CDT sampler [6] with our sampler. The precision n(= 128), the tail-cut τ (= 13) and the pseudorandom number generator have been kept same for all the instances. We compiled all implementations using gcc-5.4 with flags -O3 -fomit-frame-pointer -march=native -std=c99. The computation times are measured on a single core of a Intel(R) Core(TM) i7-6600U processor running at 2.60GHz and disabling hyper-threading, Turbo-Boost, and multi-core support as standard practice on Ubuntu 16.04 running on a Dell Latitude E7470 laptop. As our target processor has 64-bits our sampler can generate 64 samples in a batch. The results are shown in Table. 1 We can see from Table. 1 that replacing the fastest non constanttime sampler with our constant-time sampler reduces the performance of signing algorithm by approximately 33% at worst, whereas replacing the constant-time CDT sampler with our sampler slows down the signing algorithm by at most 13%. Also, the signing algorithm with our sampler is at least 15% faster than the linear search Constant-time sampler in [15] This work Improvement σ = 2 3,787 2,293 37% σ = 6.15543 11,136 9,880 11% Table 2 : Comparing discrete Gaussian sampler with our efficient minimization with the previous described in [15] . The numbers in the table are in clockcycles and do not include the overhead for generating the pseudorandom numbers.
based CDT sampling. It is very important to note that the table based methods such as byte-scanning CDT, CDT or linear search CDT also gets advantage of data caching in our target Intel processors for fast table search due to the small size of the tables. Overall, these results show that removing side-channel vulnerabilities of non constant-time discrete Gaussian sampler with our constanttime Gaussian sampler does not hamper the performance of signing algorithm to a large extent.
In Table 2 , we compare the performance of the Gaussian sampler with our efficient minimization technique and the Gaussian sampler with the one described in [15] . We can see that for σ = 2 we get around 37% improvement, but the improvement for σ = 6.15543 is approximately 11%, the reason behind this is that for σ = 6.15543 in [15] , the output of the minimization tool has been manually optimized further for better efficiency.
DISCUSSION
In this work, we provided a generic tool to generate efficient discrete Gaussian samplers. We also demonstrated the efficiency of our sampler using two examples. Similar to previous work, we have also seen that there a large percentage (≈ 60%) of total time is spent on generating the pseudorandom bits alone. One of the reasons the centered binomial distribution [2] sampler and the byte-scanning CDT sampler are efficient is that they need very few pseudorandom bits to generate a sample. Our experiments suggest that improvements in the direction of reducing the requirement of pseudorandom bits per sample using better statistical measures like Rényi [21] divergences or max-log [18] distances and efficient generation of these pseudorandom bits combined with the methods described here can make the discrete Gaussian sampling very competitive.
