This paper describes an algorithm that ef ciently segregates desired speech features from spatially-separated interfering sources in reverberant environments. Although most binaural segregation techniques successfully remove interference components in the absence of reverberation, source segregation in reverberant environments remains a challenging problem. In order to reduce the effects of reverberation, we present a method that dereverberates input signals before they are segregated. The dereverberation lter is estimated from the autocorrelation of the observations and primarily deals with early re ections, while late re ections are effectively suppressed by an inhibitory mechanism that estimates their relative contribution in each time-frequency segment. Information about the salience of the target in a given time-frequency segment based on source separation is combined with the corresponding information based on reverberation suppression through the use of a continually-variable weighting function or mask. Use of the novel reverberation processing results in a relative decrease in WER of 11.5% to 20.9% and use of the combined approaches reduces relative WER by as much as 65.3%.
INTRODUCTION
While humans can understand speech even in very adverse acoustical environments, the performance of automatic speech recognition (ASR) systems is severely degraded by environmental noise and other interfering sources. To make matters worse, signal degradation in natural acoustical environments very frequently includes the effects of room reverberation. While reasonable success has been attained in coping with the effects of many types of quasi-stationary additive noise sources [1] , such approaches are largely ineffecThis work was supported by the National Science Foundation (Grant IIS-0420866), and by the Information and Telecommunication National Scholarship Program sponsored by the Institute of Information Technology Assessment, Korea. tive in dealing with the effects of reverberation. One popular route to robust recognition in recent years has been the use of physiologically-and perceptually-motivated signal processing schemes (e.g. [2] ). Processing motivated by human binaural perception, which utilizes spatial cues including interaural time difference (ITD) and interaural intensity difference (IID) [3, 4, 5] , has long been thought to be useful for separating sound sources from different directions and for coping with the effects of reverberation, and this approach is now being extended to speech recognition (e.g. [6] ). Some of the recent applications of binaural processing to ASR include the work of [7, 8, 9] . Nevertheless, these separation systems are much less effective in reverberant environments.
It is been known for decades that the auditory system focuses on the rst-arriving direct sound wave and suppresses the effects of later-arriving re ected waves. This effect, which is called the "precedence effect" is reviewed in [10] , and has been implemented in various forms in several computational models for sound localization (e.g. [11, 12] ). The precedence effect is likely to help localize sound sources or segregate signals originated from a target source in reverberant environments. Nevertheless, it is not clear that the precedence effect can be useful for ASR, as reverberant components coming even from the target source degrade recognition accuracy. In order to achieve high recognition accuracy in reverberant environments, it is very important to remove reverberant components to the extent possible.
In this paper we describe a method to dereverberate incoming signals before segregating sound sources using binaural processing. The dereverberation lter is estimated from the auto-correlation of the corresponding observation in a straightforward way. Normally, acoustic reverberation is so complex that it is very dif cult and computationally demanding to estimate a dereverberation lter exactly. Moreover, adjacent samples of speech are highly correlated, and this inherent correlation must be differentiated from the reverberation to obtain the lter successfully. In our work, the linear prediction (LP) residual of speech is employed to estimate the lter because the residual is relatively free of the inherent correlation as pre- sented in approaches such as [13, 14] . As noted above, the dereverberation lter focuses primarily on early re ections, and it is computed by inverting the truncated auto-correlation corresponding to early re ection. A second inhibitory "echo suppression" mechanism suppresses later reverberant components in a fashion that is motivated by the precedence effect. This mechanism, which is closely based on the algorithms of Martin [12] and Palomäki [15] , features an inhibitory signal that is derived from the short-term envelopes of the bandpassltered input signals. Finally, we estimate a continuouslyvariable mask that speci es the estimated relative contribution of the desired target signal to each time-frequency segment. Fig. 1 describes the overall procedure of the system we described in this conference. In this gure, the two sensors receive reverberant signals from a target source t(n) and possibly several interferences s m (n) as given by
OVERALL PROCEDURE
where h pm , p = 1, 2 denotes a transfer fuction from a source to a sensor, and M is the number of interferences. The signals arriving at the two sensors are rst dereverberated to remove early re ection components. In order to avoid distortions in estimating the dereverberation lter by the inherent correlation of speech, the LP residual signal is considered instead of speech itself [13, 14] . The auto-correlation of the LP residual at each sensor is ef ciently computed from the inverse Fourier transform of the power spectrum, which estimates the transfer function. Since acoustic reverberation is usually very complicated, a very long lter is normally needed for accurate dereverberation. In the present work we focus only on early re ections of the transfer function, which reduces the length of the estimated reverberation lter. Early re ections are especially problematical for sound source segregation because they affect the cross-correlation within the same frame as the direct sound wave.
The reverberation processing in the present paper was accomplished by truncating the auto-correlation function of the residual of the LPC estimate to ignore the effects of late reection. Speci cally, for nearly exponentially-decaying reverberation like a typical room impulse response, the dereverberation lter can be roughly estimated by (2) where R is the largest time lag of the auto-correlation c(τ ) after truncation. In our work we used a value of 240 for R, which corresponds to 15 ms at a 16-kHz sampling rate. Although there are many adaptive techniques to train the dereverberation lter (e.g. [13, 14] ), they may need long adaptation time and lots of computations in advance of dereverberation ltering, which is not acceptable for some ASR systems.
The dereverberated signals are input to a standard model of peripheral auditory processing. Cochlear frequency analysis is performed by a bank of 40 gammatone lters with center frequencies that are linearly spaced in equivalent rectangular bandwidth between 130 Hz and 6.8 kHz. As a crude simulation of auditory nonlinearities, the output of each gammatone lter output is half-wave recti ed. Cross-correlation between the resulting signals from the two sensors is computed for all frequency bands by
where i, j, N , T , and w(n) are the frequency index, the frame index, the frame length, the frame period, and the window function. Here, we consider cross-correlation values of the time lag τ that are less than 1 ms in magnitude, and a rectangular window. Robust ASR systems which include missing-feature processing (e.g. [16] ) need a mask that indicates which timefrequency segments are reliable and which ones are not. We rst construct a continuously-variable mask (or weighting function) that speci es the putative amount of reliability of the target signal in each time-frequency segment. We later set a threshold to discriminate reliable segments from unreliable ones. Each mask value is initialized according to
where τ t and τ sm denote the lags corresponding to the target and interference directions. The parameter L should be a suf ciently large number so that the threshold separates the interfering sounds from the desired signal in an appropriate fashion. To segregate target sounds from interfering sounds, the cross-correlation values at τ t and τ sm are compared. In addition, if the lag at the maximum cross-correlation does not belong to a neighborhood of τ t , the segment should be severely corrupted by interference sound or reverberant signal. μ denotes the neighborhood boundary, and we set it to equal 4 or 0.25 ms. The late re ection components in our system are suppressed by an inhibitory signal that is motivated by the precedence effect. Following the work of Palomäki et al., the inhibitory signal in each channel, b i (n), is obtained by low-pass ltering the instantaneous envelope of each gammatone lter output with a time delay [15] . The impulse response of the low-pass lter is
where the parameters A and κ denote the gain and time constant, respectively, and u(n) is the unit step function. We set A to provide unity gain at DC and κ to provide a 30-ms time constant. Using the inhibitory signal, each gammatone lter output is scaled by
where g i (n), e i (n), and b i (n) are the i th gammatone lter output with half-wave recti cation, the corresponding instantaneous envelope, and the inhibitory signal, respectively. We use this scaling approach rather than the subtraction presented in [15] because it depends only on the relative amplitudes of the envelope and the inhibitory signal.
In order to compile information about echo suppression for the mask, energies are computed for both g i (n) and r i (n) at each frame. The mask value is then modi ed by
ms(i, j) + 10 log 10
if 10 log 10
where m c (i, j) is the mask that represents the effects of source segregation and echo suppression while m s (i, j) is a mask that represents the effects of source segregation only. In addition, E g (i, j) and E r (i, j) are the frame energies of g i (n) and r i (n), respectively. Q also should be suf ciently large but much smaller than L so that Q can not change the label determined by −L. Finally, applying an appropriate threshold to the mask discriminates reliable time-frequency segments from unreliable ones. With this information and the log-spectral frame energies computed from E g (i, j), we are ready to perform speech recognition with missing features. In this system, the missing features are reconstructed using the cluster-based method [16] because it enables the use of cepstral features which are more effective for ASR than spectral features.
SPEECH RECOGNITION EXPERIMENTS
We evaluated the proposed method by speech recognition experiments using the DARPA Resource Management (RM1) database [17] and the CMU SPHINX-III speech recognition system, which is based on fully-continuous hidden Markov models. Using 13 th -order mel-frequency cepstral coef cients computed from reconstructed log-spectral energies, 2,880 RM1 sentences recorded in a quiet environment were used to train the recognition system, and 600 sentences were decoded to give a word error rate (WER). The frame size was 25.6 ms, and the frame rate was 10 ms. Assuming there is one interfering speech source, each test utterance was obtained by combining the clean target and interfering speech signals with a reverberation-simulating lter that was obtained using the image method [18] . Although we obtained results with only a single interfering source in the present paper, the algorithm in principle can cope with multiple interferers without modi cation. Fig. 2 describes the con guration of sources and sensors used in these experiments. The re ection coef cient was chosen to provide a reverberation time RT 60 of 0.3 s or 0.5 s. We assumed that the locations of the target and interference directions were known a priori. Table 1 presents the WERs obtained using test data as described above. The columns indicate the WER obtained for two SNRs and for two degrees of reverberation. The data columns describe the WER obtained using standard NIST metrics with no processing for signal separation, processing using ideal masks constructed using Oracle knowledge of the signal, and then processing as described in this paper using source segregation with inhibition and in combination with the dereverberation mechanism. For the present task, clean speech with no interfering signals or reverberation produces a WER of 6.9%. This WER increases to 8.5% if clean speech is processed by the dereverberation and inhibitory mechanisms before recognition.
The ideal masks in Table 1 suggest an upper limit of performance that could be attained from mask-based environmental compensation. These ideal masks were obtained by comparing frame energies of clean target speech and test signal at each time-frequency segment according to
where E c (i, j) denotes the frame energy of clean target speech in the i th band and j th frame. It is seen that even without the dereverberation processing, the proposed system provides much greater recognition accuracy than that observed for the baseline system without any processing for environmental robustness for all conditions considered. Furthermore, the rather simple dereverberation processing proposed provided a relative reduction in WER of 11.5% to 20.9%, and the combined processing for reverberation and interference provided relative improvements of up to 65.3% compared to no processing at all.
CONCLUSIONS AND FURTHER WORK
In this paper we have described a system that estimates masks for missing feature recognition of speech corrupted by interfering sound and reverberant signal. Our system employed dereverberation to remove early re ection components so that subsequent segregation based on cross-correlation could identify highly noise-contaminated time-frequency segments successfully. In addition, late re ection components were effectively suppressed by comparing spectral energies with and without an inhibitory mechanism. The segregation mechanism that was used to suppress interfering sources was combined with the reverberation-suppression mechanisms through the use of a continuously-variable masking function. The use of dereverberation and echo suppression provided a very substantial improvement in recognition accuracy for speech in reverberant environments in the presence of interfering sounds. While the described algorithm provided much better recognition accuracy than the baseline, results of ideal masks based on Oracle knowledge show that there is much room for improving the mask estimation especially in very adverse environments.
