The authors present the results of their analysis of an auto-associator for use with sparse representations. Their recognition model using it exhibits a list-length effect but no list-strength effect, a dissociation that current models have difficulty producing. Data on the effects of similarity and strengthening that indicate a dissociation between recognition and frequency judgments are also addressed. Receiver operating characteristic curves for the model have slopes between 0.5 and 1.0 and achieve this ratio in a novel way. The model can also predict latencies naturally. The authors' cued-recall model uses an architecture similar to that of the recognition model and where applicable the same parameters. It predicts appropriate amounts of retroactive interference, and analysis reveals an output competition process that relies on distributed representations and has not been proposed before.
In this article a kind of neural network called an autoassociator is presented, analyzed, and used as the central part of new models of single-item recognition and cued recall. We were led to investigate this network by the perceived need for a clean-up mechanism in recall models using distributed representations (Goebel & Lewandowsky, 1991; Lewandowsky & Murdock, 1989) . We explain this next, before introducing the paradigms that we model.
Many current models of human memory use vectors to represent items. One way to conceptualize this is to assume that each component of the vector indicates the degree to which a particular feature forms a part of the item. An additional assumption that may be made is that a given component may simultaneously take significant values in the representations of a number of items, and this can be conceptualized as being due to the fact that items have features in common. When this is the case, the representations are said to be distributed (van Gelder, 1991) . Arguments in favor of such representations have been made for conventional models Murdock, 1982) and for neural network models (Rumelhart, McClelland, & the PDF Research Group, 1986) .
However, the use of such representations leads to a particular problem. For concreteness, suppose that we are modeling a cued-recall paradigm, where subjects learn to produce a target word when presented with a cue word. When tested, a model of this paradigm should produce the target word when the cue word is input. The problem is that this type of model is unlikely to produce the exact representation of the target word. Because the distributions overlap, noise is produced, and the vector output by the model may be close to the target vector, but is bound to be somewhat distorted. The question is, how close should it be to be counted as a correct response?
The most common answer has been to take a measure of closeness, such as a dot product, between the two vectors and specify a criterion of closeness that must be exceeded if the response is to be classified as correct. However, this has been recognized to be only an interim solution until a new process can be devised to "de-blur" or clean up the output vector (Goebel & Lewandowsky, 1991; Lewandowsky & Murdock, 1989) . The idea is that the output vector is a mixture of possible responses, and the response clean-up process would output the vector corresponding to just one of the responses. The model's performance could then be assessed.
In this article we present the results of our analysis of a type of neural network called an auto-associator (Chappell, 1993; Chappell & Humphreys, 1993a) . We show that it has the desired properties for response clean-up. Given an input vector that is a mixture of item representations, it basically converges on the closest one. However, this is conditional on a sufficient number of the closest items' units being turned on in the input vector. If they are not, the network will converge on what we term a zero state where no units are active. That is, the auto-associator exhibits a kind of threshold behavior.
This threshold behavior, which was noted by the originators of the learning rule that we use (Buhmann, Divko, & Schulten, 1989) , led us to make our first use of the auto-associator not in recall, but in modeling the single-item recognition paradigm. The auto-associator turns out to be essential in this paradigm, because it permits us to separate contextual learning from learning in the auto-associator, which is acontextual. Such a separation seems to be required for a connectionist model to produce the recently discovered null list-strength effect ) and the dissociation between recognition and frequency judgments found by Hintzman, Curran, and Oppy (1992) . Shiffrin, Ratcliff, and Clark (1990) showed that a number of prominent memory models, which have collectively been called global-matching models (Humphreys, Pike, Bain, & Tehan, 1989) , all predicted a significant list-strength effect. Simply put, the models predicted that if a subset of list items in a single-item recognition paradigm were strengthened by repetition or longer presentation, then performance for nonstrengthened items should be adversely affected. This would constitute a positive list-strength effect. Ratcliff et al. (1990) found no such effect, and a number of subsequent studies have replicated their null result (Murnane & Shiffrin, 199la; 1991b; Ratcliff, Sheu, & Gronlund, 1992; Yonelinas, Hockley, & Murdock, 1992) .
The situation is complicated for these models and more generally for connectionist models, because a list-length effect, or an adverse effect of adding additional new items to a list, is well established (e.g., Ratcliff et al., 1990; Underwood, 1978) . Unfortunately, the very processes that allow these models to achieve a list-length effect also lead them to predict a liststrength effect (Murnane & Shiffrin, 1991b; Shiffrin et al., 1990 ).
Here we show that our neural network model of recognition, with the auto-associator as a central part, exhibits a null liststrength effect, a significant list-length effect, and a dissociation between recognition and frequency judgments. As a part of our list-strength simulations we produce receiver operating characteristic (ROC) curves for the model and find that they have slopes between 0.5 and 1.0, as found by Ratcliff et al. (1992) . These data also challenge global-matching and connectionist models.
The auto-associator has another rather unique property: The process of convergence that it uses takes time. Latency data may thus be naturally modeled. We present some preliminary investigations of the model's latency predictions, which are in agreement with the findings of Ratcliff and Murdock (1976) .
Finally, to show that the auto-associator will also be useful in recall paradigms, we present a simulation of the Barnes and Underwood (1959) AB AC cued-recall experiment. When attempting to model this paradigm, McCloskey and Cohen (1989) found that a different sort of neural network exhibited what they termed catastrophic interference. Basically, new learning had a catastrophic effect on previous learning. Our model shows appropriate amounts of interference. Furthermore, an investigation of its operation reveals an output competition process that does not seem to have been identified before.
Review and New Analysis of Neural Networks
Here, we briefly review the general operation of neural networks; more detailed descriptions may be found elsewhere (e.g., Rumelhartetal., 1986) .We (Chappell, 1993; Chappell& Humphreys, 1993a ) have performed new analyses of a particular type of network, an auto-associator using a learning rule proposed by Buhmann et al. (1989) . We believe that these analyses, the results of which we present below, show that this autoassociator has a promising future as a component of models of human memory.
Our model also uses another type of network called a pattern associator. Novel learning rules that we use in these pattern associators are also described in this section.
Neural networks consist of a number of nodes connected by weights. Nodes, or units, in the network may correspond to neurons or to groups of neurons in the nervous system. Each has a scalar activation, which is most often taken to correspond to the firing rate of neurons in a biological network. The activations are determined either by inputs from outside the network or by activation spreading through the network via the weights. The weights roughly correspond to synapses in a biological network. In what follows we use binary activations so that the units may be only on or off, represented by 1 or 0, respectively. A unit affects other units only if it is on. The extent of its effect on a particular unit depends on the size of the weight to that unit and in fact is determined by multiplying the activation of the sending unit by the weight. If the^'th sending unit's activation is represented by Xj and the weight from the yth unit to the /th unit by wy, then wgXj represents the effect of the/th unit on the /th unit. This process is repeated for all incoming weights, and the results are summed to give the total input to the /th unit:
where Nm is the number of incoming weights. If this sum is greater than the threshold U for the unit, then the unit will be on, for the next time step, or have an activation of 1 ; otherwise, its activation will be 0. This activation rule is used for all of the networks used in models presented in this article.
The state of a network at any given time may be represented by a vector of Os and 1 s, a pattern of activation over the units. Perhaps our most fundamental assumption is that such a vector may be taken to represent psychological states: a memory for an item or a semantic representation of an item that has just been identified and is to be learned in a list. A representation of the experimental context is also assumed to be represented by such a vector.
A crucial property of neural networks is that they learn by modifying their weights. The learning algorithm is slightly different for each of the two types of networks, so it will be described separately for each, as will the activation processes, which also differ. Although the pattern associator is the simpler of the two in operation, we describe it second because one of the novel learning rules that we use with it is basically just the Buhmann et al. (1989) learning rule modified for a pattern associator.
Auto-Associator
Auto-associators generally consist of only one layer of units, which are completely interconnected, except that weights from a unit directly back to itself are usually not allowed. Figure 1 shows the architecture for an auto-associator, as well as that for a pattern associator.
An auto-associator's function is to map a pattern of activations across the units at a given time to a new pattern of activa- tion, or possibly the same pattern, at a later time. Given an initial starting pattern, we say that activation cycles through the auto-associator, usually until a stable state, where the pattern no longer changes, is achieved. The critical thing is that, by using an appropriate learning algorithm, any given set of patterns (within reason) can be made to be the stable states of the autoassociator, that is, its memory states, or memory vectors.
It should also be noted that there are two types of update that may be used to cycle the activation in the auto-associator: synchronous and asynchronous. In synchronous update, the inputs to all units are determined in a single time step, and all units' activations for the next time step are then determined by whether or not their inputs are above the threshold U. In asynchronous update, at each time step a unit is chosen at random, and its input, and thus its activation for the next time step, is determined. Statistical mechanical analyses, mentioned below, assume asynchronous update. Our analysis assumed synchronous update, and we were able to use synchronous update to simulate most of the paradigms discussed here. However, a main advantage of the auto-associator for modeling memory is that its cycling process takes time, so that one would expect that not only accuracy data but also latency data could be naturally modeled. What we found with synchronous update, though, was that convergence is achieved with virtually all test items in two or three cycles; there is not enough variance to model latency data adequately. We thus turned to asynchronous update. Although the analysis cannot be made precise, it leads us to expect virtually identical behavior in terms of convergence, and our simulations support this. Thus, asynchronous update was used in all of the simulations reported here. Hopfield (1982 Hopfield ( , 1984 and Little (1974; Little & Shaw, 1978) were the first to apply the methods of statistical mechanics to the auto-associator (but see also Anderson, Silverstein, Ritz, & Jones, 1977 , for analysis of an auto-associator and application of it to some psychological paradigms). Hopfield used activation values of -1 and 1 , and half of Hopfield's units were on, or had activations of, 1 on average. Amit, Gutfreund, and Sompolinsky (1987) noted that neurophysiological evidence indicates that 50% of neurons are never active. They therefore investigated the behavior of Hopfield's model, but using patterns with a small proportion of Is, the rest of their components being -1. The learning rule devised by Buhmann et al. (1989) , which we use, is a modification of that used by Amit et al. ( 1 987) .
For the auto-associator we follow the physics literature and use the notation £/ to represent the/th component of the vector representing the nth item (we use Greek superscripts to represent item numbers and italicized Latin subscripts to represent unit numbers). An expected proportion/of the units in a given memory vector are 1 , and the rest are 0. In our simulations, / takes a value of 0.075, so that most of the units are off in any item's representation; the representations are sparse. The learning rule proposed by Buhmann et al. ( 1 989) for an auto-associator with N units, where there are P patterns to be learned, is then 7 represents a global preexisting inhibition between every pair of units. Note that there are no self-weights; wy = 0 if i =j.
If both sending and receiving units are on, the product term becomes (1 -/)(! -/), so an excitatory weight is learned. This is Hebbian learning (Hebb, 1949) . There is now neurophysiological evidence for such learning in biological networks (Brown, Kairiss, & Keenan, 1990) .
The -/terms in each bracket imply that when one of the sending and receiving units is on and the other is off a small inhibitory increment to the weight between the two units is learned. That is, if there is already an excitatory weight between the two units, its magnitude will be slightly reduced; if the weight is already inhibitory, it will become more so. We did not feel that learning inhibitory weights, especially for short-term learning, was desirable, but it turned out to be essential if the auto-associator was to be stable when large numbers of memories were stored in it. The particular problem that emerged was that the whole network tended to become activated (Chappell, 1993) . There is in fact neurophysiological evidence for the learning of inhibitory connections when the sending neuron is on and the receiving unit is off (Morris & Willshaw, 1989; Stanton & Sejnowski, 1989) and vice versa (Levy, Colbert, & Desmond, 1990) .
By doing a statistical mechanical analysis, as Sompolinsky (1985a, 1985b) had done for Hopfield's model, Buhmann et al. ( 1 989) showed that their network had a very high storage capacity and none of the spurious states that are found with Hopfield's model or Amit et al.'s (1987) modification of it. These states are mixtures of the memory states learned and are undesirable. In addition, and of special importance for us, Buhmann et al. (1989) noted that their network has what they termed a no recognition state. If the input does not particularly resemble any of its memory states, it will converge on a state with no activation; it does not recognize the input. We call this the zero state. The Hopfield-Little model does not have such a state.
New Analysis
As noted earlier, Buhmann et al. (1989) assumed asynchronous update. They also assumed that units are updated according to a probabilistic rule: As a unit's input increases above its threshold, this merely increases its probability of becoming activated, and it may even become activated with a below-threshold input. To make our mathematical analyses possible, we used synchronous update, where all units' inputs are assessed at the same time, and they are then all updated. Also, a deterministic update rule was used, where the activation of a unit becomes 1 if its input exceeds the threshold U.
At any time the state of the network can be represented by the vector of its unit activations, which we denote as S. The main findings are expressed in terms of the overlaps between this state of the network S and each of the memory patterns £*:
(2) Thus, if there are 80 items in the memory, as there are in the simulations reported here, there will be 80 of these overlaps, each representing the similarity between one of the items and the current network state. Each overlap is basically just a multiple of the dot product between the two vectors. Because the expected proportion of Is isf,JNis the expected number of Is in a given memory vector. If the network state and the memory vector coincide, then the expected overlap will be 1, although if the memory vector happens to have more thanfN Is the overlap may be greater than 1. Similarly, it may also be less than 1.
The results of the analysis (for more detail, see Chappell, 1993) are as follow.
1. If there is only one memory pattern, then network activation will converge on that pattern if the initial overlap with the pattern is above some critical overlap (m cr j t ):
Otherwise, the network activation will converge on the zero state. Thus, effectively, a critical number of the memory patterns' units must be initially activated for that pattern to be converged on.
If the memory is strengthened with parameter s, so that the weights matrix is given by i+j, It thus becomes easier to converge on the memory. 2. For the case of two nonstrengthened, not-too-similar memories, the results are best illustrated using the energy surface for the network. The energy surface has the property that as activation cycles through the network the point on the surface representing the state of the network will always move downhill on the energy surface. Chappell (1993) showed that the energy surface for the two-memory case is as shown in Figure 2 . The two axes on the bottom of the graph represent overlaps with the two memory vectors. The vertical axis represents energy.
The energy surface indicates the three possibilities: (a) If the initial state is quite close to one of the memory minima, in the bottom left-and right-hand corners, it will converge on one of them, (b) If both memories are moderately activated, so that the initial state is on the middle section of the surface, then the zero state, in the bottom middle corner, will be converged on. In a psychological context this corresponds to output competition. (c) If both memories are highly active, then with this surface it would be possible to converge on a state with both memories active, that is, the top middle corner. We generally regard this as undesirable and set the global inhibition so as to prevent it.
3. For the general case ofP memories, the effect of strengthening PS of the memories was investigated; the weights matrix is given by €/• -/«/ -j mr -/)
It-O
To anticipate our model description, when items are studied in a list, their long-term memories, which are stored in the autoassociator, are slightly strengthened. Thus, we need an understanding of the auto-associator's response to this manipulation. Chappell (1993) showed that with randomly generated memory vectors the effect of strengthening some memories on nonstrengthened memories was to increase slightly their critical overlaps, but the effect was very small. This contributes to our account of the null list-strength effect.
4. We can also take the same weights matrix as earlier and concentrate on the effect of increasing PS on the critical overlaps for strengthened and nonstrengthened items. These effects also turn out to be extremely small for the parameters used here (Chappell, 1993) . Thus, performance in the auto-associator is minimally affected by a list-length manipulation.
5. The results given earlier assume that overlaps between pairs of memory vectors are not too high, less than about 0.5. If this assumption is violated, then more complicated behavior results. In particular, the network may converge on a memory to which it was not initially closest, if that memory is relatively stronger. This property has been found useful in modeling Hintzman et al.'s (1992) experimental paradigm involving sin-gular and plural nouns, whose representations may be assumed to be similar. If the similarity between memory vectors is even higher; on the order of 0.8, then the network enters what we call the cascade region, where small initial activations of the network may lead to a number of memories becoming active. This region is definitely to be avoided.
Thus, this network has ideal properties for response clean-up. Its properties can also assist in giving an account of the null liststrength effect.
It should be noted at this point that we deviate slightly from the Equation 5 learning rule in our simulations. Long-term memories are stored using Equation 1, but when memories are strengthened during list study we also increase the global inhibition as each item is studied. The amount of the increase is the proportion of the global inhibition in Equation 1 that can be attributed to each item (y/(/N))(l/P), multiplied by the learning rate. Table 1 shows convergence for 10 memories. The first section of the table shows convergence on a memory, and the second shows convergence toward the zero state. The first 10 columns represent overlaps between the network state and each of the memory vectors (calculated using Equation 2 and multiplied by 100), and the last column shows the energy for the network state represented by that row, which is always decreasing.
Within each section, the first row of numbers in the table are what we term the initial overlaps between the initial state of the network and each of the memories. As activation cycles in the auto-associator, each row of the table shows the overlaps after a further 500 unit updates have occurred; asynchronous update was used. In the first section it can be seen that the network state moves closer to the memory vector to which it was originally closest and slightly farther away from other memory vectors. In the second it is converging toward a state where no units are active, which is not close to any memory vector.
Pattern Associator
A pattern associator's basic function is to map a vector of activations at its input layer (the bottom layer in Figure Ib ) to a (Hebb, 1949) ; the weight between the/th input unit and the rth output unit is increased if, for a given pair of items, both of these units are on. For P pairs of items, the total weight change will then be (6) Here/is the expected proportion of units in any given pattern that are on, and l//Mn turns out to be the appropriate scaling factor for the learning rule.
1
It is well known that this learning rule will yield perfect performance only if the input vectors are orthogonal (Stone, 1986) . The vectors that we are using are not in general orthogonal; they have an expected dot product off 2 N. Simulations revealed that with these vectors this learning rule generated too much noise for our purposes. The solution adopted was to use a modification of the Buhmann et al. (1989) rule: p-l ;Z№"
where X is the learning rate. As noted by Amit et al. (1987) this kind of rule effectively reduces the expected noise from other patterns back to zero. In a sense it orthogonalizes the input patterns. We use this rule in one of our pattern associators. In the other pattern associator the situation is more difficult; the same input pattern (representing context) is used for all of the items to be learned. Not even Equation 7 can cope with this amount of nonorthogonality. For this pattern associator we revert to Hebbian learning, as described by Equation 6, but we effectively squash the weights; we allow each one to be incremented only once. This reduces the amount of interference in the mapping. This may be seen by considering an output unit that should be turned on by a particular mapping. It just requires each of its incoming weights to have a value of U[jN-m , on average. If the learning of other mappings were to increase these weights further because of their item's overlap with the items in this mapping, then our unit of interest would receive a higher input than needed for the particular mapping. This kind of noise is eliminated by allowing only binary changes; basically, following learning, inputs to units will have an expected value of about U. It should be noted that another kind of noise, where units that should be turned off by a mapping but are not because of overlap between representations, is not eliminated by this learning rule. This type of learning rule, without the inhibition, has been analyzed by Willshaw (1981) and McClelland (1986) .
Note. Each of the first 10 columns is the overlap between the network state and a memory.
In both of the pattern associators we assume that there is preexisting global inhibition between input and output units. In this second pattern associator, weights either will have this inhibitory value or may be increased by X/JN( I -y P ) by learning, where X is the learning rate. In our model X takes different values in the two pattern associators. -y/> is the global inhibition parameter in the pattern associators.
The Recognition Model

The Paradigm
In the single-item recognition paradigm (see Kausler [1974] for a review of effects and theories) a list of items is first studied. The subjects may or may not be told that the items will later be tested and the nature of that test. Then, after a retention interval, during which there may be an irrelevant task to clear working memory, there is a test. In one paradigm this consists of a list of items, some of which were in the original list (old items) and some of which were not (new items). An old item may be correctly recognized (a hit), or it may not be (a mm). A new item may be incorrectly recognized (a false alarm), or it may be correctly rejected.
These are the basic phenomena that our model must reproduce. We now briefly describe our model's historical origins and sketch its workings, before proceeding to a detailed description.
Background and Overview of the Model
The model presented here is in a sense at the end of a line of model development started by Anderson (1973) and continued by the recognition portions of the Theory of Distributed Associative Memory (TODAM) (Murdock, 1982; Murdock & Lamon, 1988 ) and the Matrix Model Pike, 1984) . We refer to these models generically as vector models, because they all store a memory for the study list in a vector. In particular, our model implements recent modifications to the Matrix Model proposed by Humphreys, Wiles, and Bain (1993; Wiles, Humphreys, Bain, & Dennis, 1991) .
In the earlier models the random vectors representing items were simply added to form the list memory. The Matrix Model introduced the refinement of an association being learned at study between a random vector representing the context and each of the list items. At test the context was used as a cue to reinstate a memory vector that was the sum of all the list item vectors. In the present model this is implemented by learning the association between context and each of the items in a pattern associator.
The present model differs from its predecessors in its conception of how memory access occurs and in the decision process. In the traditional vector-type models the typical access procedure was to match the list item to memory by taking a dot product to produce a measure of familiarity. The decision process consisted of comparing this familiarity value with a criterion. Items with a familiarity above criterion were classified as old, and others were new. It also happened to be the case in these models that units could take on continuous values. Humphreys, Wiles, and Bain (1993) , on the basis of their analysis of a recall paradigm, introduced the idea of intersection. Humphreys, Wiles, and Dennis (1993) subsequently suggested that the intersection is a computational primitive useful in modeling a large number of paradigms. In a model of recognition Humphreys, Wiles, and Bain (1993) proposed that at test an intersection between all the units that make up the list memory (which are activated by context in the Matrix Model) and the units of the test item should be taken. Units in this intersection should then be used as the basis for the recognition decision.
The present model feeds the result of the intersection process into an auto-associator. If a sufficient number of units activated belong to a particular item, which has previously been stored in the auto-associator, then that item will be converged on in the auto-associator, and an old decision will be made. Otherwise, a new decision will be made. Figure 3 shows the model architecture. Note that not all weights are shown and that any of the weights shown could be excitatory or inhibitory. Across the top of the figure is an autoassociator, which uses the Buhmann et al. (1989) learning rule. This stores a vocabulary of items and is thought of as the semantic memory, although experimental learning occurs here also. Feeding into this auto-associator are two pattern associators, one from the bottom left-hand side, which stores experimental associations between context and each of the items, and one from the bottom right-hand side, which stores preexperimental associations between peripheral representations of each of the items and what we term their central representations in the auto-associator. The idea of distinguishing peripheral and central representations and considering the effect of associations between the two was suggested by and is introduced here so that the intersection process can be implemented, as described below.
Model Description
Simulation of an experimental paradigm may be divided into three phases: preexperimental, study, and test. These are now described in turn. For each paradigm, simulations were repeated 50 times, with different random vectors, and each repetition may be thought of as representing a single subject.
Preexperimental Phase
The first step in simulating a subject is to generate the vectors that will form the central and peripheral representations of items. In the simulations reported here 80 items were used. Each component of each vector took the value 1 with probability/^ 0.075 and was 0 otherwise. Each vector had 750 components, and thus the expected number of nonzero components was 0.075 X 750 = 56.25. However, variation around this value occurred according to a binomial distribution, except for peripheral representations, which were normalized to all have the expected length: 56. This latter restriction was found to be necessary to further reduce the noise in the peripheral-central mapping. The expected overlap between any two of these vectors is just equal tof, although again there will be variation, with some vectors being more similar. For the simulation of the Hintzman et al. (1992) data, we wished to represent singular and plural nouns, so that some of the pairs of items were generated so as to have much greater similarity or overlap. To fit the data, similarities between corresponding plural and singular representations of 0.56 for central representations and 0.20 for peripheral representations were found to be appropriate. We call this set of 80 items thus simulated the vocabulary.
The next step is to learn this vocabulary in the auto-associator. This is done using the Buhmann et al. (1989) learning rule (Equation 1). From our analysis we know that once this has been done, each of the items will be represented by a minimum in the energy surface for the auto-associator, and that if a number of a given item's units greater than its critical number are turned on, then that item's representation will be converged on; we say the item is converged on. We think of the set of weights in the auto-associator at this point as a semantic memory (longterm representations of the items).
Also in this phase, associations are learned, in the right-hand pattern associator in Figure 3 , between the peripheral representations of items and their central representations, so that when a peripheral representation is activated it will activate its corresponding central representation. For these long-term associations we use a variant of the Buhmann et al. (1989) learning rule adapted to a pattern associator (Equation 7), with a learning rate of 0.9. Just as in the auto-associator, there is global inhibition (-fp/fNin, y P = 0.2) as well as learned inhibition. The global inhibition is needed so that a given peripheral representation inhibits the central units of items other than the one it represents. In a developmental model this learning would correspond to learning to map a string of graphemes to a preexisting representation of the word.
For the same reason, inhibition is needed in the pattern associator connecting context and the central representations of items. This global inhibition is also assumed to exist preexperimentally, so it is set at this time. For the simulations reported here, it takes the value -yp/JN in ( 1 -y P ) with y F = 0.2.
Finally, we have chosen to implement probabilistic encoding by assuming that some central units cannot have weights learned to them from the units representing context. These central units, about 5% in our simulations, are chosen randomly at this time. This form of probabilistic encoding was chosen after we investigated a number of alternatives. In fact, this type of encoding is also used in learning the peripheral-central mappings; a different 5% of central units are chosen that cannot have weights learned to them from the peripheral units.
It should also be noted that we do not model carry-over effects between conditions, so that the state of the weights described so far is returned to before each subsequent condition is modeled.
Study Phase
In the study phase another random vector is first generated to represent the context. This vector has the same sparsity and length as the item vectors. Where a paradigm has a number of conditions for each subject, a different context vector is generated for each condition.
Items are then presented to be learned. The details of the number of items presented and the number of times a particular item may be presented depend on the particular paradigm being modeled. However, the process for any particular item is always the same, as described next.
As each item is presented its peripheral representation is assumed to be activated, which in turn is assumed to cause the auto-associator to converge on the item's central representation (this process is not actually modeled in the simulations presented here; it is just assumed that the central representation of the study item is fully activated). At the same time the representation of context is activated. Recall that there are preexperimental inhibitory connections from the context to all central units. If allowed to operate, these connections would make it impossible for convergence to occur on central representations, so that associations could not be learned to them.
We therefore propose that the global inhibition can be modulated, and is reduced during learning to allow two concepts between which an association needs to be learned to be activated simultaneously (in this case context and an item).
Two types of learning then occur. The first is in the pattern associator connecting context to each of the items. Initially, all of these weights are inhibitory. We assume that learning in these weights is essentially squashed, so that each weight may be increased only once in a given condition, during the learning of a whole list. Such an increase (of X/[/Ni n ( 1 -•»)], a learning rate of X = 0.65 was used here) will occur if, for a given item, both the sending and receiving units are on and the receiving unit is one to which weights can be learned.
The second type of learning occurs in the auto-associator. The weights connecting active units in the auto-associator are incremented using a learning rate (X A = 0.1) that is 10% of that used in the long-term learning in the auto-associator. For each item the weight increment is
Thus, excitatory weights between units in the item are increased. This has the effect of reducing the critical overlap for these items, so that it is easier to converge on them. It also deepens their energy wells. In some simulations we use the depth of the energy well as a measure of confidence or frequency of presentation; these measures will be increased by this learning.
At the same time the global inhibition is also increased slightly. Recall that y/(fN) is the total global inhibition in the original learning rule (Equation 1), so that dividing by /"gives the amount of this global inhibition per item. The effect of this increase is to make it slightly harder to converge on nonstrengthened items.
Note that there is no learning in the peripheral-central pattern associator during study, although such learning has been proposed , and could be included at a later date. We also assume that there is no learning in any part of the model during the test phase, which is described next.
Test Phase
At test the context representation is activated, and at the same time the peripheral activation of the test item is activated. The context activation, through the left-hand pattern associator in Figure 3 , tends to activate all of the central representations of list items. To be precise, there are excitatory inputs to all units belonging to list items, unless they are units to which weights cannot be learned. At the same time, because of the global inhibition in the pattern associator, the context inhibits all central units to which excitatory weights have not been learned: units not belonging to list items or units unable to have weights learned to them. Essentially, then, the context activates list items and inhibits nonlist items.
The peripheral activation of the test item, through the righthand pattern associator in Figure 3 , tends to excite the central representation of the test item, and again because of global inhibition, to inhibit all other central representations.
The inputs from the two pattern associators (calculated using Equation 0) are simply added, and if the sum is above a unit's threshold (U = 0.55) the units activation is 1; otherwise, it is 0. In general only units that receive excitatory inputs from both the context and the peripheral representation are activated. A unit that was in a list item but not in the item being tested will probably be activated by the context association, but it will be inhibited by the test item, and so pushed below threshold. Similarly, a test item unit may be activated by its peripheral representation, but if an association to it was not learned during list presentation then it will be inhibited by the context and again be subthreshold. That is, the model finds the intersection between the set of units belonging to the test item and the set of units belonging to all list items. When the test item is a list item, there will generally be a large number of such units. When it is a new item, there will generally be fewer, but the number will depend on the degree to which the new item overlaps with list items.
The remaining activated units then form the initial state for the auto-associator, which then runs free without external input (also using Equation 0). From our analysis we know that it converges on the central representation of an item if the number of active units belonging to that item is above the critical number for that item and if no other item is significantly activated. If the central item converged on is the same as the test item, we assume that an old decision is made; otherwise, the decision is new. In modeling the Hintzman et al. (1992) data, occasionally two central items are converged on: the test item and the corresponding singular/plural. We also take this to be the basis for an old decision.
In fact, using asynchronous updating as we do, we need to make the definition of convergence more precise. It is unreasonable to suppose that all of an item's units need to be turned on for it to be classified as old or that all units must be turned off for it to be classified as new. In both cases this could take an unrealistically long time. Thus, the two criteria for these two decisions are two parameters of the model. 2 Hits, then, occur when a sufficient number of an old item's units survive the intersection so that it can be converged on in the auto-associator. There are two reasons why this does not always occur. One is that we have assumed that some central units cannot have weights learned to them from the context layer or the peripheral layer. When this happens for a sufficiently large number of units for a given old item, the auto-associator does not converge on it; it is missed. The other reason an old item may be missed, especially if it has been presented only once, is that its representation may contain a particularly small number of Is. It is more difficult to converge on such items. False alarms occur when a distractor item shares a large number of units with list items. Most of these units then survive the intersection, so that the new item may be converged on. Most of the time this does not occur with new items, and they are correctly rejected.
The numbers of hits, misses, false alarms, and correct rejections are then simply counted for each condition, for each subject. For each condition and subject d' may then be calculated, and statistical tests may be done on these d's, for the 50 subjects. Note that in the simulations each item in a subject's vocabulary was used only once, either as a list item in one condition or as a distractor.
In the simulations reported here, asynchronous update is used in the auto-associator. The number of updates required for convergence is recorded for each item, and we take this to represent latency so that we can examine latency distributions (Ratcliff& Murdock, 1976) .
Finally, by varying the global inhibition, we effectively vary the criterion so that we can plot ROC curves (Ratcliff et al., 1992 ).
Parameters
The model has a large number of parameters, because we are modeling so many processes in detail. Here, we just describe the effect of some of the more important ones. With each parameter we give the symbol we use to represent it, together with the value used in the simulations presented here. The graphs given later were all obtained by learning a 20-item list and testing 10 old and 10 new items.
Sparsity(f= 0.075)
This is the expected proportion of units that are turned on in the representation of any item. It determines the amount of overlap between any two items, and hence the overlap between a new item and the set of units belonging to all list items, for a given condition. Thus, the larger/is, the more new items should overlap with the set of units belonging to all list items. That is, the larger/is, the more of a new item's units should survive the intersection and form the initial state of the auto-associator. Figure 4 shows the average initial overlaps of new items as a function off.
Unfortunately, this increase does not translate simply into an increasing false-alarm rate. This is because increasing/alone also increases the critical overlap. Equation 3 indicates this for the one-memory case, and simulations reveal that the effect is even more extreme for the many-memory case.
Inhibition
Global inhibition in the auto-associator (y = 0.2). The amount of global inhibition in the auto-associator affects the ease with which two items can become activated, as well as the critical overlap for any given item. We do not generally want two items to become active, but we also do not want critical overlaps to be too high; these two constraints push us in opposite directions in choosing -y. In particular, if we are to have reasonable critical overlaps, we must tolerate singular and plural representations sometimes being simultaneously activated in the simulations of the Hintzman et al. (1992) data. In general, as -y is increased, the critical overlaps rise also; for the one memory case recall from Equation 3 that 1
•V. Global inhibition in pattern associators f-yp = 0.2). This inhibition exists to implement the intersection. Thus, it needs to be large enough in any given pattern associator to counter the effect of an excitatory input from the other pattern associator to the auto-associator. If it is not large enough to achieve this, either new items will be very easily activated at test, leading to an inappropriately high false-alarm rate, or if the inhibition from the peripheral representations of items is insufficient, many items will be simultaneously activated by the context and remain activated after the intersection, leading to convergence on the zero state in the auto-associator and inappropriately low hit and false-alarm rates.
In the simulations presented here we managed to use similar values in the auto-associator and pattern associators, in support of our conceptualization of it as the same construct as in the auto-associator.
Learned inhibition. This arises through the -/terms in the learning rules in the auto-associator and one of our pattern associators. As the learning rule stands, the amount of this inhibition cannot be manipulated independently of the learning rate for excitatory learning, except by varying/ Amit et al. (1987) pointed out when they proposed it that the effects of noise due to other patterns tends to cancel out with this type of rule. Approaching the problem from a slightly different perspective, Chappell (1993) arrived at the same conclusion. Thus, the main function of the learned inhibition is to reduce noise. 
Unlearnable Weights
These were introduced so that all old items with representations of average length would not be converged on after just one study trial. As the probability of weights being leamable to a unit (pu = 0.95) decreases, so do the hit and false alarm rates, as shown in Figure 6 . It can be seen that even with pu = 1.0 there are some misses; these are items with a small number of Is in their representations.
Learning Rate in the Auto-Associator During Study fX A = 0.1)
As the learning rate used in the auto-associator during study of items (a learning rate of 1.0 is used for the preexperimental learning) is increased, their critical overlaps are reduced. This increases the hit rate for old items. Also, because more global . Hit rates (HR) and false-alarm rates (FAR) as a function of the probability of central units being able to have weights learned to them. Prob. = probability.
inhibition is being learned, the false-alarm rate declines slightly. These effects are shown in Figure 7 .
Model Simulations List-Length and List-Strength Effects
Data. Here we analyze the list-length and list-strength manipulations and find that the main difference between them is that a rise in the false-alarm rate causes the list-length effect, whereas a list-strength manipulation results in no such rise and no effect.
The list-length effect is the decrease in performance that occurs as the length of the list being learned is increased (Murnane & Shiffrin, 1991b) . The performance measure generally used is d', which for a given subject in a given condition is given by d' = , where FAR (false-alarm rate) is taken to be the area above z(FAR) in a normal distribution and HR (hit rate) is the area above z(HR). The assumption is that old and new items give rise to normal distributions of familiarities, as shown in Figure 8 , and subjects respond yes if an item's familiarity exceeds a criterion. The global-matching models were able to produce these distributions and predict d' as a function of their means and standard deviations:
They predicted a list-length effect because as each additional item is added to the list it will leave the difference of means in the numerator unchanged, but increase the standard deviation of new items in the denominator . Shiffrin et al. (1990) posed the question of what would happen if, instead of adding additional items, some old items were strengthened. Performance for the strengthened items would improve, but what would happen to existing nonstrengthened items? Shiffrin et al. (1990) showed that the class of existing models, called global-matching models, would all predict that d' for the nonstrengthened items would decline. The models made this prediction because they made little distinction between adding a fresh item to a list and strengthening an already existing item. Thus, they predicted a list-strength effect for the same reason that they predicted a list-length effect-an increasing standard deviation for new items.
However, in a companion article Ratcliff et al. (1990) , in a series of experiments, failed to find such an effect, whether strengthening was achieved by repeated presentation or longer presentation. Ratcliff et al. used four conditions. Where repeated presentation gave strengthening, the conditions were as follows: (a) pure weak, where all items were presented once only; (b) mixed weak, where half of the items are presented once and half are presented three times, and we are interested in the weak items; (c) mixed strong, which is the same as (b), except that it is the strong items that are of interest, and (d) pure strong, where all items are presented three times. All conditions involve the same number of distinct items. Ratcliff et al. proposed a measure of the list-strength effect, calculated from rf's for each condition: where PW denotes the pure weak-condition, MW denotes the mixed-weak condition, PS denotes the pure-strong condition, and MS denotes the mixed-strong condition.
If strengthening some items adversely affected the nonstrengthened items, R would be greater than 1; this is what Ratcliff et al. (1990) called a positive list-strength effect. They consistently found R to be nonsignificantly different from 1, indicating what we call a null list-strength effect. Table 2 shows data for only the pure-weak and mixed-weak conditions, for all published studies of which we are aware. For each condition the hit rate and false-alarm rate are given, together with the corresponding d'. The last four columns show the difference between the two conditions, including the statistical significance of the difference in the d's, where this was reported. A positive d' difference reflects a positive list-strength effect. These experiments represent a variety of variations on the basic list-strength paradigm, mostly designed to control either differential rehearsal or lag for the different conditions. Chappell (1993) has analyzed the trends in these experiments in some detail; what we would like to point out here is that as one goes from the pure-weak to the mixed-weak condition there is a trend across all of these experiments for the hit rate to decline. The reason that this does not cause a decrease in d', and thus a positive list-strength effect, is that the false-alarm rate also declines slightly as we go from the pure-weak to the mixedweak conditions. The fact that both the hit rate for nonstrengthened items and the false-alarm rate decrease as some items are strengthened suggests that the same process may be responsible for both decreases. In our model this is in fact the case.
Previous models did not predict hit and false-alarm rates, but only d's, so that such an analysis was not applicable for them. However, because simulations of our model produce actual hit and false-alarm rates, we were interested to examine these measures as well, and ultimately such an analysis is central to our explanation of the difference between the list-strength and listlength effects.
Murnane and Shiffrin's( 199la) Experiment 1 is illuminating here. They state that it is the only one of which they are aware to yield a positive list-strength effect. However, they also questioned the validity of this finding because items were presented in sentences, and repeated presentations of items for strengthening occurred in different sentences. They proposed that this led to essentially a different item being stored on each strengthening, so that what was observed was really a list-length effect.
The point here is that this is the only study where the falsealarm rate increases considerably, in going from the pure-weak to the mixed-weak condition. We have also noticed that the false-alarm rate tends to increase as one goes from short to long lists. For example, in Murnane and Shiffrin's (1991b) Experiment 1 the long list was three times as long as the short one (150 items vs. 50 items). The hit rate decreased by only 8% (from 77% to 69%), whereas the false-alarm rate increased from 15% to 25%, which is proportionately a much larger change. Therefore, we agree with Murnane and Shiffrin (1991b) that the liststrength effect in their Experiment 1 is really a list-length effect.
We thus propose that the main distinguishing feature between the list-strength effect and the list-length effect is that the false-alarm rate decreases slightly in the former and increases significantly in the latter.
Simulations. Our model achieves a list-length effect because as more items are added to the list, a distractor test item will have a greater and greater chance of overlapping with list items and thus of being converged on in the auto-associator. Thus, our model predicts that the list-length effect is mostly due to an increasing false-alarm rate, in agreement with the data.
We now look in more detail at how the components of the model respond to the list-length manipulation. The effect of the context-central pattern associator may be gauged by considering the initial state of the auto-associator. Recall that this is the result of adding the outputs of the two pattern associators, for each unit, and thresholding the resulting sum. Table 3 shows initial overlaps for old and new items for short and long lists together with standard deviations.
It can be seen that, as we go from a short to a long list, the initial overlap for old items is basically unchanged. However, the initial overlap for new items increases substantially. Table 4 shows the results of a simulation of a list-length experiment, in which the short list consisted of 20 items and the long list had 40, was conducted. For each condition 10 old items were tested together with 10 distractors. The last column indicates that a related-samples t test on the d's for the two conditions yielded a very significant result, p = .00. It can be seen that this significant list-length effect is mostly due to the increasing false-alarm rate as the list is lengthened. There is also a decrease in the hit rate, caused by the increasing global inhibition.
The 10 old items tested were the first 10 to be learned, for convenience. It does not matter which particular items are tested, because the learning rules are all symmetrical with respect to learning order. There are no serial position effects, as seen in Figure 9 . This is in agreement with Murnane and Shiffrin (1991 b) , who gave hit rates separately for each third of their long lists, for a number of their experiments, and found little variation. However, it apparently contradicts Ratcliff (1978) , who found small recency and primacy effects. We would like to point out, though, that in the experiment cited by Ratcliff recognition occurred immediately after study, and the recency effects decreased as the test position increased. Murnane and Shiffrin (1991b) , on the other hand, had an arithmetic task to clear working memory. We assume that RatclifTs (1978) recency effect is due to the latter memory system and that our model does not include such a system. We further propose that RatclifFs (1978) primacy effect is due to more rehearsal for those items. Murnane and Shiffrin (1991b) were specifically concerned with controlling such rehearsal, and found no such effect.
We now turn to the list-strength effect. Our model produces a null list-strength effect because nonstrengthened items are not adversely affected as other items are strengthened (Chappell, 1993; Chappell & Humphreys, 1993a , 1993b . Initial overlaps for a list-strength simulation, shown in Table 5 , illustrate that this is so for the pattern associator part of learning. Each condi- Note. HR = hit rate; FAR = false-alarm rate.
tion in this simulation involved a 20-item list, of which 10 (the first 10) were tested, together with 10 distractors. Strengthened items in the mixed and pure conditions were presented twice. The initial overlaps are basically the same for pure-weak and mixed-weak items. To see why this is so, imagine that 20 items have been presented once and that 10 of the items are presented again. Because learning in the context-item pattern associator is one-shot, the output of this pattern associator when it is cued with context will be completely unaffected by the strengthening of the 10 items. There is also no experimental learning in the peripheral-central pattern associator. Hence, at test the intersection process must yield exactly the same active units before the 10 items are strengthened as before. In the simulations, different items are used for the pure-weak and mixed-weak conditions, but on average the same result will hold. Thus, as we go from pure-weak to mixed-weak conditions, hit and false-alarm rates will be unaffected by pattern associator and intersection processes. This may be contrasted with what happens in going from a short to a long list. There, as fresh items are learned, new weights will be learned in the context-central pattern associator, to units in the fresh items that were not in the short-list items. Hence, the context will be cueing more units, and when new items are tested there is a greater chance that their central units will be cued by the context, so that they will survive the intersection. This causes the greater false-alarm rate for long lists.
Returning to the list-strength manipulation, our mathematical analysis presented earlier showed that nonstrengthened items are also not significantly adversely affected in the autoassociator. Table 6 indicates that in simulations the hit rate for these items does in fact decline slightly. This is due to the increasing global inhibition as items are strengthened, which was not taken into account in the mathematical analysis. The effect is, at any rate, still quite small.
The increasing global inhibition also causes a small decrease of the false-alarm rate as one goes from a pure-weak to a mixed- weak condition. The overall result is that d' is essentially unchanged. Thus, in this model, the same mechanism is responsible for the decline of the false-alarm rate and the hit rate for nonstrengthened items: the increasing global inhibition. 3 Also shown in Table 6 are the results for mixed-and purestrong conditions. Again, d' is not significantly different for these conditions. R for this simulation was 1.03.
There are, then, three main reasons why this model achieves a null list-strength effect 4 : (a) The intersection effectively removes the effect of other items from the vector memory that emerges from the pattern associator; this is not a global familiarity model, (b) The fact that inputs to the auto-associator are squashed to have values of 0 or 1 lessens the effect of strengthening items on other items, in particular for units they have in common, (c) Strengthening one item in the auto-associator has a negligible effect on the convergence behavior of other items.
We note that if some learning with repetitions were allowed in the pattern associator, then there would be more units surviving the intersection in the mixed-weak condition than in the pure-weak condition. This would lead to an increase of the hit rate both for mixed-weak items and for new items, by similar amounts. Because the transformation to z scores is nonlinear, this would yield a small positive list-strength effect. We set the parameters to predict a null list-strength effect, because this is indicated by the available data. We then set out to see how many other results we could model with the same parameters. If future experiments indicate that there is a small positive liststrength effect, then we could allow some learning with repetitions in the pattern associator.
In conclusion, we have achieved the dissociation between the list-length and list-strength effects, and the processes leading to this achievement are exactly those seen in the data: The falsealarm rate increases in one and not in the other. Properties of the auto-associator also ( con tribute to our success.
ROC Curves
Data. Signal-detection theory suggests another way in which a subject's performance can be investigated within a recognition paradigm. The likelihood of a subject classifying an .) If a subject's performance may be described by signal-detection theory and the distributions of familiarity for old and new items are normal, as shown in Figure  8 , then the ROC curve will be straight, and its slope will equal the ratio of the standard deviations of the new and old distributions: slope = <TN/OO, if z(FAR) is plotted on the x-axis. Ratcliff et al. (1992) have done this for all conditions of the list-strength manipulation. Figure 10 shows the results for their Experiment 2, as well as the results of our simulation. Ratcliff et al. (1992) varied the proportions of old and new items from 4 old and 20 new to 20 old and 4 new. In this and a number of other experiments they estimated the average slopes of the ROC curves to be about 0.8, for all conditions. There was, however, considerable variation between subjects. As Ratcliff et al. (1992) pointed out, these data are also at variance with the globalmatching models.
Simulations. The principal decision to be made here is how to simulate the effect of changing the proportions of new and old items. Clearly, just changing the proportions in our simulations would have no effect at all. There are no testing effects in our model, and no way that the model could generate a perception of the proportions of old and new items.
In terms of signal-detection theory it is assumed that subjects can move the criterion for the acceptance of items as old (see Figure 8 ). Critical overlaps roughly correspond to the criterion in our model. The most natural way to manipulate these in the auto-associator is to vary the global inhibition; as it increases, the critical overlaps for all items increase, and it becomes harder to converge on them, as was shown in Figure 5 . This is in fact what we have done; the ROC curves in the right-hand panel of Figure 10 were obtained by varying the global inhibition from 0.08 to 0.24. It can be seen that the simulation results are in reasonable agreement with the data. In fact, the slopes for the best fitting four lines were found to be 0.79,0.77,0.57, and 0.55 for the pure-weak, mixed-weak, mixed-strong, and pure-strong conditions, respectively. Thus, we predict a lower slope for the strong conditions.
To obtain stable data it was found necessary to have 600 subjects here. In fact, unlike in Ratcliff et al.'s (1992) experiments, different subjects had different values of global inhibition. At any rate there is an interesting parallel with the experiment in that it was apparently necessary to run each subject for about 20 hr to obtain stable data from him or her.
The reason why the model produces a slope of 0.8 is also interesting. Figure 11 shows the distribution of the initial overlaps for old and new items in the pure-weak condition. Recall that whether or not the initial overlap is larger than the critical overlap for that item determines whether or not that item is converged on, and thus determines the recognition decision. These initial overlaps therefore play a similar role to that of familiarity in signal-detection theory. However, the strengthening of old items in the auto-associator means that their critical overlap will be less than that of the new items. The two critical overlaps are indicated by arrows in the diagram. The distributions are roughly normal, but contrary to our initial expectations the standard deviations for old and new items have a ratio of about 0.9, somewhat greater than the slopes of the ROC curves. The fact that we are in the unusual situation of effectively having different criteria for old and new items is the key to the solution here. If these criteria moved at different rates as the global inhibition was varied, then a slope different from 1 would result. Specifically, if the rate of change for old items was 0.8 of that for new items, then an ROC curve with slope 0.8 would result, if the distributions had equal standard deviations. Happily, we are in a position to estimate these rates.
Recall from Equation 4 that for the one-memory case, where the memory has been strengthened, We wish to know the rate of change of m^n as a function of 7. We thus differentiate with respect to y to obtain
U
Now for new items s= 1, so that rate of change for old items _ [1 -/-y] 2 rate of change for new items [s(l -f)-y] 2 '
For the pure-weak and mixed-weak items, s = 1.1 and y ranges from 0.08 to 0.24 (f= 0.075). This gives a ratio of about 0.8. (Actually, it is slightly less for higher values of y, so we would predict that the ROC curve should flatten slightly at the left end.) Combined with the difference in variance of the two distributions this would lead us to predict a slope of about 0.7, somewhat lower than observed. For the mixed-strong and purestrong items, s = 1.2, yielding a ratio of rates of about 0.65. When this is combined with the ratio of the standard deviations this gives a slope prediction of about 0.59 for the strong items.
The latter prediction and our simulations are not in complete accord with the data as they now stand. However, we have not attempted to model any carry-over effects, and these should have been substantial in the Ratcliff et al. (1992) experiments. The model has also led us to consider a new mechanism to explain the data. We see that having our processes explicitly defined allows us to do this again in the cued-recall model. Here, we have the novel alternative explanation of Ratcliff et al.'s (1992) data that if we construct a model where the criteria for saying an item is old may be different for old items and for distractors, then an ROC slope different from 1 may be obtained if the criteria move at different rates.
We now turn to other new data regarding the effect of strengthening items. Hintzman et al. (1992) Data. The failure to find a list-strength effect was contrary to the predictions of the global-matching models because in them the presentation of any item increases the familiarity of a distractor when it is tested, and this leads to poorer performance on weak items. Similarly, all of these models except Search of Associative Memory (SAM) have the capacity to represent similarity of items explicitly using similar vectors. They would all predict that the more times an item is presented the greater the match should be with a given similar item, and so the greater the false-recognition rate should be for such an item. SAM represents similarity with association strengths, and so would also predict the same effect. Hintzman et al. (1992) call this proportionality, and their data address this prediction. Hintzman et al. (1992, Experiments 3 and 4) presented singular (or plural) nouns, denoted A, between 1 and 15 times and used as distractors the corresponding plural (or singular) nouns, denoted A'. They asked for judgments of frequency.
The first thing they noted was that the frequency judgments distribution for similar distractors was bimodal, with a disproportionate number of cases where the frequency was judged to be zero. They concluded that this implies a two-stage process, where items are first judged as old or new, and if the item is judged to be old, a frequency judgment is then made.
This assessment was supported by their Experiments 4 and 5, which included a recognition decision condition. Rejections for subjects in this condition followed a pattern similar to that of zero-frequency judgments for subjects in the frequency judgments condition. Hintzman et al. (1992) also considered how the number of zero-frequency judgments for similar distractors changed as a function of strengthening of items. According to the aforementioned argument, the global-matching models would predict a monotonic decline. As shown in Figure 12 , Hintzman et al. (1992) found that after one presentation of list items the falserecognition rate was about 40% (the probability of a judgment of frequency [JOF] = 0 was 60%). As list items were strengthened by repeated presentation, this only slightly increased the tendency of similar items to be falsely recognized (JOF + 0), up to three repetitions, after which time the probability of false recognitions on the similar items actually decreased slightly. This decline in the false-recognition rate is in direct conflict with the predictions of previous models and motivates the new approach to representing the effects of strengthening used here.
However, additionally, they found that once the similar items have been falsely recognized, their frequency judgment does go up monotonically with the strengthening of the list items, and in fact is very similar to their frequency judgments for those items (Hintzman et al., 1992, Figure 12 ). Thus, proportionality does hold once an item has been judged to be old. Hintzman et al. called this registration without learning, because subjects were clearly processing the repeated presentations of A, but this was not affecting the A-A' discrimination.
Simulations. First, after just one presentation of the A items, the false-recognition rate for A' items was about 40%. In the model, when A' is presented at test, its intersection with the memory will yield the units in common between A and A' (neglecting probabilistic encoding), as well as units unique to A' that happen to also be in the representations of other list items. Forty percent of the time there must be enough of these to overcome the critical overlap for A'. If we denote the overlap between A and A' by H, and the critical overlap for A' is m c nt, then we must get OT crit -H contributions from the rest of the list items. Clearly, the larger H is, the easier this will be. However, H must be bounded above 5 if we wish to avoid the performance region where both representations would be likely to become active, and also where strengthening one item may have a large effect on the critical overlap for another.
Second, as the number of A presentations was increased to three, the false-recognition rate for A' items increased slightly. Thereafter, as the number of A presentations increased further, the false-recognition rate tended to decline. Now, as we have established in modeling the null list-strength effect, strengthening items has no effect on the context-items pattern associator, with the current parameter settings. There will thus be no effects on false recognitions because of this part of the model. Our analysis of the auto-associator indicates that the critical overlaps for A' items should rise slightly as A items are strengthened. This will tend to reduce the false-recognition rate for A' items. This last prediction is, of course, the opposite of that made by the global-matching models. With current parameter settings we cannot produce the initial increase in the false-recognition rate observed by Hintzman et al. (1992) . Investigations have shown that introducing another kind of probabilistic encoding in the pattern associator would allow us to predict it, but then the model would exhibit a small positive list-strength effect. Because the null list-strength effect is currently the best established result, we have chosen to set the parameters so as to achieve it. Table 7 shows the results of a simulation. Here, each subject learned a list of 30 items, the first 10 of which were seen three times, the second 10 two times, and the third 10 once. Each Table 7 Simulation ofHintzman, Curran, and Oppy's (1992) Note. HR = hit rate; FAR = false-alarm rate; FR = false-recognition rate; E = energy-well depths; A = list item; A' = similar test item.
such item had a plural in the long-term vocabulary, which had an overlap with it of 0.56. The first column in Table 7 shows the number of times the A items were strengthened. The next two columns are the hit rates for A items and the false-alarm rate for unrelated distractors. The hit rate increased with strengthening. There is only one false-alarm rate. The next two columns relate to the depth of the energy well converged to by A items: The first is the mean of the means of individual simulations, and the second is the mean of the standard deviations. The next column is the false-recognition rate for A' items. The seventh and eighth columns relate to the energy-well depths for A' items. Because energies are included in this calculation only if the auto-associator converges on the A' item (or A as well as A'), these are energies conditional on false recognition. The next column records the number of times that A' was presented and the system converged on A instead; this constitutes a rejection, and the increase of this with strengthening is the other principal process contributing to the decreasing false recognition of A' items.
The last column records the number of times that the memory converged on both items, a state we attempt to avoid. It tends to occur when A items have been strengthened, if the similarity between A and A' items, H, is too high. In the simulation reported here, it occurred only 5% of the time. It is not clear how this state should be interpreted; here it is taken as the basis for an old response.
In particular, note that the false-recognition rate for A' items decreases with the strengthening of A items. This occurs for later repetitions in the Hintzman et al. (1992) data. In the model it results partly from the same processes that cause the hit rate for weak items, and the false-alarm rate, to decrease in the liststrength effect: the presence of learned inhibition and increasing global inhibition in the auto-associator. Here, however, the learned inhibition has a greater effect because the representations are much more similar (Chappell, 1993) . The other main cause is A items effectively cueing A' items. Hintzman (1988) suggested that similar distractors may actually lead to memory that the old item was in the list, and thus rejection of the distractor, and this tendency may increase with frequency. This is effectively what is happening here.
Why are we presenting energy-well depths for this simulation? Recall that Hintzman et al. (1992) actually asked their subject to make frequency judgments. The data indicated to them that subjects made a recognition judgment before their frequency judgments, and we have adopted this interpretation as an assumption. However we would also like to address the frequency data, the most prominent feature of which is that once an A' item has been falsely recognized its frequency judgment will be virtually the same as that for the corresponding A item. We are interested in the possibility that the depth of the energy well converged to might be used to assess frequency. Certainly, because of weights increasing in the auto-associator during study, it will increase with frequency of presentation.
The means and standard deviations of the energy-well depths in Table 7 indicate that'there is considerable overlap between the distributions for items presented once and those presented twice, so that errors would be made with these frequency judgments, but that reasonable discrimination would be possible between items presented once and thrice. Furthermore, the means for plurals increase monotonically with strengthening of the singulars; the model displays proportionality for falsely recognized items, as found by Hintzman et al. (1992) . However, the actual means are somewhat different for singular and plural items, which makes it difficult to model Hintzman et al.'s result that once a plural item was falsely recognized its frequency judgment was practically the same as that of the learned singular item. The model copes with some aspects of the frequency judgments, but not all. We discuss this further in a later section.
The energies in Table 7 are positive after one presentation and negative for two or three presentations. However, the zero for the energy is essentially arbitrary, and a positive amount could be added to all energies if this was thought to be a problem. Potentially more serious is the fact that the zero network state has an energy intermediate between energies for items presented once and those for items presented twice. However, the assumption is that the zero state, where no units are active, is subjectively very different from the states where items are converged on, and subjects will not be attempting to make frequency judgments if the zero state is converged on.
Latency
A central part of the recognition model is the auto-associator, the most characteristic process in which is convergence. This convergence process takes time, which in a simulation is most naturally measured by the number of cycles taken if synchronous update is used or the number of unit updates if asynchronous update is used. The correct functional relationship between these measures and time as measured for subjects has yet to be determined.
What is clear is that, having as it does such a process as a central part, our model can naturally model latencies. We have chosen in this article to concentrate on accuracy data, because we believe that they provide the most constraints in our at-tempts to model both recognition and recall. In this section we simply present the model's latency distribution for hits, to show that it has basically the correct shape.
Data. Figure 13 shows an experimental latency distribution curve for hits (Ratcliff & Murdock, 1976) .
Simulations. In all of the simulations shown here asynchronous update was used in the auto-associator. We assume that the number of unit updates needed for convergence is linearly related to latencies. The right-hand panel of Figure 13 shows the distribution of latencies for hits on weak items in a list-strength simulation. It can be seen that the distribution is similar to that found by Ratcliff and Murdock (1976) , although the histogram does not make clear that there tend to be a disproportionate number of convergences after just one update, with current parameter settings. Different parameters and the addition of variance due to the other components of reaction time could make the distributions more similar.
Barnes and Underwood (1959) AB AC Cued-Recall Paradigm
Data I Barnes and Underwood (1959) first had subjects learn a list of eight paired associates until they responded perfectly to all eight pairs. The stimulus (A) for each pair was a nonsense syllable, and the response (B) was a two-syllable adjective. Anticipation learning was used, so that subjects had to try to produce each response before it was presented for them.
Next, a new set of eight paired associates was learned with the same stimulus terms (A), but new adjectives (C) paired with them, A between-subjects variable was the number of times this second list was presented: 1, 5,10, or 20 times.
Testing was by a method that came to be called modifiedmodifiedfree recall (MMFR). Subjects were presented with a list of the A items and asked to write next to them the B and C items in whatever order they came to mind and without attempting to say which list they were in. Once this had been done, subjects went back over their responses to indicate list membership. By asking for both responses, Barnes and Underwood (1959) sought to eliminate response competition and thus get a pure measure of the AB and AC association strengths and their interaction. Figure 14 shows the results of this experiment. The performance of our model is also shown. It can be seen that as performance on C items improves, that on B items declines. However, the decline for B items is slow, and even after 20 trials on C items, performance for B items is above 50%. To check that the decline was not due to the retention interval, a control group did a puzzle task for the same length of time as taken by the experimental group for 20 passes. The mean recall of the puzzle group was 96.9%. Barnes and Underwood (1959) concluded that the A-B association is weakened, or extinguished, as A-C learning occurs. However, this conclusion is challenged by data described next.
The data also showed that once a subject had correctly recalled a response, he or she almost invariably knew in which list it had occurred.
One may also consider the statistical dependence of B and C responses. At a given stage of A-C learning, a contingency table can be made up with four cells: one where B and C are both recalled, one where neither is recalled, and two cells for the contingencies of one being recalled and the other not. DaPolito (1966) seems to have been the first to do this analysis, and Martin (1971) described his results, as well as reviewing a number of other similar experiments. In all cases, B and C retrieval were found to be independent! That is, P(B&C) = P(B)-P(C). Martin concludes that the observed decline of B performance with C improvement "must be attributed, therefore, to distinguishable processes that increase B availability and decrease C availability quite separately-separately, that is, in the sense that B and C do not pairwise interfere with the retrievability of the other" (Martin, 1971, p. 317) . "The assumption that in forming a specific A-C association there is concomitant weakening of the corresponding A-B association is false" (Martin, 1971, p. 319) . Similarly, he concludes that response competition cannot be occurring either. Martin (1971) proposed that during learning, representations of whole classes of responses may be formed. In the present case, List 1 items may be such a class. Th'e response system is capable of suppressing a whole class, which explains the decline of B performance. The mechanism of increasing global inhibition has this effect in the model presented below, as does our use of context.
-,
The independence result did not go unchallenged. Hintzman (1972) contended that the factors of item difficulty and subject ability would lead to a positive correlation between B and C performance, so that a negative one would be masked. In fact, he suggested that, because of this, observed independence tends to imply that a negative relationship exists.
In response to Hintzman's (1972) criticisms, Martin and Greeno (1972) re-analyzed data from Wichawut and Martin (1971) . For all combinations of item difficulty and subject ability, independence was still found.
This controversy has continued (Hintzman, 1980; Martin, 1981) without apparent resolution. The empirical controversy is not resolved here, but the model presented in the following paragraphs does exhibit such independence, and the processes that cause it to do so are detailed.
Simulations Results
The architecture for the new model is shown in Figure 15 . It is clearly similar to that used for recognition, shown in Figure  3 . The main difference is that the peripheral activation units are replaced by units representing the stimulus items A. Furthermore, the connections between these units and the central memory form a pattern associator in which experimental learning takes place, whereas these connections were fixed during the experiment in the recognition model.
As before, the context has preexperimental inhibitory connections to units in the central auto-associator. Furthermore, A items have inhibitory connections to units of items to which they do not learn connections. Different context representations are used for the two lists. Thus, once again an intersection is being taken. At test a unit will remain activated only if it has excitatory connections from both the current context being activated and the A stimulus item. The simulations involved 10 pairs of associates in each list, represented by sparse vectors as before. Where applicable, all parameters were the same as those used in the recognition simulations. Thus, a vocabulary of 80 items was first learned in the auto-associator. Two vectors represented the contexts for the two lists; the similarity between these was a parameter that was finally set at 0.1.
During study the appropriate context was activated across the context units, the A item was activated across the units at the bottom right-hand side of Figure 15 , and the B or C item was activated across the top layer units. As each item was presented, probabilistic learning proceeded in the two-pattern associates as it did in the single-pattern associator in the recognition model. Thus, it was not possible to learn weights to some central
Semantic Memory
Context
Stimulus items; A Figure 15 . Cued-recall network architecture.
units, either from context or from stimulus items. These units were randomly chosen. Weights are binary: They either have a small preexperimental inhibitory value or are incremented once to have an excitatory value. The central representation of each item was also strengthened slightly for each item presentation using the slightly modified Buhmann et al. (1989) learning rule (Equation 8) with a small learning rate, as before.
Four passes of the AB list were needed to achieve good performance on the B items. Performance was assessed by activating the A stimulus item and the context for List 1 or for List 2 and seeing whether the auto-associator converged on the corresponding B or C item, respectively. The use of inhibitory weights means that an intersection (Humphreys, Wiles, & Bain, 1993; Wiles et al., 1991) is effectively taken; only units activated by both the A stimulus and the context will form part of the input vector to the auto-associator.
The right-hand panel of Figure 14 shows the results of averaging over 50 simulated subjects. Performance compares favorably with that in the left-hand panel. This model does not suffer from catastrophic interference and in fact exhibits less retroactive interference than subjects did. The main discrepancy is the performance on C items after one pass of the second list, which is very poor. Performance after two passes is appropriate. Although it is not yet possible to improve this fit, with the same parameters also fitting three recognition paradigms, such parameters may exist. Modeling beyond 10 list presentations was not attempted, because it was felt that at that stage weight increases in the auto-associator and increases in the global inhibition should start to decrease, so that the auto-associator weights would converge asymptotically. If this occurred, then the proportion correct for C items would also converge asymptotically, as it does in the left-hand panel of Figure 14 . However, this type of operation has not yet been investigated. Table 8 shows a contingency table at the stage where the C items have been presented three times. For each of the 50 simulations one of the 10 stimuli was chosen at random, and B and C performance were scored for it. Thus, each simulation contributes to only one cell of the table.
It can be seen that P(B).P(C) = 0.76 X 0.66 = 0.50 and P(B and C) = 0.54. The corresponding x 2 ( 1) = is 1.80, 6 which would not indicate dependence at a. 1 level of significance. Table 9 gives some insight into the processes responsible for the model's behavior. The first three columns show the situation after one pass of the AB list, and the last six columns show average initial overlaps between B and C items after one pass to learn the C items. The results in Columns 1 -3 (column numbers appear in the first row) were obtained by cueing with the List 1 context and an A stimulus item. When the system is cued in Table 8 Contingency Table for B and C Performance C C Total this way, the outputs of the two pattern associators combine to produce an input to the auto-associator, which constitutes its initial state. The overlaps between this initial state and longterm memories in the auto-associator determine which item, if any, is converged on in the auto-associator. Considering these average initial overlaps reveals the effect of the pattern associators on the model's behavior. Similarly, the system is cued with the List 1 context and an A stimulus item to obtain the results in Columns 4-6 and with the List 2 context and an A stimulus item to obtain the results in Columns 7-9. In each set of three columns the first column is the average initial overlap for the response item cued for (B for List 1 and C for List 2). The next is the average initial overlap for the corresponding item in the other list. Thus, for example, Column 5 shows the average overlap with the corresponding C item when the List 1 context cue is being used and the B item would be the correct response. The third column in each set is the average of the average initial overlaps for all items other than the correct response item.
Just as in the recognition model, all learning in the pattern associators occurs on the first presentation of items, so that the average initial overlaps shown apply for any number of presentations after the first. Specifically, the initial overlaps of B items are not adversely affected as the C items are learned (Column 4). Thus, the associations from the A to the B items are not weakened or unlearned as the C items are learned (cf. Martin, 1971) . This is because basically Hebbian learning is used.
What is it then that causes performance on B items to decline? The answer is a kind of response competition, which Martin (1971) thought was ruled out by the finding of independence between B and C performance. For example, the decline in B performance after just one pass of List 2 is entirely due to the higher initial overlap of items other than the correct response, and in particular the corresponding C item. Comparing Columns 3 and 6 shows that the average overlaps with other list items is higher after one pass of List 2. Columns 2 and 5 show that the initial overlap with C items is much higher. The inhibitory connections in the auto-associator mean that other items being active makes it harder to converge on the correct item.
Comparison between Columns 2 and 8 also indicates that performance on C items is so poor after one pass, compared with performance when learning the B items, because there is much more output competition.
The output competition is not overt. With the current parameter settings, intrusions never happen: a B is never produced when a C should be. There is, however, partial activation of competing items, which is sufficient to inhibit responses. Incidentally, the fact that there are no intrusions means that, as was found in the data, subjects would always be right in saying in which list an item occurred. They would have to have used the correct cue to obtain it.
The continuing decline in B performance is caused by the increasing global inhibition in the auto-associator as each C item is learned.
What processes lead to the independence of B and C perfor- Martin, 1971) , so that pairwise dependent behavior would not be expected.
How does output competition affect this picture? The initial overlap for a B item will be essentially complete. A high C item's initial overlap with List 1 cueing (Column 5) occurs because C units are cued by A, and because some of the units in C occurred in List 1 items. Thus, an association is learned from the List 1 context to these units. (If this were not the case, then inhibitory connections from the List 1 context would ensure that these units did not fire, even though they have excitatory connections from A.) The number of such C item units activated is a random variable whose mean is determined by the average similarity of vectors in the memory.
C item performance, similarly, is affected by the number of units in B that happen also to be in List 2 items. These two random variables are clearly independent, so that this competition does not cause pairwise dependence of B and C behavior.
Discussion of Recall Simulation
Given that the model of recognition used recall processes, and a decision mechanism obviously suited for response cleanup, it would perhaps be surprising if a similar model could not be used to model recall. However, there is no guarantee that the same parameters would produce reasonable results in both recognition and recall. In this section we have presented a model of cued recall that has a structure similar to that of the model of recognition presented in the last section. With the same network parameters the MMFR AB AC paradigm of Barnes and Underwood (1959) has been simulated. The model also exhibits independence of B and C responses (Martin, 1971) .
It should also be noted that the auto-associator operates in a slightly different regime in the recall model. In recognition the intersection process meant that only a subset of the probe item's units could ever be activated; no units outside that item would be activated. Thus, the emphasis was always on pattern completion. In recall the intersection process does not eliminate units so successfully, and units outside the correct response item's representation are generally activated. This, of course, leads to what we have called output competition in the model. What has been demonstrated here is that with the same parameters as in the recognition model, the auto-associator operates appropriately in this new regime.
The simulation of the AB AC paradigm presented here also illustrates the benefits of constructing a neural network model. The processes leading to independence of B and C performance could be analyzed. Furthermore, a new source of output interference emerged that does not appear to have been identified before. This is the learning of an association between, for example, the List 1 context and C items, because some of the units in C items also occur in List 1 items. Of course, such an effect occurs only if distributed representations are used.
Discussion
Our models incorporate a number of assumptions and processes. We first discuss those that need further development or modification. Deficiencies in these processes currently limit the models, and we also consider some possible solutions to these problems. Following the discussion of these processes, we discuss another set that are well developed and function well.
Limitations of the Models and Future Developments
Context and the Context-to-item Associations
Our context vector corresponds most closely to the view of context as something that can be reinstated, by the instructions, at test to provide a cue, as argued for by also Humphreys, Bain, & Pike, 1988) . For a review of context in recognition, as well as arguments in favor of this view, these articles should be consulted. While we feel that the use of context in some form is essential, we feel that one of the least developed parts of the model involves the representation of context and its associations to items. In the recognition model these associations are made in the left-hand pattern associator in Figure 3 . We found it necessary to use a different learning rule here, with a much greater learning rate, compared with the rule used in the auto-associator during study. We cannot easily motivate why the learning rule should be different. Furthermore, the context was represented by a random vector having no relationship with the items.
This part of the model should be seen as a first approximation to a more complete theory, which would be considerably more complex. Future developments will involve including the context in the central auto-associator. Other items could then form part of the context for a particular item, and we would allow interitem associations in the auto-associator. This would lead to new behavior in the auto-associator, which would need to be analyzed by mathematical analysis and simulations. Basi-cally, there would be a minimum for the context-item combination.
Also, it is reasonable to suppose that items all have preexperimental contexts associated with them. Consideration of these would lead us to reconsider how semantic representations are formed and would eventually lead to more structure in our semantic memory. The relationship between semantic and episodic memory would also come under renewed scrutiny.
Another process available to us is variation of the context, both as study proceeds and between study and test. The latter variation would allow us to model lag effects, presently lacking in the model.
Peripheral-to-Central Associations
The peripheral-central pattern associator is also clearly deficient. Our only attempt to represent graphemic structure is our use of more similar vectors for peripheral representations of singular and plural nouns. However, the simulations require these vectors to be less similar than might be expected. Clearly, there is much more structure in the mapping that allows us to read than we have included in the model, and this aspect requires further development. At this time our peripheral representations should not be interpreted as occurring at the sensory end of processing, where the representations of the singular and plural forms of a word should be highly similar. Rather, they might be thought of as a representation of the graphemic string at an intermediate stage of processing (e.g., the representation produced on the hidden layer of a three-layer feed-forward network).
Use of Inhibition to Implement the Intersection
Inhibition has turned out to be pervasive in many parts of the model. However, its use to achieve the intersection is not without some problems. For it to work the outputs from the pattern associators must fall within quite narrow ranges. Otherwise, the inhibition from one may not be able to overcome an excitatory input from the other when it should. The requirement for narrow output ranges severely restricts the type of learning rule that can be used. Specifically, in modeling overlearning in some paradigms it would be highly desirable to have more learning in the pattern associators after the first presentation. One procedure that might allow us to have this would be to threshold the outputs of the pattern associators separately, before they are added.
Representation of Frequency
Another area where there is work to be done is the representation of frequency of presentation. Again, the use of the depth of the energy well represents only a first approximation of a more complete model. The use of this measure allowed us to dissociate frequency judgments from recognition judgments, which is a major advance over previous models and seems to be required by Hintzman et al.'s (1992) data. Thus, the falserecognition rate for items A' similar to list items A did not increase monotonically, whereas the frequency judgments for falsely recognized similar items did. However, the energy-well depth did not allow us to predict high enough frequency judgments for falsely recognized similar items. Basically, to achieve the same frequency judgments for singular and plural nouns their representations would have to be identical, which is clearly untenable.
In fact, we anticipate that incorporating context into the auto-associator as proposed earlier will also help with this problem. It would also make frequency judgments context related. At present the depth of the energy well is completely independent of context. Such a change might also allow us to model Hintzman and Block's (1971) data, where subjects could make accurate frequency judgments for the same items in different lists.
Alternatively, the interpretation of the situation when cueing with A' leads to convergence on A could be reconsidered. Perhaps, on some occasions, subjects would not realize that the peripheral representation was different from the central representation that had been converged to, and so would falsely recognize A'. The minima converged to in these cases would then give higher frequency judgments, increasing the mean frequency judgments for falsely recognized items.
However, before we attempt to implement any of these options more investigation of this paradigm is required. For example, is it true that subjects are in fact rejecting A' items because they recollect A items being in the list? An examination of latencies could also yield useful data.
Cued-Recall Model
The main deficit in the cued-recall model is that it cannot handle the AB AB r paradigm, where the same response terms are used in the second list, but paired with different A items. In fact, the analysis of Humphreys, Wiles, and Bain (1993; Humphreys, Wiles, & Dennis, 1993) indicates that our cued-recall model is more appropriate for cued recall with an extra-list associate than it is for cued recall with a list-associate cue. The Matrix Model of can learn in an AB AB r paradigm by using Rank 3 tensors. Sloman and Rumelhart (1992) basically implemented this in a neural network by having the inputs from context units multiply the inputs from A units. We believe that a similar result could be achieved by forming a configural representation of the context together with the A item and associating this with the target items. The challenge will be to preserve the desirable features of the present model (e.g., the lack of catastrophic interference, the independence of B and C responses, and target similarity effects) in such an extension.
Scaling
Finally, although we have used realistic numbers of items in our study lists, our vocabulary of 80 words is clearly too small. Making this more realistic is made difficult by storage limitations of computers and of the auto-associator. The latter problem could be alleviated by having a nonuniform distribution of the similarity of items, so that there are clumps of more similar items. Further research is needed to determine whether some modification of the learning rule for the auto-associator would also be required.
In conclusion, we acknowledge that our models are currently incomplete. However, even in their present forms we feel that they are quite successful and informative. Furthermore, they lay the foundation for a more comprehensive model, with many avenues clearly available to us for extensions. We now consider the mechanisms that constitute central parts of our memory models.
Central Mechanisms in the Models
Here, we discuss some of the more important mechanisms in the models and in some cases compare them with mechanisms in previous models.
Auto-Associator
There are data that suggest that the recognition decision is based on retrieval or nonretrieval of the study event. For example, Wallace, Sawyer, and Robertson (1978) varied the proportions of old and new items in the test list from 50:50 to 100:0 and found no change in the hit rate. This suggests that subject's knowledge of list membership is all-or-none. These data are in direct contradiction with the data of Ratcliff et al. (1992) , who manipulated hit rates by varying these proportions, thus suggesting that the decision is based on a familiarity scale. Further research is needed to clarify this situation, but the fact that Ratcliff et al.'s (1992) subjects were much more practiced at the task may be relevant.
Paralleling the data, there have been models that base the decision on retrieval of the study event (Anderson & Bower, 1972; Tulving, 1976 Tulving, ,1983 . However most recent models, and in particular the global-matching models, base the decision on a scalar familiarity scale.
The auto-associator allows us to resolve this apparent contradiction, and others. Thus, the recognition decision is based on convergence or nonconvergence in the auto-associator, which could be interpreted as retrieval of the study event, but the ease of convergence can be manipulated by varying the global inhibition, so that ROC curves can be plotted. In fact, as indicated in the section on ROC curves, the initial overlap of items following the intersection has similarities to a familiarity scale, but the situation is complicated by the fact that there are effectively different criteria for old and new items.
Furthermore, the auto-associator provides us with another quantity that clearly is a scalar: the depth of the energy well converged to. We use this to predict frequency judgments, which allows us to dissociate them from the recognition decision, as required by Hintzman et al.'s (1992) data. Energy-well depths could also be used to model confidence ratings.
It should also be noted that there have been accounts of lexical decision based on retrieval of the word (Morton, 1969) and also based on a familiarity scale (Balota & Chumbley, 1984) , paralleling the debate in recognition memory. The use of an auto-associator in a model of lexical decision could also resolve this conflict.
In a similar vein, the concept of a distributed memory provided a natural way of modeling generalization errors, but seemed to be in conflict with the need to retrieve items as unitary entities in recall paradigms. The auto-associator stores distributed representations of items, so that false recognitions and list discrimination may depend on the similarity of the items in the list. However, it is also capable of converging on a single item, because of the excitatory weights between the component parts of that item, thus giving the representation of the item a unitary flavor as well.
The auto-associator functions as a decision mechanism in the recognition model and a clean-up mechanism in the cued-recall model. We think of it as storing semantic representations of items so that our models overall can model interactions between semantic and episodic memories. However, because experimental learning in the pattern associators is one-shot, experimental learning in the auto-associator is also crucial in that it allows us to model learning for items on presentations after the first one.
Sparse Distributed Representations
Some of the motivations for using distributed representations in human memory models in general were discussed in Rumelhart et al. (1986) . In the present recognition model false alarms are due entirely to the fact that representations overlap, and it is thus critical that representations be distributed. The fact that representations overlap also allows us to model naturally the false recognition of distractors similar to list items (Hintzman et al., 1992; Postman, 1951) . Distributed representations will also allow us to examine target similarity effects in recall paradigms. Shiffrin and Murnane (1991) coined the term structural interference for the interference exhibited by models in which every item added to memory degrades the memory for all other items. Distributed memory models generally suffer from this. They suggest that it will be difficult to model the list-strength effect if there is such interference at storage (also Murnane and Shiffrin, 199la, 1991b) . They note that interference in distributed memory models may be reduced by using sparse representations (cf. French, 1991) but that if the representations are too sparse, then the advantages of distributed representations, such as generalization and prototype formation, may be lost.
Sparseness is manipulated by means of a parameter in the present model to give just the right amount of structural interference (false alarms). Thus, we demonstrate that it is possible to have just the right amount of Sparseness so that generalization does occur (false alarms), but inappropriately large amounts of interference (a list-strength effect) do not.
Intersection
The essential function of intersection in the recognition model is to reduce sharply the effect of items other than the test item on the decision process. It does this by ensuring that units that are not part of the representation of the test item are not turned on in the initial state of the auto-associator: They are inhibited by the test item peripheral units. It is the activations of items other than the test item in other models that makes it difficult for them to model the list-strength effect.
It should be noted that in previous versions of the vector models one could not meaningfully say whether a unit was part of the representation of an item or not. This was because those versions used continuously valued random variables for the components of the representations. We initially adopted (0, 1) activations because these were used in the learning rules for the auto-associator that we were investigating. However, they also clearly play a role in our explanation of the null list-strength effect.
Once (0,1) representations are adopted, in fact, the dot product as used by the vector models gives the same result as the intersection, if the number of active units is used as a familiarity measure and a signal-detection approach is used as in the vector models. In adding the vectors, it is also necessary to squash the sums, so that a component of the vector sum would be 1 if that component was 1 in any list item, and 0 otherwise. Such a model would have a null list-strength effect, but there would also be no effect of strengthening on the strengthened items. We derive the latter effect from the auto-associator.
In the present model there is no output interference in the sense of output competition in recognition. This is because the intersection removes the activations of all nonprobe items, a mechanism that may account for the generally superior performance in recognition, compared with recall. The intersection is made possible, of course, by the presence of the item itself as a cue.
Without the intersection our use of the auto-associator to model long-term memory would lead to a problem. One might expect that some items would be more strongly stored there than others. If that was the case, the problem would be that the stronger new items would be converged on inappropriately often. However, the intersection ensures that new items, when fed to the auto-associator, are generally quite weak, thus guarding against this problem.
Inhibition
A pervading theme of our work is the use of inhibition in the models. This was not anticipated or expected by us. Our initial investigation of the auto-associator soon made it clear that global inhibition was needed if stable minima were to occur at all. Then, as the number of memories that we wished to store increased, we were forced to use learned inhibition in the autoassociator also (Chappell, 1993) . A later insight was that we could also use global inhibition in our pattern associators to implement the intersection process proposed by Humphreys, Wiles, and Bain (1993; Wiles et al., 1991) . To reduce noise in the peripheral-central pattern associator, learned inhibition was also introduced using a Buhmann et al. (1989) learning rule.
Later still, in modeling the ROC curve data of Ratcliff et al. (1992) , we further proposed that the global inhibition in the auto-associator could be modulated during test, to effectively vary the criterion for accepting items as old. Finally, we reasoned that if inhibition could be modulated at test it could also be at study. Thus, we have the concept that global inhibition usually stops two items from being simultaneously activated, which might lead to inappropriate associations being formed, but the inhibition may be lowered when such an association needs to be learned.
Conclusions
In this article we have proposed the Buhmann et al. (1989) auto-associator as a useful component of future models of human memory. In support of this contention, we have presented the first successful neural network model of a number of recognition memory paradigms, as well as preliminary explorations of a model of a cued-recall paradigm.
Along the way our models also clarify and in some cases refute arguments that have recently been presented in the literature. Perhaps most important, our work shows that Murnane and Shiffrin (199la, 1991b; Shiffrin & Murnane, 1991) were probably right when they asserted that the null list-strength effect is difficult to model if distributed representations are used, but it is not impossible. We also provide a counterpoint to McCloskey and Cohen (1989) and Ratcliffs (1990) demonstrations of the shortcomings of the back-propagation architecture for modeling memory paradigms. As noted earlier, the autoassociator also allows us to unify previously conflicting approaches. Table 10 summarizes the assumptions and processes in our models that we feel have real psychological significance. Our simulations demonstrate that a model incorporating these assumptions can work. We modeled recognition and recall with similar architectures and the same parameters, where applicable. The recognition model demonstrated a list-length effect and a null list-strength effect, which has proved difficult for other models. Some effects of similarity were also modeled, as was a dissociation between frequency and recognition judgments. When ROC curves were plotted for the model, their slope for items presented once was about 0.8 as found by Ratcliff et al. (1992) . Analysis revealed that the model achieved this in a novel way: The criteria for old and new items change at different rates.
The cued-recall model demonstrated appropriate amounts of retroactive interference and revealed a novel output competition process.
The discovery of these processes is largely due to the fact that storage and retrieval processes in our model are more explicitly defined than in most previous models. Thus, vector models in the past had some concept of representation, but with the exception of the Matrix Model, did not specify how the vector might be stored or retrieved. For example, storage was in a vector, but how was the vector stored?
We would like to emphasize that our fits to this range of paradigms, with the same parameters, were not just qualitative. Our predictions of hit and false-alarm rates, and thus d's, as well as the slopes of ROC curves, were very close to those actually seen in the data. Also, with the exception of the size of the vocabulary, the simulations are realistic in terms of list sizes and the within-subjects nature of the simulations.
Clearly, there are many other paradigms that we did not model here. However, the work of Humphreys, Wiles, and Bain (1993) indicates that the model has the basic mechanisms to allow it to be readily extended to model many other paradigms. Further encouragement that such generalization will be successful comes from the work of Humphreys, Wiles, and Dennis (1993) . They presented a computational analysis of five episodic and five semantic memory tasks. In particular, they showed that cued recall with a part word cue and lexical decision had computational requirements similar to those of item recognition. In fact, the models presented here may be viewed as implementations of limited aspects of Humphreys, Wiles, and Dennis (1993) computational level theory and show prom- 3. There is a long-term associative memory system so that peripheral representations of items can cue their corresponding representations in semantic memory. 4. There is an associative memory system in which item-item and context-item associations may be learned very rapidly. 5. Test of recognition proceeds by cueing the memory system with the context and the peripheral representation of the test item followed by taking an intersection between central units of the test item and units of the list items. The remaining activation is then fed to the auto-associator, and the recognition decision is based on whether the test item's central representation is converged on. 6. Test of cued recall proceeds by cueing the memory system with the list context and the cue item (A), followed by taking an intersection between central units cued by A and units cued by the list context. The remaining activation is then fed to the auto-associator to determine which item, if any, is converged on.
ise of providing a unified account of both recall and recognition in both episodic and lexical paradigms.
