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SUMMARY
A new evolution of computing is emerging around wearable technologies. Wearable
computing has been a topic of research for years. However, we are beginning to see adop-
tion by consumers and non-researchers due to advances in embedded and mobile software
systems, low-power microprocessor design, wireless technologies, and low-cost sensors.
There are still a number of open research challenges in wearable computing, from pro-
viding continuous battery power, simplifying on-body networking, addressing privacy and
social issues, to designing the interaction experience. Traditional desktop and mobile in-
put technologies, such as mice, keyboards, and in some cases touchscreens are no longer
suitable for wearable computing scenarios. In its most common embodiment, wearable
computing today relies on a very restricted set of input and output modalities, making this
an exciting research area with opportunities for innovation.
The goal of my work is to envision new user experiences and enhance the richness and
quality of input modalities available to mobile and wearable computer systems. In this
dissertation, I articulate an alternative approach to interaction with computing systems that
is specifically focused on wearable, one-handed input techniques. I utilize the smartwatch
as a platform of choice for sensing and computation. However, these techniques may also
be embedded into other types of wrist-worn devices such as bracelets or fitness bands. The
interaction techniques I describe in this dissertation are designed purposefully to eliminate
the need to directly interact with the smartwatch touchscreen. I take advantage of the
dexterity of the arm, hand and fingers around the smartwatch for gestural interactions.
I also leverage the malleability of humans’ vocal resonant system to produce non-voice
acoustic sounds as input when bringing the smartwatch close to the mouth.
In summary, I present research work in the design, implementation, and evaluation
of three systems: (1) Thumby — a gloveless, inertial-based technique that combines the
smartwatch with sensors mounted on the thumb to sense wrist and thumb movements and
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enable a broad set of finger-level gestures; (2) SynchroWatch — a one-handed interaction
technique that tracks the synchronous and rhythmic extension and reposition of the user’s
thumb (augmented with a passive magnetic ring) through correlation with on-screen blink-
ing controls and without requiring calibration; and (3) Whoosh — an interaction technique
that allows a person to control their smartwatch through non-voice acoustics (blowing, ex-
haling, shushing, sipping, etc.) detected using the device microphone and machine learn-
ing.
My hope is that the one-handed interfaces detailed in this dissertation will contribute
insights on sensing techniques and interactions to the mobile input and wearable computing
research communities, and ultimately reach wearable computing consumers. Through a
process of sensor explorations, rapid prototyping, system evaluation and empirical studies,
I demonstrate it is feasible to build a set of wearable systems that take advantage of novel
on-body sensing and the human anatomy to enable robust and reliable one-handed input. I
demonstrate that the set of wearable devices I have built are quickly accessible, may operate
in near real-time, and are available when needed. More importantly, these wearable devices
enable users to provide useful input, in the form of various discrete and continuous gestures,






Over the past 50 years, the keyboard and mouse have remained the primary input devices
for desktop-based computing. However, in his essay on manual input, Buxton articulates
how today’s computer systems make extremely poor use of the human anatomy and our
sensory and motor system [13].
“Imagine a time far into the future, when all knowledge about our civilization has been
lost. Imagine further, that in the course of planting a garden, a fully stocked computer store
from the 1980’s was unearthed, and that all of the equipment and software was in working
order. Now, based on this find, consider what a physical anthropologist might conclude
about the physiology of the humans of our era? My best guess is that we would be pictured
as having a well-developed eye, a long right arm, uniform-length fingers and a “low-fi"
ear. But the dominating characteristic would be the prevalence of our visual system over
our poorly developed manual dexterity."
One of the challenges that Buxton highlighted at the time of his essay is that interactive
devices did not take advantage of our manual dexterity. Over the past 10-15 years, a new
form of human–computer interaction has emerged in a touch-based paradigm, spurred by
the development and widespread availability of mobile phones. Modern smartphones today
are sophisticated computing and sensing platforms, enabling people to communicate with
others, access information on the web, listen to music, take pictures, play games, and much
more.
1
Most interactions with mobile devices today use touchscreens as input, and still remain
predominantly reliant on the visual system. Most users hold the device in one hand and
interact with the other, while some with larger hands are able to interact with a single hand
using the thumb. Research and commercial input systems have begun exploring a variety
of approaches for finger-based input and typing [65, 121], which generally still require the
user to interact with a visually-oriented touchscreen and may suffer from occlusion, or “fat
finger" issues [8, 101].
Others take advantage of alternative input channels on the mobile phone for scratching,
tapping, whacking, and blowing [38, 41, 53, 93], all of which may be paired with audi-
tory or visual output for feedback. These interactions hint at a possible decoupling of the
input location and the type and location of the output feedback. For example, a pair of
earbuds could provide auditory feedback while the user interacts with a mobile phone in
their pocket. Interestingly, that means that systems can extend the input interaction to other
devices or body parts, hinting at what comes next.
A new evolution in computing is emerging around wearable technologies. Wearable
computing as the next wave of computing has been the topic of research for years. However,
the field is only recently beginning to see adoption by consumers and non-researchers due
to advances in embedded and mobile software systems, low-power microprocessor design,
wireless technologies, and low-cost sensors. There are still a number of open research chal-
lenges in wearable computing, from providing continuous battery power, simplifying on-
body networking, addressing privacy and social issues, to designing the human–computer
interface [104, 105]. In its most common embodiment, wearable computing today relies on
a very restricted set of input and output modalities, making this an exciting research area
with opportunities for innovation. Traditional desktop and mobile input technologies, such
as mice, keyboards, and in some limited cases touchscreens (e.g., wet hands or sweating)
are no longer suitable for wearable computing scenarios.
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There are two main categories of wearable devices available today.1 These devices are
either worn on (1) the arm, hand, and fingers, or (2) the head. Devices worn on the arm,
wrist or fingers include smartwatches (Apple Watch), fitness trackers (Fitbit Charge), smart
bracelets (Ringly Rendezvous), sensing armbands (Thalmic Myo), and smart-rings (Oura
Ring). Head-mounted devices include a range of smart glasses that rely on a visual display
(Google Glass), are auditory only (Vue Smart Glasses), or are used for audio-video capture
only (Snap Spectacles). There are also a broad number of systems for augmented reality
(Microsoft HoloLens) and virtual reality (Google Daydream View, HTC Vive, Oculus Rift,
etc.) that are outside the scope of this dissertation.
1.1.1 Designing The Interaction Experience
Decoupling the input method from the output feedback is a system design paradigm that
is well suited for wearable computing, accommodating the use of disaggregated input and
output devices which are especially designed to fit the human body (e.g., head-mounted
glasses, gesture input armbands, wireless headphones, and others).
Both the hand- and head-mounted categories of wearable devices share many properties
in terms of their input and output capabilities. For example, the most common approach
today as output from the system to the human user is a graphical display, either on the
wrist or head-mounted worn just in front of the eye. Graphical displays are ideal for pre-
senting text, icons, and other high-resolution information. Auditory output is also provided
through loudspeakers for smartwatches or headphones. Bone conduction transducers near
the ears may also be used [103]. Haptic feedback is another mechanism of gaining the
user’s attention through various vibration patterns [64].
For input from the user to the system, the most common modalities are speech and
touch. Speech provides a rich, high-bandwidth channel between the user and the sys-
tem. For touch input, a capacitive touchscreen and hardware buttons are the common input
1The devices listed here are not meant to represent an exhaustive coverage of each category, but instead
serve as individual examples in each category to inform the reader
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modalities. A restricted set of touch inputs, such as taps and swipes, are available on both
wrist-worn and head-mounted devices and can be used to navigate through icons and other
information presented on a graphical display.
While speech and touchscreens are the primary input modalities to date, there are a
number of important downsides inherent in their use. For example, long-form speech may
be socially inappropriate in many public places, is not ideal for repetitive microinteractions,
and raises privacy concerns since others may overhear your messages and interactions.
Spoken commands are sensed by the system using on-device microphones but sometimes
may present challenges when used in noisy environments. Occlusion or “fat finger" issues
from the mobile phone are exacerbated on wrist-worn devices with small screen sizes. In
general, modalities other than speech and touch may be more appropriate in a variety of use
cases, and yet have been drastically underexplored by the research community. One such
use case is when the person’s second hand is busy or unavailable for interaction. Motion
gestures, one example modality that does not require directly interacting with the device,
are beginning to gain popularity for simple purposes, such as checking the time or turning
the screen on in response to a notification.
The goal of my work is to envision new user experiences and enhance the richness and
quality of input modalities available to mobile and wearable computer systems. In this
dissertation, I articulate an alternative approach to interaction with computing systems that
is specifically focused on one-handed input techniques using wrist- and finger-worn devices
using inertial and acoustic sensing. I utilize the smartwatch as the platform of choice for
sensing and computation. However, these techniques may also be embedded into other
types of wrist-worn devices, such as bracelets or fitness bands.
The wrist is an interesting target location for input for a number of reasons. The phys-
iology and dexterity of the hand and fingers nearby enable a wide variety of gestures. The
smartwatch at the wrist can also be moved in 3D space due to the arm’s degrees of freedom;
for example, to bring it close to the mouth. The interaction techniques I describe in this
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dissertation are designed purposefully to eliminate the need to directly interact with the
smartwatch touchscreen using the second hand and support single watch-handed scenarios.
I take advantage of the dexterity of the arm, hand and fingers around the smartwatch for
gestural interactions. I also leverage the malleability of humans’ vocal resonant system
to produce non-voice acoustic sounds as input when bringing the smartwatch close to the
mouth.
1.2 Thesis Statement
In this dissertation, I develop multiple interaction techniques and algorithms using wrist-
and finger-worn sensors to enable one-handed input, and I demonstrate through experi-
mental results the feasibility and robustness of such systems. Specifically, the systems and
experiments presented in the following chapters address my thesis statement, which reads
as follows:
One-handed input recognized using on-body inertial and acoustic sensing can enable an
expressive, fast, practical, and robust modality for wearable computing.
The one-handed interfaces detailed in this dissertation seek to contribute novel insights
on sensing techniques and interactions to the mobile input and wearable computing re-
search communities. Leveraging a process of sensor explorations, rapid prototyping, and
system evaluation through empirical studies, I demonstrate that it is feasible to build a set
of practical wearable systems that take advantage of novel on-body sensing and the human
anatomy to enable robust and reliable one-handed input. These wearable techniques en-
able users to provide useful input to a number of applications, including system controls,
responding to notifications, and playing games.
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1.3 Research Goals
In this dissertation, I demonstrate my thesis empirically with three hypotheses:
• Finger-level gestures can be detected accurately and robustly using a combination of
inertial sensing at the wrist and the thumb, rotation-invariant features, and machine
learning. (Thumby)
• Rhythmic movement of the thumb instrumented with a magnetic ring can be quickly,
accurately, and robustly correlated to on-screen blinking controls, requiring no sys-
tem calibration or prior knowledge of sensor placement. (SynchroWatch)
• Non-voice acoustic events for use in interactive applications can be captured by the
smartwatch microphone, detected accurately and robustly using machine learning,
and extended using a passive 3D-printed watch case. (Whoosh)
The key entities in each of the systems I describe in this dissertation are: the user at the
center of all interactions, the interaction technique that provides the user with useful input
capabilities, the hardware that enables said interactions, and the software algorithms and
analysis that turn input from the user and sensor data into relevant actions in the interface.
My dissertation focuses on addressing the hypotheses above via four research goals.
The four descriptors — expressiveness, speed, practicality, and robustness — are framed
around relevant properties or metrics of the interaction technique, hardware and form fac-
tors, and software algorithms. I approach these research goals using three different interac-
tion techniques as case studies. I define and explain the metrics I use to characterize each
of the goals below. The research goals of this dissertation are:
• Goal 1: Achieving expressiveness through a spectrum of interaction events and wear-
able interfaces
• Goal 2: Enabling rapid speed of interaction and reducing the time between intention
and action
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• Goal 3: Expanding the practicality of one-handed input techniques and form factors
• Goal 4: Building robust detection approaches for multiple users and everyday activ-
ities
Card et al. [16] describe expressiveness in terms of the number of elements in the
input and output set for a device’s possible actions. For this work, I will consider the ex-
pressiveness of the interaction techniques based on: 1) the number of unique input events
supported; 2) information transfer rate [80] calculated in terms of number of events, ac-
curacy, and interactions per second; 3) the purpose of the technique or gesture within the
interface (i.e., activation, command, or notification-response); and 4) the type of interface
and applications it enables.
Starner discusses the challenges of wearable computing in a two-part article series [104,
105]. One of the challenges he discusses is the design of the human–computer interface.
One of the driving design goals of the human–computer interface for wearable computing
is the speed of interaction and the desire to reduce the time between intention and action
[103]. For this work, I will consider the speed of the interaction techniques based on: 1) the
time between intention and action, or the time it takes for the user to be ready to provide
useful input; and 2) the speed of interaction, or the amount of time it takes to complete the
input gesture itself.
Recent work in wearable and ubiquitous computing [1, 85, 104, 105, 108] has focused
on building practical systems that can be deployed for use in the real world. I will consider
the practicality of the interfaces based on metrics that relate to the hardware: 1) the level
of instrumentation required to enable the interaction, measured based on the amount and
characteristics of the devices and form factors; and 2) the prototype readiness for deploy-
ment expressed in terms of an adapted version of the NASA Technology Readiness Levels
(TRL) [72].
Finally, deploying an interface across multiple users and everyday activities requires
robust detection algorithms and analysis approaches. I will consider the robustness based
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on: 1) the accuracy of the technique; 2) its usage across multiple users with user-dependent
and user-independent considerations; and 3) its support for input during activities with
different levels of uncertainty and noise (e.g., global motion of sitting vs. walking, ambient
noise for acoustics).
1.4 Research Approach
To improve the quality of wearable human–computer interfaces, I have built and designed
several embodiments of systems that enable expressive input for applications on-the-go.
The main driving force behind building system explorations is to develop better under-
standing of how, as developers and designers, we can better tailor input approaches to fit
the human experience, in particular for one-handed scenarios. This dissertation explores
an end-to-end approach to developing a set of novel techniques for one-handed input.
My research approach follows a user-centered design process that begins with moti-
vating the needs of an everyday user of wearable computing and the various scenarios in
which they might require input. To begin understanding the space, I conducted an exten-
sive review of related work in wearable computing and novel on-body input devices (see
Chapter 2 and Chapter 3) that hints at some of the possibilities of new forms of techniques
and applications, shifting away from a phone-centric interaction paradigm. I then asked
myself the question, is it feasible to design and develop wearable interaction techniques
that enable robust and reliable one-handed mobile input for these scenarios and applica-
tions? I conducted an exploration of a variety of sensors (e.g., force sensitive resistors, ac-
celerometers, gyroscopes, electromyography, microphones, and depth cameras) and built a
number of prototypes in the laboratory. My exploration of the space through prototyping
has informed the choice of sensing technologies and devices described in this dissertation.
Based on initial experiences with these prototypes, I narrowed my focus to inertial sensors
(accelerometer, gyroscope, and magnetometer) and acoustic sensors (microphone).
The inertial sensors and microphones provide sensor data that enables tracking fine
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motions of the fingers, arms, and wrists, as well as subtle sounds produced by the mouth.
These devices are readily available in many commodity devices, including smartwatches,
and require minimal additional instrumentation. Each of the projects described in this dis-
sertation began with initial data collection to assess the feasibility of the technique. Once
initial feasibility was in sight, I developed a gesture or event recognition pipeline to collect,
pre-process, and detect the given input. I then rapidly iterated on testing and enhancing the
pipeline to optimize the system. The next step was to test and evaluate the technique with
human subjects and collect additional sensor data to assess robustness and accuracy across
participants. Feedback from participants during the evaluation phase further informed the
desired applications that could be enabled. Finally, I developed various demonstration ap-
plications to highlight the technique in useful scenarios. A modular architecture allows
for easy integration of the classification pipeline with applications, edging closer to the vi-
sion of always-available computing with a fully integrated sensing and interaction platform
on-the-body.
1.5 Acknowledgement of Collaborators
This dissertation presents multiple projects I have driven and led during my Ph.D. tenure.
However, completing this research could not have been possible without numerous col-
laborators who have significantly contributed to the work. Collaborators include my co-
advisors, committee members, mentors, labmates and fellow Ph.D. students, Master’s and
Undergraduate students I have mentored and learned from, and external collaborators.
Their contributions are acknowledged in an earlier section of this dissertation and through
authorship in publications resulting from our work. However, for the remainder of this
dissertation, I use only the first person singular to describe the projects.
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1.6 Dissertation Overview
To fully answer my thesis statement, the remainder of this dissertation describes in de-
tail the one-handed input techniques I have developed. I present how the techniques are
built and evaluated, in terms of form factor design, interaction design, software pipeline,
hardware prototypes, and exposure to and evaluation with human subjects.
Specifically, I investigate the performance of three systems — Thumby, SynchroWatch,
and Whoosh — using a series of empirical user studies and system evaluations to under-
stand the user experience and quantify system performance.
In Chapter 2, I summarize research from a number of domains, including wearable
computing, novel input devices, wrist-based devices, finger gestures, and other interfaces.
I expand on the related work section and present a taxonomy that spans research in one-
handed input techniques using the arm, hands, and fingers in Chapter 3. I identify key
opportunities for the space of one-handed input and interaction techniques, such as explor-
ing a broad set of thumb gestures, introducing synchrony between the interface and the
user, and using the mouth as an actuator.
In Chapter 4, I explore the space of gestures using wrist- and thumb-worn inertial sen-
sors to enable a broad set of one-handed interactions with a system called “Thumby.” I
present two iterations of the system using sensors worn on the thumb-only and a combina-
tion of wrist and thumb. I perform multiple online and offline evaluations with participants
to assess the broad range of gestures the device enables.
In Chapter 5, I present “SynchroWatch” which is a subtle interaction technique for
wrist-worn devices that leverages synchrony between thumb movement and on-screen blink-
ing controls. The technique uses magnetic sensing on-device along with a passive magnetic
ring on the thumb. This work is the first to introduce synchronous gestures for smartwatches
using sensors on the device. I evaluate the technique to determine initial parameters and
follow up with a user study comparing the performance of SynchroWatch to touch-based
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input, which is commonly used on smartwatches today.
In Chapter 6, I discuss an interactive input system called “Whoosh” for smartwatch in-
teractions using non-voice acoustics. The technique allows a person to control their smart-
watch by blowing, exhaling, shushing, sipping or puffing on and around the screen. The
watch uses its microphone and machine learning to identify the breath patterns of each
acoustic event, then assigns an action to each. I evaluate this system offline with two user
studies and a total of 18 participants.
I conclude in Chapter 7 with a summary of key contributions and limitations of the
interaction techniques presented in this dissertation. I also present several insights on my
experiences building interactive systems and the challenges of developing robust and reli-





In this chapter, I review related work and discuss how it influences the work presented
in this dissertation. I begin with a brief history of wearable computing and provide an
overview of novel on-body input devices. More specifically, I emphasize the interest in
the wrist, arms, fingers, and mouth as ideal human effectors for input and specific target
locations for the placement of on-body devices and interactions.
My work aims to build on this prior research by focusing on developing one-handed
wearable techniques that enable new forms of always-available input [76]. Always-available
mobile input does not require a user to necessarily pick up, hold, or look at a device leading
to a more immediate and natural input experience. For example, a smartwatch is readily
available at the wrist and can be manipulated using the fingers, thumb, and mouth.
2.2 Wearable Computing
Wearable computing pursues an interface ideal of “a continuously worn, intelligent assis-
tant that augments memory, intellect, creativity, communication, and physical senses and
abilities” [104, 105]. Historically, the field of wearable computing has primarily defined
itself by key characteristics, such as portability, enabling hands-free use, opportunistically
attracting the user’s attention, being continuously available, and being context aware [74,
94]. While many systems challenges remain, such as balancing network resources with
power requirements, there are also fundamental human concerns that must be addressed,
including understanding social norms around the use of these devices, designing for pri-
vacy, and creating innovative human–device interfaces.
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One advantage of wearables over more traditional mobile devices is that mobile devices
are often stored in pockets, purses, or backpacks, requiring users to search for them and
remove them in order to access basic functionality. Physically retrieving the device incurs
a non-trivial time cost, and research has shown that it can constitute a significant fraction
of a simple operation’s total time [7]. Thus, in wearable computing, the key advantage
is that the user is bringing the devices much closer to their senses. For example, using a
head-up display brings the device near the visual and auditory channels. Similarly, a wrist-
worn device may also be quickly summoned to the visual field. However, the act of using
a wearable computer still demands a high level of visual attention and typically the use of
two hands, in the case of the smartwatch. There are many situations where the user’s focus
and vision is needed elsewhere (e.g., face-to-face conversation, biking, driving, etc.) or
when distractions could be dangerous, as well as when the hands are busy (e.g., carrying
groceries, manipulating physical objects in the environment, etc.).
Nevertheless, the primary output channel in most computing tasks has traditionally
been visual, due to the high bandwidth of this channel. The wearable computing commu-
nity has used the head-up display as an effective mobile display built into eyeglasses or as
an independent unit. Google Glass is one example of a recently available self-contained
wearable computer with a head-mounted display. The device displays information using
visual and auditory channels and is designed to be controlled using touch and natural lan-
guage voice commands. A wrist-worn smartwatch also serves as a small mobile display.
There are a variety of smartwatches on the market (e.g., Sony Smartwatch 3, Apple Watch,
Samsung Gear, and others). Other visually-based wearable interfaces have been explored
as well. For example, Saeedi et al. have created initial prototypes of contact lens displays
which still require many more advances before they are ready for commercial applications
[96]. The MicroOptical SV-6 was a lightweight head-up display viewer, popular for use in
a number of industrial and medical applications.1
1http://www.cruxial.com.sg/Microoptical/vga/SV6mobile_MK-0061A.pdf
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On-body projection is another approach to quickly accessing information. Researchers
have explored projecting onto a person’s forearm, hands, and in the environment around the
user [39, 42, 75]. High resolution and high frame rate projection technology is available but
it remains too bulky for everyday use. There are also other technical and wearability issues
to address, including color distortion from the skin, the presence of hair on a person’s arm,
and realignment of the projection and interaction surface during daily activities.
Alternate modalities for wearable computing include clothing-based interfaces and e-
textiles [11, 83]. One of the main disadvantages of this approach is that all garments we
wear every day must be embedded with a variety of sensors and display technology. Ad-
ditionally, the embedded technology may not be as durable, washable, disposable, flexible,
or customizable as a person’s clothing typically is. Either a modular solution that can
be switched out to be used between garments would be needed or a new material that is
washable and durable can be developed [90]. Researchers have also explored alternative
audio-only modalities for wearable computing, exploring speech recognition and contex-
tual notifications [100].
2.3 Novel Input Devices
Previous research has explored a variety of novel input techniques to provide new forms of
input to wearable and mobile computing systems. For example, the Skinput system lever-
aged the natural acoustic conduction properties of the arm for input [42]. The system has
shown promise in detecting the timing of touch and tap events in which the user targets a
location on the arm or fingers for input. The SixthSense project used a camera-worn sys-
tem around the neck that combines projected information with a color-marker-based vision
tracking system [75]; the user interacts with an “invisible” canvas or surface floating in
the front of the user’s head/chest. This system’s major challenge is occlusion of the hands
when interacting with objects during real world tasks. The hands-busy nature of this in-
terface impedes the user from interacting with physical objects while the arms are raised
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and used for input gestures. Furthermore, there are accuracy limitations using computer vi-
sion, as distinguishing finger taps from hovering in the interface is particularly challenging.
Other techniques based on computer vision have been explored, which provide wearable
gesture recognition in a variety of lighting conditions and mobile settings [106].
Other biologically-mediated signals have been used for input, for example vital signs
and galvanic skin response sensing have been used for assessing a user’s emotional state
[73]. These signals are typically used as implicit input in context-aware applications, as
they are not available for direct input and are driven subconsciously. Similarly, sens-
ing technologies including functional near-infrared spectroscopy (fNIR) and electroen-
cephalography (EEG) have been explored to assess cognitive and emotional state [34, 50].
Other brain signals have been used as direct input by users with disabilities [26]. These
technologies are generally either extremely low bandwidth, or difficult to control by users.
Further advances are needed in these areas.
Other input approaches have taken the form of e-textiles or clothing-embedded com-
puting, in which the input device is worn as a part of one’s garments [11]. Some of these
have taken the form of wearable gloves [107] which may provide rich input with numerous
actions for a user to perform, but these are typically uncomfortable, make it more difficult
for the user to interact with objects in the real world, and are disruptive to tactile sensa-
tion. As noted before, other “smart fabric” systems embed sensors directly into fabric [89].
On the other hand, smart garments may be ideal for niche applications, such as health and
fitness tracking.2 In contrast, people already wear many different forms of computing in-
cluding smart watches, cellphones, and health and activity trackers on their wrists, hips,
hands, etc., suggesting that such form factors can be instrumented with additional sensing
functionalities.
Finally, and most directly related to my work, previous research on wearable input de-
vices has explored how users can interact with a mobile or wearable device without the
2http://www.liveathos.com/apparel/technology
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need of the second hand. GestureWrist is an input device that recognized gestures by ca-
pacitively measuring wrist-shape changes and forearm movement, using sensing elements
embedded in a normal wristband form factor [92]. Amento et al. placed contact micro-
phones on a user’s wrist to assess finger movement and focused on one-handed input [2].
The Hambone system is a bio-acoustic gesture interface and through a Hidden Markov
model yielded classification accuracies around 90% for four hand gestures [23]. Starner
et al. developed a self-illuminating, wearable, infrared computer vision system to control
various home automation tasks [106]. Researchers have also analyzed the electrical signals
generated by muscle activity using electromyography (EMG) and this approach is particu-
larly good at sensing muscle exertion for continuous variation of input controls [99]. This
approach requires signal amplification and typically the application of conductive gel for
effective signal acquisition; however, advances in dry electrode systems and the availability
of low-noise, analog front-end analog-to-digital converters and amplifiers have made this
approach suitable for commercialization and everyday use.3 Tongue input has also been
explored by a number of researchers and is workable for low-bandwidth, discrete events
[54, 98]. Finally, the handheld Twiddler keyboard has been used to achieve text input rates
of 60wpm with sufficient training [71].
2.4 On-Body Sensing and Interaction Techniques
In this section, I present work related to on-body sensing and interaction techniques. Pri-
marily, I focus on interactions with sensing and devices placed on the arm, wrist, hand, and
fingers.
2.4.1 Arm and Wrist-Based Sensing Techniques
Several custom-hardware solutions sense the surrounding surface area of the wrist and
forearm. Prior work includes approaches with bio-acoustics [2, 23, 42] using wrist- and
3https://www.thalmic.com/
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forearm-worn sensors and enabling various tapping and striking gestures. Forearm elec-
tromyography (EMG) [99] has also been explored in research and commercially over the
past few years. Rekimoto [92] used capacitive sensing to detect changes in the wrist con-
tour and detect hand poses. WristFlex [22] used an array of force sensitive resistors worn
around the wrist to capture its deformation, enabling the interface to distinguish subtle fin-
ger pinch gestures. Tomo [123] used electrical impedance sensing with a wrist-worn array
of electrodes to capture gross hand gestures and finger pinches. Perhaps most similar to
SynchroWatch in its gesture design, ThumbSlide [3] captured the sliding movement of the
thumb along the hand by detecting changes in the wrist contour using an array of pho-
toreflectors. Kim et al. [60] used a wrist-worn camera to detect various finger poses and
gestures using a kinematic model. These solutions are capable of providing a diverse input
vocabulary, but may suffer from limitations such as bulkiness of hardware, occlusions for
line-of-sight solutions, cost and complexity.
2.4.2 Finger-Based Sensing
Others have proposed augmenting the fingers or designing custom form factors (such as
rings) to capture one-handed finger and thumb movement. DigitSpace used a pair of
magnetic-sensing nail-ring chains on the fingers to detect the movement of a magnet-
augmented thumb. Rings have been used to detect a variety of input gestures using mag-
netic sensing [4, 18], infrared reflection [81], optical sensors [77, 118], bend sensors and
accelerometers [110], and a combination of inertial and optical sensors [59]. To highlight
a few examples, ThumbRing [109] proposed an active ring with an inertial measurement
unit worn on the thumb to track motion, enabling users to touch and slide on their fingers.
ThumbRing evaluated their technique while the user is stationary and walking but does not
presented a generalized solution that is scalable across scenarios and is rotation-invariant.
uTrack [18] went beyond discrete input and introduced a technique for 3D tracking of a
thumb magnet using a pair of magnetometers on the back of the fingers.
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2.4.3 Data Gloves
Data gloves have been in use for a long time and represent one of the most important ef-
forts aimed at acquiring hand movement data, detecting very fine gestures such as finger
movement, and modeling of the entire human hand [107]. The Acceleration Sensing Glove
(ASG) placed one 2-axis accelerometer on the back of the hand as a tilt motion detector
for moving the pointer on the screen and three other 2-axis accelerometers were placed on
the thumb, index finger, and middle finger to operate as mouse click buttons [87]. Hrabia
used a glove with embedded motion sensor boards over every finger for precise modeling
of the whole hand [51]. Glove solutions for detecting thumb-to-phalange events include
KeyGlove4, Figure-Joint Gesture Wearable Keypad [30], and Thumbcode [91]. My work
emphasizes a gloveless approach to solving interaction challenges. While glove-based sys-
tems can potentially provide access to a rich range of gestures, they are typically bulky,
require wiring to a separate processing unit, and—most detrimental to day-to-day use—
also affect the haptic sensation during finger gestures.
2.5 Smartwatch-Based Interactions
Others have proposed augmenting the watch or designing custom watch form factors to
capture input on and around the device.
The most common way of interacting with a smartwatch device is using the second
hand for touchscreen input or button controls. Speech recognition is a secondary modality
enabling high bandwidth dictation. While a number of projects have focused on expanding
the input capabilities on smartwatches for two-handed input using around-device sensing
and custom form factors [40, 79, 116, 117, 122], my work focuses on one-handed (the hand
wearing the watch) discrete interactions on a commodity smartwatch.
In particular, one-handed interactions support situations in which the user’s other hand
may not be available if the person is carrying something or suffers from a disability. A few
4http://www.keyglove.net/
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techniques have motivated the use of commodity sensing on a smartwatch and inspired the
design of Thumby and SynchroWatch in this dissertation. Serendipity [114] uses motion
sensors in a smartwatch to distinguish fine-motor gestures such as pinching, rubbing and
tapping fingers. A tilting metaphor is another approach that has been used for menu navi-
gation, selection, and text entry [33, 35]. The final system in this dissertation —Whoosh—
uses the microphone in the smartwatch to detect non-voice acoustics with the mouth as an
actuator for no-handed input [93].
Prior work also focuses on developing custom watch devices. Facet provides a multi-
display wristband consisting of multiple independent smartwatch screens, enabling a rich
set of touch input techniques [69]. Xiao et al. provide a multi-degree-of-freedom mechan-
ical watch face that supports continuous 2D pan and twist, as well as binary tilt and click
[117]. Laput et al. use proximity sensing [63] to enable ‘skin buttons’ that can be activated
by touching the skin around the watch. Oakley et al. use proximity sensing around the
watch face to capture interaction on the edge of small devices [79]. WatchIt introduces a
custom watch band for eyes-free interaction [88]. While modifying the case or band around
a smartwatch with electronics may provide additional interaction capabilities, it will also
place varying degrees of power constraints on a device with limited battery capacity.
In Chapter 6, I present the use of a passive 3D-printed watch case — dubbed “Flute-
Case” — to increase the expressivity of the event set, with no additional demands on battery
or computation. While the technique does require an active microphone and continuous
analysis, the majority of smartwatches today are already “always-on” for hotword detec-
tion (e.g., “Ok Google”). It could be possible to modify this device functionality to include
recognition of Whoosh events.
2.6 Summary
The interfaces described in this dissertation build on and extend the related work described
in this chapter. The goal is to use one-handed interaction techniques to enable always-
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available input in everyday computing scenarios. The techniques can serve to replace or
supplement current interaction techniques available on commodity wrist-worn devices, and
in particular are meant for fast and subtle microinteractions.
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CHAPTER 3
ONE-HANDED INPUT TAXONOMY AND OPPORTUNITIES
3.1 Background
In 1983, Buxton introduced a taxonomy of input devices that was focused on the human
motor and sensory system [14]. He described how various transducers capture the human
gesture appropriate for articulating particular intentions. Input devices were categorized by
characteristics, such as the property sensed (position, motion, or pressure), the number of
dimensions sensed, and the muscle groups required to use them. Research at Xerox PARC
extended this work to capture a broader part of the design space of input devices [16]. The
revised model captured both the discrete and continuous properties of devices.
In today’s computing ecosystem, desktop and phone-based input interactions are not
always appropriate for wearable scenarios. While the work at Xerox PARC captured the
discrete and continuous properties of devices, I focus on the discrete and continuous prop-
erties of the interactions enabled by a set of one-handed input techniques that target the
arms, hands, and fingers as input effectors. In this section, I highlight wearable interaction
techniques that allow a range of inputs across a diversity of application scenarios and body
parts. The work described here informs the projects detailed in this dissertation.
I began this dissertation quoting Buxton and pointing out that there are major shortcom-
ings in our ability to manually enter information into a computer, in particular for mobility
scenarios where a keyboard and mouse are no longer available. Input remains of critical
importance. Guided by an exploration of the literature, I define the subset of the space of
one-handed interaction techniques my work focuses on as follows:
• The interaction techniques support discrete input (e.g., taps, flicks, clicks), continu-
ous input (e.g., cursor tracking, “drawing", analog values), or hybrid input as a com-
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bination of discrete and continuous input in parallel (e.g., tapping while continuously
moving the arm).
• The interaction techniques leverage parts of the body that provide fine dexterity or
subtle input for manipulation and control, such as the fingers, arm, wrist, and mouth.
• The interaction techniques utilize devices worn on the body bringing the experience
closer to the senses and making it quickly accessible for access when needed.
• The interaction techniques enable one-handed input, meaning that the use of the other
hand is not necessarily required for their use. For example, tapping gestures of the
thumb against a phalange or blowing at your wrist.
• Taking advantage of humans’ kinesthetic sense allows for the input to be decoupled
from the output feedback provided to the user. This enables more natural interactions
with disaggregated devices on the body or without looking at the smartwatch.
3.2 Categories of Gestures Based on Intent and Usage
Gestures may be categorized based on their context of use and the intent within a user
interface. These three categories are: activation, notification-response, and command. I
briefly describe each of these below. Throughout the dissertation, I will refer to these types
of gesture interfaces based on their intended purpose.
Activation — Activation gestures, as the name implies, are used to ‘activate’ some
capability or capture the attention of the system (i.e., smartwatch or other device). The ac-
tivation could be an indication of the user’s intent to perform a command gesture or it could
be used to wake up the system to perform a given task. Activation gestures may also be
known as ‘clutching’ mechanisms to activate an interface before performing recognition.
For example, speaking the words “Ok Google” or “Hey Siri”, common on mobile devices
today would be considered activation events prior to performing speech recognition. Ide-
ally, activation gestures must be robust to noise and unique to avoid false positives.
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Notification-Response — Notification-response gestures are performed in response to
a notification from the system. The notification is meant to alert the user and give them
the opportunity to ‘respond’ with an input event. The understanding is that the system is
already listening for the response from the user. The response is only expected when the
user has received a notification prompt. An activation gesture is not needed.
Command — Command gestures are used to provide explicit intent within the context
of an application or interface. The action is typically attached directly to a corresponding
action in the interface. In general, command gestures may also be more diverse and plen-
tiful since they are used to select multiple actions within applications. Similar to touch
gestures (e.g., pinch to zoom), every command gesture does not necessarily need to be
unique but their use should be consistent across applications. An activation gesture can be
used to both enter and end command mode, delimiting input actions.
A number of factors would influence which gesture is appropriate for each task or
interface. Determining which gestures are most appropriate remains the task of interaction
designers, developers, and device manufacturers.
3.3 One-Handed Input Taxonomy
I develop a taxonomy for one-handed input techniques based on a survey of related work in
the space of gestural interfaces, including some of the work detailed in Chapter 2. The goal
of the taxonomy is to provide a framework that can be used to categorize gestures, identify
the diversity and breadth of gestures that have been explored, and understand how they can
be incorporated as part of user interfaces. This summary also serves to identify gaps in the
literature that inform the design of the systems developed in this dissertation.
The taxonomy spans related work in the literature across conferences and communities,
including UIST, CHI, UbiComp, ISWC, MobileHCI, and others, with coverage over the
past 5 years and some earlier work.
I focus primarily on categorizing based on the various body parts used to perform the
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Figure 3.1: The top level of the taxonomy describing a broad classification of one-handed
gestures based on the body part used to perform them.
gestures, not the sensing used to detect or pipeline used classify the gestures. A description
of sensing techniques for input is presented in related work (see Chapter 2). Sensing of
the gestures can be performed directly by instrumenting that body part or indirectly by
instrumenting the environment or neighboring body parts.
In particular, I focus on the arm and its subparts. The arm consists of several segments
that together make it one of the most useful and complex tools of the human body. These
parts are: the upper arm, elbow, forearm, wrist, and hand. The upper arm extends from
the shoulder to the elbow and provides pulling and lifting strength. The elbow is a hinged
joint that allows the arm to open up to 180 degrees at full extension. The forearm is the
area between the wrist and the elbow. The muscles in the forearm rotate, flex, and extend
the wrist. The wrist is located in the upper hand. In total, eight carpal bones - along with
multiple muscles and tendons - form this intricate area. Finally, the hand (palm and fingers)
allows humans to do much more complicated tasks than any other animal, in particular
because of its five fingers.
I narrow the segments of the arm for the purposes of this taxonomy down to four major
body areas that are used to perform the gestures (see Figure 3.1). The four categories are:
fingers, hands, wrist, and arm, in increasing order of coarseness of interaction granularity.
I separate the hand to cover gestures that use both the palm and the fingers, and the fingers
only. For the arm, I include the upper arm, elbow, and forearm. In the following sections,
I describe the gestures identified in prior work and frame them within the context of this
one-handed input taxonomy. I also present opportunities for future work.
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Figure 3.2: Types of finger based gestures, classified under static and dynamic type.
3.3.1 Finger Gestures
Gestures in this category are performed using one or more fingers of the same hand. Fin-
ger gestures are generally more discreet and much finer than hand- or arm-based gestures.
Based on the survey of related work, I find that this category is particularly rich in gestures
as compared to other categories, owing to the natural dexterity of the fingers and the large
number of configurations they support. This rich set of gestures can be classified into static
poses and dynamic gestures (see Figure 3.2). Static poses are those events that only require
movement to assume the position that is detected by the sensory hardware. Dynamic ges-
tures, as the name suggests, are detected based on motion of the gesture itself. I present a
breakdown of finger gestures and classify them as either static or dynamic.
Static Finger Poses
The subset of static finger poses include finger pinches, counting, and other configurations
of the fingers.
Pinching — One recurring and commonly found pose is the finger pinch [22, 29, 58,
60, 66, 99, 114, 123]. The pinch is typically performed using the thumb and any one of
the other four fingers on the same hand, involving two fingers at any point in time (see
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Figure 3.3). The gestures are primarily detected indirectly by sensing changes in contour
or acoustic signals at the wrist, or electrical signals at the forearm. In some cases, it is
possible to instrument one or more of the thumb or fingers.
Figure 3.3: Pinch gesture performed between the thumb and each of the other fingers. The
dynamic version of each of these pinches are detected as taps.
Counting — Another common group of static finger poses are finger counts [29, 60, 66,
81]. Counting gestures are most heavily represented in American Sign Language (ASL)
and involve holding up one or more fingers to represent a number, while holding the other
unused fingers down and rolled against the palm. See Figure 3.4.
Pointing — Similar to counting finger poses, individual fingers can be used as pointing
mechanisms [60].
Figure 3.4: Some pointing/counting static poses performed by holding up a set of fingers.
Other Finger Configurations — WristCam [111] used a small camera mounted on the
under-side of the wrist and aimed at the palm and fingers of the hand. It describes a new
space of 3-finger gestures based on lifting combinations of one or more of the three middle
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fingers (ring, middle and index) backwards or upwards from a rest position, resulting in
8 total detectable poses. Digits [60] also used a camera on the under-side of the wrist
and identifies key parts of the hand, such as the tips and lower regions of each finger.
Using a kinematic model, the system detects various poses, including the Spiderman pose,
where the thumb pinches the middle and ring fingers together, while the index and pinky
are pointed and stretched out. Some ASL gestures are also recognized, as documented in
Backhand [66]. Some of the gestures in this work may also overlap with pinch, counting
and pointing gestures.
It is possible for static finger poses to lend themselves to parametrization. For example,
the duration of a pose could serve as a parameter, i.e., you hold a thumbs-up and the volume
increases as long as the user maintains the pose.
Dynamic Finger Gestures
The subset of dynamic finger gestures include finger taps, flicks, snaps, sliding, and other
combinations.
Tapping — A tap is similar to the pinch gesture described earlier. However, the main
difference is that a tap is a pinch followed by a quick release of the pinch action and
returning the fingers to a neutral rest state, as opposed to maintaining a pose. A number of
related papers make use of tap gestures for input [2, 42, 52, 58, 109].
Taps are typically performed between the thumb and any one other of the four remain-
ing fingers on the same hand. Additionally, taps can also be performed by tapping the
thumb to any of the phalanges, the flesh areas between the knuckles, on any of the 4 fingers,
as is demonstrated in ThumbRing [109], DigitSpace [52], and Thumby in this dissertation.
There are a total of 12 phalanges that can be tapped by the thumb, three on each of the other
4 fingers, making that a rich total of 12 possible gestures. ThumbRing presented empirical
evidence noting it is more comfortable for users to tap the side of the phalanges, instead
of the palm-facing front side. Another slightly different version of the tap only involves
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one finger, where the user taps his finger onto an imaginary surface, in-air, as described by
Kerber et al. [58]. Taps are very versatile; in that they can be performed multiple times in
quick succession. For example, single taps, double tap [2, 58] or possibly even triple taps,
can be counted as different gestures. These combinations of taps may increase the richness
of interaction.
Flicking — There are multiple ways to perform a flick gesture depending on the finger
that serves to ‘catch’ or restrict the flick movement. Skinput [42] detected flicks of the
finger using the thumb as a catch. Amento et al. [2] also recognized a flick gesture using a
wrist-mounted bio-acoustic interface.
Snapping — Snapping the fingers is a well-known gesture that involves a ‘rub’ of the
fingers and also produces some auditory output. Similar to the detection of the flick gesture,
Amento et al. [2] also used a wrist-mounted piezoelectric microphone to detect snaps as
input using a bio-acoustic system.
Sliding — Slide gestures are performed by sliding the thumb (typically) along other
fingers or the palm of the hand (see Figure 3.5). The other fingers and palm become a
canvas for the thumb to ‘draw on’. Gestures can be designed based on the pattern the
thumb follows across the surface of the hand. The patterns may be unique and known
shapes such as a circle, as in PinchWatch [67], or they could be in the form of letters, as in
DigitSpace [52]. DigitSpace also explored using the thumb to write graffiti letters on the
surface formed by the other fingers of the same hand.
Alternatively, slide gestures may also be performed without having to draw a shape or
pattern. ThumbSlide [3] used the whole length of the thumb to slide along the side of the
index finger, while the hand is held in a fist. The thumb can also be used to slide along the
length of individual finger segments, as also demonstrated by DigitSpace and PinchWatch.
The direction of the slide provides an additional dimension to this kind of input. A slightly
less obvious sliding gesture is the finger rub, demonstrated in Serendipity [114] and by
Amento et al. [2], where the thumb slides against the other fingers repeatedly in quick
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Figure 3.5: (a) Slide gesture used in Thumbslide [3] (b) Slide along individual finger seg-
ments (c) Sliding the thumb on the palm and fingers as a canvas to draw specific shapes, in
this case, a circle.
succession.
Freeform — Apart from the categories mentioned above, some prior work also de-
scribes freeform continuous finger movements and tracking as input gestures. uTrack [18]
by Chen et al. demonstrated continuous 3D input using a thumb-mounted magnet and two
magnetometers attached to the fingers. The thumb moves freely and is tracked continuously
in 3D-space. iRing [81] also demonstrated how bending of a finger can be measured when
the ring device is worn on that finger. In these cases, the path or angle of a movement are
tracked and mapped to an input which is useful for cursor and valuator controls in graphical
user interfaces.
Similar to static finger poses, discrete finger gestures involving dynamic movements
may also be parametrized. As mentioned earlier, the number of taps or repetition of other




I categorize hand gestures as all gestures that involve a combination of the entire palm
of the hand and fingers used together. This class of gestures does not provide fine grain
granularity and the same dexterity that finger gestures offer. Given the coarse granularity,
there are fewer gestures and prior work in this category.
There is some ambiguity between distinguishing hand gestures and finger gestures. For
the purposes of this taxonomy, I assume hand gestures engage all the parts of the hand
between the wrist and the finger tips, together as a whole. All the fingers work in parallel
to form an upper hand gesture, so no individual finger movements are part of the gesture
as they were in finger gestures. Similar to finger gestures, I can classify hand gestures as
static or dynamic.
Among static hand poses, the two most common gestures are the making a fist [3, 29,
58, 66, 68, 114, 123] and “halt” or “stop” hand gestures [22, 29, 58, 60, 68, 111, 123].
Dementyev et al. [22] and Zhang et al. [123] used pressure sensing and impedance
tomography to detect a relaxed hand position, which is a neutral position with the palm
open and in which the fingers are not forced into a spread-out position. Digits by Kim et
al. vision-based [60] and Saponas et al.’s electromyography [99] systems also recognized a
grasp gesture for both small and large objects independently (see Figure 3.6). Additionally,
both papers described the hook gesture that is used while picking up a bag by its handles.
Static hand gestures generally describe different degrees of opening or closing the grip of
the palm and fingers.
There are few papers for dynamic gestures using the entire hand without actuation of
the individual fingers. There is potential to explore new gestures within this category. One
example of dynamic hand gestures is presented in Serendipity [114]. Their wave gesture
involves bringing all 4 fingers (excluding the thumb) to a fist and rapidly returning to a
resting state.
30
Figure 3.6: Set of the kinds of hand grips detected by Saponas et al. [99].
3.3.3 Wrist Gestures
Wrist gestures are those performed by bending the wrist joint. For example, as a flexion or
extension of the wrist joint with fingers extended (see Figure 3.7). This has been explored
by Kerber et. al. [58], Zhang et al. [123], and Lu et al. [68] with various sensing approaches
(electromyography, impedance tomography, and a combination of electromyography and
accelerometry). These gestures have also been explored commercially in the Thalmic Labs’
Myo, sensed using forearm electromyography. While all of these papers discuss detecting
the same movement, there are slight variations to how the gestures are performed. For
example, Lu et al. used a closed fist while flexing or extending the wrist, while in the other
two papers the fingers are straight and palm is open. Based on how they are performed,
wrist gestures may be either static or dynamic. If the gesture entails repeated flexion,
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extension, or both to be detected, I consider it a dynamic gesture. However, if the gesture
is recognized by simply performing a single flexion or extension, and the wrist is held at
that position or pose, I consider the gesture to be static similar to finger poses.
Figure 3.7: Wrist flexion and extension.
3.3.4 Arm Gestures
Arm gestures are those that are performed using the whole forearm, from the elbow up to
the fingertips. These gestures result in a gross movement and comprise a smaller set of
gestures, compared to the wrist, hand, and fingers. Similar to wrist movements discussed
earlier, all arm gestures can be classified as either static or dynamic.
Freeform
Freeform arm gestures are performed by gross movement of the forearm around all three
axes, while pivoted at the elbow. For example, these may constitute an up/down motion,
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left/right motion, as well as a twisting motion of the forearm along its own axis. Lu et
al. [68] recognized gestures along two of these axes — up/down and left/right. Addition-
ally, this work also combines movement along these two axes to identify movement of the
forearm in a circular motion along a plane perpendicular to the length of the forearm. See
Figure 3.8.
Figure 3.8: Examples of freeform large scale arm gestures as recognized by Lu et al. [68].
Tilt
Another gesture that has been used as an input modality, in particular for smartwatch input,
is arm tilt. Combining all degrees of freedom of the arm enables greater control, as com-
pared to the freeform gestures discussed in the previous section. In general, tilt gestures are
used to interact with objects on a smartwatch screen worn on the same hand. The gestures
are performed using subtle tilting movements along all 3 axes anchored around the watch
screen. Another observation is that in general the gesture is intended to be performed when
the arm is raised in a position where the watch screen is in the field of view of the user. On
tilting, the direction of tilt towards gravity is measured. Guo et al. [35] used tilt gestures
to select objects on the periphery of a watch screen, as well as to control movement of an
object on the screen as it would naturally move due to the tilt direction and gravity. See Fig-
ure 3.9 for a visual representation of the interaction. In WristWhirl [31], wrist motion was
used to continuously control a 2D cursor, while a thumb-to-finger tap is used for selection.
InclineType [33] also used tilt to select letters on a watch screen for text input.
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Figure 3.9: Arm tilt captured within an application using ObjectPoint and AnglePoint as
seen in work of Guo et al. [35].
3.4 Dealing with Ambiguity in Categorizing Gestures
In some cases, there may be ambiguity between whether a gesture is static or dynamic. If
a gesture requires motion only to assume a given pose, after which the pose itself is held
static while it is recognized by the hardware, I consider it to be a static gesture. On the
other hand, if the gesture is detected, not by a pose, but a series of positions or a specific
motion, I consider it to be dynamic. The same gesture, however, can be interpreted either
as static or dynamic, based on the intent of interaction and the sensing hardware. Take for
example an arm tilt gesture that is used to control the movement of an object or cursor on the
screen, as demonstrated in the work by Guo et al. [35] where the researchers describe two
applications of the tilt gesture. The first is AnglePoint, where on tilting the arm and holding
it at a particular angle in the tilted direction, the user is able to select an object along the
rim of the watch screen. This can be interpreted as a sort of static gesture, because motion
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is only used to assume the tilt direction, after which the arm can be held steady. However,
in the second application ObjectPoint, the tilt of the watch is used to move a cursor in real
time on a watch screen. This is a more responsive dynamic motion than the singular tilt
in AnglePoint. This makes it hard to exactly assign a static or dynamic metric to some
gestures unless additional details and understand of the usage context are available. It is up
to the interaction designers and developers to determine how gestures will be used within
an interface and how the capabilities and properties of that gesture are communicated to
the user.
3.5 Opportunities Identified from One-Handed Input Taxonomy
In the previous sections, I discussed a number of interaction techniques and a taxonomy
primarily focused on the use of the arm, hands, and fingers. The systems described in
the taxonomy primarily rely on isolated detection of events or gestures over time. I have
identified and developed three opportunities to enhance the input taxonomy with three new
concepts of interaction. The first opportunity is to broaden the set of one-handed gestures
supported by a single system. The first interaction technique in this dissertation focuses on
detecting a broad set of one-handed gestures using multiple body parts (wrist and thumb)
and sensing them with minimal instrumentation. The second opportunity is the introduction
of rhythmic repetition between the interface and user’s gestures. The second interaction
technique introduces synchronous gestures into the space of wrist-worn devices by detect-
ing rhythmic and synchronous movements of the wrist and fingers to a given on-screen
stimulus. Other synchronous gestures have primarily been focused on eye-tracking and
computer vision approaches. The third opportunity is to extend the taxonomy and incor-
porate other body parts not traditionally used for actuation. The third interaction technique
in this dissertation uses the mouth as an actuator for non-voice acoustics captured by the
smartwatch, extending work in blowable interfaces on the desktop and other non-linguistic
vocalization systems.
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3.5.1 One-Handed Gestures Using Multiple Body Parts and Minimal Instrumentation
While developing the presented taxonomy, I observed that the majority of papers were fo-
cused on a narrow subset of gestures with a single body part. In most cases, the limitations
were imposed based on hardware constraints or predetermined interaction goals. I see this
is as an opportunity to develop systems that span a broad range of gestures using single- or
multi-point sensing by instrumenting individual or multiple body parts.
So far, I have described distinct categories for gestures of different granularity and
uniquely tied to distinct body parts. It is also possible to combine (atomic) gestures from
two or more of the above body parts to form a combination of atomic gestures, or compound
gestures, that fall under a hybrid category of multiple body parts. For example, Kerber
et al. [58] combined a pinch gesture with arm rotation along its length, thus forming a
compound gesture. Another example of a compound gesture is tapping the thumb-to-index
finger at different arm orientations. Although Lu et al. [68] detected gross arm movements,
it required the user to hold their hand in a fist while performing them.
There are various reasons why one might want to use compound gestures. One reason
is to reduce false positives, or unintended input that a wearable device can detect, if gross
movements are performed. A fine finger pose held over a brief period of time can act as an
activation gesture or a way to inform the system to listen for gross gestures. Alternatively,
a gross gesture of the arm can provide context to a finer finger gesture. For example,
performing a tap when the arm is resting by a user’s side could be interpreted differently
from the same tap gesture with the arm in a raised position. Alternatively, the gesture
performed when the arm is raised and the arm is at rest could be interpreted as the same
gesture as a system that is independent of rotation. Thus, compound gestures designed
by combining two simple gestures or by instrumenting multiple body parts can add to the
richness and dimensionality of input actions.
In Chapter 4, I introduce an interaction technique called Thumby. This technique is
a gloveless, inertial-based technique that combines sensors mounted at the wrist and on
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the thumb to sense thumb and wrist movements and enable a broad set of finger-level
gestures. I demonstrate the ability to perform multiple finger-level gestures and present a
system that is rotation-invariant to arm placement and device placement. This work seeks to
broaden the possibilities of gestural interfaces using minimal instrumentation on the wrist
and fingers and hope it encourages further innovation in the design of gestures available to
everyday computing users.
3.5.2 Synchronous Gestures for Wrist-Worn Devices
The second opportunity is the introduction of synchrony in response to a given user stimuli.
Hinckley et al. [47] proposed synchronous gestures as a new interaction metaphor for
distributed sensing systems, highlighting their technique using two tablet devices. This
early work characterized synchronous gestures as single events co-occurring in time across
multiple devices or people. For example, bumping two tablets together or two people
wearing an accelerometer-augmented watch to sense shaking hands. In the tablet bumping
scenario, each tablet experiences a roughly equal but opposite pattern of forces. Bumping
the left side of a tablet versus striking the right side results in a similar sensor pattern,
but with spikes in the opposite direction. This allows the system software to determine
which side of each tablet has made contact. Hudson et al. [53] presented an inattentive
interaction technique, i.e., users can interact with devices without much attention, that relies
on detecting multiple “whacking” events over time. Different from Hinckley et al.’s work,
this approach looks at repetition over time with a pattern that is previously known to the
user (e.g., whack, whack, whack) on a single mobile device, as opposed to across multiple
devices. Recognition in both of these techniques depends on known patterns of sensor data
for a particular gesture. More importantly, the user does not receive any stimulus on how
or when to perform the gesture.
On the other hand, recent work has demonstrated techniques that leverage spatial syn-
chrony for controls where the user gestures in response to a specific stimulus provided to
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them. In particular, projects have focused on large public display interactions. Pursuits by
Vidal et al. [112] demonstrated an eye tracking method that, instead of using the direct eye
gaze coordinates, is based on the trajectory of raw eye movement compared to the trajec-
tories of objects in the field of view. PathSync by Carter et al. [17] extended the idea of
matching trajectories to hand movements, a principle the researchers refer to as rhythmic
path mimicry, captured using a depth camera in front of a public display. While previous
techniques relied on a single modality using particular body parts (e.g., eyes or hands),
TraceMatch [21] used a conventional webcam for movement correlation enabling users to
produce matching gestures with any given body parts. These techniques offer intuitive,
walk-up interfaces and single- and multi-user input with various body parts. However, they
depend on tracking the user while they are stationary and are not specifically designed for
everyday wearable computing scenarios.
Eye tracking techniques can be extended for use during everyday activities with the
availability of mobile eye trackers. Orbits by Esteves et al. [25] enabled hands-free input
on smartwatches by using an external eye tracking device to match the smooth pursuit
movements of the eyes to the path of a target on the smartwatch screen. Their technique
detects whether the user is looking and at which target. Some of the major disadvantages
of eye tracking are that our eyes are used for daily activities and navigation leading to
inevitable distractions, sensing is susceptible to ambient interference, and vision-based eye
trackers typically require significant power and computation. Dhuliawala et al. [24] further
extended the use of smooth pursuit movements, indirectly tracking eye movement captured
with a pair of electrooculography (EOG) glasses. EOG glasses account for some of the
limitations of vision-based eye tracking devices by eliminating ambient interference and
high computation cost. However, as discussed in their paper, a limitation of EOG is that
significant noise was observed in the signals when the participant moved their head. Thus,
requiring the user to be stationary while tracking an orbit.
In Chapter 5, I present SynchroWatch which is, as far as I am aware, the first system to
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use sensors in a commodity smartwatch and rhythmic movements for input. The system de-
pends only on a passive magnetic ring without the additional expense, bulkiness, or power
requirements of custom solutions. For example, Orbits and Dhuliawala et al.’s work also
used synchrony for selection in a wearable interface using eye-tracking and EOG glasses.
However, the SynchroWatch technique does not require any additional hardware beyond
the smartwatch and a small passive magnetic ring. Additionally, the interaction is designed
to be robust to global motion (i.e., walking) enabling quick input on-the-go, while the ma-
jority of other synchronous interfaces have only focused on stationary scenarios.
To summarize, SynchroWatch focuses on repetition of a particular thumb gesture and
measures the relative change in the signal over time. I describe the implementation of syn-
chronous gestures for smartwatch interactions and suggest avenues for further development
in this space.
3.5.3 Non-Voice Acoustic User Interfaces
The third opportunity I have identified is to extend the interfaces in the taxonomy to other
body parts (e.g., mouth, legs, head, etc.) for actuation. One example of this type of interface
is to use the mouth as an actuator.
Acoustic user interfaces can be characterized as speech and non-speech (or also known
as non-voice). I briefly discuss speech and present more details on non-voice acoustics.
Speech is a high bandwidth mode of communication that people use everyday to inter-
act with others. In computing, the most common use of speech is to convey intent to a
computer, mobile phone, or most recently a wearable device. For desktops, speech is pri-
marily used for commands to applications, dictation to enter text, or controlling a cursor by
commanding phrases.
Speech offers an expressive alternative to on-screen input, but non-speech acoustics
may also provide a secondary input channel. Various types of non-speech input such as
humming and whistling have been used to provide continuous input [102], and Igarashi et
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al. demonstrated how duration, pitch and tonguing of sounds can be used for interactive
controls [55]. Closely related, others presented interaction techniques using prosodic fea-
tures of speech and non-verbal metrics [37, 82]. Sakamoto et al. proposed a technique to
augment touch interactions on a mobile device with non-voice sounds as a parallel input
modality [97].
Blowing is another type of non-voice acoustic interaction in the literature, used for se-
lection, gaming, entertainment, accessibility, or text entry [28]. Zyxio’s SensaWaft used a
MEMS-based sensor array in a headworn microphone to detect blowing, enabling bidirec-
tional controls for scrolling, zooming, and rotating a button dial [113]. BLUI is a finger-
printing technique that localized where a person is blowing on a laptop screen and demon-
strated accuracy of over 95% for 4x4 regions with a single microphone [86]. Chapter 6
is inspired by BLUI’s initial results, and Whoosh seeks to not only localize blowing on a
different form factor with a significantly smaller screen but also to capture how a person
is acoustically interacting with the device. Blowatch proposed blowing air at a smartphone
prototype with four external microphones simulating smartwatch interactions [19], and pre-
sented a taxonomy for blowing events on a watch.
In this dissertation, I present a system called Whoosh (see Chapter 6). I extend the tax-
onomy presented by Blowatch with a personalized event set which includes blows and other
types of non-voice acoustic input detected by the microphone on a commodity smartwatch
device. The system uses machine learning to distinguish different types of acoustic events
(e.g., blowing, shushing, sipping, puffing, etc.). I also introduce passive instrumentation
using a 3D-printed watch case that increases the expressivity of the input set.
In summary, Whoosh extends the use of non-voice acoustics to wrist-worn devices and
provides a fast, subtle, and expressive means of interacting with the smartwatch on-the-go.
I present the implementation of the system and opportunities for future work.
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3.6 Summary
I present a survey of one-handed interaction techniques and a taxonomy consisting of arm,
wrist, hand, and finger gestures. The work in this chapter serves to identify gaps in the
literature that inform the design of the systems developed in this dissertation. The majority
of prior work covered in this taxonomy build specific sensing techniques to detect gestures
that fall under one of the branches of the taxonomy (i.e., arm or finger or hand or wrist),
and this was often due to the nature of the sensors or wearable device conceived to detect
a particular kind of input event. Typically, this approach is characterized by a technology-
first view of building interaction techniques. In particular, throughout this dissertation I
pursue an interaction-first approach that later informs the choice of sensing technologies.
I also identify three areas of opportunity for further research. The first opportunity is to
design systems that span a broad range of gestures using single or multiple body parts and
minimal instrumentation (Chapter 4). Two areas that have been underexplored in the space
of one-handed input include the use of synchrony between the interface and the user, as well
as the use of non-traditional body parts for actuation. I present two interaction techniques
to address these opportunities focused on synchronous gestures using magnetic sensing
(Chapter 5) and non-voice acoustics for wrist-based systems (Chapter 6). The remaining
chapters in this dissertation seek to fill the gaps in these three areas.
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CHAPTER 4
THUMBY: ONE-HANDED THUMB INTERACTIONS USING WEARABLE
INERTIAL SENSING
4.1 Abstract
Thumby is an interaction technique that uses inertial sensors embedded in a thumb-worn
ring to provide one-handed, quickly accessible, gloveless, and eyes-free interaction capa-
bilities. Thumby is designed to detect one-handed thumb-based gestures including pinch,
tap, swipe, flick, and several others. I present two hardware solutions. The first solution,
Thumby v1, uses a single standalone 6 degree of freedom (DoF) inertial measurement unit
(IMU) on a thumb-worn ring. The ring is wired to a separate laptop and the system captures
and analyzes the orientation and movement of the thumb. I describe the gloveless hardware
and software solution which is capable of recognizing over 20 unique interactions using the
thumb, fingers, and palm of the hand, and operates in real time. Results of two user studies
with 14 total participants validate the technique as a viable input modality for microinter-
actions on smartwatches, head-mounted displays, and other connected devices. Thumby
v2, a second version of the system, combines a 9 DoF wireless and battery-powered in-
ertial measurement unit in a thumb-worn ring with a 9 DoF suite of sensors embedded in
a smartwatch. The sensor data from the ring is captured via Bluetooth along with local
sensor data by the smartwatch for offline analysis. A user study is conducted with a total
of 8 participants performing 8 gestures, while sitting and walking. Finally, I address some
of the limitations of the approach and demonstrate a variety of input scenarios for mobile
users with a disaggregated set of on-body and surrounding devices.
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4.2 Introduction
Technology advancements in computation and sensing have made it possible to carry de-
vices small enough to fit in our pockets or wear on our bodies. Most of the activities sup-
ported by mobile computing rely on touch-based input on touchscreens. However, wearable
devices such as smart watches or head-up displays suffer from tiny screens for output and
limited surface areas for input, significantly hindering their interaction capabilities. Many
of today’s connected devices could potentially benefit from an input modality that is quickly
accessible, available when needed, and that provides a diverse input vocabulary for discrete
and continuous controls. Speech input provides a viable solution but is sensitive to ambient
noise, not ideal for use in public spaces, and tedious for repetitive short microinteractions.
Alternatively, hands and fingers are ideally suited to interact with connected devices
worn or carried on the body in a subtle, fluid fashion while on-the-go. The physiology
and dexterity of the hand enables a wide variety of gestures, from pointing and rubbing to
flicking and swiping, as well as tapping visual controls on touchscreens. Humans’ unique
sense of kinesthesia—the ability to sense the relative position (proprioception) and spatial
orientation (vestibular system) of the body—allows us to perform finger gestures without
visual attention. For example, pinching the thumb against parts of the fingers has been used
for counting and may be performed without looking.
I introduce Thumby, an inertial sensing interaction technique that can recognize taps,
swipes, flick, gestures, and unique thumb pinches against the phalanges (i.e., the flesh
area between the finger joints). Two proof-of-concept thumb ring systems enable over 30
distinct input events to be detected without reducing the dexterity of the hands.
This work makes the following contributions to the input and interaction communities:
1. I describe the design of Thumby v1 — a 6 DoF wearable thumb ring system that
detects one-handed thumb and finger interactions using inertial sensing
2. I provide empirical evidence of the performance and limitations of Thumby v1 through
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two user studies with a total of 14 participants
3. Building on the initial design of Thumby v1, I describe the design of a second itera-
tion Thumby v2 — a Bluetooth-enabled 9 DoF thumb ring and a smartwatch
4. I provide empirical evidence of the performance of Thumby v2 through a user study
with 8 participants
5. I demonstrate the use of Thumby across multiple disaggregated mobile and wearable
devices in meaningful input scenarios
4.3 Motivation
The thumb is essential for grasping and manipulating objects. The thumb has three joints
(CMC, MCP, IP) that provide a total of 5 degrees of freedom, allowing a person to com-
bine flexion and extension, abduction and adduction, opposition and reposition. See the
taxonomy in Chapter 3 for additional details.
The initial motivation for this exploration was to capture the tapping of the thumb
against the phalanges of the fingers on the user’s same hand, which affords a large number
of distinctly recognizable gestures. The phalanges are the bone areas of the fingers sepa-
rated by creases. There are three phalange bones per finger and two for each thumb. The
three phalanges in the fingers (from top to bottom) are named distal, medial, and proximal,
each of which is covered by a layer of skin flesh and are the target of the pinch gestures.
I take advantage of the dexterity of the thumb to recognize a large event set to cover a
broad range of application needs for one-handed wearable computing. In this chapter, the
thumb is used for pinching, tapping, sliding, flicking, poses, and other finger gestures.
In the remainder of this chapter, I will describe two hardware explorations of the
Thumby system. The first uses a standalone thumb ring with 6 DoF inertial sensing (ac-
celerometer and gyroscope) wired to a neighboring laptop and is geared for interfacing
with connected and neighboring devices (e.g., head-up display, projected screen, mobile
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phone). The second solution uses a completely wireless and battery-powered 9 DoF iner-
tial sensing (accelerometer, gyroscope, magnetometer) thumb ring. The solution is focused
on smartwatch-based interactions. This version of the ring is connected over Bluetooth to
a smartwatch with its own 9 DoF inertial sensing solution on Android. Thumby seeks to
enable a broad set of finger/thumb gestures.
4.4 The Thumby System - Version 1: Standalone Thumb Ring
Figure 4.1: Thumby v1 is a wearable, gloveless, inertial sensing technique to detect thumb
pinches, taps, swipes, flick and gestures using sensors at the thumb. Sensing elements
detect the orientation and movement of the thumb.
The first iteration of Thumby (see Figure 4.1) uses 6 DoF inertial sensors embedded
in a thumb-worn ring to provide one-handed, quickly accessible, gloveless, and eyes-free
interaction capabilities to connected devices. In this section, I describe the Thumby v1
system, including the supported interaction techniques, design criteria, hardware prototype,
data pipeline, and technical evaluations.
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4.4.1 Interaction Techniques
Motivated by the need for a wearable input device that provides a variety of natural interac-
tions, the system takes advantage of the surface area of the palm of the hand and degrees of
freedom of the thumb and fingers for input. See the taxonomy in Chapter 3 for additional
details. The system provides the ability to detect thumb pinches, taps, swipes, and flicks. I
abbreviate the set of thumb pinches using two digit codes. The first letter is the finger name
(e.g., ‘i’ for index, ‘m’ for middle, ‘r’ for ring, ‘l’ for little) and the second digit corresponds
to each of the phalanges (e.g. ‘1’ for distal, ‘2’ for medial, ‘3’ for proximal) from top to
bottom. Using this convention, for example, the fingertips are labeled ‘i1’, ‘m1’, ‘r1’, and
‘l1. Other interactions are named semantically based on the action to perform (e.g., draw
‘counterclockwise circle’, ‘swipe right’, etc.).
Pinch
Pinches are useful for discrete inputs from a set of possibilities, such as 4-way button in-
terfaces, directional controls, and alphanumerical input. I explore up to 12 distinct pinch
events between the thumb and the phalanges of the hand, where the finger pose is main-
tained and the thumb remains stationary. The orientation of the thumb sensor relative to the
ground is used to distinguish between different poses. I leverage the natural tesselated lay-
out of the phalanges to explore three layouts for pinches: 4 phalanges using the fingertips
(a) 4 pinch condition (b) 5 pinch condition (c) 12 pinch condition
Figure 4.2: The thumb and fingers combined with inertial sensing in the Thumby system
provide a rich input modality. Up to 12 phalanges are used as target locations for thumb
pinches in three configurations (4 pinch, 5 pinch, and 12 pinch).
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(i1, m1, r1, l1), 5 phalanges in a d-pad configuration centered around the middle finger (i2,
m1, m2, m3, r2), and all 12 phalanges. I also include recognition for an open hand pose,
for a total of up to 13 input events. The hand is placed in a relaxed state with the palmar
surface perpendicular to the ground, similar to holding a cup. See Figure 4.2.
Taps
Taps and double taps provide an additional vocabulary of input symbols, and are useful
for interactions such as binary state dialog boxes, selection, and shortcuts. Taps are rapid
pinches of the thumb against the side of the index finger. Similar to mouse clicks, the
system supports left tap at the index fingertip (i.e., i1) and right tap at the base of the index
finger (i.e., i3). In this event, the thumb approaches from a relaxed state, impacts the finger,
and retracts to open hand. The movement of the thumb is captured and its path is used to
uniquely identify each event. The taps event set also includes double tap at the tip and base
of the index finger – a total of 4 gestures. See Figure 4.3.
Swipe
Swipes are useful for indicating increasing or decreasing changes of value, such as flipping
through arrangements of items (e.g., list items, pictures) or directional state changes (e.g.,
fast forward, previous song, or increasing/decreasing volume). The top lateral part of the
flexed index finger is used as a surface area for thumb swipes. The index finger provides
haptic feedback during the gesture, as well as guidance on range of thumb motion. I explore
4 distinct swiping gestures: swipe left-to-right, swipe right-to-left, multiswipe right-to-left,
and multiswipe left-to-right. The direction of the movement is captured by the system. A
swipe spans the side of the distal and proximal phalanges of the index finger (i.e., i1 to i3).
The multiswipe event consists of three fast swipes in rapid succession. See Figure 4.4.
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Figure 4.3: Examples of tap events include tap left and tap right. Double tap left and double
tap right are uniquely recognized.
Figure 4.4: Swipe left and right. Multiswipes are three swipes in rapid succession (not
shown in image).
Flick
Flicks could be used to dismiss notifications, pull up slider menus, or quick glance. The
flick gesture is performed by pressing the nail of the thumb against the medial phalange
of the index finger (i.e., i2), then releasing the thumb vertically while pushing away, and
48
returning to a relaxed hand state. I explored flick gestures at the three phalanges of the
index finger but discovered confusion with tap events during pilot studies, thus focus the
flick gesture at the center of the index finger. See Figure 4.5.
Figure 4.5: A flick gesture is shown
Drawing Gestures
Gestures are a natural modality for providing input and useful for sending commands to
external devices (e.g., in a smarthome environment), mode switching between input modes,
and mapping to shortcuts or actions within applications. I use the thumb to ‘draw" on the
palm of the hand, with the entire hand resting at approximately a 45◦with the palm front
facing the user. I adopt the gesture set from Kela et al. [57] that includes 8 gestures -
greater than (>), square, left-to-right, right-to-left, down-up, up-down, clockwise circle,
and counterclockwise circle. See Figure 4.6.
4.4.2 Design Criteria
I summarize several criteria that influenced the choice of sensing technology and design of
Thumby v1.
• One-handed Operation: The hands are one of the most dexterous parts of the human
body and facilitate direct manipulation of objects and interfaces [48]. One-handed
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Figure 4.6: Examples of gestures
input controls can be directed to any device in the environment or on-body, while the
secondary hand remains free.
• Gloveless: The the palm of the hand should not be instrumented with any materials
or sensors that would be uncomfortable, cause loss of tactile sensation, or be socially
awkward. A ring is widely considered to be a more socially appropriate form factor
and does not affect the dexterity of the hand.
• Eyes-Free: The user should be able to provide input gestures using their propriocep-
tive abilities, without looking at the input device or their hands.
• Quick Access: Input needs to be always-available [76], and it should address the "2-
second rule", in which a mobile user should be able perform an action within two
seconds of forming an intent [105].
• Disaggregated Input/Output: The location of input gestures is decoupled from the
output feedback location, enabling more natural interactions with disaggregated de-
vices on the body or projection in the environment.
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4.4.3 Hardware Prototype
The Thumby v1 prototype is a thumb-worn ring with a 3-axis accelerometer and 3-axis
gyroscope (see Figure 4.7). The system is designed to capture movements of the thumb,
fingers and wrist. The accelerometers measure the relative force due to gravity based on the
orientation of the sensor relative to ground, while the gyroscopes measure angular rotation.
The thumb-worn IMU is wired to a custom printed circuit board (PCB) that sits on
top of the wrist attached to a velcro band. The board includes a Teensy microcontroller
for sensor calibration, data acquisition, on-board filtering, and transmission. A Bluetooth
connection to a laptop for data collection is provided. The PCB also houses an I2C mul-
tiplexer for interfaces with multiple sensors (if needed), battery connector, and outlets to
sensor units. In the future, all components of the device could be designed to fit inside a
single package worn around the thumb, similar to commercially available products such as
MOTA SmartRing.1
The thumb-worn IMU is mounted on a 3D-printed pad with a concave curvature to sit
comfortably on the thumb. The curvature also ensures that the device is centered on the
top of the thumb, which is important for calibration and device usage over time (e.g., if the
ring is removed daily).
The hardware specifications of the system include:
• 1 x 6 DoF IMU board. The IMU board provides an InvenSense ITG3200 3-axis
digital gyroscope with a full-scale range of ±2000◦/sec and an Analog Devices
ADXL345 3-axis digital accelerometer with a range of ±2g in a single convenient
package. A second IMU is added to the system for later explorations.
• 1 x PCA9546A low voltage 4-channel I2C multiplexer to interface with inertial sen-
sors, expandable to four sensors total.
• 1 x PJRC Teensy 3.1 microcontroller. The Teensy is built around an ARM Cortex
1https://www.mota.com/doi-smart-ring/
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M4 running at 72 MHz and is capable of high speed data acquisition and serial com-
munication.
• 1 x Bluetooth RN-42 breakout for wireless sensor data transmission.
Figure 4.7: The Thumby system includes: 6 DoF IMU worn around the thumb, microcon-
troller, Bluetooth module, I2C multiplexer, and battery.
4.4.4 Recognition Pipeline
In this section, I describe how the raw sensor data is turned into input events: sensor data
acquisition, preprocessing and filtering, feature extraction, segmentation, and gesture clas-
sification.
Data Preprocessing and Filtering
The data captured by the 3-axis accelerometer corresponds to the superposition of accel-
eration experienced by the sensor mounted on the rigid thumb-ring pad and the impact of
the earth’s gravitational field. The data reported by each of the three perpendicular axes
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is dependent on the orientation of the device towards ground. Orientation and position
are crucial for detecting pinches and used for recognizing all interactions explored in this
work. In addition to the accelerometer, the system uses a 3-axis gyroscope to capture the
direction and deflection of thumb movement, useful in recognizing side to side swipes and
more complex gestures. Gyroscopes are useful for measuring or maintaining orientation,
due to the conservation of angular velocity, and are widely used in inertial navigation sys-
tems. The angular velocity is measured as zero when there is no movement, positive for
rotation along the axis, and negative opposite the axis. I sample both the accelerometer
and gyroscope at 100Hz, which provides sufficient data for classifying the interactions and
using the system in real-time.
For preprocessing and filtering, I implement a low pass filter on the system’s micro-
controller using an exponential weighted moving average. The data is normalized and a
complementary filter is used to stabilize the gravity vectors and orientation of the platform.
The complementary filter compensates for gyroscope drift using the accelerometer, which
is less prone to drift. Similarly, the gyroscope with high sensitivity and robustness to exter-
nal forces is used to minimize accelerometer noise. For implementation details, I refer the
reader to the literature [45].
Feature Extraction
I characterize the input events using 78 features for both training/testing frames of sen-
sor data and build a model for real-time classification as well as input to the classifier.
For taps, swipes, flicks, and gestures, I use a standard feature set [12, 115] that includes the
mean, root mean square (RMS), standard deviation (StDev), average energy per sensor axis
(AvgEnergy), and cross correlation for both the accelerometer and gyroscope (CrossCorr).
Additionally, I extract the zero crossing rate (ZeroCross) for the gyroscope to capture di-
rectionality and repetition of movements (e.g., swipe and multi swipes left or right).
Finally, I use the empirical cumulative distribution function (ECDF) of the accelerom-
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eter. The ECDF representation provides an objective measure to effectively capture and
preserve the distribution of the accelerometer sensor data for each frame, typically lost in
certain statistical features (e.g., mean). In particular, the spatial position and general shape
of the representation are useful in distinguishing finger pinches and other events from each
other. For pinch detection, I use only a subset of the feature set above that includes the
mean of accelerometer axes as a measure of the sensor’s relative orientation towards the
ground and the ECDF. The ECDF provides additional robustness to slight movements of
the thumb during a pose. I refer to Hammerla’s work for a more detailed description and
implementation of the ECDF [36]. The feature set is summarized in Table 4.1.
Accelerometer (3-axis) Gyroscope (3-axis)
Mean 3 features 3 features
RMS 3 features 3 features
StDev 3 features 3 features
AvgEnergy 1 feature x axis 1 feature x axis
CrossCorr 1 feature x axis pair 1 feature x axis pair
ECDF 15 features per axis —–
ZeroCross —– 3 features
Table 4.1: Summary of features extracted for recognition of taps, swipes, flicks, and ges-
tures. A subset of these features (i.e., accelerometer Mean and ECDF) is used for detecting
pinches.
Segmentation
The pinch segmentation uses a sliding window approach with standard 50% overlap. A
pinch involves keeping the thumb in a fixed pose and orientation for a certain amount of
time. Based on pilot studies, I empirically chose a 800 millisecond window of sensor data
to represent the pinch event, provide sufficient signal for feature extraction, and still achieve
interactive speeds. For dynamic gestures (i.e., which require movement of the thumb), I use
the gyroscope signal for segmentation. The angular velocity measured by the gyroscope
when the thumb is stationary is zero. To determine the starting point of the gesture, I use
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I empirically set a threshold for E(t) > 400 (from gyroscope ◦/sec units) based on pilot
study data to determine the beginning of an input event. I use a fixed time window (2.2
seconds) which is sufficient to capture all input events for taps, swipes, flicks and gestures.
A dynamic window size could be implemented using additional energy signal and length
of time thresholds at to determine the end of the gesture.
Classification
The real-time classifier maintains a queue of the segmented windows of data to classify.
I utilize the sequential minimum optimization implementation of the SVM in the Weka
toolkit2 trained using a cubic polynomial kernel. Boyer-Moore’s linear time voting algo-
rithm [9] is used to determine the gesture performed from a sequence of classifier output
labels from frames of sliding window data. The algorithm selects the classifier class label
which is a majority and more than half of the sequence. If no such label exists, I select the
last label in the sequence. Typically, the classifier settles within seven to nine frames (i.e.,
less than 2 seconds) of data after a pinch.
4.5 Evaluation I
I conducted two studies in a laboratory setting at our institution to evaluate the recognition
of the unique thumb interaction set. The first evaluation focused on recognizing pinches,
the second on recognizing taps, swipes, flicks, and gestures.
2http://www.cs.waikato.ac.nz/ml/weka/
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4.5.1 User Study I: Pinches
To evaluate the system, I recruited 8 participants (4 male, 4 female) from my social net-
work. The ages of the participants ranged from 21 to 34 (mean 26). Seven of the partic-
ipants were students, and all had some experience interacting with a mobile device using
their fingers. Users were compensated $15 for their participation in the study.
Experimental Conditions and Setup
I conducted a user-dependent recognition evaluation, asking each participant to complete
three experimental conditions: a four pinch, a five pinch, and a twelve pinch condition in a
randomized counterbalanced order (see Figure 4.2). The training phase for each condition
was completed before continuing to testing. The input events during all conditions were
randomized during training and testing. Participants were asked to sit comfortably with
their arm resting on a table in front of them with palm perpendicular to the table, while
wearing the Thumby v1 system. A desktop monitor was placed in front of the participants
and used to present stimuli. The current setup was designed and piloted for right-handed
users and all participants wore the device on the right hand. The thumb pad was placed
closest to the base of the thumb and centered relative to the thumb nail.
Procedure
Familiarization: Participants were given a brief description of the research goals and the
experimental procedure. The first phase of the study required calibrating the hardware and
training participants on the input events. The sensors were calibrated at the beginning of
each session of the user study. 2000 samples of each gyroscope axis were averaged to
calculate a zero-offset calibration for all channels. The experimenter then helped place
the device on the participant’s thumb and wrist. Participants were introduced to the task
and practiced repeating the demonstration event at least 3 times for each pinch location.
This step allowed participants to become familiar with the gesture set prior to beginning
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the study. Users were encouraged to maintain their hand in a comfortable position holding
their arm steady.
Training: I collected training data in the second phase of the evaluation. The monitor in
front of the participants displayed the image of a hand and illuminated the location of the
phalange the user should target. A random location was generated by the data collection
system. To capture some pose variations from the pinch, each pinch was sampled 10 times
taking about 10 seconds. After the sampling was complete, the system randomly prompted
the user with the next pinch until each pinch had been sampled twice for the four pinch
and five pinch conditions (20 pinch examples) and three times (30 pinch examples) for the
twelve pinch condition. Training lasted approximately 2 to 3 minutes for the four pinch
and five pinch conditions, and approximately 6 minutes for the twelve pinch condition. At
this point, the classifier was trained with the participant’s data. The participant was given
a chance to practice performing each event correctly at least twice more to familiarize
themselves with the testing procedure.
Testing: The final phase of the evaluation was testing the recognizer. I used the training
data to build the classifier. The conditions were randomized. Participants were asked to
pinch 10 times per location in each condition. During testing, participants were again
presented with a visual stimuli of where to pinch. Audio feedback was provided to prompt
the user to perform the pinch. Feedback from the classifier was overlay on the hand image
in real time. Green color was shown if the classifier output matched the stimulus and red if
it did not. Eleven overlapped windows of pinch data were sampled, corresponding to about
5 seconds. The system used a majority voting algorithm to select the predicted event label
for that pinch. The system then automatically transitioned to the next stimulus. Finally, a
short questionnaire was administered at the end of all three conditions.
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4.5.2 User Study II: Taps, Swipes, Flicks & Gestures
The second study was focused on evaluating the recognition performance for taps, swipes,
flicks, and gestures. I recruited 6 participants from my social network (4 male, 2 female)
ages 19 to 30 (mean 25), 5 of them are students. Users were compensated $15 for their
participation in the study.
Experimental Conditions and Setup
I conducted a user-dependent recognition evaluation with two experimental conditions: a
single experiment to recognize taps, swipes, and flick events, and a second experiment to
evaluate recognition of the “gestures” set. Conditions were randomized. The experimental
setup followed the guidelines for User Study I.
Procedure
A familiarization phase, similar to the first study, took place at the beginning of this study.
Training: The set of dynamic input events (e.g., taps, swipes, flicks, etc.) required
each input event to be performed and individually segmented by the system, as opposed to
sampling windows in the pinches condition. Text on the participants’ screen (e.g., "swipe
right", "swipe left", etc.) prompted the user with the action to perform. A total of 10
event examples were collected individually. I randomly collected 5 examples at a time for
each input event with a total of 10 examples. Collecting examples for both conditions in
small sets (similar to sampling in the pinch condition) helped keep training times low. The
training time for both conditions was about 8 minutes. The gyroscope energy feature, the
sum of the squares of the sensor axes, was used to automatically segment input events. The
experimenter would advance to the next random stimulus once five examples of a particular
event had been captured for any given gesture, until all training data was collected. The
participant was given a chance to practice for a few minutes with live feedback from the
classifier prior to the beginning of the testing phase.
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Testing: A fully automated testing phase followed. A stimulus in blue was presented
to the user and feedback was shown in green if correctly recognized of in red if not. Seg-
mentation occurred automatically based on the user’s motion. The participant was asked to
keep their arm and hand as steady as possible to avoid false triggering the system.
4.5.3 Results
In this section, I report classification accuracies and feedback from participants for each of
the five experimental conditions: four pinches, five pinches, twelve pinches, taps/swipes/flick,
and drawing gestures.
Four Pinches
Eight participants were asked to each pinch 10 times at four locations plus demonstrate
an open hand event for a total of 400 gesture examples. Classification accuracy for this
condition averaged 90.1% (SD=12.8%, chance=20%) across participants. The confusion
matrix is shown in Figure 4.8.
The information transfer rate for Thumby v1 in the four pinches condition (i.e., best
condition overall) is 0.69 bps. The ITR is calculated using an interaction time of 2 seconds
(i.e., 0.5 interactions per second), accuracy of 90.1%, and 4 total pinch gestures.
I wanted to test the reproducibility of the recognition between sessions, that is, whether
users could remove the ring and put it back on without retraining. Four of the participants
from the four pinches condition were asked to participate in an additional experiment to
measure reproducibility. The ring device was removed between the 3 sessions and the orig-
inal training data was used. Mean accuracies (97.0%, 97.5%, 94.5%) across participants
did not exhibit any significant decrease. The results suggest that calibration may be unnec-
essary as the ring’s physical design provides guidance on proper sensor placement on the
thumb. Out of the four phalanges and open hand, the ring distal exhibited the lowest overall
accuracy at 78.1%.
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Figure 4.8: Confusion matrix for the four pinches condition.
Five Pinches
Eight participants were asked to each pinch 10 times at five locations and demonstrate
an open hand event for a total of 480 gesture examples. Classification accuracy for this
condition averaged 89.4% (SD=7.4%, chance=16.7%) across participants. Out of the five
phalanges, the ring medial exhibited the lowest overall accuracy with 81.3% and the middle
distal had the highest overall accuracy with 97.5%. The confusion matrix is shown in
Figure 4.9.
Twelve Pinches
Eight participants each pinched at twelve pinch locations and performed an open hand pose
10 times for a total of 1040 unique events. The accuracy was tested using three rounds
of training data. Classification accuracy for twelve pinches averaged 70.3% (SD=17.0%,
chance=7.7%). The little distal exhibited the lowest overall accuracy with 47.5% confused
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Figure 4.9: Confusion matrix for the five pinches condition.
Figure 4.10: Confusion matrix for the twelve pinches condition.
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with its adjacent little medial. The index proximal location exhibited the highest accuracy
and was the target of the right tap and double right tap event. The confusion matrix is
shown in Figure 4.10.
Taps, Swipes, Flick
Taps, swipes, and flick events were trained and classified with a single recognizer. Six
participants each performed nine distinct event 10 times for a total of 540 events. Clas-
sification accuracy for this condition averaged 84.6% (SD=6.8%, chance=11.1%) across
participants. The confusion matrix is shown in Figure 4.11.
Gestures
All gestures drawn on the surface of the phalanges were trained with a single recognizer.
Six participants each performed eight distinct events 10 times for a total of 480 events.
Classification accuracy for this condition averaged 70.2% (SD=5.8%, chance=12.5%) across
participants. The confusion matrix is shown in Figure 4.12.
Questionnaire and Qualitative Feedback
Participants were asked to complete a short exit survey about their experience with the
Thumby v1 system during the study and potential use of the device outside the laboratory.
The factors I evaluated for the Thumby v1 system included comfort (1 very uncomfortable,
7 very comfortable), ease of use (1 very hard, 7 very easy), and ease of learning (1 difficult
to learn, 7 easy to learn). The results are shown in Table 4.2.
Comfort Ease of Use Ease of Learning
4.4 (SD=1.5) 5.0 (SD=1.5) 6.3 (SD=1.0)
Table 4.2: Average results of questionnaire with 14 participants using a 7-point Likert scale,
rating comfort, ease of use, and ease of learning.
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Figure 4.11: Confusion matrix for the taps, swipes, and flick condition.
Figure 4.12: Confusion matrix for the palm drawing gestures condition.
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4.6 Discussion
Pinching the phalanges represents a unique challenge from a sensing perspective as the
phalanges (i.e., distal, medial, proximal) are located in near proximity. The system is
able to recognize the four pinches in real time with 84.3% accuracy. As a comparison
point, WristFlex uses pressure sensors to detect pinching the fingertips with 80.5% [22]
during live testing. Skinput on the other hand uses bio-acoustic sensing and reported 87.7%
accuracy for tapping the fingertips [42]. While those results are comparable to Thumby
v1, our system enables thumb pinches with a much simpler system (using only a single
accelerometer and gyroscope).
A natural extension to the four and five pinch scenarios is to increase the number of pos-
sible target locations. This would enhance the value of the Thumby v1 system with a new
range of potential applications that require a larger number of discrete events. The twelve
pinch confusion matrix (Figure 4.10) shows that most classification errors occur with the
little finger. However, from the four pinch and twelve pinch condition, I observe confusion
between the ring distal and adjacent little and middle distal phalanges. The confusions
may be due to sensors shifting or participants’ under/over-extension of the thumb, which
the system currently does not account for. When asked in the exit questionnaire, partici-
pants reported difficulty reaching the tip of the little finger with the thumb, and researchers
observed participants rotating the wrist in some cases to compensate for this challenge.
The open hand was detected with nearly 100% accuracy across all conditions suggest-
ing that perhaps the event could be used as a rest state upon entering gesture mode. For the
taps, swipes, and flicks, I observed that events involving repetitive movement such as multi-
swipes were most robust to classification errors. However, interestingly, the most confused
interaction was observed with double right tap and right tap. I observed this confusion
occur mostly in situations where soft taps occurred and the system was unable to distin-
guish the event. Finally, for gestures, I observed the most confusion with the clockwise and
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square gestures due to the similarity in the direction and shape of the gesture. Designing a
gesture set that is more easily distinguishable would likely help improve results.
4.7 Example Interfaces and Interactions
To illustrate the utility of using Thumby v1 as a wearable input device with disaggregated
devices (e.g., head-mounted displays, mobile phones, smart watches, and smart home de-
vices), I demonstrate a variety of applications that take advantage of the gesture set. I
describe several example applications below.
4.7.1 Smartwatch Music Player
To demonstrate the pinch interaction technique using the fingertips, I created a basic music
player on a smart watch. The button controls are aligned horizontally along the fingertips: a
pinky pinch for previous song, a ring finger pinch for play/pause, a middle finger pinch for
stop, and index finger pinch for next song. Swipe gestures are used within the application
to control the volume or fast forward within the song.
4.7.2 D-Pad Controller
Directional pads are four-way directional controls (up/down/left/right) typically found on
game controllers and remote controls. I used five different phalanges to enable the func-
tionality of a D-Pad using Thumby v1.
Thumby v1 can serve as a complete replacement for interaction on an Android Wear
smart watch. I used the five phalanges pinch layout to control all the currently available
interactions on Android Wear, namely swipe up, swipe down, swipe left, swipe right, and
tap. Thumby v1 allows users to take full control of their smart watch without having to
touch the device’s smaller screen, which is useful in the case of hands busy situations. The
interactions enabled by Thumby v1 could enable eyes-free operation of the device for quick
actions as well, such as muting a phone call.
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The D-Pad can also provide a useful input modality for menu navigation on a head-
mounted display. I demonstrate the use of Thumby v1 to interact with a head-up display
which typically require bringing the hand to the side of the head for input. Using Thumby
v1, a user is able to navigate the through cards on the timeline using left and right com-
mands, select cards and actions. The up command can be used to dismiss an action or
return to the previous card. The down command could be as a shortcut to take a picture or
make a phone call.
4.7.3 Alphanumerical Input
A 12-button keypad has been used for text-input on various devices. Each key is letter-
mapped with a maximum of 4 letters. The full functionality can be extended with the
two extra keys used for adding space, return and special characters. I used the set of 12
thumb-to-phalange pinches to demonstrate a very basic text-entry system using T9.
4.7.4 Quick Access Shortcuts
Thumby v1 can also be used in conjunction with a smartphone, in particular for situations
when the phone isn’t immediately accessible in a pocket or bag. I also demonstrate quick
access to shortcuts to answer a call or adjust volume settings. I envision there could be a
number of scenarios in which an eyes-free, rapid input device could be useful. For example,
lifelogging or quantified self to record a timestamp specific event (e.g., exercising, eating).
4.8 Limitations of Standalone Thumb Ring
One of the challenges of building mobile and wearable systems is enabling these devices
to operate across users in a variety of situations. Upon completion of the evaluation I
prototyped the addition of a 6 DoF IMU at the wrist to explore: 1) capturing arm orientation
relative to ground during input, and 2) to use arm movement to activate the ring-based
interface. Typically, a button on the ring would be used to initiate the system, similar
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to the Ring commercially available product. Understanding the arm pose in unison with
thumb-ring events may easily increase the input vocabulary recognized by the system.
Thumby v1 relies entirely on inertial sensors leading to a practical concern about ev-
eryday use. An activation gesture to trigger the input mode may address false positives.
I have begun exploring a double flip of the wrist motion to activate the system, inspired
by DoubleFlip [95]. Evaluating the activation gesture and performance of the recognizer
in different arm poses remains as future work. I envision in the future that the thumb-ring
could be paired with a smartwatch on the same hand to achieve these capabilities. I explore
this idea with Thumby v2.
Earlier I described the vision and design space for a wearable, one-handed, eyes-free
input device. Thumby v1 is the initial embodiment of this vision using inertial sensing in a
thumb-ring form factor. The system is capable of detecting over 20 unique interactions for
microinteractions on smartwatches, head-mounted displays, and other connected devices.
However, the system suffers from several limitations. First, the energy-based segmentation
is sensitive to slight movements and is not robust to everyday use (i.e., while walking).
Possible improvements would be the introduction of an activation gesture or a context-
based segmentation based on device and application use. Additionally, the single point of
contact sensing on the thumb does not enable measurements relative to a reference point
and depends on avoiding gravity vector shifts.
In the next iteration of the system dubbed Thumby v2, I shift the interaction focus from
head-up displays and connected devices to smartwatches. I also address the challenges
related to segmentation, recognizer performance, and robustness for everyday use.
4.9 The Thumby System - Version 2: Smartwatch + Thumb Ring
The second iteration of Thumby uses 9 DoF inertial sensors embedded in a thumb-worn
ring and 9 DoF sensing in a wrist-worn smartwatch to provide one-handed and quickly
accessible interaction capabilities to the smartwatchs. This version of the system seeks to
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address the segmentation, performance, and robustness challenges by: 1) segmenting using
an automatically triggered 2-second window once the wrist is raised; 2) upgrading the 6
DoF IMU thumb ring to a 9 DoF IMU with absolute device orientation; and 3) introducing
the smartwatch at the wrist with its 9 DoF IMU and absolute orientation.
In this section, I describe the second iteration of the system named Thumby v2, interac-
tion techniques it supports, the hardware prototype, data pipeline, and technical evaluation.
4.9.1 Interaction Techniques
Introducing the smartwatch provides an immediate glanceable display and sensing at the
wrist that can be used along with the Thumby v2 thumb ring. Motivated by the need for
input to the smartwatch, the system provides a variety of natural interactions while the user
wears the device on their left hand. I take advantage of the dexterity of the thumb and the
wrist. The system provides the ability to detect 8 gestures - index finger single and double
taps, a ring finger tap, thumb swipes left and right, thumbs up and down, and a rest pose
where the hand and fingers are kept open and still. These gestures were chosen as a subset
of the gestures used in Thumby v1 and informed by the taxonomy described in Chapter 3.
The natural pose of the arm during all interactions is raised at chest level with the device in
direct line of sight.
Taps
Taps and double taps provide an additional vocabulary of input symbols, and are useful
for interactions such as binary state dialog boxes, selection, and shortcuts. The system
recognizes taps of the thumb against the tip of the index and ring finger, and a double tap
of the index finger.
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Swipes
Swipes are useful for indicating increasing or decreasing changes of value, such as flipping
through arrangements of items (e.g., list items, pictures) or directional state changes (e.g.,
fast forward, previous song, or increasing/decreasing volume). The top lateral part of the
extended index finger is used as a surface area for thumb swipes. I explore 2 distinct
swiping gestures: swipe left-to-right and right-to-left.
Thumbs Up and Down
A thumb gesture, usually described as a thumbs-up or thumbs-down, is a common hand
gesture achieved by a closed fist held with the thumb extended upward or downward in ap-
proval or disapproval, respectively. In this case, the gesture is characterized by the motion
of the wrist (i.e., smartwatch) and the thumbs (i.e., thumb ring) in either direction. These
gestures are commonly used as metaphors in English, as well as prevalent in social media
and online recommendation systems. On a smartwatch, a thumbs-up or thumbs-down could
be used to quickly acknowledge or dismiss a notification, or perhaps express a positive or
negative feeling in response to a question over SMS.
Rest
A rest pose is characterized by the user rotating the wrist and smartwatch toward the user
and keeping the fingers and thumb extended. The interface is designed and classifier is
trained to treat the rest gesture as a non-event or a null class gesture. For example, the user
receives a notification and raises their arm to line of sight but does not perform any of the
gestures described above.
4.9.2 Hardware Prototype
The Thumby v2 prototype is a thumb-worn ring with a MbientLab MetaMotionR 9-axis
IMU (accelerometer, gyroscope, magnetometer) and an on-board sensor fusion module
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with 8MB Flash Memory (see Figure 4.13). The system is designed to capture movements
of the thumb and contact with the fingers. The accelerometers measure the relative force
due to gravity based on the orientation of the sensor relative to ground, while the gyro-
scopes measure angular rotation. The sensor fusion uses the accelerometer, gyroscope,
and magnetometer to output the absolute orientation of the device in world coordinates,
expressed as a quaternion.
The thumb-worn IMU is battery-powered and wirelessly connected to a Sony Smart-
watch 3 over Bluetooth running Android Marshmallow. The Android SDK provides access
to the smartwatch accelerometer, gyroscope, and absolute device orientation as a quater-
nion. The thumb-worn IMU is mounted inside of a 3D-printed case with a concave curva-
ture to sit comfortably on the thumb. The curvature also ensures that the device is centered
on the top of the thumb, which is important for device usage over time (e.g., if the ring is
removed daily or tends to shift during daily activities). For a full depiction of the hardware,
see 4.13.
The hardware specifications of the system include:
• 1 x 9 DoF IMU board MetaMotionR from MbientLab. The IMU board provides a
6-axis BMI160 accelerometer+gyroscope with a range of ±16g and full-scale range
of ±2000◦/sec, respectively. The module also uses the on-board 3-axis BMM150
magnetometer and Bosch sensor fusion module for absolute device orientation. The
board is built around the nRF52 SOC from Nordic using a ARM Cortex M4F CPU
and Bluetooth Low Energy.
• 1 x 100mAH lithium-ion 3.7V battery connected to the thumb ring.
• 1 x Sony SmartWatch 3 SWR50 running Android 6.0.1 with a 3-axis accelerometer,
3-axis gyroscope, and absolute device orientation using sensor fusion and the 9 DoF
IMU with magnetometer.
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Figure 4.13: The Thumby v2 system includes a 9 DoF IMU (left) worn around the thumb
in a 3D-printed case connected to an Android Sony SmartWatch 3 SWR50 (right).
4.9.3 Recognition Pipeline
In this section, I describe how the raw sensor data is turned into input events: sensor data
acquisition, preprocessing and filtering, sensor synchronization, feature extraction, and ges-
ture classification.
Segmentation
This phase focuses on determining when an event of interest occurs within the sensor
stream. For the offline recording purposes of the training, users are prompted to provide
input and sensor data is recorded for each gesture individually in 2-second windows. In
practice, the segmentation window could similarly be triggered based on a notification-
response or other push-to-gesture activation technique.
Sensor Data Acquisition
The 9 DoF thumb ring provides accelerometer, gyroscope, and absolute device orienta-
tion (quaternion) using an on-board sensor fusion module and is delivered to the watch
via Bluetooth. The effective sampling rates are approximately 40 Hz, 40 Hz, and 20 Hz,
respectively. The Sony SmartWatch 3 SWR50 provides accelerometer, gyroscope, and ab-
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solute device orientation (quaternion) using the Android SDK. The Android SDK’s highest
sampling rate (SENSOR DELAY FASTEST) is used for the watch with effective sampling
rates of approximately 200 Hz, 200 Hz, and 100 Hz for accelerometer, gyroscope, and
absolute orientation, respectively.
Sensor data is stored in memory during the 2-second acquisition window and asyn-
chronously written to file once the gesture is complete. Each device and sensor data source
is written to separate files. The watch sensor data recorded includes the system timestamp
(Unix time), the sensor timestamp (nanoseconds since application uptime), the sensor val-
ues for each axis, and a line counter for each sensor event. The ring sensor data recorded
includes the system timestamp (Unix time) when the data arrives in the application, the
Bluetooth timestamp when the sensor data arrives on the Bluetooth stack, the sensor values
per axis, and a packet counter for each event delivered.
Sensor Data Synchronization
To facilitate accurate gesture recognition, the two data streams from the thumb ring and
smartwatch must be synchronized.
The two data sources are synchronized using timestamps provided by the ring and watch
sensors. The watch timestamps are based on the sensor time (in nanoseconds) with the
initial system time (in milliseconds) as a starting point. The ring timestamps are based on
the time of arrival (in milliseconds) on the Bluetooth stack.
First, both the ring and watch sensor data are trimmed to remove any non-overlapping
early or late sensor events and to find a time interval where both data sources overlap.
Following this alignment process, the two data sources are combined by resampling the ring
and watch data and combining the results. A downsampling rate of 20 Hz is chosen based
on the minimum sampling rate of the thumb ring and to accommodate uneven sampling rate
between the ring and watch data sources. Finally, the data is resampled using interpolation
and is combined to produce a data structure with equal number of samples for all sensors.
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Relative Device Orientation Using Quaternions
With knowledge of the complex number system and complex planes, it is possible to extend
this knowledge to 3-dimensional space by adding two imaginary numbers to the number
system in addition to i.
Quaternions are an extension of the complex numbers to four-space, and are represented
as algebraic quantities with three orthonormal imaginary axes (i, j, k).
The general form to express quaternions is:
q = w + xi+ yj + zk
where w, x, y, z εR.
According to Hamilton’s famous expression:
i2 = j2 = k2 = ijk = −1
ij = k and jk = i and ki = j
ji = −k and kj = −i and ik = −j
For the purposes of this work, a quaternion is simply a four-vector that represents the
absolute orientation of a device in free-space. It inherits all vector properties and opera-
tions, including dot product, scalar multiplication, addition and norm.
A quaternion is represented as a set of 4 real numbers [x y z w] which represent rotations
the following way:
x = RotationAxis.x ∗ sin(RotationAngle/2)
y = RotationAxis.y ∗ sin(RotationAngle/2)
z = RotationAxis.z ∗ sin(RotationAngle/2)
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w = cos(RotationAngle/2)
The rotation angle is expressed in radians. The RotationAxis is, as its name implies,
the axis around which the device rotates. RotationAngle is the angle of rotation around this
axis. Essentially, quaternions store a rotation axis and a rotation angle, in a way that makes
combining rotations easy.
One of the most important reasons for using quaternions in computer graphics is that
quaternions are very good at representing rotations in space. Quaternions overcome the
issues that plague other methods of rotating points in 3D space such as Gimbal lock which
is an issue when you represent your rotation with Euler angles.
The quaternion representation allows for better handling of gimbal lock and smooth
interpolation of angles. For a full description of quaternions and more details, see the
Quaternions and Motion Interpolation: A Tutorial textbook by Heise et al. [44].
The 9 DoF thumb ring hardware and the smartwatch enable the measurement of ab-
solute device orientations (quaternions) for both devices in world coordinates. Using the
two orientations, it is now possible to calculate the relative orientation changes between the
ring and the watch during a gesture, using the watch as a reference.
Using quaternions, it is possible to define several methods that represent a rotational
interpolation in 3D space. SLERP stands for Spherical Linear Interpolation. SLERP pro-
vides a method to smoothly interpolate a point about two orientations. I use the trans-
formations.py library3 to synchronize and align the quaternions of the thumb ring and the
watch.
Once the ring and watch quaternions are synchronized, the rotation of the ring relative to
the watch is calculated. The “subtraction” of the watch quaternion from the ring quaternion
is equivalent to computing the angular difference between the two quaternions. This is




The final representation of the orientation is expressed as a unit vector. A rotation
matrix is generated from the quaternion then used to transform a 3-dimensional unit vector.
The x, y, and z components of the transformed vector are used as features.
Feature Extraction
I characterize the gesture set using 450 features and offline cross validation. I rely on the
empirical cumulative distribution function (ECDF) of the accelerometer and gyroscope for
each of the smartwatch and thumb ring, as well as the ECDF representation of the delta
quaternion between the ring and the watch.
The ECDF representation provides an objective measure to effectively capture and pre-
serve the distribution of the sensor data for each window, typically lost in certain statistical
features (e.g., mean). In particular, the spatial position and general shape of the represen-
tation are useful in distinguishing events from each other. I refer to Hammerla’s work for a
more detailed description and implementation of the ECDF [36].
Classification
I use a support vector machine (SVM) algorithm trained using Weka’s sequential minimal
optimization (SMO) implementation with a polykernel and default parameters.
4.10 Evaluation II
4.10.1 Study Design
I conducted a technical evaluation of the interaction techniques with an unmodified Sony
SmartWatch 3 in the usability lab of the institution. Eight participants (5 male, 3 female,
ages 19-60, students) were part of the user study and were compensated $10 for their par-
ticipation. One participant identified as ambidextrous and all others were right handed.
The within-subjects study was designed for two conditions (sitting and walking) and a
total of 8 gestures (see section above). A 2x2 Latin square design was used to counterbal-
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ance the sitting and walking conditions. Participants were randomly assigned to a row of
the Latin square.
Participants wore the watch on the left hand. To begin, researchers performed a demon-
stration of each gesture. Participants familiarized themselves with the data collection ap-
plication and practiced the gestures with at least one practice round, or additional rounds
as needed based on the assessment of the researcher conducting the study. The study was
designed to collect sensor data for offline analysis and no live feedback was provided.
During the study, the participants were asked to keep their arm and hands on their lap
(while sitting) and down by the side of their hip (while walking). A haptic vibration was
delivered randomly to the user prompting them to raise their arm to chest level and line of
sight. Once the arm was raised after a 2 second delay, a visual text display was presented to
the participant on the watch screen prompting them which gesture to perform. A progress
bar was used to indicate the time elapsed for recording. Thumb ring and watch sensor data
was recorded over 2 seconds and stored on the smartwatch across 6 different files for each
device’s accelerometer, gyroscope, and absolute orientation. Each gesture was recorded in
individually labeled files for segmentation. Once the participant performed the gesture and
the progress bar expires, they are asked to lower their arm to a resting position and await
the next prompt. Participants are allowed to rest, drink water, remove the watch, or leave
the room between rounds if desired.
For the sitting condition, the person sat in an office chair in the usability lab of our
institution. A swivel chair was used allowing the user to spin around in their chair cor-
responding to different absolute orientations in world coordinates. Participants performed
four rounds of data collection. In each round, participants performed 5 examples for 8 ges-
tures. The order of the gestures was randomized across each round. In summary, the sitting
condition of the user study includes 8 participants x 8 gestures x 4 rounds x 5 samples per
gesture for a total of 1280 gesture samples.
For the walking condition, the participant walks at normal pace on the second floor of
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our institution’s research center. A research walks side by side and engages in conversation.
No special walking track is used and obstacles such as other people or objects in the path are
not controlled for. The goal is to record natural walking. Participants perform four rounds
of data collection. In each round, participants perform 5 examples for 8 gestures. The order
of the gestures is randomized across each round. In summary, the walking condition of the
user study includes 8 participants x 8 gestures x 4 rounds x 5 samples per gesture for a total
of 1280 gesture samples.
I evaluate how the system performs on a per-user level using 10-fold cross validation
and how it generalizes across participants using leave-one-participant-out analysis.
4.10.2 Per-User Classifiers
I evaluate the gestures by applying 10-fold cross validation on each individuals’ collected
instances with a SVM polykernel. For the sitting condition, the overall average per-user
accuracy across 8 participants and 8 events is 90.7% (sd=8.4%). P1 achieves the highest
accuracy at 96.3% and P4 achieves the lowest accuracy at 81.9%. The confusion matrix
of the results is shown in Figure 4.14. The lowest precision of 85.0% is observed for the
double tap index, mostly confused with a single tap index. In some cases, participants
perform the double tap lightly, effectively being recognized as a single tap index. The
swipe right event achieves the highest accuracy at 96.3%.
The information transfer rate for Thumby v2 in the sitting condition (i.e., best condi-
tion) is 1.15 bps. The ITR is calculated using an interaction time of 2 seconds (i.e., 0.5
interactions per second), accuracy of 90.7%, and 8 total gestures.
For the walking condition, the average accuracy using 10-fold cross validation across
8 users and 8 events is 84.6% (sd=8.9%). P2 achieves the highest accuracy at 88.8% and
P5/P8 both achieve the lowest accuracy at 78.1%. The confusion matrix of the results is
shown in Figure 4.15. The lowest precision of 78.1% is observed for thumbs up. The swipe
left gesture is the most accurate with an accuracy of 89.4%.
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Figure 4.14: User dependent confusion matrix averaged across all users (in %) for the
sitting condition. Rows represent ground truth and columns are predicted values.
Figure 4.15: User dependent confusion matrix averaged across all users (in %) for the
walking condition. Rows represent ground truth and columns are predicted values.
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4.10.3 Best Case Per-User Classifiers
I re-evaluate the classification results with a subset of all gestures to find the best case
models for sitting and walking. I calculate all combinations of the gesture labels (i.e., 8
choose 3) to find a subset of three optimal events and perform 10-fold cross validation with
the resulting labels only. In general, there were multiple combinations with comparable
accuracy so I report a combination of gestures that seem to make most sense when used
together. The best accuracy for sitting is 99.4% (sd=4.1%) achieved for the swipe left,
swipe right, and thumbs up gestures. The combination of these gestures could be used to
navigate a 2-dimensional interface with swipes and selection with a thumbs up. The best
accuracy for walking is 99.2% achieved for the relax, swipe left, and thumbs up gestures.
4.11 Smartwatch Example Interfaces and Interactions
To illustrate the utility of using the second iteration of Thumby as a wearable input device
with a smartwatch, I present a set of envisioned applications that take advantage of the
gesture set.
4.11.1 Music Player
A basic music player on a smartwatch could take advantage of pinch interactions. The but-
ton controls could be aligned horizontally along the fingertips: a pinky pinch for previous
song, a ring finger pinch for play/pause, a middle finger pinch for stop, and an index finger
pinch for next song. Swipe gestures could be used to control the volume or fast forward
within the song.
4.11.2 Notification Response
A notification response interface describes an interface in which a gesture is used to respond
to an incoming notification (e.g., phone call, text message, etc.). For example, a quick
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thumbs up or thumbs down could be used as quick confirmation to a question received via
text message or to reply with an emoji.
4.11.3 Quick Command
A thumbs up or down could also be used to confirm an action performed using a different
modality. For example, canceling a text message transcribed from a voice command.
4.11.4 Quick Access Shortcuts
An index finger double tap event can be used as an activation gesture for the smartwatch to
launch a quick access shortcut. The shortcut could be used to start a timer while working
out or start the music player.
Given the smartphone is already connected via Bluetooth to the mobile phone, an index
finger tap event could be useful for situations when the phone isn’t immediately accessible
in a pocket, bag, or on a tripod. The user could remotely trigger snapping a picture with
their smartphone camera without touching the smartphone.
4.12 Contributions
I present a summary of the Thumby system and its contributions using this dissertation’s
research goals. Figure 4.16 presents a summarized version.
Goal 1: Achieving expressiveness through a spectrum of interaction events and wear-
able interfaces
• Type of Interface and Purpose of Interaction
Thumby is a finger-level motion gesture interface. Inertial sensing of the wrist and
thumb eliminates smartwatch occlusion and provides a broad set of notification-
response and command gestures.
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• Number of Unique Input Actions
A total of 37 gestures are supported. The first iteration of Thumby supports up to 12
thumb-to-phalange pinches, 8 drawing thumb gestures on the palm of the hand, and
9 taps/swipes/flick gestures. The second iteration supports 8 gestures including taps,
swipes, and other thumb-and-wrist gestures.
• Information Transfer Rate
The information transfer rates range between 0.69 to 1.15 bps for Thumby v1 and
Thumby v2, respectively.
• Applications
I’ve built a set of applications for Thumby v1: controlling music on a smartwatch,
a navigational controller for Google Glass, and alphanumerical input app using T9.
Other envisioned applications are detailed for smartwatch input with Thumby v2.
Goal 2: Enabling rapid speed of interaction and reducing the time between intention
and action
• Time Between Intention and Action
The time between intention and action (i.e., setup time) is <0.5 seconds for Thumby
v1 as the user can perform gestures without looking at the wrist or thumb. For
Thumby v2 using the smartwatch, the user may wish to perform the gesture with-
out looking at the device within 0.5 seconds or raise the arm to field of view resulting
in up to 2 seconds of setup time.
• Speed of Interaction
The interaction can be completed within approx. 2 seconds. Recognition is per-
formed using a segmented window of sensor data and analysis off-device, both of-
fline and online.
Goal 3: Expanding the practicality of one-handed input techniques and form factors
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• Level of Instrumentation
Level of instrumentation is high. An active inertial sensor is worn on the thumb and
paired with either a laptop (Thumby v1) and a smartwatch (Thumby v2) to capture
the absolute orientation and movement of the thumb and wrist.
• Prototype Readiness for Deployment
Two iterations of a thumb ring device: 1) wired thumb ring requires an external
laptop for processing (TRL 4 for a small scale prototype used in the laboratory), and
2) a battery-powered and wireless inertial thumb ring pairs with a smartwatch in a
slightly large form factor (TRL 5 for a large scale prototype used in the intended
environment).
Goal 4: Building robust detection approaches for multiple users and everyday activities
• Accuracy of Technique
Thumby v1 achieves 90.1% for 4 pinches. Thumby v2 achieves 90.7% for 8 thumb
gestures. Thumb-to-fingertip pinches and thumb gestures with thumb- and wrist-
worn sensors achieve the highest interactive accuracy rates. Other interactions and
accuracies are described in the chapter.
• Usage Across Multiple Users
The system is currently user-dependent. Classification is robust with individual per-
user training. User-independent models are not stable across users (< 30% accuracy)
with the current data set and features used.
• Support During Everyday Activities
Low to Medium support. Thumby v1 (low) results are reported using an online
version of the system and is evaluated while sitting only. Thumby v2 (medium)
results are based on offline analysis and further work is required to build an online
system. Thumby v2 classification is robust to various levels of global motion during
sitting and walking, using a combination of wrist- and thumb-worn inertial sensors.
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4.13 Summary
In this chapter, I have presented an exploration of inertial sensing to enable a set of fin-
ger gestures as an alternative input method for mobile and wearable computing systems. I
describe a wearable inertial sensor at the thumb to recognize and identify thumb pinches,
taps, swipes, flicks, and gestures. Thumby v1 uses ubiquitous inertial sensors embedded
in a thumb-worn ring to provide one-handed, quickly accessible, gloveless, and eyes-free
interaction capabilities to connected devices. The approach relies on humans’ propriocep-
tive abilities, which provide awareness of one’s body position. Results from experiments
with participants demonstrate the accuracy of the system for detecting 4 and 5 thumb pinch
locations with overall accuracy of 90.1% and 89.4% respectively, as well as the 12 pinch
locations with overall 70.3% accuracy. The system was also able to recognize taps, swipes
and flicks with 84.6% accuracy, and gestures drawn on the hand with 70.2% accuracy.
A second hardware iteration of the system, Thumby v2, enables a total of 8 gestures —
various thumb-to-index finger taps, thumb-to-ring finger taps, thumb swipes, thumbs up
and down, and a relaxed hand pose. The system achieves over 90% accuracy while sitting
and 85% while walking. Finally, I demonstrate and envision a variety of meaningful input
scenarios for mobile and wearable users wearing the sensor-enabled thumb ring. Thumby
addresses research goals focused on expressiveness, speed, practicality and robustness, and
its contributions are summarized in Figure 4.16.
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Figure 4.16: Summary of contributions and research goals for Thumby v1 and v2.
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CHAPTER 5
SYNCHROWATCH: ONE-HANDED SYNCHRONOUS SMARTWATCH
GESTURES USING AUTO-CALIBRATION AND MAGNETIC SENSING
5.1 Abstract
SynchroWatch is a one-handed interaction technique for smartwatches that uses rhyth-
mic correlation between users’ thumb movement and on-screen blinking controls. The
technique uses magnetic sensing to track the synchronous extension and reposition of the
thumb, augmented with a passive magnetic ring (see Figure 5.1). The system measures
the relative changes in the magnetic field induced by the given thumb movement and uses
a time-shifted correlation approach with a reference waveform for sync detection. I eval-
uated the technique during three distraction tasks with varying degrees of hand and fin-
ger movement: active walking, browsing on the computer, and relaxing while watching
online videos. Offline analysis results suggest separable correlation coefficients between
synchronous gestures versus null data. A second evaluation using a live implementation
of the system pipeline and interface running on a smartwatch suggests the usage of this
technique is possible for notification response and command gestures. Finally, I developed
three demonstration applications that highlight the technique running in real-time on the
smartwatch.
5.2 Introduction
The emergence of smartwatches has enabled new ways to glance at content on the wrist
and produce information on the go through rapid microinteractions [6]. The primary in-
put modality for the smartwatch is touch and hardware buttons, both of which require the
second hand for operation. Motion gestures have been explored in research [5, 6, 61, 84]
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Figure 5.1: (A) Synchro is a one-handed interaction technique for smartwatches that uses
rhythmic correlation between the users’s thumb and binary blinking controls. (B) A
demonstration application with a blinking dismiss to voicemail icon (in blue). (C)
Blinking targets can be placed in a vertical layout, such as in this reading application. (D)
A music player with four possible targets. A wrist flick gesture is used to toggle between
pairs of binary targets. (E) The intent to “sync” is detected when the thumb is repositioned
(close to the hand) and icon color changes to indicate detection.
as another input modality, and have recently been adopted in commercial wearable devices
for scrolling and selection.1
Synchronous gestures are based on the principle of rhythmic mimicry of their intent
(e.g., movement or gaze) to a given stimulus, typically visual [17, 25, 112]. I motivate the
use of a synchronous interface through an example with a common scenario in the home.
A user, standing in front of a large TV display for gaming, holds a magic wand controller
with motion tracking and buttons. The on-screen interface presents the user with multiple
targets to select. If the user wanted to select one of multiple targets on this interface, there
are a number of possibilities. One way is to assign a unique motion gesture of the wrist and
controller per target. However, that would be inefficient and require the user to remember
which gesture to use for each target. The user could use a few gestures (e.g., swipe left,
swipe right, etc.) to navigate the interface and another gesture to select a target. The same
operation could be performed using navigational and selection buttons on the controller,
which is the common way of interacting today. In each of these cases, the user is expected
to adapt to the interface. Synchronous gestures instead modify the interface to enable the
1https://developer.android.com/wear/preview/features/gestures.html
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quick selection of multiple targets with a single gesture.
In this chapter, I present a synchronous gesture interaction for smartwatch input. The
SynchroWatch technique is an example of a “moving controls” interface in which the user
is expected to match their intent (e.g., thumb movement) to visual stimulus provided in
the form of blinking selection icons on the smartwatch screen. In this work, I use blink-
ing interface elements to represent possible sync selection targets. I use the smartwatch
magnetometer to sense the continuous extension (away from the hand) and reposition (to-
ward the hand) of the user’s thumb, instrumented with a passive magnetic ring. The thumb
movement approaches a sinusoidal waveform that is correlated to the blinking frequency
of the target elements. The system supports binary selection by treating the turning points
of the thumb extension and reposition as binary states (i.e., crest and trough of a sine wave)
that correspond to the on-off states of a blinking target. There are a number of advantages
to this approach: does not require users to memorize gestures, requires a small range of
motion to interact, is intuitive, and has high discoverability.
The technique shifts the focus from two-handed techniques to one-handed smartwatch
input. The system enables one-handed input by syncing the user’s movement to visual tar-
gets as a convenient and subtle way of interacting with a small screen device. This work
seeks to address three challenges of mobile input and gestural interfaces on smartwatches
today: eliminating the need for calibration or training, minimizing false positive activation,
and allowing operation while on-the-go. Introducing synchrony to an object blinking at a
known frequency provides the user with feedback and also facilitates the first goal of re-
quiring no user training. The algorithm auto-calibrates using the known blink frequency of
targets and compensates for any latency in the user’s stimulus response. Synchrony also
supports the goal of minimizing false positive activation by reducing the search space of
matching sensor data. Finally, I seek to empower the user to perform smartwatch input
while they’re engaging in daily activities, such as walking, leveraging movement correla-
tion and expected movement patterns. I demonstrate the algorithm is robust and functions
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while in motion. I evaluated the system through two evaluations. The first study is offline
using sensor data collected with participants and analyzed post-hoc. Based on the find-
ings from the first evaluation, I then implemented a prototype that runs in real-time on a
smartwatch for the second study. Since the technique depends on relative and synchronous
changes in the sensor data, it can be deployed on commodity watch platforms that are
equipped with a magnetometer without knowing the exact location of the sensor inside the
device. The second study runs in real-time on the device and provides users with feedback
on their performance.
SynchroWatch gestures can be used to select between binary targets in various user sce-
narios. For example, as a response gesture, performed when a notification (visual, acoustic,
or haptic) arrives on the watch. The user can quickly dismiss a phone call to voicemail by
syncing their thumb movement to a blinking dismiss icon. SynchroWatch can also be used
as a command gesture, within the context of an application, to select between binary tar-
gets. It is possible to extend the expressivity of the gesture using a complementary input
modality, such as a wrist flick gesture. A flick gesture can toggle between different pairs
of blinking controls, expanding selection beyond the basic case of two targets. Finally,
SynchroWatch could with additional work be used as an activation gesture [95], with very
low false positive and high true positive detection, to activate another set of command ges-
tures or launch an application. However, the focus of the current system is for notification
response and command gesture scenarios.
This work makes the following contributions:
• I describe an interaction technique for one-handed synchronous gestures on smart-
watch devices that relies on synchrony between user movement and blinking on-
screen controls.
• I describe a technique utilizing magnetic sensing with a passive thumb ring enabling
one-handed, calibration-free, and user-independent gestures.
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• I assess the technique using time-shifted correlation with a reference signal based on
a simple physics model.
• I provide empirical evidence of the algorithmic performance through two user studies
with eight participants in various distraction tasks (sitting, browsing on laptop, and
walking).
5.3 SynchroWatch
The SynchroWatch technique leverages magnetic sensing with a thumb-worn ring. I chose
to focus on magnetic sensing because I believe it enables a more robust sensing modality
(versus accelerometer and gyroscope) for detection while moving. I describe the sync
gesture, interaction design, interface and feedback design, hardware setup, and algorithms
used in the technique in the following subsections.
5.3.1 Gesture Design
The synchronous gesture consists of a thumb extension and reposition. A visual repre-
sentation is shown in Figure 5.2. I define a thumb reposition to be a “sync” action and a
thumb extension as a “no sync” state. The gesture design is inspired by a classic mouse
click and release. The reposition of the thumb, when closest to the hand, also provides
tactile feedback with the thumb touching the side of the index finger. Intuitively, these two
thumb states initially suggest the design of a binary controller with two on-screen targets.
I describe additional possibilities on how to extend the interaction in the following section.
5.3.2 Interaction Design
The overall interaction possibilities for SynchroWatch span a range of possible approaches.
Please see the demonstration applications section for more details.
SynchroWatch allows users to select an onscreen target by matching the motion of their
thumb to the flashing of that onscreen target. SynchroWatch can be used with a single
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Figure 5.2: Visual representation of the SynchroWatch gesture, including a thumb exten-
sion (left) and reposition (right). A thumb reposition, closest to the hand, indicates a “se-
lect” or “action”. In this figure, the user is syncing to the blinking target on the right side
of the screen.
target on the screen, representing selection of a discrete command. This interaction style
might be used in situations such as dismissing a text notification, or to return to the watch’s
home screen.
SynchroWatch can be used with two targets on the screen, allowing the user to select
one of two discrete command alternatives. This interaction might be used in scenarios such
as choosing whether to accept a phone call or send it to voice mail. SynchroWatch could
potentially be expanded to allow selection from among more than two on-screen targets,
but that is not in the scope of this work.
As envisioned interactions, Synchronous selection could also be combined with addi-
tional gestures to parameterize the action that is selected; this could be used to create “con-
tinuous” actions. For example, “sync and hold” allows the user, once a target is synced, to
extend the duration of the selected command without the need to continue to sync. This
could be used to continuously increase volume, or scroll position, based on how long the
user’s thumb is in the “hold” position.
Finally, the input expressiveness can also be extended through combinations with other
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gestures. For example, SynchroWatch can be combined with gestures such as wrist flips to
switch between modes or perform other commands.
5.3.3 User Interface and Feedback Design
The SynchroWatch user interface consists of two circular blinking targets of size 96x96
pixels each, a standard pixel resolution for smartwatch application icons. The blinking
targets are flashing out of sync as seen in Figure 5.2. In this example, I focus on the target
on the right side of the screen as the sync target. Figure 5.2 (left) shows only a target on
the left side of the screen turned on, while the right blinking target which is the target of
interest is turned off. In this figure, the thumb is extended in the “no sync” position. Figure
5.2 (right) shows the thumb in a “sync” position with the target of interest (circle on the
right) turned on, indicating the user’s intent to “sync” to the right target.
I evaluate three different frequencies (1.33 Hz, 1 Hz, 0.8 Hz) which correspond to dif-
ferent blink times (750 ms, 1000 ms, 1250 ms). To select a target, the user will “sync” to
that target by moving their thumb, as explained in the previous subsection. The blinking
circles are colored blue to indicate possible targets. Once the user has synced to a particular
target, the blinking circle turns green to signify a sync gesture has been detected for that
target. In practice, the size of the blinking circles targets can be smaller (10 x 10 pixels)
than shown in the figure and placed alongside interface elements for integration into ap-
plications, reducing clutter in the interface. Alternatively, the on-screen interface elements
(e.g., application icons, buttons, etc.) could be animated to blink or fade in/out at a known
frequency.
5.3.4 Hardware Setup
I use a Sony Smartwatch 3 SWR50 for prototyping and evaluation. The device is based
on a Quad ARM A7 1.2 GHz processor. I capture raw data from the smartwatch motion
sensors, sampling the magnetometer, accelerometer, and gyroscope at the highest sampling
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rates of 100 Hz, 200 Hz, and 200 Hz, respectively. The system samples the accelerometer
and gyroscope to support post hoc analysis. I designed a 3D-printed mount for a magnet
which sits on top of the user’s thumb, and fastened the ring using a thin adjustable velcro
strap. I use a rare earth Neodymium (N35) magnet disk with dimensions 16mm X 3mm
for data collection and evaluation. The ring is designed as a prototype and can ultimately
be fashionably designed to fit a user’s lifestyle and thumb size.
5.3.5 Detector Pipeline
The SynchroWatch detector based on the algorithm and pipeline described below is de-
signed and implemented as a Java library. The same detector can be used for both offline
and online analysis. The detector runs on a laptop for offline analysis of magnetometer data
collected during an experiment session (see Evaluation I described later). The detector is
also incorporated as part of an Android application running on the Sony SmartWatch 3
and provides live feedback on syncing correlation (i.e., how well is the user syncing?) and
direction (i.e., which binary target is the user syncing to?).
5.3.6 Algorithm Design
Figure 5.3: Visual flow of the SynchroWatch pipeline, including user interface, feature
generation, lag adjustment using cross-correlation, and detection of syncing action and
direction.
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The pipeline consists of four main phases: user interface stimuli and feedback, feature
generation using deltas vector projection, lag adjustment using cross-correlation, and the
detection of syncing and direction. Figure 5.3 shows a high-level diagram flow of the
pipeline.
Simple Harmonic Physics Model
I approximate the synchronous extension and reposition of the thumb at a given frequency
as a simple harmonic motion. I ask the user to perform a periodic motion with the extension
and reposition of the thumb. The resulting minimum-effort motion profile will loosely
resemble a sinusoidal wave: an acceleration, then constant rate, then rapid deceleration.
The waveform reaches its maximum point when the thumb is repositioned, and minimum
point when extended. Figure 5.4 shows a 3D plot of the magnetometer vectors similar to a
pendulum, while Figure 5.5 shows the sinusoidal pattern in the sensor data.
Magnetometer Sensor Data Pre-Processing
The magnetometer vectors are sampled at 100 Hz. The detector subsamples the vectors
down to 10 Hz to remove signal noise and reduce the computation required for live pro-
cessing on the smartwatch. The magnetometer vectors within every incoming 100 ms (i.e.,
10 Hz) window are averaged. The timestamp for the averaged vectors is set to 50 ms (i.e.,
center of the window) away from the first magnetometer vector timestamp in the window.
The timestamp of the left blink and right blink events are also passed to the detector.
Transformation Using Deltas Vector Projection
The motion of the thumb is captured by the magnetometer, each measurement resulting in
a 3D sample. Let H(k) ∈ R3 be the magnetometer sample at time tk. The magnitude of
the measurement M(k) ∈ R, given in (5.1), represents the magnetic field strength (with
addition of noise) at each sample time. This magnitude is heavily influenced by the distance
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Figure 5.4: 3D visualization centered at (0,0,0) for the magnetic field vectors captured
during a sync trial (1.33 Hz blink, browsing activity)
Intuitively, one might consider to use the magnitude of the magnetometer signal to sync
with the reference signal (e.g., sine wave) as the natural thumb movements bring the magnet
closer to the watch. However, based on pilot studies, this is not always the case: some
results show a negligible variance in the magnitude, while the individual measurements in
H(k) exhibit a clear sinusoidal-like pattern (see Figure 5.5). In addition, no particular axis
of the measurements (or a predefined linear combination) can be used exclusively, as the
plane of the finger motion, and the ring magnet direction, may vary with the user.
I introduce a new feature that accounts for the dynamic and repetitive nature of the
synchronous gesture. I define a 1D coordinate system based on the full sync reading cycle
(i.e., left blink, right blink, left blink). The mean of all 3D magnetometer vectors sampled
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Figure 5.5: Visualization of raw magnetometer data for sync trial during sitting activity.
The vertical lines indicate when the on-screen targets blinked. The red line corresponds
to the left target and the blue line to the left target. The plotted lines correspond to the
3-dimensional components of the magnetometer: x, y, z. The magnetometer magnitude
and delta vector projection are shown.
within the cycle are averaged and result in a magnetometer mean vector for the cycle. The
two vectors farthest away from the mean are assigned to be the magnetometer vectors —
left vector and right vector — that occurred at the first left blink and right blink in that
cycle. The left and right vectors are subtracted resulting in a basis vector that is a vector
line across the window. The vector of the current magnetometer reading (during a cycle) is
subtracted from the mean vector to find the current delta vector. The current delta vector is
projected onto the basis vector, resulting in a sinusoidal waveform, as shown in Figure 5.5.
Overall, the vector projection using deltas significantly outperforms the magnitude across
participants.
Once the system has computed the deltas, the data is detrended using a simple regres-
sion of all the points in the window to minimize effects of wrist motion and the earth’s
magnetic field changing around the user. The relative changes in the magnetic field in-
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duced by the thumb movement are strong enough to preserve a measurable signal, even
while walking. The detector interpolates the sensor data with a constant time interval to ac-
count for uneven sensor arrival times, a common known challenge of using a non real-time
operating system with Android.
Determining Input Response Lag Using Cross-Correlation
The goal is to find the maximum correlation between the synthesized deltas feature and
a reference waveform. The reference waveform is tuned to match the frequency of the
blinking targets on screen, which can be adjusted as necessary.
When generating the reference waveform, it is necessary to account for input response
lag to achieve the highest accuracy. This latency refers to the time delta between the visual
stimulus and the thumb in “sync” state, and is caused by a variety of factors, most notably
human reaction time caused by limitations in perception and motor response. Research
has reported that human response times of haptic and visual stimuli is age-, gender-, and
fatigue-dependent [78]. During pilot studies, I observed an average lag approximately 200
milliseconds between the arrival of the thumb at the sync position and the target blink.
Thus, it is crucial to dynamically auto-calibrate and time-shift the reference waveform
during usage, depending on the observed input lag, to ensure maximum correlation.
A window of 1.5 seconds, determined empirically, is used to cross-correlate between
the feature and reference wave signal. The cross-correlation identifies similarity at different
lags relative to one another. I find the optimal time shift to apply to the generated reference
wave (see Figure 5.6).
After calculating the cross-correlation between the two signals, the maximum (or min-
imum if the signals are negatively correlated) indicates the point in time where the signals
are best aligned, i.e. the time delay between the two signals is determined by the argument
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of the maximum, or arg max of the cross-correlation, as:
τdelay = argmax
t
((f ? g)(t)) (5.2)



















Figure 5.6: Output of the cross-correlation between a reference sinusoidal waveform and
the magnetometer signal sampled from the watch. Cross-correlation shown here is calcu-
lated over a 15 second window resulting in a two second lag. The time delta between zero
and the location of the argmax determines the suggested time shift for a particular trial.
Time-Shifted Sine Wave Correlation Using Deltas
Once the time-shifted reference wave is aligned with the sensor data, the detector performs
the correlation between the two signals to detect the synchronous gesture and target. I use
correlation as a statistical measure of dependence between the two sets of data.
I leverage the commonly used Pearson product-moment correlation coefficient, ρX,Y ,
which measures the linear dependence between two variables X and Y . See Equation 5.3.
97
Figure 5.7: A short window of data highlighting the delta projection feature overlay with
the reference sinusoidal waveform. Frequency is 0.8 Hz or period of 1250 ms. The dotted
green line indicated the reference sinusoid signal centered around the flashes (i.e., red line
is a right target flash, blue line is a left target flash). The purple line represents the feature
based on the user’s thumb movement and appears early. The solid green line is the reference
sinusoid signal after time-shifting using cross-correlation.
The total correlation between the two variables is measured as a value from -1 to 1, where






The correlation coefficient is used to gauge the similarity of the sensor readings and
the reference wave and to determine whether the user input is synchronized with either one
of the on-screen stimuli. Figure 5.7 shows a small window of the delta vector projection
with the overlay of a sinusoidal reference waveform. The system is able to detect (a)
whether a “sync” event is being performed by exceeding a correlation threshold and (b)
which blinking element is being targeted based on the directionality of the coefficient (±1).
Figure 5.8 shows an example of a user syncing to the right target at 1 Hz.
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Figure 5.8: Example figure of the correlation over time graph for a user syncing to the right
target at 1 Hz.
5.4 Evaluation I - Offline Assessment of SynchroWatch Syncing Correlation
I conducted a technical and user evaluation of the interaction technique with an unmodified
Sony Smartwatch S3 in the usability lab of our institution. Upon arrival, participants signed
a consent form. After the study, participants completed a questionnaire to assess their
experience during the study. The study lasted approximately one hour per participant.
5.4.1 Participants
I recruited eight participants from our institution (6 male, 2 female, ages 18-30) via word of
mouth. All participants are students. Seven participants indicated not wearing a smartwatch
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regularly. Participants received $10 compensation for their time.
5.4.2 Design and Experimental Setup
Participants wore the watch and magnetic ring on their left hand. To begin, researchers
performed a demonstration of the gesture to be performed. Participants familiarized them-
selves with the data collection application during a practice round.
The study was designed to capture sensor data in a semi-controlled environment. Par-
ticipants were asked to perform the following tasks naturally and were not given any spe-
cial instructions. During the evaluation, they were prompted using haptic feedback on the
smartwatch, using a random Poisson delivery time of one minute, to perform a sync event.
When prompted to perform the sync gesture, they raised their arm and watch to line
of sight and completed the sync. For the purposes of the evaluation, all participants were
asked to sync to the right on-screen target. The targets were flashed at different frequencies
(1.33 Hz, 1 Hz, 0.8 Hz) which correspond to different blink times (750 ms, 1000 ms, 1250
ms) for 15 cycles after the prompt. I consider a full cycle to mean the flashing of the left
and right targets. The size of the two targets was 96 x 96 pixels, each centered on the left
and right half of the screen.
The three distraction tasks (see Figure 5.9) assigned to participants were:
• Browsing: The participants sat at an office desk in front of a laptop. They were asked
to search online and type out the responses to a list of 20 random trivia questions (e.g.,
What is the capital of Denmark?, What is the unemployment rate in your country?,
What is 33% of 23,857?, How many inches are in 5 miles?, etc.). The task was
designed to simulate every day use of a laptop computer including using the trackpad,
typing text, and pressing number keys.
• Walking: Participants walked along an indoor walking path. The path included walk-
ing in straight lines and random turns. At least one researcher walked alongside
participants and engaged them in conversation, while the task was taking place.
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• Relaxing: The participants sat in front of a laptop and were given the option to choose
their favorite sitcom or movie to watch. Participants were asked to sit naturally and
rested their hands on their lap for the duration of the exercise while the video played.
Figure 5.9: User study distraction tasks: browsing on the computer, walking, and relaxing
watching videos. The hand was raised to chest level during the evaluation. For demonstra-
tion only, the hand is shown raised to eye level in the walking condition.
Data was recorded for the entire session from beginning to end of each distraction task,
which included approximately 4-5 minutes of sync data and 15 minutes of noise data (in
which no intentional sync events were performed) for each of three activities. In total,
I collected 1 hour of sensor data for each of the 8 participants. During each activity, the
system prompted participants 5 times for each frequency for a total of 15 rounds. The order
of the tasks and the blink frequencies were randomized for each participant. In summary,
the user study includes 8 participants x 3 distraction tasks x 3 frequencies x 5 repetitions
per frequency x 15 sync cycles per round for a total of 5400 sync cycles.
5.4.3 Results
The steps of the detection algorithm include: the calculation of the deltas vector projection
feature, determining input lag using cross-correlation with a sinusoidal waveform, and cor-
relation between the two signals to determine a similarity coefficient. I present results for
each of these phases and some additional analyses.
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Determining Input Response Lag
I visually demonstrate that the delta vector projection can outperform magnitude (see Fig-
ure 5.5) in the first stage of the algorithm. Here, I present results for the second stage deter-
mining the input lag between the user’s response and visual stimuli using cross-correlation.
On average across participants and all 360 sync trials (8 participants x 3 activites x 3 fre-
quencies x 5 rounds), human reaction time was approximately 429 milliseconds. See Figure
5.10 for the breakdown by frequency.
Figure 5.10: Average response lag across all participants.
Correlation Over Time
I use the input response lag time computed per trial to auto-calibrate and adjust the refer-
ence waveform. I then calculate the correlation over time to the deltas vector projection (as
explained in the algorithm section). The correlation over time is calculated by running the
detection technique on growing windows of data from 0.1 sec in 0.1 sec intervals until the
full 15 cycles of data are included. I achieve an average correlation coefficient between 0.5
and 0.6 between the participant’s gesture and the sync signal (see Figure 5.11).
I also compute the correlation over time using the delta vector projection against the
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noise or null dataset. Specifically, I chose 100 random samples from the null class of the
appropriate window size, again growing the window size from 0.1 sec to full 15 cycles of
data in 0.1 sec intervals. I achieve an average correlation coefficient between 0.1 and 0.2
for the null class data, which is significantly lower than the correlation when the user is
synchronizing. As seen in Figure 5.11, the correlation coefficients between synchronized
gestures and normal movement become well separated within three seconds, suggesting
that a detector can be made that detects a synchronized gesture relatively quickly.






















Figure 5.11: Correlation over time using delta vector projection for signal (solid lines) and
noise data (dotted lines). The colors indicate the blinking frequency (blue = 1.33 Hz, green
= 1 Hz, red = 0.8 Hz). The correlation is calculated over 15 cycles for different frequencies,
explaining the different line lengths.
Qualitative Feedback
After experiencing the technique during the evaluation, I asked participants to rate the sys-
tem on a number of dimensions. Participants were asked to rank four attributes (comfort
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of use, ease of learning, usefulness, and overall experience) on a 7-point Likert scale, 1 be-
ing the lowest and 7 being the highest score. Overall, participants scored the attributes
as follows: comfort of using the system (µ=4.88, σ=0.83), ease of learning (µ=6.00,
σ=0.76), usefulness of the system (µ=5.13, σ=0.99), and overall experience using the sys-
tem (µ=5.13, σ=0.83).
I also asked participants to comment on what they liked about the system, suggestions
for improvements, and what they would like to use SynchroWatch for. Most users reported
the ability to interact one-handed and the low learning curve as the best part about Synchro.
P7 said it was "Easy to learn. Felt like I’m playing a little game every time." P5 reported
"I liked that I didn’t need to do anything with my other hand. I just had to move one finger
which was very easy." P3 was happy about the "simplicity of the use and integration with
daily activities." P1 similarly thought "I like that it is a simple gesture that could be applied
in a lot of ways."
I used a 3D-printed ring with an adjustable strap to fit multiple hand sizes. In the
future, I believe a magnetic ring customized to fit the particular user’s hands would be most
comfortable. Some users reported slight discomfort due to the fit of the ring on their thumb.
A few users were unable to consistently sync with 1.33 Hz blinking while walking. P7 said
"Walking was hard at certain frequencies. Maybe have the user set a comfortable speed
for themselves?" P4 suggested "Have different frequencies for different actions." P2, P4
and P7 also proposed the use of haptic feedback along with visual flashing to allow simple
eyes-free interactions.
Finally, users also suggested multiple applications for Synchro, such as responding to
phone calls, selecting items for quick short typing or canned responses, playing games
like Flappy Bird, scrolling through a text message or email, and playing/pausing a song.
I leveraged user feedback and early explorations to motivate the implementation of three
demonstration applications described below.
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5.4.4 Discussion
I generate the correlation over time graphs between the sensor readings and a reference sine
wave to determine the length of time needed to adequately detect a user syncing. In general,
the goal is to find the least amount of time needed to converge past a detection boundary.
Based on analysis, I observed that an increased window length leads to higher correlation
with an asymptotically increasing pattern. Initially, the correlation calculation is seemingly
unstable with the presence of a peak prior to stabilizing. I hypothesize the peak is likely due
to participants moving their wrist in synchrony with the stimulus when randomly prompted
during data collection. This initial wrist movement of raising the watch to the field of view
is visible in the raw magnetometer data (see Figure 5.5) and causes unpredictable results
during the initial seconds of detection. A way to mitigate this behavior is to set appropriate
correlation thresholds and empirically set a waiting time before triggering.
QuickDraw by Ashbrook et al. [7] investigated the effect of placement and user mo-
bility on the time required to access an on-body interface. The researchers found that a
wrist-mounted system was significantly faster to access than a device stored in the pocket
or mounted on the hip and reported access time of 2.787 sec. Access time includes reaching
for the watch and responding to an alert. While the repetitive nature of the SynchroWatch
gesture may appear slow, the technique is only slightly slower than accessing the touch-
screen with the second hand. It takes approximately 3 seconds to achieve a stable correla-
tion coefficient above 0.5 for the three frequencies, after raising the arm and beginning to
sync.
One of the advantages of the SynchroWatch technique is that it automatically compen-
sates for the user input response lag and does not require calibration. In addition to the
evaluation using a Sony Smartwatch 3 device, I also successfully deployed and ran the
algorithm on an LG G Watch device. The technique is agnostic to the orientation of the
sensor and the sensor topology inside the smartwatch, as it leverages relative changes in
the magnetic field across axes with the delta vector projection feature.
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5.5 Evaluation II - Live Comparison of SynchroWatch vs. Touch
The goal of the first study in Section 5.4 was to evaluate participants’ offline performance
syncing at three different frequencies (i.e., 0.8 Hz, 1 Hz, 1.25 Hz) during three different
activities (e.g., browsing, walking, relaxing). The goal of the second study is to evaluate
the online performance of participants using two interactions — syncing vs. touch swiping.
The systems in this study use sensor data from the device for online analysis and live
feedback is provided for syncing and swiping. Sensor data is recorded for both the swiping
application (e.g., touch location, gyroscope, accelerometer, magnetometer) and the syncing
application (e.g., accelerometer, magnetometer).
5.5.1 Syncing vs. Touch Swiping
During the evaluation, participants were asked to imagine they were in a meeting and re-
ceived a visual/haptic notification on the smartwatch. Their task was to dismiss the notifi-
cation as quickly as possible using two distinct interactions — syncing and touch swiping.
The first interaction to dismiss a notification in this evaluation used SynchroWatch by
“syncing right”, which only requires the use of the watch hand and is the focus of this work.
A correlation threshold trigger of 0.9 is used to trigger syncing. The color of sync target
changes color (blue to green) based on the correlation score and sync direction. A higher
correlation results in the syncing target turning green. Once a trigger above the threshold
was detected, a text display indicating a sync detected was shown.
The second interaction was touch “swiping right” using the second hand to swipe a tar-
get on the left side of the screen to the right side of the screen. Once the icon being swiped
had reached the other side of the screen and was within the touch buffer zone, the target
changed colors to green as feedback of task completion to the user. A text display indi-
cated a swipe detected was shown once the participant released the target inside the target
zone. This action follows the current mode of interaction on many commercial watches
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and phones today to slide to unlock the device or answer a phone call.
Figure 5.12: A) Screenshot of the swipe application interface presented to the user with two
selection targets/icons. B) Swipe interface showing relaxed touch target areas for selecting
the right or left targets to swipe.
5.5.2 Participants
I recruited eight participants from our institution (5 male, 3 female, ages 18-28). All par-
ticipants are students. The study lasted approximately two hours. Participants received $10
compensation for their time. The majority of participants reported not regularly wearing
a smartwatch or other wearable device. Three participants did indicate multiple years of
musical experience (e.g., playing an instrument or reading music), which may facilitate
“syncing” to a particular beat or stimulus.
5.5.3 Design and Experimental Setup
I conducted a technical evaluation of the interaction techniques (sync vs. swipe) with
an unmodified Sony SmartWatch 3 in the usability lab of our institution. Upon arrival,
participants signed a consent form. After the study, participants completed a questionnaire
to assess their experience during the study.
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The within-subjects study was designed for two conditions (sitting and walking) and
two interactions (syncing and touch swiping). A 4x4 Latin square design was used to
counterbalance the sitting/walking and syncing/swiping. Two practice sessions were com-
pleted, followed by two evaluation sessions. Participants were randomly assigned to a row
of the Latin square for the first practice session. The same order of the Latin square was
used for the second session. A new randomly assigned row of the Latin square was used
for the first evaluation. The same order of the square was used for the second evaluation.
Participants wore the smartwatch and magnetic ring on the left hand. To begin, re-
searchers played an introduction and training video to participants. The video asked partici-
pants to imagine they are in a meeting and are receiving a phone call through a visual/haptic
notification. They are asked to dismiss the notification using syncing or swiping. Partici-
pants familiarized themselves with the data collection applications for syncing and swiping
by performing (while sitting) at least 5 sync examples and 5 swipe examples.
The study was designed to capture sensor data in a semi-controlled environment. Dur-
ing the study and for both interactions, the participant was asked to keep their arm and
hands on their lap (while sitting) and down by the side of their hip (while walking). Partic-
ipants were asked to perform the following tasks naturally and were not given any special
instructions. For both applications, a haptic vibration was delivered to the user randomly
using a Poisson delivery time of 10 seconds prompting them to raise their arm to chest
level and line of sight. The interface controls for syncing and swiping appeared on-screen
as soon as the device vibrated.
For the purposes of the evaluation, all participants were asked to sync and swipe to the
right on-screen targets. For syncing, the targets were flashed at 1 Hz corresponding to a
blink period of 1000 ms. I consider a full cycle to mean the flashing of the left and right
targets. A correlation threshold of 0.9 was used to trigger a sync event. The application
prompted users to sync for 10 cycles after the prompt, as well as swipe right 10 times. The
size of the two targets was 96 x 96 pixels, each centered vertically on the far left and right
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half of the screen.
The two distraction tasks assigned to participants were:
• Walking: Participants walked along a random indoor walking path. The path in-
cluded walking in straight lines and random turns. At least one researcher walked
alongside participants and engaged them in conversation, while the task was taking
place.
• Sitting: The participants sat in front of a laptop and were given the option to choose
their favorite sitcom or movie to watch. Participants were asked to sit naturally and
rested their hands on their lap for the duration of the exercise while the video played.
Data was recorded in individual files during each of the sync and swipe tasks in each of
the distraction tasks. The length of a syncing session with 10 syncs was approximately 3.5
minutes. The length of a swiping session with 10 swipes was approximately 2.5 minutes.
Noise data was collected for the interim period when the participants are waiting to be
prompted to perform the task.
In total, I collected 2 hours of sensor data for each of the 8 participants across two
practice sessions and two evaluation sessions for sitting and walking.
For each sync session, the system prompted participants 10 times to sync. In summary,
the user study included 8 participants x 2 distraction tasks x 1 frequency x 10 sync repeti-
tions per frequency x 10 sync cycles per round for a subtotal of 1600 sync cycles. Across
two practice and two evaluation sessions, I collected a total of 640 sync events.
For each swipe session, the system prompted participants 10 times to swipe. In sum-
mary, the user study included 8 participants x 2 distraction tasks x 10 swipe repetitions for
a subtotal of 160 swipe events. Across two practice and two evaluation sessions, I collected
a total of 640 sync events.
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5.5.4 Results
Syncing - Correlation Over Time
The correlation over time is calculated live by running through the detection pipeline de-
scribed above. A correlation coefficient is output every 100 ms for a 1.5 second running
window of sensor data. The correlation coefficient increases as a function of time reaching
between 0.8 and 0.9 for the syncing event (see Figure 5.13). Also shown are normalized
values for the acceleration vector including gravity. The acceleration data shows the move-
ment of the arm raise from a rest state to syncing state. The time between intention and
action can be described as the time it takes the user to raise the arm to provide input, which
can be inferred from this accelerometer data.
Syncing - Accuracy vs. Time vs. Thresholds
To further analyze whether the synchronized gesture might be detected accurately versus
normal movement, I plot a 3D graph of correlation coefficient vs. time vs. accuracy. Using
different thresholds, I run the detector post-hoc on the data where the participants are trying
to synchronize their thumb movements to the graphics and the interim period where they
are just sitting or walking. The results are shown in Figure 5.14. Accuracy is defined in
this graph as the average between the percent accuracies for detecting true positives and
true negatives. True negatives are defined as 1 - false positive rate. The optimal results for
sitting and walking indicates syncing is possible within 4 seconds at a correlation threshold
of approximately 0.7.
Syncing and Swiping - Time To Trigger
The time between intention and action (see above) and the interaction time have been pre-
viously suggested as useful metrics to assess the value of an interaction [103]. Microinter-
actions are quick actions that typically last only a few seconds [6].
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Figure 5.13: Correlation over time using delta vector projection for sitting and walking.
Figure also includes the normalized acceleration vector of the wrist including gravity show-
ing when the arm is raised for syncing (within the first 1.5 to 2 seconds).
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Figure 5.14: 3D plot of threshold vs. time vs. accuracy over time for sitting, walking, and
sitting and walking combined.
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Figure 5.15: Figure showing time to sync for A) sitting and B) walking at various correla-
tion thresholds.
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The time to completion or is one metric of interest I evaluate for both interactions (i.e.,
syncing and swiping). For syncing, the time to sync depends on the correlation coefficient
threshold used to trigger. During the live evaluation, a correlation coefficient of 0.9 is used
as the trigger threshold. A 0.9 coefficient was observed on the upper end of the syncing
scores during pilot testing. Additionally, a conservative threshold results in higher times to
trigger. However, it also enables further analysis post-hoc by reducing the threshold to be
less conservative and reassessing the time to trigger.
The time to trigger includes the time required by the user to raise the arm from rest
to chest level and complete the swipe. Thus, the total time to trigger includes the time
between intention and action (i.e., setup time) and the interaction time.
As observed in the correlation over time graphs (see Figure 5.13), no correlation coeffi-
cient is reported for the first window of data. The earliest time the system could potentially
trigger is set to 1.5 seconds to avoid triggering while the person is raising the arm.
Overall, it took participants approximately 5.5 seconds to complete the sync event on
average with a correlation coefficient of 0.9. By reducing the coefficient to 0.8, I observe
that sync times can be reduced to under 4 seconds. For swiping, the time to trigger was on
average 2.1 seconds across both sitting and walking. The time to trigger includes the time
required by the user to raise the arm from rest to chest level and complete the swipe. See
Figure 5.15 and 5.16.
Task Workload
The NASA-TLX questionnaire measures subjective workload ratings. Previous studies
have indicated that it is a reliable and valid measure of the workload imposed by a task
[15, 43, 46]. As Lyons et al. indicate based on their work on evaluating text entry rates
on a Twiddler device [70], subjective workload ratings can be more sensitive to working
memory demands after performing the task than are measures of performance. In addition,
subjective ratings can be informative when a task is difficult yet within the individual’s
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Figure 5.16: Summary of the times to trigger for swipe/sync and sitting/walking. Sync
times are reported for various correlation thresholds (0.6 to 0.9).
Figure 5.17: Bar graph showing the overall workload for each condition in the evaluation
phase of the study for sitting/walking and syncing/swiping.
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capability. For instance, as a task becomes more difficult, the individual can increase his
or her effort to maintain the same level of performance. In this case, subjective ratings of
workload could capture this increased effort, whereas performance measures could not [70,
119].
The NASA-TLX consists of six scales: mental demand, physical demand, temporal de-
mand, performance, effort, and frustration; each scale has 21 gradations. For each scale,
individuals rate the demands imposed by the task. In addition, they rank each scale’s con-
tribution to the total workload by completing 15 pairwise comparisons between each com-
bination of scales. This procedure allows an investigation of the task-demands load on each
scale, as well as a measure of the overall workload. Interpretation of the mental, physical,
and temporal demand scales are straightforward; each scale captures the demand imposed
by its title. The performance scale captures how successful participants felt they were at
accomplishing the given task. The effort scale captures how hard individuals had to work
to achieve their level of performance; both mental and physical effort can contribute to
this scale. The frustration scale captures how much the task annoyed or discouraged the
participants. The overall workload rating is calculated by summing the product of each
scale’s rating and weight. This calculation results in a score between 0 and 100. It reflects
an individual’s perception of the amount of workload devoted to each of the scales, along
with each scale’s contribution to overall workload. Further description of NASA-TLX is
described by Hart et al. [43].
For the study, I analyzed the overall workload ratings in addition to the six individual
scale ratings. Participants completed the NASA-TLX questionnaire after each condition
(sitting-swipe, sitting-sync, walking-swipe, walking-sync) in each of the two evaluation
sessions of the study, for a total of 8 completions. Participants entered their ratings on a
tablet-based NASA-TLX application. The application first asked the participants to rank
each of the 6 scales and then randomly provided 15 pairwise comparisons between each
combination of the scales. Caption text to describe each scale is provided.
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The overall workload for each of the evaluation sessions averaged across participants is
shown in Figure 5.17. The task with the highest workload is the first session of walking and
syncing at 60.8 out of 100. The second highest workload corresponds to the first session
of sitting and syncing at 45.1. The lowest overall workload is measured for swiping while
walking after two practice sessions and one evaluation session. Standard deviations suggest
no significance between the conditions. Although syncing does present a higher perceived
workload overall, it is encouraging to observe that the average perceived workload de-
creases for sitting/walking for the second evaluation session, after two practice sessions
and one evaluation. Swiping is a common action performed on touchscreen-enabled de-
vices today. It is possible that as users become more and more familiar with the syncing
technique that the perceived workload would continue to decrease and muscle memory may
improve the overall experience and performance.
5.5.5 Discussion
I generate the correlation over time graphs between the sensor readings and a reference
sine wave to determine the length of time needed to adequately detect a user syncing. In
general, the goal is to find the least amount of time needed to converge past a detection
boundary. During the first evaluation, I demonstrated based on offline data that participants
achieved separable correlation over time results. The goal of the second evaluation was
to empirically demonstrate syncing accuracy with a live system and compare the time to
trigger between touch swiping using the second hand.
Overall, the SynchroWatch technique is slightly slower than accessing the touchscreen
with the second hand. During the second study, it took approximately 2.1 seconds for
participants to complete the swipe action. Using a conservative correlation threshold of
0.9, it took participants approximately 5.5 seconds to sync while sitting and 6 seconds to
sync while walking. However, by setting the coefficient to 0.8, offline analysis post-hoc




I have developed several example applications that help illustrate the usefulness of Syn-
chroWatch. The applications highlight the use of SynchroWatch for response and command
gestures. See Figure 5.18.
Figure 5.18: Figures highlighting three demonstration applications: answering/dismissing
a phone call, scrolling through a textview, and controlling a music player.
Dismiss Phone Call: Quick access to view and respond to notifications is one of the
most compelling features of a smartwatch. After a notification prompts the user, a response
gesture can be used to select between two actions. In the phone call application, two
flashing icons to answer the call or send to voicemail are blinking out of phase on the
screen. The user declines the call discretely by syncing with their thumb to the flashing
decline icon, without even needing to lift the second hand. This demonstrates the use of
SynchroWatch for binary selection.
Text Viewer: The second application uses SynchroWatch as a command gesture to scroll
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through an article. I have two flashing targets at the top and bottom of the screen. Syncing
to the bottom target scrolls the page down, while syncing to the top target scrolls up. It is
possible to relax the threshold for scrolling to enable continuous scrolling after syncing. In
other words, the user could extend and reposition their thumb until the application begins to
scroll, then either maintain the thumb extended to stop or repositioned to continue scrolling.
This facilitates a sync and hold interaction and does not require continuous syncing that
may lead to fatigue.
Music Player: I increase the expressivity of SynchroWatch beyond binary target selec-
tion by introducing a wrist flick gesture. The wrist flick flips between two (or more) pairs
of blinking controls. In the music player application, I present two pairs of blinking icons
toggling between a vertical and horizontal layout, aligned similar to a D-Pad. The top and
bottom targets are used to increase and decrease the volume, respectively. The left target is
used to play/pause and the right target is used to transition to the next song. Using a sep-
arate gesture as a mode switch allows quickly toggling through a series of targets, which
may be useful in other multi-target applications such as a messaging app (e.g., star, delete)
or an application launcher.
5.7 Limitations and Future Work
There are a number of avenues I could explore to extend the capabilities of SynchroWatch.
Allowing more than two targets is an obvious way to increase the expressivity of the tech-
nique. However, there is a balance between the number of moving targets visible on the
small screen and the usability with the increasing distraction of additional targets. One
approach is to have multiple targets blinking in parallel at unique frequencies. Multiple
reference waveforms would have to be generated, complicating the detection algorithm
and potentially increasing false positives. Another approach is to use a round-robin blink
sequence. A round-robin approach, used in the current implementation, may prove less
distracting to the user with only a single target blinking at a time. However, increasing the
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number of targets will also decrease their observable frequency potentially slowing down
the interaction. An advantage of the technique is that the reference sinusoidal waveform
could be generated using any known frequency.
SynchroWatch currently supports syncing between two blinking targets that are out of
phase at three frequencies (1.33 Hz, 1 Hz, 0.8 Hz). Some participants expressed difficulty
syncing to a target blinking at 1.33 Hz, especially during the walking task. One idea is
to adjust the frequency of the blinking controls depending on the activity context. For
example, typical walking frequencies range from 1-2 Hz [10]. Based on motion sensor data
from the smartwatch, the system could determine the ideal blinking frequency to increase
the separation from the activity (e.g., walking). Alternatively, a simpler approach is to
allow the user to specify the desired blinking frequency. In this case, muscle memory may
enable eyes-free interaction when prompted.
Another way to enable eyes-free interaction is to leverage other feedback channels. For
example, haptic feedback on the smartwatch or using a bone conduction actuator on a pair
of smart glasses. Acoustic feedback can also be provided using a pair of earbuds. Visual
feedback may also be extended by disaggregating the input and output feedback location
(i.e., watch screen). Visual blinking controls could be displayed using the screen or a pair
of LEDs in a head-up display, or on a nearby wall display in a smart environment. In this
case, the smartwatch device is used only for sensing and timing between devices should be
managed appropriately.
The recognition results reflect the system’s performance in a semi-controlled environ-
ment with syncing during three tasks: relaxing while watching videos, actively browsing
on the computer, and walking. Given the goal of achieving an interface that operates while
the person is moving, the technique leverages magnetic sensing. However, a practical dis-
advantage is that some users may be disinclined to wear a passive magnetic ring. One
advantage of the movement correlation technique is that it can be extended to operate with
the accelerometer and gyroscope. I observed that the thumb extension and reposition ges-
120
ture induced slight movement in the accelerometer and gyroscope but not sufficient for
detection, without using gross movements. However, an alternate gesture design (e.g., rais-
ing/lowering or rotating the wrist) matching a given blink frequency may be used without
the need of a passive ring. Another caveat is that I intuitively suspect that using the ac-
celerometer and gyroscope will also be less robust to global motion (e.g., walking), but I
have not empirically validated the claim.
5.8 Contributions
I present a summary of the SynchroWatch system and its contributions using this disserta-
tion’s research goals. Figure 5.19 presents a summarized version.
Goal 1: Achieving expressiveness through a spectrum of interaction events and wear-
able interfaces
• Type of Interface and Purpose of Interaction
SynchroWatch is a synchronous gesture interface. The system uses rhythmic mimicry
of thumb movements to on-screen stimuli which can be detected within 3 seconds and
used for notification-response and command gestures.
• Number of Unique Input Actions
2 to 4 events are currently supported. The technique is designed to support binary
selection of two blinking targets. A separate flick of the wrist gesture can be used to
alternate between two pairs of targets for selection of up to 4 events.
• Information Transfer Rate
The information transfer rate is 0.18 bps. The value is relatively lower than other
systems based on the number of input actions supported (i.e., only binary selection).
• Applications
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I’ve built a set of smartwatch applications for: answering and dismissing a phone
call, scrolling through text or UI cards, and controlling your music player.
Goal 2: Enabling rapid speed of interaction and reducing the time between intention
and action
• Time Between Intention and Action
The time between intention and action (i.e., setup time) is 1.5 to 2 seconds. The
current interaction requires visual stimulus. The user must raise the arm to field of
view resulting in up to 2 seconds of setup time.
• Speed of Interaction
The interaction can be completed within 3 seconds or more. A correlation-based
technique with a threshold and user performance determines the time to trigger the
binary selection. SynchroWatch is slightly slower than touch swiping but only re-
quires one hand.
Goal 3: Expanding the practicality of one-handed input techniques and form factors
• Level of Instrumentation
Level of instrumentation is medium. Rhythmic thumb movement can be captured
using only a passive magnetic ring worn on the thumb, which alters the magnetic
field around the smartwatch. No battery power or wireless connectivity is necessary.
• Prototype Readiness for Deployment
The prototype readiness for deployment is rated TRL 5, which corresponds to a
large scale prototype used in its intended environment. A 3D-printed case houses
a neodymium magnet and could be designed as a fashionable accessory in the future.
Goal 4: Building robust detection approaches for multiple users and everyday activities
122
• Accuracy of Technique
80-85% accuracy with correlation threshold within 3 seconds. See full details in the
chapter.
• Usage Across Multiple Users
SynchroWatch is a user-independent system. Detection of thumb synchronous cor-
relation offline and online is dependent on correlation coefficient thresholds that are
user-independent.
• Support During Everyday Activities
High support. Detection of thumb synchronous correlation offline and online is ro-
bust during walking, browsing, and sitting activities. The detection is only supported
when the arm is raised and interface is in the user’s field of view.
5.9 Summary
SynchroWatch is an interaction technique for one-handed gestures on smartwatches that re-
lies on synchrony between blinking on-screen controls and motions performed by the user.
In particular, the system focuses on capturing continuous thumb extension and reposition
movements matching on-screen flashes at a given frequency. The technique uses magnetic
sensing with a passive magnetic ring on the thumb. The relative motion of the thumb ring
induces a measurable vector change in the magnetic field around the smartwatch, which
is correlated to the known stimuli frequency. I evaluated the performance of the tech-
nique using time-shifted correlation with a reference signal based on a physics model. The
technique is calibration-less resulting in user- and device-independence. The technique is
robust to noise and global motion enabling one-handed input while walking. I evaluated
the technique initially offline during three tasks with varying degrees of hand and finger
movement: walking, browsing on the computer, and sitting while watching a movie. I then
evaluated the technique during a second study with an online version of the system, pro-
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viding users feedback on their performance. I also compared the selection of binary targets
with SynchroWatch versus the current mode of interaction using touch swiping. Results
demonstrated that SynchroWatch is a viable input modality requiring only one hand, while
touch swiping is faster to complete a selection but requires the use of the second hand.
Finally, I concluded and demonstrated the opportunities enabled by SynchroWatch with
various potential use cases. SynchroWatch addresses research goals focused on expressive-
ness, speed, practicality and robustness, and its contributions are summarized in Figure
5.19.
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Figure 5.19: Summary of contributions and research goals for SynchroWatch.
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CHAPTER 6
WHOOSH: NON-VOICE ACOUSTICS FOR LOW-COST, HANDS-FREE, AND




Figure 6.1: (A) Whoosh is an interaction technique that captures non-voice acoustic input
(e.g., blowing, shooshing, other dynamic events), (B) using a commodity smartwatch
without modifications and (C) with a custom-designed passive watch case. (D) The
technique enables low-cost and rapid input, including multi-device events such as “sip” on
the watch and “puff” on the phone.
6.1 Publication
This chapter is an extension of a full paper published and presented by Reyes et al. at the
ACM International Symposium on Wearable Computers (ISWC 2016) [93].
6.2 Abstract
In this chapter, I present an alternate approach to smartwatch interactions using non-voice
acoustic input captured by the device’s microphone to complement touch and speech.
Whoosh is an interaction technique that recognizes the type and length of acoustic events
performed by the user to enable low-cost, hands-free, and rapid input on smartwatches (see
Figure ??). I built a recognition system capable of detecting non-voice events directed at
and around the watch, including blows, sip-and-puff, and directional air swipes, without
hardware modifications to the device. Further, inspired by the design of musical instru-
ments, I developed a custom modification of the physical structure of the watch case to
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passively alter the acoustic response of events around the bezel; this physical redesign ex-
pands the input vocabulary with no additional electronics. I evaluated the technique through
two user studies in-the-laboratory and an initial study in-the-wild. The first study was con-
ducted with 8 users — the unmodified watch condition with 10 events exhibits up to 90.6%
accuracy. Using the watch case with 14 events, the system achieves 91.3% accuracy. These
results are for user dependent machine learning models trained with a support vector ma-
chine (SVM), evaluated using ten-fold cross validation. I also present preliminary user
independent results at 71.3% for the unmodified watch case and 79.7% for the instrumental
watch case. A second user study with 10 participants is focused on evaluating and improv-
ing performance with user independent models, enabling the technique to potentially be
used without user training a priori. I compare results using two techniques — the support
vector machine (also used in the first study) and a Hidden Markov Model (HMM) pipeline
using HTK/GT2K. Overall for the unmodified watch and the watch case respectively, the
system achieves 82.1% and 84.3% for the SVM pipeline and 79.9% and 78.6% for the
HMM pipeline. I also evaluated the performance of the system in-the-wild with 4 par-
ticipants. Finally, I share a number of demonstration applications, including multi-device
interactions, to highlight the technique with a recognizer running on the watch.
6.3 Introduction
The emergence of smart devices (e.g., mobile phones, smartwatches, and head-up displays)
is redefining the way we access data and produce information through everyday microin-
teractions [6], interactions that take less than four seconds to initiate and complete. The
primary input modality for the smartwatch and mobile phone is touch. Touch offers ex-
pressive multitouch capabilities and is intuitive. For example, recent work demonstrates
the possibility of performing text entry with a smartwatch on-screen keyboard, using sta-
tistical decoding and error correction [32]. However, touch input on the small screen of a
watch still requires targeted visual attention and a free hand for interaction. Traditionally,
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occlusion and fat-finger selection errors are two common challenges that hinder the use of
these small screens [56, 101].
With advances in connectivity and computing, phones and smartwatches are capable
of near real-time speech recognition. Speech provides a fluid and hands-free way of com-
municating intent and commands to a smart device. However, speech may be tedious and
not well suited to certain microinteractions, such as repetitive input, scrolling, or swiping.
In this chapter, I present an approach to smartwatch input using non-voice acoustics to
supplement touch and speech. The input modality opens up opportunities for hands-free
input on small screen devices and also has implications for assistive technologies. The
“sip-and-puff” technique is popular for wheelchair controls [27] and inspires some of this
work. The event set includes blow events as well as other acoustically unique sounds (e.g.,
shoosh, double blow, long blow) produced by modulating the shape of the mouth, tongue
and throat. Non-voice acoustic input on the smartwatch can be subtle, and with the device
in proximity to the mouth, can also be performed quietly or in environments with high
ambient noise.
The event set and applications are designed around familiar metaphors from mouse,
touch and physical interactions. This design consideration facilitates mapping non-voice
acoustic events to intuitive actions on the device. For example, a localized blow on the bezel
can be used to click a corner icon, air swipes are useful for directional commands in the
interface, and sip-and-puff is used to “absorb” content and “deliver” it to another device
or application. The system runs in real-time and can be installed on commodity mobile
platforms that are equipped with a microphone. Further, through a completely passive
watch case modification, our design can facilitate robust recognition of an expanded set of
input events.
This chapter makes the following contributions:
• I describe an interaction technique using non-voice acoustic input for smartwatch
interactions that enables low-cost, hands-free, and rapid input.
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• I introduce the use of passive, 3D-printed smartwatch cases to expand the expressiv-
ity of events by introducing air swipes, circular blows, and bezel blows.
• I provide empirical evidence of the recognition system performance and limitations,
through an initial lab study with 8 participants, an evaluation with 4 participants in-
the-wild, and a follow-up evaluation with 10 participants in-the-laboratory.
6.4 Interaction Techniques with Unmodified Watch
I describe the space of input events I explore with an unmodified smartwatch equipped with
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Figure 6.2: Spectrogram figures for unmodified watch events. The events displayed are:
(A) short blow, (B) double blow, (C) long blow, (D) swipe up, (E) swipe down, (F) clock-
wise blow, (G) shoosh, (H) open exhale, (I)-(J) sip-and-puff.
6.4.1 Directed Blows
The short blow is the most basic event in the set with a quick blow toward the center of
the watch screen. Based on empirical data from pilot studies, the typical length of a short
blow is 200ms. In general, the spectrogram for this event (shown in Figure 6.2A) exhibits
saturation when blowing normally with the device close to the mouth. During evaluation,
I observed 10-20cm to be the typical distance between the mouth and the device while
blowing at the smartwatch. The double blow extends the recognition of a discrete blow
while capturing consecutive short blows directed at the center of the screen, lasting between
400-500ms (see Figure 6.2B). The double blow is analogous to a double click. The long
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blow consists of a continuous blow aimed at the center of the watch screen, typically longer
than 500ms based on pilot study data (see Figure 6.2C). The long blow is analogous to a
press-and-hold interaction from touch events.
6.4.2 Air Swipes
Similar to swipe gestures in touch-based interactions, air swipes are directional events cap-
tured as air passes over the watch screen and wind noise is captured by the microphone
(located at the bottom center of the bezel). Typical length for swipes is 300ms. A swipe
up is a continuous blow from bottom-to-top of the bezel across the screen. Conversely, the
swipe down begins at the top of the bezel and ends at the bottom. See Figures 6.2D-E. A
circular blow is a continuous swipe performed in a clockwise direction around the bezel.
The blow starts and ends at the bottom center of the bezel, where the microphone is located.
Based on training data, I observed circular blows lasting up to 1 second (see Figure 6.2F).
6.4.3 Non-Voice Sounds
A shoosh sound is produced by modulating a blow with curled tongue and pursed lips. A
shoosh is typically used to indicate a form of silence or dismissal in the interface. Typical
length is about 200ms (see Figure 6.2G). An open-mouth consists of the user exhaling
toward the watch screen with their mouth open. This action is similar to fogging your
eyeglasses with your breath. Typical length is about 300ms (see Figure 6.2H). A sip is
performed with pursed lips similar to using a drinking straw. Compared to other events,
the sip is an inhale and can be used to indicate directionality away from the device. A puff
accompanies the sip event. A strong “p” sound distinguishes the puff from a short blow.
Typical length for sip-and-puff is about 200ms (see Figures 6.2I-J).
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6.5 Whoosh
Whoosh runs in real-time on the smartwatch and performs audio recognition on incoming
microphone data.
6.5.1 Theory of Operation
The main parts of voice and acoustic production are the lungs, the larynx or vibrator, and
the resonator system. Air is exhaled out of the lungs and passes through the larynx, which
contains the vocal folds. For blow events, air passes through relaxed folds and lung ca-
pacity determines the forcefulness of the blow. For non-voice sounds, the airstream passes
between the vocal folds as they vibrate between 100Hz to 1kHz. The muscles in the larynx
control the pitch based on the length and tension of the vocal cord. As the folds vibrate,
they produce a buzzing sound at different frequencies, similar to the mouthpiece of a trum-
pet. The resonator system, consisting of the throat, nose, and mouth, alter the pathway to
produce human speech and other sounds, similar to the structures of a musical instrument.
The system focuses on both the wind noise detected by the microphone while blowing,
as well as non-speech human sounds. Depending on the forcefulness of a blow or non-
voice event, proximity to the microphone, and the direction of the user’s mouth, different
phenomena is exhibited. A blow event may produce either a broadband frequency response
through the microphone or exhibit distortion from clipping caused by non-linear behavior
of the electronic components and power supply limitations (Figures 6.2A-F). The system
uses this distortion to its advantage to minimize false positives and uniquely identify par-
ticular events. Other events such as shoosh, open, and sip-and-puff exhibit distinct spectral
patterns with energy up to approximately 10kHz (Figures 6.2G-J). After isolating an event
and extracting features based on its frequency response, the system infers the type and




I use an LG G (Android) Watch with a single microphone located at the bottom center of
the bezel of its 1.65 inch touch screen, as well as a Motorola Droid Turbo (Android) smart
phone to explore multi-device interaction. The microphones on both devices are sampled
at 48kHz using the default microphone source, 16-bit PCM encoding, with no audio gain
or noise suppression. TarsosDSP1 handles audio management and recording. The library
delivers a float[] audio buffer at preset frame intervals for processing in real-time.
Segmentation: This task focuses on determining when an event of interest occurs within
the audio stream. For training purposes, users are prompted to provide input and audio
is recorded for each event individually in 2-second windows. In the offline analysis, I
implement a form of silence detector using a rolling variance to isolate the beginning and
end of the event in each audio file. The pipeline uses a forward and backward threshold
search to account for events with silence occurring during the event (e.g., double blow),
and empirically determine a threshold robust to noise around the event. I then expand the
trimmed window outward around the isolated data by a preset number of frames to ensure
full capture of the event and pass it to the feature extractor. For the real-time pipeline, I use
a silence detector based on the energy of an audio frame (approximately 20ms). I maintain
a buffer of audio frames that comprise an input event and use a heuristic timing threshold
when silence is detected during an actual event (e.g., double blow). Once the event input
buffer is full, the audio data is passed to the feature extractor.
Feature extraction: In order to capture directional events, I divide the segmented signal
into two window slices of equal length. Dividing the audio signal in two halves aids in
capturing salient features occurring about the center of the event. Mel-frequency cepstral
coefficients (MFCCs) are a set of acoustic features modeling the human auditory system’s
non-linear response to different spectral bands. I calculate a 26-dimension MFCC with
band edges from 0Hz to half the sampling rate at 24kHz. I calculate the sum of each MFCC
1https://github.com/JorenSix/TarsosDSP
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coefficient for all frames (20ms frame, 10ms overlap) in each half of the audio signal, with
the energy as the first coefficient. The MFCC vectors for each half add up to a total of
52 features. I use an additional 26 features based on the deltas of the MFCC coefficients.
The features are normalized for classification. I run principal component analysis (PCA)
on these features to facilitate the real-time classification.
Classification: I use a support vector machine (SVM) algorithm trained using Weka’s
sequential minimal optimization (SMO) implementation with a cubic polykernel and de-
fault parameters.
6.6 Discussion & Limitations for Unmodified Watch
During the initial exploration into the design of the event set, I experimented with swipes
in all directions (i.e., up, down, left, and right). Given that I use a smartwatch with a
single front-facing microphone at the bottom center of the bezel, I found intuitively that the
location of the microphone was key to discriminating between events. A continuous blow
approaching from the left or the right and passing over the microphone appear symmetrical,
and thus are difficult to discriminate in the recognizer. In contrast, swipes up and down
begin either at or away from the microphone, making it easier to recognize them as unique
events.
Additionally, I also experimented with localizing directional blows on the arm to the
left and right sides of the watch, as well at the top, bottom, left, and right target areas on the
bezel. In prior work [86], researchers localize up to 5x5 events with a single microphone on
a laptop screen roughly an order of magnitude larger than a smartwatch screen. However,
on our platform, the single microphone and small size of the watch did not provide the
ability to readily disambiguate such inputs. To address these limitations and expand the
Whoosh vocabulary, I design a custom 3D-printed watch case.
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Figure 6.3: FluteCase and interactions. (A) FluteCase designs for both square and round
watch faces, (B) Translucent rendering of the square FluteCase’s 3D model with tube la-
bels, (C) Bezel blows, (D) Air swipes, and (E) Circular blows.
6.7 FluteCase: A Passive 3D-Printed Watch Case
FluteCase is a custom 3D-printed watch case for both square and circular smartwatches
that alters the acoustic response of blowing events on and around the smartwatch. The
case provides a low-cost and entirely passive (meaning no electronics nor battery usage)
means of expanding the range of inputs that are recognized by the system. In this section,
I describe the phenomena and inspiration for the design of a passive modification of the
physical structure of the watch, based on wind instruments and prior work altering the
speaker-microphone pathway on mobile phones [62].
6.7.1 Acoustic Phenomena
When air is blown into a tube-shaped resonator, standing waves are created that cause the
air to vibrate and produce sound. For closed pipe wind instruments like ours, the pitch of
the vibration is determined by the length of the tube. For example, the Greek pan flute
has multiple tubes with different lengths open at one end for blowing and is closed at the
other end. Closed pipe resonators do not require finger operation and their fundamental air






where f is the air resonant frequency, v is the speed of sound, λ = kL is the wavelength,
where k is a constant determined by open or closed pipe and L is the length of the pipe.
Generally, the shorter the pipe is, the higher the resonant frequencies produced.
6.7.2 Design of the FluteCase
I draw inspiration from the structure of closed pipe instruments to design the 3D-printed
FluteCase. I develop both square and round watch versions to suit a variety of commercial
devices (see Figure 6.3A). The cases have 8 closed pipe tubes of different lengths, each
with an open hole. The tubes’ “head” (the end with the open hole) and “tail” (the closed
end) are connected to each other. In the case of a circular smartwatch, the head and tail
form a ring shape around the watch display. A base that fits the shape and size of the watch
bezel attaches tightly to the watch. The eight tubes are designed to resonate at eight distinct
frequencies between 2kHz to 10kHz, allowing blows near particular regions of the watch
face to be readily disambiguated. For replicability, I describe the dimensions of the square
case used during the user evaluation. The overall width, length, and depth of the square
case are 45.60 mm, 51.06 mm, and 5.58 mm, respectively. The diameter of each hole is
4.05 mm. The width of each circular tube is constant at 4.096 mm. The length of each tube
is defined by:
L = 14.956 ∗ 2
i
12 [mm] (6.2)
where L is the length of each tube as a function of i, which denotes the ith tube (labeled
in Figure 6.3B).
6.8 Interaction Techniques with FluteCase
The FluteCase design greatly expands the range of non-voice acoustic interactions with
smartwatches, allowing recognition of an additional 6 swiping blows and 8 bezel blows.
A blow event over each FluteCase hole creates a slightly audible tone generated by the
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airflow entering the resonator tube. I use the same recognition pipeline described for the
unmodified watch scenario, as the segmentation is adaptive to variable event lengths. Bezel
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Figure 6.4: Spectrograms for FluteCase events: (A) swipe left, (B) swipe right, (C) swipe
down, (D) swipe up, (E) clockwise, (F) counterclockwise, (G) bezel blows (labeled on the
figure) starting from the lowest to highest resonant frequency.
6.8.1 Swiping Blows
Blowing over two or more FluteCase holes in a swiping fashion enables six additional
input events. Air swipes are single blows across the watch face traversing two holes in the
following directions: left-right, right-left, top-bottom, or bottom-top. Circular blows are
swipes along the edge of the watch, traversing all holes, in a clockwise or counterclockwise
direction beginning at the bottom center location. The spectrograms for all swiping blows
are shown in Figures 6.4A-F.
6.8.2 Bezel Blows
Bezel blows are discrete events performed by the user in a single-action blowing at one
of the eight holes distributed evenly around the watch case. Corner bezel blows consist
of a continuous blow at one of the four corner targets of the watch case. These events
are: topleft (tl), topright (tr), bottomleft (bl), bottomright (br). The next set of events are
D-pad bezel blows. In this spatial arrangement, a continuous blow is directed at FluteCase
target locations emulating a D-pad keypad configuration. These events are the remaining
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bezel locations: topcenter (tc), centerleft (cl), centerright (cr), and bottomcenter (bc). The
spectrogram for bezel blows starting from the lowest to highest resonant frequency is shown
in Figure 6.4G.
6.9 Evaluation I - Initial Laboratory Study
6.9.1 Study Design
I conducted a technical evaluation of the interaction techniques with an unmodified watch
in the usability lab of our institution. Eight participants (5 male, 3 female, ages 22-34) were
part of the user study. Participants wore the watch on the left hand. To begin, researchers
performed a demonstration of each technique. Participants familiarized themselves with
the data collection application with a practice round. During the evaluation, a visual stim-
ulus was presented to the participant on the watch screen prompting them to perform a
given event. Audio was recorded for 2.5 seconds after the prompt, with a one second pause
between events. Each event was recorded in an individually labeled audio file for segmenta-
tion. The participants performed four rounds of data collection. Participants were allowed
to rest, drink water, remove the watch, or leave the room between sessions if desired.
For the unmodified watch, I evaluated the system for 10 events. In each round, partic-
ipants performed 5 examples for each event. The order of the stimulus was randomized
across each round. In summary, the user study included 8 participants x 10 events x 4
rounds x 5 samples per event for a total of 1600 event samples. I discarded a total of four
instances where the researcher observed the participant perform the wrong event or the
segmentation determined the event was not fully captured within the time window.
I conducted a technical evaluation of the new event set with a FluteCase-mounted smart-
watch using the same device, participants, and pipeline as the previous section. The data
collection for this condition included 8 participants x 14 events x 4 rounds x 5 samples per
event for a total of 2240 event samples. I discarded a total of 61 instances (roughly less than
5 out of 160 samples per event) in which participants either perform the wrong event or the
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event is not fully captured within the time window. I evaluated how the system performed
on a per-user level using 10-fold cross validation and how it generalizes across participants
using leave-one-participant-out analysis.
6.9.2 Per-User Classifiers
I evaluated the technique by applying 10-fold cross validation on each individuals’ col-
lected instances with a SVM polykernel. For the unmodified watch condition, the overall
average per-user accuracy across 8 participants and 10 events is 90.6% (sd=7.3%). P1
achieved the highest accuracy at 98.5% and P5 achieves the lowest accuracy at 85.5%. I
observed that P5 held the device farther from the mouth than other participants, roughly
more than 20cm. The distance away from the mouth results in weaker signals at the micro-
phone making it difficult to distinguish between events. The confusion matrix of the results
is shown in Figure 6.5. The lowest precision of 78.1% was observed for the double blow
event, mostly confused with a short blow. In some cases, participants performed the double
blow quickly, effectively being recognized as a short blow. The shoosh event achieved the
highest accuracy at 98.8%.
For the FluteCase condition, the average accuracy using 10-fold cross validation across
8 users and 14 events is 91.3% (sd=7%). P8 achieved the highest accuracy at 96.4% and
P5 achieves the lowest accuracy at 80.4%. The confusion matrix of the results is shown
in Figure 6.7. The lowest precision of 81.6% was observed for both the clockwise and
counterclockwise events, mostly confused with each other. Both of these are compound
gestures that require blowing over all eight bezel locations. The bottom center event is the
most accurate with an accuracy of 99.4%. I suggest the main reason for the highest accuracy
is that the microphone is located directly underneath the bottom center bezel hole, resulting
in a clearer signal. Swipe down and swipe up event also presented accuracies above 95%
suggesting they could be effective to control up/down actions in the interface.
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Figure 6.5: User dependent confusion matrix averaged across all users (in %) for the un-
modified watch. Rows represent ground truth and columns are predicted values.
Figure 6.6: Leave-one-out confusion matrix averaged across all users (in %) for the un-
modified watch. Rows represent ground truth and columns are predicted values.
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Figure 6.7: User dependent confusion matrix averaged across all users (in %) for FluteCase.
Rows represent ground truth and columns are predicted values.
Figure 6.8: Leave-one-out confusion matrix averaged across all users (in %) for FluteCase.
Rows represent ground truth and columns are predicted values.
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6.9.3 General Classifiers
I also evaluated how the system generalizes across users with initial user independent mod-
els. Preliminary leave-one-participant-out analysis (i.e., test with one participant, train with
the rest) is used with the SVM pipeline (linear polykernel).
For the unmodified watch condition, the system reported an overall accuracy of 71.3%
(sd=7.2%) across 8 participants and 10 events. P7 achieved the highest accuracy at 80.7%
and P4 achieved the lowest accuracy at 62.5%. The lowest precision of 52.5% was observed
for the long blow event, mostly confused with a clockwise event likely based on the similar
time lengths between the events. The shoosh event achieved the highest accuracy at 91.9%
with distinct high frequency energy as compared to other events. Sip achieved the second
highest accuracy at 88.1%. Puff was highly confused with a short blow. For future event
sets, I recommend using a short blow to replace a puff event. Anecdotally, participants
were unsure about how to perform the event, plus its short length and saturation of the
microphone leads to confusion with the short blow. The confusion matrix of the results is
shown in Figure 6.6.
Similarly for FluteCase, preliminary leave-one-participant-out analysis across 8 par-
ticipants and 14 events results in overall accuracy of 79.7% (sd=9.9%). P4 achieved the
highest accuracy at 88.2% and P5 achieved the lowest accuracy at 59.2%. The lowest pre-
cision of 55.4% was observed for the swipe right event, mostly confused with a swipe left
and left events. In some cases, participants may not blow directly into or over the intended
FluteCase hole, leading to confusion. The bottomcenter event achieved the highest accu-
racy at 98.7% with the microphone located at the bottom bezel. There was also significant
confusion between the clockwise and counterclockwise events. Completing these events
requires blowing over all FluteCase holes in either direction. The classifier expects to see a
sequence of increasing or decreasing resonant frequencies which are not present if the user
misses one of the holes. The confusion matrix of the results is shown in Figure 6.8.
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6.10 Evaluation II - Activation Event In-The-Wild for the Unmodified Watch
I have demonstrated the recognizer is capable of discriminating events with the in-lab study
and the technique is feasible on smartwatches available today with and without a modified
watch case. This section focused on determining the feasibility of using a double blow
event and an unmodified watch for activation events in-the-wild.
To minimize unintentional activation during real-world use, activation events are de-
signed to distinguish intentional interactions from everyday activities. Activation events
should ideally be extremely resistant to false positives while achieving high recognition
rates [95]. Once the system is activated, all other input events are recognized. I design
an activation trigger consisting of a double blow. While double blow presents some con-
fusion with the classifier (see Figure 6.5), I believe it would be robust against detecting
noise based on its acoustic signature. I present results for false negatives with double blow
performed in-the-wild by 4 participants, and false positives with noise only recorded by 4
researchers.
6.10.1 False Positives (fp)
I recorded smartwatch ambient data where there is no intentional input from 4 researchers
on this project. In total, I recorded 11hr:36min of ambient audio at 48kHz sampling rate.
The dataset was meant to be representative of a “day in the life” of a smartwatch wearer.
The audio recordings captured audio walking outdoors, meetings occurring indoors, and
other ambient noise. The data collection was limited only by the battery life of the smart-
watches used, and the longest recording was approximately 3 hours on a LG G Watch. I
apply a highpass filter above 15kHz to isolate any activation event that exhibits clipping
and remove most ambient noise below 4-7kHz. I then apply a peak detection algorithm
to identify double blow events. The recognizer mislabels noise as a double blow event 15
times, resulting in a 1.3 fp/hour rate. Most confusion was observed during hand washing
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at the sink and several forceful coughs near the device. Figure 6.9 highlighs false positives
detected during hand washing at the sink and several forceful coughs near the device. It is
possible to mitigate false positives by only listening for command gestures for a short and
fixed period of time after activation. The system can then quickly deactivate to decrease
the chances that a false positive command is detected after a false positive activation.
6.10.2 False Negatives (fn)
I recruited 4 participants from the first technical evaluation to perform the double blow ac-
tivation gesture in-the-wild. I asked each participant to wear the watch for at least 4 hours
during the day and perform the double blow when prompted. An application on the de-
vice prompted participants by vibrating the watch and presenting on-screen instructions to
perform the blowing event. Prompts were delivered using a random Poisson process with
an average delivery time of 4 minutes. To preserve battery and privacy, the application
recorded only one minute of audio data after prompting the user. In total, the four partici-
pants were prompted 174 times. I discarded 22 missed instances where the participant did
not perform the event, based on visual analysis and acoustic inspection of the data. The
peak detection search algorithm correctly identified the double blow 149 out of the remain-
ing 152 instances, resulting in 98.0% accuracy. Figure 6.10 highlights audio recording for
a double blow event in-the-wild. The double blow saturates the microphone in the first few
seconds of the prompt. Speech between a participant and another person are captured in
the remaining one minute of audio.
6.11 Evaluation III - Laboratory Study
I conducted a second in-the-laboratory study to assess the repeatability of the results from
the first technical evaluation. Additionally, this evaluation focused on enhancing the per-
formance of the recognition system, primarily on enabling user independent or general
classification. To that end, I introduced additional instructions to the participant with a
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Figure 6.9: Figure highlighting false positives detected during hand washing at the sink
and several forceful coughs near the device.
Figure 6.10: Figure highlighting audio recorded for a double blow performed in-the-wild.
The double blow saturates the microphone as seen a few seconds after the prompt. The
remaining audio file consists of speech data between the participant and a friend for one
minute.
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training video meant to be provide consistency and repeatability in performing events. I
also compare the results of the SVM algorithm with a HMM-based modeling pipeline.
6.11.1 Study Design
I conducted a technical evaluation of the interaction techniques in the usability lab of our
institution. Ten participants (7 female, 3 male, ages 18-25) were part of the user study.
Participants wore a commodity LG G watch on the left hand. To begin, the researcher
played an instructional video on a laptop in front of the participant which described proper
arm/hand placement and demonstrated examples of how to perform each acoustic event.
Participants familiarized themselves with the data collection application with a practice
round. A researcher provided feedback as they perform each event. During the evaluation,
a visual stimulus was presented to the participant on the watch screen prompting them to
perform a given event. Audio was recorded for 3.5 seconds after the prompt, with a one
second pause between events. Each event was recorded in an individually labeled audio file
for segmentation. The participants performed four rounds of data collection. Participants
were allowed to rest, drink water, remove the watch, or leave the room between sessions if
desired.
For the unmodified watch, I evaluated the system for 10 events. In each round, partic-
ipants performed 5 examples for each event. The order of the stimulus was randomized
across each round. In summary, the user study included 10 participants x 10 events x 4
rounds x 5 samples per event for a total of 2000 event samples. I discarded a total of 138
instances where the researcher observed the participant perform the wrong event or the
segmentation determined the event is not fully captured within the time window.
I conducted a technical evaluation of the event set with a FluteCase-mounted smart-
watch using the same device, participants, and pipeline as the previous section. The data
collection for this condition included 10 participants x 14 events x 4 rounds x 5 samples
per event for a total of 2800 event samples. I discarded a total of 147 instances in which
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participants either performed the wrong event or the event was not fully captured within
the time window because the participant performed the event early or late.
6.11.2 Approaches to Enhancing Performance
Instructional Training Video
To ensure consistency of the instructions given across participants, I prepared an instruc-
tional video on how to acoustically and physically perform the acoustic events for both
the unmodified watch and FluteCase. The instructional training video provides both visual
and audio feedback on each of the acoustic events, and includes suggestions on the recom-
mended proper placement of the arm (approximately 10-20 cm from the mouth). The video
includes a researcher demonstrating how to perform each of the acoustic events three times
from two different vantage points - side view and user-facing third person view. The video
runs approximately 5 minutes long and was played for participants at the beginning of
the evaluation. Figure 6.11A-C show video frames extracted from the participant training
video.
Figure 6.11: Video frames extracted from the Whoosh participant training video. A re-
searcher demonstrates how to use Whoosh. A) Frontal view to perform an acoustic event
for the unmodified watch; B) Frontal view to perform an acoustic event for the FluteCase;
and C) Side view shows the suggested placement of the arm 10-20 cm away from the mouth
and how to perform a swipe down event.
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Modifications to Data Collection Application
There are two modifications made to the smartwatch data collection application used in the
previous laboratory evaluation. The modifications were designed to enhance performance
and minimize errors by participants. The first modification is the expansion of the audio
recording window from 2.5 seconds to 3.5 seconds. The change was made to ensure that the
entire acoustic event could be captured within the time window. The application provides
instructions on what acoustic event to perform and feedback on how many events have
been completed. The second modification to the application is the addition of a progress
bar indicating the elapsed recording time of 3.5 seconds. The user is instructed by the
researcher to attempt to perform the acoustic event when the progress bar is approaching
the center of the screen (or 50% of the recording window) to avoid audio captured too early
or too late within the window.
6.11.3 Per-User Classifiers
I evaluate how the system performs on a per-user level using the previously described SVM
pipeline. Features used in this section are MFCC coefficients with 20 ms window length
and 10 ms overlap. I evaluate the technique by applying 10-fold cross validation on each
individuals’ collected instances.
For the unmodified watch condition using SVM (linear polynomial kernel), the best
overall average per-user accuracy across 10 participants and 10 events is 91.8% (sd=7.3%).
P9 achieved the highest accuracy at 96.9% and P1 achieved the lowest accuracy at 84.7%.
I present the confusion matrix of the results in Figure 6.12. The shoosh event once again
achieved the highest accuracy at 100%. The lowest precision of 83.2% was observed for
the puff event, always confused with a shortblow. The two events are similar in length and
appear the same if the microphone is saturated. There was some confusion between single
and double blow. In practice, I observed the classification can be improved if there is a
clear pause between each of the blows in the double blow.
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For the FluteCase condition using SVM (cubic polynomial kernel), the best average
accuracy using 10-fold cross validation across 10 users and 14 events is 92.7% (sd=7.2%).
P5 achieved the highest accuracy at 97.5% and P7 achieved the lowest accuracy at 83.9%.
I present the confusion matrix of the results in Figure 6.13. The lowest precision of 87.6%
was observed for the bottom right which is mostly confused with bottom left due to its
proximity to each other. Clockwise and counterclockwise exhibited confusion with each
other. To perform these events, the user needs to ensure they blow into each of the holes as
they traverse the bezel. Targeted blows and a slower movement around the bezel could help
ensure higher accuracy. The bottom center event was the most accurate with accuracy of
100%. I suggest the main reason for the highest accuracy is that the microphone is located
directly underneath the bottom center bezel hole, resulting in a clearer signal. Overall, all
other events are accurate above 90%.
6.11.4 HMM Modeling
In this section, I present details on modeling the acoustic events using HMMs offline for
user independent leave-one-participant-out analysis. Each audio file is trimmed using the
variance detector described earlier in the chapter. Before passing the data to the HMM
pipeline, I calculate features for all audio recordings collected during the second evalu-
ation. A feature set of 26-dimension Mel-frequency cepstral coefficients (MFCCs) with
band edges from 0Hz to half the sampling rate at 24kHz is calculated for every audio frame
in the dataset. A standard window size of 20 ms and 10 ms overlap is used. A feature
vector per file is calculated for the HMM pipeline. The rows indicate the number of audio
frames in the recording after trimming for silence. The columns are the 26 MFCC feature
coefficients calculated in each audio frame per row.
The feature vector, x,
x = (MFCC1,MFCC2, ...,MFCC26) (6.3)
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Figure 6.12: User dependent confusion matrix averaged across all users (in %) for the
unmodified watch. Rows represent ground truth and columns are predicted values.
Figure 6.13: User dependent confusion matrix averaged across all users (in %) for Flute-
Case. Rows represent ground truth and columns are predicted values.
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is used for training the HMMs for the entire system. HereMFCC is one of the cepstral
coefficients calculated per audio frame. Training and testing of the HMMs is done using
HTK 3.4.1 [120].
I use a single topology to model all acoustic events for both the unmodified watch and
FluteCase. The topology consists of an 8-state HMM with skip states between states 1-
>5 and 5->8. A graphical representation of the HMM topology is shown in Figure 6.14.
Although regular speech recognition utilizes three states per phoneme, the topology is de-
signed to capture the complexity span between simple events such as a short blow with the
unmodified watch case and more complex events such as a clockwise event with the Flute-
Case. For example, in the FluteCase condition, an acoustic event may require blowing
sequentially over a series of bezel targets.
Figure 6.14: The HMM topology used for each acoustic event with 8 states and two skips
between states 1->5 and 5->8.
To model each state, I used a Mixture of Gaussians (MoG). In a MoG HMM, the prob-
ability distribution function (PDF) learnt to represent each state is a weighted sum of Gaus-
sians. This technique allows more freedom in approximating PDFs. I experimented with
the number of Gaussians and ultimately used a single mixture to represent the data with a
mean of 0 and standard deviation of 1. Due to a limited amount of training data, higher
number of mixtures would not converge and could not be used. All states were represented
using diagonal covariance matrices. The best set of parameters were chosen to finalize the
models. The grammar used is shown in Equation 6.4. There are additional “START” and
150
“END” states to model the pause before and after the acoustic event is uttered.
grammar = (START $phrase END) (6.4)
6.11.5 General Classifiers
I also provide a comparison of how the system generalizes across participants using leave-
one-participant-out analysis with two algorithms, the previously described SVM pipeline
and a newly introduced Hidden Markov Model (HMM) pipeline described above. Below,
I present leave-one-participant-out analysis (i.e., test with one participant, train with the
rest) using both pipelines. The results are calculated using MFCC feature vectors with 26
coefficients, 20 ms window length, and 10 ms overlap.
SVM Pipeline
For the unmodified watch condition using SVM (linear polynomial kernel), the system
reports an overall accuracy of 82.1% (sd=6.8%) across 10 participants and 10 events. P7
achieves the highest accuracy at 89.6% and P4 achieves the lowest accuracy at 70.0%. I
present the confusion matrix of the results in Figure 6.15. The lowest precision of 66.9%
is observed for the clockwise event, mostly confused with a long blow event. Based on the
length of the event, it is possible that the two events would be confused with each other. The
puff event is once again highly confused with the short blow event and I recommend not
including this event in future event sets. The shoosh and sip events are the most accurate at
99.5% and 97.8%, respectively.
For FluteCase using SVM (linear polynomial kernel), leave-one-participant-out analy-
sis across 10 participants and 14 events results in overall accuracy of 84.3% (sd=7.3%). P5
achieves the highest accuracy at 94.6% and P7 achieves the lowest accuracy at 74.5%. The
confusion matrix of the results is shown in Figure 6.17. The lowest precision of 67.7% is
observed for the top center blow event, mostly confused with a right bezel blow event. I
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hypothesize that the orientation and placement of the arm may lead to blows targeted at a
particular hole to be directed to adjacent or neighboring holes. For example, as in the case
of the right bezel target and the top center. Bringing the watch closer to the mouth may
make it easier to aim at particular targets. The bottom center event achieves the highest
accuracy at 98.9% which is consistent across other conditions. Other events worth noting
are swipe up and swipe down at 92.7% and 93.8%, respectively.
HMM Pipeline
For the unmodified watch condition, the system reports an overall accuracy of 79.9%
(sd=11.2%) across 8 participants and 10 events. P7 achieves the highest accuracy at 90.2%
and P2 achieves the lowest accuracy at 56.4%. The lowest precision of 58.1% is observed
for the long blow event, mostly confused with a short blow event. The shoosh and sip events
achieve the highest accuracy at 97.9% and 97.8%, respectively. The shoosh exhibits dis-
tinct high frequency energy and the sip is characterized by an inhale action. The confusion
matrix of the results is shown in Figure 6.16.
Similarly for FluteCase, preliminary leave-one-participant-out analysis across 8 partici-
pants and 14 events results in overall accuracy of 78.6% (sd=6.8%). P5 achieves the highest
accuracy at 89.9% and P9 achieves the lowest accuracy at 65.0%. The lowest precision of
64.1% is observed for the top left event, mostly confused with a clockwise event. The
bottomcenter event achieves accuracy of 94.7% with the microphone located at the bottom
bezel. The two most accurate events are left blow and swipe up at 96.9%. The confusion
matrix of the results is shown in Figure 6.18.
Best Case Models Using SVM
I re-evaluated the SVM classification results using the user-independent models with a sub-
set of two, three, and five out of all possible gestures to find the best case models for the
commodity watch (10 events total) and FluteCase (14 events total). I calculate all com-
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Figure 6.15: Leave-one-out confusion matrix across all users (in %) for the unmodified
watch using SVM. Rows represent ground truth and columns are predicted values.
Figure 6.16: Leave-one-out confusion matrix across all users (in %) for the unmodified
watch using HMMs. Rows represent ground truth and columns are predicted values.
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Figure 6.17: Leave-one-out confusion matrix across all users (in %) for FluteCase using
SVM. Rows represent ground truth and columns are predicted values.
Figure 6.18: Leave-one-out confusion matrix across all users (in %) for FluteCase using
HMMs. Rows represent ground truth and columns are predicted values.
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binations of the gesture labels (i.e., A choose B) to find a subset and perform leave-one-
participant-out validation across all participants with the resulting labels only. In general,
there were multiple combinations with comparable accuracies, so I only report the combi-
nation of gestures that could most intuitively be used in the design of a control interface.
For two input actions, the commodity watch presents accuracy of 100% for the double
blow and shoosh events. The FluteCase results in 100% accuracy for the right bezel blow
and counterclockwise events. For three input actions, the commodity watch achieves ac-
curacy of 99.6% (sd=0.4%) for clockwise blow, puff, and shoosh. The FluteCase results
achieve 99.4% (sd=1.3%) for a top left bezel blow, left bezel blow, and a clockwise blow.
For five input actions, the commodity watch achieves accuracy of 94.1% (sd=4.8%) for
the shoosh, short blow, sip, swipe up, and swipe down events. The combination of these
gestures could be used to navigate an interface with swipes and perform selection with
a shoosh, short blow, and/or sip. For FluteCase, the system achieves accuracy of 94.3%
(sd=4.9%) for swipe right, and bezel blows at the top left, top center, top right, and bottom
center.
6.11.6 Discussion
I have presented user-dependent results for the SVM pipeline and user-independent leave-
one-participant-out results for the SVM and HMM pipelines. Overall, the per-user accuracy
of the system using SVM is 91.8% for the unmodified watch and 92.7% for FluteCase.
Results indicate that there is a subset of gestures (e.g., shoosh, short blow, swipe up, swipe
down) that would enable a useful set of input actions for the smartwatch. The focus of
this work is to demonstrate a proof of concept system and highlight the possibilities of the
recognizer with a broad set of acoustic events.
Leave-one-out results across both pipelines are encouraging, yet not as promising as
the user dependent results. In general, the SVM pipeline should exhibit better performance
with non-directional blow events (e.g., short blow, bezel blows, etc.) and HMMs are ex-
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pected to excel with dynamic or directional acoustic events (e.g., air swipes, clockwise,
counterclockwise, etc.). A subset of gestures can be used to determine best case models
and achieve accuracies above 90% for user-independent usage.
In the unmodified watch condition, the SVM pipeline outperforms HMMs for the fol-
lowing events: long blow and surprisingly swipe down. Most of the energy of the swipe
down event is concentrated around the microphone at the bottom center of the bezel, thus
appearing like a non-directional event. The HMM outperforms or presents comparable per-
formance in the following events: swipe up, clockwise, short blow. Across the SVM and
HMM pipelines, shoosh and sip are the most accurate events. In the FluteCase condition,
the SVM pipeline outperforms HMMs for the following events: bottom left, bottom right,
long blow, and again swipe down. The HMM outperforms or presents comparable perfor-
mance in the following events: swipe up, top center, and left bezel blow. Across the SVM
and HMM pipelines, shoosh and sip are the most accurate events.
The HMM modeling is based on a single 8-state topology for the entire acoustic event
set (unmodified watch and FluteCase). It is possible that by designing custom topologies
per condition and per gesture, the overall accuracy of the HMM pipeline would increase
and the performance of dynamic gestures would improve. The exercise of further tuning
the pipeline and parameters is left for future work.
In general, the results in this chapter demonstrate the promise of Whoosh as an ex-
pressive interaction technique for smartwatches. As shown above, a subset of the gestures
presented lead to higher accuracies and may be sufficient for a majority of desired input
actions on the device.
6.12 Demonstration Applications
I implement several demonstration applications that highlight the potential for Whoosh
interactions, with both the unmodified watch and FluteCase. I refer the reader to the video2
2https://www.youtube.com/watch?v=Hhhchw7PweU
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accompanying this work for live demonstrations of each application.
6.12.1 Unmodified Watch Applications
Notifications: Quick access to notifications or quick actions without having to use a mobile
phone is arguably one of the most compelling features of a smartwatch. The notifications
app shows examples of how Whoosh facilitates such interactions. The app enables discrete
selection between one or two buttons on-screen. I use the event recognizer to silence or
dismiss an incoming call notification with a shoosh event, and answer the call with a single
blow acknowledgment.
Authentication: A person can also use a sequence of Whoosh events as an additional
layer of security on their devices. The smartwatch can automatically lock whenever the user
removes it from the wrist. In the application, a lock screen pops up and a pre-determined
sequence of Whoosh events is used to unlock the device. Whoosh events on the watch
could also be used as a physical authentication challenge to complete a purchase on another
device (e.g., mobile phone or desktop).
Speech + Whoosh: Whoosh events can be combined with speech to create a mixed
interaction modality. In the messaging application, a user dictates the content of a text
message and uses Whoosh events to manipulate the text. A long blow is used to backspace
and a short blow is used to send the message when complete. The user quickly mode
switches between speech and Whoosh input using a double blow, or could potentially use
a flick of the wrist.
Multi-Device Handoff : When Whoosh is run in parallel on both the smartwatch and
phone, it can enable a robust set of multi-device events. For example, I explore interactions
between the watch and the phone held in the same hand. Inspired by the stitching technique
[49] and Duet [20], I support two multi-device events: watch-to-phone and phone-to-watch
sip-and-puff. Sip-and-puff provides an intuitive metaphor to transfer tasks from one de-
vice to another. In the demonstration, a sip event on the watch “absorbs” content on the
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watch screen and a puff event remotely delivers the content to the phone. This allows, for
instance, a user who receives an email notification on the watch to transfer and view the
entire message on a larger device.
6.12.2 FluteCase Applications
Maps: Whoosh enhances navigation on a map by providing the following actions. Panning
the map is enabled by bezel blows. In the application, the map shifts in the direction
towards the FluteCase hole that the user blows. Continuously blowing into the same hole
could keep the map moving in that direction. A total of eight panning directions are enabled
with the FluteCase. Zooming is enabled by circular blows. In the demonstration, a circular
blow in the clockwise direction will zoom in the map while the counterclockwise direction
will zoom out. An air swipe up or down allows the user to traverse layers of hierarchical
content. In the application, a swipe down reveals the various map views (e.g., satellite,
terrain) and a swipe up returns up the stack.
Application Shortcuts: Smartwatches are intended to minimize the time between intent
and action [6]. In the demonstration, eight app icons are displayed on the watch home
screen aligned with the FluteCase holes. The user blows at any of the FluteCase target
locations to open the associated app on the watch itself or potentially on the mobile phone.
6.13 Discussion and Future Work
Using audio for interaction can always present potential privacy concerns as the device
may capture spoken input from the user. Whoosh focuses on non-speech audio recognition
based on extracted features and does not store any raw audio. Furthermore, the Whoosh
recognizer is lightweight and runs in real-time on the device. Thus, I do not require sending
audio to the cloud for additional computational power and processing.
Whoosh is well-suited as a complementary input modality for smartwatches. A multi-
modal approach enables more complex and potentially parallel forms of input. “Chording”
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or combining Whoosh events with touch, speech, or motion provides a new set of fluid
interactions. One potential example includes “clutch” mechanisms. An air swipe might be
used to trigger sending an SMS. A flick of the wrist after the event could cancel, or a touch
down during the event could immediately confirm the intended action. Such a mechanism
provides a lightweight confirmation step for microinteractions that are irreversible.
The Whoosh recognizer running on a commodity watch without modification enables
various simple microinteractions. FluteCase enables an expanded set of interactions but
requires modifying the physical structure of the watch. To achieve a richer vocabulary,
there is a trade-off between passive approaches such as FluteCase and other solutions at the
hardware level. Potential opportunities, which I have not yet explored, include increasing
the number of microphones or altering microphone placement.
I have begun exploring the use of Whoosh in-the-wild. The initial evaluation of the
activation event with the unmodified watch assesses false positives and negatives. The
segmentation is tuned to be robust to noise (as demonstrated in our video figure). For
future work, I want to further assess how environmental sounds, such as wind and other
unforeseen ambient noise, may potentially impact the system. I could also redesign the
FluteCase to minimize the pathway for ambient sounds. Improving the machine learning
pipeline could also address these issues. User variability across events is another challenge.
Personalization of the classification models to dynamically incorporate new users’ data may
improve user independent performance.
6.14 Contributions
I present a summary of the Whoosh system and its contributions using this dissertation’s
research goals. Figure 6.19 presents a summarized version.
Goal 1: Achieving expressiveness through a spectrum of interaction events and wear-
able interfaces
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• Type of Interface and Purpose of Interaction
Whoosh is a non-voice acoustics interface. The system enables rapid microinterac-
tions and can supplement speech for notification-response, command, and activation
gestures.
• Number of Unique Input Actions
A total of 10 and 14 events are supported. A commodity watch supports a total of 10
events with no modifications, and the addition of a 3D-printed watch case provides
an additional 14 non-voice acoustic events.
• Information Transfer Rate
The information transfer rates range between 0.87 to 1.04 bps for the FluteCase and
commodity watch, respectively.
• Applications
For the commodity watch, applications include: multi-device interactions, an au-
thentication app, a D-Pad controller, a music player, and a mixture of speech plus
Whoosh use cases. For the FluteCase, applications include: maps navigation and
bezel shortcuts.
Goal 2: Enabling rapid speed of interaction and reducing the time between intention
and action
• Time Between Intention and Action
The time between intention and action (i.e., setup time) is 1.5 to 2 seconds. Whoosh
requires the user to raise the arm and bring it close to the mouth, resulting in up to 2
seconds of setup time.
• Speed of Interaction
The interaction can be completed within approx. 2 to 3 seconds. Recognition uses a
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segmented window with on-device processing suitable for microinteractions. Longer
windows are required for more complex events.
Goal 3: Expanding the practicality of one-handed input techniques and form factors
• Level of Instrumentation
Level of instrumentation is low to medium. Acoustic signals can be detected on a
commodity watch with no added instrumentation and enhanced with a passive 3D-
printed case attached to the watch. No instrumentation of the fingers is needed.
• Prototype Readiness for Deployment
A 3D-printed watch case can be shrunk and embedded into the watch’s bezel or the
commodity watch can be used. For the FluteCase, the prototype is rated TRL 4 for a
small scale prototype used in the laboratory. For the commodity watch, the system is
rated TRL 6 for a prototype system used in the laboratory and in-the-wild.
Goal 4: Building robust detection approaches for multiple users and everyday activities
• Accuracy of Technique
The user-independent accuracy of the technique is reported here for the best case
models. Whoosh with the commodity watch achieves 99.6% for a subset of 3 events.
The FluteCase achieves 99.4% for a subset of 3 events. More details about the best
case models with a subset of events and models with all events are reported in the
chapter.
• Usage Across Multiple Users
The system supports both user-independent and user-dependent models. Classifi-
cation is robust with individual per-user training. User-independent models with a
subset of gestures are stable across users.
• Support During Everyday Activities
Medium to High support. The technique is robust to ambient noise, in particular for
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events that saturate the microphone. Low false positive and negative rates for the
double blow event in-the-wild.
6.15 Summary
In this chapter, I present Whoosh which is a sensing technique that uses non-voice acoustic
input for microinteractions on smartwatches. The system exploits the unique signature of
sounds generated by the user to enable low-cost, hands-free, and rapid input on commodity
devices. I evaluated the offline performance of the unmodified watch recognizer with a
total of 18 participants and 10 events in two separate lab studies. The recognition system
achieves 90.6% and 91.8% user-dependent accuracies in the first and second evaluations
respectively using a SVM classifier. The system achieves 71.3%, 82.1% and 79.9% user-
independent accuracy using leave-one-participant-out in the first evaluation using SVM,
using a SVM in the second evaluation, and using HMMs in the second evaluation, respec-
tively. Using FluteCase, the 3D-printed passive case around the smartwatch, I alter the
acoustic response captured by the microphone to enable 14 additional interactions. I evalu-
ated the offline performance of FluteCase with a total of 18 participants and 14 events in two
separate lab studies. The recognition system achieves 91.3% and 92.7% user-dependent ac-
curacies in the first and second evaluations using a SVM classifier. The system achieves
79.7%, 84.3% and 78.6% user-independent accuracy using leave-one-participant-out in the
first evaluation using SVM, using a SVM in the second evaluation, and using HMMs in the
second evaluation, respectively. For live demonstration, the system detects and classifies
non-voice acoustic signals in real-time on the device. I conclude with a set of example
applications that highlight the technique and demonstrate the design space and opportuni-
ties enabled by Whoosh. Whoosh addresses research goals across expressiveness, speed,
practicality and robustness factors, and its contributions are summarized in Figure 6.19.
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Wearable computing devices enable people to access the world’s information at a glance.
A user can glance at an incoming text message, respond to that message with a voice
command, and control their music on-the-go using touch. Touch and speech are the key
driving interaction modes for wrist-worn and head-based devices today. However, these
input modalities may not be appropriate or desired in many situations where hands are
busy or the person is not able to interact due to a physical disability. Input can be enhanced
by facilitating use in situations where the watch hand or no hands are needed.
In this dissertation, I describe one-handed input techniques for wearable computing
using acoustic and inertial sensing that I have designed, developed, and evaluated. In this
chapter, I revisit my thesis, summarize the research goals driving this work, highlight the
key contributions of each system, and present final remarks.
7.1 Thesis
In this dissertation, I developed multiple interaction techniques and algorithms using wrist-
and finger-worn sensors to enable one-handed input. Specifically, the systems and experi-
ments presented in this dissertation address my thesis statement, which reads as follows:
One-handed input recognized using on-body inertial and acoustic sensing can enable an
expressive, fast, practical, and robust modality for wearable computing.
To demonstrate my thesis, I highlight four main aspects of wearable computing inter-
actions that I explore across three systems: expressiveness, speed, practicality, and robust-
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ness.
In Chapter 4, I explored the broad set of possible thumb and finger gestures by incorpo-
rating additional instrumentation of the thumb and wrist using inertial sensing. The direct
instrumentation of the thumb enabled a highly expressive set of gestures with over 30 pos-
sible gestures, across two hardware iterations. The additional instrumentation results in a
less practical but custom-designed solution that could prove to be more comfortable and
useful in the future for long term use. Finally, the interaction is robust for per-user classifi-
cation. However, the large set of gestures and current dataset/features are not as robust for
use across different people.
In Chapter 5, I introduce the use of correlation between a person’s thumb movement
and on-screen stimuli with the first instance of a rhythmic mimicry technique for wrist-
worn wearables using sensors in the device. The technique supports binary selection within
seconds and is less expressive than the other systems in this dissertation. However, the
technique is practical and does not require calibration or machine learning. It is also robust
across users and by its nature user-independent.
Lastly, in Chapter 6, I demonstrate that non-voice acoustics can enable a fast, low-cost,
and expressive way of providing input to the smartwatch with 24 total acoustic events.
The technique is practical for deployment on commodity smartwatches and robust to usage
across multiple users and physical settings.
Below I present an overall summary of how each project meets the research goals stated
at the beginning of the dissertation.
7.2 Summary of Research Goals
I approached this dissertation through four research goals and using three different interac-
tion techniques as case studies. The research goals of this dissertation are:
• Goal 1: Achieving expressiveness through a spectrum of interaction events and wear-
able interfaces
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• Goal 2: Enabling rapid speed of interaction and reducing the time between intention
and action
• Goal 3: Expanding the practicality of one-handed input techniques and form factors
• Goal 4: Building robust detection approaches for multiple users and everyday activ-
ities
I frame and characterize the systems in this dissertation using the research goals below:
Goal 1: Achieving expressiveness through a spectrum of interaction events and wear-
able interfaces
• Type of Interface and Purpose of Interaction
– Thumby: Finger-Level Motion Gesture Interface
Inertial sensing of the wrist and thumb eliminates smartwatch occlusion and
provides a broad set of notification-response and command gestures.
– SynchroWatch: Synchronous Gesture Interface
SynchroWatch is a synchronous gesture interface. The system uses rhyth-
mic mimicry of thumb movements to on-screen stimuli which can be detected
within 3 seconds and used for notification-response and command gestures.
– Whoosh: Non-Voice Acoustics Interface
The system enables rapid microinteractions and can supplement speech for
notification-response, command, and activation gestures.
• Number of Unique Input Actions
– Thumby: Total of 37 unique gestures using separate models
The first iteration of Thumby supports up to 12 thumb-to-phalange pinches, 8
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drawing thumb gestures on the palm of the hand, and 9 taps/swipes/flick ges-
tures. The second iteration supports 8 gestures including taps, swipes, and other
thumb-and-wrist gestures.
– SynchroWatch: 2 to 4 events
The technique is designed to support binary selection of two blinking targets.
A separate flick of the wrist gesture can be used to alternate between two pairs
of targets for selection of up to 4 events.
– Whoosh: 10 and 14 events
A total of 10 or 14 events are supported. A commodity watch supports a total
of 10 events with no modifications, and the addition of a 3D-printed watch case
provides an additional 14 non-voice acoustic events.
• Information Transfer Rate (ITR)
The ITR [80] is dependent on the accuracy of the technique, the number of total input
actions supported, and the interactions per second.
– Thumby:
The information transfer rates range between 0.69 to 1.15 bps for Thumby v1
and Thumby v2, respectively.
– SynchroWatch:
The information transfer rate is 0.18 bps. The value is relatively lower than
other systems based on the number of input actions supported (i.e., only binary
selection).
– Whoosh:
The information transfer rates range between 0.87 to 1.04 bps for the FluteCase




For Thumby v1, I have developed applications include controlling music on
a smartwatch, a navigational controller for Google Glass, and alphanumerical
input app using T9. Other envisioned applications are detailed for smartwatch
input with Thumby v2.
– SynchroWatch:
Smartwatch applications I have developed include demonstrations of answering
and dismissing a phone call, scrolling through text or UI cards, and controlling
your music player.
– Whoosh:
For the commodity watch, the applications I have built include multi-device
interactions, an authentication app, a D-Pad controller, a music player, and a
mixture of speech plus Whoosh use cases. For the FluteCase, applications in-
clude maps navigation and bezel shortcuts.
Goal 2: Enabling rapid speed of interaction and reducing the time between intention
and action
• Time Between Intention and Action
– Thumby: Approx. 2 seconds
Recognition is performed using a segmented window of sensor data and analy-
sis off-device, both offline and online.
– SynchroWatch: 1.5 to 2 seconds
SynchroWatch is slightly slower than touch swiping but only requires one hand.
– Whoosh: Approx. up to 2 seconds
The time between intention and action (i.e., setup time) is 1.5 to 2 seconds.
Whoosh requires the user to raise the arm and bring it close to the mouth, re-
sulting in up to 2 seconds of setup time.
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• Speed of Interaction
– Thumby: Approx. 2 seconds
Recognition is performed using a segmented window of sensor data and analy-
sis off-device, both offline and online.
– SynchroWatch: 3 seconds or more
The interaction can be completed within 3 seconds or more. A correlation-
based technique with a threshold and user performance determines the time to
trigger the binary selection. SynchroWatch is slightly slower than touch swiping
but only requires one hand.
– Whoosh: Approx. 2 to 3 seconds
The interaction can be completed within approx. 2 to 3 seconds. Recognition
uses a segmented window with on-device processing suitable for microinterac-
tions. Longer windows are required for more complex events.
Goal 3: Expanding the practicality of one-handed input techniques and form factors
• Level of Instrumentation
The level of instrumentation is a subjective measure of the amount and type of hard-
ware required to enable the interaction technique, ranging from low to high. The
measure is based on the current state of the prototype, not necessarily the final de-
sign.
– Thumby: High
An active inertial sensor is worn on the thumb and paired with a smartwatch to
capture the absolute orientation and movement of the thumb and wrist.
– SynchroWatch: Medium
Level of instrumentation is medium. Rhythmic thumb movement can be cap-
tured using only a passive magnetic ring worn on the thumb, which alters the
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magnetic field around the smartwatch. No battery power or wireless connectiv-
ity is necessary.
– Whoosh: Low to Medium
Level of instrumentation is low to medium. Acoustic signals can be detected on
a commodity watch with no added instrumentation and enhanced with a passive
3D-printed case attached to the watch. No instrumentation of the fingers is
needed.
• Prototype Readiness for Deployment
– Thumby: TRL 4 and TRL 5
The wired thumb ring (Thumby v1) requires an external laptop for process-
ing (TRL 4 for a small scale prototype used in the laboratory). The battery-
powered and wireless inertial thumb ring (Thumby v2) pairs with a smartwatch
in a slightly bulky form factor (TRL 5 for a large scale prototype used in the
intended environment).
– SynchroWatch: TRL 5
The prototype readiness for deployment is rated TRL 5, which corresponds to
a large scale prototype used in its intended environment. A 3D-printed case
houses a neodymium magnet and could be designed as a fashionable accessory
in the future.
– Whoosh: TRL 4 and TRL 6
A 3D-printed watch case can be shrunk and embedded into the watch’s bezel
or the commodity watch can be used. For the FluteCase, the prototype is rated
TRL 4 for a small scale prototype used in the laboratory. For the commodity
watch, the system is rated TRL 6 for a prototype system used in the laboratory
and in-the-wild.
Goal 4: Building robust detection approaches for multiple users and everyday activities
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• Accuracy of Technique
– Thumby: 90.1% for 4 pinches & 90.7% for thumb gestures
Thumb-to-fingertip pinches and thumb gestures with thumb- and wrist-worn
sensors achieve the highest interactive accuracy rates. Other interactions and
accuracies are described in Chapter 4.
– SynchroWatch: 85% accuracy with correlation threshold within 3 seconds
Detection of thumb synchronous is correlation dependent. See full details in
Chapter 5.
– Whoosh: 99.4% to 99.6% for best case models
The user-independent accuracy of the technique is reported here for the best
case models. Whoosh with the commodity watch achieves 99.6% for a subset
of 3 events. The FluteCase achieves 99.4% for a subset of 3 events. More
details about the best case models with a subset of events and models with all
events are reported in Chapter 6.
• Usage Across Multiple Users
– Thumby: User-dependent
The system is currently user-dependent. Classification is robust with individual
per-user training. User-independent models are not stable across users (< 30%
accuracy) with the current data set and features used.
– SynchroWatch: User-independent
SynchroWatch is a user-independent system. Detection of thumb synchronous
correlation offline and online is dependent on correlation coefficient thresholds
that are user-independent.
– Whoosh: User-independent
The system supports both user-independent and user-dependent models. Clas-
171
sification is robust with individual per-user training. User-independent models
with a subset of gestures are stable across users.
• Support During Everyday Activities
– Thumby: Medium
Classification is robust to various levels of global motion during sitting and
walking, using a combination of wrist- and thumb-worn inertial sensors. Thumby
v1 results are reported using an online version of the system. Thumby v2 re-
sults are based on offline analysis and further work is required to build an online
system.
– SynchroWatch: High
Detection of thumb synchronous correlation offline and online is robust during
walking, browsing, and sitting activities. The detection is only supported when
the arm is raised and interface is in the user’s field of view.
– Whoosh: Medium to High
The technique is robust to ambient noise, in particular for events that saturate
the microphone. Low false positive and negative rates for the double blow
event in-the-wild. High support for the commodity watch and medium for the
FluteCase.
7.3 Final Remarks
Wearables bring computing closer to the senses and enable a unique experience that seeks
to provide information at a glance, reduce the time between intent and action, and enable
new types of on-body interaction and sensing opportunities. I presented three interaction
techniques that facilitate input for microinteractions on wrist-worn devices using acoustic
and inertial sensing. These interactions lie on a spectrum of input possibilities from binary
to multi-target selection, using varying levels of instrumentation of the watch and fingers,
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along with both machine learning and non-ML techniques. As on-body computation and
sensing continues to improve, the opportunities to support new input techniques and situa-
tions will continue to evolve. This dissertation provides a set of interaction techniques and
a framework for designing and evaluating new modalities that future wearable computing
researchers and designers may build upon.
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