We present the complete electroweak one-loop corrections to top-pair production at a linear e + e − collider in the continuum region. Besides weak and photonic virtual corrections, real hard bremsstrahlung with simple realistic kinematical cuts is included. For the bremsstrahlung we advocate a semi-analytical approach with a high numerical accuracy. The virtual corrections are parametrized through six independent form factors, suitable for MonteCarlo implementation. Alternatively, our numerical package topfit, a stand-alone code, can be utilized for the calculation of both differential and integrated cross sections as well as forward-backward asymmetries.
Introduction
At a future linear e + e − collider with a centre-of-mass energy above 350 GeV, one of the most important reactions will be top-pair production well above the threshold (i.e. in the continuum region), e + + e − → t +t .
(1.1)
Several hundred thousand events are expected, and the anticipated accuracy of the corresponding theoretical predictions should be around a few per mille. Of course, it is not only the two-fermion production process (1.1), with electroweak radiative corrections (EWRC) and QCD corrections to the final state that has to be calculated with high precision. Additionally the decay of the top quarks and a variety of quite different radiative corrections such as real photonic bremsstrahlung and other non-factorizing contributions to six-fermion production and beamstrahlung have to be considered. Potentially, new physics effects also have to be taken into account. For more details on the general subject of top physics, we refer the reader to [1] and, for top-pair production, to the recent collider studies [2, 3, 4] and references therein. The electroweak one-loop corrections will be a central building block in any precision study of top-pair production. Also it might well be that for most of the physics a phenomenological study of the two-particle (top-pair) production cross section will be sufficient, thus avoiding to deal too much with many-particle final states observed in the detectors [5, 6, 7, 8, 9] . For these reasons, we recalculated the complete set of electroweak contributions, including real hard photon corrections. Several studies on this topic are already available in the literature. In [10, 11] , the complete O(α) corrections, including hard photon radiation, are calculated. The virtual and soft photon corrections both in the Standard Model and in the minimal supersymmetric Standard Model are determined in [12, 13] , and (only) in the Standard Model in [14] . Experience proves that so far it was difficult to get a satisfactory numerical comparison based on articles or computer codes without contacting the corresponding authors. Due to the importance of the process, for future applications, it is therefore necessary to provide a common basis and accessible documentation. Thus we aim, with the present write-up, to carefully document the one-loop radiative corrections for the process (1.1) 1 , with the publicly available Fortran program topfit [17, 18] , and with the sample Fortran outputs. In the mean time, we compared our calculations in detail with the results of two collaborations [19, 20] . 2 In this article, we sketch in short our calculation and present some typical numerical results applicable at typical Linear Collider energies.
Conventions and Cross Sections
In lowest order perturbation theory the process e + e − → tt can be illustrated by the two Feynman diagrams of Fig. 2 .1. For convenience we introduce the following abbreviations:
1)
2)
In the Feynman gauge the matrix elements corresponding to Fig. 2 .1 are: 1 The situation with massless fermion-pair production is much better due to the efforts related to LEP physics; see [15, 16] and the references therein. 2 Another series of numerical comparisons with the authors of [14] was started in September 2001; see also [21] . Figure 2 .1: Feynman diagrams for the process e + e − → tt in Born approximation.
4)
with v f = T 3 f − 2 Q f sin 2 θ w 2 sin θ w cos θ w , (2.6)
where T 3 f is the quantum number corresponding to the third component of the weak isospin, e Q f the electromagnetic charge, and θ w the weak mixing angle.
We parametrize the radiative corrections by means of form factors. Defining the following four matrix elements 8) with G 1 = 1 and G 5 = γ 5 , the Born amplitude can be written in a compact form:
The form factors are Besides (2.8), we find at one-loop level three further basic matrix element structures (in the limit of vanishing electron mass):
with 18) and respectively sixteen scalar form factors F ij a in total. An alternative notion uses the helicity structures,
etc., with L, R = (1 ∓ γ 5 )/2. The interferences of these matrix elements with the Born amplitude have to be calculated. Only six of these interferences are independent, e.g. M ij 1 , M 3 11 and M 3 51 , 3 i.e. we have the following 10 equivalences :
In the massless limit (m t → 0) , only M 1 and M 2 will contribute to the cross-section, and it can be expressed in terms of the Born-like structures M 1 exclusively. We introduce the variables
29)
Based on the relations (2.20 to 2.27 ) the virtual corrections can be expressed in terms of six independent, 3 We are grateful to D. Bardin and P. Christova for drawing our attention to this simplification.
modified, dimensionless form factors F ij 1 , F 11 3 , F 51 3 : is avoided. The factor 1/(16π 2 ) is conventional.
In the numerical program, helicity form factors are calculated as well. They are defined as follows:
40)
41)
42)
At the end of this introductory section, we would like to give the relation of our form factors to those used in the literature for pair production of massless fermions. In that case, only the four form factors F ij 1 contribute. They have to replace, in the massless limit, the form factors ρ and κ f , which are conventionally used to renormalize the muon decay constant and the weak mixing angle and are precisely defined in [22, 23] . We rewrite the matrix element M 1 in such a way that it gives exactly the Born Z amplitude (2.5) when the four form factors ρ et , κ e , κ t , κ et are set equal to 1:
From here, it is easy to derive the relations between the form factors F ij 1 in an (L,R) or (1,5) basis and ρ et , κ e , κ t , κ et , respectively:
45)
47)
Three process-dependent effective weak mixing angles sin 2 θ eff w and the weak coupling strength κ eff are obtained by inverting these relations:
For the simplest approximations with factorizing, universal weak corrections, the κ e , κ t , and √ κ et become equal, real and constant (independent of process and kinematics); for more details see for instance the discussion of the weak corrections in [15, 16] and references therein. There, also the important influence of higher order corrections is considered.
Virtual Corrections
The virtual corrections come from self-energy insertions, vertex and box diagrams, and from renormalization. A complete list of the contributing diagrams may be found in [19] . By means of the package DIANA [24, 25, 26] we generated useful graphical presentations of the diagrams and the input for subsequent FORM [27, 28] manipulations. With the DIANA output (FORM input), we performed two independent calculations of the virtual form factors, both using the 't Hooft-Feynman gauge.
For the final numerical evaluations we used two Fortran packages: FF [29] and LoopTools [30] . Both have been taken from the corresponding homepages, and LoopTools was slightly adapted: one infrared C 0 was added and the DB 1 was used only for photon mass λ = 0.
In the package FF, the Passarino-Veltman tensor decomposition of the amplitudes [31] is defined in terms of the external momenta of the diagrams, while in LoopTools this decomposition is performed in terms of internal momenta and the latter are later expressed in terms of the external ones. The resulting linear relation between the corresponding form factors is given in Appendix A. Both the ultraviolet (UV) and the infrared (IR) divergences are treated by dimensional regularization, introducing the dimension d = 4 − 2ǫ and parametrizing the infinities as poles in ǫ. The UV divergences have to be eliminated by renormalization on the amplitude level, while the IR ones can only be eliminated on the cross-section level by including the emission of soft photons. For the IR divergences we have alternatively introduced a finite photon mass, as is foreseen in FF, yielding a logarithmic singularity in this mass. Agreement to high precision was achieved for the two approaches.
Because the calculation of one-loop corrections for two-fermion production is well known, we do not present a detailed prescription of the calculations. We perform the renormalization closely following [32] . On the other hand, we want to fix some cornerstones and sketch the renormalization and show the UV-divergent parts of all the contributing diagrams, such that their cancellations can be deduced. The treatment of the IR divergences will be discussed in more detail because of the interplay with real photonic corrections. Finally, concerning the finite parts, we refer to the Fortran program topfit. We only mention that we did not perform a complete reduction of the various scalar functions to A 0 , B 0 , C 0 , and D 0 , since this is not needed for a purely numerical evaluation.
The self-energy diagrams
We have to renormalize the UV singularities of the self-energies of the photon and the Z boson, and also that of their mixing. Since the counter terms from wave-function and parameter renormalization must exhibit Born-like structures, it is clear from the very beginning that a cancellation of UV divergences can only occur in terms of single propagator poles. The double poles, which originally occur in the self-energy diagrams, are cancelled by mass renormalization. This we want to stress for the following, by allowing only single poles in the self-energy contributions. Thus the photon self-energy and the Z self-energy diagrams take the form
In the γ-Z mixing diagrams, a partial fraction decomposition of the product (1/s)1/(s − M 2 Z ) is performed, but no subtraction:
3)
We give the UV-divergent parts of the renormalized self-energies (for definitions, see Appendix B):
Three families of fermions are assumed. The UV-divergent terms of the self-energies are independent of the fermion masses, but this is, of course, not true for the finite contributions. The form factors are easily deduced from the above representations. The photon self-energy, for instance, contributes to F 11 1 only:
The vertex diagrams
From the initial-state vertex corrections, form factors F
The resulting form factors can be extracted, e.g.
The box diagrams
ZZ, Zγ and γZ box diagrams contribute to all form factors F ij 1 to F ij 4 introduced in (2.14) to (2.18), while the W W box diagram contributes only to F ij 1 . The pure photonic box diagrams contribute only to F 11 a and F 55 a . Simple power counting shows that there are no UV divergences from the boxes. The IR divergences will be discussed in Section 3.5 and Appendix C.
The counter-term contributions
Finally we have to take into account the contribution from the counter terms of Appendix B, where we also introduce some of the notation to be used in the following. With these the photon exchange becomes:
Analogously, for the Z exchange
It is again easy to collect from the above expressions the corresponding contributions to the form factors F 11 1 to F 55
1 . The contributions to, say, F 11 1 from the counter terms are:
The resulting 1/ǫ terms may be read off in Appendix B.
The sum of all the 1/ǫ terms listed in the foregoing subsections for the form factors F ij 1 , i, j = 1, . . . , 4, has been shown to finally vanish separately for the photon and the Z pole of the s-channel propagator:
Infrared divergences
In topfit, we have incorporated two weak libraries. One uses the package LoopTools [30] , and the other one the package FF [29] . With these two options, we have a variety of internal cross checks at our disposal. The photonic virtual corrections contain infrared divergences. They appear as singular behaviour of classes of one-loop functions. One may follow several strategies to handle them in a numerical calculation. The simplest one is to blindly give the task to the library for numerical calculation of the one-loop functions and then control the infrared stability numerically in the Fortran program. Both packages allow for this approach; LoopTools with dimensional regularization or with a finite photon mass, while FF treats loop functions with finite photon mass only.
In addition, we checked the IR stability in two ways explicitly. In the library based on FF, we simply took a small but finite photon mass and directly applied FF without simplifying any tensor functions. Several analytic checks were also performed. In the other one, we isolated in all the scalar functions the IR divergence explicitly and the cancellations with the divergences from bremsstrahlung corrections (see Section 4.3) were controlled both analytically and numerically.
In Appendix C, we fix the notation and discuss the basics of the treatment of IR divergences. In the rest of this section, we simply give a list of the divergent parts of the form factors:
From the renormalization of the fermion self-energies (wave function renormalization factors) :
From the vertex corrections (index f = e, t):
These form factors combine in the cross-section with the initial-and final-state soft photon corrections to an infrared-finite contribution. For instance, the pure photonic parts contribute only toF 11 1 . The resulting IR-divergent cross-section contribution in (2.37),
is compensated with (4.76) and (4.77).
A little more involved are the box diagram contributions. As a typical example, we show the photonic box parts. The direct box gives:
with
From these expressions, the form factors (2.31) to (2.35) get contributions: 31) and all the others vanish. Analogously, from the crossed photonic box diagram:
From these expressions, the form factors (2.31) to (2.35) get contributions: 36) and again all the others vanish. The resulting cross-section contributions become 37) and are compensated with (4.78).
In Appendix C we show the relevant scalar functions explicitly.
Real Photonic Radiative Corrections

The three-particle phase space
The reaction e
is the one which in reality always takes place, even if for soft photons the 'elastic' Born cross-section can be a good approximation without taking into account the radiated photons. Here we introduce the final-state phasespace parametrization: for convenience of notation, the top physical momenta q 2 = −p 2 , q 3 = −p 3 are used here. We will not neglect the electron mass systematically, p 2 1 = p 2 4 = m 2 e , and β 0 = 1 − 4m 2 e /s. Our semi-analytical integration approach with physically accessible observables as integration variables may be used to set benchmarks and to control the numerical precision to more than four digits. Their choice is constrained by the observables we want to predict, notably the angular distribution and certain cross-section asymmetries. Basically we follow the approach proposed in [33, 34] and extend the required formulae to the massive fermion case.
There is not too much found in the literature for the radiative production of massive fermion pairs. Thus, we will discuss the kinematical details with some care, since they define the integration boundaries of our numerical integration program.
In (2.1) and (2.3) we defined t and u for two-particle production. With the additional photon in the final state, we have to be more specific and will use the following definitions:
Additionally, the following invariants will be used:
The squares of all three-momenta in the centre-of-mass system can be expressed in terms of a set of λ functions:
where we use λ(x, y, z) = x 2 +y 2 +z 2 −2(xy+xz+yz) and the relation 4p 2
The phase space of three particles in the final state is five-dimensional. This means that only five of the ten scalar products (those introduced already: s, T, U, s ′ , Z i , V i , plus W 1,2 = 2p 1,4 q 2 ) built from the five momenta are independent. In fact, the following relations hold
We use the first of relations (4.12) in order to substitute V 1 everywhere in favour of V 2 as already done in (4.9). Since we do not consider transversally polarized initial particles, an integration of the cross section over the corresponding rotation angle is trivially giving a factor 2π and we are left with four non-trivial phase space variables.
For the calculation of the forward-backward asymmetry, the angle θ between the three-momenta oft and e + is used, in accordance with (4.3). Further, the energies E t , Et, and E γ are 'good' variables. As mentioned before, they can be expressed in terms of the invariants s ′ and V 2 :
14)
15)
The scattering angle in the centre-of-mass system may now be expressed by invariants:
As will be seen later, the two invariants s ′ and V 2 also describe the angles between any pair of final-state particles. Therefore, we choose them to parametrize the phase space. Finally, the fourth integration variable will be the azimuthal angle of the photon φ γ . The coordinate system is chosen such that thet moves along the z axis and the beam axis is in the y-z plane. The four-momenta of all particles can then be written as follows:
18)
The φ γ and θ γ are the azimuthal and polar angles of the photon. The expression for cos θ γ (and also that for | q 3 |) can be obtained from 23) and again depends only on s ′ and V 2 . The differential bremsstrahlung cross section (4.2) takes the form
In the last step, dimensionless variables are introduced:
The integration boundaries are either trivial (φ γ and cos θ) or can be found from the condition that the three threevectors p, q 2 , q 3 form a triangle with the geometrical constraint cos 2 θ γ ≤ 1. The four integration variables vary within the following regions:
If the order of integrations over r and x is interchanged, their boundaries are 
The kinematic regions of r and x are shown in Fig. 4 .1(a) for massless (r m = 0) and in Fig. 4 .1(b) for massive (r m = 0) final fermions. At the kinematic boundaries, the three-momenta p, q 2 , q 3 are parallel. Further, there are three special points where exactly one of the three three-momenta vanishes In the massless case, r m = 0, the three points A, B and C are located at the corners of the kinematic triangle, A = (0, 1), B = (0, 0), C = (1, 0). From (4.14)-(4.16) it follows that the photon energy is maximal at the left edge, coinciding with the x-axis; the fermion energy is maximal at the lower edge, coinciding with the r-axis; and finally the energy of the anti fermion is maximal at the third edge.
Energy cuts
Cuts on the energy of the final state particles are of importance for two reasons: they are being applied in the experimental set-ups, and for the photon we have to identify the soft photon terms in order to combine them with virtual corrections for a finite net elastic cross section. The lower hard photon energy (being also the upper soft photon energy) is
All three energy cuts are deduced from (4.14) to (4.16). The photon energy is related to r by Figure 4 .2: Triangle of the three-momenta of fermion, anti fermion and photon. and the limits to be imposed are
Constraining the fermion energies leads to cuts on x: 
Angular cuts
The scattering angle θ is the angle betweent and e + . This angle is one of the integration variables and is constrained directly:
Additional angular cuts deserve a study of the (r, x) parameter space. To be definite, we will always consider the kinematic bound of r for an arbitrarily chosen value of x. The directions of the final-state particles define three angles θ tt , θ tγ , and θt γ ; as shown In Fig. 4 .2. The acollinearity angle ξ is defined by
The condition ξ ≪ 1 restricts the events to a Born-like kinematics: the fermions are back to back and only soft photons or photons collinear to one of the final fermions are allowed. Using the above formulae, the acollinearity angle ξ is expressed in terms of the invariants x and r:
(4.43) Equation (4.43) can readily be derived considering the scalar product q 2 q 3 or alternatively the triangle of the threemomenta of the final particles in Fig. 4 .2, with account of the relations (4.11) between λ functions and absolute values of three-momenta. In this case only the lower bound of r is changed. The constraint to the kinematic region acts in a way similar to a cut to hard photons. This is clear from the topology of events with high acollinearity: the fermion and anti fermion fly approximately in one direction and must recoil against a hard photon. For stronger acollinearity cuts, constraints of the kinematic area arise also for values of x below the point B. In this case the allowed range for r splits in two regions. The first region extends from the lower kinematic border to the smaller solution of (4.43), while the second region extends from the larger solution of (4.43) to the upper kinematic border. The analytic treatment of the acollinearity cut for the massless case was also discussed in [35, 36, 23, 37] . In a similar way as explained for the acollinearity angle, the two angles θ tγ and θt γ can be expressed in terms of the two invariants r and x:
Although physically the situation for a cut on θ tγ is equivalent to a cut on θt γ , the symmetry is broken because we had to make a choice between V 1 and V 2 . The constraint on θ tγ leads to a quadratic equation in x and r, while that for θt γ is quadratic in x and of fourth order in r. In the massless case, the constraints to θ tγ become a bilinear equation in r and x, describing a hyperbola with a symmetry axis, which is rotated by an angle π/4 relative to the r axis. The massless limit of (4.45) leads to a constraint on θt γ , which is linear in x and quadratic in r, describing a hyperbola with a symmetry axis, which is rotated by an angle of π/8 relative to the x axis. The kinematic regions for different values of the angle θ tγ are shown in Fig. 4 .4. All lines intersect at the points A and C. The exclusion of events with small angles θ tγ excludes regions near the edge x = 1− r. These kinematic regions correspond to events with large anti fermion energies, (compare Fig. 4.1) . Technically, a constraint of the angle θ tγ from below changes the upper bound of r in the kinematic region for a fixed x. The lower bound of r is unchanged by this cut.
Finally, the kinematic regions for different values of the angle θt γ are shown in Fig. 4 .5. All lines intersect at the points B and C. The exclusion of events with small angles θt γ excludes regions near the r axis. These kinematic regions correspond to events with large fermion energies, (compare Fig. 4.2) . Technically, a constraint of the angle θt γ from below affects the kinematic region only for some x below a certain value. For these x and for massless fermions, the integration region of r is split into two regions. The first region extends from the lower kinematic border to the smaller solution of (4.45), and the second one extends from the larger solution of (4.45) to the upper kinematic border. For massive fermions, the cutting out of small angles θt γ changes only the lower bound of r as far as x is below the point B. For a harder cut on θt γ , the kinematic region is also affected for values of x, larger than the x coordinate of the point B. For a fixed x and finite m t , two regions of r near the kinematic border are then allowed, while some region in the "middle" is cut out by the constraint. This is similar to the situation in the massless case.
Radiative differential cross sections
For massless fermions, typically a threefold analytical integration of the radiative contributions to fermion pair production with realistic cuts may be performed, see [36, 23, 35] and references quoted therein. For massive pair production, everything becomes non-trivial and, in the end, we decided to perform only the first integration analytically, that over φ γ . This leaves three integrations at most for a numerical treatment. Our practice proved that the accuracy and speed are absolutely satisfactory for our needs of calculating benchmarks and physics case studies.
For this reasons, and in order to make everything well-defined, we now have to collect the singly analytically integrated contributions to be used in a subsequent numerical calculation.
We will use a notation for the couplings with some flexibility not needed in the Born case: 
where
With these conventions, the Born cross section becomes
The cross section for e + e − → ttγ subdivides in the gauge-invariant subsets of initial-state radiation, final-state radiation and the interference between them. Explicit expressions for the totally differential cross section may be found in [37] . The integration over φ γ is not too complicated and in fact we could simply use existing tables of integrals [33, 34, 37] . This first integration is unaffected by the cuts discussed and has to be performed with an exact treatment of both m e and m t .
The cross section for initial-state radiation after the integration over φ γ is
55)
56)
The cross section for final-state radiation after the integration over φ γ is
The cross section for the interference between initial-and final-state radiation after the integration over φ γ is
Soft photon corrections
The four-dimensional integration of the bremsstrahlung contributions is divergent in the soft-photon part of the phase-space and is treated in d dimensions. One starts from a reparametrization of the photonic phase-space part with Born-like kinematics for the matrix element squared. To obtain a soft photon contribution we have to take the terms of the bremsstrahlung amplitude without p 0 ≡ E γ ≤ ω in the numerators. In this limit, s ′ approaches s and the soft contribution to the differential cross section takes the form
and
The scalar products have to be taken according to Born kinematics, i.e. the expressions (4.6) and (4.7) become
From here we see that I sof t is constructed to be independent of E γ . Substitute now, with d = 4 − 2ǫ, ǫ < 0,
We introduce the abbreviation for the infrared divergence
The infrared divergence can also be regularized by introducing a finite photon mass λ:
The last integral over ξ = cos θ γ is trivial for the products Z i Z j and V i V j , since they contain only one angle; one may thus identify either ξ = cos θ p or ξ = cos θ q . In the initial-final interference, one may introduce a Feynman parameter
Then, (pk ij ) 2 = E 2 γ s(1 − β ij cos θ ij ) 2 /4 and identify now ξ = cos θ ij . Further,
The final result is
and analogue definitions for T ↔ U . We calculate the finite interference part given in (4.78) numerically, but have shown the agreement with Eq. (3.64) of [38] :
In this section we present the numerical results of the electroweak one-loop calculation to the process e + e − → tt . We have performed a fixed-order α calculation, i.e. no higher order corrections such as photon exponentiation have been taken into account.
For the numerical evaluation we assume the following input values [20, 19, 18] : Two packages, namely FF [29] and LoopTools [30] have been used for the numerical evaluation of the loop integrals.
In Fig. 5 .1, we present the differential cross section for various generic values of √ s. It can be seen that for rather high centre-of-mass energies the characteristic features of a massive fermion pair production become less prominent. At √ s = 3 TeV the differential cross section of electroweak radiative corrections starts to exhibit collinear mass singularities at the edges of phase space. Those are cured by applying a cut on s ′ . In general it can be seen that the effects of radiative corrections are more dramatic for top-pairs produced close to the direction of the beam. For the TESLA range of centre-of-mass energies, backward scattered top quarks give rise to slightly larger corrections than forward scattered ones [19] . For higher energies this effect is more or less washed out.
In Table 5 .1 to 5.3 we present a complete set of form factors entering the cross-section calculation. The form factors given correspond to the minimal set of independent form factors possible for a two-to-two process with two massless and two massive fermions in the initial and final state respectively, and are defined with respect to the 'naturally' arising form factors in Eq. Table 5 .1 for √ s = 3 TeV.
In Fig. 5 .2 we present the total integrated cross section as a function of √ s. From the previous discussion it is clear that the effect of radiative corrections is less dramatic in the total cross section, since the effects above and below the Born cross section are averaged out. Finally the forward-backward asymmetry of the total integrated cross section can serve as a good observable to determine the effects of radiative corrections. Towards higher energies, the effects become distinctively. In summary our calculation shows that for the next generation of linear colliders with centre-of-mass energies above √ s = 500 GeV, electroweak radiative corrections modify the differential as well as the integrated cross section within the experimental precision of a few per mille. The package topfit provides the means to calculate those corrections and allows predictions for various realistic cuts on the scattering angle as well as on the energy of the photon.
Appendices
A Translation of Tensor Decompositions
On the left-hand side we give the Passarino-Veltman functions, used in [29] , according to the tensor decomposition of Feynman diagrams with respect to external momenta as systematically introduced in [31] . On the right-hand side we follow the corresponding notation in the LoopTools package [30] , with λ = 0. There are also sign differences reflecting different notions of metrics.
(A.7)
(A.14)
(A.17)
B Renormalization
A detailed formulation of renormalization of fermion pair production can be found in various textbooks, e.g. [39] .
To complete the documentation of our calculation we present some relations resulting from the application of an on-mass-shell renormalization, closely following [32] . They had been used to derive the formulae given in Section 3.
After the renormalization of the boson self-energies: we have to use the following expressions:
The divergent parts of those renormalized self-energies were given in (3.7). For the mixing angle renormaliza-
Among the free parameters of the theory we have, only one coupling constant e, using g sin θ w = g ′ cos θ w = e = 4πα em (0) (B.5)
The electric charge renormalization differs in pure QED and electroweak theory e 2,ren = 4πα em (0) 1 + 2 δe e (B.6)
The wav-function renormalization factor Z f is obtained from the fermion self-energy Σ f , with
The resulting Z factor is:
In the Fortran program, we leave the treatment of IR divergences to the packages used for the calculation of one-loop integrals. Additionally, we checked analytically their cancellation. For this purpose, we isolated them in the few IR-divergent scalar integrals contributing to the process e + e − → tt .
One-loop infrared divergences are due to the exchange of a photon between two massive particles, which occur also as external (on-shell) ones.
Wave function renormalization yields IR-divergent contributions DB 0 and DB 1 , the on-mass-shell derivatives of B 0 and B 1 (w.r.t. the external momentum squared). From 5 . (C.
The UV divergences cancel at the right-hand side and the IR divergence is traced back to DB 0 . We mention for completeness that the similar function DB 1 (m 2 ; 0, m 2 ) ≡ The finite, small photon mass λ is defined according to (4.70). Finally, IR-divergent functions from the photonic box diagrams, D 0 , , D µ , and D µν , have to be considered. We indicate for the direct two-photon box, shown in Fig. .4 , how the singularities can be isolated. The key ingredient for this method [31] is the following identity:
(C.8)
.
For m 1 = m 3 = 0, evidently the numerator of the first of the three terms makes it an IR-finite contribution and the other two are C 0 functions. To demonstrate more explicitely the procedure we select the above diagram (see Fig. .4) and obtain (see also [40] ): Only one scalar function has to be calculated, and in the limit of vanishing m e we find From the crossed box diagram, we get another function, D 0 , with t in Eq. (C.10) replaced by u. When combining virtual and soft corrections, the singularities of these functions are cancelled against the divergent parts of (4.78).
The vector and tensor functions may be treated quite similarly: To cross-check the result, we isolated the IR-divergent parts also with another approach, where the tensor integrals are reduced to scalar ones by means of recurrence relations [41, 42] . The divergent contributions hidden in the tensor integrals manifest themselves in the form of the three IR-divergent scalar functions C 0 introduced above, namely (C.5) for self-energies, (C.6) for vertices, and (C.10) for boxes, correspondingly.
