A vertex i of a graph G = (V, E) is said to be controlled by M ⊆ V if the majority of the elements of the neighborhood of i (including itself) belong to M . The set M is a monopoly in G if every vertex i ∈ V is controlled by M . Given a set M ⊆ V and two graphs G1 = (V, E1) and G2 = (V, E2) where E1 ⊆ E2, the monopoly verification problem (mvp) consists of deciding whether there exists
Preliminaries
Given two graphs G 1 = (V, E 1 ) and G 2 = (V, E 2 ) such that E 1 ⊆ E 2 , we say that G = (V, E), where E 1 ⊆ E ⊆ E 2 , is a sandwich graph for some property Π if G = (V, E) satisfies Π. A sandwich problem consists of deciding whether there exists some sandwich graph satisfying Π. Many different properties may be considered in this context. In general, the property Π is non-hereditary by (not induced) subgraphs (otherwise G 1 would trivially be a solution, if any) and non-ancestral by supergraphs (otherwise G 2 would trivially be a solution, if any.) As discussed by Golumbic et al. [7] , sandwich problems generalize recognition problems arising in various situations (when G 1 = G 2 , the sandwich problem becomes simply a recognition problem.)
One of the most known sandwich problems is the chordal sandwich problem, where we require G to be a chordal graph (a graph where every cycle of length at least four possesses a chord -an edge linking two non-consecutive vertices in the cycle). The chordal sandwich problem is closely related to the minimum fill-in problem [19]: given a graph G, find the minimum number of edges to be added to G so that the resulting graph is chordal. The minimum fill-in poblem has applications to areas such as solution of sparse systems of linear equations [15] . Another important sandwich problem is the interval sandwich problem, where we require the sandwich graph G to be an interval graph (a graph whose vertices are in a one-to-one correspondence with intervals on the real line in such a way that there exists an edge between two vertices if and only if the corresponding intervals intersect.) Kaplan and Shamir [8] describe applications to DNA physical mapping via the interval sandwich problem. In this work we consider a special kind of sandwich problem, the max-controlled set problem (mcsp) [11], which is described in the sequel.
Given an undirected graph G = (V, E) and a set of vertices In order to defined formally the mcsp, we first define the monopoly verification problem (mvp) : given a set M ⊆ V and two graphs G 1 = (V, E 1 ) and G 2 = (V, E 2 ), where E 1 ⊆ E 2 , the question is to decide whether there exists a set E such that E 1 ⊆ E ⊆ E 2 and M is a monopoly in G = (V, E) . If the answer of the mvp applied to M , G 1 , and G 2 is No, we then consider the mcsp, whose goal is to find a set E such that E 1 ⊆ E ⊆ E 2 and the number of vertices controlled by M in G = (V, E) is maximized.
The mvp can be solved in polynomial time by formulating it as a network flow problem [11] . If the answer to the mvp is No, then a natural alternative is to solve the mcsp. Unfortunately, the mcsp is NP-hard, even for those instances where G 1 is an empty graph and G 2 is a complete graph. In [11] a reduction from independent set to the mcsp is given. In the same work, an approximation algorithm for the mcsp with ratio 1 2 is presented. The notion of monopoly has applications to local majority voting in distributed environments and agreement in agent systems [1, 6, 10, 13, 16, 17] . For instance, suppose that the agents must agree on one industrial standard between two proposed candidate standards. Suppose also that the candidate standard supported by the majority of the agents is to be selected. When every agent knows the opinion of his neighbors, a natural heuristic to obtain a reasonable agreement is: every agent i takes the majority opinions in N [i]. This is known as the deterministic local majority polling system. In such a system, securing the support by the members of a monopoly M implies securing unanimous agreement. In this context, the motivation for the mcsp is to find an efficient way of controlling the maximum number of objects by modifying the system's topology.
