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1. INTRODUCTION 
We consider here a special matrix 
E 
A= , I I em 
where E is the node-arc incidence matrix [Berge, 11, of a connected 
digraph G = (N, M) with the set of n nodes N, and m arcs M, and e, 
an m-vector of all ones. Thus A is a matrix for which each column has 
exactly three entries, two + l’s and one - 1. 
In this paper we establish conditions on the graph G which will result 
in the unimodularity of the matrix A. Also, by establishing a relationship 
between the values of determinants of submatrices of A and the cycle 
and path structure of the digraph, necessary and sufficient conditions 
for the existence of a hamiltonian path and cycle in the digraph G are 
established. Also a generalization of the theorem above is obtained, and 
used to give necessary and sufficient conditions for the total unimodularity 
of 0, f 1 matrices. 
2. DEFINITIONS 
In this paper we use mostly, the standard graph theory terminology 
of Berge [l] and, since the definitions are quite well known, they are 
given with a minimum of explanation. 
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A digraph G = (N, M) consists of a set of n nodes N, and m arcs M 
consisting of ordered pairs of elements of N, and thus each arc has an 
orientation. An elementary path is an ordered sequence of at least 2 
nodes, such that for each pair of adjacent nodes ?zi and tie, either (~zi, nz) 
or (n,, ni) is an arc. A hamiltonian path is an elementary path of n nodes 
such that for each pair of adjacent nodes ni and x2, (n,, ~a) is an arc. An 
elementary cycle is a path with all but the first and last nodes distinct. 
A hamiltonian cycle is an elementary cycle of n nodes, and such that for 
each pair of adjacent nodes n, and vze, (ni, nz) is an arc. As usual, a tree 
is a connected digraph which has no cycles, and a forest a collection of 
trees. The nullity of a digraph is the minimal number of arcs which, when 
removed, destroy all cycles in the digraph. 
We now state some definitions relative to this work. 
An arbitrary matrix A is called K-modular if and only if every square 
submatrix B of A satisfies - K < det(B) < + K, and K is the least such 
number. Here det(B) is the determinant of the matrix B. For k = 1, 
we recall that the above is the definition of a unimodular matrix [2]. 
The module of an elementary cycle is the absolute value of the difference 
between the number of arcs oriented clockwise and the number of arcs 
oriented counterclockwise in the cycle. In a similar way the module of 
an elementary path is defined as the absolute value of the difference 
between the number of arcs oriented in the direction of traverse and 
the number of arcs oriented in the opposite direction. For example, the 
module of the cycle and path in Fig. 1 is 2. 
FIG. 1. 
Module number, k, of a digraph is the largest module of an elementary 
path or a cycle in the digraph. Thus, if a hamiltonian cycle exists, the 
module number of the graph is n. 
We now prove that A is k-modular when k is the module number of 
the graph G. 
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of A, there corresponds, in 
node-arc incidence matrix 
E’ 
B= 
[ 1 el 
a unique way, a digraph determined by the 
We shall call this the graph associated with B. 
LEMMA 2.1. Any nonsingular submatrix B(1 x 1) of A having for its 
last row e, (the l-row vector of all ones) corresponds to either 
(;I 
a &graph of nullity zero, OY 
a &graph of nullity one. 
Proof. Since B is nonsingular, it has one of the two partitions 
(i) E’ y or 
[ 1 e2-1 (ii) E’ , i I ez 
where E’ is a submatrix of E and has rank 1 - 1. In (i), E’ must be 
nonsingular, and hence corresponds to a digraph of nullity zero. In (ii), 
E’ has rank 1 - 1, but corresponds to a digraph with 1 arcs, thus has 
nullity one. 
As a consequence of Lemma 2.1, submatrices of type (i) correspond 
to forests, and of type (ii), to a digraph containing exactly one cycle if 
connected, and to a collection of a forest and a digraph containing a unique 
cycle. 
LEMMA 2.2. Let B be nonsingular, and have structure (ii). Then the 
module of the cycle in the associated graph is either the module of a cycle 
07 a path of three OY more nodes in G. 
Proof. Since B is generated by picking rows and columns of E, E’ 
is a submatrix of E. Thus the cycle in the graph associated with B could 
be a subgraph of G. Also, a submatrix B can be generated by picking 
a cycle in G, and letting E correspond to its node-arc incidence matrix 
with any row deleted; then the first part follows. 
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Now let P = (il, i,,. . ., i,) be a path in G. Its node-arc incidence 
matrix P’ has the structure shown in (2.1) 
p’ = (2.1) 
we observe that it has full rank, but one more column than row; and 
also that it is a node-arc incidence matrix of a cycle (i, iB,. . . , in_,, i). 
Also, given any cycle associated with B, but not in G, one can observe 
that it comes from a path of P associated with the rows and columns of 
E, chosen to generate B. To see that we need consider only paths of at 
least three nodes, we observe that (i) a sequence of a single node is not a 
path in our definition; and (ii) a path of two nodes (i.e., one arc) results 
in a contribution of a matrix of type (i). 
THEOREM 2.1. The matrix in A is k-modatlar, where k is the module 
number of the digraph. Thzts the matrix is unimodular if k = 1. 
Comment. At this point we give an example (Fig. 2) of a digraph 
for which the matrix A is unimodular. 
Cycle module = 0 
Path module = 1 
FIG. 2. 
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Proof. E being unimodular, any nonsingular submatrix B of E has 
determinant & 1; thus we need consider only B with the last row all 
ones; i.e., of types (i) and (ii). Also, for matrices B of type (i), since 
det(B) = det(E’), det(B) = + 1. 
We now consider the submatrices of type (ii); i.e., 
B= 
corresponding to a graph of nullity 1 (Lemma 2.1). Let B correspond to 
an elementary cycle of module k. Then det(B) = + k. To see this, 
B= 
. . . . . x1-2 
PL-2 az-I 
1 l...l 1 
1 
1 
1 
Define &, i = 1,. . ., I, such that 
6&Ci = - 1, 
for i= 1, .,I - 1. (2.2) 
M = + 1, 
As ccd = - pi, S,& = + 1. 
Now let B., represent the kth column of the matrix B. Define a 
matrix B’ with 
B’., = B+, 
I i = 1,. . .,I - 1, 
B:, = 2 cJB.~ 
i=l 
(2.3) 
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where h = CC bi. Thus 
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and, since 23’ is obtained by addin, v and subtracting columns of B, 
det(B) = det(B’) 
= alag,. . . , a,._lk, 
=&k. 
We now show that Iki is the module of cycle associated with B. At node 
i of the graph associated with B, if the arc between i and i + 1 leaves 
the i, associate to it a number ~7~ = - 1 and, if it enters, associate a 
number + 1, for i = 1,. . ., 1. Since, for an arc leaving node i for i + 1, 
c(~ = + 1, and, for arc entering node i from i + 1, cci = - 1, it follows 
that for each arc in the cycle the associated number ai is the same as that 
associated to the corresponding column in B by (2.2). Now, adding the 
numbers around the cycle generates c di, which is k, defined by (2.3), 
and thus Ikl is the module of the cycle. 
Now let B correspond to a forest and an arbitrary graph of nullity 1; 
i.e., a digraph of the type indicated in Fig. 3. 
In this case E’ has the following partitioning: 
ON THE MODULARITY OF A MATRIX 45 
where Ei’, i = 1,. . , k - 1, correspond to the trees in the forest, and 
E,’ to the graph of nullity 1 in the collection. Thus det(B) = det(E,‘) x 
det(Ez’) x . . * x det(B,‘) = & det(B,‘) with 
Ek’ 
B,‘z . 
i 1 e 
Since E,’ will, in general, correspond to a cycle, with paths leading into 
its nodes, by the following organization of the rows of B,’ one can generate 
the structure below. The first row corresponds to the row of all ones, the 
next rows correspond to the nodes of the circuit, and then, recursively, 
to the nodes emerging from its nodes. 
B,’ = 
1 1 
El Pk 
P, ‘. ,. 
8k-2&k-l 
1 
+x+1 
B k+lClk+2 
P k+2 
1 
x2 
Observe det(B,‘) = det(B,“), where Bk” corresponds to a submatrix 
associated with exactly one circuit, the case we have already established. 
Using Lemma 2.2, we can now show that the largest absolute value 
of the determinant of a nonsingular submatrix B is the module number 
of the graph. 
46 ROMESH SAIGAL 
As a consequence of Theorem 2.1, we are now able to give an algebraic 
characterization of digraphs which have hamiltonian cycles, and hamilton- 
ian paths. 
COROLLARY 2.1. The necessary and sufficient condition for a digraph 
to have a hamiltonian path (a hamiltonian cycle) is that the matrix A 
associated with the digraph be (n - 1) modular (?z-modular). 
Proof. The necessity of the conditions follows trivially from Theorem 
2.1 by observing that the existence of a hamiltonian path (hamiltonian 
cycle) results in A being (n - 1) (ti-modular). 
For the hamiltonian cycle the sufficiency also follows, since a sub- 
determinant of value & n can only result from a cycle of module YZ, the 
hamiltonian being the unique one. 
For the hamiltonian path the sufficiency can be shown by assuming 
that the subdeterminant of value & (n - 1) results from a directed cycle 
on (n - 1) nodes. (The contrary implies the sufficiency, i.e., resulting 
from a hamiltonian path.) In such a case, since the digraph is connected, 
there must be an arc between the node not on this cycle and some node on 
this cycle. Depending on whether this arc is oriented toward (away from) 
the cycle, the hamiltonian path is demonstrated by entering (leaving) the 
cycle starting (finishing) at the node not on this cycle and traversing 
the cycle to create the path. 
3. A GENERALIZATION OF THEOREM 2.1 
Terminology. To each arc (i, j) of a digraph let there be associated 
a vector U(i, j) E Rn, the n-dimensional Euclidean space. We can now 
generalize the notions of a module number to a module vector. We define 
a module vector of an elementary cycle (elementary path) as the difference 
of the sum of vector of arcs oriented toward the direction of traverse, and 
the sum of the vectors of arcs oriented in the opposite direction. 
FIG. 4. 
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In this section we consider a special digraph G = (N, M) such that 
Inil = 2. The graph is shown in Fig. 4. 
Let the arcs of such a graph be numbered 1, 2,. . , Y + 1; r > 2. 
We define digraphs G, = (N, Mk) with M, = M\{l, 2,. . , k - l}, and 
k = 1, 2,. . , Y. Also, we let Ui be the vector associated with i, i = 
1 ,. . .> Y + 1. 
Also, let C,, C,, . . . , C, be the fundamental set of circuits associated 
with the spanning trees (N, {k}) in the graphs G,, k = 1,. . . , r, respectively. 
And let A i, A,, . . , A, be the matrices of modules of cycles of C,, C,, . . . , C,, 
respectively, when the direction of traverse is determined by the arc i. 
We call these matrices the module matrices of the fundamental circuits 
of the graph G. 
Let a be an arbitrary matrix of entries 0, + 1, - 1, and partition it 
into 
E' 0 
a= A,A 9 I 1 (3.1) 
where E’ consists of exactly one row of A. Also, let G be the graph whose 
node-arc incidence matrix is 
E' 
[- 1 eE' 
Thus G has exactly two nodes. Let A,, A,, . . . , A, be the module matrices 
of the fundamental circuits of the digraph G, when the associated 
vectors are columns of A’. Then define 
&=[A A], 
ai = [Ai A], i= 1,. .,Y. 
Also, let the module of ai be ki, i = 0,. . , Y. 
THEOREM 3.1. A is k-modular if and only if k = max(k,, k,, . . , k,). 
Proof. We shall prove this theorem by showing a l-1 correspondence 
between the determinants of 2 and those of Ai, i = 0,. . . , 7. 
If part: Let B = (Ai, 2) with Ai a submatrix of Ai, and A a submatrix 
of A. Then 
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By adding or subtracting columns of 
[ti J ;I 
one can generate 
with [l, R’, 0] a submatrix of (E’, 0) and [Ui, Ai’, A] a submatrix of 
[A’ A], and thus 
k > max(k,, kl,. . . , k,). 
Only if part: Let 
B= 
fl fl ... &l 0 
U& U& * *. u<, A I 
and 
= /det[A.i,,A.iJ,. .,A.i,,A]I, 
where [A .$,, A .{,, . . . , A.,,, A] is a subdeterminant 
k < max(k,, k,, . . , k,), 
which proves the result. 
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