We analyze uncertainty relations on finite dimensional Hilbert spaces expressed in terms of classical fidelity, which are stronger then metric uncertainty relations introduced by Fawzi, Hayden and Sen. We establish validity of fidelity uncertainty relations for random unitary matrices with optimal parameters (up to universal constants) which improves upon known results for the weaker notion of metric uncertainty.
Introduction

General overview
Uncertainty relations, being of fundamental importance in quantum theory, continue to play central role in quantum information processing. One particular instance where uncertainty relations have proved extremely useful is information locking [14, 17] , a phenomenon without a counterpart in classical information theory, allowing for communication protocols in which sending just a few bits of classical information between two parties provides one of them with a potentially unbounded increase of information about some shared resource. This allows e.g. for building quantum encryption systems with strong information-theoretical security guarantees in which the key is much shorter than the message (which is in contrast with Shannon's theorem of classical information theory, asserting that in classical communication the length of the key must be at least as long as the message itself). We postpone a more precise description of this phenomenon to Section 2.4 and here we just mention that protocols of this type have been recently successfully implemented in experiments [27] .
The focus on discrete information requires new approaches to quantify uncertainty, different from the original variance approach used by Heisenberg, Kennard and Robertson. Among particularly useful ways of expressing the uncertainty for sets of t measurements performed on finite-state quantum systems is the average Shannon entropy per measurements where p k,|ψ is the probability measure describing the outcome of the k-th one among d measurements on the system in state |ψ and H is the Shannon entropy, defined for probability vectors p = (p(1), . . . , p(d)) as
p(i) log p(i).
State independent lower bounds on the average entropy of the form
where d is the dimension of the underlying Hilbert space, are called entropic uncertainty principles and play an important role in quantum information. The infimum above is taken over the set of all pure states |ψ of the system. According to the well known inequality by Maassen and Uffink [28] for two projective measurements in mutually unbiased bases they hold with the optimal constant c(2, d) = 1 2 log d. For more than two measurements explicit constructions are not known and one instead relies on probabilistic approach introduced for the first time by Hayden et al. in [20] . Recently Adamczak et al. [1] , answering a question by Leung, Wehner and Winter [36] , have proved that i.i.d. random unitary matrices in high dimensions with high probability satisfy (1) with c(t, d) = (1 − 1/t) log d − C for a numerical constant C. This is asymptotically, for d → ∞, equivalent to the best possible bound (1 − 1/t) log d. We refer to the survey article [36] and more recent [12] for a detailed discussion of entropic uncertainty relations and their applications.
In order to pass to uncertainty relations which we are going to investigate in this article, let us note that, as one can easily see, the inequality (1) with c(t, d) = c(t) log d can be equivalently interpreted as
where Unif ([d] ) is the uniform measure on the set [d] = {1, . . . , d} of possible outcomes of the measurement and D KL stands for the Kullback-Leibler divergence, i.e. for two probability vectors p = (p(1), . . . , p(d)), q = (q(1), . . . , q(d)),
Note that max p D KL (p, Unif([d])) = log d (the maximum is achieved for p being a Dirac's mass at some i ∈ [d]), therefore the bound c(t) ≃ 1−1/t−O(1/ log d)) obtained in [1] shows that as the number of measurements and the dimension d grow, the average 'distance' between p k,|ψ and Unif ([d] ) becomes very small when compared to the 'diameter' of the space of probability measures with respect to the Kullback-Leibler divergence.
Such interpretation suggests the possibility that in measuring uncertainty one can use also other measures of proximity than the Kullback-Leibler divergence, which may correspond in a better way to the applications at hand. Such an approach was indeed proposed in [17] by Fawzi, Hayden and Sen, who used the total-variation distance
Since the diameter of the probability simplex in the total variation distance is equal to one, the corresponding uncertainty principle should be of the form
for some function f (t) converging to zero with t → ∞ (in particular independent of the dimension). However, to obtain a meaningful uncertainty relation the Authors of [17] had to depart from the setting of projective measurements and use an ancilla system. More precisely they introduce the following setting.
Let H A , H B be two finite-dimensional Hilbert spaces of dimension d A and d B respectively. Let |a A , a = 1, . . . , d A and |b B , b = 1, . . . , d B be fixed orthonormal bases of H A and H B . Throughout the article we will always use the notation
where Tr B = Id H A ⊗ Tr is the partial trace with respect to the system H B . Thus p A |ψ describes the outcome distribution for the local projective measurement in the basis {|a A } performed on the H A part of the bipartite system H in state |ψ .
In what follows we will use the notation
We are now in position to state the definition of metric uncertainty relation introduced in [17] . Definition 1.1 (Metric uncertainty relations). Let U 1 , . . . , U t be unitary transformations of H = H A ⊗ H B . For ε > 0 we will say that {U k } satisfy the ǫ-metric uncertainty relation on H A if
where S H is the unit sphere of H.
Remark 1.2. The supremum above is taken over the set of pure states on H, but by convexity it is easy to see that one can equivalently take the supremum over the set of all states. Remark 1.3. In the setting of Fawzi-Hayden-Sen one considers a fixed measurement performed on t different states U k |ψ of the system, which may seem different from the setting of entropic uncertainty relations we started with. Note however, that if U is a unitary transformation, then the distribution describing a projective measurement on a system in state U |ψ performed in the computational basis {|i } coincides with the distribution describing the measurement of a system in state |ψ performed in the basis {U † |i }, so entropic uncertainty relations can also be written as uncertainty relations involving a fixed measurement and several unitary transformations of the state.
In [17] Fawzi, Hayden and Sen proved the following theorem concerning the existence of matrices satisfying metric uncertainty relations. Theorem 1.4 (Fawzi-Hayden-Sen, [17] ). Let U 1 , . . . , U t be i.i.d. random unitary transformations distributed according to the Haar measure on the unitary group of H. If ε ∈ (0, 1), d B ≥ 9/ε 2 and t > 72·16 ln(9/ε) ε 2
, then with probability at least
. . , U t satisfy the ε metric uncertainty relation on H A .
The Authors of [17] provide also more explicit constructions of matrices satisfying metric uncertainty relations, however with a worse dependence of d B and t on the parameter ε and additional dependence on the dimension d A . They also discuss extensively relations with entropic uncertainty relations.
Fidelity uncertainty relations
The main objective of this article is to explore the possibility to quantify uncertainty by yet another notion of proximity between probability measures, namely the classical fidelity (known also in the statistical community as the Bhattacharyya coefficient):
and the related Hellinger distance
It is known that
and it is not difficult to find examples when
It turns out that the choice of F to quantify the uncertainty has indeed several advantages. Using fidelity allows in particular to
• obtain uncertainty principles which are expressed in a stronger measure of proximity than those of [17] and at the same time have a better parameter dependence (in particular one can improve Theorem 1.4 and obtain optimal dependence of t and d B on the parameter ε),
• obtain improved quantitative bounds on the information locking protocols, using stronger proximity measure, allowing for a better dependence on the min-entropy of the message and applicable in a larger range of parameters.
• obtain, as a byproduct, improved estimates on the dimension of approximately Euclidean subspaces of certain matricial Banach spaces; to our best knowledge such estimates do not follow from known versions of the Dvoretzky theorem.
Our approach allows also to study uncertainty when restricted to some proper subsets of states on H, e.g. separable states, by connecting the uncertainty to some measures of magnitude related to Gaussian processes, used in asymptotic convex geometry and known to quantify various aspects of geometric behaviour for subsets of high dimensional Euclidean spheres (see [22, 33, 30] ). This is yet another manifestation of the connections between quantum information theory and asymptotic geometric analysis, which in the recent years proved useful in the study of additivity conjectures, random quantum channels or entanglement thresholds (see e.g. [20, 19, 3, 4, 5] ).
One possible application of results for proper subsets of quantum states is a result on bithiding, presented in Section 2.5.
Let us now introduce the uncertainty relations studied in the subsequent part of the paper. We remark that implicitly they appeared already in Section 2.2. of [17] , however without optimal existence statements. Definition 1.5. Let U 1 , . . . , U t be unitary transformations of H = H A ⊗ H B . For ε > 0 we will say that {U k } satisfy the ǫ-fidelity uncertainty relation on
Remark 1.6. The equivalence between (9) and (10) follows easily by (7). The form (10) combined with the second inequality of (8) shows in particular that the ε-fidelity uncertainty relation implies the √ 2ε-metric uncertainty relation (in fact a stronger form of it with the arithmetic mean replaced by the greater quadratic mean).
In the following sections we present precise formulations of our results, here let us just highlight the most important points.
• In Theorem 2.1 of Section 2.2 we prove that random unitary transformations satisfy the ε-fidelity uncertainty relation for t ≃ 1/ε and d B ≃ ε. In particular (by replacing ε with ε 2 ) this allows to remove the spurious logarithms in the restriction on t in Theorem 1.4 and replace the arithmetic mean of total-variation distances by the quadratic mean of greater Hellinger distances.
• In Section 2.3 we show that t 1 ε 2 and d B 1/ε 2 is necessary for the existence of matrices U 1 , . . . , U t satisfying the ε-metric uncertainty relations (6) . This shows that in the random unitary case the stronger ε 2 -fidelity uncertainty appears in the same range of the parameters t, d B as the weaker ε-total variation uncertainty. It also shows that one cannot use metric uncertainty relations to obtain optimal bounds on entropic uncertainty relation, as in this case the right order of t is 1/ε.
• In Theorem 2.15, Section 2.4 we show that fidelity uncertainty relations imply locking in Hellinger distance for the protocol introduced in [17] with parameters improved even with respect to those known in the total variation case. We also show that for Hellinger locking, random unitary transformations give the best possible key length for the locking protocols with uniformly distributed messages and that they almost saturate the locking bounds for the protocol of [17] .
• In Section 2.5 we describe briefly possible applications of the general probabilistic result our proofs are based on (Theorem 2.2) to the problem of multiple bit hiding.
• Finally in Section 2.6 we apply the results of Section 2.2 to the problem of finding high dimensional Euclidean subspaces of the space ℓ n 1 (ℓ m 2 ), improving known bounds on their dimension.
Main results
Notation
Before we state our main results, let us introduce some additional notation common for all parts of the article.
Recall that H A and H B are two complex Hilbert spaces of dimensions d A and d B respectively and that by
} be distinguished (computational) bases in H A and H B respectively. To simplify the notation, most of the time we will simply write |a , |b instead of |a A , |b B , however occasionally to stress the underlying tensor structure we will use the superscript.
By · and · HS we will denote respectively the operator and Hilbert Schmidt norm of a linear operator on H. The notation · will be also used for the Euclidean norm on H corresponding to the Hilbert structure, i.e. for |ψ ∈ H, |ψ = and S 2d−1 are isometric. By S(H) we will denote the set of all (pure and mixed) states on H. By log we will denote the natural logarithm and by log 2 the logarithm at the base 2. ℜz and ℑz will stand respectively for the real and imaginary part of the complex number z, while |z| will denote its modulus.
In the article by C 1 , C 2 , . . . we will denote positive numerical constants which are universal, i.e. do not depend on any parameters.
Fidelity uncertainty relations
Let us now formulate our main result, which is Theorem 2.1. There exist absolute constants C 1 , C 2 > 0, with the following property. Let
Then with probability at least 1 − 2e −εdt/C 2 , the matrices U 1 , . . . , U t satisfy the ǫ-fidelity uncertainty relation (9) on H A . In particular, they also satisfy the √ 2ε-metric uncertainty relation (6) on H A .
The proof of the above theorem is based on an adaptation of an argument by Gideon Schechtman used in [32, 33] to improve the dependence on ε in the Dvoretzky theorem. The original argument was applied to real Gaussian random matrices, the complex unitary case seems slightly more technical. The key point of Schechtman's idea is to prove that the underlying stochastic process is subgaussian with respect to the Eulidean norm, which allows for an application of Talagrand's generic chaining theorem [34, 35] yielding a comparison of the supremum of this process with the supremum of the canonical Gaussian process (G |ψ ). Moreover, the comparison holds for general subsets Λ of the unit sphere S H , providing an upper bound for
in terms of E sup |ψ ∈Λ G |ψ . Let us mention that the latter quantity has been estimated for many subsets of the sphere important from the geometric or statistical point of view (see e.g. [18] ). In order to introduce the process (G |ψ : |ψ ∈ S H ) it will be convenient to consider H as a real Hilbert space in the usual way. Let us thus introduce the inner product x|y R = ℜ x|y and let |G be a standard Gaussian vector with values in H, i.e. a random vector such that for every |ψ ∈ H A , G|ψ R is distributed according to N (0, |ψ 2 ), i.e. has density g |ψ (x) =
, where |ψ 2 = ψ|ψ . The canonical Gaussian process (G ψ ) on H is defined as
Denote also
Note that since U 1 , . . . , U t are independent and distributed according to the Haar measure on the unitary group the quantity R d A ,d B indeed is independent on the choice of |ψ used in (12) and depends only on the dimensions
In what follows, to simplify the notation we will often make this dependence implicit and write simply R instead of
In fact R can be estimated in terms of d B only. It has been proved in [17] (Lemma 2.6 therein, see also [6] 
which via Jensen's inequality gives
The fidelity uncertainty relation of Theorem 2.1 is a consequence of the following general result.
There exists a universal constant C 3 such that the process {Y |ψ : |ψ ∈ S H } is subgaussian with
Moreover, for every set
where (G |ψ : |ψ ∈ S H ) is the canonical Gaussian process defined by (11).
Before we pass to the proof of Theorem 2.2 let us demonstrate how to derive from it the fidelity uncertainty principle of Theorem 2.1.
Theorem 2.2 implies Theorem 2.1
Take Λ = S H and note that
Therefore, the inequality (15) of Theorem 2.2 gives
Let us now fix an arbitrary point |ρ ∈ S H . We have
By the triangle inequality and (13) we further obtain
Thus if d B ≥ 16/ε and t ≥ 16C 2 4 /ε we obtain
In view of the equivalence between (9) and (10) this already shows the existence of transformations U 1 , . . . , U t satisfying the ε-fidelity uncertainty relation. To infer that in fact this relation is satisfied with high probability on the product of unitary groups we need to use the well known concentration of measure inequality, which we recall in the lemma below. The lemma is a well known consequence of the logarithmic Sobolev inequality on the unitary group (see e.g. [29] ) together with the tensorization of entropy and Herbst's argument [24, Chapter 5] . Lemma 2.3. Let U t d be the t-fold Carthesian product of the unitary group U d . Let f : U t d → R be a 1-Lipschitz function with respect to the ℓ 2 sum of Hilbert-Schmidt distances, i.e.
. . , U t be independent random unitary matrices distributed according to the Haar measure on U d . Then for any s ≥ 0,
Thus to complete the proof of the implication [Theorem 2.2 ⇒ Theorem 2.1] it remains to demonstrate the following lemma.
Indeed, assuming Lemma 2.4, by Lemma 2.3 and (16) we obtain
which proves Theorem 2.1 with
Proof of Lemma 2.4. A supremum of L-Lipschitz functions is L-Lipschitz, so by the triangle inequality in ℓ 2 , it is enough to show that for every |ψ ∈ S H , the function
2)-Lipschitz with respect to the Hilbert-Schmidt norm. This is however straightforward as we have
where the first two inequalities follow from the triangle inequality in ℓ 2 , the second equality from the fact that {|a |b :
} is an orthonormal basis of H and the last inequality from the comparison between the operator and Hilbert-Schmidt norm of a matrix.
Proof of Theorem 2.2
Before we start the proof of Theorem 2.2 let us introduce the main probabilistic tools. The first one is a well known lemma, concerning recursive construction of random unitary matrices. Then the matrix M W is distributed according to the Haar measure on U d .
We will also need the celebrated Majorizing Measure Theorem due to Talagrand [34, 35] , which for our purposes can be formulated as follows. Theorem 2.6. Let (X |ψ : |ψ ∈ Λ), where Λ ⊆ H, be a stochastic process, such that for every |ψ , |ρ ∈ Λ and every u ≥ 0,
where C 7 is an absolute numerical constant.
The final ingredient we will use is Lévy's concentration inequality on the Carthesian product of Euclidean spheres (see e.g. [24] ). Theorem 2.7. Let f : t i=1 S n−1 → R be a 1-Lipschitz function (with respect to the geodesic or Euclidean distance on t i=1 S n−1 ) and let X 1 , . . . , X t be i.i.d. random variables distributed uniformly on S n−1 . Then for any u ≥ 0,
Proof of Theorem 2.2 . Let us start with the proof of (14) . If |ψ = e √ −1s |φ , for some s ∈ R, there is nothing to prove, since then Y |ψ = Y |φ . Assume thus that dim(span(|ψ , |φ )) = 2. Define |ρ = 1 2 (|ψ + |φ ) = 0 and fix any orthonormal basis in H with a multiple of |ρ as the first vector. Without loss of generality we can assume that in this basis the transformations U k are given by matrices M k W k , where M k , W k , k = 1, . . . , t are independent random matrices as in Lemma 2.5. Having fixed the basis, in what follows we will identify linear transformations of H with matrices, in particular we will simply write U k = M k W k . Denote by P the orthogonal projection on span(|ρ ) and let Q = Id H − P . Denote |χ = 1 2 (|ψ − |φ ), clearly Q|χ and |ρ are orthogonal.
Note that
We have |ψ = |ρ + |χ and |φ = |ρ − |χ . Define α = ρ|χ ρ|ρ ∈ R √ −1 and note that P |χ = α|ρ . Thus
By our choice of the basis it follows that U k |ρ = M k |ρ and U k Q|χ = M k |χ k where |χ k = W k Q|χ . Thus, the above equalities give
Moreover, the random vectors |χ k are independent and distributed uniformly on the sphere of radius Q|χ in the subspace of H orthogonal to |ρ . We will denote this sphere by S.
For fixed values of the matrices M 1 , . . . , M t and β ∈ C, consider the functions f β,k : S → R defined with the formula
and note that f k are 1-Lipschitz. Indeed, for fixed k, we have
where the inequalities follow from the triangle inequality in ℓ 2 and the equality from the fact that M k is unitary and {|a |b :
} is an orthonormal basis in H.
We have
where in the third inequality we used (17) and the definition of the functions f β,k . Denote by P W , E W the probability and integration with respect to the variables W k and recall that |χ k are measurable with respect to these variables, whereas the matrices M k are independent of them. Note that
Since α ∈ R √ −1, we have |1 + α| = |1 − α|. Moreover, the distribution of |χ k is uniform on S, which implies that (1 + α) −1 |χ k and (α − 1) −1 |χ k have the same distribution (uniform on |1 + α| −1 S). Together with the independence of |χ k , k = 1, . . . , t, this implies that conditionally on the random matrices M 1 , . . . , M t , the random variables
have the same distribution. This allows us to write
As a consequence
By the 1-Lipschitz property of f 1+α,k and the triangle inequality in ℓ 2 it follows that the function
S. Therefore, by the concentration inequality on the product of unit spheres, Theorem 2.7, (note that S is of real dimension n = 2(d − 1) − 1 = 2d − 3), we get
where in the last inequality we used the fact that Q is a contraction, the definition of |χ and we have adjusted the constants. Integrating the above inequality with respect to the random matrices M k , together with the Fubini theorem proves (14) . The inequality (15) follows from (14) by Theorem 2.6.
Uncertainty over a subset of states
We would like to point out that Theorem 2.2 can be used to quantify uncertainty uniformly over proper subsets of the set of all pure states. Basically the same proof as in the implication [Theorem 2.2 =⇒ Theorem 2.1] gives us the following result, which will be used in Section 2.5.
ε then with probability at least 1 − 2 exp(−εdt/C 2 ) for all |ψ ∈ Λ,
Example 2.9. For instance if Λ = S H A ⊗ S H B is the set of all separable states then, as one can easily see, the quantity 2 −1/2 E sup |ψ ∈Λ G |ψ is the expected operator norm of a random d A × d B matrix with i.i.d. standard complex Gaussian coefficients, which, as is well known (see e.g. [10, 2] ) is of the order
In particular, if d A , d B ≥ 64C 2 5 /ε 2 , by setting t = 1 in the above theorem (applied with ε 2 instead of ε), we obtain that with probability at least 1 − 2 exp(−ε 2 d/C 2 ),
Thus to provide uniform uncertainty relations for the set of separable states, it is enough to use a single unitary matrix. In general, the order of magnitude of t required for providing an uncertainty relation uniformly over some set Λ of states is governed by the Gaussian magnitude of this set, which resembles phenomena known from the theory of dimension reduction in asymptotic convex geometry or compressed sensing (see e.g. [22, 33, 30] ).
Optimality. Lower bounds for metric uncertainty relations
We will now address the question of necessary conditions for the existence of transformations U 1 , . . . , U t , satisfying ε-metric uncertainty principles (6) of Fawzi-Hayden-Sen. We will show that they cannot exist unless t, d B C/ε 2 . Since ε-metric uncertainty relations are weaker than ε 2 /2-fidelity uncertainty relations, this shows in particular that Theorem 2.1 is optimal up to the value of the universal constant C 1 . At the same time it shows that random unitary matrices satisfy the stronger fidelity uncertainty relations at roughly the same range of parameters as the weaker metric uncertainty relations. Remark 2.11. We would like to stress that in the above theorem we do not impose any random model on the matrices U i , they can be arbitrary deterministic matrices.
Before we prove Theorem 2.10, let us recall that a measure µ on R d is called log-concave if for all nonempty compact subsets A, B ⊆ R d and all λ ∈ (0, 1),
We refer the Reader to [9, Chapter 2] for a comprehensive description of this important class of measures. In our argument we will need their two properties. The first one is an easy consequence of the Prékopa-Leindler inequality (see e.g. [9, Theorem 1.2.3]) and asserts that uniform distributions on convex sets are log-concave. The second one is a special case of moment comparison for log-concave distributions due to Borell (see e.g. [31, Appendix III]).
Lemma 2.12. There exists a universal constant C 9 such that for any real random variable X with a log-concave distribution,
Proof of Theorem 2.10. Assume that U 1 , . . . , U t satisfy (6) . To show lower bounds on t and d B we will use the probabilistic method. Let |ψ be a random state, distributed uniformly on the unit sphere in H, so that a| A b| B U k |ψ are distributed uniformly on the unit sphere in
It is well known that the random vector (X
The uniform distribution on ∆ d−1 is log-concave. Since, as one can easily see, linear images of log-concave measures are log-concave, Lemma 2.12 implies that
Using (6) we thus obtain
A direct calculation shows that
.
Therefore, the right hand side of (19) 
which gives d B ≥ 1 16C 2 9 ε 2 (we used here that d A ≥ 2) and proves the desired lower bound on d B . Let us now pass to the lower bound on t. Define the projection operators
Let now ε ka , k = 1, . . . , t, a = 1, . . . , d A be i.i.d. Rademacher random variables, i.e. P(ε ka = 1) = P(ε ka = −1) = 1/2. From the above inequality we readily obtain
By the classical Khintchine-Kahane inequality (see e.g. [25] , see also [23] for the optimal constant), the right hand side above is bounded from below by
with the equality following from the fact that A ka are orthogonal projections on subspaces of dimension d B . Using the assumption d A ≥ 2, one can easily see that the last expression is bounded from below by
. Since by the assumption (6) and (20) it is also bounded from above by 2ε, we get t ≥ 1 32ε 2 , which ends the proof of Theorem 2.10.
Information locking
In this section we will discuss applications of Theorem 2.1 to locking of classical information in quantum states. The locking phenomenon was first described in [14] and was expressed there in terms of mutual information between the outcomes of measurements performed on a bipartite quantum state. Later in [17] the definition of locking was strengthened to a form involving the total variation distance. Before we state a simple generalization of the definition from [17] let us provide a brief informal description of the locking phenomenon. In short, information locking occurs when given a large bipartite state shared between two parties (say Alice and Bob), Bob cannot obtain almost any information about the Alice part of the state by performing a local measurement on his part, however when sent a small number of classical bits by Alice he obtains full information about her part. One says then that a certain amount of information was locked in the bipartite quantum state shared by Alice and Bob and was unlocked with just a small number of bits.
The strength of locking is described by quantitative relations between the size of the system, information Bob could obtain initially and the number of bits that need to be sent in order to provide Bob with full information. Clearly, there is a lot of flexibility in choosing the characteristics that measure the size of the system and initial information/uncertainty of Bob, which leads to various formalizations of the locking phenomenon. Below we state an abstract definition which encompasses the one from [17] . It will also allow us to express locking in terms of the Hellinger distance (7), which will lead to a strengthening of results from [17] .
We remark that over the years following its introduction information locking has found multiple applications in quantum information theory, quantum cryptography and even in physics of black holes. Describing them is beyond the scope of this paper, therefore we refer the Readers to the articles [14, 17, 16, 26] .
In what follows we will deal with two kinds of probabilities. The probability related to the random constructions involving random unitary matrices (distributed as before according to the Haar measure on the unitary group), and probabilities related to intrinsic randomness in the results of quantum measurements. To avoid confusion, we will denote the probabilities related to Haar unitary matrices by P and probabilities related to the quantum theory by P.
Recall that for a probability vector p = (p (1), . . . , p(N )) the min entropy H min (p) is defined as H min (p) = − log 2 (max i≤N p(i)). Recall also that by S(H) we denote the set of all states on the Hilbert space H. Definition 2.13. Let n be a positive integer and let P be the set of all probability distributions on [2 n ]. Let further ρ : P × P → [0, ∞) be an arbitrary measure of proximity between probability distributions, such that ρ(p, q) = 0 if and only if p = q. Recall that by · 1 we denote the trace norm on the space of operators acting on H.
Consider any l ∈ [n], and ε ≥ 0. An encoding E : [2 n ]×[t] → S(H) is said to be (ρ, l, ε)-locking for the quantum system H if the following two conditions are satisfied:
b) Let X (the message) be a random variable on [2 n ] with min-entropy H min (X) ≥ l and K (the key) be an independent uniform random variable on [t]. For any measurement {M i } on H and any outcome i (by I we denote the corresponding random variable),
If l = n (i.e. if X is distributed uniformly on [2 n ]) we speak simply about ε-locking.
In particular if ρ = D T V we will speak about total variation locking and when ρ = D H about Hellinger locking. It follows from (8) that if E is (D H , l, ε)-locking then it is (D T V , l, √ 2ε)-locking The intuitive meaning of the above definition is clear. Specializing to the case of uniform messages, if one uses log 2 t random bits independent of the original message to create the key K and encodes the message X together with K in E(X, K), then no measurement on the system in state E(X, K) can reveal any significant information about X (as the posterior distribution P(X ∈ ·|I = i) is close to uniform). On the other hand, knowing that K = k allows to identify the message X, since thanks to (21) the states E(x, k), x ∈ [2 n ], have pairwise orthogonal supports.
The following theorem concerning the relation between metric uncertainty principles (6) and locking in total variation distance has been proved in [17] . Theorem 2.14 (Fawzi-Hayden-Sen, [17] ). Let ε ∈ (0, 1) and let U 1 , . . . , U t be unitary transformations of H, which satisfy the ε-metric uncertainty principle (6) on H A . Assume that d A = 2 n and define E :
Our main result concerning locking is the following theorem, which provides the relation between fidelity uncertainty relations (9) and locking in Hellinger distance. Theorem 2.15. Let ε ∈ (0, 1) and let U 1 , . . . , U t be unitary transformations of H, which satisfy the ε 2 -fidelity uncertainty principle (9) . Assume that d A = 2 n and define E :
)-locking.
In combination with Theorem 2.1 we immediately obtain the following corollary.
Corollary 2.16. There exist (D H , ε)-locking schemes encoding an n-bit uniform message into at most n + 2 log 2 (1/ε) + O(1) qubits and using a key of length at most 2 log 2 (1/ε) + O(1) bits.
We postpone the proof of the theorem to Section 2.4.1 to discuss first its optimality and relation with previous results.
In [17] the Authors by means of Theorems 1.4 and 2.14 show the existence of (D T V , ε)-locking schemes encoding n-bit uniform messages into n + 2 log 2 (1/ε) + O(1) qubits using a key of 2 log 2 (1/ε) + O(log log(1/ε)) bits. They also point out that the key length of any (D T V , ε)-locking protocol must be at least log 2 (1/(ε + 2 −n )) = log 2 (1/ε) − o ε (1) as n → ∞. Theorem 2.15 improves upon the result in [17] as it considers a stronger proximity measure D H and eliminates the log log part in bound on the the key length. Clearly, in view of the aforementioned lower bound, it would be of interest to eliminate the factor of 2 in the result of [17] . However it turns out that for locking in Hellinger distance this factor is in fact necessary, which shows that Corollary 2.16 provides key length which is optimal up to an absolute additive constant. This is formalized in the following proposition.
Proposition 2.17. Any (D H , ε)-locking protocol encoding n-bit messages has key length at least log 2 (
Proof. Consider the encoding procedure under the assumption that K = 1, which exists by (21) . Thus I takes values in [2 n ]. By the decoding condition we have P(I = X|K = 1) = 1. Thus
and as a consequence
which implies that there exists i ∈ [2 n ] such that P(X = i|I = i) ≥ 1/t. Fix any such i and denote p = P(X = i|I = i).
By (22) and (7) we have
By the Cauchy-Schwarz inequality, we get
Using the fact that p ≤ 1, p(1 − p) ≤ 1/4, we get 2ε 2 + 2 1−n/2 ≥ p ≥ t −1 , which yields t ≥ 1 2ε 2 + 2 1−n/2 , ending the proof.
Let us also discuss optimality of the second part of Theorem 2.15, concerning the restrictions on the min-entropy of the message X. This time we will not do it for arbitrary locking schemes but just for the locking scheme (23) . Substituting r := 2 l−n /(2ε 2 ), we see that for r > 1, by Theorem 2.15 E is (D H , l,
) locking. In other words, to get a meaningful bound from Theorem 2.15, we need l ≥ n − 2 log 2 (1/ε) + log 2 r, with r > √ 2+1. Note that this allows for a greater range of l than Theorem 2.14, which requires l to be larger than n − log 2 (1/ε).
It turns out that for the map E under ε 2 -fidelity uncertainty principle assumptions, the barier n − 2 log 2 (1/ε) for l is essentially optimal (up to universal additive constants) for locking both in the total variation and Hellinger distance. This is shown in the following proposition.
Proposition 2.18. There exists C 10 such that for any n there exist unitary transformations U 1 , . . . , U t satisfying the ε 2 -fidelity uncertainty principle and such that for any integer l < n − 2 log 2 (1/ε) − C 10 and any message X distributed uniformly on a set S ⊆ [2 n ] of cardinality 2 l , there exists a measurement {M f ail } ∪ {M x,k } x∈S,k∈ [t] such that for all x ∈ S, K ∈ [t],
Remark 2.19. The above proposition shows that if the result of the measurement is (x, k), we are able to perfectly identify the message and the key. Note that if l → ∞ with n, we obtain
The result fail of the measurement happens with probability strictly between 0 and 1. Thus the assertion of the proposition should not be confused with unconditional decodability of the message, in other words it may be still possible that the (unconditional) probability that one recovers X is small.
Proof of Proposition 2.18. (23) where U k are random unitary transformations and t = ⌊C 11 /ε 2 ⌋ for a sufficiently large constant C 11 . Let now X, K be independent random variables, independent of the matrices U k and such that K is distributed uniformly on [t] and X distributed uniformly on a set S ⊆ [2 n ] of cardinality 2 l with l ≤ n − 2 log 2 (1/ε) − C 10 , where C 10 is a universal constant which will be fixed later on. We will now prove that with probability one on the unitary group there exists a measurement satisfying (24) . Since by Theorem 2.1, with positive probability the matrices U 1 , . . . , U t satisfy the ε 2 -fidelity uncertainty relation this will end the proof of the proposition. The existence of the measurement follows just from a dimension count argument. Fix x ∈ S and k ∈ [t] and consider the subspaces H x,k,y,i := span({U i (|y |b ) :
Thus if l < n − 2 log 2 (1/ε) − C 10 , where C 10 = log 2 C 11 , then dim H x,k < 2 n d B = dim H and so there exists a state |e x,k ∈ H orthogonal to H x,k . Note that since U k is independent of {U i } i =k and the conditional distribution of U k (|x |1 ) given {U k (|y |b )} y∈S,y =x,b∈[d B ] is the uniform distribution on the unit sphere in the orthogonal complement of span{U k (|y |b ) : y ∈ S, y = x, b ∈ [d B ]}, we obtain that with probability one on the product of unitary groups, e x,k |U k |x |1 = 0 (we use here that |e x,k can be chosen in a measurable way with respect to {U i (|y |b ) :
Let us now set M x,k = 1 |S|t |e x,k e x,k |. Then x∈S,k∈[t] M x,k is a non-negative definite operator of norm at most one, so by the spectral theorem we can find a non-negative definite operator M f ail such that M f ail + x,k M x,k = Id (i.e. the family {M f ail } ∪ {M x,k } x∈S,k∈[t] is a POVM). Now, for x ∈ S, k ∈ [t] and (y, i) = (x, k) we have
Tr(U i (|y
| e x,k |U i |y |b | 2 = 0 by the construction of the vector |e x,k . Moreover,
Thus (24) follows by the Bayes rule.
Proof of Theorem 2.15
The proof follows the ideas used in [17] to demonstrate Theorem 2.14.
Proof of Theorem 2.15. Note that thanks to (7), for ρ = D H , the inequality (22) is equivalent to
By concavity of the square root and the spectral theorem it follows that without loss of generality we may assume that each M i is of rank one. Indeed, if M i = j ξ i,j |e ij e ij | and J describes the result of the fine-grained measurement related to the POVM {ξ ij |e ij e ij | : i, j} then for any i the result I = i corresponds to J ∈ A for some set A of outcomes of J. Thus P(X = x|I = i) = P(X = x|J ∈ A) = j∈A P(X = x|J = j) P(J = j|J ∈ A) and the concavity of the square root implies that to prove (25) , it is enough to verify it with J instead of I. In what follows we will therefore assume that each M i = ξ i |e i e i | for some |e i ∈ H and ξ i ∈ (0, 1]. For x ∈ [2 n ] let p(x) = P(X = x). Recall that max x p(x) = 2 −l . By Born's rule we have
By the Bayes rule, we thus get
where
Now we get guarantees (see e.g. [15, 13, 20] ). Our goal is not to provide an extensive discussion, but rather to point out potential applications of uncertainty principles in this context. Let us recall that in the problem of data hiding one aims at encoding a string of bits into a bipartite quantum state, shared between Alice and Bob in such a way that they cannot decode it by means of LOCC (local operations and classical communication) measurements (see [7, 11] ), but are able to perfectly decode it provided that they can perform a global measurement.
In what follows just as in the locking protocol discussed before we will assume that the data X to be hidden consists of n random bits and that the distribution of X is either uniform on [2 n ] or has sufficiently large min-entropy. We will show that it is possible to hide the data by using the locking scheme (23) 
Then with probability at least 1 − 2 exp(ε 2 d/C 12 ) the random encoding E has the following property. Let X be a random n-bit message. If X is uniformly distributed on [2 n ], then for every separable measurement {M i } on H = H A ⊗ H B , if I is the random variable describing the outcome of the measurement, we have
Moreover, if instead of uniform distribution of X, we assume that H min (X) = l and 2 l−n > 2ε 2 , then
We can interpret the above theorem as locking against separable measurements or as a kind of data hiding, since clearly if U is known, the message X can be recovered by a global measurement. We remark that the security criterion provided in the theorem differs from those usually considered in data hiding literature and does not seem to be directly comparable to them. The point we would like to make here is the connection of data hiding with Bayesian type security criteria as above with uncertainty principles over the set of separable states. Note that the number of qubits one uses to encode n bits is n + 2 log 2 (1/ε) + O(1) and one uses just a single matrix U , instead of t ≃ 1/ε 2 matrices used in locking against all possible measurements in Theorem 2.15. Let us note that random unitary matrices have been used in data hiding protocols e.g. in [20] , however the setting therein was rather different from ours, first the Authors of [20] were interested in the more difficult task of hiding qubits rather then bits and as a result their security criterion was of a different nature than ours; second, they were interested in approximate decoding; finally the number of qubits required to hide n qubit states was of the order 2n + 2 log log n + 4 log(1/ε) + O(1), while the number of random unitaries used was of the order at least Cn2 n /ε 2 .
The proof of Theorem 2.20 is analogous to the proof of Theorem 2.15, the only difference is that in rank one decomposition of the measurement {M i } we can now assume that the states |e ij and consequently |e i are separable, which allows us to use estimates of Example 2.9 with t = 1. For this reason we will skip the details.
To finish this section, let us remark that as stated above, the splitting of the state E(x) between Alice and Bob is asymmetric since the dimensions d A and d B are different. However, by using a very similar approach one can consider a different bipartite structure on H, splitting the system into parts of the same size √ d (the order of magnitude of E sup |ψ ∈Λ G |ψ in Example 2.9 will be then of the order
, so again one can take t = 1 and obtain a meaningful bound).
Euclidean embeddings
Our final application concerns finding almost Euclidean subspaces of the spaces ℓ n 1 (ℓ m 2 ). Recall that ℓ n 1 (ℓ m 2 ) is the space of m×n matrices, equipped with the norm A ℓ n
To explain the context, let us recall that the famous theorem by Dvoretzky (in a version due to Milman, with best known quantitative bounds due to Schechtman [33] ) asserts that any Ndimensional Banach space K contains a subspace L, such that k = dimL ≥ C −1 13 ε (log ε −1 ) 2 log N , which is (1 + ε)-isometric to a Hilbert space, i.e. there exists a linear map T : H → L, where H is a k dimensional Hilbert space, such that for all |x ∈ H,
The logarithmic dependence of k on the dimension N in general is best possible, however in certain cases it can be improved. In particular it is known that for spaces of the type ℓ n 1 (ℓ m 2 ) (in which case N = nm) one can find almost Euclidean subspaces of dimension k ≃ ε 2 N (see e.g. [21] ). It turns out that using Theorem 2.2, if m is large one can improve the dependence on ε, as stated in Theorem 2.21 below. This improves the dependence on ε with respect to presently known constructions. From the point of view of asymptotic convex geometry it would be of interest to verify if similar improvements can be obtained for more general Banach spaces.
We will now present in detail the relation between uncertainty principles and the construction of Euclidean subspaces of ℓ n 1 (ℓ m 2 ) as outlined in [17] . Our improved uncertainty principles will translate into a better lower bound on the dimension of the almost Euclidean subspace. Consider Consider now a linear map T : H → K defined as
Note that T is an isometry between the Hilbert spaces H and K. At the same time, for any |ψ ∈ H,
where we used the notation of Theorem 2.2. Equivalently, for all |ψ ∈ H,
Denoting again R = EY |ψ (recall that R does not depend on |ψ ), by Theorem 2.2 and Lemmas 2.3, 2.4 (as in the proof of Theorem 2.1) we obtain that if t = ⌈C 14 /ε 2 ⌉, then with high probability
Taking into account that the function x → x 2 is 2(R + ε) Lipschitz on [0, R + ε], we obtain To our knowledge, the best dependence of dim H on the parameters n, m, ε available in the literature so far is dim H ≃ N ε 2 [21] mentioned above. Thus the bound of Theorem 2.21 provides an improvement if m is large. In particular for m ≥ 1/ε we get dim H ≃ N ε ≫ N ε 2 .
Concluding remarks
In this work we study fidelity uncertainty relations, which strengthen the total variation uncertainty relations due to Fawzi-Hayden-Sen [17] . We show that for random unitary matrices such uncertainty principles hold with high probability over the product of unitary groups provided that the number of unitaries and the dimension of the ancilla are high enough (Theorem 2.1). The parameters we obtain are better than those known from [17] in the case of total variation uncertainty relations. The main tool we use is the Majorizing Measure Theorem due to Talagrand, which allows us to study uniform uncertainty estimates over general sets of pure states and obtain bounds in terms of their Gaussian mean width (Theorem 2.2). We also show that our estimates are essentially optimal even for uncertainty principles expressed in the total variation distance (Theorem 2.10).
Fidelity uncertainty relations are subsequently applied to derive locking bounds for the FawziHayden-Sen protocol expressed in terms of the Hellinger distance. Even though the estimates we have obtained use a stronger proximity measure than in the case of [17] , they improve the dependence of the key length on the min entropy of the message and thus apply to a larger subset of messages. They can also be shown to be optimal up to universal additive constants (Propositions 2.17, 2.18).
The general case of our Theorem 2.2 is also used to provide results concerning data hiding schemes using a single random unitary matrix and providing a Bayes type security guarantee, expressed in terms of the Hellinger distance of the a posteriori distribution of the message (obtained via separable measurements) to the a priori distribution.
Finally, we apply Theorem 2.2 to obtain estimates on the geometric problem of embedding the Euclidean space into the matricial space ℓ n 1 (ℓ m 2 ), with parameter dependence improved with respect to known results (Theorem 2.21). This provides another example of connections between quantum information theory, asymptotic convex geometry and high dimensional probability, which have proved extremely fruitful in the last decade.
