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Abstract
In this work, we focus on the use of gradient-based optimization to perform ap-
proximate inference in multivariate probabilistic models. We show that these
approaches suffer from the negative transfer problem, broadly studied in the con-
text of multi-task learning. As a result, they often infer models that fit only a
subset of the observed variables, overlooking the rest. Unfortunately, as the like-
lihood model is fixed, adaptive solutions from the multi-task literature do not
apply in the probabilistic setting. Yet, we show that likelihood functions, and
specifically their local Lipschitz smoothness, may be modified through the data
via data standardization. In our analysis, we show that existing data standardiza-
tion techniques often ease fairer learning under common continuous likelihood
functions. Based on this finding, we propose a novel data preprocessing method,
Lipschitz standardization, that results in a fairer learning process in mixed con-
tinuous and discrete variable models. Our experiments on different real-world
datasets show that Lipschitz standardization leads to more accurate models for
missing data imputation than the ones inferred using standard data preprocessing
techniques. The models and datasets employed in the experiments can be found in
https://github.com/adrianjav/lipschitz-standardization.
1 Introduction
Over the last years there has been a shift in the way machine learning models are trained. Due to its
simplicity and scalability, (stochastic) first-order optimization has become the de facto method for
model training. This statement does not attend to paradigms,— supervised or unsupervised, single or
multi-task, probabilistic or not—they all bowed to (stochastic) gradient descent and its variants.
In the context of probabilistic modeling, gradient-based approaches, such as BBVI [20] and HMC [2],
automatize the inference step, thus eliminating the need for model-specific calculations. A reflection
of their relevance are the numerous probabilistic programming frameworks developed in the recent
years [3, 5, 10, 24], as well as the derivation of deep generative models, such as VAEs [8], which
allow accurately modeling and generating complex data like text and images.
However, these methods suffer from similar shortcomings as any gradient-based learning ap-
proach [19]. For instance, they are often sensitive to initialization, and their convergence to a
good solution is not guaranteed. Moreover, similarly as in multi-task learning (MTL), in probabilistic
multivariate modeling, the different observed variables in the data (tasks in MTL) compete during
learning for the model parameters. A usual outcome of this competition is a resulting model that fits
accurately only a subset of the observed variables, overlooking the rest. This result can be explain
through the lenses of negative transfer [21], a problem studied in MTL literature that arises when
summing up gradients from different sources, e.g., tasks or variables. Usually, solutions found in MTL
literature propose to assign a weight to each task, changing these weights during training to balance
the different tasks’ gradients [6, 23]. However, due to the nature of probabilistic loss functions, these
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type of solutions are not suitable since they would change the (fixed) likelihood model, leading to
an un-normalized model. Fortunately, the (log-)likelihood functions may alternatively be modified
through the data by, e.g., applying data standardization as a preprocessing step.
In this work, we focus on BBVI to introduce the concept of fair multivariate learning, which aims to
accurately fit all the observed variables of a given probabilistic model. In this context, we shed light
on the effect that data standardization [12] has on the local Lipschitz smoothness of the log-likelihood
function, which is assumed to be a member of the exponential family [7]. Our analysis shows
that data standardization does a good work on easing a fair learning on most common continuous
likelihood models. Based on this observation we derive a novel algorithm, Lipschitz standardization,
that generalizes this behaviour, equalizing the local smoothness of every dimension and thus posing a
fairer competition during learning. Then, we extend our algorithm to handle discrete variables, by
approximating them with continuous variables, which can be Lipschitz standardized, and thus allow
for fairer learning also in mixed continuous and discrete data settings.
We test the proposed Lipschitz standardization on a missing data imputation task using various models
(mixture model, matrix factorization, and VAE), as well as six different real-world datasets, which
combine different types of both continuous and discrete data. Our results show the effectiveness of
the proposed Lipschitz standardization, which leads to a fairer learning across dimensions, and thus
greatly improve the final results on most settings. Our approach is in the worst case as good as the
best of the considered baseline preprocessing methods, i.e., data standardization and normalization.
2 Problem Statement
Let us assume a set of N observations X = {xn}Nn=1, each being a vector of D different features
xn = {xnd}Dd=1. Following Hoffman et al. [13], we consider that the joint distribution over the
observed variablesX , local latent variables Z = {zn}Nn=1, and global latent variables β, is given by
the fairly simple, yet general, latent variable model: p(X,Z,β) = p(β)
∏N
n=1 p(xn|zn,β)p(zn).
To account for mixed likelihood models, we assume that the likelihood factorizes per dimension as
p(xn|zn,β) =
∏D
d=1 pd(xnd|zn,β), where ηnd = ηnd(zn,β) denote the likelihood parameters
determined by the latent variables zn and β for each observation xnd.
Furthermore, we rely on black-box variational inference (BBVI) [20] to approximate the posterior
distribution over the latent variables, p(Z,β|X). For simplicity in exposition, we assume a mean-
field variational distribution family of the form q(Z,β) = qγβ(β)
∏N
n=1 qγn(zn), where {γn}Nn=1
and γβ are respectively the local and global variational parameters. We denote by γ the set of
all variational parameters. BBVI relies on (stochastic) gradient ascent to find the parameters that
maximize the evidence lower bound (ELBO),1 i.e.,
L(X,γ) =
D∑
d=1
Eqγ(Z,β) [log pd(xd|Z,β)]−KL(qγ(Z,β)‖ p(Z,β)). (1)
BBVI performs iterative updates over the variational (global and local) parameters of the form
γt = γt−1 + α∇γL(X,γ,ϕ) where t is the current step in the optimization procedure. We further
assume that the reparametrization trick [8] can be applied on the latent variables (i.e.,Z,β = f(γ, ε),
where ε is a noise variable), such that the gradient of Eq. 1 can be computed as:
∇γL(X,γ) =
D∑
d=1
Eε [∇γ`d(ηd(γ))]−∇γ KL(qγ(Z,β)‖ p(Z,β)), (2)
where we denote the log-likelihood by `d(ηd(γ)) := log pd(xd;ηd(γ)), making explicit the de-
pendency of the log-likelihood evaluation to the variational parameters γ through the likelihood
parameters η. We also make implicit the dependence of the log-likelihood with xd and ε.
A close look to Eq. 2 shows that each dimension d in the data contributes to the overall gradient
computation in an additive way. Thus, a phenomenon similar to negative transfer in multi-task
learning [21] may occur also in this setting. That is, the overall gradient evaluation, and thus learning
process, may be dominated by a subset of dimensions. In other words, while the objective is to
1Or equivalently, that minimize the Kullback-Leibler divergence from qϕ(Z,β) to p(Z,β|X) [4].
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capture the joint distribution of all dimensions, differences in the gradient evaluations across different
(e.g., Gaussian vs. multinomial) observed variables may result in a latent variable model that poorly
fits a subset of the observed dimensions.
2.1 Fair multivariate learning
In approximate Bayesian inference we aim to accurately capture the posterior distribution of the latent
variables explaining the joint distribution over all the observed variables, and not just a subset of them.
Ideally, we want to follow a fair multivariate learning process, where the normalized likelihood
improvement is the same for all dimensions, i.e.,
`d(ηd(γ
t+1))− `d(ηd(γt))
`d(ηd(γ
0))
= Ct, for d = 1, 2, . . . , D, (3)
where γ0 denotes the initialization of the variational parameters, and the constant Ct is the likelihood
improvement at step t for all dimensions. Unfortunately, this is an unrealistic goal.
To find a more feasible objective, we focus on the class of L-smooth functions, which is the broadest
class of functions with convergence guarantees in gradient descent. A function `(γ) is L-smooth on
Q with respect to γ ∈ Q if it is twice-differentiable and, for any a, b ∈ Q, it holds that:
||∇γ`(a)−∇γ`(b)|| ≤ L ||a− b||. (4)
For such class of functions, there exist theoretical results on the convergence rate to a critical
point as a function of the Lipschitz constant L and number of steps T [19]. Using our notation,
this rate can be written as mint=1,2,...,T ||∇γ`d(ηd(γt))|| = O(
√
L/T ). Note that this implies
||∇γ`d(ηd(γt))|| → 0 as t→∞, and in turn,
∣∣∣∣∇γ`d(ηd(γt+1))−∇γ`d(ηd(γt))∣∣∣∣ → 0.
We can thus relax the condition in Eq. 3 and, instead, focus on the difference between consecutive
gradients to be proportionally equal across dimensions, i.e.,∣∣∣∣∇γ`d(ηd(γt+1d ))−∇γ`d(ηd(γtd))∣∣∣∣
||∇γ`d(ηd(γ0d))||
= Ct, for d = 1, 2, . . . , D. (5)
Finally, assuming a good parameter initialization, γ0, such that the initial gradient magnitudes are
comparable across dimensions, we can remove the denominator from Eq. 5. As a result, forcing every
dimension to be L-smooth, i.e.,∣∣∣∣∇γ`d(ηd(γt+1))−∇γ`d(ηd(γt))∣∣∣∣ ≤ L ∣∣∣∣γt+1 − γt∣∣∣∣ for d = 1, 2, . . . , D, (6)
is a weaker version of Eq.5 to enforce a fairer multivariate learning process.
In the following section, we study the impact of data standardization on the learning process. To this
end, we show the relationship between the Lipschitz constants of the likelihood functions evaluated
on the original and the standardized data. We then propose an estimator of the (local) Lipschitz
constant, which allows us to show that unfortunately data standardization may in some cases be
counterproductive for fair multivariate learning.
3 The effect of standardization
Standardization and normalization are widely used in statistics and machine learning. However,
there is a priori no way to say which one to use [11, 16, 17]. In distance-based machine learning
methods, e.g. clustering algorithms, the effectiveness of these two methods can be readily understood
since they bring all the data into a similar range, making the distance between points comparable
across dimensions [1]. In other approaches, such as maximum likelihood or variational inference,2
the distance argument becomes less convincing, since explicit distance between points is no longer
evaluated. Another argument is that they usually improve numerical stability by moving the data,
and thus the model parameters, to a well-behaved part of the real space. Since computers struggle to
work with tiny and large values, this would have an inherent effect in the learning process.
2In the Bayesian framework, one may also argue that standardization eases the prior selection process (even
for those random variables indirectly related with the data), improving the overall performance of the algorithm.
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In this section, we study the impact that dimension-wise data preprocessing, specifically scaling
transformations of the form x˜ = ωx, has on BBVI as an example of Bayesian inference methods
based on first order optimization. We choose scaling transformations since: i) they preserve im-
portant properties of the data distribution, such as domain and tails; and ii) they are broadly used
in practice [12]. Note that as shifting the data, x˜ = x − µ, may violate distributional restrictions
(e.g., non-negativity), we assume that the data may have been already shifted prior to the likelihood
selection. Specifically, our main focus is on two broadly-used data scaling methods:
Standardization: x˜nd = xnd/stdd, Normalization: x˜nd = xnd/maxd,
where stdd and maxd denote, respectively, the empirical standard deviation and absolute maximum
value of the d-th dimension.
Next, we introduce a novel perspective on the effect of data scaling in inference methods based on
first-order optimization. In a similar way as Santurkar et al. [22] showed that batch normalization [14]
smooths the loss function optimization landscape, we show that data standardization often smooths
out the log-likelihood optimization landscape in a similar way across dimensions. Importantly,
by applying the chain rule to the gradient computation, i.e., ∇γ`(η(γ)) = ∇η`(η) · ∇γη, we can
focus on the data-dependent part, the likelihood gradient∇η`(η).3 In the following, we denote by˜`
d(η˜d) := log pd(x˜d; η˜d) the likelihood function (with parameters η˜d) evaluated on the scaled data.
3.1 Scaling the exponential family
Henceforth, we consider each dimension of the observed data to be modeled by a member of the
exponential family, i.e.,
pd(xnd;ηnd) = h(xnd) exp
[
η>ndT (xnd)−A(ηnd)
]
, (7)
where ηnd(zn,β) are the natural parameters parameretized by the latent variables, T (x) the sufficient
statistics, h(x) is the base measure, and A(η) the log-partition function. Furthermore, note that η
and T (x) are both vectors of size Id. Working with the exponential family let us draw some useful
relationships between scaled and original data (proof in Appendix C):
Proposition 3.1. Let p(x;η) be a density function of the exponential family where x ∈ X ⊂ R and
η ∈ Q ⊂ RI . Assume a bijective scaling function x˜ : X × R+ → X such that for any ω ∈ R+ it
defines the function (and random variable) x˜ω = x˜(x, ω). If
(a) the base measure factorises, h(x˜ω) = f0(ω)h(x); and
(a) all sufficient statistics factorises as Ti(x˜ω) = fi(ω)Ti(x) + gi(ω), where either gi = 0 or fi = 1.
Define η˜ such that η = f(ω)  η˜, where f = (f1, f2, . . . , fI) and  denotes the element-wise
multiplication. Then, we obtain the relationship of log-likelihood evaluations and partial derivatives
for the original and the scaled data as
log p(x˜ω; η˜) = log p(x;η)− logω and ∂jη˜i log p(x˜ω, η˜) = fi(ω)j ∂jηi log p(x;η), (8)
where ∂jη˜i denotes the j-th partial derivative with respect to η˜i.
Although the proposition’s requirements may look restrictive at first, as reported in Table 1, many
commonly-used distributions fulfil such properties. It also is worth-mentioning that in the case of the
log-normal distribution we consider the scaling function x˜ω(x) = xω , instead of x˜ω(x) = ωx.
Assume now that `(η) is Li-smooth with respect to its i-th natural parameter, ηi. Then, using
Proposition 3.1, we obtain the Lipschitz constant of ˜`d(η˜d) as a function of the original one `(η), i.e.,
|∂η˜i`(a˜)− ∂η˜i`(b˜)| = |fi(ω)| |∂ηi`(a)− ∂ηi`(b)| ≤ |fi(ω)|Li ||a− b|| =
= |fi(ω)|Li ||f(ω) (a˜− b˜)|| ≤ |fi(ω)| ||f(ω)||Li ||a˜− b˜||, (9)
where a˜, b˜ ∈ RI are two different (scaled) parameters and the last expression is a result of Cauchy-
Schwarz inequality. Assuming 1-norm, this implies that the scaled log-likelihood is L˜i-smooth with
respect to η˜i, with
L˜i(ω) = |fi(ω)|
∑
j
|fj(ω)|Li. (10)
3We assume the model-dependent part ∇γη to be similar across dimensions
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Table 1: Multiplicative and additive noise (see Prop. 3.1) for some common distributions is shown
in the three left-most columns. When fi or gi is omitted, it is assumed to be 1 or 0, respectively.
The two right-most columns show the L-smoothness of the likelihood with respect to η˜1 and η˜2 as
a function of the original parameters, after data standardization is applied. Rat denotes a rational
function, whereas ψ(1) denotes the trigamma function.
Distribution (param.) h(x) T1(x) T2(x) L˜std1 L˜std2
(Log-)Normal (µ, σ) f0 = 1 f1 = ω f2 = ω2 1 + 2|µσ | ≈ 4|µσ |2 + 2
Gamma (α, β) f0 = 1 g1 = logω f2 = ω ≈ |αψ(1)(α)| 1 + 1/
√
α
Inverse Gaussian (µ, λ) f0 = ω−3/2 f1 = ω f2 = 1/ω 1 + 1/µ2 Rat(µ)
Inverse Gamma (α, β) f0 = 1 g1 = logω f2 = 1/ω ≈ |αψ(1)(α)| Rat(α)
Exponential (λ) f0 = 1 f1 = ω 1
Rayleigh (σ) f0 = ω f1 = ω2 ≈ 5.428
3.2 “Standardizing” the optimization landscape
In order to quantify the L-smoothness of a function, we need to compute its Lipschitz constant. As
we are considering here data scaling transformations, i.e., a preprocessing step, we here focus on the
local L-smoothness around the empirical estimation of the natural parameters, denoted by η̂. As an
example, assuming a Gaussian variable with empirical mean and standard deviation denoted by µ̂
and σ̂, then η̂1 = µ̂/σ̂2 and η̂2 = −1/2σ̂2.
Unfortunately, calculating the (ε-local) Lipschitz constant may be challenging, as it involves solving
Li = max
a6=b
a,b∈B(η̂,ε)
∣∣∣∣∂ηi`(a)− ∂ηi`(b)∣∣∣∣
||a− b|| , (11)
where B(η̂, ε) is the ball with radius ε and centered in the empirical estimation of the natural
parameters η̂. Instead, we here rely on an estimator of Li, which is derived by taking the limit ε→ 0
and making use of the multivariate mean value theorem adapted to our settings.
Theorem 3.1 (Mean Value Theorem). Let `(η) be a twice-differentiable real-valued function with
respect to ηi ∈ η on Q ⊂ RI . Then, for any two values a, b ∈ Q, there exists c ∈ Q such that
∂ηi`(a)− ∂ηi`(b) = ∇η
[
∂ηi`(c)
] · (a− b).
By taking norms above and applying the Cauchy-Schwarz inequality we obtain the same inequality
as in Eq. 4, i.e.,
∣∣∣∣∂ηi`(a)− ∂ηi`(b)∣∣∣∣ ≤ ∣∣∣∣∇η∂ηi`(c)∣∣∣∣ · ||a− b||. Setting c = η̂, we obtain our
local estimator of the Lipschitz constant as:
Li ≈
∣∣∣∣∇η ∂ηi`(η̂)∣∣∣∣1 = ∑
j
|∂ηjηi`(η̂)|. (12)
Importantly, if ` is Li-smooth for each ηi in the set of natural parameters η, then it is
∑
i Li-smooth
with respect to η. Similarly, if `1 is L1-smooth and `2 L2-smooth, then `1+ `2 is (L1+L2)-smooth.4
These properties are proved in Appendix B.
Moreover, for the distributions considered in Table 1, we can use our estimator to approximate the
resulting L-smoothness after standardizing the data (details in Appendix E). These results shed some
light on why standardizing works well in many settings, since it makes the L-smoothness comparable
across dimensions for several common likelihood functions. Specifically, i) the exponential and
Rayleigh distributions have constant (local) L-smoothness; ii) a centered (log-)normal distribution is
3-smooth; and iii) the Gamma distribution is (approximately) 1-smooth as long as its shape parameter
α (which is scale-invariant, i.e., α˜ = α) is sufficiently large. However, Table 1 also showcases that
for other likelihood functions the resulting Lipschitz constants may not be comparable. This is the
case for the inverse Gaussian (Gamma) distribution, whose Lipschitz constants after standardizing
are rational functions of µ (of α) that can be arbitrarily large or small.
4Note that it could still exist an L < L1 + L2 such that `1 + `2 is L-smooth.
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4 Lipschitz standardization
In the previous section we observed that the Lipschitz constant after scaling the data, L˜i(ω), can be
seen as a function of the scaling factor ω. As a consequence, it should be possible to find an ω that
eases fair multivariate learning by making all the dimensions in the data share the same Lipschitz
constant. In this section, we propose a novel data scaling algorithm with that goal in mind, Lipschitz
standardization. Intuitively, our algorithm puts the data into a region of the parameter space where
the L-smoothness is comparable across all dimensions.
Given a single L-smooth function `(γ), it can be shown that there exists an optimal step size
α∗ = 1/L for first-order optimization [19]. However, when we aim to jointly fit multiple functions,
log-likelihood functions in our case, {`d(ηd(γ))}Dd=1, each one being Ld-smooth, the optimal
learning rate for each individual likelihood is different, although the parameters (in our case, the
variational parameters γ) that we optimize are shared. Importantly, while there exists an optimal
learning rate for the overall likelihood function `(γ) =
∑
d `d(ηd(γ)), it may still lead to an unfair
learning process, and thus, to inaccurate fitting of the data.
The proposed Lipschitz standardization algorithm scales each d-th dimension by the scaling weight
ω∗d , obtained such that all dimensions share a similar Lipschitz, i.e.,
ω∗d = argmin
ωd
(
L˜d(ωd)− L∗
)2
= argmin
ωd
(
Id∑
i=1
L˜di(ωd)− L∗
)2
for d = 1, 2, . . . , D, (13)
where L˜di(ωd) are the scaled Lipschitz constants, as in Eq. 10, and L∗ the target L-smoothness. In
our experiments we set L∗ to 1/(Dα), where α is the initial learning rate set by the practitioner. The
motivation behind this choice is approximating the resulting overall likelihood L˜-smoothness to the
one optimal for a given learning rate, being L˜ =
∑
d L˜d ≈
∑
d 1/(Dα) = 1/α.
Remark 1. In our experiments, we use Proposition 3.1 and automatic differentiation to approximate
the local L-smoothness, as well as closed-form solutions and root-finding methods to find the optimal
scaling factors ω∗d (details in Appendix D). However, we recall that gradient descent may be also
used to solved the optimization problem in (13). As a result, Lipschitz-standardization is applicable
to other log-likelihood functions than the ones discussed above, as well as for different multivariate
learning problems beyond BBVI.
Remark 2. Our algorithm is a preprocessing step, and thus the Lipschitz standardized data x˜, as well
as the scaled likelihood functions ˜`d(η˜d), are used to learn the model parameters (the variational
parameters, in our case). However, during test and deployment time, one may be interested in coming
to the original space of the data. This can be done, in the case of distributions in the exponential
family (see Section 3.1) by using Prop. 3.1, which shows how to obtain the parameters of the original
likelihood function as η = f(ω) η˜. Appendix A briefly sketches this idea, providing examples on
how our approach applies to the distributions in Table 1 (and to discrete data, which we discuss next).
4.1 Discrete data
Up to this point, our algorithm only applies to continuous data and likelihood functions. However,
real-world datasets often present mixed continuous and discrete data types, as well as likelihood
models. Next, we extend the proposed Lipschitz-standardization method to discrete data (represented
using the natural numbers), assuming discrete distributions such as Bernoulli, Poisson and categorical
distributions. We refer to the new approach as Gamma trick.
Gamma Trick. This approach (detailed in Appendix A) can be summarised in four steps: i) transform
the discrete data x to continuous x via additive noise, i.e., x = x+ ε, for which we assume a Gamma
likelihood; ii) apply Lipschitz standardization to x to ease fairer learning; iii) apply the learning
process on the scaled data x˜ to learn the model parameters η˜; and iv) estimate the parameters of the
original discrete distribution using the learnt (un-)scaled continuous distribution.
Recovering the parameters of the discrete distribution. The Bernoulli and Poisson distributions
are characterized by their expected value. Hence, to recover their distributional parameters for testing,
it is enough to do mean matching between the original distribution and its (un-scaled) Gamma
counterpart. Note that the mean of the discrete variable x is given by µ = µ − E [ε], where µ is
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Figure 1: Missing imputation error across different datasets and models. Lower is better and the
methods are presented in the same order as in the legend.
the mean of x, that is, α/β under the (un-scaled) Gamma distribution with parameters α and β.
Therefore, we estimate the mean of the Bernoulli distribution as p = max(0,min(1, µ)), and the rate
of the Poisson distribution as λ = max(δ, µ), where 0 < δ  1 to ensure that λ > 0.
As the categorical distribution has more than one parameter, a Bernoulli trick is applied before
applying the Gamma trick. The idea behind the Bernoulli trick is simple, we assume a one-hot
representation of the K-dimensional categorical distribution and treat each class as an independent
Bernoulli distribution, which as shown above is suitable for the Gamma trick. To recover the
parameter of the categorical distribution pi = (pi1, pi2, . . . , piK) we individually recover the mean
of each Bernoulli class, µk, and make sure that they sum up to one, i.e., pik = µk/
∑K
i=1 µi, for
k = 1, 2, . . . ,K. Note that, when applying Lipschitz-standardization to the categorical distribution,
we account for the fact that it has been divided in K Gamma distributions. As we want all the
observed dimensions to be L∗-smooth, we group up the new K Gamma distributions and set their
objective L-smoothness to L∗/K, so that they add up to the same L-smoothness, i.e.,
∑
k Lk = L
∗.
Additive noise. In our transformation from discrete data into continuous data, x = x+ ε, we ensure
that the continuous noise variable ε: i) lies in a non-zero measure subset of the unit interval ε ∈ (0, 1)
so that the original value is identifiable; ii) preserves the original data shape as much as possible;
and iii) ensure that the shape parameter α of the Gamma is far from zero, and L1 does not become
arbitrarily large (see Appendix E for further details). In our experiments, we use ε ∼ Beta(1.1, 30).
5 Experiments
Experimental setup We use six different datasets from the UCI repository [9] and apply BBVI
to solve a missing-data imputation task. We consider three different generative models: i) mixture
model; ii) matrix factorization; and iii) (vanilla) Variational Auto-Encoder (VAE) [8]. Additionally,
we pick a likelihood for each dimension based on its observable properties (e.g., positive real data or
categorical data) and, to provide a fair initialization across all methods and datasets, continuous data
is standardized beforehand. Refer to Appendix F for further details and tabular experimental results.
Methods. We compare the performance of the following methods: i) std/none, which standardizes
the continuous data; ii) max, which normalizes continuous data; iii) ours-none, which Lipschitz-
standardizes continuous data; iv) ours-bern, which in addition applies the Bernoulli trick to categorical
data; and v) ours-gamma, which applies the Gamma trick to all discrete variables and, afterwards,
Lipschitz standardization to all dimensions.
Metric. Analogously to Nazabal et al. [18], average missing imputation error is used as evaluation
metric. Namely, normalized mean squared error is used for numerical variables and error rate for
nominal ones. When per-dimension results are shown, we normalize the error of each dimension
dividing by the missing imputation error obtained via mean imputation.
Results. Figure 1 (and Appendix G) summarizes the results in the form of boxplots, where we include
results for 10%, 30% and 50% of missing values with 10 independent runs for each, and we remove
outliers. Here, we observe that Lipschitz standardization (ours-none) results in as good imputation
error as the best of its counterparts (std/none and max); and, when combined with the Bernoulli
(ours-bern) and Gamma (ours-gamma) tricks, results are greatly improved. This becomes obvious on
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(a) Mixture model. (b) Matrix factorization. (c) VAE.
Figure 2: Per-dimension normalized error for different models on the Letter dataset. Dotted line
represents mean imputation error. Values closer to the origin are better.
(a) Matrix factorization. (b) VAE.
(c) Adult dataset.
(d) Matrix factorization. (e) VAE.
(f) defaultCredit dataset.
Figure 3: Per-dimension normalized error for some experiments. Dotted line represents mean
imputation error. Values closer to the origin are better.
highly heterogeneous datasets (e.g., defaultCredit and Adult), where we obtain, and occasionally beat,
state-of-the-art results reported by Nazabal et al. [18]. Importantly, while results across models are
consistent, we can observe that matrix-factorization benefits the most from Liptshcitz standardization,
since it is more expressive than the mixture model but not as over-parameterized as the VAE. This
can be further appreciated in Figure 2. Moreover, we emphasize that, when dealing with discrete data,
either the Bernoulli or the Gamma trick are necessary to avoid an unfair learning process converging
to poor local optima for some dimensions (resulting in the outliers removed in Figure 1). Figure 3
shows matrix-factorization and VAE for Adult and defaultCredit, where we see that ours-bern and
ours-gamma are strictly better on almost all dimensions, and that all methods but ours-gamma tend
to explode on few dimensions (either continuous or discrete).
6 Conclusions
In this work, we have introduced the problem of fair multivariate learning when first-order opti-
mization is used to perform approximate inference in multivariate probabilistic models. Then, since
existing solutions to mitigate the negative transfer issue in MTL problems do not seem to directly ap-
ply in the probabilistic setting, we have instead focused on data preprocessing as a simple and practical
solution to mitigate unfair learning. In particular, we have shed new insights on the behaviour of data
standardization, finding that it makes the smoothness of commonly-used continuous log-likelihoods
comparable. Then, we have proposed Lipschitz standardization, an algorithm whose objective is to
ease fair multivariate learning by making the L-smoothness equal across all (discrete and continuous)
dimensions of the data. Our experiments show that Lipschitz standardization outperforms the existing
methods, and specially shines when the data is highly heterogeneous.
Future research avenues include the implementation of Lipschitz standardization in probabilistic
programming pipelines, and its usage in settings different from BBVI (e.g., HMC). It would also be
interesting to extend this idea to an online algorithm embedded in the learning process, which takes
the model into consideration and enables the fine-tune of the local Lipschitz during learning.
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A Data flow and Gamma trick
It is important to bear in mind the transformation the data follows during the training procedure, as
well as what we do with the data at each phase. To clarify this for our settings, we provide in Figure 4
two schemes describing this flow for continuous and discrete distributions, following the notation of
the main paper. As a summary, data is transformed and scaled, and the scaled natural parameters are
learnt during training. Whenever evaluation is needed, these parameters are always returned to the
space of the original data, i.e., η˜ is transformed to η before evaluating on the space of x.
xd −→ x˜d
ηd ←− η˜d
learning
ev
al
ua
tio
n
(a) Continuous data.
xd −→ xd −→ x˜d
ηd ←− ηd ←− η˜d
learning
ev
al
ua
tio
n
(b) Discrete data.
Figure 4: Schematic flow used in this work. For training, data is transformed and their natural
parameters are learnt. To evaluate, the original parameters are recovered from the transformed ones.
To avoid confusion, let us clarify here what are the transformations described in Figure 4b (the
continuous case is included). The step xd −→ xd refers to all the transformations explained in
Section 4.1 of the main paper. That is, splitting the variable intoK independent ones in the case of the
Bernoulli trick, as well as the addition of noise for the Gamma trick. The transformation xd −→ x˜d
refers to the data scaling procedure (standardization, normalization, Lipschitz-standardization, and so
on). The orange arrow is the process performed by the model, which takes the input x˜d and outputs
its parameters η˜d. Then, in η˜d −→ ηd, the parameters are scaled back to their original size, using the
transformation described in Proposition 3.1 of the main paper. We do the transformation ηd −→ ηd
as described in Section 4.1 of the main paper, that is, removing noise, clipping, and gathering the K
independent parameters into a dependent one as necessary. Finally, we can use those parameters ηd
to evaluate the data coming from the same source as the original data.
Something we have not discussed in the main paper regards the choice of the Gamma distribution
as a proxy to learn the parameters of the Bernoulli and Poisson distributions. As counterintuitive
as it might seem, it turns out that the Gamma distribution is a great distribution for doing mean
matching with respect to these distributions. To check this statement, we have run a simple Python
code using scipy.stats that: i) generates random samples from a Bernoulli (Poisson) distribution;
ii) adds additive noise from a distribution Beta(1.1, 30); iii) fits the data to a Gamma distribution
and performs mean matching as explained before; and iv) computes the mean absolute difference
between the estimated and real parameters. This procedure was performed for Bernoulli distributions
with parameter p = i/50, and Poisson distributions with parameter λ = i and λ = i/50 for
i = 0, 1, . . . , 50. The average error obtained was 0.0081 and 0.0712 for the Bernoulli and Poisson
distributions, respectively.
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A.1 Illustrative example
We provide a simple example to show how data is transformed and used throughout the entire process.
Assume that we have two input dimensions, D = 2, whose distributions are assumed to be normal
X1 ∼ N (µ, σ) and categorical with 3 classes X2 ∼ Cat(pi = (pi1, pi2, pi3)), respectively. Let us
further suppose that we want to use ours-gamma, that is, Lipschitz-standardization combined with
the Gamma trick. Then, we would not alter the first variable X1 = X1 ∼ N (µ, σ), but substitute
X2 with X2j = X2j + εj ∼ Γ(αj , βj), where j = 1, 2, 3 are the indexes of the new variables,
X2j ∼ Bern(pj) refers to the j-th element of X2 when considered its one-hot representation, and
εj ∼ Beta(1.1, 30) is the additive noise variable.
Now, we can apply feature-scaling to all variables, thus obtaining the new variables
X˜1 = ω1X1 ∼ N (µ˜, σ˜), and X˜2j = ω2jX2j ∼ Γ(α˜, β˜) for j = 1, 2, 3. After training our sys-
tem, or whenever we want to evaluate the model in test data, we ought to return to the original
probabilistic model X1, X2. When recovering the X variables, we need to use Proposition 3.1 so
that ηi = f(ωi) η˜i, where we have obtained η˜i as the output of our model.
To finally recover the original variables,X1, X2, we do not need to do anything toX1 sinceX1 = X1.
For the second variable, we obtain X2j ∼ Bern(pj) as
pj = max(0,min(1,E
[
X2j
]− E [εj ])) = max(0,min(1, αj/βj − 0.035)),
and finally recover X2 ∼ Cat(pi) with pi =
(
p1
p1+p2+p3
, p2p1+p2+p3 ,
p3
p1+p2+p3
)
.
B Basic properties of L-smoothness
Proposition B.1. If a real-valued function `(η) isLi-smooth with respect to the ηi, the i-th parameter
of η ∈ RI , then ` is∑i Li-smooth with respect to η (assuming the 1-norm).
Proof. Let us denote a, b ∈ RI . Then, by assumption, |∂ηi`(a)− ∂ηi`(b)| ≤ Li||a− b|| and
||∇η`(a)−∇η`(b)||1 =
∑
i
|∂ηi`(a)− ∂ηi`(b)| ≤
∑
i
Li||a− b||. (14)
Q.E.D.
Proposition B.2. If two real-valued functions `1(η) and `2(η) are L1-smooth and L2-smooth with
respect to η, respectively, then `1 + `2 is L1 + L2-smooth with respect to η.
Proof. Let us denote a, b ∈ RI . Then,
||∇η(`1 + `2)(a)−∇η(`1 + `2)(b)|| = ||(∇η`1(a)−∇η`1(b)) + (∇η`2(a)−∇η`2(b))||
≤ ||∇η`1(a)−∇η`1(b)|| + ||∇η`2(a)−∇η`2(b)||
≤ L1||a− b|| + L2||a− b|| = (L1 + L2)||a− b||
Q.E.D.
C Exponential family
As stated in the main paper, the exponential family is characterized for having the form
pd(xnd;ηnd) = h(xnd) exp
[
η>ndT (xnd)−A(ηnd)
]
, (15)
where ηnd(zn,β) are the natural parameters, T (x) the sufficient statistics, h(x) is the base measure,
and A(η) the log-partition function.
To ease the task of transforming between natural (η) and usual (θ) parameters, we provide in Table 2
a cheat-sheet with the relation between them for the distributions used along the paper, as well as the
way the natural parameters are scaled with respect to the scaling factor ω.
Regarding the relation between scaled and original data in the exponential family, we now prove
Proposition 3.1 from the main text.
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Table 2: Relationship between parameters θ and natural parameters η, as well as the way the latter
scale (see Proposition 3.1 of the main text) for different distributions of the exponential family.
Likelihood θ T (x) θ 7→ η η 7→ θ x 7→ x˜ f(ω) η 7→ η˜
Normal
 µ
σ2
  x
x2
  µσ2
−1
2σ2
 −η12η2
−1
η2
 ωx
 ω
ω2
 [ η1ω
η2
ω2
]
Log-normal
 µ
σ2
  log x
(log x)2
  µσ2
−1
2σ2
 −η12η2
−1
η2
 xω
 ω
ω2
 [ η1ω
η2
ω2
]
Gamma
[
α
β
] [
log x
x
] [
α− 1
−β
] [
η1 + 1
−η2
]
ωx
[
1
ω
] [
η1
η2
ω
]
Inverse Gaussian
[
µ
λ
] x
1
x
 − λ2µ2
−λ2


√
η2
η1
−2η2
 ωx
ω
1
ω
 [ η1ω
η2ω
]
Inverse Gamma
[
α
β
] log x
1
x
 [−α− 1
−β
] [−η1 − 1
−η2
]
ωx
1
1
ω
 [ η1
η2ω
]
Exponential [λ] [x] [−λ] [−η1] ωx [ω]
[η1
ω
]
Rayleigh [σ]
[
x2
2
] [−1
σ2
] [√
1
−η1
]
ωx
[
ω2
] [ η1
ω2
]
Bernoulli [p] [x]
[
log p1−p
] [
1
1+e−η1
]
- - -
Poisson [λ] [x] [log λ] [eη1 ] - - -
Proposition C.1. Let p(x;η) be a density function of the exponential family where x ∈ X ⊂ R and
η ∈ Q ⊂ RI . Assume a bijective scaling function x˜ : X × R+ → X such that for any ω ∈ R+ it
defines the function (and random variable) x˜ω = x˜(x, ω). If
(a) the base measure factorizes, h(x˜ω) = f0(ω)h(x); and
(b) all sufficient statistics factorize as Ti(x˜ω) = fi(ω)Ti(x) + gi(ω), where either gi = 0 or fi = 1.
Then, by defining η˜ such that η = f(ω) η˜, where f = (f1, f2, . . . , fI) and  is the element-wise
multiplication, we have that
log p(x˜ω; η˜) = log p(x;η)− logω and ∂jη˜i log p(x˜ω, η˜) = fi(ω)j ∂jηi log p(x;η), (16)
where ∂jη˜i denotes the jth-partial derivative with respect to η˜i.
Proof. First, we explicitly write the scaled version of log-likelihood function,
log p(x˜ω; η˜) = log h(x˜ω) +
∑
i
η˜iTi(x˜ω)−A(η˜)
= log (f0(ω)h(x)) +
∑
i
ηi
fi(ω)
(fi(ω)Ti(x) + gi(ω))−A(η˜)
= log h(x) + log f0(ω) +
∑
i
ηiTi(x) +
∑
i
η˜igi(ω)−A(η˜), (17)
where we have made use of conditions (a) and (b) to separate the scaling factor from the data.
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Now we compute the value of A(η˜) using again the same conditions:
A(η˜) = log
∫
h(x˜ω) exp
(
η˜>T (x˜ω)
)
dx˜ω
= log f0(ω) + log
∫
h(x) exp
(
η>T (x)
)
ωdx+
∑
i
η˜igi(ω)
= A(η) + log f0(ω) + logω +
∑
i
η˜igi(ω).
And by substituting it into Equation 17 and rearranging terms, we obtain the first result:
log p(x˜; η˜) = log h(x) + log f0(ω) +
∑
i
ηiTi(x) +
∑
i
η˜igi(ω)−A(η˜)
= log h(x) +
∑
i
ηiTi(x)−A(η) +log f0(ω) +


∑
i
η˜igi(ω)−log f0(ω)
− logω −


∑
i
η˜igi(ω)
= log p(x;η)− logω.
The second result is a combination of the first result and the chain rule. For j = 1:
∂η˜i log p(x˜ω; η˜) = ∂η˜i [log p(x;η)− logω] = ∂η˜i log p(x;η)
= ∂η˜iηi∂ηi log p(x;η) = fi(ω) ∂ηi log p(x;η)
Now, if we take j ∈ N and suppose that ∂j−1η˜i log p(x˜ω, η˜) = fi(ω)j−1 ∂j−1ηi log p(x;η) we have
∂jη˜i log p(x˜ω; η˜) = ∂η˜i
[
∂j−1η˜i log p(x˜ω; η˜)
]
= ∂η˜i
[
fi(ω)
j−1 ∂j−1ηi log p(x;η)
]
= fi(ω)
j−1 ∂η˜i
[
∂j−1ηi log p(x;η)
]
= fi(ω)
j−1 ∂η˜iηi ∂ηi
[
∂j−1ηi log p(x;η)
]
= fi(ω)
j ∂jηi log p(x;η)
Q.E.D.
D Finding optimal scaling factors for common distributions
In this section we show some results on how to find the optimal scaling factor ωd solving the problem
described in Equation 13 of the main paper. For completeness, let us recall the problem
ω∗d = argmin
ωd
(
L˜d − L∗
)2
= argmin
ωd
(
Id∑
i=1
L˜di − L∗
)2
for d = 1, 2, . . . , D, (18)
where L˜d is the Lipschitz constant corresponding to the L-smoothness of the scaled d-th dimension,
and L∗ > 0 is the smoothness goal that we attempt to achieve (as described in the main text).
For common distributions we are able to give some guarantees. Specifically, we can obtain closed-
form solutions for the exponential and Gamma distributions, whereas for the (log-)normal distribution
we prove the existence and uniqueness of the optimal ωd.
Remark We use throughout the proofs the well-known result that ∂ηiA(η) = E [Ti(x)] for any
i = 1, 2, . . . , I in the case of the exponential family. Therefore, Li =
∑
j ∂ηj∂ηi log p(x;η) can
be rewritten as Li =
∑
j ∂ηj Eη [Ti(x)] =
∑
j ∂ηi Eη [Tj(x)], where the last equality is a direct
consequence of Young’s theorem.
Proposition D.1 (Exponential distribution). Let X ∼ Exp(λ) and X = {xn}Nn=1. Suppose that,
for some value η̂, it holds that log p(X; η̂) is Li-smooth w.r.t. ηi ∈ η for i = 1. Then the solution for
problem 18 always exists, is unique, and can be written as
ω∗ =
√
L∗
L1
. (19)
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Proof. The minimum of problem 18 happens when
∑I
i=1 L˜i = L
∗. In this particular case, when
L˜1 = L
∗. As show in Equation 9 from the main paper, we know that L˜i(ω) = |fi(ω)|
∑
j |fj(ω)|Li
for the 1-norm. In our particular case, L˜1(ω) = f1(ω)2L1 = ω2L1.
The resulting equation we need to solve is L1ω2 = L∗, whose unique positive solution is ω = +
√
L∗
L1
.
To show that ω∗ always exists we only have to show that L1 > 0 in all cases, which can be done by
computing it:
∂2η1 log p(x; η1) = ∂
2
η1 (log λ− λx) = ∂2η1 (log(−η1) + η1x)
= ∂η1
(
1
η1
+ x
)
=
−1
η21
and L1 = |∂2η1 | = η−21 > 0 since η1 > 0 by definition.
Q.E.D.
Proposition D.2 (Gamma distribution). Let X ∼ Γ(α, β) and X = {xn}Nn=1. Suppose that, for
some value η̂, it holds that log p(X; η̂) is Li-smooth w.r.t. ηi ∈ η for i = 1, 2. Then the solution for
problem 18 exists if L∗ > L1, is unique, and can be written as
ω∗ =
−L1 − L2 +
√
(L1 − L2)2 + 4L2L∗
2L2
. (20)
Proof. As in the exponential case, we want to solve the equation L˜1(ω) + L˜2(ω) = L∗.
L˜1(ω) + L˜2(ω) = (|f1(ω)|+ |f2(ω)|)(|f1(ω)|L1 + |f2(ω)|L2) = (1 + ω)(L1 + L2ω)
= L2ω
2 + (L1 + L2)ω + L1 = L
∗
Therefore we need to find the roots of the polynomial L2ω2 + (L1 + L2)ω + L1 − L∗ = 0. To
analyse the roots, let us denote the discriminant as ∆ = (L1 + L2)2 − 4L2(L1 − L∗). Note that we
can simplify ∆,
∆ = (L1 + L2)
2 − 4L2(L1 − L∗) = L21 + L22 + 2L1L2 − 4L1L2 + 4L2L∗
= L21 + L
2
2 − 2L1L2 + 4L2L∗ = (L1 − L2)2 + 4L2L∗.
The roots ω are given by
ω =
−L1 − L2 ±
√
∆
2L2
,
and there always exists a single positive root as long as
√
∆ > −L1 − L2:
√
∆ > −L1 − L2 ⇒ ∆ > (L1 + L2)2 ⇒ (L1 − L2)2 + 4L2L∗ > (L1 + L2)2
⇒ 4L2L∗ > 4L2L1 ⇒ L∗ > L1.
If L∗ > L1 we can again show that the solution always exists by computing L2:
∂η2A(η) = Eη [T2(X)] = Eη [X] =
α
β
= −η1 + 1
η2
∂2η2 log p(x;η) = −∂η2
η1 + 1
η2
=
η1 + 1
β2
=
α
β2
> 0
∂η1∂η2 log p(x;η) = −∂η1
η1 + 1
η2
=
1
−η2 =
1
β
> 0
L2 ≈ |∂η2 log p(x;η)|+ |∂η1∂η2 log p(x;η)| > 0
Q.E.D.
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Proposition D.3 (Normal distribution). Let X ∼ N (µ, σ2) and X = {xn}Nn=1. Suppose that, for
some value η̂, it holds that log p(X; η̂) is Li-smooth w.r.t. ηi ∈ η for i = 1, 2. Then the solution for
problem 18 always exists, is unique, and can be expressed as the unique positive root of
Q(ω) = L2ω
4 + (L1 + L2)ω
3 + L1ω
2 − L∗. (21)
Proof. First, note that L2 is always positive. To show that we calculate it approximation once again:
∂η2A(η) = Eη [T2(X)] = Eη
[
X2
]
= µ2 + σ2 =
η21
4η22
+
−1
2η2
=
η21 − 2η2
4η22
∂2η2 log p(x;η) = ∂η2
η21 − 2η2
4η22
=
1
4
−2η22 − 2η2(η21 − 2η2)
η42
=
η2 − η21
2η32
∂η1∂η2 log p(x;η) = ∂η1
η21 − 2η2
4η22
=
η1
2η22
= 2µσ2
L2 ≈ |∂2η2 log p(x;η)|+ |∂η1∂η2 log p(x;η)|
We have that L2 > 0 since the second term is only zero when µ = 0 and, if that is the case, η1 = 0
and the first term is positive.
As before, we want to solve L˜1(ω) + L˜2(ω) = L∗, which in this case has the form
(ω + ω2)(L1ω + L2ω
2) = L2ω
4 + (L1 + L2)ω
3 + L1ω
2 = L∗.
This is equivalent to finding the positive roots of Q(ω) = L2ω4 + (L1 +L2)ω3 +L1ω2 −L∗. Then
let us call P (ω) = L2ω4 + L1ω2 so that Q(ω) = P (ω) + (L1 + L2)ω3 − L∗.
Note that there exists a unique positive solution of the equation P (ω) = Gi with Gi > 0. In fact, the
only positive root of L2ω4 + L1ω2 −Gi is
ω = +
√
−L1 +
√
L21 + 4L2Gi
2L2
> 0 (22)
Define G0 = L∗. As just pointed out, there exists a unique ω1 > 0 such that P (ω1) = G0. Then
Q(ω1) = P (ω1) + (L1 + L2)ω
3
1 −G0 = (L1 + L2)ω31 > 0.
Define nowG1 = G0−(L1+L2)ω31 . Again, there exists a unique ω2 > 0 such that P (ω2) = G1 and
Q(ω2) = P (ω2) + (L1 + L2)ω
3
2 −G0 = G1 −G0 + (L1 + L2)ω32 = (L1 + L2)(ω32 − ω31) < 0
since G1 < G0, the discriminant of Equation 22 is smaller in the case of G1 and thus ω2 < ω1.
Define G2 = G1 − (L1 + L2)(ω32 − ω31) and note that G1 < G2 < G0 since
G2 = G1 − (L1 + L2)(ω32 − ω31) = G0 − (L1 + L2)ω31 − (L1 + L2)(ω32 − ω31)
= G0 − (L1 + L2)ω32 .
We can now find ω2 < ω3 < ω1 such that P (ω3) = G2, Q(ω3) = (L1 + L2)(ω33 − ω32). Note that
ω31 > ω
3
3 ⇒ ω31 + ω32 > ω33 ⇒ ω31 > ω33 − ω32 , meaning that Q(ω3) < Q(ω1).
Thus far, we have built a sequence such that Q(ω2) < 0 < Q(ω3) < Q(ω1). If we follow the
process and define G3 = G2 − (L1 + L2)(ω33 − ω32) we will find an ω2 < ω4 < ω3 such that
Q(ω2) < Q(ω4) < 0 < Q(ω3) < Q(ω1).
Finally, let us define the sequence of intervals Ii = [Q(ωi+1), Q(ωi)] for i = 1, 2, . . . ,∞ constructed
using the described procedure. This sequence is a strictly decreasing nested sequence of non-empty
compact subsets of R. Therefore, Cantor’s intersection theorem states that the intersection of these
intervals is non-empty, ∩iIi 6= ∅, and since the only element which is in all the intervals is 0,
∩iIi = {0}.
The sequence {Q(ω2i)}∞i=1 ({Q(ω2i+1)}∞i=1) converges to 0 since it is a strictly decreasing (increas-
ing) sequence lower-bounded (upper-bounded) by 0. The sequences of their anti-images, {ω2i}∞i=1
and {ω2i+1}∞i=1, converge then to the same value, ω∗, the root of Q and the solution of problem 18.
Q.E.D.
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E L-smoothness estimation
E.1 L-smoothness after standardization
Similar to what we have done in Appendix D, here we are going to compute the estimator of the
local L-smoothness for some usual distributions using L =
∑
i Li =
∑
i
∑
j |∂ηj∂ηi log p(x;η)|,
and then see how this smoothness changes as we scale by ω = 1/std. We will use here the standard
deviation expression of each particular likelihood, therefore most of these results hold as long as the
selected likelihood properly fits the data.
(Log-)Normal distribution First, we compute the partial derivatives of the log-likelihood:
∂η1A(η) = Eη [T1(X)] = Eη [X] = µ =
−η1
2η2
∂η2A(η) = Eη [T2(X)] = Eη
[
X2
]
= µ2 + σ2 =
η21
4η22
+
−1
2η2
=
η21 − 2η2
4η22
∂2η1 log p(x;η) = ∂η1
−η1
2η2
=
−1
2η2
= σ2
∂2η2 log p(x;η) = ∂η2
η21 − 2η2
4η22
=
1
4
−2η22 − 2η2(η21 − 2η2)
η42
=
η2 − η21
2η32
= 2σ2(σ2 + 2µ2)
∂η2∂η1 log p(x;η) = ∂η1∂η2 log p(x;η) = ∂η1
η21 − 2η2
4η22
=
η1
2η22
= 2µσ2
Therefore, we have that L1 ≈ σ2 + 2|µ|σ2 and L2 ≈ 2σ2(|µ|+ σ2 + 2µ2). After standardizing the
data, we have that µ˜ = µ/σ and σ˜2 = 1, resulting in L˜std1 = 1 + 2
|µ|
σ and L˜
std
2 = 4|µσ |2 + 2 |µ|σ + 2.
Gamma distribution In this case we have:
∂η1A(η) = E [T1(x)] = α− log β + log Γ(α) + (1− α)ψ(α)
= η1 + 1− log(−η2) + log Γ(η1 + 1)− η1ψ(η1 + 1)
∂2η1 log p(x;η) = ∂η1 [η1 + 1− log(−η2) + log Γ(η1 + 1)− η1ψ(η1 + 1)]
= 1 + ψ(η1 + 1)− ψ(η1 + 1)− η1ψ(1)(η1 + 1)
= 1− η1ψ(1)(η1 + 1) = 1 + (1− α)ψ(1)(α) (23)
∂η2A(η) = E [T2(x)] = E [x] =
α
β
=
η1 + 1
−η2
∂2η2 log p(x;η) = ∂η2
η1 + 1
−η2 =
η1 + 1
η22
= α/β2 = V ar [x]
∂η2∂η1 log p(x;η) = ∂η1∂η2 log p(x;η) =
1
−η2 = 1/β
So that L1 ≈ |1 + (1 − α)ψ(1)(α)| + 1/β and L2 ≈ V ar [x] + 1/β. After standardizing α˜ = α,
β˜ =
√
α and V ar [x] = 1, therefore L˜std1 is a function of ψ
(1)(α) and L˜std2 = 1 + 1/
√
α.
Exponential distribution If X ∼ Exp(λ) then X ∼ Γ(1, 1/λ), so we can use the previous results
so that L1 ≈ V ar [x] and L˜std1 = 1.
Rayleigh distribution This distribution has parameter σ > 0, sufficient statistic T1(x) = x2/2,
and natural parameter η1 = −1/σ2.
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We start by computing ∂η1A(η) = E [T1(x)] =
1
2 E
[
x2
]
. Using that, for this distribution,
E
[
xj
]
= σj2j/2Γ(1 + j2 ):
∂η1A(η) =
1
2
E
[
x2
]
=
1
2
σ22Γ(2) = σ2 =
−1
η1
∂2η1 log p(x;η) = ∂η1
−1
η1
=
1
η21
= σ4
Therefore, L1 ≈ σ4. After standardization, V ar [x] = 4−pi2 σ2 = 1 ⇒ σ˜2 = 24−pi and
L˜std1 =
(
2
4−pi
)2
≈ 5.428.
Inverse Gaussian distribution This distribution has parameters µ, λ > 0, sufficient statistics
T1(x) = x, T2(x) = 1/x, and natural parameters η1 = −λ2µ2 , η2 =
−λ
2 .
∂η1A(η) = E [x] = µ =
√
η2/η1
∂η2A(η) = E
[
1
x
]
=
1
µ
+
1
λ
=
√
η1
η2
− 1
2η2
∂2η1 log p(x;η) = ∂η1
√
η2
η1
=
√
η2∂η1
1√
η1
=
−1
2
√
η2
η1
1
η1
=
√
η2
η1
η2
η1
1
−2η2 = µ
3/λ
∂η2∂η1 log p(x;η) = ∂η2
√
η2
η1
=
1
2
1√
η1η2
=
√
η2
η1
−1
−2η2 = −µ/λ
∂2η2 log p(x;η) = ∂η2
(√
η1
η2
− 1
2η2
)
=
−1
2
√
η1
η2
1
η2
+
1
2η22
=
1−√η1η2
2η22
=
2µ+ λ
µλ2
Therefore, L1 ≈ µ3/λ+ µ/λ and L2 ≈ µ/λ+ (2µ+ λ)/(µλ2). After standardizing we have that
V ar [x˜] = µ3/λ = 1⇒ λ = µ3, thus L˜std1 = 1 + 1/µ2 and L˜std2 = (2 + µ2 + µ4)/µ6.
Inverse Gamma distribution This distribution has parameters α, β > 0, sufficient statistics
T1(x) = log x, T2(x) = 1/x, and natural parameters η1 = −α− 1, η2 = −β.
∂η1A(η) = E [T1(x)] = α− log β + log Γ(α)− (1 + α)ψ(α)
= −η1 − 1− log(−η2) + log Γ(−η1 − 1) + η1ψ(−η1 − 1)
∂2η1 log p(x;η) = ∂η1 [−η1 − 1− log(−η2) + log Γ(−η1 − 1) + η1ψ(−η1 − 1)]
= −1− ψ(−η1 − 1) + ψ(−η1 − 1)− η1ψ(1)(−η1 − 1)
= −1 + (α+ 1)ψ(1)(α)
∂η2A(η) = E [T2(x)] = E [1/x] =
α
β
=
η1 + 1
η2
∂2η2 log p(x;η) = ∂η2
η1 + 1
η2
= −η1 + 1
η22
=
α
β2
∂η2∂η1 log p(x;η) = ∂η1∂η2 log p(x;η) =
1
η2
=
1
−β
Therefore, L1 ≈ |1− (α+ 1)ψ(1)(α)|+ 1/β and L2 ≈ 1/β + α/β2. After standardizing we obtain
V ar [x˜] =
β2
(α− 1)2(α− 2) = 1⇒ β
2 = (α− 1)2(α− 2)
L˜std2 = ((α− 1)
√
α− 2 + α)/((α− 1)2(α− 2))
L˜std1 = |(α+ 1)ψ(1)(α)− 1|+ 1/((α− 1)
√
α− 2)
The interesting bit about these last two estimators is that both explode as they get closer to 2, and
both vanish as they get further from it, as it can be readily checked by plotting them.
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E.2 Scale-invariant smoothness of the Gamma distribution
In section 4.1 it was introduced the concept of Gamma trick, which acts as a approximation for
discrete distributions. Moreover, it was explained that it is beneficial if the original variable x is
somewhat far from zero.
This statement it is justified by the following: the second derivative of a Gamma log-likelihood with
respect to the first natural parameter, ∂2η1 log p(x; η), rapidly decreases as the data moves away from
zero.
As computed before in Equation 23, one part of L1 is scale-invariant and has the form
1 + (1− α)ψ(1)(α). Figure 5 shows a plot of this formula as a function of α. It is easy to ob-
serve that as the shape grows the value of (our approximation to) L1 drastically decreases.
Figure 5: Plot of L1 for the Gamma distribution.
Finally, by supposing that discrete data are natural numbers, the mode is at least one, which in practice
means that the value for α is bigger than 1 (usually close to 10), thus ensuring that the value of (our
approximation to) L1 mostly depends on the scale-dependent parameter β.
F Details on the experimental setup
F.1 Missing imputation models
Here we give a deeper description of the models used on the experiments. All of them have the form
described in the problem statement (Section 2), following the graphical model depicted in Figure 6.
xnzn
N
β
Figure 6: Latent variable model describing the joint distribution of Section 2.
Mixture model Following the form of the join distribution from Section 2, the mixture model is
fully described by:
• Priors:
p(pin) = U(K) p(β) = N (0K , IK)
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• Posteriors:
qϕ(zn) = Cat(pin) qϕ(β) = N (µ,Σ)
• Linking function:
η(zn, βd) = znβd
Where pin are K-dimensional vectors and zn are one-hot encoding vectors of size K.
To ensure that the parameters fulfil the domain restriction of each particular distribution, the following
transformations are performed after the linking function is applied:
• Greater than l:
η′ = softplus(η) + l + 1× 10−15
• Smaller than u:
η′ = −(softplus(η) + u+ 1× 10−15)
When it comes to experiments the only hyper-parameter for this model is the number of clusters, K.
In particular, we use K = 5 if the dataset is Breast, Wine, or spam, and K = 10 otherwise.
In order to implement the discrete latent parameters such that they can be trained via automatic differ-
entiation, the latent categorical distribution is implemented using a GumbelSoftmax distribution [15]
with a temperature that updates every 20 epochs as:
temp = max(0.001, e−0.001epoch)
Matrix factorization Similar to the mixture model, the matrix factorization model follows the
same graphical model and it is (almost) fully described by:
• Priors:
p(µn) = N (0K , IK) p(β) = N (0K , IK)
• Posteriors:
qϕ(zn) = N (µn, σ) qϕ(β) = N (µ,Σ)
• Linking function:
η(zn, βd) = znβd
There some details that have to be noted. First, the variance of the local parameters, σ, is shared
among instances and learnt as a deterministic parameter. In the same way, only the first parameter,
η1, of each distribution is learnt following this scheme. The remaining parameters are learnt using
gradient descent as deterministic parameters.
The same transformations as in the mixture model are performed to the parameters in order to fulfil
their particular domain requirements.
When it comes to experiments, the only hyper-parameter is the latent size, K. In particular, we set it
automatically as half the number of dimensions of each dataset (before applying any trick to the data
that may increase the number of dimensions).
Variational Auto-Encoder We follow the structure of a vanilla VAE [8] with the following com-
ponents:
• Encoder: 3-layer neural network with hyperbolic tangents as activation functions.
• Decoder: 4-layer neural network with ReLU as activation functions.
General notes:
• We assume normal latent variables with a standard normal as prior.
• Hidden layers have 256 neurons.
• The latent size is set to the 75 % of the data number of dimensions (before preprocessing).
• Layers are initialized using a Xavier uniform policy.
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Specifics about the encoder:
• As we have to avoid using the missing data (since it is going to be our test set), we implement
an input-dropout layer as in Nazabal et al. [18].
• In order to guarantee a common input (and thus, a common well-behaved neural net) across
all data scaling methods, we put a batch-normalization layer at the beginning of the encoder.
Note that this does not interfere with the goal of this work, which is about the evaluation of
the loss function.
• In order to obtain the distributional parameters of zn, µn and σn, we pass the result of the
encoder through two linear layers, one for the mean and another for the log-scale. The latter
is transformed to the scale via a softplus function.
Specifics about the decoder:
• The decoder output size is set to the number of parameters to learn. Each one being
transformed accordingly with softplus functions to fulfil their distributional restrictions, as
done for the other models.
F.2 Experimental setup
For the experiments we train with Adam and a learning rate of 1× 10−3 for all models but matrix
factorization, which is set to 1× 10−2. Batch size is set to 1024 in all cases. We train for 400 epochs
for the biggest datasets (letter, Adult, and defaultCredit), 2000 epochs for the intermediate ones
(Wine, and spam), and 3000 epochs for the smallest one (Breast). Table 3 describes the types of data
across datasets as well as their sizes.
Table 3: Types of random variables per dimensions and number of samples.
Dataset Credit Adult Wine spam Letter Breast
Continuous 13 3 11 57 0 0
Poisson 1 2 1 0 16 9
Categorical 10 7 1 1 1 1
No. samples 30 000 32 000 7000 4600 20 000 700
We automate the process of choosing a likelihood based on basic properties of the data:
Real-valued: xd ∼ N (µ, σ)
Positive real-valued: xd ∼ logN (µ, σ)
Count: xd ∼ Poiss(λ)
Binary: xd ∼ Bern(p)
Categorical: xd ∼ Cat(pi1, pi2, . . . , piK).
When it comes to evaluation we use missing imputation error, that is, for the imputed missing values
that are numerical we compute the normalized root mean squared error (NRMSE),
err(d) =
1
N
||xd − xˆd||2
max (xd)−min (xd) , (24)
where xˆ is the value inferred by the model, and in the case of nominal data we compute the error rate,
i.e.,
err(d) =
1
N
N∑
n=1
I(xn,d 6= xˆn,d). (25)
The final metric is the mean across dimensions, err = 1D
∑
d err(d).
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Figure 7: Missing imputation error across different datasets and missing-values percentages. Lower
is better.
G Additional experimental results
In this section we show complementary results from the experiments performed in the main paper.
First, Figure 7 depicts the same data as the figure of the main paper, but averaging across models
instead of missing-values percentages. Second, we present the results in tabular form, divided by
type of variable (discrete v.s. continuous) and type of model (mixture, matrix factorization and
VAE). Tables 4, 5, and 6 show the results obtained with a 10 %, 20 %, and 50 % of missing values,
respectively. Major differences have been colored to ease reading.
As discussed in Section 5, applying Lipschitz standardization results in an improvement on the
imputation error across all datasets, being in the worst case as good as the best of the other methods.
We can also observe how this improvement mainly manifests on discrete random variables when the
Bernoulli and Gamma tricks are applied, and that the effect of data scaling is less noticeable as the
expressiveness of the model increases. There are cases, like in the Adult dataset, where there is a
trade-off on learning the discrete dimensions and worsening the results on continuous dimensions.
However, the case where properly learning the discrete distributions translates to an improvement on
all dimensions can also happen, as in the Credit dataset.
Finally, there is an important aspect that qualitatively differentiates ours-gamma from ours-bern. The
consequence of applying the Lipschitz criterion to every dimension is the fairer learning that we aim
for, and in cases with high heterogeneity, such as Credit and Adult, the stability and robustness of the
algorithm increase as a side effect. A clear example of this can be seen by checking the evolution of
the Credit dataset on Tables 4, 5, and 6.
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Table 4: Missing imputation error with a 10 % of missing data.
Discrete Continuous
Imputation error Mixture Matrix Factorization VAE Mixture Matrix Factorization VAE
Credit
std 0.770± 0.028 4.448± 0.007 0.712± 0.024 0.055± 0.001 ∞ 0.042± 0.003
max 0.773± 0.022 ∞ 0.720± 0.055 0.134± 0.051 0.056± 0.002 0.038± 0.002
ours-gamma 0.189± 0.005 0.146± 0.002 0.117± 0.005 0.045± 0.001 0.040± 0.020 0.031± 0.002
ours-bern 0.195± 0.005 0.133± 0.002 0.123± 0.003 0.044± 0.002 ∞ 0.030± 0.002
ours-none 0.780± 0.022 0.770± 0.048 0.718± 0.035 0.054± 0.001 ∞ 0.042± 0.003
Adult
std 0.600± 0.002 0.622± 0.052 0.706± 0.022 0.087± 0.001 0.081± 0.001 0.071± 0.002
max 0.645± 0.003 0.618± 0.051 0.694± 0.037 0.089± 0.000 0.089± 0.000 0.078± 0.005
ours-gamma 0.229± 0.004 0.182± 0.002 0.122± 0.004 0.087± 0.003 0.089± 0.003 0.086± 0.003
ours-bern 0.231± 0.003 0.186± 0.040 0.128± 0.002 0.087± 0.003 0.109± 0.022 0.072± 0.003
ours-none 0.641± 0.004 0.759± 0.333 0.706± 0.038 0.089± 0.000 0.086± 0.002 0.070± 0.001
Wine
std 0.099± 0.005 0.090± 0.002 0.089± 0.008 0.093± 0.001 0.198± 0.337 0.073± 0.002
max 0.110± 0.007 0.352± 0.110 0.114± 0.063 0.111± 0.001 0.274± 0.075 0.069± 0.000
ours-gamma 0.100± 0.005 0.093± 0.003 0.084± 0.008 0.093± 0.001 0.135± 0.126 0.070± 0.002
ours-none 0.099± 0.004 0.094± 0.003 0.088± 0.019 0.094± 0.001 0.302± 0.647 0.069± 0.001
spam
std 0.144± 0.021 0.080± 0.007 0.094± 0.012 0.054± 0.001 0.054± 0.001 0.050± 0.002
max 0.158± 0.018 0.081± 0.012 0.232± 0.122 0.054± 0.001 0.054± 0.001 ∞
ours-gamma 0.166± 0.034 0.088± 0.011 0.080± 0.015 0.054± 0.001 0.054± 0.001 0.260± 0.663
ours-none 0.142± 0.016 0.079± 0.013 0.084± 0.011 0.054± 0.001 0.054± 0.001 0.049± 0.001
Letter
id 0.210± 0.008 0.190± 0.001 0.183± 0.005 - - -
ours-gamma 0.149± 0.002 0.108± 0.001 0.102± 0.004 - - -
ours-bern 0.149± 0.002 0.125± 0.000 0.112± 0.002 - - -
Breast id 0.198± 0.005 0.212± 0.006 0.183± 0.006 - - -ours-gamma 0.200± 0.005 0.200± 0.006 0.200± 0.005 - - -
Table 5: Missing imputation error with a 20 % of missing data.
Discrete Continuous
Imputation error Mixture Matrix Factorization VAE Mixture Matrix Factorization VAE
Credit
std 0.805± 0.023 ∞ 0.707± 0.034 0.055± 0.001 ∞ 0.046± 0.007
max 0.805± 0.018 ∞ 0.739± 0.047 0.110± 0.015 0.056± 0.003 0.038± 0.002
ours-gamma 0.186± 0.004 0.150± 0.001 0.125± 0.004 0.046± 0.001 0.036± 0.011 0.038± 0.006
ours-bern 0.192± 0.003 0.194± 0.146 0.133± 0.002 0.044± 0.001 ∞ 0.031± 0.001
ours-none 0.808± 0.022 0.821± 0.113 0.698± 0.021 0.053± 0.001 ∞ 0.042± 0.001
Adult
std 0.602± 0.004 0.633± 0.023 0.701± 0.024 0.089± 0.001 0.084± 0.002 0.082± 0.034
max 0.644± 0.002 0.630± 0.054 0.671± 0.040 0.090± 0.001 0.090± 0.001 0.073± 0.001
ours-gamma 0.230± 0.002 0.187± 0.002 0.141± 0.002 0.087± 0.002 0.089± 0.002 0.085± 0.003
ours-bern 0.231± 0.002 0.220± 0.119 0.146± 0.002 0.087± 0.002 0.098± 0.006 0.076± 0.004
ours-none 0.638± 0.001 0.872± 0.658 0.709± 0.023 0.090± 0.001 0.086± 0.002 0.071± 0.001
Wine
std 0.107± 0.007 0.099± 0.001 0.089± 0.002 0.094± 0.001 0.113± 0.048 0.076± 0.002
max 0.118± 0.009 0.281± 0.120 0.125± 0.048 0.112± 0.000 0.235± 0.069 0.073± 0.000
ours-gamma 0.103± 0.006 0.101± 0.003 0.094± 0.013 0.094± 0.001 0.220± 0.373 0.073± 0.001
ours-none 0.105± 0.005 0.106± 0.002 0.086± 0.015 0.095± 0.001 0.196± 0.289 0.072± 0.001
spam
std 0.186± 0.035 0.088± 0.012 0.094± 0.007 0.055± 0.001 0.055± 0.001 0.060± 0.018
max 0.176± 0.025 0.089± 0.014 0.222± 0.097 0.055± 0.001 0.055± 0.001 ∞
ours-gamma 0.166± 0.023 0.100± 0.011 0.097± 0.012 0.055± 0.001 0.055± 0.001 0.415± 0.001
ours-none 0.180± 0.030 0.088± 0.011 0.097± 0.015 0.055± 0.001 0.055± 0.001 0.052± 0.002
Letter
id 0.210± 0.007 0.193± 0.000 0.188± 0.004 - - -
ours-gamma 0.151± 0.001 0.115± 0.001 0.119± 0.004 - - -
ours-bern 0.150± 0.001 0.131± 0.000 0.120± 0.003 - - -
Breast id 0.196± 0.004 0.224± 0.021 0.183± 0.004 - - -ours-gamma 0.197± 0.006 0.200± 0.002 0.197± 0.004 - - -
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Table 6: Missing imputation error with a 50 % of missing data.
Discrete Continuous
Imputation error Mixture Matrix Factorization VAE Mixture Matrix Factorization VAE
Credit
std 0.829± 0.037 ∞ 0.709± 0.045 ∞ ∞ 0.046± 0.003
max 0.833± 0.025 ∞ 0.764± 0.051 ∞ 0.057± 0.001 0.045± 0.004
ours-gamma 0.191± 0.003 0.165± 0.003 0.153± 0.008 0.046± 0.001 0.056± 0.046 0.038± 0.002
ours-bern 0.194± 0.002 2.642± 0.003 0.154± 0.001 0.044± 0.001 ∞ 0.034± 0.001
ours-none 0.839± 0.041 ∞ 0.694± 0.022 ∞ ∞ 0.046± 0.001
Adult
std 0.600± 0.001 0.667± 0.052 0.666± 0.057 0.088± 0.000 0.086± 0.002 0.071± 0.003
max 0.642± 0.001 0.654± 0.048 0.681± 0.041 0.089± 0.000 0.089± 0.000 0.075± 0.003
ours-gamma 0.238± 0.002 0.212± 0.002 0.192± 0.007 0.087± 0.001 0.090± 0.001 0.082± 0.003
ours-bern 0.242± 0.002 0.218± 0.008 0.194± 0.003 0.087± 0.001 0.100± 0.004 0.081± 0.003
ours-none 0.638± 0.001 0.696± 0.037 0.690± 0.013 0.089± 0.000 0.089± 0.004 0.071± 0.002
Wine
std 0.122± 0.005 0.145± 0.004 0.118± 0.010 0.098± 0.002 0.131± 0.002 0.092± 0.003
max 0.155± 0.020 0.264± 0.102 0.131± 0.020 0.116± 0.001 0.273± 0.038 0.087± 0.001
ours-gamma 0.120± 0.004 0.141± 0.006 0.113± 0.009 0.099± 0.001 0.138± 0.006 0.087± 0.001
ours-none 0.122± 0.007 0.157± 0.006 0.113± 0.006 0.099± 0.001 0.141± 0.010 0.087± 0.001
spam
std 0.188± 0.027 0.118± 0.004 0.144± 0.011 0.055± 0.000 0.055± 0.000 ∞
max 0.183± 0.018 0.127± 0.003 0.328± 0.132 0.055± 0.000 0.055± 0.000 ∞
ours-gamma 0.193± 0.049 0.132± 0.007 0.136± 0.006 0.055± 0.000 0.055± 0.000 0.053± 0.000
ours-none 0.186± 0.027 0.125± 0.003 0.143± 0.027 0.055± 0.000 0.055± 0.000 0.053± 0.000
Letter
id 0.210± 0.004 0.207± 0.000 0.192± 0.002 - - -
ours-gamma 0.154± 0.001 0.145± 0.000 0.169± 0.009 - - -
ours-bern 0.153± 0.001 0.155± 0.001 0.143± 0.002 - - -
Breast id 0.207± 0.004 0.251± 0.008 0.201± 0.005 - - -ours-gamma 0.208± 0.005 0.211± 0.004 0.208± 0.006 - - -
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