 Ontology is as a detailed description of things, which is able to link the properties of things as well as clearly depicted the relationship between different things. Ambiguity often occurs in machine translation, the Ontology has a good effect in eliminating ambiguity. By constructing a domain ontology dictionary, summarizing common sentence of English and Mongolian as well as using dependency parsing sentence structure to complete the English machine translation into Mongolian, it is to verify the role of the Ontology to eliminate ambiguity in terms of machine translation.
A SYSTEM DESIGN
This paper makes ontology-based English-Mongolian machine translation as experimental requirements so as to eliminating ambiguity in the process of machine translation through verifying this experiment. Experimental system design principles are as follows:
(1) English -Mongolian Machine Translation uses the field of ontology to express semantic center. Building the Ontology must fully understand the field. The field of vocabulary can be covered the entire field. Ontology must include all common features of the field so as to playing an important role in the translation process.
(2) Construction of field dictionary is an important part of the machine translation system, which contains all relevant terms in the field. Construction of the field can reflect whether the domain ontology meets its demand by constructing dictionary.
( 
System Design
Environment experimental system described in this paper is the Java programming language used on Windows7, which can use Eclipse as a tool of debugging and editing. Mysql is used in the memory of ontology dictionary as well as common dictionary. Ontology is constructed by Protege which is a software design based on Java by being developed Stanford University. OWL language is used on ontology. TreeTagger is made as a tool of restoring speech. Interfaces provided by Standford parse is applied to the analysis of grammar. According to the above theory, the experimental system shown in Figure 1 . 
English Vocabulary Processing
Due to different word forms in English sentences, it is a troublesome thing for us to match words. Therefore we need to making a simple processing of English in order to get the original word, such as uppercase converted to lowercase, plural converted to a single number, the time to remove the state change. As Spring-> spring, games-> game, running-> run. The same English word may have different parts of speech in different language environment, which means different parts of speech are not the same. Only by knowing clearly the word part of speech in the translation can we be able to obtain the corresponding Mongolian results. When making a process of the English word, the TreeTagger is made as a tool in this paper. Using TreeTagger can handle restore speech, POS tagging, auto-punctuation and other issues. This article uses only restore speech and speech tagging function.
Construction of the Ontology
Ontology is to understand the reality of things, which can be described by a computer language and build a real-world knowledge of all aspects. There are many types of the Ontology, such as the common Ontology (common sense knowledge), domain ontology (a specialized knowledge in the field) and so on. Ontology contains classes, relationships and so on. When constructing ontology, we need to understand and make an analysis of it. Only in this way can we be possible to build a complete and rational ontology [1, 2] .
It is very difficult for us to construct a Ontology which has a general knowledge of the world because this Ontology must include all the information of this world, such as people, animals, houses, food and so on. Establishing such an Ontology needs to be able to complete the various experts in the field. You can imagine how long it takes time to do such a thing. Therefore, this article chose to build an Ontology in the field of wine for this area is small and relatively easy to build [3] . Establishing Seven Steps is applied to the uses of Ontology. Protege is made as its tool as well as OWL language is made as its language.
Construction Areas Dictionary
The Completing ontology-based English-Mongolian machine translation is not only to need to build domain ontology and to need to compare English dictionary with Mongolian dictionary [4] . There are basic dictionaries and field dictionaries in the dictionary. The basic dictionary can be obtained from the compare of published English-Mongolian dictionary while the field dictionary is required according to creating the dictionary property. There are basic vocabulary of wine in the field In the process of ontology construction. Consequently, you can build a dictionary of wine in the field.
Processing Ontology
The main information storage
The Jena2 provides a series of interfaces which store in the database of the content [5, 6] . You can also directly have access to visit the data in the Ontology through these interfaces. This ontology can be visited and the information can be obtained through this program. Mysql is applied to store ontology information here. ontology information is present as the form of triples in the database. After the Ontology is stored in the mysql database, the following seven tables. As shown in Table 1 . Table 1 . Ontology in the tables in the database. 
Elimination of Ambiguity
Ambiguity in the experiment comes from two aspects, which contain the ambiguity caused by the part of speech as well as the ambiguity that the same word is not the same meaning in a different environment. During to ambiguity caused by different parts of speech, we need to distinguish the word part of speech as much as possible so as to achieve the elimination of ambiguity. We use the TreeTagger as a tool to tag for its speech. The following is shown to use TreeTagger to tagging speech of two sentences. Sound is marked as VVZ in the first sentence, which means verbs. Therefore it means sounds. Sound is marked as NN in the second sentence, which represents a noun and means that sound. Through tagging this speech, the meaning of sound will be divided.
The music sounds great.
DT NN VVZ JJ SENT
The sound is difficult to hear.
DT NN VBZ JJ TO VV SENT Figure 2 . Example.
Because of the ambiguity caused by different environments, we need to use ontology to eliminate ambiguity. For example, the wine is dry, dry and wine belong to the field of wine vocabulary within the dictionary appear in this sentence. The relationship between wine and dry is shown in Figure: wine belongs to the field in the parent class of all wine, dry is a part of WineSugar instance, for each wine, it must have WineSugar, so we determine that the dry here belongs to the field of wine, which means "sugar-free" rather than its ordinary meaning "dry". 
Syntactic Analysis
The method of parsing is generally divided into method rule-based on analysis and based on statistical analysis. Ideas rule-based parsing approach is that artificial rule base is built, according to the rule base, we analyze the source language and translate the target language in accordance with corresponding rules. And based on statistical syntactic analysis is the use of probabilistic methods to find the statistics of the internal laws of language as well as use these laws to estimate the maximum probability of the sentence. There are CYK analysis algorithms, Ole analysis algorithm, moved into -reduction algorithm, GLR analysis algorithm in The basic algorithm [7, 8] . Through improving algorithms, these people apply it to related work of processing natural language, such as machine translation, tagging speech and so on. This article uses Stanford Parser software as a syntax analysis tool during the experiment. Stanford Parser is based on the theory of dependency grammar. Through dividing into sentence components, we can accurately find the corresponding sentence elements in the process of translation, then adjust word order, finally complete the translation [9] .
Select the Template
By making an analysis of parsing, you can determine the composition of the sentence. Making an analysis of components has direct effect on the choices of translation template. Sentence phrases which include subject, predicate and so on can be clearly divided by Stanford Parser software. The syntax tree is built by choosing Standford parser on this paper. For example making a syntactic analysis on "he order herself a new dress." Building the syntax tree is shown below. By analyzing a syntax tree, we can get the pattern of "subject + predicate + object + object complement".
In Table 2 , z represents the subject, w represents the predicate, b represents the object, v represents verb, b1 represents predicative, j represents the indirect object, z1 represents the direct object. 
SUMMARY
We combine the field dictionary with the ontology in the experimental system, in which the Construction of areas dictionary depends on the construction of Ontology. The completeness of building the Ontology has a direct impact on the vocabulary in the field dictionaries. And field dictionary indirectly reflects the field contents and properties. For the vocabulary in the field, them have a direct or indirect contact. Through these connections, we will be able to determine the specific meaning of the words, the core of which is the Ontology of machine translation. Experimental results are consistent with needs.
