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摘要　针对原油蒸馏装置常压塔航煤比重模型具有动态特性的特点, 提出采用双隐层动态递归神经网络 (DRNN ) 实现比重的软测
量, 推导了双隐层DRNN 的权值学习算法, 并利用在线比重分析仪构成了航煤比重软测量模型的在线校正。在某炼油厂常压塔装
置实际投用表明, 基于双隐层DRNN 比重软测量模型具有较高的测量精度。
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Abstract　 In acco rdance w ith that the model of avia t ion kero sene specif ic gravity (A KSP ) in atmo spheric
d ist illa t ion tow er ex ists dynam ic characterist ic, the soft2sen so r model of A KSP based on diagonal recu rren t
neu ra l netw o rk (DRNN )w ith doub le h idden layers is p ropo sed in th is paper1T he w eigh t ing learn ing algo rithm
of DRNN w ith doub le h idden layers has been deduced, and on2line co rrect ion m ethod of soft2sen so r based on
analysis value of A KSP has also been designed1T he soft2sen so r model has been app lied on an atmo spheric
d ist illa t ion tow er successfu lly, and the m easu rem en t p recision is bet ter than soft2sen so r model based on BP
netw o rk1
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基本E lm am 动态递归神经网络[3 ]属于单隐层DRNN ,
其通常只能表示一阶线性动态系统, 而双隐层DRNN
则可以实现对高阶动态系统的模拟。本文首先推导了





3 本文于 2001 年 1 月收到。
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2　双隐层动态递归神经网络
211　网络结构
双隐层DRNN 的结构示意图如图 1 所示。
双隐层DRNN 的数学模型为:
X 1 (k) = f1 (W 1U (k- 1) + W 2X 1c (k) ) (1)
X 1C (k) = X 1 (k- 1) (2)
X 2 (k) = f2 (W 3X 1 (k) + W 4X 2C (k) ) (3)
X 2C (k) = X 2 (k- 1) (4)
Y (k) = g (W 5X 2 (k) ) (5)
图 1　双隐层DRNN 结构示意图
式中　U (k- 1)∈R r——输入变量
X 1 (k)∈R n1——第 1 隐层单元输出变量
X 1C (k)∈R n1——第 1 结构层单元输出变量
X 2 (k)∈R n2——第 2 隐层单元输出变量
X 2C (k)∈R n2——第 2 结构层单元输出变量
Y (k)∈R 1——输出变量
W 1 (k)∈R n1×r、W 2 (k)∈R n1×n1、
W 3 (k) ∈R n2×n1、W 4 (k) ∈R n2×n2、W 5 (k) ∈R n2——
有关的连接权系数矩阵 (向量)

















(Yd (k) - Y (k) ) 2 (8)
式中　N ——用于神经网络学习的总样本数
　Yd (k) ——神经网络输出期望值
下面推导权系数W 1、W 2、W 3、W 4、W 5 对误差目标
函数 Ep 的梯度。
21211　W 5 对 Ep 的梯度
Y (k) = g ∑
n2
i= 1







= - (Yd (k) - Y (k) )·g′(·)·X 2i (k)
i= 1, 2, ⋯, n2　 (10)
21212　W 4 对 Ep 的梯度
X 2i (k) = f2i ∑
n1
l= 1
W 3ilx i (k) + ∑
n2
j= 1
W 4ij·X 2C, j (k)
i= 1, 2, ⋯, n2　 (11)
由于　X 2C (k) = X 2 (k- 1)
= f2 (W 3k- 1·X 1 (k- 1) + W 4k- 1·X 2C (k- 1) ) (12)















9W 4ij = f
2′




9X 2C, l (k)
9W 4ij




9X 2l (k- 1)
9W 4ij


















9W 3il = f
2′




9X 2C, j (k)
9W 3il




9X 2j (k- 1)
9W 3il
i= 1, 2, ⋯, n2　l= 1, 2, ⋯, n1　 (16)
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21214　W 2 对 Ep 的梯度
X1l (k) = f1l ∑
r
s= 1
W 1ls·U s (k- 1) + ∑
n1
t= 1
W 2lt·X 1C, t (k)
l= 1, 2, ⋯, n1　 (17)
由于　X 1C (k) = X 1 (k- 1)
= f1 (W 1k- 1·U (k- 2) + W 2k- 1·X 1C (k- 1) ) (18)




















9W 2lt = f
1′




9X 1C, q (k)
9W 2lt




9X 1q (k- 1)
9W 2lt
l= 1, 2, ⋯, n1　t= 1, 2, ⋯, n1　 (20)




















9W 1ls = f
1′




9X 1C, p (k)
9W 1ls




9X 1p (k- 1)
9W 1ls
l= 1, 2, ⋯, n1　s= 1, 2, ⋯, r　 (22)
据此可得双隐层DRNN 的学习算法如下:
W 5i (k+ 1) = W 5i (k) + Γ·∆0·X 2i (k)
i= 1, 2, ⋯, n2　 (23)
W 4ij (k+ 1) = W 4ij (k) + Γ·∆0·W 5i·
9X 2i (k)
9W 4ij
i= 1, 2, ⋯, n2　j= 1, 2, ⋯, n2　 (24)
W 3il (k+ 1) = W 3il (k) + Γ·∆0·W 5i·
9X 2i (k)
9W 3il
i= 1, 2, ⋯, n2　l= 1, 2, ⋯, n1　 (25)




(W 5i·f2′i (·)·W 3il)·
9X 1l (k)
9W 2lt
l= 1, 2, ⋯, n1　t= 1, 2, ⋯, n1　 (26)




(W 5i·f2′i (·)·W 3il)·
9X 1l (k)
9W 1ls
l= 1, 2, ⋯, n1　s= 1, 2, ⋯, r　 (27)

















确定[4 ] , 另一方面也可采用相关分析法[5 ] , 确定与被估





序　号 变 量 位 号 变 量 名 称
1 TR - 113 常压塔顶温度
2 P IC- 101 常压塔顶压力
3 F IC- 109 常压塔顶冷回流量
4 F IC- 113 常一线流量
5 T IC- 103 常一线抽出温度
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变量与输入变量的滞后问题。即 t 时刻的比重数据 (可
以是在线分析仪输出值, 也可以是化验分析值) 是与
t- Σ时刻的输入数据对应的, 这里 Σ即为比重分析滞
后时间, 根据工艺操作经验, Σ一般为 20m in。经过大量
的数据仿真分析, 最后确定双隐层DRNN 的结构为
6- 4- 4- 1, 即输入变量为 6 个 (表 1) , 两个隐层的节
点数都是 4 个, 输出变量为 1 个 (航煤比重)。双隐层
DRNN 权系数学习算法中的 Γ取为 017。
图 3 给出了基于双隐层DRNN 航煤比重软测量
模型与基于静态多层前馈网络 (BP 网络) 航煤比重软
测量模型的比较结果 (图中数据为用于神经网络学习
的数据) , 显然双隐层DRNN 由于其具有良好的动态
特性, 非常适用于像比重这样动态特性明显的参数估










出采用式 (6) , 其权系数学习算法有类似的结果。
图 3　基于双隐层DRNN 与基于BP 比重软测量的比较
图 4　基于双隐层DRNN 比重软测量模型在线应用效果
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