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ESTIMATION IN THRESHOLD AUTOREGRESSIVE MODELS WITH
CORRELATED INNOVATIONS
P. CHIGANSKY* AND YU. A. KUTOYANTS
Abstract. Large sample statistical analysis of threshold autoregressive (TAR) models
is usually based on the assumption that the underlying driving noise is uncorrelated. In
this paper, we consider a model, driven by Gaussian noise with geometric correlation
tail and derive a complete characterization of the asymptotic distribution for the Bayes
estimator of the threshold parameter.
1. Introduction: the setting and the main result
Let (Xj)j∈Z+ be the sequence generated by the recursion
Xj =
(
ρ+1{Xj−1≥θ} + ρ
−1{Xj−1<θ}
)
Xj−1 + ǫj, j ≥ 1 (1.1)
where (ǫj)j∈Z+ is a random process with known distribution, ρ+ and ρ− are known
constants and θ is the unknown threshold parameter to be estimated from the sample
Xn := (X1, ...,Xn). The equation (1.1) is a basic instance of the threshold autoregression
(TAR) models, which play a considerable role in the theory and practice of time series.
This type of models have been studied by statisticians for already more than three decades,
producing interesting theory and finding many important applications, some of which can
be traced in the early and more recent surveys [18] and [19], [20], [8], [4], [10] (see also,
e.g., [11], [12] for the analysis of the related moving average threshold (TMA) models).
When it comes to the large sample asymptotic analysis of the estimators, the standard
conditions imposed on the models such as (1.1) are
(i) strong ergodicity of the observed process (Xj)
(ii) independence of the driving random variables ǫj’s
Departure from these assumptions poses challenging problems. For the model (1.1), the
condition (i) fails if the absolute value of either ρ+ or ρ− is greater or equal to 1. If the
process (Xj) is null recurrent (e.g. ρ+ = 1 and |ρ−| < 1), characterization of the exact
large sample asymptotic distribution of the likelihood based estimators of the threshold
parameter θ remains an open problem (see Remark (1.2) below). If θ 6= 0 is assumed to
be known, the asymptotic distribution of the coefficients’ estimators in the non-ergodic
case has been studied in [17], [1], [14].
TAR models beyond the independence assumption (ii) of the driving noise sequence has
not yet been addressed. As we shall shortly see, in the dependent case the problem falls
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into the framework of statistical inference of hidden Markov models (HMM), where the
driving noise plays the role of the hidden signal (see Ch. 10-12 in [2] and the references
therein). However, most of the HMM literature deals with locally asymptotically normal
(LAN) experiments and, to the best of our knowledge, non-LAN models with partial
observations have not yet been studied systematically.
In this paper, we consider the model (1.1) in which (ǫj) is a sequence with geometrically
decaying correlation. More precisely, let X = (Xj)j∈Z+ be generated by the recursion
Xj =
(
ρ+1{Xj−1≥θ} + ρ
−1{Xj−1<θ}
)
Xj−1 + ξj−1 + εj , (1.2)
subject to X0 ∼ N(0, 1), where ρ := |ρ+| ∨ |ρ−| < 1 and the unknown parameter θ
takes values in an open bounded subset Θ ⊂ R. We shall consider the problem with
discontinuous drift function f(x, θ) :=
(
ρ+1{x≥θ}+ρ−1{x<θ}
)
x, and thus assume ρ+ 6= ρ−
and 0 6∈ Θ. The driving noises (εj)j∈Z+ and (ξj)j∈Z+ are assumed independent: the white
noise component (εj) is a sequence of i.i.d. N(0, 1) random variables and the colored noise
(ξj) is the Gaussian AR(1) process, generated by the linear recursion
ξj = aξj−1 + ζj , j ≥ 1, (1.3)
where (ζj)j∈Z+ are i.i.d. N(0, 1) random variables and a is a known constant |a| < 1,
controlling the bandwidth of the noise.
All the aforementioned random variables are defined on a measurable space
(
Ω,F
)
,
with the family of probabilities
(
Pθ
)
θ∈Θ, indexed by the unknown parameter. For integers
k ≥ m, we define Fk,m := σ{ζi, εi k ≤ i ≤ m} and set Fm := F0,m and Fk,∞ :=
∨
i≥k Fk,i.
All the processes in our problem are adapted to the filtration (Fj)j∈Z+ and we shall assume
that F = F0,∞. Finally we define the observed filtration FXj := σ{Xi, i ≤ j} ⊂ Fj .
The recursions (1.2) and (1.3) form a conditionally Gaussian system, which means that
the conditional law of ξn given X
n is Gaussian, and by Theorem 13.5 in [13]
Xj = f(Xj−1, θ) + ξ̂j−1(θ) +
√
1 + γj−1ε̂j, (1.4)
where
ε̂j :=
1√
1 + γj−1
(
ξj−1 − ξ̂j−1(θ) + εj
)
, j ≥ 1
is the innovation sequence of i.i.d. N(0, 1) random variables. The process ξ̂j(θ) :=
Eθ
(
ξj|FXj
)
and the deterministic sequence γj := Eθ
(
ξj − ξ̂j(θ)
)2
satisfy the generalized
Kalman filter equations
ξ̂j(θ) = aξ̂j−1(θ) +
aγj−1
1 + γj−1
(
Xj − f(Xj−1, θ)− ξ̂j−1(θ)
)
(1.5)
γj = a
2γj−1 + 1−
a2γ2j−1
1 + γj−1
, (1.6)
subject to ξ̂0 = 0 and γ0 = var(ξ0).
3To avoid inessential technicalities, we shall assume that ξ0 and X0 are independent and
ξ0 ∼ N(0, γ), where γ is the unique positive root of the equation
γ = a2γ + 1− a
2γ2
1 + γ
.
In this case, the conditional mean ξ̂j(θ) satisfies (1.5) with constant coefficients:
ξ̂j(θ) = aξ̂j−1(θ) +
aγ
1 + γ
(
Xj − f(Xj−1, θ)− ξ̂j−1(θ)
)
. (1.7)
It can be seen that (γj) converges to γ exponentially fast and all the results claimed below
hold for ξ0 with an arbitrary Gaussian distribution.
Let X¯0 := X0 and X¯j := Xj − f(Xj−1, θ), j ≥ 1 and note that FX¯j = FXj for all j ≥ 0.
By the definition of the conditional expectation, ξj−1−ξ̂j−1 is orthogonal to FXj−1, and thus
to FX¯j−1. Moreover, since the process (X¯j , ξj , ξ̂j) is Gaussian, ξj−1 − ξ̂j−1 is independent
of FX¯j−1 and thus of F
X
j−1 as well. Further, since
√
1 + γε̂j = ξj−1 − ξ̂j−1 + εj and εj is
independent of Fj−1, independence of ε̂j and FXj−1 follows and the representation (1.4)
implies that the likelihood of the data Xn is given by
Ln(X
n; θ) =
1√
2π
exp
(
− 1
2
X20
)
×(
1√
2π(1 + γ)
)n
exp
−1
2
1
1 + γ
n∑
j=1
(
Xj − f(Xj−1, θ)− ξ̂j−1(θ)
)2 (1.8)
The likelihood function is discontinuous in θ and hence we are faced with an irregu-
lar statistical experiment. In such problems, the maximum likelihood estimator is often
asymptotically inferior to the Bayes estimator θ˜n, while the latter is typically asymptot-
ically efficient for arbitrary continuous positive prior densities in the following minimax
sense (see Theorem 9.1, [9]):
lim
δ→0
lim
n→∞
inf
Tn
sup
θ:|θ−θ0|≤δ
n2Eθ
(
Tn − θ
)2 ≥ lim
δ→0
lim
n→∞
sup
θ:|θ−θ0|≤δ
n2Eθ
(
θ˜n − θ
)2
,
where Tn’s are F
X
n -measurable statistics.
The Bayes estimator for the problem at hand has relatively low computational com-
plexity, since the likelihood function is piecewise constant in θ and has at most n jumps
at {X0, ...,Xn−1}. More precisely, for a prior density π, the Bayes estimator with respect
to the quadratic risk is given by
θ˜n :=
∫
Θ θLn(X
n; θ)π(θ)dθ∫
Θ Ln(X
n; θ)π(θ)dθ
=
∑
j:{X(j−1),X(j)}∩Θ 6=∅ Ln
(
Xn;X(j)
) ∫ X(j)
X(j−1)
θπ(θ)dθ∑
j:{X(j−1),X(j)}∩Θ 6=∅ Ln
(
Xn;X(j)
) ∫X(j)
X(j−1)
π(θ)dθ
, (1.9)
where X(j) is the j-th order statistic of X
n. If the prior π is chosen so that numerical
integration in the right hand side is avoided, the computation of θ˜n can be carried out in
polynomial time of order O(n2).
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The following property, whose proof is deferred to Appendix A (see Lemma A.2), plays
a crucial role in the forthcoming analysis
Proposition 1.1. Assume
|ρ±| < 1 and |a| < 1, (E)
then the Markov process (Xj , ξj) is geometrically ergodic under Pθ, θ ∈ Θ, with the unique
invariant probability density p(x, y; θ).
Remark 1.2. Obviously, recurrence of (Xj) is necessary for consistent estimation of the
threshold parameter. The condition (E) guarantees positive recurrence of the process (Xj),
which is an essential ingredient in derivation of the large sample asymptotic of Theorem
1.3 below. In the null recurrent case, i.e. when one of the coefficients have unit absolute
value, consistent estimation of θ seems to be possible and some preliminary calculations
show that the corresponding rate may depend on the distribution tail of the driving noise.
The exact characterization of the large sample asymptotic in this setting remains an open
problem, even for independent innovations.
The main result of this paper is the following characterization of the asymptotic distri-
bution of the sequence of Bayes estimators:
Theorem 1.3. Let (θ˜n) be the sequence of the Bayes estimators with respect to the qua-
dratic loss function and a prior with continuous positive density π. Then for any contin-
uous function φ with at most polynomial growth
lim
n
Eθ0φ
(
n
(
θ˜n − θ0
))
= Eθ0φ(u˜),
uniformly on compacts from Θ, where
u˜ =
∫
R
uZ(u)du∫
R
Z(u)du
and lnZ(u), u ∈ R is the following two sided compound Poisson process:
lnZ(u) =

∑Π+(u)
j=1
(
βε+j − 12β2
)
u ≥ 0
∑Π−(|u|)
j=1
(
βε−j − 12β2
)
u < 0
(1.10)
Here Π+, Π− are i.i.d Poisson processes with the intensity
̟ =
∫
R
p(θ0, y; θ0)dy,
p(x, y; θ0) is the unique invariant probability density of the Markov process (Xj , ξj) under
Pθ0,
(
ε±j
)
are i.i.d. N(0, 1) random variables, independent of Π+ and Π− and
β2 =
(
θ0(ρ
+ − ρ−)√
1 + γ
)21 + ( aγ
1 + γ
)2 ∞∑
j=0
( a
1 + γ
)2j = θ20(ρ+ − ρ−)2 1 + γ3(1 + γ)(1 + γ2) .
51.1. Generalizations.
1. If ξj−1 is replaced in (1.2) with ξj, i.e. if the colored noise component enters without
the one-step delay, the model
Xj = f(Xj−1, θ) + aξj−1 + ζj + εj .
is obtained. In this case, the Kalman filter equations take a slightly different form and
the asymptotic analysis can be carried out exactly as in our setting.
On the other hand, if the white noise component εj is omitted, the observed process
satisfies the equation
Xj = f(Xj−1, θ) + ξj = f(Xj−1, θ) + aξj−1 + ζj =
f(Xj−1, θ) + a
(
Xj−1 − f(Xj−2, θ)
)
+ ζj.
Being a completely observed system, this model fits the setting of [3] or [5] after a straight-
forward modification.
2. Our method is directly applicable to the models, where the colored noise is generated
by a linear multivariate recursion:
ξj = Aξj−1 +Bζj , j ≥ 1, (1.11)
where (ζj) are i.i.d. standard Gaussian vectors in R
M and A and B are N×N and N×M
matrices respectively. In this case, the observed process satisfies the scalar recursion
Xj =
(
ρ+1{Xj−1≥θ} + ρ
−1{Xj−1<θ}
)
Xj−1 + C⊤ξj−1 + εj ,
where C is a column vector of size N . In this setting, the Kalman filter equations read
(cf. (1.5) and (1.6))
ξ̂j(θ) = Aξ̂j−1(θ) +
Aγj−1C
1 + C⊤γj−1C
(
Xj − f(Xj−1, θ)− C⊤ξ̂j−1(θ)
)
γj = Aγj−1A
⊤ +BB⊤ − Aγj−1CC
⊤γj−1A⊤
1 + C⊤γj−1C
,
subject to ξ̂0 = 0 and γ0 = cov(ξ0, ξ0). If A is a stability matrix, i.e. the absolute values
of its eigenvalues are strictly less than 1, and the pair (A,B) is controllable:
rank
(
B AB ... AN−1B
)
= N,
then the solution of the Riccati equation converges to the matrix γ, which is the unique
strictly positive definite root of the corresponding algebraic Riccati equation (see e.g. [13])
γ = AγA⊤ +BB⊤ − AγCC
⊤γA⊤
1 + C⊤γC
.
The statement of Theorem 1.3 holds with the rate
̟ =
∫
RN
p(θ0, y; θ0)dy,
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where p(x, y; θ0) is the invariant density of the process (ξj ,Xj), and
β2 =
(
θ0(ρ
+ − ρ−)√
1 + C⊤γC
)21 + ∞∑
j=0
(
C⊤
(
A− AγCC
⊤
1 + C⊤γC
)j A⊤γC
1 + C⊤γC
)2 .
The latter formula emerges in the proof of the Lemma 2.3 below, with the obvious adjust-
ments to the multivariate setting.
The model (1.11) incorporates the case of the stationary ARMA(p, q) noise:
ξj = −
p∑
k=1
akξj−k +
q∑
ℓ=0
bℓζj−ℓ,
where a1, ..., ap and b0, ..., bq are constants, such that the roots of the polynomial apz
p +
... + a1z + 1 lie in the open unit disk of the complex plain. The canonical state space
representation (1.11) is obtained through the usual state augmentation
ξ⊤j :=
(
ξj, ... ξj−p+1, εj , ... εj−q+1
)⊤ ∈ Rp+q.
3. Assuming noises with Gaussian distribution is essential, since in this case the filtering
equations for the conditional density of ξj given F
X
j are finite dimensional and, moreover,
the conditional mean ξ̂j satisfies the linear recursion, whose explicit solution is used on
several occasions through the proof and appears in the expression for β2. The result can
be extended to more general conditionally Gaussian models, such as, e.g., higher order
TAR with possibly heteroscedastic driving noise. We expect that for non-Gaussian noise,
the limit likelihood will still be a two-sided compound Poisson process, but no neat closed
form expression for β2 will be available.
4. In principle, our technique is applicable to Gaussian sequences with non-Markov struc-
ture, such as fractional noises, etc. The analysis in this setting is more complicated,
depending on the ergodic properties of the processes and the complexity of the filtering
equations (whose linearity will be intact).
5. Joint asymptotic analysis of the likelihood based estimators of all the parameters in
the model can be in principle carried out using the same weak convergence approach, used
in the proof of Theorem 1.3 below (see a brief outline in Section 2.2). In this case the
likelihood (1.8) is considered as a function of the four unknown parameters ρ+, ρ−, a ∈
(−1, 1) and θ ∈ Θ and the corresponding normalized likelihood ratios read (cf. (2.1)
below)
Zn(y,w, v, u) :=
Ln
(
Xn; ρ+0 +
y√
n
, ρ−0 +
w√
n
, a0 +
v√
n
, θ0 +
u
n
)
Ln
(
Xn; ρ+0 , ρ
−
0 , a0, θ0
) ,
for a fixed value of the parameter vector (ρ+0 , ρ
−
0 , a0, θ0) and variables y,w, v, u taking
values in appropriate sets. Note that the localizing scaling of θ differs from that of the
other parameters, in which the likelihood function is smooth. It is possible to check the
weak convergence of processes
Zn(y,w, v, u)
w
=⇒ Z(y,w, v)Z(u), as n→∞, (1.12)
7where Z(u) is the same as in (1.10) and
Z(y,w, v) = exp
(
η⊤ν − 1
2
η⊤Iη
)
, η := (y,w, v) ∈ R3,
with ν ∼ N(0, I) and the Fisher information matrix I, whose explicit expression is cumber-
some. The convergence (1.12) implies the weak convergence of errors for the corresponding
Bayes estimators(√
n(ρ˜+n − ρ+0 ),
√
n(ρ˜−n − ρ−0 ),
√
n(a˜n − a0), n(θ˜n − θ0)
)
w
=⇒ (y˜, w˜, v˜, u˜),
with u˜ as in Theorem 1.3 and zero mean normal vector (y˜, w˜, v˜) with covariance I−1, inde-
pendent of u˜. Since the LAN property holds with respect to (ρ+, ρ−, a), the corresponding
Maximum Likelihood Estimators (MLEs) are also asymptotically efficient.
The proof of Theorem 1.3 is given in the next section and some supplementary results,
concerning the ergodic properties of the relevant processes, appear in Appendix A. Some
simulations, demonstrating the contributions of this paper, are gathered in Section 3.
2. The proof of Theorem 1.3
2.1. The notations. The actual unknown value of the parameter will be denoted by θ0
and will be assumed to belong to a generic compact K ⊂ Θ. We shall use Ci, i ∈ N to de-
note absolute constants, whose values depend only on the known parameters of the model
and the compact K and may change at each appearance. For random sequences (xn), (yn)
and a positive real decreasing sequence (rn), xn = yn+O(rn) means that supn |xn−yn|/rn
is a random variable with moments, bounded uniformly over K. Throughout, we reserve
b :=
a
1 + γ
and c :=
aγ
1 + γ
.
For an integer n, the quantities such as n1/2 and n1/4, are understood to be rounded to the
nearest integer. For ℓ < k, we set
∑ℓ
j=k(...) = 0 and
∏ℓ
j=k(...) = 1. For a vector z ∈ Rd,
‖z‖ stands for the ℓ1-norm. Finally, P˜θ0 and E˜θ0 denote the probability on (Ω,F) and
the corresponding expectation, under which all the processes are stationary (the unique
existence of such probability is argued in Appendix A).
2.2. Preliminaries. Consider the scaled sequence of likelihoods
Zn(u) :=
Ln(X
n; θ0 + u/n)
Ln(Xn; θ0)
, u ∈ Un := n(Θ− θ0), n ≥ 1. (2.1)
The Bayes estimator of θ is given by
θ˜n =
∫
Θ θLn(X
n; θ)π(θ)dθ∫
Θ Ln(X
n; θ)π(θ)dθ
=
∫
Un
(θ0 + u/n)Ln(X
n; θ0 + u/n)π(θ0 + u/n)du∫
Un
Ln(Xn; θ0 + u/n)π(θ0 + u/n)du
=
θ0 +
1
n
∫
Un
uLn(X
n; θ0 + u/n)π(θ0 + u/n)du∫
Un
Ln(Xn; θ0 + u/n)π(θ0 + u/n)du
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and thus
n
(
θ˜n − θ0
)
=
∫
Un
uZn(u)π(θ0 + u/n)du∫
Un
Zn(u)π(θ0 + u/n)du
.
The right hand side is a functional of Zn(u), u ∈ Un, which under appropriate tightness
conditions, converges weakly to the random variable
u˜ =
∫
R
uZ(u)du∫
R
Z(u)du
,
if the finite dimensional distributions of Zn(u) converge to those of Z(u). More precisely,
the result claimed in Theorem 1.3 follows from Theorem I.10.2 in [9], whose assumptions
we check in subsections 2.3 and 2.4 below.
2.3. Convergence of finite dimensional distributions. We shall prove that the char-
acteristic functions of the finite dimensional distributions of log-likelihoods Yn(u) :=
lnZn(u) converge to those of the compound Poisson process in (1.10). To this end, we
will show that for any d ≥ 1 and real numbers u−d < ... < ud
ψn(λ) := Eθ0 exp
(
d∑
k=−d
iλk
(
Yn(uk)− Yn(uk−1)
))
n→∞−−−→
d∏
k=−d
exp
(
̟(uk − uk−1)
(
e−
i
2
λkβ
2− 1
2
β2λ2k − 1
))
=: ψ(λ), ∀λ ∈ Rd, (2.2)
uniformly over compacts from Θ, where ̟ and β are constants, defined in Theorem 1.3.
Without loss of generality, we shall assume that u0 = 0 and consider only positive uk’s.
The symmetric case of negative uk’s is treated similarly and independence of the emerging
compound Poisson processes Π+ and Π− will be evident from the proof.
Let Ξ̂j be the vector with the entries
Ξ̂kj := ξ̂j(θ0 + uk/n), k = 0, ..., d. (2.3)
Using the expression (1.8) for the likelihood, we get
Yn(uk)−Yn(uk−1) =
− 1
2
1
1 + γ
n∑
j=1
(
Xj − f(Xj−1, θ0 + uk/n)− Ξ̂kj−1
)2
+
1
2
1
1 + γ
n∑
j=1
(
Xj − f(Xj−1, θ0 + uk−1/n)− Ξ̂k−1j−1
)2
=
n∑
j=1
−1
2
1
1 + γ
(
Xj−1(ρ+ − ρ−)1{Xj−1∈Dkn} − Ξ̂kj−1 + Ξ̂k−1j−1
)
×
(
2Xj − f(Xj−1, θ0 + uk/n)− f(Xj−1, θ0 + uk−1/n)− Ξ̂kj−1 − Ξ̂k−1j−1
)
(2.4)
9where we set Dkn :=
[
θ0 +
uk−1
n , θ0 +
uk
n
]
and used the identity
f(x, θ0 + uk−1/n)− f(x, θ0 + uk/n) = x(ρ+ − ρ−)1{x∈Dkn}.
If we define
δkj := Ξ̂
k−1
j − Ξ̂kj , and σk−1j := Ξ̂0j − Ξ̂k−1j ,
the expression (2.4) takes the following form under Pθ0
Yn(uk)− Yn(uk−1) =
n∑
j=1
− 1
1 + γ
(
Xj−1(ρ+ − ρ−)1{Xj−1∈Dkn} + δkj−1
)
×
(√
1 + γε̂j +Xj−1(ρ+ − ρ−)1{Xj−1∈Bk−1n } + σ
k−1
j−1+
1
2
(
Xj−1(ρ+ − ρ−)1{Xj−1∈Dkn} + δkj−1
))
, (2.5)
with Bk−1n :=
[
θ0, θ0 +
uk−1
n
]
. The sequences (δkj ) and (σ
k−1
j ) satisfy the recursions
δkj =bδ
k
j−1 − c(ρ+ − ρ−)Xj−11{Xj−1∈Dkn}, j ≥ 1
δk0 =0,
(2.6)
and
σk−1j =bσ
k−1
j−1 − c(ρ+ − ρ−)Xj−11{Xj−1∈Bk−1n }, j ≥ 1
σk−10 =0
(2.7)
where we set b := a1+γ , c :=
aγ
1+γ . In what follows, both representations (2.4) and (2.5)
will be useful.
To prove the convergence (2.2), we shall partition the terms in the sum (2.4) or (2.5) into
n1/2 consecutive blocks of size n1/2 and discard n1/4 first terms in each block. As shown
in the Lemma 2.1 below, discarding the total of n1/4 · n1/2 terms does not alter the limit
of the sum and, by Lemma 2.2, the remaining blocks become approximately independent
due to the fast mixing of the process (Xj , ξj , Ξ̂j). Moreover, in each remained block, the
probability of having exactly one of the events {Xj−1 ∈ Dkn} occurred is of order n1/2.
Hence the sum of n1/2 such nearly independent blocks yields the compound Poisson limit
of Lemma 2.3. This approach to Poisson limits dates back to at least [15].
Denote by sj,k the summands in the right hand side of (2.4) or (2.5). Set
Sn :=
d∑
k=1
λk
n∑
j=1
sj,k,
and, for m = 1, ..., n1/2, define
Sn,m =
d∑
k=1
λk
mn1/2∑
j=(m−1)n1/2+n1/4
sj,k.
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For ψn(λ) and ψ(λ) defined in (2.2), the triangle inequality yields the bound
∣∣ψn(λ)− ψ(λ)∣∣ ≤ Eθ0∣∣∣∣ exp (iSn)− exp(i n
1/2∑
m=1
Sn,m
)∣∣∣∣+
∣∣∣∣Eθ0 exp(i n
1/2∑
m=1
Sn,m
)
−
(
E˜θ0 exp
(
iSn,1
))n1/2∣∣∣∣+∣∣∣∣(E˜θ0 exp (iSn,1))n1/2 − ψ(λ)∣∣∣∣,
(2.8)
where E˜θ0 stands for the expectation with respect to the probability P˜θ0 on (Ω,F), under
which the process (Xj , ξj, Ξ̂j) is stationary (see Lemma A.3). In the following lemmas we
show that all three terms in the right hand side of (2.8) vanish as n→∞, uniformly over
θ0 on compacts from Θ.
Lemma 2.1. For any λ ∈ Rd and a compact K ⊂ Θ,
lim
n
sup
θ0∈K
Eθ0
∣∣∣∣Sn − n
1/2∑
m=1
Sn,m
∣∣∣∣ = 0, (2.9)
and consequently
lim
n
Eθ0
∣∣∣∣ exp (iSn)− exp(i n
1/2∑
m=1
Sn,m
)∣∣∣∣ = 0, (2.10)
uniformly over θ0 ∈ K.
Proof. We shall assume that n is large enough so that maxk |θ0+ uk/n| ≤ sup |K|+1 and
hence on the events {Xj−1 ∈ Dkn} and {Xj−1 ∈ Bkn}, we have |Xj−1| ≤ sup |K|+1. Using
the representation (2.5), we get
Eθ0
∣∣∣∣Sn − n
1/2∑
m=1
Sn,m
∣∣∣∣ ≤
n3/4dmax
k
|λk|max
j≤n
Eθ0
∣∣∣Xj−1(ρ+ − ρ−)1{Xj−1∈Dkn} + δkj−1∣∣∣× (2.11)∣∣∣∣√1 + γε̂j +Xj−1(ρ+ − ρ−)1{Xj−1∈Bk−1n } + σk−1j−1 + 12(Xj−1(ρ+ − ρ−)1{Xj−1∈Dkn} + δkj−1)
∣∣∣∣
By Jensen’s inequality, it follows from (2.6), that
Eθ0
(
δkj
)2 ≤ |b|Eθ0(δkj−1)2 + 11− |b|c2(ρ+ − ρ−)2(sup |K|+ 1)2Pθ0(Xj−1 ∈ Dkn),
which, in view of (A.1) and δk0 = 0, implies maxj≤n Eθ0
(
δkj
)2 ≤ C1/n. Further, since ε̂j
is independent of FXj−1, Eθ0 |δkj−1||ε̂j | = Eθ0 |δkj−1|Eθ0 |ε̂j | ≤ C2/n. Similarly Eθ0
(
σk−1j
)2 ≤
11
C3/n. Plugging these bounds into (2.11), we obtain (2.9)
Eθ0
∣∣∣∣Sn − n
1/2∑
m=1
Sn,m
∣∣∣∣ ≤ C4n−1/4,
with a constant C4, depending only on K. The uniform convergence in (2.10) follows,
since | exp(ix)− exp(iy)| ≤ |x− y|. 
Lemma 2.2. For any λ ∈ Rd,
lim
n
∣∣∣∣Eθ0 exp(i n
1/2∑
m=1
Sn,m
)
−
(
E˜θ0 exp
(
iSn,1
))n1/2∣∣∣∣ = 0,
uniformly over θ0 ∈ K for any compact K ⊂ Θ.
Proof. We shall use the bound (A.7) of Lemma A.3 and thus will need to establish the
corresponding Lipschitz property. To this end, for fixed x, y ∈ R and z ∈ Rd+1, let(
Xj(x), ξj(y), Ξ̂j(z)
)
be the solution of the recursions (1.2), (1.3) and (cf. (1.7) and (2.3))
Ξ̂kj = bΞ̂
k
j−1 + c
(
Xj − f(Xj−1, θ0 + uk/n)
)
, k = 0, ..., d,
subject to the initial conditions x, y and z respectively. The latter recursions give
Ξ̂kj (z) = b
jzk + c
j∑
i=1
(
Xi − f(Xi−1, θ0 + uk/n)
)
bj−i. (2.12)
Consider the random variable (cf. the right hand side of (2.4))
Φℓ(x, y, z) :=
d∑
k=1
λk
ℓ∑
j=1
−1
2
1
1 + γ
(
Xj−1(ρ+ − ρ−)1{Xj−1∈Dkn} − Ξ̂kj−1(z) + Ξ̂k−1j−1(z)
)
×
(
2Xj − f(Xj−1, θ0 + uk/n)− f(Xj−1, θ0 + uk−1/n)− Ξ̂kj−1(z)− Ξ̂k−1j−1(z)
)
,
where we dropped the dependence on x and y for brevity. Define the function h(x, y, z) :=
Eθ0 exp
(
iΦℓ(x, y, z)
)
. We aim to show that for z, z′ ∈ Rd+1,∣∣h(x, y, z) − h(x, y, z′)∣∣ ≤ L(1 + |x|+ |y|+ ‖z‖ + ‖z′‖)‖z − z′‖ (2.13)
for some constant L, independent of ℓ. Using the definition of Φℓ(x, y, z) and the explicit
formula (2.12), a tedious but straightforward calculation gives∣∣Φℓ(x, y, z) − Φℓ(x, y, z′)∣∣ ≤
d∑
k=1
|λk|
(|zk − z′k|+ |zk−1 − z′k−1|)
(
ℓ∑
j=1
2|b|j
(
|Xj |+ |Xj−1|
)
+
(‖z‖ + ‖z′‖) 1
1− |b| + 2
ℓ∑
j=1
|b|j
j∑
i=1
(
|Xi|+ |Xi−1|+ |ξi−1|
)
|b|j−i
)
.
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Taking the expectation of both sides, we get
∣∣h(x, y, z) − h(x, y, z′)∣∣ ≤ Eθ0∣∣Φℓ(x, y, z)− Φℓ(x, y, z′)∣∣ ≤ 2‖λ‖1− |b|‖z − z′‖×(
ℓ∑
j=1
2|b|j2Eθ0 |Xj |+
(‖z‖+ ‖z′‖)+ 4 ℓ∑
j=1
|b|j
j∑
i=1
|b|j−iEθ0
(
|Xi−1|+ |ξi−1|
))
and applying the bound (A.2), the inequality (2.13) follows.
Note that by the Markov property, E˜θ0e
iSn,1 = E˜θ0h(X0, ξ0, Ξ̂0), and for m = 1, ..., n
1/2
Eθ0
(
eiSn,m
∣∣F(m−1)n1/2) =
Eθ0
(
h
(
X(m−1)n1/2+n1/4−1, ξ(m−1)n1/2+n1/4−1, Ξ̂(m−1)n1/2+n1/4−1
)∣∣F(m−1)n1/2).
Hence by the Lemma A.3∣∣∣∣Eθ0(eiSn,m∣∣F(m−1)n1/2)− E˜θ0eiSn,1∣∣∣∣ ≤ C1qn1/4 ,
with a positive constant q < 1 and C1, independent of θ0. Finally, considering the tele-
scopic series, we get
∣∣∣∣∣Eθ0 exp
(
i
n1/2∑
m=1
Sn,m
)
−
(
E˜θ0 exp
(
iSn,1
))n1/2∣∣∣∣∣ =∣∣∣∣∣
n1/2−1∑
k=0
(
Eθ0
n1/2−k∏
m=1
eiSn,m
n1/2∏
m=n1/2−k+1
E˜θ0e
iSn,1 − Eθ0
n1/2−k−1∏
m=1
eiSn,m
n1/2∏
m=n1/2−k
E˜θ0e
iSn,1
)∣∣∣∣∣ ≤
n1/2−1∑
k=0
Eθ0
∣∣∣∣Eθ0(eiSn,n1/2−k ∣∣F(n1/2−k−1)n1/2)− E˜θ0eiSn,1∣∣∣∣ ≤ C1n1/2qn1/4 n→∞−−−→ 0,
as claimed.

Lemma 2.3. For any λ ∈ Rd,
lim
n
∣∣∣∣(E˜θ0 exp (iSn,1))n1/2 − ψ(λ)∣∣∣∣ = 0,
uniformly over θ0 ∈ K for any compact K ⊂ Θ.
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Proof. Let Dn :=
⋃d
k=1D
k
n and define the events
A0 =
n1/2⋂
j=1
{
Xj−1 6∈ Dn
}
(all samples avoid Dn)
Aj,k =
{
Xj−1 ∈ Dkn
} ∩ n1/2⋂
i 6=j, i=1
{
Xi−1 6∈ Dn
}
(only (j − 1)-th sample falls in Dkn )
A1 =
d⋃
k=1
n1/2⋃
j=1
Aj,k (a single sample falls in Dn)
A2+ = (A0 ∪A1)c (two or more samples fall in Dn),
and note that
E˜θ0e
iSn,1 = E˜θ0e
iSn,11{A0} +
d∑
k=1
n1/2∑
j=1
E˜θ0e
iSn,11{Aj,k} + E˜θ0e
iSn,11{A2+}. (2.14)
Below we shall show that
n1/2∑
j=1
E˜θ0e
iSn,11{Aj,k} = e
− i
2
λkβ
2− 1
2
β2λ2k(uk − uk−1)̟n−1/2 +O(n−3/4) (2.15)
E˜θ0e
iSn,11{A0} = 1−
d∑
k=1
(uk − uk−1)̟n−1/2 +O(n−3/4) (2.16)
P˜θ0(A2+) = O(n
−3/4), (2.17)
where ̟ :=
∫
p(θ0, y; θ0)dy and p(x, y; θ0) is the unique invariant density of the chain
(Xj , ξj) (see Lemma A.2). Plugging these expressions into (2.14), we obtain(
E˜θ0e
iSn,1
)n1/2
=(
1−
d∑
k=1
(uk − uk−1)̟n−1/2 +
d∑
k=1
e−
i
2
λkβ
2− 1
2
β2λ2k(uk − uk−1)̟n−1/2 +O
(
n−3/4
))n1/2
n→∞−−−→ exp
(
d∑
k=1
(
e−
i
2
λkβ
2− 1
2
β2λ2k − 1
)
(uk − uk−1)̟
)
.
The claimed result follows, once we check that (2.16), (2.15) and (2.17) hold uniformly in
θ0 on compacts from Θ.
To this end, note that on the event Aj,k, the equations (2.6) give
δℓi = δ
ℓ
0b
i, ℓ 6= k
and
δki = δ
k
0 b
i − c(ρ+ − ρ−)Xj−11{Xj−1∈Dkn}bj−i1{i≥j},
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where δℓ0, ℓ = 1, ..., k are bounded random variables under P˜θ0 . Similarly, since D
k
n ⊂ Bℓ−1n
for ℓ > k, and P˜θ0
(
Xj−1 ∈ Bℓ−1n ∩Dkn
)
= 0 for ℓ ≤ k,
σℓ−1i = σ
ℓ−1
0 b
i, ℓ ∈ {1, ..., k}
and
δℓ−1i = σ
ℓ−1
0 b
i − c(ρ+ − ρ−)Xj−11{Xj−1∈Dkn}bj−i1{i≥j}, ℓ ∈ {k + 1, ..., d}.
Hence, for n1/4 ≤ j ≤ n1/2 on the event Aj,k, by (2.5) we have
Sn,1 =
d∑
ℓ=1
n1/2∑
i=n1/4
λℓsi,ℓ = λk
n1/2∑
i=n1/4
si,k +O(b
n1/4) =
− λk
n1/2∑
i=j
1
1 + γ
(
Xi−1(ρ+ − ρ−)1{Xi−1∈Dkn} + δki−1
)
×
(√
1 + γε̂i +
1
2
(
Xi−1(ρ+ − ρ−)1{Xi−1∈Dkn} + δki−1
))
+O(bn
1/4
) =
− λk
(
ρ+ − ρ−√
1 + γ
Xj−1ε̂j +
1
2
(ρ+ − ρ−√
1 + γ
)2
X2j−1
)
+
λk
n1/2∑
i=j+1
(
c(ρ+ − ρ−)√
1 + γ
Xj−1bj−i+1ε̂i − 1
2
(
c(ρ+ − ρ−)√
1 + γ
Xj−1bj−i+1
)2)
+O(bn
1/4
) =
λk
n1/2∑
i=j
(
Q(j − i)Xj−1ε̂i − 1
2
Q2(i− j)X2j−1
)
+O(bn
1/4
) := λkΨj,k +O(b
n1/4),
where we defined the kernel
Q(i) =

0 i < 0
−ρ
+ − ρ−√
1 + γ
i = 0
c(ρ+ − ρ−)√
1 + γ
bi−1 i > 0
By the triangle inequality∣∣∣∣E˜θ0eiSn,11{Aj,k} − e− i2λkβ2− 12β2λ2k(uk − uk−1)̟n−1∣∣∣∣ ≤∣∣∣∣E˜θ0eiλkΨj,k1{Aj,k} − E˜θ0eiλkΨj,k1{Xj−1∈Dkn}
∣∣∣∣+∣∣∣∣E˜θ0eiλkΨj,k1{Xj−1∈Dkn} − e− i2λkβ2− 12β2λ2k(uk − uk−1)̟n−1
∣∣∣∣+O(bn1/4)
(2.18)
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By (A.3), for i < j
P˜θ0
(
Xi ∈ Dn,Xj ∈ Dkn
)
= E˜θ01{Xi∈Dn}
∫
Dkn
1√
2π
e−
1
2
(
x−f(Xj−1,θ0)−ξj−1
)2
dx ≤
uk − uk−1
n
P˜θ0(Xi ∈ Dn) ≤ C1n−2,
with a constant C1, independent of θ0. Similar bound holds for j < i and hence, using the
identity 1{A} − 1{A∩B} = 1{A\(A∩B)} = 1{A∩Bc}, we get
∣∣∣∣E˜θ0eiλkΨj,k1{Aj,k} − E˜θ0eiλkΨj,k1{Xj−1∈Dkn}
∣∣∣∣ ≤
P˜θ0
({
Xj−1 ∈ Dkn
} ∩ n1/2⋃
i 6=j, i=n1/4
{
Xi−1 ∈ Dn
}) ≤
n1/2∑
i 6=j, i=n1/4
P˜θ0
(
Xi−1 ∈ Dn,Xj−1 ∈ Dkn
) ≤ C1n−3/2. (2.19)
Further, since (ε̂i) are i.i.d N(0, 1) and ε̂i is independent of F
X
j−1 for i ≥ j
E˜θ0e
iλkΨj,k1{Xj−1∈Dkn} =
E˜θ01{Xj−1∈Dkn} exp
(
− 1
2
λ2kX
2
j−1
n1/2∑
i=j
Q2(i− j)− i1
2
λkX
2
j−1
n1/2∑
i=j
Q2(i− j)
)
=
E˜θ01{Xj−1∈Dkn} exp
(
− 1
2
λ2kθ
2
0
n1/2−j∑
i=0
Q2(i)− i1
2
λkθ
2
0
n1/2−j∑
i=0
Q2(i)
)
+O(n−2) =
E˜θ01{Xj−1∈Dkn} exp
(
− 1
2
λ2kβ
2 − i1
2
λkβ
2 +
1
2
θ20
∞∑
i=n1/2−j+1
Q2(i)(λ2k + iλk)
)
+O(n−2).
By (A.3),
E˜θ01{Xj−1∈Dkn} exp
(
− 1
2
λ2kβ
2 − i1
2
λkβ
2
)
=
exp
(
− 1
2
λ2kβ
2 − i1
2
λkβ
2
)
̟(uk − uk−1)n−1 +O(n−2),
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and thus we have∣∣∣∣E˜θ0eiλkΨj,k1{Xj−1∈Dkn} − e− 12λ2kβ2−i 12λkβ2̟(uk − uk−1)n−1
∣∣∣∣ ≤∣∣∣∣E˜θ0eiλkΨj,k1{Xj−1∈Dkn} − E˜θ0e− 12λ2kβ2−i 12λkβ21{Xj−1∈Dkn}
∣∣∣∣+O(n−2) ≤
E˜θ01{Xj−1∈Dkn}
∣∣∣∣ exp(12θ20
∞∑
i=n1/2−j+1
Q2(i)(λ2k + iλk)
)
− 1
∣∣∣∣+O(n−2) ≤
P˜θ0(Xj−1 ∈ Dkn)C2b2(n
1/2−j) +O(n−2) ≤ C3n−1bn1/2−j +O(n−2).
(2.20)
Plugging (2.19) and (2.20) into (2.18), we obtain∣∣∣∣E˜θ0eiSn,11{Aj,k} − e− i2λkβ2− 12β2λ2k(uk − uk−1)̟n−1∣∣∣∣ ≤ C3n−1bn1/2−j + C4n−3/2,
and in turn (2.15):∣∣∣∣∣∣
n1/2∑
j=1
E˜θ0e
iSn,11{Aj,k} − e−
i
2
λkβ
2− 1
2
β2λ2k(uk − uk−1)̟n−1/2
∣∣∣∣∣∣ ≤
n1/2∑
j=n1/4
∣∣∣E˜θ0eiSn,11{Aj,k} − e− i2λkβ2− 12β2λ2k(uk − uk−1)̟n−1∣∣∣+∣∣∣∣∣∣
∑
j<n1/4
E˜θ0e
iSn,11{Aj,k}
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
j<n1/4
e−
i
2
λkβ
2− 1
2
β2λ2k(uk − uk−1)̟n−1
∣∣∣∣∣∣ ≤
C3n
−1
n1/2∑
j=n1/4
bn
1/2−j + C4n1/2n−3/2 + n1/4P˜θ0(A1,k) + C5n
−3/4 ≤ C6n−3/4.
By setting all λk’s to zero, we also get
P˜θ0(A1) =
d∑
k=1
n1/2∑
j=1
P˜θ0(Aj,k) =
d∑
k=1
(uk − uk−1)̟n−1/2 +O(n−3/4). (2.21)
Further,
P˜θ0(A0) = 1− P˜θ0
n1/2⋃
j=1
{
Xj−1 ∈ Dn
} ≥
1−
d∑
k=1
n1/2∑
j=1
P˜θ0(Xj−1 ∈ Dkn)
†
= 1−
d∑
k=1
n1/2∑
j=1
(uk − uk−1)̟n−1 +O(n−3/2) =
1−
d∑
k=1
(uk − uk−1)̟n−1/2 +O(n−3/2) (2.22)
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where in the equality † we used (A.3). On the other hand, P˜θ0(A0) ≤ 1− P˜θ0(A1) and the
estimate (2.16) follows from (2.21) and (2.22) and the asymptotic
E˜θ0e
iSn,11{A0} = P˜θ0(A0) +O(b
n1/4).
Finally, (2.17) follows since P˜θ0(A2+) = 1− P˜θ0(A0)− P˜θ0(A1) = O(n−3/4). 
2.4. Tightness. In this section we check the tightness conditions of Theorem I.10.2, [9].
Lemma 2.4 (condition 1.1 of Theorem I.10.2, [9]). For any compact K ⊂ Θ, there is a
constant C > 0, such that
sup
|u1|≤R,|u2|≤R
|u2 − u1|−1Eθ0
(√
Zn(u2)−
√
Zn(u1)
)2
≤ C
(
1 +R2
)
, (2.23)
for all θ0 ∈ K and R ≥ 0.
Proof. Suppose u2 ≥ u1, then using the elementary inequality ln 1x ≥ 2(1−
√
x), x > 0 we
get
Eθ0
(√
Zn(u2)−
√
Zn(u1)
)2
= Eθ0+u1/n
(√
Zn(u2)
Zn(u1)
− 1
)2
=
2Eθ0+u1/n
(
1−
√
Zn(u2)
Zn(u1)
)
≤ Eθ0+u1/n ln
Zn(u1)
Zn(u2)
.
Similarly to (2.4), we find that under Pθ0+u1/n,
ln
Zn(u1)
Zn(u2)
=
1
1 + γ
n∑
j=1
(
Xj−1(ρ+ − ρ−)1{Xj−1∈D2n} + δ2j−1
)
×
(√
1 + γε̂j +
1
2
(
Xj−1(ρ+ − ρ−)1{Xj−1∈D2n} + δ2j−1
))
,
where (δ2j ) is defined in (2.6). Note that ε̂j is independent of F
X
j−1 under Pθ0+u1/n and, as
in the proof of Lemma 2.1, Eθ0+u1/n
(
δ2j
)2 ≤ C1(u2 − u1)n−1. Hence
Eθ0
(√
Zn(u2)−
√
Zn(u1)
)2
≤
n∑
j=1
Eθ0+u1/n
(
Xj−1(ρ+ − ρ−)1{Xj−1∈D2n} + δ2j−1
)2
≤ C2|u2 − u1|,
where C2 depends only on K. By symmetry, the same inequality holds when u2 ≤ u1 and
(2.23) follows. 
Lemma 2.5 (condition 1.2 of Theorem I.10.2 [9]). For any p ≥ 1, there is a constant
C(p), such that
Eθ0Z
1/2
n (u) ≤
C(p)
|u|p , u ∈ Un := n(Θ− θ0).
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Proof. The proof is an adaptation of the analogous Lemma 2.2 in [5]. We shall assume
θ0 > 0 and u > 0, omitting the similar complementary cases (recall that 0 6∈ Θ). Note
that for a constant c > 0,
Eθ0Z
1/2
n (u) = Eθ0Z
1/2
n (u)1{Z1/2n (u)≥e−cu} + Eθ0Z
1/2
n (u)1{Z1/2n (u)<e−cu} ≤(
Eθ0Zn(u)
)1/2(
Pθ0
(
Z1/2n (u) ≥ e−cu
))1/2
+ e−
c
2
u =(
Pθ0
(
lnZ1/2n (u) ≥ −cu
))1/2
+ e−
c
2
u,
and hence it is enough to check the large deviation bound
Pθ0
(1
2
lnZn(u) ≥ −cu
)
≤ C(p)
up
, (2.24)
for some positive constants c and C(p) and all p ≥ 1.
For u1 := u > 0 the formula (2.5) gives
lnZn(u) = − 1
1 + γ
n∑
j=1
(
Xj−1(ρ+ − ρ−)1{Xj−1∈D1n} + δj−1
)
×
(√
1 + γε̂j +
1
2
(
Xj−1(ρ+ − ρ−)1{Xj−1∈D1n} + δj−1
))
=
n∑
j=1
(
ε̂jVj−1 − 1
2
V 2j−1
)
where D1n = [θ0, θ0 + u/n], the sequence (δj) is generated by (2.6) with k = 1, and
Vj−1 := − 1√
1 + γ
(
Xj−1(ρ+ − ρ−)1{Xj−1∈D1n} + δj−1
)
.
Further,
Pθ0
(1
2
lnZn(u) ≥ −cu
)
=
Pθ0
( n∑
j=1
(
ε̂j
(1
2
Vj−1
)
− 1
2
(1
2
Vj−1
)2)
− 1
8
n∑
j=1
V 2j−1 ≥ −cu
)
≤
Pθ0
( n∑
j=1
(
ε̂j
(1
2
Vj−1
)
− 1
2
(1
2
Vj−1
)2)
≥ cu
)
+ Pθ0
(
− 1
8
n∑
j=1
V 2j−1 ≥ −2cu
)
,
and since
Pθ0
( n∑
j=1
(
ε̂j
(1
2
Vj−1
)
− 1
2
(1
2
Vj−1
)2)
≥ cu
)
≤
e−cuEθ0 exp
( n∑
j=1
(
ε̂j
(1
2
Vj−1
)
− 1
2
(1
2
Vj−1
)2))
= e−cu,
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the bound (2.24) holds, if we show that for some positive constant c and all p ≥ 1,
Pθ0
( n−1∑
j=0
V 2j ≤ cu
)
≤ C(p)
up
. (2.25)
To this end, we shall split the consideration to the cases u ≤ ns and u > ns, where
s ∈ (0, 1) is a constant to be chosen later on, depending on p in (2.25).
Case u ≤ ns. In this case, D1n ⊆
[
θ0, θ0 +
1
n1−s
]
and since
δj = bδj−1 − c(ρ+ − ρ−)Xj−11{Xj−1∈D1n}, j ≥ 1,
subject to δ0 = 0, it follows that
|δj | ≤ |c||ρ+ − ρ−|
(
θ0 + n
s−1
) 1
1− |b| =
|a|γ
1− |a|+ γ |ρ
+ − ρ−|(θ0 + ns−1) ≤ |a||ρ+ − ρ−|(θ0 + ns−1),
where we used the definitions c := aγ1+γ and b :=
a
1+γ and the assumption |a| < 1. Further,
V 2j =
1
1 + γ
(
Xj(ρ
+ − ρ−)1{Xj∈D1n} + δj
)2
≥
1
1 + γ
(
Xj(ρ
+ − ρ−) + δj
)2
1{Xj∈D1n} ≥
(ρ+ − ρ−)2
1 + γ
(
θ0 − |a|
(
θ0 + n
s−1))21{Xj∈D1n} ≥
(ρ+ − ρ−)2
1 + γ
1
4
θ20
(
1− |a|)21{Xj∈D1n} := C11{Xj∈D1n}
where the latter inequality holds for all n large enough. Consequently,
Pθ0
( n−1∑
j=0
V 2j ≤ cu
)
≤ Pθ0
( n−1∑
j=0
1{Xj∈D1n} ≤
c
C1
u
)
≤ Pθ0
( n−1∑
j=n1/2
1{Xj∈D1n} ≤
c
C1
u
)
By Lemma A.2, the process (Xj) is geometric mixing and we have
Pθ0
(
Xj ∈ D1n
)
= Eθ0
∫ θ0+u/n
θ0
1√
2π
e−
1
2
(t−ξj−1−f(Xj−1,θ0))2dt ≥
u
n
1√
2π
Eθ0 inf
t∈[θ0,θ0+1]
e−
1
2
(
t−ξj−1−f(Xj−1,θ0)
)2
≥ C2 u
n
,
where the constant C2 > 0 can be chosen for all θ0 ∈ K to be independent of j and n by
the ergodic properties of (Xj , ξj) from Lemma A.2. Hence with c :=
1
2C1C2, for an integer
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p ≥ 1,
Pθ0
( n−1∑
j=0
V 2j ≤ cu
)
≤ Pθ0
( n−1∑
j=n1/2
1{Xj∈D1n} ≤
c
C1
u
)
≤
Pθ0
(∣∣∣∣ n−1∑
j=n1/2
(
1{Xj∈D1n} − Eθ01{Xj∈D1n}
)∣∣∣∣ ≥ 13C2u
)
≤
(C2/3)
−2p 1
u2p
Eθ0
 n−1∑
j=n1/2
ηj
2p ,
where we defined ηj := 1{Xj∈D1n} − Eθ01{Xj∈D1n}. Since |ηj | ≤ 2, by Lemma A.2,
∣∣∣∣Eθ0( n−1∑
j=n1/2
ηj
)2p
− E˜θ0
( n−1∑
j=n1/2
ηj
)2p∣∣∣∣ ≤
n2pEθ0
∣∣∣∣Eθ0(( 1n
n−1∑
j=n1/2
ηj
)2p∣∣∣∣F0)− E˜θ0( 1n
n−1∑
j=n1/2
ηj
)2p∣∣∣∣ ≤ Cn2prn1/2 ≤ 1,
for all n large enough. Hence it is enough to check
E˜θ0
 n−1∑
j=n1/2
ηj
2p ≤ C(p)up. (2.26)
To estimate the latter expectation, we shall apply the covariance inequality (8.1) from [6]:
E˜θ0
 n−1∑
j=n1/2
ηj
2p = E˜θ0
n−n1/2−1∑
j=0
ηj
2p ≤
4pn n∑
j=0
(
E˜θ0
∣∣η0E˜θ0(ηj |F0)∣∣p)1/p
p . (2.27)
Since |η0| ≤ 2,
E˜θ0
∣∣η0E˜θ0(ηj |F0)∣∣p ≤ 4p E˜θ0∣∣E˜θ0(ηj |F0)∣∣p ≤ 4p (unC4Crj)p, (2.28)
where the latter inequality holds by Lemma A.2, since E˜θ0(ηj |F0) = E˜θ0
(
E˜θ0(ηj |Fj−1)
∣∣F0)
and
∣∣E˜θ0(ηj |Fj−1)∣∣ ≤ C4 un . Plugging the bound (2.28) into (2.27), we obtain (2.26) and
consequently (2.25) for u ≤ ns.
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Case u > ns. For a fixed integer k and all j > k, define Γj−1,k :=
⋂j−1
i=j−k{Xi 6∈ Θ} and
note that on Γj−1,k we have
|δj |/|ρ+ − ρ−| =
∣∣∣∣c j−k∑
i=1
bj−iXi−11{Xi−1∈D1n}
∣∣∣∣ ≤ |c| sup |Θ| |b|k1− |b| =: C1bk.
Now let k′ be such that, C1bk
′ ≤ 12θ0, then (recall that both θ0 and u are positive)
V 2j ≥
1
1 + γ
(
Xj(ρ
+ − ρ−) + δj
)2
1{Xj∈D1n}1{Γj−1,k′} ≥
(ρ+ − ρ−)2
1 + γ
1
4
θ201{Xj∈D1n}1{Γj−1,k′} =: C21{Xj∈D1n}1{Γj−1,k′}.
Define Wj := 1{Xj∈D1n}1{Γj−1,k′} and note that
Eθ0Wj = Eθ01{Γj−1,k}Pθ0
(
Xj ∈ D1n|Xj−1, ξj−1
) ≥
u
n
Eθ01{Γj−1,k′}
1√
2π
inf
t∈Θ
e−
1
2
(
t−ξj−1−f(Xj−1;θ0)
)2
≥ C3 u
n
,
where the positive constant C3 can be chosen independent of j and n due to the ergodic
properties of (Xj , ξj) from Lemma A.2. Hence with c :=
1
2C3C2 and any integer p > 1,
Pθ0
( n−1∑
j=0
V 2j ≤ cu
)
≤ Pθ0
( n−1∑
j=k′
Wj ≤ 1
2
C3u
)
≤
Pθ0
(∣∣∣ n−1∑
j=k′
(
Wj − Eθ0Wj
)∣∣∣ ≥ 1
3
uC3
)
≤ (3/C3)2p+2 1
u2p+2
Eθ0
( n−1∑
j=k′
(
Wj − Eθ0Wj
))2p+2
for all sufficiently large n. Now (2.25) follows if we show that for a positive constant C(p),
Eθ0
( n−1∑
j=k′
(
Wj − Eθ0Wj
))2p+2 ≤ C(p)up+2, ∀ u > ns. (2.29)
To this end, we shall use the Marcinkiewicz-Zygmund inequality from [7]. For a sequence
of random variables (ηj)j∈N, the coefficient of weak dependence is defined
Ct,q := sup
∣∣ cov (ηt1 ...ηtm , ηtm+1 ...ηtq)∣∣,
where the supremum is taken over all {t1, ..., tq}, such that 1 ≤ t1 ≤ ... ≤ tq and m, t
satisfy tm+1 − tm = t.
Theorem 2.6 (Theorem 1, [7]). Let (ηj)j∈N be a sequence of central random variables
such that for a fixed integer q ≥ 2,
Ct,q = O(t
−q/2) as t→∞. (2.30)
Then there exists a positive constant B, independent of n, for which∣∣∣∣E( n−1∑
j=0
ηj
)q∣∣∣∣ ≤ Bnq/2. (2.31)
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We shall apply this theorem to the bounded sequence ηj := Wj − Eθ0Wj . Since ηj is a
function of (Xj−k′ , ...,Xj), it inherits the mixing property (A.6). More precisely, with
h(x, y) := Eθ0
(
ηt1 ...ηtm |Xtm = x, ξtm = y
)
,
g(x, y) := Eθ0
(
ηtm+1 ...ηtq |Xtm+1−k′ = x, ξtm+1−k′ = y
)
by the Markov property of (Xj , ξj), for t ≥ k′
Ct,q =
∣∣∣Eθ0ηt1 ...ηtq − Eθ0ηt1 ...ηtmEθ0ηtm+1 ...ηtq ∣∣∣ =∣∣∣Eθ0h(Xtm , ξtm)g(Xtm+1−k′ , ξtm+1−k′)− Eθ0h(Xtm , ξtm)Eθ0g(Xtm+1−k′ , ξtm+1−k′)∣∣∣ ≤
2qCrt−k
′
(1 + rtm) ≤ 2q+1Crt−k′,
which clearly satisfies (2.30). Since n < u1/s, (2.31) now gives
Eθ0
( n∑
j=1
(
Wj − Eθ0Wj
))2p+2 ≤ Bnp+1 ≤ Bu(p+1)/s,
and the bound (2.29) follows, if we choose s := (p+ 1)/(p + 2).

3. Simulated experiments
The objective of this section is to illustrate the results of Theorem 1.3 by means of a
simulation. To this end, we fixed the following values of the parameters
θ0 = 1.5, ρ
+ = 0.9, ρ− = −0.5, a = 0.9
and estimated the root mean square errors of the Bayes estimator θ˜n and the ML estimator
θ̂n by averaging over a large number of Monte Carlo trials. This has been done in two ways:
by computing the estimators, based on simulated data, and computing the corresponding
limit quantities, based on simulated process from the limit experiment. The practical
advantage, offered by Theorem 1.3, is that the latter simulation requires much less CPU
time than the former.
3.1. Simulated data. Using the recursions (1.2) and (1.3), we generated a large number
(M = 20.000) of sample paths. For each path we computed the Bayes estimator θ˜n, using
the formula (1.9) and the uniform prior on the interval Θ := (1, 2). Then we calculated
the normalized empirical root mean square error for a number of sample sizes
n
√
Êθ0
(
θ˜n − θ0
)2
,
where Êθ0 denotes averaging over the paths.
Similarly, we computed the (central 1 ) ML estimator and the pseudo ML estimator,
which assumes independent innovations with the same variance 1+1/(1−a2). The results,
depicted at Figure 1, indicate that the errors converge as the sample size n increases and
that the Bayes estimator performs better than the others for smaller sample sizes as well.
1 Since the likelihood function (1.8) is piecewise constant, the MLE is not unique.
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Figure 1. The normalized empirical root mean squares of the BE, MLE
and pseudo MLE versus the sample sizes
3.2. Simulated limit experiment. While the distribution of the random variable u˜,
defined in Theorem 1.3, cannot be computed in a closed form, it is easy to sample and the
expectations can be approximated by averaging over Monte Carlo trials. To this end, we
estimated the value of
̟ =
∫
R
p(θ0, y; θ0)dy ≈ 0.0576
using standard kernel estimator, applied to a single long trajectory of (Xj). Figure 2
depicts the estimated marginal density∫
R
p(x, y; θ0)dy, x ∈ [−8, 8].
Next we generated a large number (M = 106) of samples from the compound Poisson
process Z(u), defined in (1.10) and computed the approximate root mean square errors√
Êθ0(u˜)
2 ≈ 38.64 and
√
Êθ0(uˆ)
2 ≈ 46.88,
where uˆ is the central maximizer of Z(u) and Êθ0 denotes the empirical expectation. Note
that the obtained estimates are at good correspondence with the plots at Figure 1.
The typical realization of Z(u) along with u˜ and uˆ are plotted at Figure 3. The densities
of uˆ and u˜, whose kernel estimates are depicted at Figure 4, appear to be heavy tailed.
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Figure 2. The estimated stationary density of (Xj)
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Figure 3. A typical sample path of the limit likelihood ratio process
Z(u), u ∈ R. The marks are the positions of uˆ and u˜
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Appendix A. Ergodic lemmas used in the proof
The proofs in Section 2 use the ergodic properties of the processes, summarized in the
following lemmas. Our standing assumption is (E).
Lemma A.1. For all integers j ≥ 0 and p ≥ 1,
Pθ0
(
Xj ∈ [θ0, θ0 + v/n]
) ≤ |v|
n
, (A.1)
and
Eθ0
(
|Xj |p + |ξj |p
∣∣X0 = x, ξ0 = y) ≤ rj1R1(|x|p + |y|p)+R2, (A.2)
with a positive constant r1 < 1 and constants R1 and R2, independent of θ0.
Proof. For j ≥ 1,
Pθ0
(
Xj ∈ [θ0, θ0 + v/n]
)
= Eθ0
∫ θ0+v/n
θ0
1√
2π
e−
1
2
(x−f(Xj−1,θ0)−ξj−1)2dx ≤ v
n
.
Further, by Jensen’s inequality
|ξj |p ≤
(
|a|ξj−1 + (1− |a|) 1
1− |a| |ζj|
)p
≤ |a||ξj−1|p + (1− |a|)1−p|ζj |p,
and hence
Eθ0
(|ξj |p∣∣ξ0 = y) ≤ |a|j |y|p + C1.
Similarly, with ρ := |ρ+| ∨ |ρ−|
|Xj |p ≤
(
ρ|Xj−1|+ |ξj−1|+ |εj |
)p
= ρ|Xj−1|p +
(
2
1− ρ
)p−1 (
|ξj−1|p + |εj |p
)
,
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and
Eθ0
(
|Xj |p
∣∣X0 = x, ξ0 = y) ≤ ρj|x|p + C2|a|j |y|p + C3,
which gives (A.2). 
Lemma A.2. The Markov chain (Xj , ξj) has the unique invariant measure under Pθ0 ,
with uniformly bounded probability density p(x, y; θ0) satisfying
P˜θ0
(
Xj ∈ [θ0, θ0 + v/n]
)
=∫ θ0+v/n
θ0
∫
R
p(x, y; θ0)dxdy =
v
n
∫
R
p(θ0, y; θ0)dy +O(n
−2), (A.3)
where P˜θ0 is the corresponding stationary probability on (Ω,F).
Moreover, the chain is geometrically ergodic, i.e. there exist positive constants C and
r < 1, such that for a measurable function |h| ≤ 1 and m ≥ k∣∣∣Eθ0(h(Xm, ξm)|Xk = x, ξk = y)− E˜θ0h(Xk, ξk)∣∣∣ ≤ Crm−k(|x|+ |y|), x, y ∈ R, (A.4)
and consequently, for an Fm,∞-measurable random variable |H| ≤ 1
Eθ0
∣∣∣Eθ0(H|Fk)− E˜θ0H∣∣∣ ≤ Crm−k. (A.5)
Finally, (Xj , ξj) is geometrically mixing, i.e. for measurable functions |g| ≤ 1, |h| ≤ 1∣∣∣Eθ0g(Xk, ξk)h(Xk+m, ξk+m)− Eθ0g(Xk, ξk)Eθ0h(Xk+m, ξk+m)∣∣∣ ≤ Crm(1 + rk). (A.6)
In particular, (A.5) and (A.6) hold with the stationary expectation E˜θ0.
Proof. The transition kernel of the process (Xj , ξj) has a positive density with respect to
the Lebesgue measure:
(P1{A})(x, y) :=
∫
A
1
2π
exp
(
−1
2
(
u− f(x, θ0)− y
)2 − 1
2
(v − ay)2
)
dudv
and hence in the terminology of [16], it is ψ-irreducible and aperiodic. Further, a ball BR
of radius R > 0 around the origin is a small set with respect to e.g. the measure
ν(dx, dy) := e−
1
2
(u2+v2)−(1+R)(|u|+|v|)dudv
and V (x, y) = |x|+ |y| satisfies the drift condition
(PV )(x, y)− V (x, y) ≤ −1
2
(1− ρ ∧ |a|)V (x, y) + 21{(x,y)∈BR}, (x, y) ∈ R2,
for sufficiently large R. By Theorem 15.0.1 [16], it follows that there exists a unique
invariant probability measure π and for any measurable h(x, y) ≤ V (x, y),∣∣∣Pnh− ∫ hdπ∣∣∣ ≤ CrnV (x, y),
with positive constants C and r < 1, i.e. (A.4) holds. Since E˜θ0H = E˜θ0h(Xm, ξm) and
Eθ0(H|Fk) = Eθ0(h(Xm, ξm)|Fk) with h(x, y) := Eθ0(H|Xm = x, ξm = y), the claim (A.5)
follows from (A.4) and (A.2). Since the transition kernel P has a bounded continuously
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differentiable density with respect to the Lebesgue measure, so does the invariant measure
π and (A.3) follows. The mixing inequality (A.6) follows from Theorem 16.1.5 in [16]. 
The theory, used in the proof of the previous lemma, does not directly apply to the
Markov chain (Xj , ξj, Ξ̂j) (see (2.3) for the definition of Ξ̂j), since it is generated by a
(3+d)-dimensional recursion, driven by two dimensional noise. This typically excludes ψ-
irreducibility. Fortunately, for our purposes the following weaker properties are sufficient:
Lemma A.3. The Markov process (Xj , ξj , Ξ̂j) has the unique invariant measure. Let P˜θ0
denote the corresponding stationary probability2. Then for a measurable function h(x, y, z),
satisfying |h(x, y, z)| < 1 and the Lipschitz condition
|h(x, y, z) − h(x, y, z′)| ≤ L(1 + |x|+ |y|+ ‖z‖+ ‖z′‖)‖z − z′‖, x, y ∈ R, z, z′ ∈ Rd+1,
with a positive constant L,
Eθ0
∣∣∣Eθ0(h(Xm, ξm, Ξ̂m)∣∣Fℓ)− E˜θ0h(X0, ξ0, Ξ̂0)∣∣∣ ≤ Cqm−ℓ (A.7)
for some positive constants C and q < 1 and all integers m ≥ ℓ ≥ 0.
Proof. Under the stationary measure P˜θ0 from Lemma A.2, we can extend the definition
of (Xj , ξj) to the negative integers and define
Ξ̂k0 := c
0∑
i=−∞
bi
(
Xi − f(Xi−1, θ0 + uk/n)
)
, k = 0, ..., d (A.8)
where b := a1+γ and c :=
aγ
1+γ . The distribution of (X0, ξ0, Ξ̂0) is invariant. To establish
uniqueness, let µ and µ′ be two invariant measures and note that by Lemma A.2 their
(X, ξ) marginals coincide. Hence
µ(dx, dy, dz) = ν(dx, dy)µ(x, y; dz), µ′(dx, dy, dz) = ν(dx, dy)µ′(x, y; dz)
where ν is the invariant measure of the process (Xj , ξj) and µ(x, y; dz) and µ
′(x, y; dz) are
corresponding regular conditional probabilities. Let (Xj , ξj , Ξ̂j) and (Xj , ξj , Ξ̂
′
j) be the
solutions of the recursions (1.2), (1.3) and (1.7) with u := uk, k = 0, ..., d subject to the
initial conditions (X0, ξ0, Ξ̂0) and (X0, ξ0, Ξ̂
′
0), where (X0, ξ0) is sampled from ν and Ξ̂0
and Ξ̂′0 are sampled from µ(X0, ξ0; dz) and µ′(X0, ξ0; dz). Note that Ξ̂′j− Ξ̂j = bj(Ξ̂′0− Ξ̂0)
and hence for any uniformly continuous function g∣∣∣∣∫ gdµ − ∫ gdµ′∣∣∣∣ ≤ Eθ0∣∣g(Xj , ξj , Ξ̂j)− g(Xj , ξj, Ξ̂′j)∣∣ j→∞−−−→ 0.
Since uniformly continuous functions form a measure defining class, the uniqueness follows.
2by uniqueness, the stationary probabilities P˜θ0 , introduced in Lemmas A.2 and A.3, coincide
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To derive the bound (A.7), note that:
Ξ̂km = Ξ̂
k
ℓ b
m−ℓ + c
m∑
j=ℓ+1
(
Xj − f(Xj−1, θ0 + uk/n)
)
bm−j =
b
1
2
(m−ℓ)
(
Ξ̂kℓ b
1
2
(m−ℓ) + c
1
2
(m+ℓ)∑
j=ℓ+1
(
Xj − f(Xj−1, θ0 + uk/n)
)
b
1
2
(m+ℓ)−j
)
+
+ c
m∑
j= 1
2
(m+ℓ)+1
(
Xj − f(Xj−1, θ0 + uk/n)
)
bm−j =: b
1
2
(m−ℓ)Jk1 + J
k
2 , ℓ ≤ m.
Using the bound (A.2), we get
Eθ0
∣∣Jk1 ∣∣2 ≤ 2Eθ0 |Ξ̂kℓ |2 + C1
1
2
(m+ℓ)∑
j=ℓ+1
Eθ0
(
|Xj |+ |Xj−1|
)2
|b| 12 (m+ℓ)−j ≤ C2. (A.9)
By the triangle inequality
Eθ0
∣∣∣Eθ0(h(Xm, ξm, Ξ̂m)∣∣Fℓ)− E˜θ0h(X0, ξ0, Ξ̂0)∣∣∣ =
Eθ0
∣∣∣Eθ0(h(Xm, ξm, Ξ̂m)∣∣Fℓ)− E˜θ0h(Xm, ξm, Ξ̂m)∣∣∣ ≤
Eθ0
∣∣∣Eθ0(h(Xm, ξm, b 12 (m−ℓ)J1 + J2)∣∣Fℓ)− Eθ0(h(Xm, ξm, J2)∣∣Fℓ)∣∣∣+
Eθ0
∣∣∣Eθ0(h(Xm, ξm, J2)∣∣Fℓ)− E˜θ0h(Xm, ξm, J2)∣∣∣+∣∣∣E˜θ0h(Xm, ξm, J2)− E˜θ0h(Xm, ξm, b 12 (m−ℓ)J1 + J2)∣∣∣.
(A.10)
Note that h(Xm, ξm, J2) is measurable with respect to F 1
2
(m+ℓ),∞ and by (A.5)
Eθ0
∣∣∣Eθ0(h(Xm, ξm, J2)∣∣Fℓ)− E˜θ0h(Xm, ξm, J2)∣∣∣ ≤ Cr 12 (m−ℓ).
By the Lipschitz property of h and (A.9), we have
Eθ0
∣∣∣Eθ0(h(Xm, ξm, b 12 (m−ℓ)J1 + J2)∣∣Fℓ)− Eθ0(h(Xm, ξm, J2)∣∣Fℓ)∣∣∣ ≤
Eθ0
∣∣∣h(Xm, ξm, b 12 (m−ℓ)J1 + J2)− h(Xm, ξm, J2)∣∣∣ ≤
b
1
2
(m−ℓ)
Eθ0L
(
1 + |Xm|+ |ξm|+ ‖Ξ̂m‖+ ‖J2‖
)
‖J1‖ ≤
b
1
2
(m−ℓ)L
(
Eθ0
(
1 + |Xm|+ |ξm|+ ‖Ξ̂m‖+ ‖J2‖
)2)1/2(
Eθ0‖J1‖2
)1/2
≤ C3b
1
2
(m−ℓ).
Similar bound holds for the last term in (A.10) and the claim follows with q :=
√
|b| ∨ r.

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