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The asymptotic properties of maximum likelihood estimates of a vector ARMAX 
system are considered under general conditions, relating to the nature of the ex- 
ogenous variables and the innovation sequence and to the form of the parameteriza- 
tion of the rational transfer functions, from exogenous variables and innovations to 
the output vector. The exogenous variables are assumed to be such that the sample 
serial covariances converge to limits. The innovations are assumed to be martingale 
differences and to be nondeterministic in a fairly weak sense. Stronger conditions 
ensure that the asymptotic distribution of the estimates has the same covariance 
matrix as for Gaussian innovations but these stronger conditions are somewhat im- 
plausible. With each ARMAX structure may be associated an integer (the 
McMillan degree) and all structures for a given value of this integer may be 
topologised as an analytic manifold. Other parameterizations and topologisations of 
spaces of structures as analytic manifolds may also be considered and the presenta 
tion is sufficiently general to cover a wide range of these. Greater generality is also 
achieved by allowing for general forms of constraints. 
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1. INTRODUCTION 
Consider a vector ARMAX system. 
2 A(j)y(n -j) = 5 B(j) u(n -j> + i C(j) E(I1 -j), (1) 
i-0 . j= I j=O 
relating the unobservable s-dimensional error process, s(n), and the t- 
dimensional, observable, process u(n), to the observable, s-dimensional, 
process y(n). The acronym ARMAX stands for autoregressive-moving 
average with exogenous variables. The left side of (1) is the autoregressive 
part the second term on the right is the moving average part and the u(n) are 
exogenous. If u(n) does not occur the system is said to be ARMA. 
Throughout the paper the following assumptions are made: 
z{&(n)) = 0, B@(m) &(?z)‘) = d,,,??, det Z > 0, (2) 
where a(n) is strictly stationary. It is costless also to assume that this process 
is ergodic. The exogenous variables are assumed totally independent of the 
error process and it is assumed that the following limits exist, namely 
The existence of the limit ensures the validity of the representation as a 
Fourier-Stieltjes transform, wherein F,(o) is Hermitian nonnegative and is 
nondecreasing in w  with F,(-lr) = Or, F,(-cc)) = F,(n) - F,(w), at all points 
of continuity. We shall always assume, however that lim N-’ C u(n) also 
exists. Put 
a(z) = c A(j) zj, b(z) = c B(j) zj, c(z) = c C(j) d 
and assume a(z), b(z), c(z) to be left coprime (see [ 141) and det a(z) ~0, 
IzI < 1, and det c(z) # 0, IzI < 1. The latter ensures that the a(n) are the 
linear innovations, in the linear prediction of y(n) from u(m), y(m), m < n, 
and constitutes no restriction since the last term in (1) can always be 
represented in this form. Then 
k(z) = a- ‘(z) b(z), l(z) = a- ‘(z) c(z) 
are the z transforms from u(n), &(n), respectively, to r(n). (Note that in Ill 1 
the meanings of k and 1 are interchanged.) For brevity put d(z) = (b(z), c(z)) 
and h(z) = (k(z), l(z)). Put I(0) = I,. Then E’ is uniquely determined. Some 
condition is needed on Fu, 1 to ensure that 1 may be uniquely determined 
from second-order quantities. (See 181.) If F,, has an absolutely continuous 
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component that has nonsingular density on a set of positive measure this is 
necessarily true. 
All of the requirements made so far will be maintained throughout the 
paper and will not be further mentioned. 
The methods of estimation discussed below are based on the maximization 
of a Gaussian likelihood (though Gaussian assumptions are not maintained). 
Here we shall establish asymptotic properties of this estimation procedure 
and, in particular, a central limit theorem (CLT). For this purpose the 
following assumption is made. 
Z{+)I&-,} =O, (4) 
where >J7 denotes the a-algebra generated by c(m), m < n. This assumption 
is equivalent to the requirement that the best linear predictor of y(n + 1) 
from y(m), u(m), m < n, should be the best predictor. Without this condition 
there is not much to be said for model (1) since, so far as linear prediction 
theory is concerned, one would expect to accomplish this effectively for 
almost any stationary process occurring in practice on the basis of formula- 
tion such as (1). Such a modeling will have little virtue, however, unless the 
linear prediction is near to the best procedure. Thus (4) becomes a part of a 
definition of a rational transfer function linear system, together with (1). 
What we wish to show here is that, subject to some moment conditions, 
the CLT may be proved on the basis of (4) (and also to prove the strong law 
under the most general conditions). Thus the asymptotic theory rests 
basically on the assumptions that give the model meaning. A higher moment 
condition is the existence of 
Uijk,(r, S) = a{Ei(n) cj(n) ek(n - r) cl(n - S)}, r, s > 0. (5) 
In the ARMA case this requirement, together with the associated require- 
ment that the quantities in (5) be uniformly bounded, is sufficient to validate 
the CLT that we give below. If c(n) has finite fourth moments these condi- 
tions are, of course, satisfied. In the ARMAX case something more is needed 
because we have to prove the joint asymptotic normality of quantities such 
as N-l’* C ci(n) sj(n + k), N-“’ C &j(n) ui(n + k). The following condition 
will suffice, namely 
lim a{&(n) c(n)’ JSrnPk} = Z, 
k+cc 
a.s., 
(6) 
I’\: a{&i(n) &j(n) Ek(n - r) 1 yn-(} = utik(r), a-s. r > 0. 
These limits exist, a.s., in any case but (6) asserts that the limits are cons- 
tants. The condition amounts to saying that the quantities in c(n) c(n)’ -2 
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and the si(rt) ci(rz) e,Jrr - r) - uiik(r) are purely nondeterministic in the sense 
that they are not influenced by the infinitely far past. The condition seems a 
very mild one and is implied by regularity (112, p. 301)). Indeed 
V( E(II) e(n)’ 1 .Fnm,}, for example, converges a.s. (and in I,,), as k -+ a~, to 
F{&(n) e(n)’ 1 .Fmx }, .FmK = n %Ffl. However, regularity asserts that .F ~, is 
trivial so that (6) follows. 
Both (5) and (6) are implied by 
which would necessarily hold if the e(n) were serially independent. Then the 
CLT is also simpler in the sense that the covariance matrix is that which 
would obtain were the c(n) Gaussian. However it is not easy to justify (7) as 
can be most easily seen in the ARMA case. Then we may consider a 
stationary sequence y(n), which is all that we observe. If y(n) is Gaussian 
then, of course, (7) follows but if y(n) is not Gaussian it seems impossible to 
find plausible properties of that sequence that would justify (7). On the other 
hand (6) is justified by a very plausible property of v(n), namely regularity 
(which implies regularity of the s(n)), though (6) is somewhat weaker. Thus 
it seems either that y(n) is to be Gaussian or something weaker has to be 
found to replace (7). The same kind of argument can be used in the AR- 
MAX case by relating s(n) to the remainder, after the influence of u(n) has 
been removed from y(n). There is a further point that may be mentioned 
here. When (7) does not hold, but only (6), then (see Theorem 2) the 
covariance matrix of the estimate of the true parameters in their asymptotic 
distribution becomes very complicated. This is because when (7) does not 
hold then the formula for this covariance matrix got from the classical 
results, involving the information matrix based on Gaussian assumptions, 
becomes irrelevant because of the gross failure of these assumptions involved 
in the failure of (7). Even though the general form of the covariance matrix 
can be consistently estimated, as we show in Section 3, yet it might be felt 
that the labor involved in this estimation will be unjustified and the simpler 
formula based on (7) might be used. The grounds for this will be that (7) 
may be sufficiently near to true for the simpler formula to be a reasonable 
approximation. (There is the added point that the estimates for the general 
formula, albeit consistent, are likely to be less reliable because they involve 
fourth-order moments.) However, it is one thing to say that about the use of 
these formulas and another thing to say that the CLT should be proved under 
(7) for that seems most unlikely to hold. The question is the nature of the 
calculations that are to be done to estimate the covariance matrix and it still 
seems necessary to establish the CLT under plausible assumptions. It is for 
this reason that we wish to complete the theory using the, very plausible, (5), 
(6) above. 
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To further increase the generality we allow for general forms of con- 
straints upon the parameters but it will be convenient to discuss these in Sec- 
tion 3, after the parameter space has been described in the next section. 
2. THE PARAMETERIZATION OF ARMAX STRUCTURES 
The second moments of u(n), y(n) determine, k, 1, ,??. (See {S]). Here we 
have omitted the argument variable, z, and we shall often do that. There are 
many ways of parameterizing the set of all feasible (2, k, I), partly depending 
on the amount of prior information. In connection with the CLT the space of 
structures (2, k, I) will always constitute an analytic manifold, O*. It will 
always be necessary to exclude structures for which det(l) may be zero on 
the unit circle. Such a structure could not be an interior point and a manifold 
is open. Thus the notation @* always implies det(Z) # 0, ]z ] < 1 for all 
(Z, k, I) E O*. However, we shall then add back to O* points for which all 
other criteria for inclusion are satisfied, but for which det(l) # 0, ]z] ( 1, 
only, is required. The resulting manifold with edge points will be called 0. 
The strong law will hold for 0. We go on to describe some examples covered 
by our theory. 
The parameterization of Z causes no trouble because the on and above 
diagonal elements of Z map the set of all Z > 0 onto an open set in Eucli- 
dean space of dimension s(s + 1)/2. Introduce g(z) = [k(z- ‘), l(z- ‘) -I,] = 
[E(z), l(z)], let us say. Then g = e-‘J where e, f are matrices of polynomials 
and are left coprime. Such a representation is called a matrix fraction 
description (MFD). A unique MFD is obtained as follows. (See [2, 6, 11, 
14, 15 ] for details of all that follows.) Let 6(.) be the degree of the indicated 
polynomial. The diagonal elements, e//, of e are required to be manic and the 
following degree relations must hold, namely 6(eJ < 6(ejj), j > k; 
a(ej,) < d(eJ, j < k; d(ej,) < S(e,,), j + k; S(&) < 6(ejj). The J(ei,i) are 
sometimes called Kronecker invariants or dynamical indices. For brevity we 
put mJ = 6(eii). Then m = C mj is called the McMillan degree. It is uniquely 
determined by [k, I], as are the mj, of course. Let O*(m,i) be the set of all 
(Z, k, I) for prescribed mj. The O*(mj) are disjoint. Call O*(m) their union. 
Correspondingly we have O(mj), o(m) when the condition on det(l) is 
relaxed. The structures in O(mj) may be represented in ARMAX form as 
follows. Partition the canonical f just described as f = [f, , fZ], the partition 
being after the fth column. Put 
a(z) = diag{z”‘j} e(z-‘), b(z) = diag(z”“}f,(z- ‘), 
c(z) = diag{zmi}(fi(z-‘) + e(z-I)}. 
Use the on and above diagonal elements of ,I! and the elements of the coef- 
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Gent matrices of a, 6, c, that are not identically zero or one, as coordinates. 
Then O*(m,) is mapped onto an open set in Euclidean space of dimension 
d(mj) = m(s + 1 - t) + s (min((mj, mk) + min(mj? mk + l)} 
j/k 
+ s(s + 1)/2. 
Thus @*(ml) may be topologized as an analytic manifold of dimension 
d(m,i). More important it has been shown by Clark [2], in the ARMA case, 
that O*(m) is an analytic manifold. The same is true in the ARMAX case, 
by the same kind of proof (See [ 111). We go on to describe the details of this 
result. The manifold o*(m) is of dimension d(m) = m(2s + t) + s(s + 1)/2 
and may be covered by (“,t_“;‘) coordinate neighborhoods which we shortly 
describe. Each of these neighborhoods is dense in O*(m) so that each 
provides a mapping of a dense open subset of o*(m) into Euclidean space of 
dimension d(m). A typical coordinate neighborhood may be chosen to con- 
sist of those structures for which g has a representation em if with e, f 
satisfying all of the conditions required for O*(mj) save for the require- 
ments 6(ejk) < 6(ejj), j 2 k; 6(ejk) < 6(ejj), j < k, S(fjk) < S(sjj). Except for 
one set of mj the coordinate neighborhoods are larger than the O*(mj) and of 
course they intersect (indeed in a dense open set). The exception is that 
O*(mj) for ml = m2 = .I’ =m,,,, = m,,,,,, + 1 = ... = m, = [m/s]. Call this 
set m,, for brevity. Since each coordinate neighborhood is dense in Q*(m) it 
would seem that attention could be restricted to any one of them, say 
O*(m,). However, this relates to algorithm construction, which we do not 
discuss. 
For any of the spaces 0 constructed above we may restrict ourselves to 
subsets for which certain constraints, #i(0) = 0, i = l,..., c, BE 0, are 
satisfied. It will always be required that the rji are continuous but for the 
CLT further requirements will also be imposed. Constraints usually come 
from prior physical understanding and in this connection the manifolds 
O*(m), O*(Mi) may not be so useful since they involve the use of canonical 
forms (See [ 11, p. 971 for a discussion.) For this reason other manifolds 
have been introduced. Thus consider an MFD, h =a-‘[b, c] wherein the 
column degrees of a, b, c are specified. Let a,i, b,i, c.~ by thejth columns of a, 
b, c with degrees pi, qi, ri. Let a,i(qi), bj(q,J, ci(r,J be the vectors of coef- 
ficients of the highest power of z in aj, kj, c,~. Let 8*(pj.qj, r,i) be the set of 
all structures having an MFD with column degrees pi, qi. ri, having 
A (0) = B(0) = I, and with 
H = la,(~,L asbs), b,k,)v..v b,(q,h c,(r,),...- C.&J I 
of rank s. Then this MFD is uniquely determined and the on and above 
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diagonal elements of Z together with the elements of the coefficient matrices 
of u, b, c map @*(pi, qi, r,i) into an open set in Euclidean space of dimension 
d(pj7 q,i, [j) =s (,I$ (Pj + cj) + $qj) + ‘ts + 1)/2’ 
(See [3 ] for the proof.) A relevant case would be that where pi =p, qi s q, 
t-i s r. 
There are other manifolds of the same kind. Thus in [ 1] manifolds are 
constructed analogous to the @*(mj) but beginning from [k(z- ‘), z-‘/(z-l)] 
in place of g(z). Their union is a manifold analogous to B*(m). See [ 111 for 
some details. Other forms of MFD for g(z) may also be used (e.g., e of a 
lower triangular form. See [8]). 
It will be noted that each of the manifolds described depends on the 
prescription of certain integers. In fact, under somewhat stronger conditions 
than used in the theorems below these integers may be strongly consistently 
estimated. However that problem will not be discussed here and it will be 
assumed that the integers are prescribed. 
3. THE ASYMPTOTIC THEORY 
We shall give all proofs below for B(m), since the other cases are simpler 
because only one coordinate system is involved. Having chosen a coordinate 
system covering 8 E O(m) then that ARMAX form has a definite representa- 
tion and thus q(n) - bu(n) has a well defined meaning. This is “shorthand” 
for C A (A Y@ -A - C W) utn -A where A(j), B(j) are the matrices 
coordinating B in the given coordinate system. Thus a likelihood may be con- 
structed as follows. (We define -2N-’ by the log likelihood but shall often 
refer to that as the likelihood, for brevity.) 
LN(4 e) = N-’ log det r’,, + N-‘{ay(n) - bu(n)}’ &-‘{a~@) - bu(n)} (8) 
Here {q(n) - bu(n)} is a column of Ns elements of which the nth block of s 
elements has been indicated. This likelihood depends on initiating values for 
y(O), Y(-I),..., u(O), u(-l),... . The vector of these we have called e. Of 
course a, 6, and c have uniformly bounded degrees since the McMillan 
degree is fixed and thus e is of a tinite maximum dimension. In (8) r, is the 
covariance matrix of c&(n), n = l,..., N. We shall use 0, @* as generic 
symbols for any of the spaces @(m), S(mj), @(pi, qi, ri), or their subsets 
O*(m), etc. We use d,,+ for a point in 0 that optimises (8) subject to 
$zii(/3) = 0, i = l,..., c. It is not apparent that L,,,(B, e) takes its minimum at a 
point in 0. However the proof given below shows that there is such a point, 
at least for N large enough. We call B0 the true point. 
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Before proving that 8, a.s., B0 we establish the strong consistency of the 
following covariance estimates. Let, for a and b fixed and finite, 
.A h 
GY(I) = N.. ’ s y(n)y(n + I)’ = GY(-I)‘, 120, 
n-o 
5 -h 
GCJ(1) = N-’ x u(n) u(n + I)’ = GU(-I)‘, 1>0, 
n=(I 
.Y-b 
GYU(I) = N-’ c y(n) u(n + I)‘, . 
?l=L1 
N-b 
= N-’ 2 y(n + I)u(n)‘, 
lZ=Cl 
12 0, 
i<o, 
We shall use a zero subscript to indicate evaluation at 0,. When they occur 
in integrals below we shall omit the argument, exp kc, occurring in matrix 
functions a, b, c, k, 1, A w, (and similarly for a,, b,, etc.). We shall also omit 
the limits of integration which will always be +r, K. Define 
TY(l) = i ei’wk,F,(do) k,* + k j e”“lJl,* dw 
f YU(I) = j eilWkO F,,(dw), 
where k,, 1, are k and I evaluated at BO. 
LEMMA 1. Let y, u, E be related by model (1). Then as N -+ 00, 
GY(I) % TY(f), GYU(I) L’S TYU(1) and GU(l) -+ W(l) for any a, b, Ifinite. 
Proof. Let r(n) = 0 for n < 0 and 
Then 
r(n) = $ B,(j) u(n -A + i C,(j) e(n -j), n> 1. (9) 
j=l j=O 
y(n)= 2 d(j)r(n-j), 
j=O 
j2 d(j) ti = aoW’, 
so that 
GY(l) = 2 2 d(j) 1; Nzb r(n -j) r(n + I- k)‘/ d(k)‘, 
j=O k=O n-a 
(10) 
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which differs from the same expression with sums for j and k truncated at M 
by quantities that can be made arbitrarily small by choosing M large. (This 
follows from the readily proved fact that (] d(~)]] converges to zero at a 
geometric rate and the fact that tr(N-’ C r(n) r(n)‘) is, a.s., uniformly boun- 
ded. We consider this shortly.) Call GY,,,(I) the truncated version of GY(I). 
The limit of GYM(I) obtains from those for a finite number of terms of the 
form 
$ %b r(n -j) r(n + I- k)‘. 
“-0 
These limits are easily (but tediously) shown to be a.s. 
I eic’-k’j’“(b,,Fu(do) b,* +fO dw}, 
by noting that “end effects” in sums of cross products of the r(n) are 
asymptotically negligible, a property which is inherited by the r(n) from the 
u(n) and s(n). Replacing the limits (10) in the expression for GYM(/) and 
calling the result rY,(I) we have TY,(I) arbitrarily close to TY(I) by 
choosing M large. The proofs for GYU(Z) and GU(I) are similar. 
THEOREM 1. B,=+ 8,. 
Proof: Construct a relatively open neighborhood, X0 of 0, by taking one 
of the (“,‘-“;I) coordinate neighborhoods that cover O(m) and which con- 
tains 0,. (For example we may choose that one containing S(m,), where the 
m,i are the Kronecker invariants for B,.) We say “relatively open” because 
we allow det(l) = 0 for some .z with ] z] = 1 so that the image set in IRd, 
d = d(m), will not necessarily be an open set in IRd but may have edge 
points. Nevertheless 8, is a (relatively) interior point of Jvbl in the sense that 
we may find a relatively open set in G(m), contained in -4 and containing 
8,. (This follows from Clark’s proof [2] because a certain square submatrix 
of Hn,, in his notation, will have determinant nonzero, where a is the “nice” 
multi-index corresponding to the Kronecker invariants of 8,, and any point 
sufftciently near to 0, must also have this determinant nonzero and so must 
also belong to -Ho.) Of course this would be obvious were it not for the edge 
points. Thus we may find a relatively closed set, F, in &, containing a 
relatively open set containing 0,. We may now cover the remainder of O(m), 
i.e., that part outside MO, by (“‘zys; ‘) - 1 relatively open lcoordinate 
neighborhoods Jy^k, choosing these not to intersect with F. Call B,(k), GN(k) 
the optimising elements, over Jyrk, for (8) subject to the constraints. As 
mentioned above it is not apparent that such optimising points exist in Jv^ 
but ,5,(8,(k), t,,,(k)) has a well defined meaning as a greatest lower bound 
284 HANNAN, DUNSMUIR, AND DEISTLER 
for L,(B, e) over -6 ;, or that part of it satisfying the constraints, which is 
relatively closed in -N;. (We could regard 8,,,(k), I?,,, as a minimizing 
sequence.) We shall however show that the absolute minimum over all B(m) 
is in fact attained in -40, at least for N large enough. We shall not 
continually mention the constraints, for brevity, but the proof will be easily 
seen to be general. 
We now note that for any 0 E . ./tk n O* and e fixed 
lim L,(B,(k), &N(k)) < /y- L,(O, e). 
N-CC 
(11) 
The lim on the r.h.s. is evaluated using an equivalent result to [S, Lemma 3 ] 
which relies on Lemma 1. It may then be shown, using an argument similar 
to that given on p. 354 of [S], that 
inf lim LN(B, e) = log det Z0 + s. 
BE.~,, N+m (12) 
The fact that this holds in the constrained case is a consequence of the con- 
tinuity of the constraint functions $i. 
It is convenient to introduce the symbol r for the set of system parameters 
(i.e., those specifying k, 1, or equivalently, a, b, c). Now, as in [S, p. 3561 it 
can be shown, with the modification to follow, that for any ~ I; and N large 
enough it may be assumed that r has elements which are uniformly bounded 
and n;‘(Z), J&?Z) are also uniformly bounded. In fact this result is needed 
only for -4;. Arguing as in [S, pp. 354-3561 we consider for any BE 0 and 
e 
(13) 
where 
q(e)= $J C p(j) 
[ 
N-' 
j=O if&O 
5 (ay(n -j) - h(n -j)I 
n=v+ 1 
X {ay(n - k) - bu(n - k)}’ 1 p(k)‘, 
C p( j) zj = adj(c(z)) (the adjugate of c), and y > ] det c I*. (Note that V in the 
proof at the bottom of p. 356 of [S] may be taken large enough so that e 
does not enter into the proof to follow). In order to apply the argument of 
[S] to the present case we need to show that there are E ( 0, N, with 
P(N, < co) = 1 such that for all N > N,,, L,(q(e)) > E for all 8. Let 
cR,(j)r’= adj(c(z)) a(z), kR2(j)zi= adj(c(z)) b(z), 
0 0 
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and put R = [R,(O) ,..., R,(V,),-R,(O) ,..., -R,(V,)]. Let TY be the 
Vi s x Vi s matrix with rY(j - k) in the (j - k)th block of sz elements and 
similarly define the V, s x Vzt matrix TYU and the Vzt X V,t matrix TU. 
Then 
q(8) = R{T+ ElR’, (14) 
where E is a block matrix of error matrices of the form 
+ Nib y(j)y(j + I)’ -I-Y(Z), 
a 
for example. But, by Lemma 1, E has norm which can be made smaller than 
any E > 0 for all N > N, and N, is independent of 8. Now put adj(c) . a = CC. 
Then 
RTR’ = 
i 
{(271)-l aZ,&,l,*a* dw + a@ - k,) dF,(w)(k - k,)*a*} 
and this has smallest eigenvalue not smaller than 
c,A, j(2n)-‘jaa*dwl 
a(k - k,)(k - k,)*a* dw , c,, cz > 0, 
I 
because of the conditions on I;,(w). Since R,(O) = I, then A,Cf aa” dw/2n) 2 
cj > 0. It now readily follows that L,{R(T+ E)R’} > E > 0 for all N > N,, 
where N, is as. finite, so that 
L,(B, e) > s log A,(Z) + ey-‘A;‘(Z). 
Using these inequalities in exactly the same w_ay as’ in [5, pp. 354-3561 
the uniform boundedness assertions follow. Thus e,(O) and c?~(O) at least for 
N large enough are attained as optimizing values over JV,,. 
To complete the proof we consider L,,,(B, e), wherein r, is replaced by an 
upper bound rN,V, that remains nonsingular as a zero of det(l) approaches 
the boundary of the unit disc (see [3], [5]). Thus r; 1 is bounded below by 
F;.i and a suitable lower bound for LN,rl(fj, e) establishes the fact that 
h ,5,(8,(k), 2N(k)) > log det Z,, + s 
N-X 
(15) 
unless ON(k) -+ B,, a.s. The strict inequality is obtained by noting that 
tr \ (k, - k)* $f;‘a,(k,, - k) F,(dw) > 0. 
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This follows from the condition on the spectrum F, used above. In 
evaluating the limit of the lower bound to L,v in (15) we had to show that in- 
itial conditions may be ignored. To this end let us partition (uy(n) - bu(n)}’ 
as (c i c’ } where, c contains the first MS rows and M is a finite bound for the 
maximum lag appearing in a and b. Then 
The r.h.s. of this does not depend upon e, and a simple modification of the 
proof in [S] can be applied to obtain the limit of (N-M)-’ CI’;!,,,C. The 
inequality (16) follows from the simple observation that if r is a covariance 
matrix and r, is the submatrix obtained by deleting any s rows and columns 
from r then y’T- ‘y a&r; ryS, where y, is the corresponding subvector from 
y. Using (1 l), (12), (15) the conclusion dN B.S., 8, follows. 
We now turn to the CLT. From some N on we know that 4, will be in a 
coordinate neighbourhood containing 8, E O*. Thus from some N on we 
may express /3, in a fixed set of coordinates. As well as assuming 8, E O* 
we henceforth also assume that the $,(8) are twice continuously differentiable 
in 0 in some non degenerate neighborhood of BO. Let 6’, be thejth coordinate 
for 0. Then from some N on the optimizing value will be obtained by 
optimizing freely 
M&4 4 e) = L,(e, e) -t we), (17) 
where g(0) has #j(0) in the jth place and ;1 is a vector of Lagrange 
multipliers. Assume that a#j/ae, is of rank c at 8 = 8,. Essentially the same 
proof as in [5] shows that aL,(dN,, S~)/Mk-+O, a.s., so that I,, the 
optimizing value for A, also converges a.s. to the null vector. 
Now divide 8 into two parts, 0’ = (t’ : u’), where t parameterizes the 
system (i.e., k, I) and u parameterizes ,!?. We say that “the constraints do not 
mix system parameters and covariances” if #i(0) = $j(r), j = l,..., c, ; 
#j(e) = #,j(a), j = Cl + l,..., c. Conformally partition 1’ as A’ = @’ : <‘). Of 
course it is rather unlikely that constraints will involve the covariances so 
that this requirement is not unreasonable. Now, as in [5], (17) may be 
replaced by 
n;i,(e, A) = L,(e) + q(e), (18) 
L,(e) = log det Z + Q,(e), Q,(e) = & I* tr{J-‘ww”) do, (19) 
-II 
wherein 27rf(w) = c(exp io) Zc(exp io))* and 
w(o) = <z--&~F $J (ay(n) - h(n)} einw. 
I 
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In Q,(B) we have suppressed reference to o inf, w  for brevity of expression. 
I-n saying that (17) may be replaced by (18) we mean that the estimates ON, 
A,,, got by optimizing (18) have the same properties so far as a CLT goes as 
those got by optimizing (17). The proof of this is essentially the same as that 
given in p. 363 of [5] and though (7) is required in the theorem for which 
that proof is given in fact the part of the proof being used here uses only the 
ergodic properties of the e(n), and the u(n) in the present case. (In (IV) at 
the bottom of p. 363 of [5 ] the convergence in probability may be replaced 
by almost sure convergence and the proof is not really altered by the inclu- 
sion of u(n). Note that for the case under discussion, /I on p. 363 of [S] may 
be taken as small as is desired but positive.) Thus we are led to consider 
N”‘c?~?~(O~, 0) = cY2&iN(e,, IN) N”* , 
where aHN is the vector of derivatives with respect to the elements of 6, A, 
and a2aN(8,, A,) is the Hessian of second derivatives evaluated at 19,, A,, 
which is intermediate between 0, 1, and 0, , 0. Hence BN, I, + B,, 0, as. Put 
Q(e) =I= tr [f-' ] 
-TX 
$ uf,i?,&* dw + (uk, - b) F(do)(uko - b)* 
II 
and put L(B) = log det Z + Q(0). Now a2GN(eN, A,) converges, a.s., to 
ZQ(eo) 0 u(e,) 
0 a4eo) u(e,) 1 we,)' u(eo) 0 (20) 
The proof is as in [S]. If the constraints do not mix system parameters and 
covariances then the last column of blocks (and similarly the last row) ‘may 
be partitioned as 
conformally with the partition of A’ as 01’ i r’). It remains to study the 
limiting distribution of N”*&@~(e,, 0), i.e., of 
In fact without a stronger hypothesis than (5) and (6) (or (7)) it would not 
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be possible to assert anything concerning N”*8,L,(8,) which is why the re- 
quirement on the mixing of system parameters and covariances is introduced. 
However, when this requirement holds we need not consider N”*a,L,(B,), so 
far as N”2(?,V - r,,) is concerned, because of the special form of (2 1). Put 
cc, 
r(n) = ~~,(A &(n -32 ~Lo(j)2=Io, 
0 0 
c-(n) = 5 K,(j) 4n -A, u(n)=O, ngo, c K,(j) d = k,. 
Then we may replace w(w) in aQ,(s,) by 
(22 1 
for the error in this approximation is W “’ by an almost surely convergent 
series of expressions linear in the c(n), u(n) and the same is true for the 
derivative of w(o) in relation to the derivative of (22). It is then easily seen 
that w,( may be replaced by awl with an error converging in probability to 
zero. In a,Q,(e,) there can occur terms involving ai ~,~(rz) (“squared 
terms” as we shall say) only through 
tr{a*f-‘awlwF} do , 
0 
(23) 
where the notation indicates that 8 is put at 8, after differentiation. In [ 5 ] it 
is shown that the contribution to (23) from these squared terms converges in 
probability to zero when (7) holds and the constraints do not mix 
parameters. It is because these squared terms can be removed that (5) in- 
volves only r, s > 0. The remainder of the proof of the CLT is essentially the 
same as in [5] and reduces that proof to the consideration of the CLT for a 
finite number of quantities of the form 
N-l’* 5 q(n) +I + r), I # 0; N- I’* 5 q(n) uj(n + r). (24) 
n=1 n=l 
In connection with this reduction the fact that N-l’* Cc(rz)’ has a 
uniformly bounded variance is used, where fi(n)* is &(n)’ with the squared 
terms removed. For the case where (6) is replaced by (5) with the aiik,(r, S) 
uniformly bounded this is seen to hold. It is also necessary in the above 
reduction to show that putting ur(n) - bu(n) = w(n). 
tr{f-‘w,w$}do 
II II 0 
converges to zero. However, w”(n) E 0 and the result follows immediately. 
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The joint asymptotic normality of the quantities (24) may be established 
much as in ] lo], using the corollary in [ 131. We illustrate by considering, 
for arbitrary a, 
$ I (&itn) EfCn - I) + aek(n) ut(n)~/N”21* 
Call the summand X,(n) and call u;(n) its mean square. We must show first 
that 
which is obvious from the conditions of the theorem, and second that 
X;(n)/u;(n), N = 1, 2 ,..., n = 1, 2 ,..., N, is a uniformly integrable set. Put 
a( 1, 1) = a( Ei(n)* &j(rr - 1)2}, a* = a{&,(n)‘}, 
U(1) = a{&,(n) &k(n) &j(n - 1)). 
Then we must consider 
xX4 
a(l,+ata2u,(n)2 + 2au(l) u,(n) ’ 
If 
A = u(l,l) 
[ 
41) 
u(1) u* 1 
is singular then si(n) ej(n - 1) - CE~(I~) is zero, a.s., for some c and we need 
consider only 
N-‘I* 5 (c + au,(n)} E&Z), 
which obeys the central limit theorem by the result in [lo]. If A is not 
singular the uniform integrability follows immediately by taking each of the 
quantities ei(n)* .sj(n - I)*, e,Jn)* u,(n)*, and ci(n) E&Z) sj(n - 1) u,(n) 
individually and observing that ~(1, 1) + a2u2ut(n)’ + 2au(l) u,(n) is no 
smaller than C( 1 + a’u,(n)‘) for some C > 0. It remains finally to check that 
the condition (2.10) of the corollary in [ 131 holds and this follows im- 
mediately from (6) and (3). In the ARMA case the condition (6) is not 
needed and he condition in the corollary follows from the ergodicity of s(n), 
combined with (5). 
683/10/3-2 
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In case the constraints do mix system parameters and covariances then the 
“squared terms” cannot be neglected. However, if in addition to (5) we have 
E(Ei(n) &j(n) &k(n) 1 .i”, ,) =pijA, a.s., (25) 
for 1 < i, j, k ,< s, where the Pi,j.k are constant, and EE~(~)~ < co, 1 < i < s, a 
CLT may be established for N”*(8, - 8,). That now the theorem need not 
be restricted to system parameters can be seen from the fact that 
N- I,* 5 (Ei(rz) &,#z) - Uii} 
obeys the central limit theorem since uii = E(c,(n) ei(n) J .Fn,- i) and thus the 
summands are square integrable martingale differences. The CLT for ARMA 
models using spectral approximations to L, is given in [4]. Condition (25) is 
needed in order that the asymptotic covariances be given by simple formulas. 
It remains to evaluate the covariance matrix in the limiting distribution 
and to show how to estimate that consistently. The first of these tasks in- 
volves only tedious manipulations and we omit these. In order to state our 
theorem we introduce some notation. We express the theorem in terms of the 
coordinates that obtain in the neighborhood of 13~ and in such a way as to 
exhibit the results for any of the situations. o*(m), O*(mj), @*(pi, qi, ri). To 
this end we organize the components of the vector r in the following way. 
The coordinates come from the canonical representation of k, I in terms of a, 
b, c, i.e., from the elements of the coefficient matrices in these polynomials. 
Consider 7 as a tensor with elements arranged in dictionary order, first ac- 
cording to row index in [a i b i c], then according to matrix type (i.e., A, B, 
or C) then column index and finally lag. In general it is necessary to take 
this order since the number of lags will depend on the other three indices. In- 
troduce 
(d?c*) - 1 @ Z[-Z* i 0, i Z,] ei'p-q'u ffw 
-k 
+ 4 [ 1 aU;,(o)[--k* : I, i 0,] e-i(ppq)w . OS 
Next, introduce the quantities 
CU,~(~) = e,e~s(n) = e,&,(n), cuab(n) = e, e;a- ‘cc(n). 
Here e, is the vector with unity in the ath place and zeros elsewhere. Thus 
nab(n) is a vector of s components. It has no relation to u(n). (The profusion 
of notation in the paper has necessitated some repetition.) Similarly ~,~(n) 
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has s components. These detinitions involve no difficulties with the inversion 
of the operator c since 6, E 0” and in fact Q,, v,~ will be evaluated at 19~. 
Next consider the quantities 
~{u,,(-P)’ J=m I’m-‘%.,}, 
~lv,,(-PI’ ~-‘W +v z-‘qd-q)}, 
-a{u,,(-P)’ ~-W) E(O)’ E’-‘v,,(-q)}, 
(26) 
-~{v,b(-p)‘E(-‘E(0)E(O)‘Pu,d(-q)}. 
These are all finite for p, q > 0 if (5) (6) hold or alternatively the quantities 
(5) are uniformly bounded. Call C,,(B) the matrix obtained from ApJO) by 
replacing the part of AP,4(0) coming from the first term in braces under the 
integral sign by the appropriate term from (26) (zero elements are left zero). 
Thus a term coming from the ath row in a(z) and the bth column for thepth 
lag combined with the cth row in c(z) and the dth column for the qth lag 
would be replaced by the third term in (26). The contribution to A,,,(B) from 
the second term in braces under the integral sign is also given to C,,,(0), un- 
changed. We show below how to estimate (26) consistently. 
Call A(0) the matrix with entries those from the matrices AP,9, where the 
rows and columns of A are listed in dictionary order as for r and for any 
pair of lags, p, q, the entries in A(8) for those lags are given by A,,, whose 
elements correspond to the dictionary order for the other three indices. Call 
C(0) the matrix constructed from the C,,, in the same way. Call B(8) the 
matrix with a$j(6)/%?,,, in column j, row (k), where (k) is the index of the 
parameter in 19’ = (r’, a) with respect to which differentiation is being effec- 
ted. Here CJ is the vector of on and above diagonal elements of Z, in some 
suitable order. We call B,(r) the matrix with entries @“‘(t)/&,,, in the cir- 
cumstance where the constraints do not mix system parameters and 
covariances. Finally let E, be the limit to which 3: #,,,(S,, 0) converges, 
which is just ai{log det $ t tr(,?- ‘&)I lo, while F, be the covariance matrix 
of ~“~8,li;i,(B,, 0) in its limiting distribution, which is just the covariance 
matrix of the quantities (2 - 6,j) N”‘e{Z; ‘,?,Z, ‘cj, where zN = 
N-1Ce(n) s(n)‘. Then we have the following theorem. 
THEOREM 2. Let the hypothesis of Theorem 1 hold but tJO E O*. Also let 
(4) hold and the constraining functions #j(6) be twice continuously dt@sren- 
tiable in some neighborhood of 8,. Assume that B(8,) is of rank c. If (5), (6) 
hold, laijkr(r, s)l < c < CD, r, s > 0, and the constraints do not mix system 
parameters with covariances then N’/*{ (f,,, - z,,)’ i XL} is asymptotically nor- 
mal with zero mean vector and covariance matrix 
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If (7) holds and the constraints do not mix system parameters and 
couariances the same holds but C(B,) is replaced in (27) by A($,). In the 
ARMA case (6) is not needed. If (7), (25) hold, and 8{ei(n)4} < 00, then 
fw2{(8, - &)‘, iI;\ is asymptotically normal with zero mean vector and 
covariance matrix 
Finally we have to show how to estimate these covariance matrices 
consistently. Only C(8,) causes any problem as the remainder are estimated 
consistently by using 4, in place of 8, in their formulas. For C(0,) we need 
to construct the quantities a,*(n), G,,(n) as described below. For these we 
need to use the estimates a^ N, b,, I?,,, of the generating functions aO, b,, c,,. In 
the formulas for u^, t? given below &, b,, tN are to be interpreted as lag 
operators, i.e., so that zy(n) = y(n - 1) and so on. These formulas have to be 
initiated, for example, by putting E*(n), y(n), u(n) as null before n = 1. We 
form 
El(n) = -{eN - e,(O)} El(n - 1) + a^, y(n) + &u(n), 
f(n) = -{bN -A,(O)] i(n - 1) + &N(n), 
ti,,(n) = --(EN - CJO)) ri,,(n - 1) + e,&(n), 
(29) 
ul,Jn) = -(I?~ - C,(O)} Ul&n - 1) + e,,?,(n). 
Of course El*(n), ib(n) are the bth elements in E(n), z^(n). The latter is formed 
purely so as to obtain v* and is not otherwise used. Then the quantities (26) 
are estimated by the corresponding quantities given below. 
(30) 
VECTOR ARMAX MODELS 293 
Of course f.N is obtained from & but equally it may be estimated by 
fv- ’ c El(n) El(n)‘. 
We now indicate how to show that (29), (30) lead to (weakly) consistent 
estimates of the quantities in (26). We illustrate by the simplest nontrivial 
case, but the most general case is only more complicated. The technique of 
proof is the same. We take the ARMA case 
v(n) = E(n) - Yo&b - 11, O<Yo< 1, a*= 1. 
Now we need to consider only 
0) = co d4n -.a CY{u(-1)’ E(O)*). 
Of course 
f 5 u(n - 1)2 E(n)* 
1 
converges almost surely to a{~(-1)‘~(0)*}. Here u(n) means u,,(n) not the 
u(n) of formula (1). The same will be true if s(n) is replaced by 
n-1 
&o(n) = 2 r/o Y@ -A 
0 
and u(n) is replaced by 
n-1 
uo(n) = c d eo(n -8. 
0 
Now 
+ f [ qn - l)* El(# - u&z - l)* so(n)*] 
1 
= ;$ (u^(n - 1)2 - u&r - l)*) @z)’ + $ $ uo(n - 1)*(&l)* -E,(n)*]. 
(31) 
The first term on the r.h.s. of this has modulus dominated by 
Q~lg(“- 1)-u,@- 1)‘l)(+&n)*), (32) 
in which the second factor is dominated by ,YJ x(j)*/N, where 
x(n) = g b’ 1 y(n -j)l 
j=O 
(0 <b < 1, a.s.) 
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is ergodic with finite mean square. Hence Cx(j)*/N converges a.s. to a 
finite limit. Consider the first factor in (32). Now, 
lu^(n- 1)‘~u,(n- I)‘1 
<l&l - 1)2 -i&(n - 1)‘1 + lu^,(n - l)‘- u&r - l)‘I, (33) 
where ti, is defined as for ti except y^ is replaced by yO. Both terms in (33) 
can be handled in a similar way so we take the fust. 
Ifqn- 1)‘~&(n- 1)‘l 
But sup,(l ti(n - l)l/N”‘) and sup,() &(n - 1)1/N”‘) converge, a.s., to zero 
because, e.g., 
n-2 
sup 1 a(n - 1)1/N”* = s;p c )7jt(n - 1 -j) N”* 
n 0 I/ 
< syp l.t(l)l/N”‘, 
where c < co, a.s. Now a similar step to that just given shows that 
sup, 1 Z(l)l/N”’ + 0, a.s. We may therefore consider 
n-1 
N”’ 1 ti(n - 1) - u,(n - 1)l < I N”*(y^ - yo)l c b’E^(n -j) 
j=O 
< ) N”‘(f - yo)l 5 bjx(n -j). 
j=O 
But N”*(y^ - yo) converges in distribution while C tix(n -j) has finite mean 
square. Hence the first term on the r.h.s. of (31) converges in probability to 
zero. The second term in (31) is handled similarly by noting that 
sup, I E^(l)l/N”’ and sup, JE~(/)/N”~ I converge a.s. to zero. Note that 
N-‘uj(N)* also converges to zero, because N-’ C uj(n)’ converges to a finite 
limit, so that the same form of proof works in general. In fact the estimates 
from (29), (30) are certainly strongly consistent. However that would require 
a more detailed argument than would appear to be justified here. 
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