This study attempts to validate a mathematical formalism of introducing attenuation into Schoenberg's linear slip model. This formalism is based on replacing the real-valued weaknesses by complex-valued ones. During an ultrasonic experiment, performed at a central frequency of 100 kHz on a plate-stack model with 1-mm-thick Plexiglas™ plates, the velocity and attenuation ͑inverse of the quality factor Q͒ of P-, SH-, and SV-waves are measured in directions from 25°to 90°with the symmetry axis for dry and oil-saturated models and loading uniaxial pressures of 2 and 4 MPa. The velocity and attenuation data are fitted by the derived theoretical functions. The values of the real and imaginary parts of the complex-valued weaknesses are estimated. The real parts of the weaknesses, which have a clear physical meaning ͑they affect the weakening of the material͒, are three times larger for the dry model than for the oil-saturated one. The imaginary parts of the weaknesses are responsible for attenuation; their values are an order of magnitude smaller than the real parts. The derived expressions for angle-dependent velocities and attenuations can be used to distinguish between dry and oil-saturated fractures. In particular, the P-wave attenuation function in the symmetry-axis direction ͑normal to fracture planes͒ is different in dry and saturated media. The experiment shows that the platestack model is inhomogeneous because of the nonuniform pressure distribution, which degrades the experimental results and creates difficulties in the inversion for the complex-valued weaknesses -particularly in joint inversion of P-and S-wave data.
INTRODUCTION
In this paper, we study attenuation anisotropy in the linear slip ͑LS͒ model. This model in various modifications is developed by Klem-Musatov et al. ͑1973͒, Aizenberg et al. ͑1974͒, Schoenberg ͑1980, 1983͒, Kitsunezaki ͑1983͒, Pyrak-Nolte et al. ͑1990a, 1990b͒, and Gu et al. ͑1996͒ . The LS model describes elastic wave propagation in media with imperfectly bonded interfaces. These interfaces may be related to bedding planes, joints, fractures, populations of coplanar cracks, or thin soft layers. Displacements across such interfaces are not continuous ͑i.e., the contacts between thin layers are not welded͒, whereas the stress ͑traction across the interface͒ should be continuous. Models with similar interface conditions have been used since the 1970s in geophysics and in other areas, including nondestructive testing ͑Tattersal, 1973; Angel and Achenbach, 1985; Drinkwater et al., 1996; Quinn et al., 2002; Brotherhood et al., 2003͒. The LS theory, proposed by Schoenberg for a single interface in 1980 and for a periodically stratified elastic medium in the longwavelength limit in 1983, is further developed by Schoenberg and his co-workers in a series of publications ͑Schoenberg and Douma, 1988; Hood and Schoenberg, 1989; Hsu and Schoenberg, 1993; Schoenberg and Sayers, 1995; Schoenberg and Nakagawa, 2006͒ . The validity of the LS theory was proven experimentally by measuring compressional ͑P͒ and shear ͑S͒-wave velocities in a block composed of Lucite™ plates pressed together to simulate a fractured medium ͑Hsu and Schoenberg, 1993͒.
The possibility of extending LS theory to viscoelastic media was first mentioned by Schoenberg ͑1980͒. He writes that the dependence of displacement discontinuity on the traction vector "may be complex and frequency dependent corresponding to a viscoelastic spring condition." He continues, "As real elastic parameters may be generalized to complex frequency dependent viscoelastic parameters via the harmonic elastic-viscoelastic analogy ͑Bland, 1960͒, so may the slip boundary compliances be generalized allowing the modeling of a linear viscoelastic slip interface." Moreover, in solving the problem of reflection/transmission of plane SH-waves at an LS interface, Schoenberg considers the case of a pure viscous slip interface. Schoenberg and Muir ͑1989͒ consider the possibility of introducing "group elements from viscoelastic layers" as a direct extension of their theory of averaging elastic moduli of thin-layered media formed by anisotropic layers by means of matrix algebra and group-theory formalism.
The first development in the use of the complex-valued stiffness matrix for attenuative media was done by Crampin ͑1981͒, followed by Hosten et al. ͑1987͒, Liu et al. ͑1993͒, MacBeth ͑1999͒, Carcione ͑2000, 2001͒, Jakobsen et al. ͑2003͒, Chapman ͑2003͒, Červený and Pšenčik ͑2005a, 2005b Attenuation in the LS model was first discussed by Chichinina et al. ͑2006a, 2006b͒ , who introduce complex-valued weaknesses ͑normal and tangential͒ and derive an expression for P-wave attenuation in horizontally transversely isotropic ͑HTI͒ media. Then they study the azimuthal variation of P-wave attenuation for a medium containing aligned penny-shaped cracks ͑Hudson's 1981 model͒ filled with oil or gas. ͑In the long-wavelength limit, the pennyshaped-crack model is equivalent to the LS fracture model, as in Bakulin et al. ͓2000͔.͒ The imaginary parts of the weaknesses are obtained from Hudson's model, in which attenuation is caused by local fluid flow between aligned cracks and randomly distributed pores ͑Pointer et al., 2000͒.
In the present paper, we continue the study of attenuation anisotropy in the LS model initiated by Chichinina et al. ͑2007a, 2007b by refining the theoretical formalism and testing the validity of the theory on laboratory ultrasonic data. Topics include justifying the replacement of the real-valued weaknesses by complex-valued ones and possible attenuation mechanisms.
Attenuation anisotropy of P-and S-waves has been studied in laboratory ultrasonic experiments on rock samples by Yin and Nur ͑1992͒, Best ͑1994͒, Kern et al. ͑1997͒, Jakobsen and Johansen ͑1999, 2000͒, Kim et al. ͑1983͒, Domnesteanu et al. ͑2002͒, Prasad and Nur ͑2003͒, Shi and Deng ͑2005͒, Best et al. ͑2007͒, and Zhu et al. ͑2007a͒ . Besides ultrasonic experiments, there are several field experiments on fracture-direction estimation from azimuthally varying P-wave attenuation in surface seismic reflection data and VSPs ͑Clark et al., 2001; Vasconselos and Jenner, 2005; Varela et al., 2006; Liu et al., 2007; Maultzsch et al., 2007͒. In laboratory experiments involving velocity and attenuation anisotropy study, it is preferable to simulate an ideal transversely isotropic ͑TI͒ medium using synthetic specimens formed by thin microlayers, or models with embedded parallel, penny-shaped cracks ͑e.g., Rathore et al., 1994; Sothcott et al., 2007; . A model constructed from thin layers ͑a plate-stack model͒ can be considered the simplest way to represent TI media ͑e.g., Hsu and Schoenberg, 1993; Zhu et al., 2007a͒ . Such a platestack model is ideal for simulating the LS model.
The experiment of Hsu and Schoenberg ͑1993͒ with the platestack model made from Lucite plates validates the elastic LS theory. To prove the validity of our viscoelastic ͑attenuative͒ LS model, we use attenuation data acquired by Gik and Bobrov ͑1996͒ on a platestack model made from Plexiglas. Hsu and Schoenberg ͑1993͒ estimate the normal and tangential weaknesses ⌬ N and ⌬ T to study velocity anisotropy. We present a similar experiment, but our goal is to study the attenuative LS model by estimating velocity and attenuation anisotropy. We estimate the real parts ⌬ N and ⌬ T of the complexvalued weaknesses ⌬ N and ⌬ T along with the imaginary parts ⌬ N I and ⌬ T I , which are responsible for attenuation for dry and oil-saturated models. In interpreting the attenuation data as functions of the polar phase angle ␣, we use approximations for the attenuation Q ‫1מ‬ ͑␣͒, derived for the P-, SV-, and SH-waves in terms of ⌬ N and ⌬ T .
THEORETICAL BACKGROUND

Basic equations for attenuative LSTI medium
To obtain the stiffness matrix for an attenuative linear-slip transversely isotropic ͑LSTI͒ medium, we modify the LSTI stiffness matrix of Hsu and Schoenberg ͑1993͒ by introducing the complex-valued weaknesses instead of the real-valued ones. Then this matrix for a TI medium with a vertical symmetry axis ͑VTI͒ becomes
͑1͒
where and are the Lamé constants of the isotropic background ͑M ‫ס‬ ‫ם‬ 2, ‫ס‬ / M͒ and where ⌬ N and ⌬ T are the complex-valued normal and tangential weaknesses, respectively. The Lamé constants and are taken to be real valued because we neglect attenuation in the background, assuming that it is much weaker than that from LS interfaces. This assumption simplifies the process of studying attenuation anisotropy and has no influence on the results because the attenuation in the background is constant for P-and S-waves. It is obtained easily from the experimental data as part of the total attenuation, which does not depend on the direction of propagation. The weaknesses ⌬ N and ⌬ T have the form
The complex-valued Christoffel tensor C ijkl n j n l ‫1מ‬ , where is the density, yields three complex eigenvalues: 
where ␣ is the angle between the wave normal n and the symmetry axis z; g ‫ס‬ ͑V S / V P ͒ 2 ; and V P and V S are the P-and S-wave velocities in the isotropic background ͑V P 2 ‫ס‬ ͑ ‫ם‬ 2͒ / and V S 2 ‫ס‬ / ͒. 
2 ͒ is the attenuation coefficient ͑or amplitude decay factor͒ and l is the distance.
The attenuation, which is the inverse of the quality factor Q, can be expressed ͑e.g., Carcione, 2000͒ through the complex-valued squared phase velocity Ṽ 2 as
For brevity, in most of the text below, we call the inverse of Q ͑or Q ‫1מ‬ ͒ the attenuation Q ‫1מ‬ or, simply, the attenuation. Using equations 3-5 and 7, we obtain the following expressions for the P-, SH-, and SV-wave attenuation Q ‫1מ‬ as a function of the phase angle ␣:
Physical meaning of imaginary parts of complex-valued weaknesses
The real-valued weaknesses in Schoenberg's elastic LS model have a clear physical meaning. At the LS interface, they replace the usual stiffnesses in Hooke's law in the linear relationship between traction vector and displacement discontinuity. They form the interface stiffness matrix, a 3 ϫ 3 diagonal matrix with two independent elements ͑in the case of TI symmetry͒: normal and tangential specific stiffnesses ͑Schoenberg, 1980͒.
Before discussing the physical meaning of ⌬ N I and ⌬ T I , it should be mentioned that the displacement discontinuities in the LS model can be treated in two ways: as fractures, joints, populations of coplanar cracks, etc., or as soft layers ͑Schoenberg and Nakagawa, 2006͒. In the second case, which is simpler than the first one, the LS model is represented as a sequence of alternating hard layers with weak attenuation and very thin soft layers with strong attenuation. The attenuation in a soft layer is intrinsic and can be understood and interpreted in terms of a certain mechanism. In the first case ͑the contact of two unbounded fracture surfaces͒, the attenuation results from asperities at the two rough surfaces ͑Walsh and Grosenbaugh, 1979͒ or undulations of the even surfaces. At the contacts of the asperities, the friction can cause attenuation, whereas the undulations at the even contacting surfaces may cause energy scattering. In the experimental model of Hsu and Schoenberg ͑1993͒, the fracture surfaces include asperities; in the experimental model of Gik and Bobrov ͑1996͒, the contacting surfaces are even with undulations.
Finally, all attenuation mechanisms developed for the pennyshaped crack model of Hudson ͑1981͒ are suitable for Schoenberg's LS model because both models are equivalent in the long-wavelength limit ͑e.g., Bakulin et al., 2000͒. Scattering may occur at the faces of penny-shaped cracks, fluid flow is possible from aligned cracks into pores, or bubble movements may happen in partially saturated cracks. The quantities ⌬ N I and ⌬ T I determined from the experiment can be used for further interpretation in terms of a certain attenuation mechanism resulting from fractures, cracks, or fluid saturation. For example, Chichinina et al. ͑2006a͒ give an expression for ⌬ N I ͑their equation A3͒ that corresponds to Hudson's equant porosity model ͑e.g., Pointer et al., 2000͒ . In this case, attenuation is caused by local fluid flow between aligned penny-shaped cracks and randomly distributed pores.
The formulas for the attenuation coefficients derived by Zhu and Tsvankin ͑2006, 2007͒ are intended for general TI and orthorhombic media. Here, we derive expressions for attenuation in the LSTI model and relate ⌬ N and ⌬ T to rock-physics parameters. Our results have several important applications, such as discriminating between dry and fluid-filled cracks.
Approximations for attenuation
Expansion of equation 8 for Q P ‫1מ‬ ͑␣͒ in a Taylor series in sin 2 ␣ in the vicinity of ␣ ‫ס‬ 0 is
where the coefficients A, B, and C are the functions of the weaknesses ⌬ N , ⌬ T , ⌬ N I , ⌬ T I , and g ‫ס‬ ͑V S / V P ͒ 2 . Likewise, we obtained the approximations for the SV-and SHwave attenuation:
Attenuation anisotropy in the LS model WB167
with the coefficients A S , B SV , and B SH depending on the weaknesses and g. The explicit expressions for all coefficients in equations 11-14 are given in Chichinina et al. ͑2007a, 2007b Zhu and Tsvankin ͑2006͒ derive Thomsen-style approximations for P-, SV-, and SH-wave attenuation written in terms of the normalized phase attenuation coefficient A, A͑␣͒ϵIm Ṽ ͑␣͒ / Re Ṽ ͑␣͒, which is approximately equal to 1 / ͑2Q͒. These approximations can be written in terms of inverse Q ͑replacing Q ‫1מ‬ with A will not change the form of the equations͒:
where
.
͑20͒
The symbols parallel ͑ʈ͒ and orthogonal ͑Ќ͒ mark the directions relative to the fracture planes, that is, Q PЌ ‫1מ‬ and Q SЌ ‫1מ‬ are defined parallel to the symmetry axis z. The explicit expression for Q is given in Zhu and Tsvankin ͑2006; their equation 42͒.
These approximations for attenuation are similar to the approximate equations of Thomsen ͑1986͒ for the velocities in weakly anisotropic media:
where ‫ס‬ ͑V PЌ / V SЌ ͒ 2 ͑ ‫מ‬ ␦ ͒ and where V PЌ and V SЌ are the Pand S-wave velocities defined parallel to the symmetry-axis direction z. The parameters , ␦ , and ␥ for VTI media in terms of weaknesses are given by the following expressions ͑Schoenberg and Douma, 1988͒:
It is noteworthy that these expressions are given by Schoenberg and Douma ͑1988͒ in the following form:
where 
͑26͒
P-wave attenuation parameter ␦ Q for dry and saturated media
The expression for ␦ Q contains the ratio ⌬ T I / ⌬ N I and also depends on the ratio ⌬ T / ⌬ N ; hence, it can be represented as a function of the ratios Q SЌ ‫1מ‬ / Q PЌ ‫1מ‬ and V SЌ / V PЌ :
where V PЌ , V SЌ , Q PЌ ‫1מ‬ , and Q SЌ ‫1מ‬ are the P-and S-wave velocities and attenuation defined parallel to the symmetry-axis direction z:
The expression for ␦ Q ͑equation 27͒ becomes quite simple in the case of V SЌ / V PЌ ‫ס‬ 0.5:
Equation 29 illustrates the meaning of the attenuation parameter ␦ Q for this model, which is the relative difference between the symmetry-axis S-and P-wave attenuations. Note that the seismic attribute Q S ‫1מ‬ / Q P ‫1מ‬ may serve as an indicator of hydrocarbons ͑Toksöz et al Klimentos, 1995; Dvorkin and Mavko, 2006͒ because saturated rocks have close values of S-and Pwave attenuation, whereas in gas-saturated ͑dry͒ rocks the P-wave attenuation is much greater. Following the results of Dvorkin and Mavko ͑2006͒, we can write Q S ‫1מ‬ Q P ‫1מ‬ 1 for gas-filled ͑dry͒ rocks;
These estimates of Q S ‫1מ‬ / Q P ‫1מ‬ are obtained from well-log analysis ͑in vertical wells͒ for a sandstone-clay thin-layered medium, which can be described by the VTI symmetry model in the long-wavelength limit. Then, the parameter Q S ‫1מ‬ / Q P ‫1מ‬ in equation 30 corresponds to the symmetry-axis ratio Q SЌ ‫1מ‬ / Q PЌ ‫1מ‬ :
According to equations 29 and 30, the absolute value of ␦ Q may be greater in gas-saturated rocks than in liquid-saturated rocks. 
EXPERIMENT Setup
The plate-stack model of Gik and Bobrov ͑1996͒ shown in Figure  1 consists of 7.2ϫ 25-cm 2 rectangular Plexiglas plates, each 1 mm thick; the total height of the model is 25 cm. The model was loaded by uniaxial pressure P ͑P ‫ס‬ 2 and 4 MPa͒ applied to the upper and lower sides by means of two steel plates fastened together by two screws ͑see Figure 1͒ . Between the steel plates and the top and bottom of the model were 2.5-cm-thick Plexiglas-block plates and rubber fillers. The experiment was performed for oil-saturated and airfilled ͑dry͒ models. To create an oil-saturated model, the plates were immersed in motor oil before assembling the plate stack.
Because the goal of the experiments was to study Q anisotropy, the measurements were performed for various directions of the source-to-receiver line SR described by the angle ␣ with the symmetry axis z of the model ͑normal to the plates'planes͒, as shown in Figure 2 .
The experiment setup is shown in Figure 3 . The sources and receivers used in the experiment are contact piezoelectric transducers designed and manufactured by Bobrov et al. ͑1984͒ ͑Figure 4͒. The coupling between the transducers and the model is ensured by means of a thin, plasticine layer ͑see Figure 4͒ . Among all equipment-procedure factors that can generate measurement errors, the main one is 
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the imperfect coupling between the transducers and the surface. According to our estimates, this error is between 1% and 5%. The construction of the transducers ͑Figure 4͒ allowed us to use them as sources or receivers for three types of waves ͑P, SV, and SH͒ because the transducers are capable of exciting and recording threecomponent elastic-wave displacements ͑U X ,U Y ,U Z ͒. Figure 5 shows a typical S-wave pulse obtained in the experiment, with an arrival time of 55 s and a visible period of 10 s. The other pulse at approximately 30 s arrival time is likely the residual P-wave.
The central frequency of transducers is 100 kHz, and the P-wave velocity in Plexiglas ͑the plates' material͒ is V P Ϸ 2800 m / s, which gives the wavelength P ‫ס‬ V P / f ‫ס‬ 28 mm. For field seismic data at the frequency f field ‫ס‬ 28 Hz, this means the wavelength field ‫ס‬ V P / f field ‫ס‬ 0.1 km. In the ultrasonic experiment, the fracture spacing ͑the plate thickness͒ is equal to 1 mm, which is approximately 0.04 P . The fracture opening ͑the spacing between the plates͒ in the experiment is 0.001 mm. Thus, the constraint for the thin-layered LS model, seismic wavelength fracture spacing fracture opening, ͑e.g., Bakulin et al., 2000͒ is satisfied. For S-waves, V S ‫ס‬ 1300 m / s and S ‫ס‬ 13 mm, so the above inequalities also are satisfied.
The transducer may be considered as a point source because its pedestal has a diameter of 3 mm ͑Figure 4͒, equal to 1 / 9 P and 1 / 4 S .
Attenuation measurement and possible attenuation mechanism
The obtained values of the attenuation Q ‫1מ‬ ͑␣͒ and velocity V͑␣͒ for P-, SV-, and SH-waves are plotted in Figures 6-9 for oil-saturated and dry models. The rays SR are confined to the shaded plane ͑xz͒ shown in Figure 2 . The symmetry-axis direction and its vicinity are inaccessible because the top and bottom of the model are covered with steel plates fastened together to produce the uniaxial pressure P. The horizontal ray makes the angle ␣ ‫ס‬ 90°with the z-axis. The ray SR closest to the vertical makes the angle ␣ ‫ס‬ 25°with the z-axis; for this ray, the source S and the receiver R are displaced by . ͑a͒ Transducer consists of four piezoelectric bender elements ͑bimorphs͒ numbered 1-4, each 5 ϫ 2.5ϫ 1 mm; the bimorphs are attached to the pedestal marked by O. ͑b͒ Projection to the XOY plane: the pair of the bimorphs, 1 and 3, is parallel to the x-axis, and the other pair ͑2, 4͒ is parallel to the y-axis. ͑c͒ Four bimorphs are fixed to the transducer pedestal ͑circle O, 3-mm diameter͒, through which they impact the specimen. Each bimorph is inclined by a 45°a ngle with respect to the contact plane XOY. Note that local coordinates XYZ do not coincide with global coordinates xyz in Figure 2. 
a) b)
Figure 5. ͑a͒ Example of the S-wave pulse and ͑b͒ its spectrum obtained in the experiment. This pulse U x ͑t͒ is reconstructed by subtracting the traces U 1 ͑t͒ and U 3 ͑t͒, recorded by the first and third bimorphs in Figure 4 . The term F X denotes the source type, which is the horizontal force X ͑in coordinates XYZ shown in Figure 4͒ .
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50 mm from the model edges ͑smaller spacing could not be used because of edge effects͒. Thus, the available ␣ interval is ͑25°, 90°͒. The technique of Q estimation is based on the spectral ratio method ͑e.g., Toksöz et al., 1979; Zhu et al., 2007a͒ . As the reference, we use the attenuation Q 0 ‫1מ‬ estimated in the unfractured Plexiglas block of the same size as the plate-stack model. Thus, instead of the reference pulse in aluminum, which is commonly used in Q estimation, we use the pulse acquired in the solid isotropic Plexiglas block. The technique of Q estimation in Plexiglas is based on comparing the waveforms ͑spectra͒ of the transmitted and reflected waves. The relative measurement error in Q estimation from technical issues is estimated to be less than 5% ͑Gik and Bobrov, 1996͒. The accuracy of the Q ‫1מ‬ measurements also depends on other assumptions. For example, the radiation pattern of the source and the geometric spreading are assumed to be frequency independent in the frequency band used in the spectral-ratio method ͑for justification of these assumptions, see Zhu et al. ͓2007a͔͒ .
The attenuation mechanism is related to the undulation of the contacting plates' surfaces. The plate-stack model can be considered a superposition of the Plexiglas layers ͑which are hard and almost nonattenuative͒ alternating with the interlayer streaks ͑so-called soft layers in the terminology of Schoenberg and Nakagawa ͓2006͔, which cause the total attenuation͒. A sketch of such a soft layer is shown in Figure 10 . The streaks are formed by the variability of the initial plate thickness ͑1.00-1.03 mm before loading͒. So the plate surface is wavy, with the spatial period varying from 0 to 10 mm.
After applying a loading pressure of 2 MPa, the thickness of the interlayer streak reduces to 0.001 mm. The streak is assumed to be formed by the ellipsoidal cracks ͑or oblate spheroids with radius a͒ as shown in Figure 10 , where the minor axis of the ellipse is 2b ‫ס‬ 0.001 mm and the major axis is 2a ‫ס‬ 2 mm if the averaged spatial period of undulation is assumed to be 2 mm. Then the crack aspect ratio is b / a ‫ס‬ 0.5ϫ 10 ‫3מ‬ . So the model includes microcracks, a) b) Figure 6 . Attenuation Q ‫1מ‬ for P-, SV-, and SH-waves estimated in the experiment ͑see the legend͒ and the theory-predicted attenuation functions Q ‫1מ‬ ͑␣͒ ͑solid lines͒ obtained by fitting equations 8-10 to the data for the ͑a͒ oil-saturated and ͑b͒ dry models. The loading pressure is P ‫ס‬ 2 MPa. The angle ␣ is the wave-propagation angle with the symmetry axis z; ␣ ‫ס‬ 0°corresponds to the symmetry-axis direction marked Ќ ͑normal to the plates' planes͒; ␣ ‫ס‬ 90°is the isotropy-plane direction ʈ ͑parallel to the plates' planes͒. The input parameters for the calculated attenuation functions are given in Table 1.
a) b)
Figure 7. P-, SH-, and SV-wave velocities from the experiment ͑see the legend in Figure 6͒ and the theory-predicted velocity functions V͑␣͒ ͑solid lines͒, calculated by fitting exact equations 3-5 for the data for the ͑a͒ oil-saturated and ͑b͒ dry models. The loading pressure is P ‫ס‬ 2 MPa.
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which are similar to microcracks commonly occurring in carbonate collectors with typical crack-aspect-ratio values of 10 ‫3מ‬ ‫נ‬ 10 ‫5מ‬ . Note that all measurements are in the ultrasonic frequency band ͑100 kHz͒. The choice of frequency band can influence attenuation measurements because attenuation and velocity can differ significantly in terms of magnitude and anisotropy in ultrasonic and seismic bandwidths.
The crack density e is defined as e ‫ס‬ na 3 , where n is the number of cracks per unit volume and a is crack radius ͑a ‫ס‬ 0.1 cm͒. Let a square fragment of the plate ͑1 cm 2 squareϫ 1 mm thick͒ contain one crack; then the stack of 10 plate fragments ͑1 cm total thickness͒ contains 10 cracks and therefore n ‫ס‬ 10 for a unit volume of 1 cm 3 . In this case, the crack density is e ‫ס‬ 0.01. So, the attenuation mechanism can be explained in terms of scattering at the faces of the pennyshaped cracks as well as in terms of the total attenuation resulting from the soft attenuative layers.
EXPERIMENTAL RESULTS
Estimating velocity and attenuation anisotropy parameters
The experimental data for the P-, SV-, and SH-wave velocities and attenuations at two loading pressures are presented in Figures  6-9 . Most data for SV-waves are missing because of the fuzzy first arrivals, which are difficult to distinguish because of wave interference. The theoretical velocities and attenuations V͑␣͒ and Q ‫1מ‬ ͑␣͒ are calculated by fitting "exact" equations 3-5 and 8-10 to the data. The best-fit values of the weaknesses ⌬ N , ⌬ T , ⌬ N I , ⌬ T I , and the ratio g are given in Tables 1 and 2. The fitting process includes two steps. In the first step, the experimental data on velocities of P-, SV-, and SH-waves ͑Figures 7 and 9͒ are fitted by the corresponding theoretical curves V͑␣͒; in so doing, the sought parameters are only the real parts ⌬ N , ⌬ T of the complexvalued weaknesses ⌬ N , ⌬ T ͑for simplicity, the imaginary parts ⌬ N I , ⌬ T I are assumed to be equal to zero͒ and the parameter g ‫ס‬ V S 2 / V P 2 . The inversion for these parameters is joint, i.e., P-and S-͑SH͒ data are involved.
The next processing step is matching the attenuation of P-, SVand SH-waves using the values of ⌬ N , ⌬ T , and g estimated from the velocities. To find the initial approximate values of ⌬ N I and ⌬ T I , the attenuation data are fitted using the approximate attenuation functions Q ‫1מ‬ ͑␣͒ for P-, SH-, and SV-waves ͑equations 11-14͒. Finally, the attenuation curves in Figures 6 and 8 are calculated from equations 8-10 for Q P ‫1מ‬ ͑␣͒, Q SV ‫1מ‬ ͑␣͒, and Q SH ‫1מ‬ ͑␣͒. It was assumed that the phase and ray velocities and attenuations expressed through the corresponding angles are practically identical. Behura and Tsvankin ͑2009͒ show that for a wide range of inhomogeneity angles the ray attenuation coefficient is close to the phase attenuation coefficient computed for a zero inhomogeneity angle.
The attenuations shown in Figures 6 and 8 represent the superposition of the attenuation in the isotropic background ͑Q b ‫1מ‬ ͒ and the anisotropic attenuation resulting from parallel fractures ͑Q f ‫1מ‬ ͑␣͒͒:
The isotropic part of attenuation, Q b ‫1מ‬ , is independent of angle and differs slightly for the saturated and dry models ͑Tables 1 and 2͒. The anisotropic fracture-related part of attenuation, Q f ‫1מ‬ ͑␣͒, was estimated using equations 8-10. The parameter g equals V S 2 / V P 2 , where V P and V S are the P-and S-wave velocities in Plexiglas ͑V P ‫ס‬ 2786 m / s and V S ‫ס‬ 1300 m / s for P ‫ס‬ 2 MPa͒.
The estimated values of the real parts of weaknesses are ⌬ N Ϸ ⌬ T ‫ס‬ 0.5-0.6 in the air-filled model and ⌬ N Ϸ ⌬ T ‫ס‬ 0.15-0.25 in the oil-saturated model ͑P ‫ס‬ 2 or 4 MPa; see Tables 1 and 2͒ . These results are predictable; the real parts of the weaknesses reduce the stiffness of the material, so their values are three times higher for the dry model than for the saturated one.
It is interesting to compare the above estimates with those for the analogous Lucite plate-stack model of Hsu and Schoenberg ͑1993͒. ‫1מ‬ ͑␣͒ for the experiment with the loading pressure P ‫ס‬ 4 MPa, for the ͑a͒ oil-saturated and ͑b͒ dry models. The notation is the same as in Figure 6 . The input parameters are given in Table 2 .
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surfaces. In addition, the plates are made of different materials: Plexiglas in our model and Lucite in the Hsu-Schoenberg model. Other differences also occur. The tangential weaknesses are more sensitive to the named factors than the normal ones. In addition, the angle intervals used to determine the weaknesses are not the same: 50-90°in the Hsu-Schoenberg model ͑1983͒ and 25-90°in our model. A similar discrepancy is observed for the two liquid-saturated models. Note that the saturation liquid is different ͑oil and honey͒. At a normal stress of 6 MPa and 100% saturation by honey, the values of E N and E T in the Hsu-Schoenberg experiment do not exceed 0.05. In our experiment, ⌬ N Ϸ ⌬ T Ϸ 0.2 for the oil-saturated model at normal stresses P of 2 and 4 MPa.
In our experiment, the estimated imaginary parts of the normal and tangential weaknesses ⌬ N I and ⌬ T I are approximately 0.01-0.1 for air-and oil-saturated models ͑P ‫ס‬ 2 and 4 MPa; see Tables 1 and 2͒ . This result is understandable because ⌬ N I and ⌬ T I are responsible for attenuation and are expected to be much smaller than ⌬ N and ⌬ T .
Evidence of model inhomogeneity
Experimental data in Figures 6-9 generally exhibit poor match with the corresponding theoretical functions. This is difficult to explain if the model is homogeneous because most measurement errors do not exceed 2% for the velocities and 5% for the attenuation. For example, all experimental data for P-wave velocities and attenuations are well fitted by curves y ‫ס‬ A ‫ם‬ Bx ‫ם‬ Cx 2 ͑where x ‫ס‬ sin 2 ␣͒, as it should be for measurement errors less than 1%. However, the fit using the theoretical exact theoretical curves is relatively poor.
We believe this mismatch is caused by the inhomogeneity of the model resulting from the nonuniform pressure distribution inside the model. As described earlier, the loading pressure is provided by two screws located outside the model ͑see Figure 1b͒ . We reach this conclusion when we compared velocity measurements from two different observations for the same angles ␣ between the rays and the symmetry axis of the model ͑Figure 11͒.
To explain the observed discrepancies, we use the example in Figure 11 , which includes data from another experiment ͑Figure 12͒. That experiment incorporates the same plate-stack model, but the receivers are placed on a circle arc and the source is fixed in the center of the opposite side of the model; the corresponding data are marked "Arc" in Figure 11 . The results of this experiment, performed by Gik and Bobrov ͑1996͒, are interpreted already in the framework of the LS model by Chichinina et al. ͑2007a, 2007b The triangles in Figure 11 show the P-wave velocity from the principal experiment ͑for P ‫ס‬ 4 MPa͒ marked as "Line" because the sources and receivers are along straight lines ͑Figure 2͒. The circles show the data from the Arc experiment. These velocities from both experiments are fitted by the function y ‫ס‬ A ‫ם‬ Bx ‫ם‬ Cx 2 ͑where x ‫ס‬ sin 2 ␣͒ using the least-squares method ͑see the dotted and dashed lines in Figure 11͒ . The best-fit curves for the two experiments differ substantially, especially for ␣ in the interval ͑0°, 30°͒, where there are no data. For example, the minimum on the Line curve is absent on the Arc curve.
We attribute the difference between the dotted and dashed curves to the stress-induced inhomogeneity of the model. For the Line experiment, rays SR travel from one end of the profile ͑the source points S͒ to the other ͑the receiver points R͒, as shown in Figure 2 . The rays from the Arc experiment are concentrated in the central part of the model ͑Figure 12͒. If the model were homogeneous, the Line and Arc curves would coincide within the measurement error.
Main properties of attenuation anisotropy
The experimental results show that the attenuation anisotropy of P-and S-͑mostly SH-͒ waves is much greater than their velocity anisotropy. This result agrees with the results of ultrasonic laboratory experiments of authors such as Zhu et al. ͑2007a͒ , who estimate Pa) b) b) Figure 9 . P-, SH-, and SV-velocities for the experiment with the loading pressure P ‫ס‬ 4 MPa, for the ͑a͒ oil-saturated and ͑b͒ dry models. The notation is the same as in Figure 7 . The input parameters are given in Table 2 . Figure 10 . Sketch of the interlayer streak between contacting plates, which represents the soft layer in the LS theory. The streak is formed by penny-shaped cracks, which can be simulated as ellipsoids ͑or oblate spheroids͒. The crack radius a is the semimajor axis of the ellipsoid ͑a ‫ס‬ 1 mm͒, and the crack half-thickness b is the semiminor axis ͑b ‫ס‬ 0.0005 mm͒.
wave attenuation in a composite phenolic sample. Clearly, the behavior of the attenuation function is roughly reversed compared to the velocity function, in accordance with the principle "the maximum of velocity corresponds to the minimum of attenuation, and vice versa." The observed attenuation anisotropy exhibits the same VTI symmetry as the velocity anisotropy.
The P-wave velocity and attenuation anisotropy are greater in the dry model than in the oil-saturated model. The attenuation data also show that in the dry model, the symmetry-axis attenuation Q PЌ ‫1מ‬ of the P-wave is much greater than the S-wave attenuation Q SЌ ‫1מ‬ ; in the oil-saturated model, Q PЌ ‫1מ‬ and Q SЌ ‫1מ‬ are close. Therefore, the absolute value of ␦ Q is greater in the dry model ͑␦ Q ‫͒57.1מס‬ than in the saturated one ͑␦ Q ‫ס‬ ‫.͒52.0מ‬ These results confirm our prediction based on equations 27-30 that the absolute value of ␦ Q is greater in gas-saturated rocks than in fluid-saturated rocks. However, the limited angle range ͑25°, 90°͒ of the measurements prevents us from estimating the attenuation near the symmetry axis ͑and therefore ␦ Q ͒ with sufficient accuracy.
The large absolute values of the attenuation parameters Q , ␦ Q , and ␥ Q reflect the extremely high magnitude of the attenuation anisotropy of P-and S-waves ͑ Q ‫,39.0מס‬ ␦ Q ‫ס‬ ‫,57.1מ‬ ␥ Q ‫24.0מס‬ in the dry model; Q ‫,77.0מס‬ ␦ Q ‫,52.0מס‬ ␥ Q ‫86.0מס‬ in the saturated model͒. Similar large absolute values of ␦ Q and Q are obtained by Zhu et al. ͑2007a͒ , whose model is dry ͑ Q ‫29.0מס‬ and ␦ Q ‫.͒48.1מס‬
The plate-stack model is inhomogeneous because of the nonuniform pressure distribution inside the model, which leads to poor fitting of the experimental data by the theoretical functions in the full angle range. The main importance of the presented experimental data on attenuation anisotropy is their general agreement with the theoretical description of attenuation using the linear-slip TI model parameterized by complex-valued weaknesses.
CONCLUSIONS
The validity of our proposed approach to describe attenuation anisotropy in the LSTI model through the complex-valued weaknesses is proven by the laboratory ultrasonic experiment on the Plexiglas plate-stack model. The experimental values of velocities and attenuations are fitted using the derived theoretical functions. However, the match is far from ideal because of the inhomogeneity of the model. This unexpected problem somewhat degrades the experimental results and creates difficulties in the inversion for the complex-valued weaknesses -particularly in joint inversion of P-and S-wave data. Nevertheless, this complication reminds us that the real subsurface is not homogeneous. Hence, future work should include developing new models accounting for the complicated anisotropic properties of the subsurface as a result of spatially varying stresses. We also plan to test the validity of the attenuative LS model in another experiment on a plate-stack model pressed uniformly.
ACKNOWLEDGMENTS
We are grateful to Ilya Tsvankin, who improved the paper signifi- Figure 11 . Comparison of the P-wave velocities V P ͑␣͒ estimated for the two data sets: Line ͑Figure 2͒ and Arc ͑Figure 12͒, both given for the dry model and P ‫ס‬ 4 MPa. The least-squares fit to the Line and Arc data is shown by dotted and dashed lines ͑see legend͒. The Theory curve is calculated from equation 3 for the Line data set with the input parameters ⌬ N , ⌬ T , and g ͑Table 2͒, which also satisfy the measured SH-wave velocity V SH ͑␣͒ ͑Figure 9͒. Figure 12 . Experiment marked Arc in Figure 11 . The source-receiver rays SR form a cone; the source S is situated at the cone vertex, and the receivers R are on the circle arc. The angle ␣ is measured with respect to the symmetry axis z.
WB174 Chichinina et al.
cantly and corrected the English. We thank Václav Vavryčuk and two anonymous reviewers for their useful comments and suggestions.
