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I. INTRODUCTION 
Beyer and Stein [l] proved the following metric property of period 
doubling for isosceles trapezoidal maps of an interval into itself: given any 
isosceles trapezoidal map 
x/e (0 I x I e), 
g(x, e) = 1 (e I x I2 - e), (1.1) 
(2 - -4/e (2-eIxI2), 
where 0 < e < 1. With H(x, e, A) = hg(x, e), 1 < X < 2, and A\ a root of 
H2k(1, e, A) = 1, where HP = H 0 H 0 . . . 0 H (H composed with itself p 
times), we call Hzk(l, e, A) the harmonic polynomial in z = A/e corre- 
sponding to a pattern R(k); see Section II below. Then for e I 0.99 the 
sequence { A’, } is a convergent increasing sequence, and 
I%{ (xl+1 - xMxI+* - x2+1)} 
,‘%2 log{@; - Pn’,-,)/(A’,+, -Ag} =2 0.2) 
which implies that {A\} is quadratically convergent. This result is based in 
part on numerical work done on a computer. 
Here, we generalize this result from the class of isosceles trapezoidal 
maps to that of nonisosceles trapezoidal maps, and we give a proof not 
involving estimates obtained by computer. For e I 0.82, Beyer and Stein’s 
result becomes a corollary of ours. In addition, we prove our result for all x 
belonging to the interval (e,, 2 - e,), not only for x = 1; see Section II 
below. 
Our main result is: for nonisosceles trapezoids, if 0 < e, < 1 < 2 - e2 < 
2, X,(x, e,, r) is a root of fk(x, e,, r; z) = 0, where fk(x, e,, r; z) is defined 
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by (2.4) below, and 
e2 < hn( max(2/(3e, + x), 12e,/(3e, + x)‘) ,max{ :, 8(5 - 2x)/25}) 
(1.3) 
With 0 < e, < 1, then { h,,(x, e,, r)} is a convergent monotone increasing 
sequence and 
l%{(L+, (x, e,, r) - &(x7 el, r))/(h+2(x, elf I) - h+~(x, el, r))l 
f!EL log((h,(x,e,,r) -h,-l(x,el,r))/(X,+I(x,e,,r) - h(x,e,,r>>) 
= 2, (1.4) 
which implies {X.(x, e,, r)} is quadratically convergent. This generaliza- 
tion has the same form as Beyer and Stein’s original result [l] for isosceles 
trapezoids. We prove (1.4) in Section IV below. We also show that the 
condition (1.3) is equivalent to a set of statements that relate x, ei, and e,; 
see Lemma 3.4 in Section III. 
In Section II, we give a number of definitions and derive a general 
expression for harmonic polynomials HRtkj(x, ei, r; z), and a recursion 
formula for the trapezoidal polynomials fk(x, e,, r; z). In Section III, we 
prove four lemmas and some corollaries needed for the proof of our main 
result. 
II. TRAPEZOIDAL POLYNOMIALS AND THEIR ELEMENTARY PROPERTIES 
We study trapezoidal maps of the form 
i 
x/e1 (0 2 x I e,), 
g(x,e1,e2) = 1 (e, I x < 2 - e2), (2.1) 
(2 - x)/e2 (2 - e2 s x 5 2), 
where 0 -C e,, e2 -C 1 and 0 -Z e, + e2 < 2. Let r = e1/e2, z = X/e,, and 
H(x, e,, r; z) = hg(x, e,, e2), 1 < X < 2, then 
IX (0 I x I e,), 
H(x, e,, r; z) = A (e, I x I 2 - e2), (2.2) 
rz(2 - x) (2 - e2 5 x 5 2), 
For reference, we exhibit H(x, e,, r; z) in Fig. 1. We always assume that 
x E (e,, 2 - e2). 
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FIGURE 1 
Following Metropolis, Stein, and Stein [9], for x E (e,, 2 - e2) we define 
a pattern P to be the sequence generated by iterating the map H(x, e,, r; z) 
p + 1 times. The length of P is p. After each application of H an element 
of P is added to the right. It is an R or an L according as the image of x is 
to the right of 2 - e2 or to the left of e,. Next, we denote by R(k) the 
(k - 1)st harmonic of the pattern R [9]. For example, R(1) = R, R(2) = 
RLR, R(3) = RLR3LR,. . . , R(n + 1) = R(n)PR(n), where P = L if R(n) 
contains an odd number of R’s and P = R otherwise. Given x E (e,, 2 - 
e2), it can be shown that the pattern R(n) is realizable for some X [4,11], 
so that, for suitable h, we have 
f4ql)bY e1, r; z) = rz(2 - A) = -e1rz2 + 2rz, 
R 
HRc2)(x, e,, r; z) = rz(2 - z(rz(2 - A))) = e,r2z4 - 2r2z3 + 2rz, 
RL R 
HRc3)(x, e,, r; z) = rz(2 - z(rz(2 - (rz(2 - (rz(2 - z(rz(2 - A) . . .), 
R LR R R LR 
= -e,rsz8 + 2r5z7 - 2r4z5 + 2r3z4 - 2r2z3 + 2rz, 
HRo(x, e,, r; z) = e1r10z16 - 2r1’z15 + 2r9z13 - 2r8z12 + 2r7z” 
-2r6z9 + 2r5z7 - 2r4z5 + 2r3z4 - 2r2z3 + 2rz,. . . . 
By induction, we see that the general expression for the (k - 1)st harmonic 
of R is 
HRck)(x, e,, r; z) = ( -l)kelrY(k)z2* + 2 C ( -l)n-lrnzn+NL(n), (2.3) 
PI-1 
where v(k) is the number of R’s in the pattern R(k) and N,(n) is the 
number of L’s before the nth R in R(k), counting from the righthand end 
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of the pattern R(k). It is easy to verify that v(k) = (2k+’ - 2)/3 if k is 
even and v(k) = (2“+l - 1)/3 if k is odd. 
Now we may define the trapezoidal polynomial fk(x, e,, r; t) in z 
corresponding to a pattern R(k) as 
fk(x, e,, r; z) = fRck,(x, e,, r; z) = HRck)(x, e,, r; z) - x. (2.4) 
Let X,(x, e,, r) be a root of the equation fR&x, e,, r; z) = 0 such that 
the pattern R(k) is realizable for x under the iteration of H(x, e,, r; zk), 
where zk = X,(x, e,, r)/e,; see [4,8,11]. Then we observe that 
fk(x, e,, r; z) = -z2~-‘rv*(k-1)fk_l(l, e,, r; z) 
+fkel(x, e,(k - I>, r; z), (2.5) 
where v,(k) = v(k) if k is odd and v,(k) = v(k) + 1 if k is even, and 
e,(k) = 1 if k is odd and e,(k) = r if k is even. 
Next, we take note of two simple properties of f, that will be used in the 
sequel. 
PROPERTY 2.1. 
f,(x, e,(n), r; zn) = (-1)“2,2”r”“‘(e,(n) - e,). (2.6) 
Proof. By (2.4), (2.3) and since fn(x, e,, r; z,) = 0, we have 
fn(xy e,(n), r; z,) = HRcnj(x, e,(n), r; zn) - x, 
= ( -l)nel(n)rY(n)z,Z 
+2 C (-l)m-lrmZ;+NL(m) _ x 
m=l 
PROPERTY 2.2. 
+ (- l)“e,r’(“)z~ - (- l)nelrY(“)z~, 
= &i(n) (x, e,, r; 4 - x 
+(-1) “r’(“)z~“( e,(n) - e,), 
= (-1) “r”(“)z~(e,(n) - el). 
fn(x, e,, r; z,-J = (-1) n-lrv(n-l)z~l;‘(el(n - 1) - e,) 
+(l - x)ry*(“-1)z,21111. (2.7) 
fn(x, el, r; z,-~) > 0 (n odd9 f,(x, eI, r; znml) < 0 (n even). 
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In particular, if x = 1, then 
f,(l, el, r; znVl) = (-l)“-‘r’(“-‘)z,21-:(e,(n - 1) - e,). 
B-006 By (2.5) and Property 2.1, we have 
fn( x, e,, r; znml) = -z~Im~rV*(n-l~~-l(l, e,, r; z,-~) 
+fn-l(-c el(n - I), r; znel), 
= -z 2”~‘ru*(n-1)(~~(n_I)(x, e,, r; z,-~) - 1 - x + x) n-1 
+fL1(xy e,(n - 11, r; znel), 
= (1 - x)rY*(n-l)z~em~ 
+(-1) “-1rV(n-1)z,21il(e,(n - 1) - ei). 
It is not difficult to verify the second part of Property 2.2, which is used 
to obtain (4.10) from (4.5) (3.2), (3.5) and (3.6) below. 
III. PRELIMINARY LEMMAS 
LEMMA 3.1. For arbitrary e,, e2 E (0, l), rzi > 1 (i = 1,2,. . . ). 
ProojI We consider rzl, where zi satisfies the equation fi(x, e,, r; ZJ = 
0, that is, -e,rzf + 2rz, - x = 0. We get 
Zl = 1 + (1 - 1 e2xY’*]/el, 
which is real because x < 2 - e2 and -(e2 - l)* < 0 imply x < l/e,. 
Then rzl = [l + (1 - e2x)‘/*]/e2 > 1. As is known [8,9], zi I z2 I . . . 
St,< *** ; a proof is given in [ll]. Therefore, rzi > 1 (i = 1,2,. . . ). 
LEMMA 3.2. Suppose e, and e2 are given with 0 < el + e2 < 2, 0 < 
e,, e2 < 1 and x E (e,, 2 - e2) is fixed. Then rzz - 3 > 0 if and only if 
e2 < max( 2/(3e, + x), 12e,/(3e, + x)*) ; 
and 4rz, - 5 > 0 if and only if e2 < max{ :, 8(5 - 2x)/25}. In addition, 
put t, = 2x2/[3(5 - 2x)], t, = (5 - 2x)/6, yl(t) = 2/(3t + x), andy,(t) 
= 12t/(3t + x)*. Then y2(ti) = 8(5 - 2x)/25. Moreover, t, > t, and : > 
8(5 - 2x)/25 ifx > 2; t, < t, and: < 8(5 - 2x)/25 ifx < 2; and t, = t,, 
4 = 8(5 - 2x)/25 if x = $. 
Prooj: rz 1” - 3 > 0 is equivalent to -3 + (2rz, - x)/e1 > 0, i.e., 
(1 - e,x)l’* > e2(3el + x)/2 - 1 
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is equivalent to either e2 < 2/(3ei + x) or e2 < 12e,/(3e, + x)~. Conse- 
quently rz: - 3 > 0 if and only if 
e2 c max(2/(3e, + x), 12e,/(3e, + x,‘>. 
Similarly, 4rz, - 5 > 0 is equivalent to (1 - e2x)‘12 > $e2 - 1, and this in 
turn is equivalent to either e2 < $ or e2 < 8(5 - 2x)/25. Therefore 4rz, - 
5 > 0 if and only if e2 < max{:, 8(5 - 2x)/25}, which is equivalent to 
e,<$ifxk+ and to e2 < 8(5 - 2x)/25 if x < i. The last part of the 
lemma is trivially verified. 
LEMMA 3.3. There exists a positive upper bound cl, independent of n but 
depending on e, and e2, such that 
I fnl(x, e,, r; z,-I) I/[ry(‘)z~ll] I c,(e,, e,). 
Proof. We give the proof for even n, and we indicate the proof for odd 
n. For the remainder of the proof, n is even unless specifically stated to be 
odd. Taking the derivative of (2.4). We have 
f,l(x, e,, r; z) = elrY(~)2”z2”-1 - 2r”(“)(2” - 1)22”-2 
+2rW-‘(2” - 3)z2’-4 _ 2r~(W(2” - 4)z2”-5 
+ . . . -2rbw21+1[2n - (2” - 2”-’ - I)] z2”-’ 
+2rYw2[2” - (2” - 2”-’ + l)] z2”-‘-2 
- . . . -2r72” - (2” - 3)]z2 + 2r[2” - (2” - l)]. 
(3.1) 
If n is odd, then 
fL(x, e,, r; z) = -elrY(n)2”zZn-1 + 2r”(“)(2” - 1)~~“~~ 
4r~W1(2” - 3)z2”-4 + . . . 
-&. [v(n)+11/21+1[~” - (2” - y-1 - 1)]z2’-l 
+2,w,+11/2[2” - (2” - 2nqz2”-1-1 
- * * * -2r2[2” - (2” - 3)] z2 + 2r [2” - (2” - l)]. 
(3.2) 
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We write fnl(x, el, r; z) = g!Jx, e,, r; z) + g,‘(x, e,, r; 2) + h,(r; z), 
where 
gi(x, e,, r; z) = 2”( -~~“-‘-l~~(~)/~ 
x ~elp)/2Z2”-’ + 2rw/2z2”-‘-1 
[ 
-2r~~(~)/21-lz2”-1-3 + . . . +zrz _ x + x 
t 
= 2”( -z 2”-L-lrv(n)‘2[f”-1(X, I?,, r; z) + x]) (3.3) 
g,‘(x, e,, r; z) E 2”( z-1[ elreo/2Z2”-’ - elrY(n)/2Z2”-’ + 2r”(n)/2z2”-‘-1 
- . . . -2r2z3 + 2rz - x + x 
lb 
= 2”( z-q elru(n)‘2Z2”-’ + f,-l( x, e,, r; z) + x]), (3.4) 
g:(x, q, r; q-J + g,‘(x, elT r; Lo) 
= 2”( -xr y(“)/2z~Me~-1 + elrY(n)/2z~<~-1 + xziA1 , 
1 
= 2”(r Y(n)/2z~~-1(el - x) + xz;J1>. 
Since z,- 1 > 1, we have 
d(x, el, r; z,-A + g,‘(x, q, r; z,-J Iim ._ = lim 
2”(e, - x) 
n-m r4n)Z2” II-1 “-rW reo/2z,2~-;+l 
= 0, (3.5) 
This is obvious for r 2 1. If r -C 1, then rY(n)‘2z~~+1 2 (rz,-1)2”-‘+1 
(note that v(n)/2 < 2,-l). By Lemma 3.1, (3.5) is also true for r -C 1. 
If n is odd, then 
gi(x, e,, r; z) = 2”( -z2”-‘-1r[v(n)+11’2[fn-1(x, e,, r; z) + xl), 
8,2(x, e,, r; z) = 2”( z-1[z2”-‘r[v(n)-11/2(2r - eJ 
+.L1(x, q, r; z) + xl>, 
d(x, el, r; znvl) + &(x7 q, r; z,-J 
= 2”(r [v(n)-11/2z,21-:-1(2r - e, - rx) + xz,II). 
It is easy to see that (3.5) is also true for odd n. 
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From (3.1) and (3.2), we have 
h,(r; z) =fn)(x, q, r; z) - gi(x, el, r; z) - g,‘(x, el, r; z), 
= 5.v(n)Z2”-2 - 2 . 3,44-lz2”-4 
+2 . 4rvW2z2”-5 - 2 . 5rv(n)-3z2”-6 
+ . . . +2(y - p-1 - l)rwvw~z2”-~ 
-qp - p-1 + l)rw2z2”-’ - 2 
+ . - 9 +2(2” - 3)r2z2 - 2(2” - l)r, 
= 2((rz2 _ 3)rW1z2”-4 + (4rz - 5)rWO-3z2”-6 
+ (7rz2 _ g)r~W5z2”-10 + . . . 
+ [(2” - 2”-’ - l)rz2 - (2” - 2”-’ + l)] 
~reo/2Z~“-‘-2 + . . . + [(2” - 3)rz2 - (2” - l)]r). (3.6) 
Note that the general term of h,(r; z) is of the form 
2(ruzb-” _ b)Z2”-(b-l)rv(n)-hh+,, 
where X b+l I b + 1 and 1 I Xb+l < v(n), and b - a = 1 or 2. If n is odd, 
then we have 
h,(r; z) = 2( -(rz2 _ 3)rv(n)-lz2”-4 - (4rz - 5)rp(n)-3z2”-6 
- . . . - [(2” - 4)rz - (2” - 3)]r2z2 - (2” - l)r ). 
Then we can find an upper bound for K, = Ih,(r; znel)/[ rY(“)z,2”_ J1. First, 
we observe that 
41razi_ir - b)rY(n)-hb+lz,21;(b+1) [rYcn)ZEl] 
12 ( 5 ( rzipl + l)b/[ rrb+lzi?i]} 
b+l-4 
c 2(4re;’ + 1) E b 
I 
[rhbclzif:] < 00. (3.7) 
b+l-4 
The i%equaIity (3.7) is obvious for r 2 1 (note that z,-~ > 1). If r < 1, then 
r’b+lz,b_+i 2 (rz,-,)b+‘; and, by Lemma 3.1, (3.7) is also true for r < I. 
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The inequality (3.7) obviously gives an upper bound for K,, which depends 
on r and e,, but is independent of n Finally, using (3.5) and (3.2), we 
complete the proof. 
LEMMA 3.4. If 
ez < ~n{m~{.h(eA y2(el)), max{ 4,8(5 - 2x)/25}}, (3.8) 
then there exists a c2(el, e2) > 0 such that 
c2(e17 e2> s If,‘( x, e,, r; znel) (/[rY(n)z~ll] 
for n suficiently large. Further, (3.8) holds if and only if one of the following 
three cases hol&, where x E (e,,2 - e2) and 0 < e, < 1 < 2 - e2 -C 2: 
(1) x = a, either 0 < e, I & and 0 < e2 < :, or &S el < 1 and 
0 < e2 < 12e,/(3e, + x)2; 
(2) x > 2, either 0 < e, I x/3 and 0 < e2 < min{:,2/(3e, + x)}, 
or x/3 I e, < 1 and 0 < e2 < 12e,/(3e, + x)~; 
(3) x < f, either 0 < e, I (5 - 2x)/6 and 0 < e, -C 8(5 - 2x)/25, 
or (5 - 2x)/6 I e, < 1 and 0 -C e2 < 12e,/(3e, + x)~. 
Proof: By the first half of Lemma 3.2, we see that if (3.8) holds, then the 
first two terms of the final expression for h,(r; t) in (3.6) are positive. It is 
easy to verify that every term in h,(r; z) is also positive, and hence h,(r; z) 
is a series of all positive terms. Thus 
h,(r; z) > 2(rzf - 3)r”(“)-‘zyp4, 
the first term of h,(r; zl). If we set c;(e,, e2) = 2[rzf - 3]/[r(2/e1)4], 
then K, > c;(e,, ez). Now put c2(el, e2) = c;(e,, e,)/2. Then (3.5) im- 
plies that for n sufficiently large 
gi(x, e,, r; q-J + g,“(x, 6, r; L1) 
< c2(e19 e2>. r “(“)2,21 1 
Therefore 
If,l(x, e,, r; z,-A l/[r’(“)zZJ > c,(e,, e2), 
which is required. Thus we need only to choose e2 so that (3.8) holds, and 
the first part of the lemma is proved. 
We recall from Lemma 3.2 that yl(t) = 2/(3t + x) and y2(t) = 12t/(3t 
+ x)~: see Fig. 2. We now show that the one of the statements (l), (2), and 
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FIG.~. x = 1 
(3), in the lemma is equivalent to (3.8). First, if x = 2, then, by Lemma 3.2, 
: = 8(5 - 2x)/25. Note that y2( 5) = : and y2(t) only achieves its maxi- 
mum : at t = A. Therefore, (3.8) is equivalent to the following: if 0 < e, I 
r, then 0 < e2 < !, and if &I e, < 1, then 0 < e2 c 12e,/(3e, + x)~, 
&ich is the statement (1) in the lemma. 
Next, if x > a, then, by Lemma 3.2, : > 8(5 - 2x)/25 and t, > t,. The 
maximum l/x of y2(t) is less than 2. Thus (3.8) becomes 
If we choose e2 -C mm{:, yi(e,)} for e, I x/3 and choose e2 < y,(ei) for 
x/3 I e, < 1, then we obtain the equivalence between (3.8) and the 
statement (2) of the lemma for x > 2. 
If x -C z, then, by Lemma 3.2, : < 8(5 - 2x)/25 and t, < t,. Note that 
y2(t2) = 8(5 - 2x)/25. If e, I t, = (5 - 2x)/6, then (3.8) becomes e2 < 
8(5 - 2x)/25, because 
max{ yi(e,), y2(e,)} > 8(5 - 2x)/25 = max{:,8(5 - 2x)/25}. 
If t, < e, < 1, then (3.8) is equivalent to e2 < y,(e,), because yi(e,) c 
y,(ei) < 8(5 - 2x)/25. This shows that statement (3) of the lemma is 
equivalent to (3.8) if x < f, and the proof of Lemma 3.4 is complete. 
If one is interested in the special case x = 1, then from statement (3) of 
Lemma 3.4, one immediately obtains 
COROLLARY 3.1. (The case x = 1). There exists c2(el, e2) > 0 such 
that 
c2(elre2) 5 If2 x, e,, r; z,-l) l/[r”“‘Z,2”.J 
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for n suficientiy large and either 0 < el I i and e2 < $j = 0.96, or : I e, 
-c 1 and e2 -C 12e,/(3e, + x)~. 
Moreover, in the case x = 1 and e, = e2, then we have, in the notation 
of Beyer and Stein [l], 
COROLLARY 3.2. If x = 1 and e, = e2 = e 2 0.82, then there exist posi- 
tive numbers cl(e) and c2(e) such that 
for n sujiciently large. 
In the notation of this paper fi(znml, e) = f,‘(l, e, 1; z,-i). 
Proof Put 12e,/(3e, + x)~ = e,. Then e, = :(2fi - 1) = 
0.821367.. . . If e, 5 0.82.. . , then 12e,/(3e, + x)~ > ei and 3 > e,. 
Therefore, by Corollary 3.1, we may choose e, = e, = e I 0.82.. . . This is 
the case e ZG 0.82.. . of Lemma 3.3 of Beyer and Stein [l]. (Also see Wang 
[W 
Iv. THE h'hIN &XKJLT 
THEOREM 4.0. For the class of trapezoidal function studied in Section II, 
suppose that e,, e2, and x satisfv one of the three conditions in Lemmas 3.4 
and suppose X,(x, e,, r) a root of (2.4) with k replaced by n. Then (1.4) 
holds. 
Proof The Taylor expansion of fn(x, e,, r; z) at z,-i is 
fn(x, q, r; z> = f,(x, q, r; z,-~) + (z - zn-Jfi(x, e,, r; z,-J 
+ :(z - zn-l)2fF(x, e,, r; L) (z,-1 < Sl < 4. (4.1) 
Siw fn(x, e,, r; z,) = 0, from (4.1) we obtain the equality 
Ztl--z,-1 = -fi(x, e,, r; z,-l)/f/(x, e,, r; f) 
[f( ’ x, e,, r; z,-A2 - 2f,“(x, q, r; S)fn(x, q, r; ~,-,)]l’~ + n 
fn)‘(x, e19 r; 3) 
9 
(4.2) 
where z,-i < { < z,. We shah prove that 
12f,“(x, el, r; S)fn(x, e,, r; z,-A/fn’(x, el, r; z,-$I < 1, (4.3) 
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for sufficiently large n, so that we can write the Taylor expansion of the 
expression in the square root in (4.2) as 
1 ( f,’ x, q, r; z,-~)~ - 2f;‘(x, e,, r; S)fn(x, q, r; zn-l)]1’2 
= f;(x, e,, r; z,-A 
x (1 - fi’(x, e,, r; 3)fn(x, e,, r; z,-h/fnl(x, el, r; z,-A2 
- i(l - q)-3’2fn)l(x, e,, r; l)2fn(x, e,, r; z,_1)2 
/f;(x) ely r; z,-A”] 9 (4.4) 
where 0 < 1111 < 21 fn)‘(x, e,, r; S)f”(x, e,, r; z,-d I/fi(x, 6, r; z,-J2. 
Thus, 
=?I - z,-1= - [fn(x9 el, r; zn-A/fn’(x, e,, r; z,-Al 
- :(l - q)-3’2fnlt(x, el, r; S)fn(x, e,, r; q-A2 
/fn)(x, e,, r; z,-1)3. (4.5) 
Next, if n is even, 
fi’(x, e,, r; z) = elrY(“)2n(2n - 1)z2”-2 - 2&“)(2” - 1)(2” - 2)z2”-3 
+2r~(n)-l(2n _ 3)(2n _ 4)z2”-5 + . . . -12r2z; 
hence, 
1 fi’(x, e,, r; z) 1 I elrY(R)22nz2”-2 (use Lemma 3.1). (4.6) 
By Property 2.2, Lemma 3.4, and (4.6), we obtain 
12f,“(x, e,, r; l)f”(x, e,, r; zn-l)/fi(x, e,, r; +I121 
s I2e,r v(n)22n12”-2z;l-; 
x [( -l)n-lr~w (e,(n - 1) - e,) + (1 - x)rY*(n-l) II 
/[c2(el, e2)2z,zl;lr2’(“)] 
5 K22nS2n/[r~(~-1)z,3~2~-‘] 
= K22”/r v(n-1) 3.2”-‘-(2”-2)lnS/lnr,-, z,-1 
+O asn+oc, (4.7) 
where K is some constant. The result (4.7) is obvious if r 2 1. If r -C 1, 
(4.7) also holds because rznT1 > 1 and v(n - 1) < 2”-‘. Thus for suffi- 
ciently large n, (4.3) holds and 1~1 can be made as small as desired. 
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Now, we estimate the two terms on the right-hand side of (4.5). First, just 
as in (4.7), 
If,tx, q, r; zn-l)2f,llt~, el, r; S)/fn’tx, q, r; zne1j3 1 
I M2*“/r v(n)z~12;-(2”-2)lnr/lnz.-1 
+O asn+cc, (4.8) 
where A4 is some positive constant. Second, by Property 2.2 and Lemmas 
3.3 and 3.4, there exist positive constants N1 and N2 such that 
%/D < I.L(x, e19 r; ~~-~)/fn’(x, e,, r; z,-~) 1 < N2/D 
( D = rY(n-1)z,2:-;), (4.9) 
for sufficiently large n. 
It now follows from (4.5), (4.Q and (4.9) that there exist positive 
constants c3(el, e2) and cq(el, e2) such that 
c3(el, e2)/D < z, - z,,-~ < c4(el, e2>/D or z, - z,wl = W,/D, 
(4.10) 
with c,(e,, e,) < W, < c,,(ei, e,), for sufficiently large n. Finally, denoting 
hj(x, e,, r) by hj, we have 
2-i 
1%{0,+1- W(h+* - &+,)I 
log{ 0, - LMh+1 - L)> 
h3&,+1 - 4/k+* - %+A) 
= 2% log{(z, - z,-J/(z,+l -4) ’ 
h3oK+1/K+2) + wm3 z,+1 - 1% 4 
= lim 
+ (log rv(n+l) - log Y(n)) 
n-m log(W,/W,+,) + 2”-‘(2logz, - logz”~,) ’ 
+ (log r y(n) _ log ,m-l)) 
Slim 
2”(2logz,+, - logz,) + :(2n+1 f 1)log r 
n+m 2”-‘(2logz, - logz,-,) + +(2” f 1)logr 
m+1/w.+* is bounded as n + oc), 
= lim 2”[mw,+,- bv”) + ;wl 
n-rm 2”-‘[(2logz, - logz,-,) + $logr] 
( f $ log r are constants) 
I 2. 
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We have finished the proof of Theorem 4.0, i.e. (1.4). From Corollary 3.2 
and Theorem 4.0 we immediately have 
COROLLARY 4.1. Let e, = e2 = e 5 0.82.. . , then (1.4) holds for x = 1. 
(This is Beyer and Stein’s theorem for e zz 0.82 . . . [l].) 
Remark. Beyer and Ebanks [3] have indicated that the sequence {(A, - 
Llmn+l - A,)} diverges for unimodal functions which are constant in 
a neighborhood of x = 1. That means Feigenbaum’s conjecture [6] fails for 
such maps. In fact, from (4.10), it follows that 
(A, - LVO,+1 - L> = (2, - z,&(z,+1 - I”> 
= (W,/W,+,)(zJz,-1~2”-1z~-‘r(2n*1)/3 --f 00 
asn+cc. 
Beyer and Ebanks also claim that {(A “+ i - A,)/( X, - X “- 1)2 } converges. 
But we do not see how to prove this. However, since W,,+J W,Z and 
(z,-~/z,,)~” are both bounded as n --, cc, X,,+i - A, < C(h, - h,-,)2 for 
some C > 0; i.e., the sequence {X,(x, e,, r)} is quadratically convergent. 
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