Abstract. Data Grids normally deal with large data-intensive problems on geographically distributed resources; yet, most current research on performance evaluation of resource scheduling in Data Grids is based on simulation techniques, which can only consider a limited range of scenarios. In this paper, we propose a formal framework via Stochastic Petri Nets to deal with this problem. Within this framework, we model and analyze the performance of resource scheduling in Data Grids, allowing for a wide variety of job and data scheduling algorithms. As a result of our research, we can investigate more scenarios with multiple input parameters. Moreover, we can evaluate the combined effectiveness of job and data scheduling algorithms, rather than study them separately.
Introduction
A Data Grid [1] connects a collection of computational and data-resources distributed geographically among multiple sites, and enables users to share these resources. To use a Data Grid, users typically submit jobs. In order for a job to be executed, two types of resources are required: computing facilities, data access and storage. The Grid must make scheduling decisions for each job based on the current state of these resources. Different job and data scheduling algorithms may bring different performance for the Data Grid.
Many research works have been done on the performance evaluation of Data Grids, but most of which use simulation techniques, which can only analyze a limited range of scenarios. For example, in [2] , a special Data Grid simulator, called OptorSim, was designed to study the complex nature of a typical Grid environment and evaluate various data replication algorithms; in [3] , a simulation work was developed to study dynamic replication strategies; in [4] , a discrete event simulator, called ChicagoSim, was constructed to evaluate the performance of different combinations of job and data scheduling algorithms. Furthermore, many related works are based on a single factor of job or data scheduling. In [2] [3] [5] , performance is analyzed with the assumption that jobs have been allocated to certain computing elements. While in [6] [7] [8] [9] , performance is analyzed with the assumption that data have been accessed. The research to study the combined effectiveness of job and data scheduling strategies has been pointed out to be very complex [10] .
We propose a formal performance evaluation framework that addresses the above mentioned issues. Within this framework, we can investigate more scenarios with multiple input parameters. Moreover, we can evaluate the combined effectiveness of job and data scheduling algorithms, rather than study them separately.
The rest of the paper is organized as follows. Section 2 describes the general and extensible scheduling architecture of Data Grids that we use for our modeling and analysis. Section 3 presents the performance model, while Section 4 analyzes the performance of the model. We conclude and point to future directions in Section 5.
Architecture
Our study is based on a general and extensible Data Grid scheduling architecture, which is inspired by the work presented in [4] , and depicted in figure 1. The logic of the architecture can be encapsulated in three distinct modules:
-Server. Each server comprises a number of processors and storage. Due to the heterogeneousness of Grid environments, different server may have a different number of processors. The processors of a server can only access the local storage.
-Client. Each client submits jobs to schedulers. Then each job can be allocated to any of the servers and further dispatched to any of the processors of a server. Each job requires some specific data be available at the local storage before it can be executed.
-Scheduler. It is the core of the system and can be classified into three schedulers: external scheduler (ES), local scheduler (LS), and data scheduler (DS). (1) External scheduler. In the system, jobs can be classified depending on their different priority levels. Each job is submitted to some ES in terms of its priority. Once an ES receives a job, it immediately makes a decision on which server the job should be assigned to, according to some scheduling algorithm. It may use the global information, such as load of each server, and/or location of the data required by a job, as input to its decisions. (2) Local scheduler. When a job is delivered to some server, it is managed by the local scheduler of that server. The LS determines how to schedule the jobs allocated to it, according to its associated scheduling algorithm. It only uses the local information, such as load of each local processor, to guide its decisions. (3) Data scheduler. Each DS is responsible for determining if and from which server to replicate data according to some algorithm. When a job is allocated to some server, the DS in that server will query whether the data required to run the job is already present at the local storage. If not, the DS will use the global information, such as the availability of the required data in a remote server, and/or the distance between two servers, to replicate the required data from some remote server to the local storage, before the job is executed. 
SPN Model
To study the performance of resource scheduling in Data Grids, we adopt the modeling and analysis method, which allows for the performance evaluation in various scenarios. We choose the Stochastic Petri Net (SPN) [11] as the base for our study, since it is a powerful graphical and mathematical tool that is able to handle prioritized, concurrent, asynchronous, stochastic and nondeterministic events. In figure 2 , we propose a SPN model of the Data Grid scheduling system. Suppose there are n classes of jobs, the jobs in each class have the same priority level. The priority level values range from 1 (the highest priority) to n (the lowest one). Jobs with priority level i are denoted by r i . In accordance, the clients in the system are classified into n categories. Each client in class i submits jobs r i to ES i according to a Poisson distribution with the same mean arrival rate.
The system consists of k servers, each of which contains a depository with an infinite capacity for storing data, and may have different compute power. To consider a general case, we assume that server x comprises x m processors, for 1 x k ≤ ≤ , and each processor provides the exponential distributed service durations with different mean rates for different priority-level jobs. In each processor, there are n waiting queues of jobs, each for one priority level and with an infinite capacity. Jobs in the same waiting queue are managed in FIFO (First-In-First-Out) order. If a job is in the turn to be scheduled, it can be executed only when the processor is free and its required data is available. Each processor can provide service for at most one job at any time, and the jobs from different waiting queues are selected for service according to their priorities, i.e., jobs with higher priorities have higher priorities to be executed.
There are n external schedulers, each for one priority level; k local schedulers, each distributed in one server; and k data schedulers, each for one server.
The meanings of the transitions and the places are described as follows, where variable i identifies priority level i (1 i n ≤ ≤ ), x and y denote server x (1 x k ≤ ≤ ) and storage y ( 1 y k ≤ ≤ ) respectively, j indicates processor j of server x
(1 
Performance Evaluation
In SPN models, performance evaluation is based on steady-state probabilities. Since the model is very large and complicated, we adopt an approximate analysis technique to reduce the complexity of the model solution, presented as the following steps.
(1) Refinement. To simplify a complicated model into a relatively compact model, by deleting immediate transitions and transferring the enabling predicates associated with these immediate transitions to some exponential transitions.
(2) Decomposition. To decompose a model into several sub-models, by using independence and interdependence relations of the sub-models. A refined sub-model of the original model is generally described in figure 3 , denoted as xy ij A , which represents the module that job r i is submitted to processor j of server x, and its required data is replicated from storage y. The refined complete model is composed of ( )
sub-models, which are independent with each other in structure.
The interdependence relation of these sub-models is embodied by the enabling predicates associated with transitions.
(3) Iteration. For each sub-model, import parameters are from other sub-models; after computed, the solution result is again exported to other sub-models. It follows from the steady-state probabilities that system performance measures can be obtained.
(1) The average throughput for transition t in steady state is:
where Pr[M] is the steady-state probability of marking M, ( )
is the firing rate of transition t in marking M, and H(t) is the subset of reachable markings that enable t.
(2) The average number of tokens for place q in steady state is:
Following the above, we consider two important metrics of the Data Grid scheduling system: average system throughput and average job completion duration.
(1) Average system throughput: 
Conclusions and Future Work
In this paper, we construct the SPN model based on a general and extensible scheduling architecture of Data Grids, and further evaluate the system performance. The performance metrics considered in this paper include the system throughput and the job completion duration experienced in system. In future work, we want to develop an analysis tool to evaluate the performance of practical Grids. Particularly, this tool is planned to be able to plug in different algorithms for selecting the best server, the best processor, and the best replication. Another area for further research is to study the sensitivities with respect to all system parameters, which will be helpful to come up with more reasonable schemes for system designs.
