In this paper we present a novel scheme for modelling and tracking complex real life objects. The scheme uses multiple models based on a variation of the Point Distribution Model [1] known as the Vector Distribution Model [2] . Inter and intra-class variation is separated using a variation on Linear Discriminant Analysis known as 'Delta Analysis'. The tracking scheme is stochastic and is based on modelling model characteristics by a set of discrete probability distributions, which are updated in an iterative manner. Initialisation is performed using low level processing and a predictor is used to initialise characteristic probabilities on subsequent frames. This scheme has been applied to the task of tracking livestock in a realistic farmyard situation.
Introduction
Statistical models of shape such as the Point Distribution model [1] are a useful tool in object location and tracking for real world image sequences, however they can only realistically model a restricted range of shape variation. It is not appropriate to use such models to represent variation in objects in which the nature of the observed shape may change with time, for example where viewpoint may change or where features may be self-occluded. Single hypothesis search algorithms such as the Active Shape Model [8] used with such models are also limited in scope as they often result in a locally optimal solution which is dependant on the initial starting point for the algorithm. Isard and Blake have suggested a stochastic approach to such object search problems known as the Condensation algorithm [9] in which probabilities of solutions within a 'search space' being correct are modelled by a continuous probability density function built by sampling a subset of all possible solutions to the search problem. Other stochastic schemes have been suggested which take an iterative approach such as genetic algorithms [4] and Markov Chain Monte Carlo [11] . In this paper we present a multi-stage hybrid local-stochastic object tracker scheme. This uses multiple shape models that include inter-class information, such as the difference between individuals, as well as intra-class information about the way individuals vary. This is a two/three stage approach which uses a fast low level intensity based tracker to obtain an initial estimate of position and scale, a multiple hypothesis stage using a quantised shape model with position and scale offsets from the initial guess and an optional final fit optimisation stage which searches for a local optimum fit around the best guess from the previous stages. This final optimisation may be a single hypothesis stage such as an Active Shape Model or a multiple hypothesis stage such as the Condensation algorithm with a local search space. The quantised shape model used in the multiple hypothesis stage is built automatically using multiple continuous shape models. These shape models have intra-class and inter-class components; the process of building these has been described previously [2, 4] . Each model is quantised in both intra-class and inter-class components using a clustering algorithm. The multiple hypothesis stage models position offset, scale offset, intra-class shape and inter-class shape as a set of discrete probability distributions from which samples are taken and the distribution probabilities updated in an iterative manner similar to the genetic algorithm approach. A multi-scale approach is also used in which the size and granularity of the position and scale search spaces is reduced at certain points during the iteration.
Background 2.1. Modelling Shape and Appearance
Model based techniques are becoming increasingly important in the field of machine vision, especially in tracking applications. Non-model based techniques such as the snakes of Kass et al. [13] have been found to be inadequate for complex real-life problems that are being tackled such as pedestrian and face tracking. A model of appearance is required which may take many forms, however these can be broadly divided into two groups; statistical (learned) models and hand built models. Hand built models are specific and thus may be fine tuned for a given application, however only statistical models have the scope for completely automated model building and thus have a more general application. We shall only consider statistical approaches in this paper. Principal component analysis (PCA) is a powerful technique for producing a linear parameterisation of a multivariate data set. This has been widely used in recent times to build appearance models based on landmark points (e.g. the Point Distribution Model [1] ), image intensities (e.g. Eigenfaces [14] ) and hybrids of these (e.g. the Active Appearance Model [5] ). This approach is however limited in its linear and non-specific nature. There have been many attempts to address these problems [6, 7, 15, 16] but there will always be a limit to the types of variation that may be represented accurately by such schemes.
Tracking
Real time object tracking can be looked upon as a complex optimisation problem where solution speed is critical. There have been may approaches to solving this problem for different applications however these may be broadly divided into two groups; local search algorithms and global search algorithms. Local search algorithms such as snakes [13] and the active shape model [8] iteratively improve an initial guess using local search methods such as gradient descent. These methods produce a single result, which may only be locally optimal in complex tracking situations. Global search algorithms such as Condensation [9] , Genetic Algorithms (GAs) [10] and Markov Chain Monte Carlo (MCMC) [11] sample a subset of all possible solutions in an 'intelligent' way to find the best solution. These algorithms often have a stochastic (random) element and can support 'multiple hypotheses'. The Condensation algorithm builds a pseudo-continuous probability density function of the likelihood of solutions in a continuous 'solution space'. Unlike GAs and MCMC, Condensation is not iterative within a given frame, and thus information from the current frame is not taken into account when calculating sample placement. A behaviour predictor using information from previous frames is used instead to determine sample location. This has the disadvantage of requiring a large number of samples to deal with low probability events (this is discussed in [17] ), however this is a very fast scheme and works well if an accurate behaviour predictor is available. GAs, MCMC and other such schemes deal with low probability events better, however the computational overhead of these prohibits their use in real time tracking applications at this time.
Building 2D Models of Complex Objects 3.1. The Vector Distribution Model
The Point Distribution Model (PDM) [1] is a method of representing the variation in shape of an object using landmark points. Principal Component Analysis (PCA) is performed on a set of vectors constructed from the normalised (in scale, position and rotation) x and y values of a set of training shapes to produce a mean shape and a set of linear 'modes of variation'. The Vector Distribution Model (VDM) [2] is a variation on this in which PCA is performed on relative vectors as shown in The vectors are individually normalised by the total perimeter and thus the representation is invariant to position and scale changes (and thus normalisation is not required over the entire data set). In tracking applications it can be advantageous to incorporate the (small) rotational variation in a data set into the model as this is often approximated by a single linear mode of variation which is easier to deal with than true rotation.
Using Multiple Models
PDMs and VDMs are built to approximate the variation of 'landmark points' which describe object shape. How these points map to a continuous object shape is as important as how the variation of these points is modelled. Ideally these points would map to stable physical features, for example the ends of the legs in the cow tracking example presented. This presents two major problems; firstly the positioning of these points accurately on a significantly large data set and secondly dealing with the situation where features are occluded (such as when one leg is hidden by another). Baumberg and Hogg [3] bypass these problems by using a single 'real landmark point' and multiple evenly spaced pseudo-landmark points'. In previous work [2] we have shown how multiple models with identical features may be extracted automatically from a data set using piecewise linear approximations to continuous object boundaries. This solves both the point fitting problem and the occlusion problem in a single method.
Separating Inter and Intra-Class Variation
PCA is a powerful method for parameterising a multivariate data set, however it is only concerned with data compaction. For a model to be useful in tracking applications the parameterisation should map well to the physical variation shown in object shape over time. The most obvious example of this is the separation of inter and intra-class variation. A single cow has various 'inter-class properties', such as its build and the length of its legs, that do not change with time and thus only need be determined once. The 'intra-class properties', such as head and leg position, change with time and need be determined at every time step. A VDM (based on PCA) produces a set of 'modes of variation' which include both inter and intra-class variation. As PCA produces only a linear approximation to variation often both inter and intra-class variation are included in a single linear mode, we refer to this as a 'mixed mode'. To separate out the two types of variation we use a variation on Linear Discriminant Analysis (LDA or Canonical Analysis) known as `Delta Analysis' [4] . Delta Analysis differs from LDA by the fact that deltas (differences) between data items are modelled explicitly rather than using differences with respect to class means. This solves the problem with LDA in which intra-class variation is included in the inter-class optimised space as class means do not have comparable intra-class characteristics (e.g. leg position). This produces a two space approximation to variation which may be truncated in exactly the same way as spaces generated by PCA (equation 1). Edwards et al. [5] present a related method for separating out different types of variation in faces using multiple sets of classes.
Discretising Shape Characteristics
In tracking applications a good first guess to shape is often important. One method of finding a good first guess is to evaluate multiple starting points. In a continuous model such as the PDM or VDM there is an infinite number of points to choose from, however if we can find a selection of well spaced, statistically likely, starting points we could use these. Heap and Hogg [6] and Cootes et al. [7] present two alternative methods of discretising an eigenspace using k-means clustering and Gaussian mixture models respectively. We use the standard Expectation Maximisation (EM) algorithm on a truncated inter and intra-class delta spaces to build two Gaussian mixture models (one for the inter-class space and one for the intra-class space). The starting points for this iterative algorithm are derived from fitting Gaussians to each component individually and taking every combination. Gaussians corresponding to invalid combinations of parameters will either move to valid positions, shrink to zero power or become singularities. In the latter two cases the Gaussians are discarded at the end of each iteration. Example results are shown in figures 3.2 and 3.3. 
Feature Tracking Using a Hybrid-Probabilistic Architecture
The objective of the tracking scheme is to fit the complex models described in section 3 to real life image streams in real time (or near real time). This is achieved using a multi-stage approach which starts with an initial guess of position and scale (see section 4.1) that is used as a starting point for a probabilistic scheme which models the discrete probabilities that various shapes, position offsets and scale offsets match the incoming data by iteratively sampling a 'fitness function'. The result from this stage may be optimised using a number of conventional or novel schemes which are described in section 4.3.
Image Processing and Initialisation
The input stream is pre-processed using a simple image-processing scheme that statistically models edge intensities (mean and variance). Edges in the input stream which are statistically unlikely (>n sds above the mean) are considered to be 'moving edges' and thus part of a moving object. 'Significant points' are extracted from this pre-processed image and a very simple clustering (kmeans) performed to give an initial guess to size and position of objects to be tracked. Using information from the object model, scale is calculated from size, and outliers discarded.
Tracking Using a Discrete Probability Model
The tracking scheme is an iterative scheme with similarities to genetic algorithms [10] , Markov Chain Monte Carlo [11] and the Condensation algorithm [9] . The probability that model characteristics (Inter-class shape, Intra-class shape, Position Offset from best guess, Scale Offset from best guess) match live input is modelled by a set of discrete probability distributions in which the characteristics are quantised (quantisation is described in section 3.4.). Position and scale offset quantisation is performed using a multi-scale approach, starting with a wide coarse search and moving to a narrow fine search when conditions about the variance of the samples are met. An outline of the approach is given in the flowchart in figure 4.1.
Initialise probabilities of Shape (Inter and Intra class), Position Offsets and Scale Offsets using a predictor from the previous frame (or initialise equal).
Select a number of Discrete Shapes, Position Offsets and Scale Offsets from probability distributions.
Evaluate all combinations of Shapes, Position Offsets and Scale Offsets selected by sampling a 'Fitness Function'. The probability distribution update is a re-distribution of the total probability of all characteristics selected based on the evaluation of the `fitness function' and the previous probability (to include information from previous iterations). The probabilities of characteristics not evaluated are left unchanged.
Local Optimisation of Shape (Optional)
There are numerous schemes in the literature which are applicable to optimising the fit of a deformable shape model such as the PDM or VDM. These can be broadly divided into two categories; local search methods and global search methods. Local search methods are based around improving an initial guess iteratively by evaluating solutions close to the current 'best guess'. A good example is the Active Shape Model [8] , which performs a local search along normals to the current perimeter. Such methods will often find local optima rather than the correct solution however in this application the initial guess is close to the correct solution and as such these methods are eminently suitable. Global search methods do not rely on having an initial estimate to optimise, although they often use information from previous iterations. These methods use 'intelligent' sampling to determine an optimal solution. Examples of such methods are the Condensation algorithm [9] , Genetic Algorithms [10] , Markov Chain Monte Carlo [11] , and Simulated Annealing [12] . These methods are also applicable to our local search problem although the speed of the latter three methods is not as fast as the other methods mentioned. As an example a hybrid Global-Local scheme has been implemented which performs a global search on shape parameter offsets in an iterative manner similar to the algorithm described in section 4.2. At each iteration the best guess from the previous iteration is taken as the new starting point and the magnitude and coarseness of the search modified. This scheme is entirely probabilistic and no claim is made that this is the optimal optimisation scheme.
Results
The results shown in figures 5.1 and show the tracker working on two individuals. Initial results have been promising and failures are largely to do with the model not being a good fit to the data. The implementation is currently running at around 1-2fps (Pentium II 266MHz) for accurate tracking although it is possible to run at faster rates with lower accuracy. It is hoped to improve this in the future with a more accurate model where the variation of the front and rear legs is separated. A detailed evaluation of the accuracy of this scheme against the active shape model [8] is planned for the near future. 
Summary
We have presented novel schemes for building models of shape and tracking using these models. The scheme uses multiple 'landmark' based models, the nature of which may differ. Inter and intra-class variation is separated automatically by including class information. The tracking scheme is a hybrid scheme including a low level initialisation and a stochastic stage in which characteristics are modelled by a set of discrete probability distributions. These schemes have been applied to the task of tracking livestock in a realistic farmyard situation.
