Jumps, edges and cutoffs are prevalent in our world across many modalities. The Mumford-Shah functional is a classical and elegant approach for modeling such discontinuities but global optimization of this non-convex functional remains challenging. The state of the art are convex representations based on the theory of calibrations. The major drawback of these approaches is the ultimate discretization of the co-domain into labels. For the case of total variation regularization, this issue has been partially resolved by recent sublabel-accurate relaxations [16] , a generalization of which to other regularizers is not straightforward. In this work, we show that sublabel-accurate lifting approaches can be derived by discretizing a continuous relaxation of the Mumford-Shah functional by means of finite elements. We thereby unify and generalize existing functional lifting approaches. We show the efficiency of the proposed discretizations on discontinuity-preserving denoising tasks.
1. Introduction
The Mumford-Shah Functional
The Mumford-Shah functional [4, 17] 
aims at approximating a noisy input signal f : Ω → R with a piecewise smooth function u where Ω ⊂ R d . The regularizer penalizes the gradient quadratically except in a jump (or discontinuity) set J u which is separately penalized in terms of its d−1-dimensional Hausdorff measure H d−1 .
It is among the most studied non-convex functionals in image analysis, it relates to the truncated quadratic penalizer used in MRF approaches [13, 25] , and includes (in the [23] (middle) leads to solutions with a bias towards the chosen labels (here 8 for each channel). In contrast, the proposed discretization (right) results in sublabel-accurate solutions.
limit λ → ∞) the piecewise constant approximation often referred to as the minimal partition or Potts model [7, 8] .
Numerous algorithms were proposed to minimize (1), based on approximation [2] , based on direct minimization of the non-convex problem [24] , and based on convex relaxations and functional lifting [18] . As will be discussed in the following, efficiently computing high-quality solutions independent of initialization remains an important challenge. it was shown in [24] that the solutions depend on the choice of the approximation parameter . Strekalovskiy and Cremers [24] generalized a standard primal-dual algorithm from convex to non-convex problems and showed that one can directly minimize the MumfordShah model. While the performance and speed were superior to the Ambrosio-Tortorelli approach, the non-convex nature of the problem gives rise to solutions which do not come with any optimality bounds and which invariably depend on the chosen continuation parameter -see Fig. 7 . Furthermore, these algorithms generalize poorly to arbitrary nonconvex data terms.
Convex relaxation techniques
Alberti, Bouchitté and Dal Maso [1] proposed a convex relaxation of the original non-convex problem using techniques of convex duality [21] . They consider the generalization of (1) given by
where the integrand f : Ω × R × R d → R is a pointwise data term and regularizer for the continuous part of u and d : Ω × R × R → R + is a regularization term acting on the discontinuity set J u , penalizing jumps from u − to u + -see Fig. 2 . It was shown in [1] that (2) can be expressed in terms of the subgraph of u:
with constraint set K given by
Intuitively, the functional (3) is given by the maximum flow of certain admissible vector fields ϕ ∈ K through the cut described by the graph of u in Ω × Γ. The set K then carries an interpretation as continuous capacity constraints on the flow field ϕ. This is very reminiscent to similar constructions from the discrete optimization community [11] . The problem becomes convex by relaxing the optimization domain to functions v ∈ C, i.e.,
where C is given by
This technique is often called "lifting" because the convex formulation is obtained by lifting the original problem (2) to a higher dimension.
Numerical discretizations
Alberti et al. [1] did not provide a numerical implementation of their relaxation. The first numerical discretization was proposed by Pock et al. [18] using a straightforward finite difference discretization. While they provide convincing results for challenging problems like the crack-tip problem and an independency from the initialization (when compared to Ambrosio-Tortorelli), the approach is very memory-and runtime-intensive because solutions are constrained to the chosen set of labels.
Recently, Möllenhoff et al. [16] proposed a sublabelaccurate relaxation for the case of a non-convex data term with a convex TV regularization. To this end, they derive a relaxation which is based on a piecewise convex approximation of the data term (rather than a piecewise linear in [18] ).
A generalization to the vectorial setting was subsequently proposed in [14] . These relaxations were demonstrated to produce much better solutions with fewer labels because the computed solution is allowed to attain fractional solutions (cf. Fig. 2 ) corresponding to convex combinations of adjacent label values -thus the name "sublabelaccurate".
Unfortunately it is far from obvious how to generalize the above sublabel-accurate solution to regularizers beyond the total variation starting from a discrete label space as in [16] . As a result, deriving efficient convex relaxations for a large class of nonconvex variational problems such as (2) remains an open challenge.
In the discrete optimization community, MRFs with continuous state spaces can be considered the analogue to the sublabel-accurate relaxations. Relaxations for such models were pioneered by Zach [26, 27] amongst others. Similar to the present work, Fix et al. [10] derive these discrete relaxations from a finite element discretization of an infinite dimensional dual optimization problem.
Contribution
We propose a unified framework to discretize existing continuous convex relaxations. In particular:
• We propose to implement the convex relaxation pioneered by Alberti et al. [1] by means of a suitably chosen finite element discretization.
• We prove that different choices of basis functions for the dual variables give rise to different existing relaxations such as [18] and [16] .
• The proposed finite-element representation easily generalizes to convex and non-convex regularizers other than the total variation such as the scalar and the vectorial Mumford-Shah problem.
• Experimental validation on discontinuity-preserving denoising of grayvalue, color and depth images confirms that the arising relaxation of these functionals leads to substantially better solutions than existing relaxation methods.
(c) Figure 3 : Overview of the notation and chosen basis functions for the proposed finite element discretizations.
Finite Element Discretization

Preliminaries
In order to discretize the relaxation (5), we partition the range Γ ⊂ R into k intervals, which form the finite elements. We denote the individual intervals as
are also referred to as labels.
For simplicity, we assume that the labels are equidistantly spaced with grid size h = γ i+1 − γ i . Finally, we consider also the interval centers γ * i = γi+γi+1 2 and dual intervals
]. An overview of the notation and the considered basis functions is given in Fig. 3 .
Basis Choice for the Primal Variable
As 1 u is a discontinuous jump function, we consider piecewise constant basis functions for v ∈ C,
where χ are indicator functions of the corresponding sets shown in Fig. 3a) . In order to implement the limit constraints in Eq. (6), we set v outside of Γ to 1 and 0 respectively. We denote the coefficients asv(x) ∈ R k and have the approximation γ1   γ2  γ3  γ4  γ5  γ6  γ7  γ8  γ9  γ10 γ11 γ12  γ1  γ2  γ3  γ4  γ5  γ6  γ7  γ8  γ9 γ10 γ11 γ12 Figure 4 : Left: the discretization MS 0 optimizes a linear approximation (shown in black) to the original cost function (shown in red). The individual label cost is determined through min-pooling the cost along points which have minimum distance to the label. Right: the discretization MS 1 convexifies the costs on each interval ("convex-pooling"). In Sec. 3 we show how to exactly represent the convex envelope of piecewise quadratic functions (as the one in red) in the numerical implementation.
Basis Choice for the Dual Variables
The most basic discretization of the dual variable ϕ t is a piecewise constant basis on the dual intervals Γ * i . The basis functions are given by
and are shown in Fig. 3b ). As ϕ is a vector field which vanishes at infinity, the basis functions vanish outside of Γ. We denote the coefficients asφ x andφ t and have:
To avoid notational clutter, we drop x ∈ Ω in (9) and will do so also in the following derivations. Note that for ϕ x we chose the same piecewise constant basis as for v, as we keep the model continuous in Ω, and ultimately discretize it using finite differences in x.
Discretization of the constraints. In the following, we will discretize the constraints from the set K. To simplify the derivation, we consider separable Lagrangians of the form f (x, u, p) = ρ(x, u) + η(x, p), which is a pointwise sum of data term (unary potentials) and regularizer. The first line of constraints (4) then take on the simpler form
The main insight is, that by taking the infimum over t ∈ Γ * i the above infinitely many constraints can be equivalently written as equivalent constraints:
Plugging in the finite element approximation (9) into the above leads to the constraints:
These are convex inequality constraints, which can be implemented using standard proximal optimization methods and epigraphical projections as described in [19, Section 5.3] . Interestingly, the discretization (12) leads to a "min-pooling" of the continuous unary potentials. The infimum of ρ in the neighbourhood Γ * i around the label γ i is assigned as its cost, shown on the left in Fig. 4 . For the second part of the constraint set (4), we make the reasonable assumption that the jump penalization d(t, t ) = κ(|t − t |) is induced by some concave function κ : R + 0 → R. Inserting the basis (9) into the second line of (4) leads to:
where γ 
Proof. See appendix.
This proposition reveals that only information at the labels γ i enters into the jump regularizer κ. In particular, for the case = 2, we expect all regularizers to have a similar behavior to the total variation.
Discretization of the energy. For the discretization of the saddle-point energy (5) we first apply the divergence theorem (cf. [6, Section 1.2]):
and then discretize the divergence by inserting the piecewise constant basis representations of ϕ t and v:
The discretization of the other parts of the divergence are given as the following:
where the spatial derivatives ∂ xj are ultimately discretized using standard finite differences, as the discretization in Ω is not such a delicate issue as the label space.
MS
1 : Piecewise Linear ϕ t A more precise discretization is given by piecewise linear hat basis functions, defined for 1 ≤ i ≤ as:
They are shown in Fig. 3c ), and we have:
Discretization of the constraints. Again, we can write the constraints (10) using an infimum, this time over Γ i :
With the finite element representations (19) for ϕ t and (9) for ϕ x , we have ∀1 ≤ i ≤ k:
(21) These constraints have a special set of order 2 (SOS2) interpretation [3] , which here comes from the representation of a Dirac within a piecewise linear basis. They are readily implemented as linear equality and convex inequality constraints, introducing additional variables a ∈ R k , b ∈ R k :
where ρ i (x, t) = ρ(x, t) + δ{t ∈ Γ i }. Again, when using proximal methods to optimize the discretized energy, one needs epigraphical projections onto η * and ρ * i . Projections for quadratic and piecewise linear ρ i are described in [16] . As the convex conjugate of ρ i enters into the constraints, it becomes clear that this discretization convexifies the unaries on each interval, see the right part of Fig. 4 .
Discussion. Overall, this discretization is a generalization of the one proposed in [16] , which was derived starting from a discrete label space. By starting with a continuous label space, we generalize [16] from total variation to general first-order convex and non-convex regularizers. In the setting considered in [16] it is not clear how to implement convex regularizers. Note also that discrete approaches such as [11] need quadratically many constraints for general convex regularizers, while with the continuous formulation a linear amount suffices. For non-convex jump part regularization, one also has a quadratic number of constraints in (14) . This highlights another advantage of sublabel-accurate discretizations, as for large label spaces the memory requirements become prohibitively large due to the quadratic number of constraints. Proposition 2. In the case of only 2 labels (k = 1), the discretization MS 1 is equivalent to:
The proposition states that the minimal discretization corresponds to solving the nonconvex problem (2) by convexifying the unaries and replacing the jump regularization with a total variation term. For classic Mumford-Shah regularization as in (1) this reduces to Huber-TV, which intuitively makes sense as the convex envelope of a truncated quadratic is the Huber function. Hence MS 1 provides a means to gradually add nonconvexity into the model by increasing the number of labels. Figure 5 : We compare the discretizations for varying number of labels = 2 . . . 256. The higher order discretization converges faster to the global optimum of problem (27) . main difficulty are the constraints in (11) . While the infimum over a linear function plus ρ i leads to (minus) the convex conjugate of ρ i , quadratic finite elements lead to so called generalized Φ-conjugates [22, Chapter 11L*]. Such conjugates were also considered in the recent work [10] for discrete-continuous MRFs. An interesting future research direction is to use techniques from convex algebraic geometry [5] to efficiently implement such discretizations.
Implementation
We solve the final finite dimensional optimization problem using the primal-dual algorithm [18] and epigraphical projections. While shown here for the scalar-valued Mumford-Shah functional, the above approach provides a framework to discretize other continuous relaxations, such as the vectorial Mumford-Shah functional [23] .
Piecewise quadratic dataterms. In some applications, the data term ρ has a piecewise quadratic form such as:
The intervals on which the above is purely quadratic are formed by the breakpoints ± ν m /α m . In order to optimize this within our framework, we need to compute the convex conjugate of ρ on the intervals Γ i , see (22) . We can write the piecewise quadratic function on each Γ i as
where n i denotes the number of pieces and the intervals I i,j are given by the breakpoints and Γ i . The convex conjugate is then given by ρ * Figure 6 : Proof of concept. We optimize a quadratic data term with quadratic regularization. The discretization MS 1 recovers the exact solution using only 2 labels.
As the epigraph of the maximum is the intersection of the epigraphs, epi(ρ * i ) = nj j=1 epi ρ * i,j , the constraints for the data term (r i , a i ) ∈ epi(ρ * i ), can be broken down:
The projection onto the epigraphs of the ρ * i,j are carried out as described in [16] . Such a convexified piecewise quadratic function is shown on the right in Fig. 4. 
Numerical Experiments
Comparison of the Discretizations
In Fig. 5 we perform a comparison between the discretization MS 0 and MS 1 on the nonconvex energy:
The energy converges much quicker to the global optimum for MS 1 as we increase the number of labels.
Exactness for Convex Regularizers
We validate our discretization in Fig. 6 on the convex problem ρ(u) = (u − f ) 2 , η(∇u) = λ|∇u| 2 . The global minimizer of the problem is obtained by solving (I − λ∆)u = f . For MS 1 , we recover the exact solution using only 2 labels, and remain exact as we increase the number of labels. The discretization MS 0 which is similar to the one proposed in [19] , shows a strong label bias due to the piecewise constant dual variable ϕ t . Even with 25 labels the solution is different from the ground truth energy. terms of (28) than the classical discretization MS 0 , and competitive results with the heuristic method [24] which can yield good results but only works for quadratic data terms, depends on the initialization and choice of continuation parameter κ.
BM3D [9, 15] , (PSNR=27.8) Figure 8 : Denoising of a synthetic piecewise smooth image degraded with 30% Gaussian noise. The standard discretization of the vectorial Mumford-Shah functional shows a strong bias towards the chosen labels (see also Fig. 9 ), the proposed discretization MS 1 has no bias and leads to the highest overall peak signal to noise ratio (PSNR). 
Piecewise-Smooth Approximations
We compare different algorithms for minimizing the Mumford-Shah model in Fig. 7 . The algorithm proposed in [24] , which directly minimizes the discrete energy
yields the lowest energy, see Fig. 7b ). The proposed method finds a similar result, see Fig. 7e ), but is independent of initialization and more general: the approach [24] is restricted to a quadratic data fidelity term, and given a bad initialization and continuation parameter can converge to higher energies, cf. Fig. 7c ). MS 0 leads to a strong label bias and higher energies, as shown in Fig. 7d ).
In Fig. 8 we compare the discretizations for the vectorial Mumford-Shah functional. Again, we see that the discretization MS 0 leads to a strong label bias (see also Fig. 9) while the proposed discretization MS 1 gives a sublabelaccurate result. The same can be observed in Fig 1. 
Joint Depth Fusion and Segmentation
We consider the problem of joint image segmentation and robust depth fusion from [20] . The data term for the depth channel is given by (24) , where f m are the input depth hypotheses, α m is a depth confidence and ν m is a truncation parameter to be robust towards outliers. For the segmentation, we use a quadratic difference dataterm in RGB space.
In Fig. 10 we compute multiple depth hypotheses f m on a stereo pair using different matching costs (sum of absolute (gradient) differences, and normalized cross correlation) with varying patch radii (0 to 2). Even for a moderate label space of 5 × 5 × 5 × 5, MS 1 shows no label discretization artifacts. Finally, in Fig. 11 we fuse 30 depth images obtained by a Kinect depth sensor which have been warped into a common reference frame. For missing depth values we set the confidence values α m to zero. Again, we get a smooth depth result, where the depth discontinuities strongly coincide with the segmentation boundaries.
Left input image
Median of the 9 depth hypotheses Piecewise smooth segmentation Fused depth map Figure 10 : Joint segmentation and fusion of stereo depth hypotheses. Using the proposed discretization we can arrive at smooth solutions using a moderate (5 × 5 × 5 × 5) discretization of the 4-dimensional RGB-D label space. Note the strong coincidence of depth discontinuities with the segmentation boundaries. This is due to the coupled jump regularization term in the vectorial Mumford-Shah model [23] , which forces all channels to jump at the same time.
RGB image of keyframe Mean depth map (black indicates missing data in all 30 frames)
Piecewise smooth segmentation Fused depth map Figure 11 : Joint segmentation and fusion of noisy depth maps. We warp 30 depth images into a common keyframe and fuse them with a robust sum of truncated quadratics data term. The sum over truncated quadratic functions is a piecewise quadratic function, whose convex envelopes on the intervals Γ i we can exactly represent. Thanks to the sublabel-accurate discretization, we get a smooth depth map and a piecewise smooth segmentation regardless of the coarse 6 × 6 × 6 × 6 discretization of the RGB-D label space.
Conclusion
We propose a unified framework to discretize and generalize existing convex relaxation methods for non-convex optimization. The key idea is to implement the convex relaxation pioneered by Alberti et al. [1] by means of a suitably chosen finite element discretization. We prove that different choices of basis functions for the dual variables give rise to different existing relaxations: in particular piecewise constant basis functions lead to the traditional lifting [18] (with min-pooling of the unary costs), whereas piecewise linear basis functions lead to the sublabel lifting that was recently proposed for total variation regularized problems [16] . While the latter method is not easily generalized to convex regularizers due to the discrete label space, the proposed finite-element representation easily generalizes to other convex and non-convex regularizers such as the scalar and the vectorial Mumford-Shah problem. Experimental validation on discontinuity-preserving denoising of grayvalue, color and depth images confirms that the arising discretization MS 1 of these functionals leads to substantially better solutions than existing standard discretizations.
The proposed approach provides a systematic technique to derive sublabel-accurate discretizations for continuous convex relaxation approaches, thereby boosting their memory-and runtime-efficiency for challenging large-scale applications. Furthermore, it paves the way for even more precise discretizations using higher-order finite elements and for subvoxel-accurate finite-element discretizations of convex functionals in variational 3D reconstruction [12] . 
are equivalent to
Proof. Let us assume the constraints (14) are fulfilled, since the other direction is trivial.
First we show that the constraints also hold for α ∈ [0, 1] and β ∈ {0, 1}. First, we start with β = 0:
(1 − α)ϕ x (i) + 
(31) Analogously, using a similar calculation it can be shown that a similar bound holds for β = 1:
(1 − α)ϕ x (i) + Noticing that (14) is precisely (13) for α, β ∈ {0, 1} (as κ(0) = 0) completes the proof.
