Abstract: This paper presents the architecture and the implementation of a remote laboratory for mobile robot applications. The implementation is based on Matlab and Easy Java Simulations (EJS). The aim of the remote laboratory is that students perform -via the Internetexperiments on a group of non-holonomic mobile robots. The robot application presented in this paper is leader-follower formation control using image processing.
INTRODUCTION
Nowadays we are faced with a huge progression in the field of communication technologies, which directly influences the evolution of the teaching process. By making use of Internet resources, new possibilities arise, which make this process more interactive (Dormido [2004] ). Besides being able to receive information from outside the boundaries of a classroom, students now have the chance to perform practical applications from remote locations by making use of remote laboratories.
In many science and engineering education programs, students have to perform practical experimentation (Jara et al. [2009] ). Usually, this is done in a (computer) classroom or laboratory under the supervision of a teaching assistant. However, the advantages of the remote lab compared to the standard approach are numerous: continuous availability of the laboratory for experimentation, there is no need for the students to travel to the university's site in order to perform the experiments, optimal exploitation of the resources, easy access to different kinds of experiments (Dormido [2004] ). Of course, this approach can come with some disadvantages: no direct physical contact with the experiment, some applications are not suitable to be integrated in a remote laboratory (for example chemistry laboratories) and most importantly, there is the need for a change of attitude in students, but more importantly in the teacher's mentality regarding the use of new technologies (Dormido [2004] ).
There are many implementations of remote laboratories around the world (Dormido [2004] , Duarte et al. [2008] , Chen et al. [2008] , , Fabregas et al. [2009] , Abu-aisheh et al. [2010] , Farias et al. [2010] ). In the remote laboratory presented in this paper the aim is to remotely control a group of mobile robots. Similar applications where mobile robots can be controlled using a remote laboratory have been reported in (Casini et al. [2009] , Sayouti et al. [2010] ).
The proposed implementation is based on Matlab and Easy Java Simulations (EJS) (Esquembre [2004] ). Matlab is the most used program in teaching control engineering. EJS is a free open-source tool for easily creating simulations in Java, and targets students, teachers and researchers who want to quickly create a graphical simulation. EJS was originally designed to be used by students for interactive learning under the supervision of educators with little programming experience. In this implementation of a remote lab, the graphical interface and the engine are separated. The graphical interface was created using EJS and is an applet that runs in the user's browser. The computational engine is represented by Matlab, which runs on the server's side. This paper presents the structure and the implementation of the remote lab. In the next section a description of the components that constitute the remote lab is given. In section 3 we discuss the application of the remote lab for controlling a formation of robots and in the last section some conclusions are drawn and the planned future work is outlined.
IMPLEMENTATION
The structure of the laboratory is based on a client-server architecture (Fabregas et al. [2009] , Farias et al. [2010] ), shown in figure 1. On the client's side there is the graphical user interface built using Easy Java Simulations. EJS is a freeware open-source tool for rapid creation of applications in Java with high-level graphical capabilities and with an increased degree of interactivity. The applications created by this tool can be standalone Java applications or applets. The source files of these applications are saved in a customized XML format (Farias et al. [2010] ). The resulting applications can connect to external tools like Fig. 1 . Architecture of the remote lab Scilab 1 , Sysquake 2 and Matlab/Simulink (Dormido et al. [2005] ). The connection with Matlab is quite interesting because Matlab is a well-known technical software tool in the engineering community. This link uses the JMatlink 3 library and the engine library to control Matlab from EJS applications.
The user interface
A screen shot of the client application can be seen in figure  2 . It consists of a web site generated with EJS. This web site has a page that corresponds with the graphical user interface (GUI) of the client application. This GUI consists of an applet also generated with EJS. In order to be able to run the remote laboratory, the student only needs a browser that is able to run Java applets. This web site is hosted in the Apache HTTP Server that is running in the same hardware server as the Matlab instance.
By default, in the Java architecture, the applets are considered to be untrusted, so they cannot open a socket to a URL who's domain is different from the domain of the page that contains the applet. The applet, which displays the GUI was signed so that it is able to connect to the remote server.
The GUI is divided in two separate panels. In the upper half of the left panel the user can see the images coming from the remote IP camera. This camera can be controlled remotely by the user. Using the buttons under the image, the camera can move left, right, up and down and can be reset to a predefined position. The zoom function of the camera can be controlled using the slider bar to the right of the image.
The lower part of the left panel is dedicated to the control of the robots. One or more robots can be selected using check-boxes. The status of the robots, whether they are connected to the remote server or not, is shown using some icons that change when the robot connects or disconnects.
The buttons Play and Stop, adjacent to the check-boxes, control the functioning of the applet. When Play is pressed, the applet starts and images from the remote camera are continuously received and all other controls on the interface are activated. The Stop button ends the connection to the remote server. Fig. 2 . Graphical user interface for the student A group of sub-panels is located in the left lower part of the GUI. First sub-panel is the Interaction panel. On this sub-panel several commands are available. Using the Connect and Disconnect buttons, the user is able to connect and disconnect the selected robots using the check-boxes, provided that these are available for a connection. In the case a robot is not available, the user is notified through a pop-up message.
Robots can be manually controlled using the GUI. This is useful for putting the robots in the initial position before starting the formation control algorithm. The robots that are connected and are selected using the check-boxes, can be moved using the arrows for moving left, right, forward, backward and stop. The speed of the robots, expressed as percentage, can be adjusted using the slider gain to the left of the arrows.
The second sub-panel is dedicated to the control algorithm. In the current implementation the student is able to start and stop the control algorithms that are preprogrammed on the robots. Based on the user's selection, a function which implements the chosen controller is executed by the mobile robot. In the third sub-panel, some other functionalities are made available. For example, the robot is equipped with two laser pointers that are used for finding the distance to an object using image processing. In this sub-panel, the user has the option to turn on / off these laser pointers.
The right half of the GUI is dedicated to the display of the data coming from individual robots. Three plots display the following data: the height of the marker on the preceding robot expressed in pixels, the position of the marker on the horizontal axis expressed in pixels and the speed commands sent to the left and right motors expressed in scaled units between -100 and 100 (backward/forward).
Apart from the data for each robot, the student has the possibility to see how the images are being processed, using color segmentation or edge detection.
The server side implementation
As shown in figure 1, on the server side there are several programs and hardware devices that are part of the remote lab.
On the server, which is a standard PC permanently connected to the Internet, there is Matlab, JIM Server 4 (Java Internet Matlab) and Apache HTTP Server 5 . JIM Server is a free software tool written in Java, wich allows for an EJS application to use a remote Matlab server. Therefore, using this tool, end users can execute applications which use Matlab remotely. In order to set the extended link, JIM Server has to be located in the remote server where Matlab is installed. In addition, the application has to be modified to indicate the remote service. The remote connection uses a TCP/IP protocol to support the exchange of information between JIM Server and the EJS application. During runtime, Matlab is controlled by JIM Server in order to respond to the requests issued by the EJS applicationthe JMatlink library is used for this purpose. Normally, a Java application that uses this architecture does most of the computation at the server side (i.e. by Matlab), whereas the interface is used to show the results and to support the user interaction.
The connection between the robots and Matlab is established using the Instrument Control Toolbox 6 . A TCP/IP connection is created between every robot and Matlab. The communication between Matlab and the robots is possible through a local wireless network, using a wireless router, see figure 1, which assigns static IP addresses to the server and to each robot. In the current implementation, Matlab is used to transmit the commands issued by the user through the GUI to the robots. The commands are represented by character sequences that are interpreted by the robots.
The interactivity of the remote lab is enhanced by using a network camera that is able to send in real time images of the formation of robots. Given the nature of this application, the camera needs to be able to cover a large area. In this case, one option is to use a camera that has wide-angle lens, which will give the camera a broader field of view. Another option is to use a PTZ (pan tilt zoom) camera that can be controlled so that the scene of interest can be maintained in the view. The second option was chosen because in this way the camera can cover a larger surface and the user is able to direct the zoom very easily to the point/location of interest. The functions of the camera are available to the remote user on the GUI. The user's actions are transmitted to the web-server on the camera. Most of the remote lab implementations for robot applications use Lego robots (Casini et al. [2009] , Sayouti et al. [2010] ). In our implementation, we have focused on another robot platform produced by Surveyor Corporation 7 , see figure 3 . This robot, Surveyor SRV-1, is a tracked mobile robot equipped with a digital video camera, a microprocessor and a WiFi transmitter. The reason why this robot was chosen is the built-in digital camera that makes it very suitable for control based on visual input.
Surveyor SRV-1 comes with a WiFi communication board, which can be configured either in ad-hoc mode, so that the network adapter acts as a server, or in infrastructure mode, in which case the network adapter will connect to a specified wireless network. All the robots are configured for the infrastructure mode, with static IPs.
The Surveyor SRV-1 robot can be controlled in several ways. The first mode is by sending commands from the server. The commands used are those defined in the manual. This tele-operation mode is used when the user chooses to directly control one or more robots using the controls on the GUI. Other commands that are used are: starting the control algorithm, getting images from the robot, setting the state of the laser pointers. This mode is not suitable for automatic control of the robot because of the variable network delays.
The second mode is when the robot is executing a script that is stored in the memory. Surveyor SRV-1 is using the PicoC 8 interpreter. A set of functions are preprogrammed in the firmware which can be used as building blocks for a control algorithm. The third option is to integrate the control algorithm directly into the firmware, which can be programmed using C language. Initially, the PicoC approach was chosen, because it is easier. In the later implementations, the control algorithm was integrated in the firmware, because of the PicoC limitations (the programmer is limited to the functions defined by the developers, no floating point arithmetic).
FORMATION CONTROL

Fig. 4. Leader-follower formation
The aim of the remote lab is to remotely control and monitor a group of robots. The application proposed here is formation control in a leader-follower pattern. One of the robots will act as the leader which will be either following a predefined trajectory or can be tele-operated by the user. The rest of the robots has to follow the preceding robot through maintaining constant the distance d i and the relative orientation θ i = 0, as shown in figure 4 . A similar application is described in (Anderson et al. [2006] ). The distance between the robots is approximated using real-time image processing by applying the rank transform. In (Klančar et al. [2009] ) the authors used a group of Pioneer 3AT mobile robots to validate their platooning control strategy where the vehicles have only distance and azimuth information to the preceding robots. The distance and azimuth information come either from a panoramic camera, which can determine this information using image processing, or from laser range scanners mounted on each follower.
In this work, the distance between the robots is approximated using image processing applied on images obtained from the on-board camera. The procedure is presented in figure 5 . In this case, the robot is looking for a yellow rectangle. One important condition is that the color used as a marker should not be present in any other object in the environment because the robot is not able to distinguish between the marker and other objects with the same color. Image segmentation is performed by looking at all the values of the pixels in the image and compare these to some predefined intervals which roughly correspond to the desired color. This procedure, also known as thresholding, is quite sensitive to changing light conditions.
A relation between the real distance and the dimensions of the marker in the image has been determined experimentally. The result is shown in figure 6 . The Blackfin camera supports capture resolutions ranging from 160 × 120 to 1280 × 1024. With the increase in the capture resolution, also the accuracy of the distance approximation improves, which is given by the slope of the curves in figure 6 . The price to pay is the increase of computational time and for higher resolution there are more errors in the data returned by the segmentation algorithm (there are more situations in which the marker is not detected). Given these considerations, the chosen capture resolution is 320 × 240. For this resolution, the segmentation algorithm runs in 45 ms with a maximum range of 30 cm. Another limitation of the used visual sensors is the field of view of the camera, which is 60
• , so the robot in front will not be detected if the marker is outside the follower's field of view.
The Surveyor SRV1 is a tank like robot, with two threads driven by four motors, two on each side. The robot has a minimum speed of 20 cm/s and a maximum speed of 40 cm/s, but these values vary with the battery charge. Because of small differences in the speed of rotation of the motors and imperfect alignment, the robot has an angular offset which means that when the four motors receive the same voltage, the robot will not drive perfectly straight. This issue can severely influence the performance of the tracking and must be taken into account in the control algorithm.
Fig. 6. Distance measurement
The robot Surveyor SRV1 is a tracked mobile robot with differential drive. An approximate model for tracked robots has been deduced in Martínez et al. [2005] :
where v x and v y are the linear speeds of the robot on the two coordinate axis, ω is the angular speed of the robot, V r and V l are the linear velocities of the right and left tracks, x ICRr and x ICRl are the X coordinates of the instantaneous centers of rotation for the right and left track, and y ICRv is the Y coordinate of the instantaneous center of rotation of the robot.
The inverse kinematic relations are given by:
Because of the lack of wheel encoders, it is not possible to control the velocity of the robot directly. The relative distance and orientation of the robots is controlled using the information obtained through image processing. For the control strategy, two control algorithms have been tested: a linear PI controller for position control and, in the second implementation, a proportional position controller with an on-off speed controller.
The PI controller is used for longitudinal control of the position of the robot, based on the measurements from the camera. This controller was implemented in digital form, using the following equations: u(t) = u(t − 1) + c 0 · e(t) + c 1 · e(t − 1) + c 2 · e(t − 2) (6) where the coefficients are:
In the above equation u(t) is the output command to the process, e(t) is the error at discrete-time moment t, K p is the proportional gain, T i is the integral time, T d is the derivative time and T s is the sampling time. The values of K p and T i were manually tuned for each robot, due to the lack of a model that accurately describes the dynamics of the robot. The value of T d was set to zero because the derivative effect amplifies the measurement noise and produces instability. The command u(t) is sent to the four motors.
The error e(t) is computed as the difference between the actual position and the reference position:
e(t) = r − y(t) (7) where r is the reference position in pixels, corresponding to approximatively 20 cm and y(t) is the height of the marker obtained using image segmentation, see figure 5(b):
y(t) = y 2 − y 1 (8) A lateral control is also necessary, so that the robots do not deviate from the trajectory. In order to check where the marker is seen by the camera, we compute the X coordinate of the centroid of the detected blob:
The lateral control represents an offset that is added to the value of the command for the left or right track, when the position of the blob on the X axis is deviated from the center of the screen. For a resolution of 320 the center of the screen is at x ref = 160 pixels. The offset is applied when the absolute value of the error is larger than a predefined value : The results obtained for a formation of three robots, one leader and two followers are shown in figure 7 . This controller exhibits small oscillations when the followers are at rest because of the noise in the image. The tracking of each robot is not smooth, with oscillations above the reference distances (38 px for first follower and 33 px for the second follower). The imperfections in the tracking are due to the noise, non-linearities in the motors and command quantization.
Another control strategy more suitable for this non-linear system is a proportional controller for position and an on-off controller for the velocity, see figure 8 for a block diagram of the controller. The relative speed is controlled in the inner loop, using the on-off controller, and the measurement is obtained through differentiation of the relative position, computed using equation 8. The inner loop will allow the robot to take action faster when the robot in front starts to move. A simulation of the formation using the controller from figure 8, is presented in figure 9 . In this simulation, we have considered a formation of four robots, one leader and three followers.The robots are approximated as a first order transfer function, with a time delay. For simplicity, the robots were considered to be identical. The time delay is the time needed for the motors to overcome the inertia of the robot and is quite significant, approximatively 0.5s. Also the distance measurements were corrupted by noise, as it happens in the real situation. The formation was simulated by connecting the transfer functions in series. In figure 9 one can observe the imperfect tracking, caused by the time delay of the robots. The performance of the tracking gets worse as more robots are added to the formation.
Fig. 9. Simulation of the formation
The results of the simulation were compared with the results obtained in a real-life test. In figure 10 we present some real-life results obtained using this controller, for a formation of two robots, one leader and one follower. The results are in accordance with the simulated results. Also in this case, smooth tracking of the leader is not achieved, with an offset from the specified reference distance (green line in figure 10(a) ) and oscillations. At the start of the experiment, the follower was too close to the leader so the speed was set to zero.
A big advantage of this control strategy is that the controller can be programmed in all the robots without any change, while in the case of the PI controller, timeconsuming manual tuning of the controller's parameters is needed. On the other hand, this is very useful for students who learn about PI controller, by giving them the possibility to start from some given values and it would be their task to tune the parameters so that better results are obtained. Research in remote experimentation for engineering education has known a considerable growth in recent years, especially in higher distance education. But the procedure to transform a physical system in an interactive remote lab is not so easy. Firstly, to develop the interactive views of the client-side, skills on advanced graphical programming are needed. For this case, EJS has proved to be a very worthy solution to improve the learning in control engineering.
In this paper we have presented a remote lab for robotic applications. The remote laboratory was implemented using Matlab and EJS connection supported by JIM Server. The educational value of this remote lab comes from the fact that students will be able to experiment with these controllers and compare their results. Experimentation on the developed laboratory provides a fundamental educational feature: students can observe on-the-fly the resulting dynamics and be aware of some physical phenomena that are tricky to explain from just a theoretical point of view.
The application presented in this paper, leader-follower formation control, is just one of the possible applications that could be implemented using this set-up. In the future the functionality of the remote lab will be extended with new applications. The control strategies for the longitudinal movement, PI control and proportional with an on-off control, are simple algorithms, very suitable for a course for undergraduate students.
