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Richard A. Brualdi
In this column, written by one of the occupants of the position of editor-in-
chief and included in every volume whose number is divisible by twenty, we
relate comments from authors and readers concerning papers that have re-
cently appeared in Linear Algebra Appl.. The column will contain errata, ad-
ditional references, and historical and other comments that we believe will be
of interest to readers of the journal.
Richard A. Brualdi and Hyung Chan Jung: Maximum and minimum
jump number of posets from matrices, 172: 261–282 (1992). In this paper it
was conjectured that the maximum jump number Mn; k of the posets PX
associated with (0,1)-matrices X of order n with exactly k 1’s in each row
and column satisfies M2k; k  1  3k ÿ 1 bk ÿ 1=2c for each positive
integer k. It was proved (Theorem 3.24) that the conjectured expression is a
lower bound for M2k; k  1. You Lin and Wang Tianming of Dalian
University of Technology (P.R. China) have found a counterexample to this
conjecture. Let
A 
J4;4 J4;2 O O J4;2
J2;4 J2;2 J2;2 O O
J2;4 O O J2;4 O
O J2;2 J2;2 J2;4 O
O O J4;2 J4;4 J4;2
266664
377775
where Jk;l is the k by l matrix of all 1’s. The jump number sX  and stair
number bX  of a matrix X of order n are related by sX   bX   2nÿ 1 and
these numbers are invariant under row and column permutations. We have
bA  bB where
B 
1 1 0 0 1
1 1 1 0 0
1 0 0 1 0
0 1 1 1 0
0 0 1 1 1
266664
377775:
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Clearly, bB  3 or 4. It is not dicult to show that bB  3 (one can use
Theorem 2.2). Hence bA  3 and sA  28ÿ 1ÿ 3  24. Therefore
M14; 8P 24 contradicting the conjectured value of 23 when k  7. (Using
Corollary 4.11 in B. Cheng and B. Liu: Matrices of zeros and ones with
maximum jump number, 277: 83–95 (1998), it follows that M14; 8  24.) You
and Wang also provided another counterexample which showed that
M18; 10  32 (the conjectured value was 30).
Yoo-Pyo Hong, Roger A. Horn, and Chi-Kwong Li: Linear operators
preserving t-congruence on matrices, 175: 191–211 (1992). Guoxing Ji of
Shaanxi Normal University (P.R. China) has noticed that Lemma 4.4 in this
paper is incorrect as stated. The lemma is true and the proof is valid if one
assumes that either m  1 or r6 3. Lemma 4.4 is used in the proofs of Lemma
4.5 (only the case m  1) and Lemma 4.6 (only the case r6 3). Thus the paper
can be corrected by simply adding to Lemma 4.4 the hypothesis that either
m  1 or r6 3.
M. Bernstein and N.J.A. Sloane: Some canonical sequences of integers, 226–
228: 57–72 (1995). Two figures were accidentally omitted from this paper. On
page 64, the following figure should follow line 1:
On page 66, the following figure should appear as the third display:
On page 67, the third display should read
an  12r ÿ 1n 1
2rn
n
 
:
On page 69, in line 17, change 2093 to 2098.
Wiland Schmale: A symmetric approach to cyclization for systems over Cy,
263: 221–232 (1997). Wiland Schmale writes that in his paper it is shown that
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four-dimensional reachable systems can be cyclized by feedback with the ex-
ception of certain systems whose parameters are satisfying the condition:
dvv  ac22 ÿ bc1  0. He noticed that the proof for these exceptional systems has
a gap which he fills in below. Only a few notations are recalled here. See the
paper for an introduction and more details.
The solvability of the four-dimensional cyclization problem turns out to be
equivalent to the solvability of the following matrix equation where all entries
are from Cy:
M 
1 0 0 0 0 0 0 0
0 c1 1 0 0 0 0 0
0 c2 0 c1 1 0 0 0
0 b 0 ac2 0 ac1 a 0
2664
3775diagQ;Q;Q;Q
1 0 0 0
0 v1 v2 u
0 1 0 0
0 0 v1 v2
0 0 1 0
0 0 0 v1
0 0 0 1
0 0 0 0
266666666664
377777777775
with Q 
 q11 q12
q21 q22

2 GL2Cy. Let dvv  ac22 ÿ bc1:
We must find u; v1; v2 and Q such that detM  1 under the condition
dvv  0 . This can be achieved under the simplifying assumptions:
v1 : v ; v2 : 0 ; q22  0 and q21  t  ‘‘good’’ constant. Respecting the
relations q11q22 ÿ q12q21  1; bc1  ac22; q22  0; and q21  t one obtains:
detM  tÿ2 v3b c21at2 ÿ 2c2q11atv2  3c1q211at2v duu aq411t2 1
where du  q211bt2  c31at4 ÿ 2c1c2q11at3 satisfies the relation
c1du  ac21t ÿ c2q112: 2
We will exploit the linearity in u to solve the equation
detM  1 modulo y ÿ y0 3
where y0 is a zero of du:
Choose t 2 C to be transcendental over the subfield Z of C generated by Q and
the coecients of a; b; c1; c2; q11 . Let g be the gcd of the coecients of
du considered as a polynomial in t, i.e. g  gcdq211b; c31a; 2c1c2q11a. Choose
q11 coprime to a; c1, then g  gcdb; c31a; c1c2a  gcdb; c31; c1c2 since
gcda; b  1. In any case g is independent of t ! Note also, that g may well be
nonconstant. So write du : gdu. The zeros of du are then split into two sets: the
zeros of g which are algebraic over Z and the zeros of du, which are tran-
scendental over Z. Clearly gcdg; du  1.
In all this we require now q11 to be a solution of aq411  1 modulo some
polynomial, which we choose to be just g. Such a solution can always be chosen
in such a way, that – as required above – gcdq11; ac1  1.
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Let first y0 be a zero of g. Then modulo g the equation (3) can be solved by
merely setting v  0.
Let now y0 be a zero of du. Then y0 is transcendental over Z and cannot be a
zero of b, the coecient of v3. Thus also in this case the equation (3) has a
solution. By means of the resultant we will try to find out whether this solution
is a multiple one. Note that du may well have multiple zeros, see (2). If
duy0  0 then c1duy0  0 and therefore by (2) and since ay0 6 0 we ob-
tain: c21t ÿ c2q11y0  0. From this one obtains:
c21t  c2q11 modulo y ÿ y0:
Assuming detQ  1; bc1  ac22; tc21  q11c2 and du  0 and remembering
detM from (1) the resultant of the equation c1t2detM  c1t2 becomes:
c61Resultantc1t2detM ÿ c1t2;
d
dv
c1t2detM  27ac102 q411:
Thus the resultant is independent of t and can never vanish at a zero y0 of
du  0 which is transcendental over Z. From this we conclude, that our solution
v at y0 is simple and can thus be lifted to a solution modulo y ÿ y0r in case y0 is
a multiple zero of du. After this the Chinese remainder theorem gives the final
solution.
Shuangzhe Liu: Matrix results on the Khatri–Rao and Tracy–Singh prod-
ucts, 289: 267–277 (1999). Tracy and Singh (A new matrix product and its
applications to partitioned matrices, Statistica Neerlandica, 26 (1972), 143–157)
defined a matrix product  for partitioned matrices. Liu studied matrix in-
equalities for this product. Fuzhen Zhang of Nova Southeastern University
(USA) has remarked that it is straightforward to show that, using the fact that
for the Kronecker product A
 B is permutation equivalent to B
 A, AB is
also permutation equivalent to A
 B. Thus properties about AB follow from
corresponding properties for A
 B.
J. Gelonch: The contragredient equivalence for several matrices, 291: 37–49
(1999). Vladimir Sergeichuk of the National Academy of Sciences (Ukraine)
has written to say that the problem of finding canonical matrices for cyclic
systems of linear maps, investigated in this paper, belongs to the more general
theory of representations of quivers. One may consult the book Representa-
tions of finite-dimensional algebras by P. Gabriel and A.V. Roiter, Encylopedia
of Math. Sci., vol. 73 (Algebra VIII), Springer-Verlag, 1992 (reprinted in 1997),
especially section 11 on Representations of time quivers.
Bo-Ying Wang, Bo-Yan Xi, and Fuhzen Zhang: Some inequalities for sum
and product of positive semidefinite matrices, 293: 39–49 (1999). R. Bhatia has
pointed out that many of the results in this paper are either known or easy
consequences of known results. Theorem 1, (2) and (3), can be found e.g. in
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R. Bhatia and F. Kittaneh: On the singular values of a product of operators,
SIAM J. Matrix Anal. Appl. 11: 272–277 (1990). Theorem 2 has been known
for some years (see e.g. the book Matrix Analysis, Springer 1997, by R. Bhatia,
Problem III.6.13, Problem IX.8.6, and Theorem IV.2.13). Counterexamples to
B.9 (p. 42) can also be found in the book by Bhatia. The four statements on the
top of page 49 are restatements of the well-known Homan–Wielandt in-
equality. Theorem 3 on p. 45 has been known for many years; the trace of the
absolute value of a matrix is the Schatten 1-norm, called the trace norm, and it
is bigger than the absolute value of the trace.
William F. Trench: Asymptotic Distribution of the Spectra of a Class of
Generalized Kac–Murdock–Szego Matrices, 294: 181–192 (1999). The fol-
lowing corrections need to be made:
p. 182: Change ‘‘the eigenvalues of Knq are
kkn  1ÿ q
2
1ÿ 2q cos hkn  q2 ; k  1; 2; . . . ; n’’
to ‘‘the eigenvalues k1n < k2n <    < knn of Knq are given by
knÿk1;n  1ÿ q
2
1ÿ 2q cos hkn  q2 ; k  1; 2; . . . ; n’’
p. 182: Change ‘‘ wkn  F
2k ÿ 1p
2n 2
 
’’ to ‘‘wnÿk1;n  F
2k ÿ 1p
2n 2
 
’’.
p. 187: Change ‘‘For k  2; 3; . . . ; nÿ 2, kkn  F hkn’’ to ‘‘For k  2; 3; . . . ;
nÿ 1, knÿk1;n  F hkn’’.
p. 188 (the line above Eq. (22)): Change ‘‘if and only if Pnf  0’’ to ‘‘if xr is
nonzero for some r  1; . . . ; n and Pnf  0’’.
p. 188 (the line above Eq. (25)): Change ‘‘if and only if Qnf  0’’ to ‘‘if xr is
nonzero for some r  1; . . . ; n and Qnf  0’’.
p. 190: Change ‘‘ vkn  F
2k ÿ 1p
2nÿ 2
 
’’ to ‘‘vnÿk1;n  F
2k ÿ 1p
2nÿ 2
 
’’.
Art M. Duval and Victor Reiner: Perron–Frobenius and discrete nodal
domains, 294: 259–268 (1999). Art Duval and Victor write to say:
We are grateful to Profs. J. Leydold and P. Stadler (and others) for pointing
out that Theorem 6 and Corollary 7 in our paper are incorrect. These results
would have implied that an eigenfunction corresponding to the k-th smallest
eigenvalue of the discrete Laplace operator on a connected graph can de-
compose the graph into at most k nodal domains (see the paper for definitions).
We were not aware that simple counterexamples to this statement are well-
known, e.g. arising from the second eigenfunctions of star graphs [1,3].
The error in the proof of Theorem 6 stems from the fact that the last as-
sertion on p. 264 does not imply the first assertion on p. 265, which was
supposed to follow from it.
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There are at least two ways to correct these results by slightly weakening the
statement. One of these is Theorem 4 in our paper. Another is to consider weak
nodal domains or nonnegative, nonpositive regions, about which the following
‘‘weak nodal domain theorem’’ is stated in [1,2,3,4]: the number of nonpositive
regions plus the number of nonnegative regions is at most k for any eigen-
function corresponding to the k-th smallest eigenfunction of the discrete La-
place operator on a connected graph. Unfortunately, the proofs of this result
given in [1,3,4] are all either incorrect or incomplete – see the nice discussion
and short proof published recently in [2].
[1] Y. Colin de Verdie`re, Multiplicite´s des valeurs propers laplaciens discrete
et laplaciens continus, Rendiconti di Matematica 13 (1993) 433–460.
[2] E.B. Davies, J. Leydold, and P.F. Stadler, Discrete Nodal Domain
Theorems, preprint, 2000. Available from the Los Alamos e-print archive,
http://www.arxiv.org, as preprint math.SP/0009120.
[3] J. Friedman, Some geometric aspects of graphs and their eigenfunctions,
Duke Math. J. 69 (1993) 487–525.
[4] H. van der Holst, Topological and spectral graph characterizations,
Ph.D. thesis, Universiteit van Amsterdam, 1996.
Xuerong Yong: On the distribution of eigenvalues of a simple undirected
graph, 295: 73–80 (1999). Two conjectures were made in this paper concerning
simple graphs of order n and their symmetric adjacency matrices A:
(I) detA  ÿ1nÿ1nÿ 1 implies G is complete, and (II) j detAj 
k1A  nÿ 1 (where k1A is the largest eigenvalue of A) implies G is complete.
In a forthcoming paper, D. Olesky, P. van den Driessche, and J. Verner con-
struct an infinite family of counterexamples to (I) and analyze the eigenvalue
structure of this family. Jinsong Tam of Tohoku University (Japan) also
constructed three counterexamples to (I) and observed that (II) follows from
the well known Collatz–Singowitz theorem that k1A  nÿ 1 implies that G is
complete (see e.g. D. Cvetkovic´ and P. Rowlinson: The largest eigenvalue of a
graph: a survey, Linear Multilinear Algebra, 28: 3–33 (1990)).
Yaokun Wu, Qiao Li, and Xuyan Huang: On the matrix equation
Ak  J ÿ I , 295: 249–260 (1999). At the beginning of the second paragraph of
page 253, the following sentence was inadvertently omitted:
Relabel the segments of X i so that Xji  aji; bji where
a1i < b1i; a2i < b2i <    < ati < bti < a1i  n:
Without this sentence the meaning of aji and bji is not clear in the sequel.
M.T. Ho, A. Datta, and S.P. Bhattacharyya, Generalizations of the Her-
mite–Biehler Theorem, 302/303: 135–153 (1999). The authors write to say the
following:
The formula for the signature of a polynomial was originally derived in a
report by Ozguler and Kocan:
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[1] A. Bu¨lent O¨zgu¨ler and A. Aydın Koc¸an, An Analytic Determination of
Stabilizing Feedback Gains, Report Nr. 321, Institut fu¨r Dynamische Systeme,
Universita¨t Bremen, 1994.
We were aware of this report but did not understand it. Consequently we
obtained a simple and transparent derivation for the signature applicable to
real polynomials. This result was written up in a 1995 Texas A & M University
report of ours in which [1] was referenced. Regrettably the reference to [1] was
dropped in later publications, including our LAA paper, due to some unin-
tentional omissions on our part. We apologize for this error.
We have attempted to compensate for this by referencing [1] in two of our
recent papers [2] and [3]:
[2] Guillermo J. Silva, Aniruddha Datta and S.P. Bhattacharyya, Stabili-
zation of Time Delay Systems, Proceedings of the American Control Confer-
ence, Chicago, IL, June 2000, pp. 963–970.
[3] L.H. Keel and S.P. Bhattacharyya, A Generalization of Mikhailov’s
Criterion with Applications, Proceedings of the American Control Conference,
Chicago, IL, June 2000, pp. 4311–4315.
To quote from [2] ‘‘it is appropriate to mention that a formula for the
signature of a polynomial was first derived in [1]. This formula, applicable to
real polynomials with no imaginary axis roots except possibly a single
root at the origin was used in [1] to solve the constant gain stabilization
problem’’.
To conclude this comment we state that the derivation in our 1999 LAA
paper [4] is applicable to arbitrary real polynomials with no restrictions on root
locations. These results have been extended to the case of arbitrary complex
polynomials in [5].
[4] M.T. Ho, Aniruddha Datta and S.P. Bhattacharyya Generalizations of
the Hermite–Bieler Theorem, 302&303 (1999) 135–153.
[5] M.T. Ho, Aniruddha Datta and S.P. Bhattacharyya, Generalizations of
the Hermite–Bieler theorem: the complex case, to appear in this journal.
(The paper [1] is available at http://www.ee.bilkent.edu.tr/ ozguler/arti-
cle1.html.)
Zhengke Miao and Kemin Zhang: The local exponent sets of primitive di-
graphs, 307: 15–33 (2000). The authors report that, as suggested by Jian Shen,
their main theorem is in need of some correction. In view of the digraph D of
order 11 consisting of an 11-cycle v1; v11; v10; . . . ; v2; v1 and additional arcs
v1; v9 and v11; v9 for which expDk  37 k for k  9 and 10, the Main
Theorem on page 17 must be revised as follows:
Let n; k be integers with 26 k6 nÿ 1. Then
Enk  f1;2; . . . ;bnÿ 22=2c kg[
[
p;q2Ln
fmjmp;q;k6m6Mp;q;kg:
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Theorem 7 on page 32 should be deleted and the Remark on page 33 should
be revised as follows:
Combining [7,9] and the Main Theorem, we have
Enk  f1;2; . . . ;bnÿ 22=2c kg[
[
p;q2Ln
fmjmp;q;k6m6Mp;q;kg
for all n; k with 16 k6 n except 48 for n  11 and k  11. So the problem of
local exponent sets of primitive digraphs is completely solved.
Liping Huang: The explicit solutions and solvability of matrix equations,
311: 195–199 (2000). Harald Wimmer has pointed out that the matrix equation
dealt with in this paper,
P
AiXBi  C, has been considered before, see Example
5.4 in ‘‘Operator Substitution" by M.L.J. Hautus (205–206: 713–719 (1994))
and references given in that paper.
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