We present an implicitization algorithm which is free of extraneous factors if the rational parametric surface has no base points. This algorithm is based on the method of Sylvester for computing the resultant of three homogeneous polynomials in three variables. Some examples and computations illustrate the efficiency and limits of this method.
Introduction
The computation of the implicit equation of a rational parametric surface is in many applications the first step to deal with. The different methods of implicitization belong to two main classes.
The first class of methods relies on classical elimination theory. Iterated resultants in one variable or resultants in several variables are used to compute the implicit form. The computation of the resultant is not a trivial task (Gelfand et al., 1994; Cox et al., 1998) and very often leads to expressions spoiled by extraneous factors (Manocha and Canny, 1992) . For instance, the Macaulay method (Macauley, 1923) proposed by Chionh and Goldman (1992) requires a polynomial division for eliminating the extraneous factor. To obtain the implicit equation, the general methods of this class have so far introduced an intermediate expression of a higher degree than the expected final result. The implicit equation is then obtained via division, GCD computation or multivariable factorization. Direct methods, avoiding this last step, have only been proposed for particular surface families. These are the cases of tensor product (bi-p-ic) parameterizations (Sederberg and Chen, 1995) using the Dixon method (Dixon, 1908) and of parameterizations with no base points of degree ≤3 using partial derivatives of the Jacobian (Aries and Senoussi, 1997) .
The second class of methods are based on Gröbner bases (Becker and Weispfenning, 1993) . After having chosen the lexicographic ordering for which the block of x-variables is smaller than the block of y-variables, the algorithm gives a basis of the ideal spanned by the system of parametric equations. It is proven that one and only one element of this basis is independent of the x-variables and corresponds to the implicit equation with no extraneous factor (Becker and Weispfenning, 1993) .
These two sets of methods have been proposed and thoroughly studied by many authors for implicitization problems. Theoretically, the Buchberger Algorithm computing the Gröbner bases is more appealing since it can solve implicitization problems of all degrees and all dimensions. However, in practice it appears to be more time and memory consuming (Kapur and Saxena, 1995; Sturmfels, 1998) . For effective computations, we still prefer specialized algorithms from the old-fashioned approach of resultants.
In this paper, we present a new implicitization algorithm for rational parametric surfaces also based on the resultant method. This algorithm is specially designed for faithful parameterizations with no base points. It seems to be the most direct implicitization method which is both fast and general. The implicit equation is obtained straight away with no division, factorization or GCD computation. It is constructed by adapting the Sylvester method. This latter is well described by Salmon (1885) and computes the resultant of three plane curves of the same degree. Instead of beginning with the three classical parametric equations, this algorithm, referred to as ASSIA (Adapted Sylvester Surface Implicitization Algorithm), uses the four homogeneous polynomials of the parameterization symmetrically.
For unfaithful parameterizations, ASSIA produces the implicit equation to a certain power. We noticed, but were unable to rigorously prove, that some minor modifications including possibly a factorization step make it sufficient for dealing with base point parameterizations.
We end this introduction with a brief description of notations used. Section 2 is devoted to presenting the Sylvester resultant method. In Section 3 we propose our implicitization algorithm for rational surfaces and prove its accuracy. Some comparative computations using examples are performed in Section 4. The advantages and drawbacks of the algorithm and hints as to its extension are discussed in the concluding Section 5.
Notations. The set A n,r of non-negative integer multi-indices q = (q 1 , . . . , q n ) satisfying |q| = n i=1 q i = r has cardinality n−1+r n−1 . In this paper, it will represent the set of multivariable r-degree monomials x q = x q1 1 , . . . , x qn n in complex variables x = (x 1 , . . . , x n ). Its elements are enumerated in the lexicographic ordering.
In projective geometry, a rational parameterized surface y = P (x) is a homogeneous vector polynomial P : C 3 −→ C 4 , with
For the sake of convenience, we shall often replace a polynomial P by its coefficients π = (π i,q , i = 1 ≤ 4, q ∈ A 3,r ). The projective closure S π of the image S π = P (C 3 ) is the smallest projective variety containing S π . The surface S π is an irreducible projective variety and generally differs from S π . The variety S π has an implicit equation I π (y) = 0 if it is of dimension 2. Lastly, note that a pointx = 0 which satisfies P (x) = 0 is said to be a base point and that a birational map P is said to be faithful.
Sylvester Resultant of 3 Plane Curves
A method for computing the resultant of three homogeneous polynomials Q i (x) of the same degree r in variables x ∈ C 3 , was proposed by Sylvester in 1852 and reported later by Salmon (1885) . Formal proof of its accuracy was given only recently by Gelfand et al. (1994) . For the sake of completeness and to show how this method can be adapted to the implicitization problem in the next section, we present it in our notations. Following Salmon, we consider the system:
and perform the following elementary transformations:
• Step 1. We multiply each Q i by elements xq,q ∈ A 3,r−2 , to obtain 3 2+(r−2) 2 = 3r(r − 1)/2 homogeneous polynomials of degree 2(r − 1):
Note that this step is superfluous if r = 1.
• Step 2. In order to eliminate the monomials {x t , t ∈ A 3,2(r−1) }, we define
additional equations as follows: For each multi-index α = (α 1 , α 2 , α 3 ),|α| = r − 1, in A 3,r−1 , we write the initial polynomials as:
The coefficients A j (i,α) are polynomials in the variables x. This decomposition is not uniquely defined, but this has no effect on the final result. Then, we compute the
which all have the same degree 2(r−1) = (r−(α 1 +1))+(r−(α 2 +1))+(r−(α 3 +1)) in x.
• Step 3. Lastly we bring together equations (2.3) and (2.5) in the matrix
where κ denotes the set of all the coefficients of the system of equations (2.2).
Theorem 1. Homogeneous polynomials Q i (x), i = 1, 2, 3 of a same degree r have a common root if and only if det R(κ) = 0. This means that det R(κ) is the resultant of
Proof. See Gelfand et al. (1994) for a formal proof and Cox et al. (1998) for a detailed proof. 2
Implicitization by Sylvester Resultant
We consider the homogeneous coordinates y i = P i (x) of a rational parameterization of degree r,
As above, we identify P with its coefficients π = (π (i,q) , i ≤ 4, q ∈ A 3,r ) and denote S π the corresponding surface.
direct method
The usual implicitization method of rational surfaces begins with the equations:
A direct application of the Sylvester resultant method to these equations yields a polynomial of degree 3r 2 in the coefficients of the Q i and thus of degree 3r 2 in the variables y. Since, by the elimination theory, the implicit equation I π (y) = 0 is at most of degree r 2 in y, an extraneous factor of degree 2r 2 exists, which corresponds in fact to the factor y 2r 2 4 . Even if this extraneous term disappears in affine coordinates, i.e. y 4 = 1, the intermediate computations of the determinant involve monomials of degree higher than r 2 (see the comparative computation times of examples in Section 4). To avoid these drawbacks, we propose the following modification.
adapted Sylvester surface implicitization algorithm: ASSIA
Let us proceed as follows.
• Step 1. Add a fourth variable λ to obtain homogeneous equations of the same degree r,
Then, multiply the Q i by monomials xq,q ∈ A 3,r−2 to obtain m 1 = 4
homogeneous polynomials of degree l = 2(r − 1) in (x, λ):
(3.8)
•
Step 2. For each multi-index α ∈ A 3,r−1 , write equations (3.7) as,
− y i λ r and compute:
Note that, (i) Q α (x) = 0 for all α, ifx = 0 is a common root of P 1 , . . . , P 4 .
(ii) The m 2 = 2+(r−1) 2 polynomials Q α (x) have degree l in x since (r − (α 1 + 1)) + (r − (α 2 + 1)) + (r − (α 3 + 1)) = 2(r − 1) = l. (iii) The coefficients b (α,t) (π, y) are homogeneous polynomials in Z[π, y] of degree 4, linear in y and of degree 3 in π.
• Step 3. Write the equations (3.8) and (3.9), as:
This system forms an m × m square matrix, Proof.
(1) Let us note that, in homogeneous coordinates the representation P (x) = y is equivalent to P (x) = yλ r , whatever the value of λ = 0. Considering the four polynomial equations (3.7) in four variables (x, λ), by the general theory of resultants (Gelfand et al., 1994) , a unique (up to the sign) irreducible polynomial (the resultant) R(π, y) exists in Z[π, y]. This latter polynomial vanishes for (π,ȳ) if and only if the corresponding systemQ i (x, λ) = q∈A3,rπ (i,q) x q −ȳλ r , i ≤ 4, has a non-trivial solution (x,λ).
(2) Note that R(π,ȳ) = 0 occurs only in the following cases:
(i)x = 0,λ = 0 is a meaningless case since it corresponds toȳ = 0.
(ii)x = 0,λ = 0, means thatP (x) = 0 andx is a base point ofP .
(iii)x = 0,λ = 0, corresponds toP (x) =λ rȳ , i.e.P i (x) =ȳ i has a non-trivial solutionx/λ, i.e.ȳ ∈ S π and then I(π,ȳ) = 0. Hence, the resultant and the implicit equation being both irreducible must coincide if S π has no base points.
(3) Taking F (π, y) = det(F) we see that: = r 2 in the variable y. (iii) To compare the respective degrees of F and I π in π and y, note that the implicit equation I π of a rational parameterized surface S π , P (x) = y has degree r 2 in the variables y if the parameterization is faithful. We now prove that the coefficient α (r 2 ,0,0,0) (π) of I π (y) = s∈A (4,r 2 ) α s (π)y s has degree 3r 2 in the variables π:
On the one hand, we know that the resultant r(P 2 , P 3 , P 4 ) of three polynomials has degree 3r 2 in π (the coefficients of P 2 , P 3 , P 4 ).
Then, r(P 2 , P 3 , P 4 ) = 0 implies that a common rootx of P 2 , P 3 , P 4 exists. If the surface S π has no base points, P (x) = (1, 0, 0, 0) belongs to S π and I π ((1, 0, 0, 0)) = α (r 2 ,0,0,0) (π)=0. Thus α (r 2 ,0,0,0) (π) is a multiple of r(P 2 , P 3 , P 4 ) and I π is at least of degree 3r 2 in π. (iv) On the other hand, from the construction, F (π,ȳ) = 0 whenever P has no base points and R(π,ȳ) = 0 and then R (or I) divides F . But having the same degrees r 2 in y and 3r 2 in π, they should coincide. (v) For unfaithful parameterizations, we have F = I τ p for some integer τ > 1 (Manocha and Canny, 1992) . 2
Examples
The table below sums up the cardinality of the main parameters involved in the computation of the implicit equation of a rational parametric surface with no base points. If r is the degree of the polynomials P i , the matrix F of (3.10) is of size m × m with m = r(5r − 3)/2. Its upper and lower blocks have, respectively m 1 = 2r(r − 1) and m 2 = (r + 1)r/2 rows. Its left and right blocks have, respectively, d 1 = r(2r − 1) and d 2 = r(r − 1)/2 columns. The implicit equation is of degree r 2 in y and thus has at most N = (r 2 + 3)(r 2 + 2)(r 2 + 1)/6 coefficients. Each coefficient of the implicit equation is of degree T = 3r 2 in π (the coefficients of the initial parametric polynomials P i ). The following examples have been performed with an Ultra 60 Sparc Sun machine, using version 4 of Maple V. For computing the determinant we used the standard function ffgausselim (fraction free Gauss elimination), because the standard function det appears to be very slow and even erratic if high degree polynomials are involved.
linear parameterization
For a linear parameterization y i = π i,1 x 1 + π i,2 x 2 + π i,3 x 3 , i ≤ 4, ASSIA leads to a matrix with the single element det(π i,j , y i ) i≤4,j≤3 .
second degree parameterization
The rational parameterizations of degree 2 have been classified in projective geometry by Coffman et al. (1996) . These are the well known Roman Steiner surfaces, i.e. quartics characterized by three double lines from one point. If the polynomial equations are written
2 + e i x 2 x 3 + f i x 2 3 , i ≤ 4, we obtain the 7 × 7 matrix
If the coefficients π = (a i , b i , . . .) are random 6-digit integers, the computation of the 35 coefficients of the implicit equation takes about 0.2 seconds using ASSIA and not much more time using the direct method.
inversion formula
If the parameterization has no base point and is faithful, ASSIA provides the coordinates of the pre-imagesx of simple points y ∈ S π , via the cofactors C i,j (y) of the matrix F (Aries and Senoussi, 1997):
x 1 (y) = C 7,7 (y),x 2 (y) = C 6,7 (y),x 3 (y) = C 5,7 (y) (4.11) wherex are polynomials of degree 2 in y. Note that S π has three double lines, the preimages of which form a triangle with an implicit equation T (x). The substitution of P (x) for y yields the equationsx i (P (x)) = x i T (x).
third degree parameterization
If the coefficients (π i,q , i ≤ 4, q ∈ A 3,3 ) are random 6-digit integers, the computation of the 220 coefficients of the implicit equation takes about 40 seconds with ASSIA and about 280 seconds with the direct method.
inversion formula
If the parameterization has no base points and is faithful, several formulas can be used to derive the coordinates of pre-images. For example, the following formulas
, where T (x) is a polynomial of degree 18 in x. This formula fails in the image of the curve T (x) = 0 and in the image of the line (x 1 , x 2 , 0). But this can be bypassed by using other similar formulas, such as: C 15,18 , C 15,17 , C 15,16 )(y) orx (3) (y) = (C 18,18 , C 18,17 , C 18,16 )(y) which satisfiesx (2) (P (x)) = xx 2 2 T (x) andx (3) (P (x)) = xx 2 1 T (x).
fourth degree parameterization
If the coefficients π are random 6-digit integers, the computation of the 969 coefficients of the implicit equation requires about 3.5 hours using ASSIA and about 40 hours using the direct method.
higher degrees
The implicitization of general rational surfaces of higher degree remains difficult if the specificity of the parameterizations is not taken into account. When the implicitization is only required for determining the intersections of some specified lines (or rays): y = λ 1 y
(1) + λ 2 y (2) with the surface, we may substitute λ = (λ 1 , λ 2 ) for (y 1 , . . . , y 4 ) in the matrix F and compute the determinant straight away.
If r = 4 the computation of the 17 coefficients of the 16-degree polynomial in λ takes less than 1/2 min using ASSIA and about 30 min using the direct method without counting the time for the division of the determinant by the polynomial (λ 1 y
32 . For r = 5 the computation of the 26 coefficients of the 25-degree polynomial in λ takes less than 6 min with ASSIA.
More generally, the method can be applied to the intersections of a surface with parametric curves of high degree. For a 3-degree rational curve and a 4-degree rational parametric surface, the determinant, a polynomial of degree 48 in λ, is obtained in about 3 min.
Conclusion
In this paper we presented an implicitization algorithm for rational parametric surfaces which have no base points. This algorithm is derived from the old Sylvester method which calculates the resultant of three polynomials in two variables. To our knowledge, this algorithm is the most efficient for general parameterizations with no base points. Of course methods adapted to certain types of surfaces exist and are more competitive in these particular cases. For example, the adaptation of the Dixon eliminant (Dixon, 1908) by Sederberg and Chen (1995) is free from extraneous factors and is known to be optimal for bi-p-ic surfaces.
At present, this algorithm deals only with surfaces having no base points. To extend this approach to surfaces with base points, one possible way is to adapt the Manocha and Canny perturbation technique (Manocha and Canny, 1992) . A second way is to take the following heuristic approach further.
The fraction free Gauss elimination procedure applied to the matrix F yields a right upper triangular matrix F . If F is of full rank, its lower and single element is simply the implicit equation. Otherwise, we have noticed in many examples that each element of the lower non-null row of F is a multiple of the implicit equation. GCD and factorization operations are thus needed. The implicit equation corresponds to the factor which vanishes when substituting P (x) for y. This heuristic approach behaves rather well in the cases of the 4-degree parameterization of the torus, the Boy's surface, the case of four circles, the bilinear, biquadratic and bicubic rational parameterizations. But in the last two examples, ASSIA does not get the better of the optimal Sederberg algorithm.
For the high degree parameterizations, the last step of the algorithm corresponding to the computation of the determinant consumes much time. We expect that methods taking into account the specific structure and zero locations of the matrix F will lead to significant improvements.
