ABSTRACT Due to an increasingly instrumental role in dynamic spectrum access, spectrum prediction causes extensive concern. Recently, the long-term spectrum prediction scheme based on tensor completion (LSP-TC) was proposed, which performs prediction over a time-frequency-day spectrum tensor model. Nevertheless, LSP-TC suffers from missing data and sparse anomalies. In this paper, we show that the lowrank property of the tensor model may be destroyed by sparse anomalies, resulting in an invalid tensor completion. Therefore, robust tensor recovery (RTR) is introduced to fill the missing data and separate anomalies from the observation data. On the other hand, the regularity of the data sequences may also be severely affected by anomalies and missing data. To this end, a new prediction scheme named robust longterm spectrum prediction (RLSP) is proposed. Specifically, it alternatively performs prediction on partial data sequences (also referred to as pre-fill operation) and RTR in an iterative way, which not only reduces the damage to data sequence regularity brought by anomalies and missing data but also improves the accuracy of spectrum prediction. Finally, simulations based on the synthesis of data and real-world satellite spectrum data are given to show the superiority of our proposed RLSP over LSP-TC.
I. INTRODUCTION A. BACKGROUND AND MOTIVATION
Nowadays, efficient and intelligent spectrum resource management has emerged as an important problem in various fields, and dynamic spectrum access based on spectrum sensing offers an effective way to improve the spectral efficiency, where the dynamic access opportunities of secondary users are enhanced without disturbing the normal spectrum usage of primary users [1] - [5] . However, with the increasingly large number of devices, traditional technology of spectrum sensing is confronted with unaffordable energy consumption and processing delays, etc. Different from spectrum sensing, spectrum prediction offers an alternative way for data collection, where internal relations over time and frequency contained in the spectrum data can be fully utilized [6] - [8] .
Currently, most of the works on spectrum prediction mainly focus on short-term prediction, and the prediction performance degrades gradually with the extension of prediction time. In particular, short-term prediction is able to yield the spectrum prediction of a single time slot, where the prediction operates slot by slot in a forwards order. Different from short-term prediction, long-term prediction aims to obtain a data sequence prediction of multiple time slots, which is more attractive in applications of interest. Unfortunately, the research about long-term spectrum prediction is still in the very early stage.
B. RELATED WORK
The basic work of spectrum prediction mainly exploits the correlation of time-series data to infer the future spectrum state [9] - [13] . Typically, based on frequent pattern mining of binary historical spectrum occupancy data, a twodimensional spectrum prediction scheme is proposed in [14] . In [6] and [7] , the correlation of time domain and frequency domain of spectrum data is investigated and the approximately low-rank structure of temporal-frequency spectrum data matrix is revealed. Then, by integrating the time series prediction technique and matrix completion, a joint spectrum prediction scheme is proposed to achieve the spectrum state prediction of all the frequency points at the next time slot simultaneously. However, these prediction schemes operate in a slot-by-slot manner, which is known as shortterm spectrum prediction. Although prediction over multiple time slots can be achieved, the size of time slots is limited [15] .
On the other hand, in order to perform long-term spectrum prediction, the tensor model is introduced and a longterm spectrum prediction scheme based on tensor completion (LSP-TC) is proposed in [16] . Specifically, a pre-fill operation is performed, which converts the long-term spectrum prediction into a tensor completion problem. In particular, according to the historical spectrum data, pre-fill serves as a fundamental tool to make prediction over a few selected data sequences. Then, based on it, tensor completion algorithms can be simply applied for the data prediction.
However, the validity of LSP-TC is based on a latent assumption, namely, there is no anomalies in historical spectrum data. Otherwise the low-rank structure of the tensor model may never hold, rendering tensor completion inapplicable. Unfortunately, such an assumption can not be fulfilled in practice. Meanwhile, anomalies as well as missing data also have an negative impact on the prefill operation. More precisely, the regularity of the data sequences selected for pre-fill may be destroyed, and considerable prediction performance loss becomes inevitable. Unfortunately, this problem was not fully considered. Therefore, to summarize, there are two issues worthy of further exploration: 1) How to achieve effective long-term spectrum prediction when anomalies appear in the historical spectrum data; 2) How to reduce the impact of anomalies and the missing data on the prediction results obtained by pre-fill.
C. CONTRIBUTIONS
In this paper, to address the above two problems, robust tensor recovery (RTR) is firstly introduced to achieve the completion of missing values and the separation of anomalies. Then, the robust long-term spectrum prediction (RLSP) is proposed, which adopts a framework of alternatively performing pre-fill and robust tensor recovery. By doing this, the predicted values obtained by pre-fill is updated along with the iteration of robust tensor recovery, which reduces the negative impact brought by anomalies as well as missing data. Overall, the contributions of this paper are summarized as follows:
• Investigate the impact of anomalies on the low-rank property of tensor.
• Introduce robust tensor recovery to remove the effect of anomalies in tensor completion.
• Propose RLSP algorithm to reduce the effect of anomalies and missing data in pre-fill operation.
D. ORGANIZATION AND NOTATION
The remainder of the paper is organized as follows. Section II presents the construction process of time-frequency-day tensor model for spectrum prediction and explores how to convert long-term spectrum prediction with anomalies and missing data to robust tensor recovery. Section III first gives a detailed derivation process of the optimization model of rank and sparsity minimization and investigates the impact of anomalies on the rank of tensor. Based on these, a new algorithm named as RLSP is developed. In section IV, the simulations are carried out and comparison of LSP-TC and RLSP is performed. In section V, conclusions are drawn. Notation: We denote scalars as lowercase letters (a, b, c, · · · ) and bold lowercase letters as vectors (a, b, c, · · · ). Matrices is denoted by boldface capitals (A, B, C, · · · ). We use subscript lower-case letters i, j in the meaning of indices and a i,j represents an element of matrix A. Additionally, we denote tensor by calligraphic letters (A, B, C, · · · ). X (n) is a matrix unfolded by tensor X in the n-th mode. Conversely, fold n [X (n) ] folds the matrix X (n) to the tensor X in the n-th mode. We also write N I to denote the integer set {1, 2, · · · , I }. For mathematical operator, denotes Khatri-Rao product and • represents outer product.
II. MODEL FORMULATION A. TENSOR MODEL OF SPECTRUM DATA PREDICTION
Tensor is the extension of vector and matrix to higher dimensions. As a basic mathematical tool, it has been widely applied in data analysis and mining [17] - [19] . For a tensor X ∈ R I 1 ×I 2 ×···×I N , it is apparent that its order is N . I 1 , I 2 , · · · , I N −1 and I N are the size of corresponding dimension respectively.
For large-scale historical spectrum data, a series of spectrum data matrices X d can be constructed, where 1 ≤ d ≤ D + 1 represents the d-th day. Every matrix stands for set of elements of different time slots and frequency points in one day. Viewing these matrices as consecutive slices, a three-order tensor X ∈ R T ×F×(D+1) can be constructed as
where
-th day's spectrum data to be predicted. However, given X D+1 = 0 T ×F , it is infeasible to apply tensor completion. To this end, an alternative way is to predict a few elements of matrix X D+1 ahead of tensor completion, and this process is known as pre-fill operation. Then, as shown in Fig. 1(c) and Fig. 1(d) , a new matrix X D+1 is formed and a new tensor X is constructed as
where tensor completion can be carried out thereafter. Specifically, as shown in Fig.1 , the establishment of tensor model of long-term spectrum prediction is divided into the following four steps:
1) Construct a tensor model of large-scale historical spectrum data. 2) Select partial data sequences to perform pre-fill operation from the tensor {X 1 ; X 2 ; · · · ; X D } and obtain the corresponding prediction values. 3) Construct the matrix X D+1 with the prediction values obtained by pre-fill and set all other elements of X D+1 to be zeros. 4) Construct the tensor model of long-term spectrum prediction by performing X = {X 1 ; X 2 ; · · · ; X D ; X D+1 }.
However, the entire construction process is anomaly-free. When sparse anomalies appear in the historical spectrum data, the new constructed tensor model should be as shown in Fig. 2(a) . In Fig. 2 (b) and Fig. 2(c) , it is shown that the new data sequence is the combination of the historical data sequence and the predicted value obtained by pre-fill. However, the missing values and anomalies in the historical data sequence do exist, which may damage the intrinsic regularity of the selected data sequence. Moreover, the existence of anomalies may also destroy the approximately low-rank property of the above time-frequency-day spectrum tensor model, resulting in an inapplicable tensor completion.
B. OPTIMIZATION MODEL OF ROBUST TENSOR RECOVERY
Robust tensor recovery is to propagate inherent structure to fill missing values and separate anomalies from the observation of multidimensional data. In essential, a mathematical optimization problem of rank and sparsity minimization is formulated by exploiting the low-rank property of high-order tensor and the sparsity of anomalies.
In real world, high-dimensional and large-scale data can be universally denoted by a tensor X ∈ R I 1 ×I 2 ×···×I N . Unfortunately, the ideal data can not always be obtained and the acquired data, denoted by T ∈ R I 1 ×I 2 ×···×I N , may be contaminated by a tensor E ∈ R I 1 ×I 2 ×···×I N of anomalies, which leads to X +E = T . If the sampling set is , then the problem, which is depicted as getting the ideal data tensor X from the VOLUME 7, 2019 observation tensor T , can be formulated as the following optimization problem:
where E 0 is the number of nonzero elements in tensor E and λ is a positive scalar. However, the above optimization problem is nonconvex since the function rank(X ) and the norm E 0 are both nonconvex, leading to an NP-hard problem. Fortunately, the norm · 1 is the tightest convex envelop of the norm · 0 for matrices or tensors. Meanwhile, the trace norm · * of a matrix is the tightest convex envelop of rank(·). Accordingly, the rank of a tensor can also be substituted by the trace norm · * of tensor. Therefore, the convex relaxation of problem (3) can be expressed as:
As for the trace norm of tensors, an explicit definition of · * has been given in [20] from the perspective of the multilinear rank of tensor:
where α n is a positive parameter for n ∈ N N and N n=1 α n = 1, which means that trace norm of tensor X is a weighted average of trace norm of all matrices obtained by the unfolding of tensor in all modes. Note that the trace norm of matrix is the sum of all the singular values and it is a convex function. So, the trace norm of tensor defined in Eq. (5) is also convex. Applying this definition to problem (4), we can get the following relaxed expression:
In fact, for three-dimensional historical spectrum data, missing data and anomalies are inevitable. Through pre-fill operation, the future spectrum prediction is converted into the problem of filling missing entries and separating anomalies, which corresponds to the optimization model of robust tensor recovery.
III. RLSP ALGORITHM DESIGN
In this section, we introduce auxiliary variables to solve the optimization problem (6) . Then, the impact of anomalies on low-rank property of tensor is fully studied and the detail of pre-fill operation is elaborated. Based on these, the design rationale of the proposed algorithm scheme is analyzed and presented. Finally, a robust and accurate algorithm named as RLSP is developed to achieve long-term spectrum prediction in the case of existence of missing values and anomalies.
A. METHOD OF SOLVING OPTIMIZATION PROBLEM
For problem (6) , due to the mutual dependence of matrices unfolded by tensor X , which results from sharing common values in different arrangements for multiple matrices, it is hard to exploit the existing methods to solve the problem. An effective method is to introduce auxiliary variables M n and Q n , n = 1, · · · , N , and the problem (6) is reformulated as
Compared with problem (6), problem (7) does not require equality among both the auxiliary variables M n 's and Q n 's. This relaxation allows the problem decomposed into N similar convex optimization problems, which is solvable by applying the augmented Lagrangian function [21] - [23] .
Then, we can define the augmented Lagrangian function as follows:
where µ is a vector composed of [µ 1 , µ 2 , · · · , µ N ], with all parameters satisfying µ n > 0 for any n ∈ N N , and < X , Y > is the inner product of tensor X and tensor Y. It can be also endowed with < X ,
Furthermore, note that when involved with tensor X in the Lagrangian function, the constraint X = T should be added.
Based on the augmented Lagrangian function in Eq. (8), one can solve problem (7) by updating X , M's, Q's and Y's iteratively.
The process of solving the above problem is based on the solutions of the two optimization problems below [24] , [25] .
where W = U V T by SVD. S ε [x] is soft threshold shrinking operator defined as
It is worth remarking that the above operator is performed on scalars. For vectors, matrices and tensors, the operator should be performed on all elements respectively.
Referring Eq. (10) and Eq. (11), closed form solutions for variables M's, Q's can be achieved. Besides, we can also get the closed form solution of tensor X by searching the extreme point of function when other variables are fixed. More specifically, all the closed form solutions are as follows:
It is obvious that problem (7) and corresponding solution process in this paper are both variants of the model of tensor recovery and TR-MALM algorithm in [26] . There have been mature theory analysis to validate the convergence [27] , [28] .
B. IMPACT OF ANOMALIES ON LOW-RANK PROPERTY
For both matrix completion and tensor completion, the lowrank property is the foundation of implementing completion of missing values from observation values. However, when observation values are contaminated by some anomalies, the low-rank property may be destroyed. For matrix, we can study the distribution of singular values to determine its rank. As for tensor, there is no relevant definition that is similar to the singular values for matrix until now. In the following, from the perspective of matrices unfolded by tensor in all the modes, the effect of anomalies on the low-rank property of tensor is deeply explored.
An N -th order tensor M is rank-1 if it consists of the outer product of N nonzero vectors u (1) ∈
∈ R I N ×1 . In this case we write M = u (1) • u (2) • · · · • u (N ) . For any tensor X ∈ R I 1 ×I 2 ×···×I N , it can be decomposed as follows:
So, the rank of tensor X is defined by
Along the n-th mode, the rank-R tensor is unfolded to get the matrix X (n) :
in which U (n) ∈ R I n ×R for any n ∈ N N . The n-rank of X , indicated by rank n (X ), is the rank of the matrix X (n) . A tensor satisfying r n = rank n (X ) for n ∈ N N is also called a rank-(r 1 , r 2 , · · · , r N ) tensor, and the N -tuple (r 1 , r 2 , · · · , r N ) is called the multilinear rank of X [29] . It can be generally established that rank n (X ) ≤ rank(X ) in accordance with equation (18) . According to the inequality, if a tensor X is a low-rank tensor satisfying rank(X ) min{I 1 , · · · , I N }, we can draw the conclusion that the matrix X (n) unfolded by tensor X in the n-mode is also low-rank with rank n (X ) min{I 1 , · · · , I N } for any n ∈ N N . Conversely, as long as there exists one matrix X (n) , whose rank is relatively large, the rank of tensor will be also large. In this perspective, in order to investigate the impact of anomalies on the rank of tensor, we can explore the impact on the rank of matrices unfolded by tensor in all modes.
In order to perform rank analysis, a third-order tensor X ∈ R 50×50×50 is generated by outer product of three matrices U 1 ∈ R 50×10 , U 2 ∈ R 50×10 and U 3 ∈ R 50×10 , each of which is subject to uniform distribution for all elements. Then, different numbers of anomalies are injected into tensor X randomly, accounting for 5%, 10%, 15% and 20% respectively. These anomalies are distributed uniformly in the interval [0, 10]. The simulation results are shown in Fig. 3 , Fig. 4 and Fig. 5 .
From Fig. 3 to Fig. 5 , the three figures show the distributions of singular values (SVs) of three matrices, unfolded in three modes of tensor X respectively, In Fig. 3 , regardless of the number of anomalies injected into the tensor, the matrix becomes full-rank from the initial low-rank matrix. More specifically, the initial rank is at most 10. This is also the case in Fig. 4 and Fig. 5 . According to inequalities rank n (X ) ≤ rank(X ) for n = 1, 2, 3, It is concluded that the existence of anomalies has a destructive effect on the low-rank structure of tensor. 
C. DETAIL OF PRE-FILL OPERATION
The pre-fill operation is to perform prediction on the minority of the data sequences ahead of robust tensor recovery. For the three-order tensor X ∈ R T ×F×D of historical spectrum data, it can be viewed as the matrices flow, namely X = {X 1 ; X 2 ; · · · ; X D } along the day direction. When fixing frequency point f and time slot t, the index tuple (t, f ) can be constructed and the data sequence X t,f ,: is acquired. All the index tuples selected for pre-fill make up index set . The pre-fill operation in the index set is composed of prediction of corresponding single data sequence. The 'predict' operator performed on single data sequence can be expressed as
where x t,f ,D+1 is the predicted value at t-th time slot and f -th frequency point and
Based on Eq. (19), we can define pre-fill operator pref (·) performed on the historical spectrum data tensor X :
Performing pref (·) on tensor X , the pre-fill matrix X D+1 can be obtained by X D+1 = pref (X ). Thus, the new tensor X can be constructed in the form of X = {X ; X D+1 }.
Note that function pred(·) is not defined explicitly because of the difference of regularity of data sequences in various scenarios. In the following simulations, for the designed synthesis data in the form of three-order tensor, we keep the function pred(·) consistent with evolution law because of the strong regularity of the data sequences along the third dimension. Owing to the weak fluctuation of data sequences at the same frequency point and time slot for the acquired satellite spectrum data, we define the function pred(·) as averaging, namely x t,f ,D+1 = mean(X t,f ,: ). In addition, it is also remarkable to decide how many percentage of data sequences are selected for pre-fill operation. For the pre-fill operation, the prediction values are acquired without the utilization of the correlation of time slots and frequency points, so the prediction deviation is relatively large. If the proportion of data sequences selected for pre-fill is large, the prediction deviation of pre-fill will affect the prediction accuracy and slow down convergence of our proposed RLSP. On the contrary, if the proportion of data sequences is small, the number of missing values is too large to apply robust tensor recovery. Therefore, in the following simulations of two scenarios, one percentage of data sequences is selected for the pre-fill operation.
D. RATIONALE AND DESIGN OF RLSP ALGORITHM
As shown in Fig. 2(a) , for the historical spectrum data tensor X ∈ R T ×F×D , there are not only normal values, but also missing values and anomalies. In this case, in order to achieve effective long-term spectrum prediction, it is necessary to eliminate the impact of missing values and anomalies. On the one hand, the low-rank property of tensor can be destroyed by anomalies, which makes tensor completion no longer applicable. However, our proposed RLSP introduces robust tensor recovery to long-term spectrum prediction, which can realize the completion of missing values and separation of anomalies. On the other hand, for the data sequences used for pre-fill, the regularity may be affected by missing values Algorithm 1 RLSP Algorithm Input: the index set of pre-fill operation, sampling index set , the new sampling tensor T = {X ; pref (X )} .
while notconverged do 3: for n = 1, . . . , N do 4:
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end for 10:
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end for 14: for n = 1, . . . , N do 15:
end for 17: k ← k + 1 18: end while and anomalies. Especially, this will cause that the predicted values obtained by pre-fill operation have a large deviation, and in turn, the performance of long-term spectrum prediction will also decline seriously.
Fortunately, along with the iteration of robust tensor recovery, the new tensor, which converges to the ideal tensor without missing values and anomalies, can be acquired continuously. RLSP updates the predicted values obtained by pre-fill operation based on the acquired new tensor. Interaction between pre-fill operation and robust tensor recovery promotes performance improvement. In other words, the increasing accuracy of pre-fill makes robust tensor recovery more accurate. Conversely, as robust tensor recovery iterates, the predicted values obtained by pre-fill are also more accurate with the update based on the new acquired tensor. To summarize, our scheme of RLSP is presented in Algorithm 1.
Note that vector µ composed of [µ 1 , µ 2 , · · · , µ N ] is not only the regularized parameter of Lagrangian function in Eq. (8) = ρµ k in line 15, where ρ ∈ [1, 1.2], and it is an effective strategy to accelerate the convergence of algorithm [30] .
The final output is given by M = (7) with k increasing. Hence, the sequence (
converges to an optimal solution (X * , E * ) of problem (6) [27] .
IV. EXPERIMENTAL RESULTS
In this section, experiments in different scenarios are performed to verify the effectiveness and stability of our proposed RLSP. For the simulation data, the one is the randomly generated synthesis data with explicit regularity, and the other is the collected real-world satellite spectrum data.
In simulations, in order to quantitatively evaluate the prediction performance, prediction error needs to be quantified. Therefore, the absolute value accumulation error (AVAE) is adopted to quantify the magnitude sum of the prediction error. In long-term spectrum prediction, the real data matrix of the (D + 1)-th day is denoted by X D+1 , and the predicted data matrix is denoted by X D+1 . Then, the prediction AVAE of the (D + 1)-th day is defined as follows
where x t,f ,D+1 is the predicted value of the (D + 1)-th day at the t-th time slot and the f -th frequency point.
A. SYNTHESIS DATA
In order to produce a third-order tensor X ∈ R 50×50×51 suitable for prediction, we generate randomly a tensor X 1 ∈ R 50×50×10 first, which is the outer product of three matrices U 1 ∈ R 50×10 , U 2 ∈ R 50×10 and U 3 ∈ R 10×10 . Along the third mode, we can produce tensor X on the basis of X 1 . The operation is as follows:
X :,:,1:10 = X 1 , (22) where β k ∈ [0.9, 1] for any k ∈ N 41 . The tensor X generated in this way is regular and predictable in the third mode. The matrix X :,:,51 can be viewed as the standard data to quantify the prediction error.
In Fig. 6 , it is obvious that the prediction performance of RLSP is better than LSP-TC. Moreover, the proportion of missing data has less effect on prediction error of RLSP. For LSP-TC, as the proportion of missing data increases, the prediction error also rises, which is because of the damage of missing values to the regularity of pre-fill data sequences. As shown in Fig. 7 , the prediction performance has a serious drop for LSP-TC. However, RLSP still performs well despite the existence of anomalies. In Fig. 8 , it can be concluded that the prediction error also rises with the increasing number of anomalies for RLSP. 
B. SATELLITE SPECTRUM DATA
The development of satellite technology makes it possible to achieve long-term and efficient spectrum data collection. the satellite spectrum data in the following simulations is distributed in the bandwidth of 5410MHz∼5610MHz. Satellite samples 32 times in a bandwidth of 20M, and it takes 8.6 seconds to achieve all the acquisitions in the 200M bandwidth. Satellites collects spectrum data from 11:00 am to 5:00 pm in every day. Therefore, a 2500 × 320 matrix can be constructed with the collected spectrum data in a day. From January 1, 2017 to January 15, 2017, spectrum data in a total of 15 days is collected. a 2500×320×14 tensor can be formed with the data of the first fourteen days, and it is hoped to predict the spectrum data in the fifteenth day by the proposed RLSP algorithm. the collected satellite spectrum data in the fifteenth day is viewed as standard to evaluate the prediction performance. Due to the satellite sampling mechanism, data loss in the entire frequency bandwidth occurs in partial consecutive time periods. Taking the collected spectrum data of the third day as an example, we can get Fig. 9 .
In Fig. 9 , the deepest blue area represents no spectrum data. Viewing the color bar as reference, from deepest blue to red, the corresponding values of spectrum data are increasing.
As shown in Fig. 10 , we compare the prediction results of RLSP and LSP-TC. For the collected satellite spectrum data in the fifteenth day, there exists data loss in partial consecutive time periods. Therefore, we only compare prediction performance in the area with data, and all other values are set to 0. In Fig. 10(a), Fig. 10(b) and Fig. 10(c) , the range of color variation is consistent and the same color corresponds to the same value. The deepest blue area represents data loss.
Comparing Fig. 10(b) with Fig. 10(c) , the prediction result of RLSP is more similar to real-world measurement data than that of LSP-TC. In order to show the difference of prediction performance more intuitively, the comparison of predicted value deviation is performed. In Fig. 10(d) and Fig. 10(f) , the deepest blue represents that the absolute value of prediction deviation is 0. Obviously, the prediction error of RLSP is rather smaller than that of LSP-TC.
In Fig. 11 , 5% anomalies are injected into the historical satellite spectrum data, and all the anomalies are uniformly distributed in the interval [0, 10] . Compared with Fig. 10(c) , the prediction result is almost unchanged although the Fig. 11(c) is achieved by RLSP with the existence of anomalies. However, in Fig. 10(b) and Fig. 11(b) , the accuracy of prediction is seriously affected by anomalies. These conclusions are more pronounced in the comparison of predicted value deviation, such as Fig. 10(d) and Fig. 11(d) , Fig. 10 (e) and Fig. 11(e) .
From the comparison of simulation results, we can conclude that the prediction performance of RLSP is superior to LSP-TC although there are no anomalies in historical data, which is because of the advantage of algorithm scheme of RLSP. When historical spectrum data is contaminated by anomalies, the LSP-TC has a rapid decline in performance or even fails. Meanwhile, RLSP can still achieve efficient and stable prediction of data.
V. CONCLUSION
In this paper, we analyze the challenges of long-term spectrum prediction. Based on these challenges, we first show that the existence of anomalies does damage to the low-rank property of tensor in the perspective of matrices unfolded by tensor. Then, robust tensor recovery are exploited to fill missing values and separate anomalies in the process of spectrum prediction. Finally, RLSP is proposed by alternatively performing pre-fill operation and robust tensor recovery. In simulations, RLSP exhibits the superiority of long-term spectrum prediction compared with LSP-TC. Since the predicted values obtained by pre-fill operation is updated along with the iteration of RTR, RLSP achieve more accurate prediction than LSP-TC despite of no anomalies. Moreover, in the case of existence of anomalies, the performance of LSP-TC drops rapidly, but RLSP can still achieve accurate and stable prediction.
