Abstract. In this paper we compute the local L-factors for Novodvorsky integrals for all generic representations of the group GSp(4) over a nonarchemidean local field.
the results to singular cases, one needs a careful description of the eigenspaces mentioned above. Then one uses the analytic continuation of all the ingredients. The problem is slightly harder in these cases because the dual module is not semi-simple. For reducible representations one uses the classification theorems of Sally-Tadic [20] and Shahidi [23] . The final results appear as Theorems 4.1 and 5.1. The above method can be used for Whittaker functions of other p-adic groups, as well as other unique models such as Bessel models. For this though a study of local coefficients associated to these models is indispensable [6] .
There are other problems that are closely related to the subject matter of this work. In this article we have computed the local gcd for each generic representation of the similitude symplectic group: one would naturally want to determine explicitly a vector in the space of the given generic representation that gives this gcd. This is particularly important in trace formula applications. Another problem that is yet to be solved is the problem of performing the archemidean computations. It is also essential to compute the -factor defined by Novodvorsky's integrals. We hope to address these issues in a future work.
Notation. Throughout this paper F will denote a nonarchemidean local field of residue characteristic p and residue degree q, and O will denote its ring of integers. Also will be a fixed additive character of F, trivial on O, and nontrivial on every larger ideal. We will use the notation of [3] when working with arbitrary reductive groups. The group GSp(4) over an arbitrary field K is the group of all matrices g 2 GL 4 (K) that satisfy the following equation for some scalar ( g) For these parabolic subgroups, the modular functions are explicitly given by the following:
2 ;3 j, P ( p) = j(detg) 3 ;3 j, and Q ( p) = j 4 ( det g) ;2 j, for typical elements as above. We will use the notation 1 2 o 3 for the parabolically induced representation from the minimal parabolic subgroup, by the character 1 2 3 . If is a smooth representation of GL (2) , and a quasicharacter of F , then o (resp. o ) is the parabolically induced representation from the Levi subgroup of the Siegel (resp. Klingen) parabolic subgroup. We define a character of the unipotent radical N(B) of the Borel subgroup by the following: We call an irreducible representation (Π, V Π ) generic, if there is a functional Π on V Π such that
for all v 2 V Π and n 2 N(B). If such a functional exists, it is unique up to a constant [25] . Shahidi has given canonical constructions of these functionals in [22] for representations induced from generic representations. We define Whittaker functions on G V Π by
When there is no danger of confusion, after fixing v and suppressing Π, we write
For a character Ψ of the unipotent radical of the Borel subgroup, we denote by N,Ψ the Jacquet module, twisted by Ψ, of the representation . We will also use Shahidi's notations on intertwining operators and local coefficients from [22] . These objects have been explicitly written out whenever we have used them. We will also use Sally and Tadic's notations for Langlands parameters.
2. The integral of Novodvorsky.
The L-function.
We recall that L GSp(4) = GSp(4, C ), the connected component of the L-group of GSp (4) . Let L T be the maximal torus of GSp (4 
Global integral.
Unlike the rest of the paper this subsection is concerned with global theory. In this subsection we will follow the exposition of Bump [1] . Let k be an arbitrary global field, and let ( , V ) be an irreducible cuspidal automorphic representation of GSp(4) over k. Suppose that is generic, i.e., there exists 2 V such that the Whittaker function of
is not identically zero, where is a nontrivial character of A =k. Let be a character of A =k . Then the Hecke type integral considered by
Novodvorsky is
Since is left invariant under the matrix 0 B B B @ If is chosen correctly, the Whittaker function may be assumed to decompose locally as
As we will see later each of the local factors Z v,N for nonarchemidean v is a rational function in Nv ;s . Also if we fix v, for different choices of the rational functions Z v form a principal fractional ideal in C (Nv ;s ). We are most interested in this local generator. The importance of these factors comes from the fact that if all the local data at v are unramified, the generator is exactly the local v-factor of the Spin L-function of .
Local integral.
Suppose is a generic representation of GSp(4) over a local field F, and a quasi-character of F . For W 2 W ( , ) define the following function: 
it is easy to check that . But the space of these functionals is at most one dimensional ( [18] , also [7] ). Proof. One easily verifies that the action of G on X by conjugation and the homeomorphism of X given by transposition satisfy the conditions of the theorem of p. 91 of [16] .
This lemma finishes the proof of the proposition.
Asymptotic expansions and L(s, , ).

3.1.
We first prove that the integrals of Novodvorsky admit a "greatest common divisor." Proof. The same as in [12] .
Now we define a new zeta function by the following: Proof. First we prove the equality of the spaces generated by the zeta integrals.
Fix W, and let K be the compact open subset of G that fixes W.
Then for a finite number of elements x 1 , x 2 , : :
This proves one of the inclusions. For the other side, suppose is a Schwartz function whose Fourier transformˆ is supported in a small neighborhood of 0, and (0) 6 = 0. Then 
This finishes the proof. Now we will show that the functions Z(s, W, ) admit a gcd. The method is basically that of [11] . We first need a lemma. 
C C C A
So in order for the function to be nonzero, we need ( yt) 6 = 0.
Let K ( , ) be the space of all functions f W .
Proof. See Theorem 1 of Chapter 1 of [9] .
The following proposition is fundamental. 
Proof. For super-cuspidal representations, this follows from Lemma 3.4. For the Whittaker functional of an induced representation of an arbitrary quasi-split group, this is equation (3.4.2) of [4] . Proof. The rationality assertion is obvious. It is seen that each in the germ expansion is either a quasi-character itself, or the product of a quasi-character and some power of the function log q j j. We will denote the quasi-character associated with by˜ . Similar to the argument on pages 1.46-47 of [9] we see that if
is an entire function. Now Theorem 4.3 of [19] says that these are all the possible denominators. This finishes the proof.
We will denote the generator of the above ideal by L(s, , ).
Proof. Suppose
with (P, Q) = 1.
If P(q ;s ) is not a monomial in q ;s , for some values of s, say s 0 , P(q ;s 0 ) = 0.
This implies for all W 2 W ( , ), Z(s 0 , W, ) = 0 which is impossible, because
. Now the proposition follows from this identity:
Note that this is basically the same as Theorem 4.1 of [19] . The L-functions appearing on the right-hand side are Tate's L-factors. Proof. When is supercuspidal, the assertion is obvious by Lemma 3.4. Now let be a sub-quotient of a supercuspidal representation Π of a standard parabolic subgroup P = P = MN, ∆. The idea is to bound the size of the set S in Proposition 3.5. Fix a 2 S, and define a functional Λ on W ( , ) by
This functional satisfies the following identity, for all n 2 N
where¯ is defined by the following:
This in particular shows that 2 N,¯ , the twisted Jacquet module [5] . It follows from the proof of Proposition 3.5 that the functionals Λ are linearly independent. Thus, as the twisted Jacquet module is an exact functor, we just need to bound the dimension of Ind(ΠjP, G) N,¯ . Let P Π be the usual map from S(G) V Π to Ind(ΠjP, G) defined by the following
for 2 S(G). It's standard [3] that P Π is surjective and commutes with right translations. Identify Ind(ΠjP, G) with its Whittaker model, which we will denote by W (Π), and let T be the pullback of the functional
for 2 S(G) V Π , p 2 P, and u 2 U the unipotent radical of the Borel subgroup.
Similar to the method of [25] we will work with functions , whose support are subsets of PwU, for various w in W nW. Fix one of these double cosets. The space of distributions on PwU satisfying the invariance properties of T is at most one dimensional [10] . Consider the natural map P U ;! PwU defined by ( p, u) 7 ! pwu ;1 . Next, P U has a natural action on PwU by ( p, u).x = pxu ;1 . The group P U also acts on S(PwU) V Π by duality:
By using this action
where ∆ w = f(p, u)jpwu ;1 = wg. Indeed ∆ w is the isotropy group of the action of P U on PwU at w and we have P U=∆ w = PwU. Let T be the pullback of T to P U via the above map. One can easily see that
Then there exists a functional 2 V Π such that 
for all f 2 S(G; V) and g 2 G. Then there exists a 2 V in such a way that
Note that this map is well defined because is smooth. It can now be checked that the functionalT = T is left-invariant. Now if we use the indentification S(G; V) = S(G) V, the proof of Lemma 17 of [10] shows that there exists a functional such thatT
Writing this equation in terms of T proves the lemma.
On the other hand for all 2 ∆ w ,
Using the integral representation for T we have:
Thus for all ( p, u) 2 ∆ w , satisfies the following equation:
The rest of the proof consists of a case-by-case analysis of all the possibilities. The Borel subgroup case is simple. For fixed w, if we can find p such that the corresponding u satisfies¯ (u) 6 = 1, then it follows that (¯ (u) shows that their corresponding functional is identically zero. For the Klingen parabolic subgroup, though, we have to use the super-cuspidality of the inducing representation. Let N M be the unipotent radical of the Levi factor of P. Then it can be checked that for the three Weyl elements identity, (1 4), and (1 2)(2 3) we have¯
generates V Π as a vector space, hence the result. It remains to study the element (1 3 4 2) . We have the following identity:
This identity implies that
Here we have used the same notation for the restriction of Π to the GL(2) part of the Levi factor of P. This now implies that = 0, again because Π is supercuspidal. We have completed the proof of the proposition.
3.2.
From this point on, we concentrate on representations induced from the minimal parabolic subgroup and the Siegel parabolic subgroup. We will use the same notations as in the proof of Proposition 3.9. We will also assume that = Ind(ΠjP, G) is irreducible. Proposition 3.5 says that for all
The reason for (W) > 0 is that the functions Φ ,W in Proposition 3.5 are all Schwartz functions. Now we would like to study the behavior of (W), when W holomorphically depends on a parameter, or a space of parameters, in the sense we will now explain. For f 2 Ind(ΠjP \ K, K) and s 2 C , define a function f s by the following: (2)). Now for f 2 Ind( 1 2 jB \ K, K), one can define the number ( f , s 1 , s 2 ) the way we defined our ( f , s). Then Shalika's uniformity proposition asserts that ( f , s 1 , s 2 ) = (f , 0, 0). Our method of proof of Proposition 3.11 which we are about to present can be used to give a proof for Shalika's theorem different from his original method.
Proof. We will use the following identity repeatedly [5] 1 t 1
for t nonzero. We will prove the proposition for the two cases of interest separately. Case 1. Siegel parabolic subgroup: Supercuspidal representations. Let jaj < 1. We know from [22] that in this case (1) t integer. As jaj < 1, we have (at) = 1. Thus the integral is independent of a.
(2) t noninteger. By using the fundamental identity above write the integral as the following: ;3s (1 ; (t))(1 ; (u)) (r) ( ; at ; r) 
We divide this integral again to integrals having (R 2 u) and 1 ; (R 2 u) in them.
The integral with (R 2 u) is easy to deal with. We will now study the second integral. After using equation (2) 
This is the twisted-by-a Whittaker functional of Ind(Ind ( 1  2 ) 3 jP, G).
Here 3 is the character of the similitude part of P. The result now follows from Case 2 and [26].
Local computations for the Borel parabolic subgroup.
4.1. Let 1 , 2 , 3 be three quasi-characters of F . We call a character 1 2 3 "regular" if it is not fixed by any Weyl element except for the trivial element. It can easily be checked that this is equivalent to the statement that no element of the set f 1 , 2 , 1 1 2 g is trivial. It is not hard to see when the representation 1 2 o 3 is reducible: It happens if and only if one of the quasi-characters in the set just mentioned is equal to v 1 [20] , [23] . Sally and Tadic [20] have completed the classification for representations induced from the Borel subgroup. They have in particular determined the reducibilities of inductions. Here, for the convenience of the reader, we include a resume of their results. Following [20] , L stands for the Langlands Quotient. Also R(G) is the Grothendieck group of the category of all smooth representations of GSp (4 (2) and o 1 GSp(2) are irreducible representations. We have (2) is generic. Now we consider regular 1 (1) For 2 (F )˜the following equalities holds in R(G)
In this case, the Steinberg representation St GSp(4) is generic.
(2) Let be of order two. Then the representation v o contains a unique generic essentially square integrable sub-quotient. This sub-quotient will be denoted by ([ , v ], ) . We have in R(G) v ;1=2
, with of order two. The following are the results of Lemmas 3.7, 3.8, and 3.9 of [20] .
(1) Suppose that is of order two. Then we have
Both representations on the right-hand side are irreducible, and St GL (2) o is generic.
Both representations are irreducible, and
The representations 1 F o St GSp (2) and v 1=2 St GL (2) o v ;1=2 (resp. v 1=2 1 GL(2) o v ;1=2 ) have exactly one irreducible sub-quotient in common. That sub-quotient is essentially tempered and it will be denoted by (S, v ;1=2 ) (resp. (T, v ;1=2 )).
These two essentially tempered representations are not equivalent. We have in
The representation (S, v ;1=2 ) is generic.
4.2.
In this section we will prove the following theorem: (2) is irreducible generic, and
Step 1. Suppose 1 2 3 is regular. We have seen before that for jaj small:
where i are functionals in N,¯ . Most of this section is devoted to the careful analysis of the functionals i . By applying various intertwining operators, we get the following identities: Also for f with support in the open cell we have:
Step 2. We will now give alternative descriptions for the functionals i . We still assume that 1 2 3 is regular. For any Weyl element w, define the following functional:
where N w is the usual N\wNw ;1 . These functionals have the following invariance properties:
and
One notes that w 1 w 2 w 1 w 2 is the same as 1 . Furthermore LEMMA 4.2. One has the following identities:
Proof. Straightforward.
As dim N,¯ 4, these identities combined with those of Step 1 imply that for w in fw 2 , w 2 w 1 , w 2 w 1 w 2 g there exist scalars A w l w ( ) such that the following hold:
We have the following lemma: Proof. The idea is to use the the following equation [22] :
Let, for example, w = w 2 . Then by Lemma 4.2
The same proof works for other w.
We have then proven the following proposition: 
Step 3. Now we would like to extend our results form the previous sections to the nonregular case. Let us first fix some notations. Let (s) denote the representation 1 v 4s 2 v 2s o 3 v ;3s . For f 2 Ind( 1 2 3 jB \ K, K) define the function f s by the following:
f s is a well-defined function on G and it belongs to (s). The idea is the following. The representations (s) are regular. Our first task is to give a description of the meromorphy of the the complex functions g w (s) = w (s) ( f s ). We have the following proposition:
, and 1 2 )L(4s, 1 ) are polynomials of X and X ;1 .
We will denote these polynomials by P 1 , P 2 , P 3 , and P 4 in the order they appear.
Proof. First the function g w 1 : We first need a proposition. In what follows we will use q ;s and X interchangeably:
and also let i be the germ associated with P i at s = 0. Then fa i
generates a one dimensional space. Also we have the following relations:
Notice that we have not included the negative powers of X ;1 for the simple
Now a simple application of the binomial theorem proves the proposition. 
The expressions inside the brackets must vanish for X = 1. This is because according to [22] Whittaker functions are holomorphic with respect to the variable s:
, and
Now we compute the limit when X approaches 1 by using l'Hôpital's rule. It follows that to prove the appearance of the terms log q jaj and log q jaj 2 (a) in the asymptotic expansion, we just need to find functions f in 1 2 o 1 such that P 1 ( f , s) 6 = 0 and P 2 ( f , 0) 6 = 0. These are both obvious. So in this case:
2. 1 2 = 1, and 1 6 = 1. In this case, to prove the existence of the term 1 3 and 2 3 we need to prove the existence of functions f such that P 2 (1) 6 = 0 and P 3 (1) 6 = 0. We also need to find f such that P 1 ( f ) 6 = 0. Both assertions are obvious. Thus we have proven in this case that we get the following identity: 
00
It now follows from the proposition above that these coefficients are linearly independent, if nonzero. D is nonzero, because it is the Whittaker functional of the induction through the Siegel parabolic subgroup. Suppose C is identically zero. Then
Now a straightforward computation shows that this can never happen. The same argument proves the nonvanishing of B. This proves that in this case
This finishes the proof of the first part of the theorem. Parts (b) through (f) of the theorem follow from the classification lemmas, Lemma 4.2, and similar computations as above.
Local computations for the Siegel parabolic.
Let be a supercuspidal representation of GL (2) , and a quasi-character of GL (1) . We would like to prove the following theorem: Proof. Let = o . The proof is divided into two steps.
Step 1. We know from [22] that the Whittaker functional for the representation is given by the following: 
for certain functionals 1 and 2 , when jaj < ( f ). Also it can be seen that:
when support of f is in the open cell. By applying the long intertwining operator to the above identity we get the following:
whereâ is the obvious matrix element. Now define a new functional by the following identity:˜
This functional satisfies˜
It follows that there is a number D depending only on such that
This is because the functional 1 has a different asymptotic behavior, and that dim N,¯ 2.
Proof of the claim.
Look at the open cell! This gives the following identity:
for jaj < ( f ). As 1 and˜ are linearly independent, this gives the result for the cases when ! 6 = 1.
Step 2. Now let ! = 1. This is because we want the poles to cancel out. This is guaranteed by a ;1 ( f ) = ; Proof. This follows from the invariance equation for and the binomial theorem.
This finishes that proof of the theorem.
6. Appendix: computation of local coefficients. Here we will present explicit computations of the local coefficients that appeared in Propositions 4.3 above. We refer the reader to Section 3 of [22] for preliminaries on local coefficients. Our computations are motivated by those of [14] and [15] . More general results can be found in [23] and [24] . Recall the definition of local coefficients: = C( , w) w A( , w).
Here we have assumed that is induced, and A( , w) is an intertwining integral.
We know that for every representation and Weyl elements w and w 0 C( , ww 0 ) = C( , w 0 )C(w 0 , w), provided l(w) + l(w 0 ) = l(ww 0 ). In our special case, this implies that we only need to compute the local coefficients for w 1 It is obvious that 2 . Also ( ) = 1. This implies that C( , w) ;1 = w A( , w)( ).
We will now explicitly compute the right-hand side. For a quasi-character of F , define a function Φ on F by the following:
We let ( ) = 
Here c( ) is the conductor of the quasi-character . Proof. The assertion follows from (13) above and Lemma 1 of [21] .
Note 6.2. The limit is equal to Tate's invariant factor! (cf. p. 291 of [21] , also [24] and [15] ) I denote the limit appearing in the lemma by C( ). Now we can compute the local coefficients. 
