Invariant 3-D object recognition under partial or noisy object viewing is a dicult pattern recognition task. In this paper, we introduce a new neural network solution that is robust to noise corruption and partial viewing of objects. This method directly utilizes the acquired 3-D data and requires no feature extraction. In the proposed approach, based on the training surface points of the exemplar object, the object is rst parametrically represented by a continuous distance transform neural network (CDTNN) which maps any 3-D coordinate into its corresponding distance value between the point to the nearest surface point of the object. When later presented with the surface points of an unknown partial viewing object with deformation (e.g., rotation and translation of rigid body objects or irregular deformation of deformable objects), the CDTNN representation allows gradually determining the best deformation (ane transform and/or translation/rotation) of the unknown object. The mismatch can be directly measured in the reconstructed representation domain between the model and the unknown object. Application to modeling real world ultrasound data of 3-D heart motion as well as invariant 3-D rigid-body object recognition using sparse range data collected from a single aspect view is presented.
Introduction
In invariant 3-D object recognition, we usually encounter the following problem: given a set of points which are extracted from the surfaces of an unknown object with some deformation (e.g., ane transform for deformable objects or rotation/translation for rigid body objects), we are to classify this object into one of the exemplar classes, as well as to estimate the amount of deformation. A useful solution to this problem can nd its applications in a wide variety of elds, e.g., design automation, medical imaging diagnosis, manufacturing automation, terrain mapping, and intelligent robots, etc.
One of the most dicult problems in 3-D object recognition is the partial viewing of objects. Objects usually exhibit dierent characteristics from dierent perspective angles, thus invariant properties does not exist essentially for most objects. To overcome these problems, a good 3-D data representation is very important. Most 3-D representation algorithms proposed so far can be divided into two categories: local representation and global representation [8] . In the local representation methods, 3-D objects are approximated by collections of patches or primitives such as planes [9] , spheres, cylinders [2, 3] , ellipsoids, and generalized cones [19, 4] . Detection probabilities are computed for these patches [2, 3] . Most local methods can only handle polyhedral objects and are not suitable for curved objects. In addition, the extraction of features from objects is sensitive to disturbances, and the identication is also a dicult problem in itself. In addition to the drawbacks, these 3-D object representation methods lack appropriate ways to determine the goodness of t that is robust to dierent viewing perspectives. Most results do not indicate how well their proposed representation methods can be used to distinguish objects from a set of exemplar objects.
The global representation methods express each object as an implicit or parametric function. These approaches include superquadrics [18] , complex extended Gaussian image (CEGI) maps [13] , and polynomials [23] , etc. Since each object is represented by only one function, the representation functional must be rich enough. Superquadrics is a technique to deform shapes. However, its applications are very limited due to the requirement of symmetry although it is possible to further bend, tape and twist shapes. CEGI is an extension of the extended Gaussian image (EGI) [10] , where an object surface is extracted and mapped to the Gaussian sphere surface cell with the same surface normal. Each cell has a complex weight with the magnitude equal to the area and the phase equal to the distance from the object surface to the origin.
The CEGI representation oers a scheme to separate a convex object from a nonconvex object that has the same EGI representation. The EGI and CEGI representations are invariant to translation, and the rotation parameters can be recovered by minimizing a cost function. However, when part of the object is occluded. the CEGI expression can not be precisely calculated and thus this technique cannot reliably distinguish objects.
Recently, polynomials of degree higher than 2 were proposed to represent the surfaces of 3-D objects [24] . The surfaces of objects are implicitly expressed by the set of zeros of a polynomial f : R 3 ! R Z(f) = f(x 1 ; x 2 ; x 3 ) T j f(x 1 ; x 2 ; x 3 ) = 0g:
Although polynomials are successful in tting certain objects, the main problem of eective similarity measure required in object recognition still remains. More research has to be done before it can be eectively applied to object recognition.
Another way to express an object is through distance transform. Chamfer distance matching was rst introduced in [1] . It is a method that matches edge points or other low level feature points extracted from a 2-D digital image [5, 6] . It not only determines the best match and the corresponding position, but also gives a measure of the goodness of the match that is easy to interpret. The object is transformed to a discrete distance image, where each non-edge pixel is given a value that approximates the distance to the nearest edge pixel. The distance measure can be accumulated to obtain the goodness of t. The most attractive part of this method is the ability to handle noise corruption and missing data. This feature gives the potential prominence to 3-D object recognition. Nevertheless, there is no direct extension of this algorithm to 3-D recognition tasks due to the requirement of tremendous amount of memory for storing the discrete 3-D distance map for each object class.
In this paper, we present a novel continuous distance transform neural network (CDTNN), that com-bines the advantages of both the implicit representation of polynomial as well as the discrete distance transform, to eectively represent a wide class of 3-D rigid or deformable objects. This CDTNN has many good properties as the conventional distance transforms which are suitable for object recognition and deformation estimation. In addition, this continuous and dierentiable representation is parametric so that very low memory storage is needed. The surfaces of an object are expressed by the set of zeros of a neural network functional representation. Any point other than the surface points will be given a value that is proportional to the distance to its nearest surface point, which is similar to the distance transformation.
Unlike the conventional shape descriptors of implicit functions, which only describe the object itself, the CDTNN also model the whole 3-D space in terms of the distance map. We use this CDTNN representation as the model of the exemplar object. When later presented with the surface points of an unknown deformed object, this parametric representation allows easy accumulation of the distance between the unknown object and the CDTNN represented object. The mismatch information can be back-propagated through the CDTNN to iteratively determine the best deformation. Our method can also be supported by the experimental human psychology studies which showed that the task of matching rotated and scaled shapes is done by mentally rotating and scaling one of the shapes into the orientation and size of the other and then tested for a match. Furthermore, it was also reported that the mental transformations of size and orientation appeared to be carried out by gradually alternating small steps of sizes and orientations [7, 22] .
The organization of this paper is arranged as follows: In Section 2, we discuss the learning procedures involved in training a CDTNN using either articial range data and real world ultrasonic heart data.
Section 3 discusses our mechanism of estimating the amount of deformation, i.e., the similarity transform parameters (translation and rotation) of rigid body objects and the ane transform parameters of deformable objects. Section 4 presents the application of the CDTNN representations to invariant 3-D object recognition where the testing objects are described by sets of sparse range data collected from one single perspective view of arbitrary angles. Concluding remarks are given in Section 5. 
and the squared Euclidean distance is approximated by
The function f can thus be approximated by minimizing the sum of the squared Euclidean distances over all the available surface points using any continuous function, such as superquadrics and polynomials.
However, we adopted a 2-layer perceptron neural network with 1 hidden layer to approximate the unknown function f in this paper since neural networks have been proved to be universal functional approximators
[11].
Figure 2: A CDTNN based on a standard 2-layer perceptron.
A standard Two-layer Perceptron Neural Network
The proposed CDTNN has the structure of a standard feedforward neural network as illustrated in Figure   2 . In this CDTNN, the activation value of the k th neuron in the l th layer is denoted as a l (k), l = 0; 1; 2, where l = 0 species the input layer which consists of 3 input neurons with the values equal to three Cartesian coordinates of x; l = 1 species the hidden layer which consists of H hidden neurons with commonly used sigmoid nonlinearity 1 1+e 0u ; and l = 2 species the output layer which consists of a single output neuron with slightly modied sigmoid nonlinearity 2 1+e 0u 0 1. The interconnection weight linking the h th neuron in the l th layer with the j th neuron in the (l 0 1) th layer is denoted as w l (h; j) with w l (h; 0) denoting the oset of the neuron.
When the Euclidean distance in Eq. (3) was used as the cost function, our simulations were able to correctly identify the object surfaces (the "zeros" of the trained approximation function) with the presence of some additional erroneous curves, which were not acceptable when used in object recognition The same problem has been also encountered in tting an object with polynomials and has been addressed in [25, 14] . In these papers, the leading form of a polynomial was constrained to be positive denite. We use a dierent approach to overcome this problem. More specicly, we developed a two-stage learning procedure to train the CDTNN.
Regularization to Remove Erroneous Curves
All the unbounded erroneous curves are created due to the inability of the CDTNN to form sharp corners of objects. The CDTNN representation changes its output values from positive to negative and crosses zero along the surfaces. To remove those unbounded erroneous curves and to create a distance map, we must prohibit the CDTNN representation from crossing zero outside the object and impose the uniform gradient inside and outside the object. A two-stage regularization learning procedure was developed to achieve these goals. In the rst stage of training, one regularizing term is added to the cost function to be minimized,
where O is an additional set of data points "uniformly sampled" from a large enough sphere to enclose the whole exemplar object, and C 1 is the weighting constant.
The regularizing term is added to force the values of f(x) outside the object to be "one" consistently so that a zone with no zero-crossing outside the object is ensured. Before sampling the data set O, the size . This algorithm takes advantage of the sum of products of the rst order Jacobian matrix to approximate the Hessian matrix of the second order derivatives. It was also observed that the convergence rate of training the CDTNN using the regularized cost function was much faster than that without regularization. The training result is depicted in Figure   4 (a) with the same training data set B. We also tested the same data on polynomials. A line intersects the airplane in at most 6 points, which imply that polynomials of degree at least 6 should be used. Polynomials were tested using generalized eigenvector t followed by Levenberg-Marquardt algorithm [24] , where P is the degree of the polynomials. The total number of parameters used for our CDTNN is 4H +1 where H is the number of hidden neurons, and the total number of parameters used for the polynomials is P (P + 1)=2. 
Regularization to Form a Constant Slope Prole
It is noted that after the rst stage of the regularized training, the set of surface points B is converted into a whole 3-D image space representation, which is somewhat like a binary image. More specically, most output values of the CDTNN f in the exterior region of the exemplar object are very close to \1", and the output values in the interior region of the object are negative with very small magnitudes. This is not a problem for the purpose of surface reconstruction. However, this kind of representation is not suitable for object matching since no discrimination among all regions outside or inside the objects. To overcome this problem, we imposed another regularizing term to Eq. (4) in the second stage of training after the neural network was trained in the rst stage. 2. Starting from each surface point, sample along the direction of gradient in a constant step (the step size is determined empirically so that enough data samples in G are generated) until the other surface point is met or exceeding a pre-specied limiting value.
3. Repeat (2) by sampling along the opposite gradient direction.
With the data sets B, O and G, we further trained the CDTNN with constant step size 0.1 in our simulation, this generated additional 1531 sample points for G. 
Endocardial and Epicardial Contour Delineation
A real life application of the CDTNN is the delineation of the endocardial (inner) and epicardial (outer)
contours of the left ventricle of the heart from ultrasound images. The data are from a patient with a normal heart who consented to undergo transesophageal echocardiography during surgery. In this procedure, the ultrasound transducer is positioned posterior to the heart. As shown in Figure 6 The CDTNN generated surfaces (as indicated by the solid white contours) for testing planes which are not shown in the training data match quite well with the manually traced curves (as indicated by the \x"). In the initial experiment, the CDTNN produced closed borders that extended across the mitral valve into the left atium. Since the objective of the study was to determine accuracy in delineating the left ventricle, the CDTNN contours were truncated at the points nearest to the endpoints of the manually traced borders (see Figure 9(a) ). The error of the CDTNN borders was measured using the centerline method [21] . Briey, a centerline was constructed midway between the CDTNN and manually traced borders, and 100 equally spaced chords were drawn perpendicular to the centerline (see Figure 9(b) ). The CDTNN error in reproducing each manually traced border was measured as distance between the borders along each chord, and expressed in mm. In this study, there were 0.34 mm=pixel. As shown in Figure   10 , the mean absolute error over the entire border of all 27 (testing) planes was slightly larger for the The results of the present experiment suggest that the CDTNN can be applied to assist in analyzing 3-D ultrasound scans of the heart. This method avoids the complexities of handling patient-to-patient variability by training on a subset of a single patient's images, and then completing that image set. The absolute error measured compares favorably with the human interobserver variability reported for analyzing distances from transthoracic M-mode echocardiograms, in which 7 of the 9 parameters analyzed had an standard error ranging from 2.3 to 2.8 mm [27] .
There are few reports from 2-D echo images because almost all authors have chosen to express variability in terms of the derived parameters of area or volume, even though such parameters are relatively forgiving and do not indicate the point to point accuracy or variability of the border tracing. In one study of transesophageal images, the arithmetic mean intraobserver variability in measuring left ventricular wall thickness varied from 0.03 to 0.47 mm; interobserver variability was much higher, ranging in mean from 0.55 to 2.22 mm, and in standard deviation from 1.33 to 3.08 mm [15] . Since the arithmetic mean should be much lower than the absolute mean, these observations suggest that the performance of the CDTNN more closely approximated the manually traced borders than a second human observer might have.
Due to the extremely high labor required for a 3-D analysis (30-40 hrs), a 75% reduction represents a great savings. The excellent results obtained on plane 21 suggest that the CDTNN can be trained on an even smaller subset than 25%. Further work will be required to address this question of the minimum size training set, identify the ventricular border endpoints at the mitral valve, and conrm these initial observations in a larger patient population. In addition, the applicability of the CDTNN to non-rotational, randomly oriented imaging planes must be investigated. However the results to date indicate that this method will be very useful to alleviate the manual labor currently required for 3-D analysis of the human heart from rotational scans.
3 Deformation Correction Before CDTNN Similarity Measure
After trained by the exemplar object with regularizations, the CDTNN establishes an implicit and parametric representation of the object surfaces and the distance transformation of the whole image space. We use this CDTNN representation as the reference model for the exemplar object. Before we perform matching between the testing object and the reference model, the deformation of the testing objects must be determined. In our formulaion, the deformation is limited to be ane transform (for deformable objects), a special case of this is the similarity transform (rotation and translation) for rigid body objects. More specically, assumed the testing surface points B 0 = fy T g can be deformed back to the same shape as the exemplar object by the following ane transform:
where the ane transform matrix A can be decomposed into an orthonormal matrix Q() and an upper triangular matrix R. The matrix Q() indicates the amount of rotation along the 3-D axes, i.e., Q() = 2 6 6 6 6 6 6 6 4 cos cos cos sin sin 0 sin cos cos sin cos + sin sin sin cos sin sin sin + cos cos sin sin cos 0 cos sin 0sin cos sin cos cos 3 7 7 7 7 7 7 7 5 (9) where =(, , ) represent roll, pitch and yaw of the Euler angles respectively, and t = (t 1 ; t 2 ; t 3 ) T is the translation vector with respect to the exemplar object.
The upper triangular matrix R indicates the scaling (as reected in the diagonal elements of R) and the shearing (as reected in the upper triangular elements of R). A special case is when R is an identity matrix, which results in a simple rotation eect of rigid body objects.
To determine the ane transform parameters fa ij g or the similarity transformation parameters and t, we must perform alignment and matching between the testing object and the modeled exemplar object 
The ane transformation parameters can be determined by minimizing L 2 . 
where is the pre-specied updating rate. The partial derivative can be precalculated since the ane transform equation is well dened in Eq. (6). We, however, used the more eective Gauss-Newton search in our implementation and we alternated the updating of matrix A and vector t [26] , i.e., xed one and updated the other until convergence.
The basic idea is to allow the ane transformation module to iteratively update the ane transformation parameters (A; t) through the guidance of the trained CDTNN by xing the weights w l (h; j) of the CDTNN. Our mechanism of alignment is similar to human's matching process as reported by the studies of experimental psychology that the task of matching rotated and translated shapes is done by mentally rotating and translating gradually one of the shapes into the orientation and size of another one and then tested for a match [7, 16, 22] . By using this kind of cascading conguration, we can eciently provide the necessary mismatch information in the representation domain from the master CDTNN to the slave ane transformation module.
To test the functioning of the ane transform module, we applied two sequences, one is the training (end diastole) sequence and the other is the (end systole) sequence following it, to the trained CDTNN for By using the similarity transform module (since no scaling is assumed for our simulations on rigid body objects) cascaded between the input and the trained CDTNN, we can now align the testing object to the orientation of the exemplar object so that a match can be determined. Due to a large portion of missing data resulted from the range data collection of a single aspect view, the initial guess of translation parameters t = (t 1 ; t 2 ; t 3 )
T cannot be solely relied on the centroid information, where the centroid y = ( y 1 ; y 2 ; y 3 ) T is dened by the sample average of the range data from a single view. Without loss of generality, let the range nder point to y 3 direction, the initial guesses of t 1 and t 2 can thus be set to be y 1 and y 2 , while the initial guess of t 3 , the depth of the data, has to be compensated to be 
Note that
x denotes the centroid of the data set B of the exemplar object in the training.
In our testing, the exemplar objects were randomly rotated and translated. The amount of translation for each coordinate was chosen between (050; 50). The amounts of rotation for and were within Table 1 .
Conclusion
This paper presents an innovative continuous distance transformation neural network (CDTNN) approach that is suitable for eective representation and invariant recognition of 3-D objects. We showed that the CDTNN representation is rich enough for describing many complicated 3-D objects. By eciently embedding the distance transformation of the whole 3-D space into a neural network, we are able to emulate human's matching capability as suggested by experimental psychology studies. The main drawback of this proposed representation is the slowness of the back-propagation training. However, we do not intend to train the CDTNN on-line, and with the advent of custom-design neural network chip, the training time can be reduced signicantly. The simulation results of 3-D deformable object representation using ultrasound imaging data and invariant object recognition using range data from a single aspect view are encouraging.
