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The article introduces efficient quantum state tomography schemes for qutrits and entangled
qubits subject to pure decoherence. We implement the dynamic state reconstruction method for
open systems sent through phase-damping channels which was proposed in: Open Syst. Inf. Dyn.
23, 1650019 (2016). In the current article we prove that two distinct observables measured at four
different time instants suffice to reconstruct the initial density matrix of a qutrit with evolution
given by a phase-damping channel. Furthermore, we generalize the approach in order to determine
the optimal criteria for quantum tomography of entangled qubits. Finally, we prove two universal
theorems concerning the minimal number of distinct observables required for quantum tomography
of qudits. We believe that dynamic state reconstruction schemes bring significant advancement and
novelty to quantum tomography since they allow to reduce the number of distinct measurements
required to solve the problem, which is important from the experimental point of view.
1. INTRODUCTION
Quantum state tomography, which means the problem
of reconstructing the accurate representation of a phys-
ical system from measurements, is crucial for quantum
information and computation. It has been an important
line of research since 1933 when Wolfgang Pauli asked
whether a wave function can be determined from the po-
sition and momentum distributions. For years much has
been written about quantum tomography (e.g. [1–6]) but
still many fundamental questions remain to be answered.
The ability to recover quantum states from measure-
ments is especially relevant to quantum communication
which requires well-characterized quantum resources to
encode information. Quantum tomography schemes are
commonly used in order to evaluate the effectiveness of
information processing in case of imperfect measurements
scenario [7, 8].
Among many different methods of quantum tomog-
raphy special attention should be paid to the so-called
stroboscopic approach which was originally introduced in
1983 by Andrzej Jamiolkowski [9]. This approach aims to
reconstruct the initial density matrix by the lowest pos-
sible number of distinct observables due to utilization of
the knowledge about evolution of quantum systems (en-
coded, for example, in a GKSL equation[10, 11]). For a
given linear generator of evolution one can compute the
index of cyclicity, which expresses the minimal number
of distinct observables required for quantum tomography
[12, 13]. The mean value of each observable is measured
at several time instants over different copies of the sys-
tem (prepared in the same unknown initial state). The
stroboscopic approach to quantum tomography appears
to have a great potential for experimental applications
since it allows to obtain the unknown density matrix by
devising few measurement setups.
In [14] the stroboscopic tomography has been refor-
mulated and applied to quantum systems which are
sent through phase-damping channels (pure decoher-
ence). This kind of quantum dynamics stems from fun-
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damental results of the theory of open systems and prop-
erties of such channels have been studied [15]. Therefore,
it seems utterly justified to analyze this evolution model
in the context of dynamic quantum tomography. In [14]
quantum tomography problem was solved for two specific
phase-damping channels – qubits subject to dephasing
and qudits with evolution given by Gaussian semigroup.
In the section 2 we revise the theoretical background
concerning the dynamic quantum tomography model for
systems subject to pure decoherence. Then we introduce
novel results which are included in the three subsequent
sections. First, we prove that one can reconstruct the
initial state of a qutrit on the basis of mean values of 2
observables measured at 4 distinct time instants. Next
we analyze the optimal criteria for quantum tomography
of 4−level quantum systems. Special attention is paid
to entangled qubits as a classic example of such systems.
Finally, we formulate general theorems concerning qudits
subject to pure decoherence. We prove that two observ-
ables are sufficient to determine all off-diagonal elements
of the density matrix. In addition we give the upper
bound for the number of distinct observables required for
quantum tomography of N−level open systems subject
to pure decoherence.
Throughout the article we shall use the following nota-
tions. Let H stand for a finite dimensional Hilbert space
(dimH = N < ∞) associated with the physical system.
Then by S(H) we shall denote the state set, i.e. the set
of all legitimate density matrices: S(H) = {ρ : H →
H, ρ ≥ 0, T rρ = 1}. Furthermore, we shall use B(H)
in reference to the space of all linear operators on H and
B∗(H) to denote the space of all Hermitian (self-adjoint)
operators on H. Finally MN (C) shall denote the vector
space of N ×N complex matrices.
2. QUANTUM TOMOGRAPHY FOR
PHASE-DAMPING CHANNELS – REVISION
In this section, we shall briefly revise the dynamic ap-
proach to quantum tomography of open systems subject
to pure decoherence introduced in [14]. First, let us re-
call the definition of a phase-damping channel, assuming
that dimH = N .
Definition 1. A quantum channel of the following form:
ρ(t) = D(t) ◦ ρ(0), (1)
where D(t) satisfies the conditions:
1. ∀t≥0 D(t) ≥ 0,
2. ∀t≥0 dii(t) = 1 for i = 1, . . . , N,
3. dij(0) = 1 for i, j = 1, . . . , N.
(2)
is called a phase-damping channel.
The conditions enumerated in the definition guaran-
tee that the quantum channel Eq. 1 is a completely posi-
tive and trace-preserving (CPTP) map. The matrix D(t)
shall be referred to as the dynamic matrix.
The goal of quantum tomography is to reconstruct the
initial density matrix ρ(0) based on data accessible from
an experiment. We assume that there is a set of observ-
ables {Q1, . . . , Qr} and each of them can be measured at
discrete time instants {t1, . . . , tp}. Thus, from an experi-
ment we can obtain a matrix of data, denoted by [mi(tj)].
The elements of this matrix can be expressed as:
mi(tj) = Tr {Qi(D(tj) ◦ ρ(0))} , (3)
where i = 1, . . . , r and j = 1, . . . , p.
In [14] it was demonstrated that any continuous time-
dependent matrix D(t) ∈ MN (C) can be decomposed
in the basis of µ linearly independent matrices Ak ∈
MN (C):
D(t) =
µ∑
k=1
αk(t)Ak, (4)
where {αk(t)} denotes a set of linearly independent func-
tions αk(t) : R→ C.
By implementing the relation between the Hadamard
product and the standard matrix product (c.f. [14, 16]),
one can write a very useful formula for the measurement
results:
mi(tj) =
µ∑
k=1
αk(tj)Tr
{
(Qi ◦ATk )ρ(0)
}
. (5)
One can notice that if the measurement of any observ-
able Qi is performed at distinct time instants t1, . . . , tp
we obtain a set of p equations:
mi(t1) =
µ∑
k=1
αk(t1)Tr
{
(Qi ◦ATk )ρ(0)
}
,
mi(t2) =
µ∑
k=1
αk(t2)Tr
{
(Qi ◦ATk )ρ(0)
}
,
...
mi(tp) =
µ∑
k=1
αk(tp)Tr
{
(Qi ◦ATk )ρ(0)
}
.
(6)
On the left-hand side of the system Eq. 6 one has
a vector of data which is obtainable from an experi-
ment, whereas on the right-hand side there is a ma-
trix [αk(tj)] which is computable based on the algebraic
structure of D(t). Thus, one can agree that the figures
Tr
{
(Qi ◦ATk )ρ(0)
}
(where k = 1, . . . , µ) are computable
from Eq. 6 if and only if rank[αk(tj)] = µ. This condi-
tion claims that the matrix [αk(tj)] has to have full rank,
which, in practice, means that the number of measure-
ments equals µ and [αk(tj)] is a square matrix.
Due to repeated measurements of the same observable
(over distinct copies of the system) we compute the pro-
jections of ρ(0) onto a set of operators: {Qi◦AT1 , . . . , Qi◦
ATµ}. The measurement procedure is then performed for
each observable from the set {Q1, . . . , Qr}.
In order to be able to reconstruct the initial density
matrix from the projections Tr
{
(Qi ◦ATk )ρ(0)
}
, the set
of operators {Qi◦ATk } where i = 1, . . . , r and k = 1, . . . , µ
have to span B∗(H), i.e. the space to which ρ(0) belongs.
In other words, the set {Qi ◦ATk } where i = 1, . . . , r and
k = 1, . . . , µ has to be informationally complete.
3. DYNAMIC QUANTUM TOMOGRAPHY
MODEL FOR A QUTRIT SUBJECT TO PURE
DECOHERENCE
3.1. Preliminaries
In case of qutrits (i.e. dimH = 3), in order to find a
basis for the set of density matrices one can refer to the
Gell-Mann matrices. We shall follow the notation from
[17] and use {λ1, λ2, . . . , λ8} to denote the matrices:
λ1 =

0 1 01 0 0
0 0 0

 , λ2 =

0 −i 0i 0 0
0 0 0

 , λ3 =

1 0 00 −1 0
0 0 0

 ,
λ4 =

0 0 10 0 0
1 0 0

 , λ5 =

0 0 −i0 0 0
i 0 0

 , λ6 =

0 0 00 0 1
0 1 0

 ,
λ7 =

0 0 00 0 −i
0 i 0

 , λ8 = 1√
3

1 0 00 1 0
0 0 −2

 .
(7)
The Gell-Mann matrices are a generalization of the
Pauli operators and they span the Lie algebra of the
SU(3) group. Thus, they satisfy the conditions:
λi = λ
∗
i , T rλi = 0 and Trλiλj = 2δij . (8)
For a 3−level quantum system the unknown density
matrix ρ(0) ∈ S(H) can be decomposed in the basis of
the generators of SU(3)[18]:
ρ(0) =
1
3
I3 +
1
2
8∑
i=1
〈λi〉λi, (9)
where 〈λi〉 is the expectation value of the observable
λi and can mathematically be represented as 〈λi〉 =
Tr{λiρ(0)}.
If one would like to solve the quantum tomography
problem for a qutrit without taking advantage of the
2
knowledge about evolution, it would be necessary to mea-
sure 8 distinct observables: {λ1, λ2, . . . , λ8} and then use
their mean values to complete the formula for ρ(0). Such
a static approach to quantum state tomography appears
impractical since in a laboratory it would be impossible
to define 8 distinct physical quantities.
3.2. Evolution model for qutrits
Let us consider a quantum system such that its trajec-
tory is given by a time-dependent channel:
ρ(t) =

 1 e−γ1t e−γ2te−γ1t 1 e−γ3t
e−γ2t e−γ3t 1

 ◦ ρ(0), (10)
where γ1, γ2, γ3 are positive decoherence rates (we as-
sume that γ1 6= γ2 6= γ3) and ρ(0) denotes the unknown
initial density matrix of a 3−level system (ρ(0) ∈ S(H)).
One can quickly check that the dynamic matrix from
Eq. 10, i.e.:
D(t) =

 1 e−γ1t e−γ2te−γ1t 1 e−γ3t
e−γ2t e−γ3t 1

 , (11)
satisfies the conditions Eq. 2. Therefore, the time-
dependent channel from Eq. 10 describes a legitimate
evolution, i.e. ρ(t) ∈ S(H) holds for all t ≥ 0. The
quantum channel defined in Eq. 10 belongs to the fam-
ily of phase-damping channels, which means that we can
implement the method from [14] in order to reconstruct
the initial density matrix.
3.3. Results and analysis
The main goal of this subsection is to prove that by
taking advantage of the knowledge about the evolution
(which is given by Eq. 10) one can significantly decrease
the number of distinct observables required for the ability
to reconstruct the initial density matrix ρ(0).
We can formulate and prove the following theorem.
Theorem 1. The initial density matrix of a qutrit with
evolution given by a phase-damping channel of the form
Eq. 10 can be uniquely determined on the basis of mean
values of two Hermitian operators:
Q1 =

1 1 −i1 −1 −i
i i 0

 and Q2 =


1√
3
−i 1
i 1√
3
1
1 1 − 2√
3

 , (12)
which are measured at four time instants t1, t2, t3, t4 (the
time instants have to be distinct, i.e.: t1 6= t2 6= t3 6= t4).
Proof. First, one has to notice that the dynamic matrix
D(t) (from Eq. 11) can be decomposed in the form:
D(t) = I3 + e
−γ1tA1 + e−γ2tA2 + e−γ3tA3, (13)
where
A1 =

0 1 01 0 0
0 0 0

 A2 =

0 0 10 0 0
1 0 0

 and A3 =

0 0 00 0 1
0 1 0

 .
(14)
Applying Eq. 5 into this example, one gets a formula
for mean values of the observables:
mi(tj) = Tr{(Qi ◦ I3)ρ(0)}+ e−γ1tjTr{(Qi ◦A1)ρ(0)}+
+ e−γ2tjTr{(Qi ◦A2)ρ(0)}+ e−γ3tjTr{(Qi ◦A3)ρ(0)}.
(15)
In case of the observable Q1 one can easily calculate
that:
Q1 ◦ I3 = λ3,
Q1 ◦A1 = λ1,
Q1 ◦A2 = λ5,
Q1 ◦A3 = λ7,
(16)
which leads to the following formula for the measurement
result:
mi(tj) = Tr{λ3ρ(0)}+ e−γ1tjTr{λ1ρ(0)}+
+ e−γ2tjTr{λ5ρ(0)}+ e−γ3tjTr{λ7ρ(0)}.
(17)
Assuming that the mean value of the observable Q1
can be obtained at 4 distinct time instants t1, t2, t3, t4,
one gets a matrix equation (compare with Eq. 6):

m1(t1)
m1(t2)
m1(t3)
m1(t4)

 =


1 e−γ1t1 e−γ2t1 e−γ3t1
1 e−γ1t2 e−γ2t2 e−γ3t2
1 e−γ1t3 e−γ2t3 e−γ3t3
1 e−γ1t4 e−γ2t4 e−γ3t4




Tr{λ3ρ(0)}
Tr{λ1ρ(0)}
Tr{λ5ρ(0)}
Tr{λ7ρ(0)}

 .
(18)
In case of the observable Q2 one can quickly calculate
that:
Q2 ◦ I3 = λ8,
Q2 ◦A1 = λ2,
Q2 ◦A2 = λ4,
Q2 ◦A3 = λ6,
(19)
which yields the following formula for the mean value of
Q2 measured at the moment tj :
mi(tj) = Tr{λ8ρ(0)}+ e−γ1tjTr{λ2ρ(0)}+
+ e−γ2tjTr{λ4ρ(0)}+ e−γ3tjTr{λ6ρ(0)}.
(20)
Analogously like before, let us assume that the mean
value of the observable Q2 can be obtained at 4 distinct
time instants t1, t2, t3, t4. Then one gets a matrix equa-
tion (compare with Eq. 6):

m2(t1)
m2(t2)
m2(t3)
m2(t4)

 =


1 e−γ1t1 e−γ2t1 e−γ3t1
1 e−γ1t2 e−γ2t2 e−γ3t2
1 e−γ1t3 e−γ2t3 e−γ3t3
1 e−γ1t4 e−γ2t4 e−γ3t4




Tr{λ8ρ(0)}
Tr{λ2ρ(0)}
Tr{λ4ρ(0)}
Tr{λ6ρ(0)}

 .
(21)
One can observe that the matrix equations Eq. 18 and
Eq. 21 are uniquely solvable if and only if:
det


1 e−γ1t1 e−γ2t1 e−γ3t1
1 e−γ1t2 e−γ2t2 e−γ3t2
1 e−γ1t3 e−γ2t3 e−γ3t3
1 e−γ1t4 e−γ2t4 e−γ3t4

 6= 0 (22)
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In order to demonstrate that this condition is satis-
fied we can assume that the time instants t1, t2, t3, t4 are
selected according to a certain rule. An assumption con-
cerning the choice of time instants does not cause any loss
in generality since one can agree that in an experiment
it would be relatively easy to obey constraints imposed
on the choice of moments of observation. If we assume
that the time instants constitute an arithmetic sequence,
defined as: t1 = t, t2 = 2t, t3 = 3t, t4 = 4t. Then, the
condition Eq. 22 can be rewritten as:
det


1 ξ1 ξ2 ξ3
1 (ξ1)
2 (ξ2)
2 (ξ3)
2
1 (ξ1)
3 (ξ2)
3 (ξ3)
3
1 (ξ1)
4 (ξ2)
4 (ξ3)
4

 6= 0, (23)
where ξi = e
−γit. One can observe that the rows in
the matrix are linearly independent as long as γ1 6= γ2 6=
γ3 6= 0, which means that the condition Eq. 23 is satisfied.
This implies that by solving both matrix equations Eq. 18
and Eq. 21 one can obtain the mean values Tr{λiρ(0)}
where i = 1, . . . , 8.
The solutions of Eq. 18 and Eq. 21 can be obtained
on the basis of the mean values of the two selected ob-
servables Q1 and Q2. Thus, one can conclude that the
figures Tr{λiρ(0)} for i = 1, . . . , 8 are computable from
experimental data provided one knows the structure of
the dynamic matrix D(t).
If the solutions of Eq. 18 and Eq. 21 are substituted to
Eq. 9, one gets the explicit formula for the initial density
matrix ρ(0), which means that the knowledge about the
evolution of the system given by Eq. 10 combined with
the measurements of the two observablesQ1 and Q2 leads
to the ability to reconstruct the unknown density matrix.
This conclusion finishes the proof.
One should note that the theorem 1 is existential and
does not give a specific formula for the unknown density
matrix. Due to the number of parameters, the analytical
solution would have a long and unattractive form. Never-
theless, one can choose specific values of the decoherence
parameters as well as specific time instants and then one
is able to obtain a specific formula for ρ(0) by following
the general procedure introduced in this subsection.
4. DYNAMIC QUANTUM TOMOGRAPHY
MODEL FOR ENTANGLED QUBITS SUBJECT
TO PURE DECOHERENCE
4.1. Preliminaries
Entangled qubits are a special case of quantum sys-
tems associated with Hilbert space such that dimH = 4.
Thus, let us first analyze in general quantum tomography
problem for 4−level quantum systems subject to pure de-
coherence and then apply the results to entangled qubits
as a specific example of such systems.
In order to decompose any density matrix of a 4−level
quantum system one can utilize the generalized Gell-
Mann (GGM) basis (see Appendix A), which consists of
15 elements [19]. There are 6 symmetric, 6 antisymmet-
ric and 3 diagonal GGM matrices. One can expand any
density matrix ρ(0) according to the formula Eq. A4.
In order to determine the initial density matrix of a
4−level quantum system one would have to measure the
mean value of every GGM operator, which would deliver
the Bloch vector. However such an approach to quantum
state tomography, although suggested in [18], does not
seem practical. One is not able to define in a laboratory
15 distinct measurable quantities.
4.2. Evolution model for 4−level systems
Let us assume that the evolution of a 4−level quantum
system is given by a dynamical map of the form:
ρ(t) =


1 e−γ1t e−γ2t e−γ3t
e−γ1t 1 e−γ4t e−γ5t
e−γ2t e−γ4t 1 e−γ6t
e−γ3t e−γ5t e−γ6t 1

 ◦ ρ(0), (24)
where γ1, . . . , γ6 are positive decoherence rates. We
assume that γi 6= γj for i 6= j and ρ(0) ∈ S(H) denotes
the unknown initial density matrix.
One can quickly check that the dynamic matrix D(t)
from the definition Eq. 24 satisfies the conditions Eq. 2.
Therefore, the channel defined in Eq. 24 describes a legiti-
mate dynamical map. Thus, we shall apply the reasoning
from [14] in order to investigate how one can benefit from
the knowledge about the evolution when solving quantum
state tomography problem.
4.3. Results and analysis
The goal of this section is to demonstrate that the
effectiveness of quantum state tomography can be signif-
icantly improved if we assume that the evolution of the
quantum system is given by a phase-damping channel.
We can formulate and prove a theorem.
Theorem 2. The initial density matrix ρ(0) of a 4−level
quantum system with evolution given by a phase-damping
channel of the form Eq. 24 can be uniquely determined
on the basis of mean values of two observables:
Q1 =


1 1 −i 1
1 −1 −i 1
i i 0 −i
1 1 i 0

 and Q2 =


1√
3
−i 1 −i
i 1√
3
1 −i
1 1 − 2√
3
1
i i 1 0

 ,
(25)
which are measured at seven distinct time instants,
and the mean value of the operator:
Λ3 =
1√
6


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −3

 (26)
measured once at the time instant t = 0.
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Proof. First, one has to notice that the dynamic matrix
D(t) (from the channel definition Eq. 24) can be decom-
posed in the form:
D(t) = I4 + e
−γ1tA1 + e−γ2tA2 + e−γ3tA3 + e−γ4tA4+
+ e−γ5tA5 + e−γ6tA6,
(27)
where
A1 =


0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 A2 =


0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0

 A3 =


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0


A4 =


0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

 A5 =


0 0 0 0
0 0 0 1
0 0 0 0
0 1 0 0

 A6 =


0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0

 .
(28)
Applying this decomposition into Eq. 5, one gets a
formula for mean values of the observables:
mi(tj) = Tr{(Qi ◦ I4)ρ(0)} + e−γ1tjTr{(Qi ◦A1)ρ(0)}+
+ e−γ2tjTr{(Qi ◦A2)ρ(0)}+ e−γ3tjTr{(Qi ◦A3)ρ(0)}+
+ e−γ4tjTr{(Qi ◦A4)ρ(0)}+ e−γ5tjTr{(Qi ◦A5)ρ(0)}+
+ e−γ6tjTr{(Qi ◦A6)ρ(0)}.
(29)
In case of the observable Q1 one can notice that:
Q1 ◦ I4 = Λ1, Q1 ◦A1 = Λ12s ,
Q1 ◦A2 = Λ13a , Q1 ◦A3 = Λ14s
Q1 ◦A4 = Λ23a , Q1 ◦A5 = Λ24s ,
Q1 ◦A6 = Λ34a ,
(30)
which leads to the following formula for the measurement
result:
mi(tj) = Tr{Λ1ρ(0)}+ e−γ1tjTr{Λ12s ρ(0)}+
+ e−γ2tjTr{Λ13a ρ(0)}+ e−γ3tjTr{Λ14s ρ(0)}+
+ e−γ4tjTr{Λ23a ρ(0)}+ e−γ5tjTr{Λ24s ρ(0)}+
+ e−γ6tjTr{Λ34a ρ(0)}.
(31)
Assuming that the mean value of the observable
Q1 can be obtained at 7 distinct time instants
t1, t2, t3, t4, t5, t6, t7, one gets a matrix equation (analo-
gous to Eq. 21):

m1(t1)
m1(t2)
...
m1(t7)

 =


1 e−γ1t1 · · · e−γ6t1
1 e−γ1t2 · · · e−γ6t2
...
...
. . .
...
1 e−γ1t7 · · · e−γ6t7




Tr{Λ1ρ(0)}
Tr{Λ12s ρ(0)}
...
Tr{Λ34a ρ(0)}

 .
(32)
On the other hand, for Q2 one can quickly obtain:
Q2 ◦ I4 = Λ2, Q2 ◦A1 = Λ12a ,
Q2 ◦A2 = Λ13s , Q2 ◦A3 = Λ14a
Q2 ◦A4 = Λ23s , Q2 ◦A5 = Λ24a ,
Q2 ◦A6 = Λ34s ,
(33)
which gives us the following equation for the mean value
of Q2 at the moment tj :
mi(tj) = Tr{Λ2ρ(0)}+ e−γ1tjTr{Λ12a ρ(0)}+
+ e−γ2tjTr{Λ13s ρ(0)}+ e−γ3tjTr{Λ14a ρ(0)}+
+ e−γ4tjTr{Λ23s ρ(0)}+ e−γ5tjTr{Λ24a ρ(0)}+
+ e−γ6tjTr{Λ34s ρ(0)}.
(34)
We operate in the same vein as for the observable Q1
and after 7 measurements at distinct time moments, we
get a matrix equation:

m2(t1)
m2(t2)
...
m2(t7)

 =


1 e−γ1t1 · · · e−γ6t1
1 e−γ1t2 · · · e−γ6t2
...
...
. . .
...
1 e−γ1t7 · · · e−γ6t7




Tr{Λ2ρ(0)}
Tr{Λ12a ρ(0)}
...
Tr{Λ34s ρ(0)}

 .
(35)
One can observe that the matrix equations Eq. 32 and
Eq. 35 are uniquely solvable if and only if:
det


1 e−γ1t1 · · · e−γ6t1
1 e−γ1t2 · · · e−γ6t2
...
...
. . .
...
1 e−γ1t7 · · · e−γ6t7

 6= 0 (36)
In order to demonstrate that the condition Eq. 36 is
satisfied we follow the same strategy as in case of qutrits.
We assume that the time instants are not arbitrary and
they constitute an arithmetic sequence defined as: t1 = t,
t2 = 2t, . . . , t7 = 7t. Then, the condition Eq. 36 can be
rewritten as:
det


1 ξ1 · · · ξ6
1 (ξ1)
2 · · · (ξ6)2
...
...
. . .
...
1 (ξ1)
7 · · · (ξ6)7

 6= 0, (37)
where ξi = e
−γit (for i = 1, . . . , 6). One can observe that
the rows in the matrix are linearly independent as long as
the decoherence rates are positive and satisfy γi 6= γj 6= 0
(for i 6= j). This means that the condition Eq. 37 holds
true. Consequently, by solving both matrix equations
Eq. 32 and Eq. 35 one obtains the mean values of 14 op-
erators which belong to the SU(4) generators. In general,
a density matrix of a 4−level quantum system is charac-
terized by 15 parameters. Thus, one needs to perform
the measurement of Λ3 at time instant t = 0 in order
to get a complete set of information. When one knows
the mean values of the GGM operators, one is able to
reconstruct the initial density matrix, which finishes the
proof.
4.4. Special case: entangled qubits
In general, the density matrix of a 4−level quantum
system is fully characterized by 15 real parameters. How-
ever, if one has a priori knowledge about the system in
question, one can simplify the algebraic structure of the
density matrix. In case of dimH = 4 one may consider
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entangled qubits as a specific example of quantum sys-
tem.
Mixed-state entanglement can be defined by means of
statistical mixture of the Bell states [20]. We shall intro-
duce the following form of the initial quantum state of
entangled qubits:
ρ(0) = p1 |Φ+〉 〈Φ+|+ p2 |Φ−〉 〈Φ−|+ p3 |Ψ+〉 〈Ψ+|+
+ (1− (p1 + p2 + p3)) |Ψ−〉 〈Ψ−| ,
(38)
where the state vectors {|Φ+〉 , |Φ−〉 , |Ψ+〉 , |Ψ−〉} denote
the Bell basis in the Hilbert space and p1, p2, p3 are prob-
abilities.
The density matrix defined in Eq. 38 covers a wide
range of particular mixed entangled states, for example
the famous Werner state [21].
In order to investigate the problem of quantum tomog-
raphy, let us first observe that our state ρ(0) can be de-
composed in the basis of SU(4) generators:
ρ =
1
4
I4 +
p1 − p2
2
Λ14s +
1− p1 − p2 − 2p3
2
Λ23s +
+
2p1 + 2p2 − 1
4
Λ1 +
2p1 + 2p2 − 1
4
√
3
Λ2+
+
1− 2p1 − 2p2
2
√
6
Λ3.
(39)
One is intuitively aware that we need three indepen-
dent pieces of information in order to reconstruct the
density matrix. Thus, one could measure three opera-
tors from the set of the GGM matrices: Λ14s ,Λ
23
s ,Λ1 at
time instant t = 0, which would give the probabilities
p1, p2, p3 required to describe the density matrix. How-
ever, we propose a quantum tomography scheme based
on dynamic approach which leads to a significant im-
provement. Let us prove a theorem.
Theorem 3. Assuming that the evolution of ρ(0) is given
by the phase-damping channel defined in Eq. 24, one
can uniquely determine the probabilities p1, p2, p3 (which
completely characterize the entagled qubits state) by per-
forming the measurement of one observable Q at three
distinct time instants, where
Q =


1 0 0 1
0 −1 1 0
0 1 0 0
1 0 0 0

 . (40)
Proof. We assume that the evolution of mixed-entangled
qubits is subject to the same dynamical map as intro-
duced in Eq. 24. Therefore, the decompositions given in
the equations Eq. 27-29 still hold true.
In case of the observable Q one can immediately notice
that
Q ◦ I4 = Λ1, Q ◦A1 = 0,
Q ◦A2 = 0, Q ◦A3 = Λ14s
Q ◦A4 = Λ23s , Q ◦A5 = 0,
Q ◦A6 = 0,
(41)
where 0 denotes here the 4× 4 dimensional zero matrix.
Then, the formula for the mean value of the observable
Q measured at any time instant tj can be simplified:
m(tj) = Tr{Λ1ρ(0)}+ e−γ3tjTr{Λ14s ρ(0)}+
+ e−γ4tjTr{Λ23s ρ(0)}.
(42)
Assuming that the mean value of Q can be obtained
at three distinct time instants t1, t2, t3, one gets a matrix
equation:

m(t1)m(t2)
m(t3)

 =

1 e−γ3t1 e−γ4t11 e−γ3t2 e−γ4t2
1 e−γ3t3 e−γ4t3



 Tr{Λ1ρ(0)}Tr{Λ14s ρ(0)}
Tr{Λ23s ρ(0)}}

 . (43)
One can compute the expectation values:
{Tr{Λ1ρ(0)}, T r{Λ14s ρ(0)}, T r{Λ23s ρ(0)}} on the basis
of the experimental data {m(t1),m(t2),m(t3)} if and
only if:

1 e−γ3t1 e−γ4t11 e−γ3t2 e−γ4t2
1 e−γ3t3 e−γ4t3

 6= 0 (44)
Likewise before, we may assume that the time instants
are selected in such a way that they are elements of an
arithmetic sequence: t1 = t, t2 = 2t, t3 = 3t. Conse-
quently, the condition Eq. 44 can be reformulated:
det

1 ξ3 ξ41 (ξ3)2 (ξ4)2
1 (ξ3)
3 (ξ4)
3

 6= 0, (45)
where ξi = e
−γit. One can observe that the rows are lin-
early independent as long as γ3 6= γ4. Other decoherence
rates does not affect the state of the entangled qubits and
for this reason they might be even zeros.
Assuming that γ3 6= γ4, one can calculate the set
of mean values {Tr{Λ1ρ(0)}, T r{Λ14s ρ(0)}, T r{Λ23s ρ(0)}}
which suffice to determine the probabilities p1, p2, p3
characterizing the initial density matrix.
Entangled qubits state defined in Eq. 38, which is com-
pletely characterized by three probabilities {p1, p2, p3},
can be reconstructed from the mean values of one ob-
servable measured at three different time instants.
The quantum tomography scheme for entangled
qubits, which requires only one kind of measurement to
reconstruct the initial density matrix, fits well to the cur-
rent trends in the field. In the context of the dynamic
approach to tomography, it has been discussed that for
some specific evolution models one observable is sufficient
to determine the initial density matrix [22]. This concept
is not only theoretical because experimental realizations
have demonstrated recently that a single observable (i.e.
one measurement setup) provides all necessary data for
quantum state tomography [23]. In quantum process to-
mography there is a similar tendency to develop methods
which enable to reconstruct unknown quantum channels
from few measurements [24].
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5. QUANTUM TOMOGRAPHY OF QUDITS
SUBJECT TO PURE DECOHERENCE
5.1. Preliminaries
For a qudit one can always use the generalized Gell-
Mann (GGM) basis to decompose any density matrix by
means of N2 − 1 operators (see details in Appendix A).
The coefficients which appear in the expansion Eq. A4
can be interpreted as mean values of the GGM operators
(they constitute the Bloch vector). Thus, one needs to
perform N2 − 1 distinct measurements in order to de-
compose the initial density matrix. This approach seems
impractical, especially for higher dimensions since the
number of required observables increases quadratically.
5.2. Evolution model for qudits
Time evolution of qudit is given by a phase-damping
channel according to Eq. 1, where the dynamic matrix
D(t) is symmetric and shall be expressed as:
D(t) =


1 e−γ12t e−γ13t · · · e−γ1N t
e−γ12t 1 e−γ23t · · · e−γ2N t
e−γ13t e−γ23t 1 . . . e−γ3N t
...
...
...
. . .
...
e−γ1N t e−γ2N t e−γ3N t · · · 1

 , (46)
where we assume that no two decoherence rates are the
same.
5.3. Results and analysis
We shall investigate what can be said about the bene-
fits of the dynamic approach to quantum tomography of
systems subject to pure decoherence. We formulate two
theorems – one tells about the advantages of the dynamic
tomography, whereas the other indicates a serious limi-
tation of this method. The first theorem demonstrates
that one can in general very efficiently obtain the off-
diagonal elements of the density matrix. On the other
hand, the latter describes the worst-case scenario which
is connected with computing the diagonal part of the
unknown matrix. The theorem gives the formula for the
upper limit of the number of distinct observables required
for quantum tomography.
Theorem 4. For a qudit subject to pure decoherence with
the dynamic matrix defined in Eq. 46 one can reconstruct
all off-diagonal elements of the unknown density matrix
ρ(0) from the mean values of two observables measured
at N(N−1)2 + 1 distinct time instants.
Proof. Let us start by representing D(t) as:
D(t) = IN +
N∑
k=j+1
N−1∑
j=1
e−γjktAjk, (47)
where Ajk = Ejk + Ekj and Ejk denotes a matrix from
the standard basis.
Now we define 2 observables by means of the GGM
operators (see Appendix A):
Q1 = Λ1 +
N∑
k=2i
κ1(N)∑
i=1
Λ(2i−1)ks +
N∑
k=2i+1
κ2(N)∑
i=1
Λ(2i)ka ,
Q2 = Λ2 +
N∑
k=2i+1
κ2(N)∑
i=1
Λ(2i)ks +
N∑
k=2i
κ1(N)∑
i=1
Λ(2i−1)ka ,
(48)
where
κ1(N) =
{
N−1
2 when N is odd
N
2 when N is even
κ2(N) =
{
N−1
2 when N is odd
N−2
2 when N is even
.
(49)
Then for any time instant tj the mean values of Q1
and Q2 can be written as:
m1(tj) =Tr{Λ1ρ(0)}+
N∑
k=2i
κ1(N)∑
i=1
e−γ(2i−1)ktTr{Λ(2i−1)ks ρ(0)}
+
N∑
k=2i+1
κ2(N)∑
i=1
e−γ(2i)ktTr{Λ(2i)ka ρ(0)}
(50)
m2(tj) =Tr{Λ2ρ(0)}+
N∑
k=2i+1
κ2(N)∑
i=1
e−γ(2i)ktTr{Λ(2i)ks ρ(0)}
+
N∑
k=2i
κ1(N)∑
i=1
e−γ(2i−1)ktTr{Λ(2i−1)ka ρ(0)}
(51)
One can notice that if we measure both observables
at N(N−1)2 + 1 time instants selected in such a way that
t1 = t, t2 = 2t, t3 = 3t, . . . then from Eq. 50-51 we can
compute the mean values of N(N − 1)+2 operators: i.e.
the N(N−1)2 symmetric GGM, the
N(N−1)
2 antisymmetric
GGM and the two diagonal GGM Λ1 and Λ2. This means
that the measurements provide N(N−1)+2 independent
pieces of information which are sufficient to determine the
off-diagonal elements of the density matrix.
Theorem 5. For a qudit subject to pure decoherence with
evolution governed by a dynamic matrix defined in Eq. 46
the upper boundary of the number of distinct observables
required for state reconstruction equals: N − 1.
Proof. We obtain complete knowledge about the off-
diagonal elements of the density matrix on the basis of
mean values of the operators from Eq. 48. However the
dynamic approach does not give any advantage when it
comes to the diagonal elements since a phase-damping
channel does not affect the diagonal of ρ(0)). Therefore,
in the worst-case scenario, one would additionally need
to measure the mean values of the remaining N −3 diag-
onal GGM matrices at time instant t = 0, which means
that finally one would use N − 1 distinct observables to
reconstruct the density matrix. The final formula for the
initial state could be written according to Eq. A4.
7
For specific qudits the minimal number of distinct ob-
servables might be lower than N − 1 since one may a
priori know that there are some zeros on the diagonal of
ρ(0).
6. CONCLUSIONS
In this article we have proved that the dynamic ap-
proach to quantum tomography can be an efficient
method of state reconstruction for qutrits and entangled
qubits. It was demonstrated that one can significantly
decrease the number of distinct observables required for
state reconstruction if the system is sent through a phase-
damping quantum channel. The results are in line with
recent developments in quantum tomography where there
is a tendency to search for economic methods which aim
to reduce the number of distinct measurement setups [25–
27].
Furthermore, we formulated two general theorems con-
cerning the criteria for quantum tomography of qudits
subject to pure decoherence. The first theorem describes
optimal benefits that one can obtain from applying this
approach, i.e. all off-diagonal elements can be computed
from the mean values of two observables. Whereas the
other theorem expresses a key limitation of the method.
If an N−level open quantum system is subject to pure
decoherence, in the worst-case scenario, one needs N − 1
distinct measurements to reconstruct the initial state.
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Appendix A: Generalized Gell-Mann matrices
In general, all GGM matrices can be divided into 3
groups and for dimH = N they are defined as [18, 19]:
i) N(N−1)2 symmetric GGM matrices
Λjks = |j〉 〈k|+ |k〉 〈j| , 1 ≤ j < k ≤ N, (A1)
ii) N(N−1)2 antisymmetric GGM matrices
Λjka = −i |j〉 〈k|+ i |k〉 〈j| , 1 ≤ j < k ≤ N, (A2)
iii) (N − 1) diagonal GGM matrices
Λl =
√
2
l(l + 1)

 l∑
j=1
|j〉 〈j| − l |l + 1〉 〈l + 1|

 ,
1 ≤ l ≤ N − 1,
(A3)
where |k〉 , |j〉 , |l〉 denote vectors from the standard basis.
One can notice that in total we have N2 − 1 GGM
matrices. From the definitions we can see that all GGM
matrices are traceless and self-adjoint. It can be proved
that they are orthogonal and form a basis. Thus, they
are the generators of SU(N).
A density matrix associated with a Hilbert space such
that dimH = N can be decomposed according to [18]:
ρ =
1
N
IN +
1
2
~s · Λˆ, (A4)
where ~s denotes the Bloch vector and Λˆ the vector gen-
erated from ordered GGM matrices. The elements of the
Bloch vector are equal to the mean values of the corre-
sponding GGM operators.
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