We consider the inverse limit space (I, f ) of a unimodal bonding map f as fixed bonding map. If f has a periodic turning point, then (I, f ) has a finite non-empty set of asymptotic arc-components. We show how asymptotic arc-components can be determined from the kneading sequence of f . This gives an alternative to the substitution tiling space approach taken by Barge and Diamond [Ergodic Theory Dynamical Systems 21 (2001) 
Introduction
Inverse limit spaces of endomorphisms appear as the global attractors of many dynamical systems [21] . For instance, the relevant example for this paper is the global attractor of Hénon maps, cf. [5] . We will study inverse limit spaces for which a unimodal map of the interval is the (fixed) bonding map. Since two conjugate maps gives rise to homeomorphic inverse limit spaces, it suffices to consider quadratic maps f (x) = 1 − ax 2 of the inverse limit space X is relatively simple, see [6] . For a > a Feig , the known results are largely restricted to parameters for which the critical orbit is finite. In this case, X consists of uncountably many arc-components which (assuming f is non-renormalizable) lie dense in X. If c is periodic of period N , then X contains N endpoints, cf. [7] , and the arc-component of these endpoints are continuous images of the half-line [0, ∞). All other arc-components are continuous images of R. If c is strictly preperiodic, no endpoints exists [8] ; instead there are turnlink points at which X is not homogeneous, [10] . Each point that is neither endpoint nor turnlink point has a neighborhood homeomorphic to the product of a Cantor set and an interval.
There are still more inhomogeneities. In [1] , Barge and Diamond point out the existence of asymptotic arc-components. Two arc-components C and C are asymptotic if there exists parametrizations ϕ,φ : R → C, C such that lim t→∞ d(ϕ(t),φ(t)) = 0. Here d is a metric on X compatible with the topology. In this paper we use symbolic dynamics to describe the asymptotic arc-components. Depending on the kneading sequence, we can algorithmically determine the pattern of asymptotic arc-components. They appear in k-fans (i.e., k arccomponents which are all asymptotic in one direction), or k-cycles (i.e., k arc-components each of which is asymptotic in either direction to a neighboring arc-component), or more complicated combinations of these two, see Fig. 1 .
The induced homeomorphism permutes the asymptotic arc-components and from the structure of this permutation, the pattern of the asymptotic arc-components can be further analyzed. The pattern gives some visualization of why inverse limit spaces of nonconjugate "periodic" unimodal maps are non-homeomorphic, contributing to the partial results on the classification in [3, 11, 19, 15] . For example, it seems that for any given period N 6, the four N -periodic kneading sequences appearing last in the parity-lexicographical order, all lead to non-homeomorphic inverse limit spaces, cf. [19, Theorem 5.1] . However, our results provide no complete classification, and hence cannot replace the claim of [16, 18] that all "periodic" inverse limit spaces are non-homeomorphic.
The paper is organized as follows. The next section gives preliminaries on inverse limit spaces of unimodal maps and how to track their arc-components using kneading theory. In Section 3, we determine when two arc-components are asymptotic. Section 4 presents the results for the unimodal maps with periodic critical point up to period 8, and gives the theorems that led to this classification. The proofs are given in the final section.
Preliminaries
Let f (x) = 1 − ax 2 be a quadratic map on the interval I := [1 − a, 1]. The critical point is c = 0, and we write c i = f i (c) for the ith image of c. Therefore the interval
is the core of the map; throughout this paper, we will always restrict unimodal maps to their cores. The inverse limit space is
Endow X with product topology and metric d(x, y) = i<0 2 i |x i − y i |. Let π i (x) = x i be the projection on the ith coordinate for i < 0 and π(x) := f (x −1 ) for the projection on the 0th coordinate. The induced homeomorphism iŝ
with the right-shift as inversef −1 .
We use the standard symbolic dynamics known as kneading theory for f . Given x ∈ I , the itinerary of x is the sequence e(x) = e 0 e 1 e 2 . . . , with
The itinerary of the critical value c 1 is called the kneading sequence and will be denoted as
. . e n ) denote the number of ones in e 1 . . . e n . We use the shorthand ϑ(n) = ϑ(ν 1 . . . ν n ). If c is periodic, say of period N , then let by convention ν N ∈ {0, 1} be such that ϑ(N) is even.
(
We need the parity-lexicographical ordering : if is odd, where 0 < < 1. Assuming that e i = implies that e i+1 e i+2 . . . = ν 1 ν 2 . . . , this is a total ordering on the set of 0 1-words. A kneading sequence ν ∈ {0, 1} N with ν 1 = 1 is called admissible if there exists a unimodal map with ν as kneading sequence. Admissible sequences can be characterized by the fact that they are shift-maximal with respect to the left-shift σ and the parity-lexicographical ordering: σ ν σ n ν ν for all n 0.
Equivalent admissibility conditions for kneading sequences are given in Section 5. Given a kneading sequence ν, we say that a 0 1-word A is admissible (cf. Note that a finite subword B corresponds to an interval in I whose itinerary starts with B.
We extend the symbolic dynamics to the inverse limit space, by giving x ∈ X the backward itinerary e(x) = . . . e −3 e −2 e −1 , where Proof. This is contained [8] . In fact, assuming that f is long-branched (or equivalently, its kneading map if bounded, see Lemma 4 is sufficient for this result. In general, the "if" direction is true: if backward itineraries e andẽ agree from entry −N onwards, then the arc-component can be parametrized by the −N th coordinate. The "only if" direction fails, however. There can be arcs whose endpoint(s) have backward itineraries with different tails than the backward itineraries of the rest of the arc, cf. the endpoint characterizations in [10] . 2
To describe the folding pattern of an arc-component, we define It was shown in [10] (cf. [8] ), that the set of points x ∈ X with given sequence e as itinerary is an arc A which projects to
(Here we assume that τ L and τ R both are finite; for examples otherwise, see [10] .) Moreover, if A andÃ are two such adjacent arcs in the same arc-component of X, then for the corresponding backward itineraries e andẽ, e i =ẽ i , except for a single i < 0 which
. This gives an algorithm to compute the folding pattern of an arc-component. Define {a n } n∈Z\{0} , α n = α n (e) ∈ Z as follows.
The coordinate α 0 remains undefined. Next define Re by
Similarly, R −1 e is defined as We continue to define α 2 (e) = τ L (Re), α 3 (e) = τ R (R 2 e), etc., and for negative subscripts 1 In other words, the numbers α 1 , α 2 , . . . record at which entries the backward itineraries change as we follow the arc-component through x to the right, while α −1 , α −2 , . . . record changes as we follow the arc-component through x to the left. Fig. 2 gives a suggestive embedding into the plane of the arccomponent through the fixed point p (with backward itinerary . . . 111) of the induced homeomorphism for ν = 101.
If p =p ∈ X lie on the same arc-component C (and hence their backward itineraries e andẽ have the same tail), then we say that p p ifp is reached from p by following C to the right. This means that
if e =ẽ, e = R k e for some k > 0 if e =ẽ.
By abuse of notation, we say that e ẽ in this case. Note that is not a transitive order relation: Since e and Re meet at their 'right' endpoints (and hence both e Re and Re e are true), what is to the right of Re turns out to be to the left of e. We use this repeatedly in the following form:
Re R m e implies e / R m e and hence m < 0.
Define the last discrepancy of e andẽ as Take 
(2) Let α andα be the folding patterns of R k (e) and Rk(ẽ), respectively. Then |c α n − cα n | → 0 as n → ∞.
Proof. We carry out the proof for the case that c is periodic of period N . This means that Condition (2) is equivalent to c α n = cα n for all n sufficiently large.
Then the right folding patterns of ϕ(t 0 ) andφ(t 0 ) must be the same modulo N . For any backward itinerary e one can find k ∈ Z such that the backward itinerary of ϕ(t 0 ) coincides with R k (e). The analogous statement holds forẽ. Condition (2) follow immediately. Suppose by contradiction that d n (R k (e), Rk(ẽ)) = K < ∞ infinitely often. For each such n, the middle points on the arcs corresponding to R k+n (e) and Rk +n (ẽ) are some definite distance away. This contradicts Conversely, if the folding patterns of R k (e) and Rk(ẽ) are the same modulo N , then there are parametrizations ϕ of C andφ of C such that ϕ(0) has backward itinerary e,φ(0) has backward itineraryẽ, and
The proof for when c is not periodic is similar. (This is stronger than C and C being asymptotic. In the sense of Definition 1, every arc-component is trivially asymptotic to itself.) To prove that C is self-asymptotic, observe that ϑ(α n ) − ϑ(α n ) is always a multiple of 3 and d n (e,ẽ) → ∞. Note that R 2 e = e11 and R 2ẽ =ẽ11 (and R 9 e = e1111, R 9ẽ =ẽ1111, and also Re =ẽ1, Rẽ = e1 and R 6 e =ẽ111, R 6ẽ = e111. This similarity is used to prove the above statements, see case I in Section 5.
Corollary 2. If f has a strictly preperiodic critical point, then X has no asymptotic pair of arc-components.
Proof. Let f have period N and preperiod M. Suppose that C = C are asymptotic. Choose corresponding itineraries e andẽ such that for the folding patterns |c α n − cα n | → 0 as n → ∞. Hence for some n 0 > 0, N divides α n −α n for all n n 0 . At the same time, the discrepancies d n → ∞. Fix some n 1 n 0 such that d n 1 N + M. Let n 2 n 1 be the smallest integer such that α n 2 = d n 1 <α n 2 . (The caseã n 2 = d n 1 < α n 2 can be treated by the same argument.) Note that such n 2 must exists, because otherwise the discrepancy d n 1 is never resolved, contradicting that d n → ∞. Now we haveα n 2 − α n 1 = iN for some i 1.
On the other hand,
This contradicts that ν is preperiodic. 2
A similar proof shows that X has no asymptotic arc-components when f has a nonrecurrent critical point.
Periodic kneading sequences
Let from now on c be periodic with period N . Recall that by convention we write ν = ν 1 . . . ν N , where ν N ∈ {0, 1} is such that ϑ(N) is even. In Fig. 4 , we list the admissible periodic kneading sequences up to period 8, the tails of their asymptotic arc-components and the pattern these arc-components make. The kneading sequences for a < a Feig are left out, because their inverse limit spaces possess no asymptotic arc-components, see [6] .
Suspensions of substitution shifts (also called substitution tilings spaces) have frequently been studied in the 20th century, see, e.g., monographs of Hedlund and Gottschalk [13] , and Queffelec [17] . It is in this context that asymptotic arc-components (their existence and finiteness) were noticed first, cf. [17, Theorem V.21], Since such spaces appear as orientable 2-to-1 coverings of unimodal inverse limit spaces, one can conclude that the collection A of asymptotic arc-components is non-empty and finite. In [4, Proposition 4] , it is shown (after subtracting the N arc-components with endpoints), that the cardinality #A 2(N − 2). Asf permutes the asymptotic arc-components, they can be viewed as the unstable manifolds of periodic points off , and their backward itineraries have periodic tails. The maximal (in parity-lexicographical order) shifts of these tails are shown in the fourth column. Let us write s ∼ t if the tails s and t are tails of asymptotic arc-components. If only one tail t is given, it means that t ∼ σ n t for some n 1: the tail is asymptotic to a shift of itself. For instance, in line 2, all three shifts of t = 101 arc simultaneously asymptotic, see case I of Theorem 1. This leads to a 3-fan of asymptotic arc-components (cf. Fig. 1) .
In line 4, the shift of the same tail t = 101 are only pairwise asymptotic: t ∼ σ t, σ t ∼ σ 2 t and σ 2 t ∼ t. The resulting arrangement of asymptotic arc-components is called a 3-cycle, see Fig. 1 .
In line 12, the tail t = 1000100011 is asymptotic to its fifth shift: t ∼ σ 5 t, and similarly σ t ∼ σ 6 t, σ 2 t ∼ σ 7 t, σ 3 t ∼ σ 8 t and σ 4 t ∼ σ 9 t. Hence we see five 2-fans, andf permutes all of the 10 strands in one cycle. In line 15, we see two tails t = 10010 and s = 10111. Here t ∼ s, σ t ∼ σ s, etc., so again we see five 2-fans, but this timef permutes them in two separate cycles. We do not know if all homeomorphisms of X into itself arc homotopic to iterates off , but if this is true, it would follow that the inverse limit spaces of line 12 and line 15 are non-homeomorphic. 2 In any case, a homeomorphism between these spaces cannot commute with the induced homeomorphisms. In line 13, we find two different tails t = 10 and s = 1001. Since t ∼ s, σ t ∼ σ s and also t = σ 2 t ∼ σ 2 s, σ t = σ 3 t ∼ σ 3 s, we find that the four resulting 2-fans must actually be linked in pairs. The pattern consists of two copies of a linked pair, see Fig. 1 .
In line 31, we have t = 101101110 which is asymptotic to σ 3 t. Moreover, it turns out that σ 3 ∼ σ 6 and σ 6 t ∼ t. The same happens for σ t ∼ σ 4 t, σ 4 t ∼ σ 7 t, σ 7 t ∼ σ t and σ 2 t ∼ σ 5 t, σ 5 t ∼ σ 8 t, σ 8 t ∼ σ 2 t. This gives three copies of 3-cycles.
The following theorem predicts the asymptotic arc-components and their tails. We write ρ : N → N,
and we use the notation a := 1 − a for a ∈ {0, 1}. The resulting basic pattern of asymptotic arc-components is a (k − 1)-fan in case I, k 2-fans in cases II and III, provided a = 1. However, if the backward itineraries e andẽ have same additional symmetry, a more complicated pattern may arise.
Theorem 1 does not predict, for cases II and III, whether the backward itineraries e and e are admissible. Corollary 3 shows that in each case, only one value of k is possible. For most lines in Fig. 4 , the choice k = min{i < N; ρ(i) N } works, and other choices of k give non-admissible backward itineraries. An exception is line 17. Here k = 5 is taken, whereas the minimal value k = 3 leads to a non-admissible backward itinerary.
Cases I-III are mutually exclusive, see Proposition 2 in Section 5. Note that, if an Nperiodic kneading sequence ν satisfies case I, then it also satisfies case II, which leads to one more asymptotic arc-component with tail . . . 0000. However, this tail is only admissible if we enlarge the interval I on which f is defined to [q, 1], where q = The following theorem takes care of these renormalizable examples.
Theorem 2. Let ν be a periodic kneading sequence.
Case IV: ν = µ * μ has * -product structure, where µ has period m. Then X has m subcontinua, each of them homeomorphic to the inverse limit space of the unimodal map with kneading sequenceμ, having corresponding asymptotic arc-components.
Proof. This is standard. Since f is renormalizable, the set [2] . Each H has the same asymptotic arc-components as (J, f m |J ). 2
As an example, in line 32 from Fig. 4 , ν = 11 * 1001. The corresponding inverse limit space has two copies of the inverse limit space of line 2 as subcontinua, and hence two 3-fans. In addition, there is the arc-component with tail . . . 1111, which turns out to entwine in the these subcontinua asymptotically to the two 3-fans, rendering them two linked 4-fans. The same mechanism in line 9 gives two linked 3-fans where the non-linking strands of each 3-fan are in fact asymptotic to themselves.
We think that Theorems 1 and 2 give the complete picture of asymptotic arccomponents. They lead to at most 2(N − 2) asymptotic arc-components (obtained in cases II and III, when k = N − 2 and no additional symmetries in the asymptotic backward itineraries arc present), which confirms the bound from [4] .
Conjecture 1. Given a periodic kneading sequence, let
A be the collection of asymptotic arc-components of the corresponding inverse limit space. If C, C ∈ A, then C is asymptotic to, or coincides with,f n C for some n ∈ Z.
Proofs
In this section we give the proof of Theorem 1. Case I expresses the scheme of the proof in its simplest form. For the other cases, several more technical arguments are necessary to verify the basic steps. This involves a discussion of admissible words for a given kneading sequence, and of the structure of cutting and co-cutting times. which are left-shifted copies of the original backward itineraries. Since e and R n+1 e differ by an even number of entries, n + 1 is even. Therefore, we can repeat the argument and find that d n (e,ẽ) → ∞ while α n (e) − α n (ẽ) is always a multiple of N . This proves case I. 2
Define the cutting times (S k ) k 0 and co-cutting times (T l ) l 0 of a kneading sequence ν as:
and
We list some facts of (co-)cutting times and admissibility from [9, 14, 20] .
Lemma 4. The following statements are equivalent:
• A kneading sequence, ν is admissible.
• σ ν σ n ν ν for all n 0.
• ρ(n) − n is a cutting time for each n 1.
• ρ(n) − n is a cutting time for each cutting or co-cutting time n, and (S k ) k 0 and (T l ) l 0 are disjoint sequences.
of ν) and
for all k ( lex is lexicographical order).
The (co-)cutting times serve as natural dividers of the kneading sequence, and they determine which subwords of ν are admissible. We list some of these properties more precisely, writing S(n) = min{S k ; S k > n} and T (n) = min{T l ; T l > n}. word ν 1 . . . ν n−1 ν n is admissible if and only if n is a cutting time.  (d) If ν is N -periodic (with convention (1)), then N is a co-cutting time and no cutting time is a multiple of N .
Lemma 5. (a) ϑ(S k ) is odd for all k and ϑ(T l ) is even for all
l. (b) If ρ(n) > S(n), then ϑ(ν n+1 . . . ν S(n) ) is odd. If ρ(n) > T (n), then ϑ(ν n+1 . . . ν T (n) ) is odd. (c) The
Proof. (a)
This follows by induction and the fact that ρ(n) − n is a cutting time.
(b) We prove the following statement by induction
This is obviously true for k min{i > 1; ν i = 1}. Suppose (5) is true for all integers less than k.
is a cutting time, and by induction, ϑ(k
is even, as asserted. The remaining three statements of (5) 
Since N is the minimal period of ν, we find α 1 (e) = N + 1. Now forẽ, let α : 
Since N − k is a cutting time, and . . ν N ) is even, again a contradiction. Obviously α = N + 1, and if α = iN + β for some i 0, 1 < β N + 1, thenẽ ends with ν 1 . . . ν β and ϑ(β) is even, which was excluded by the above arguments.
This shows that α 1 (ẽ) = 1, and hence
As a result, d 1 (e,ẽ) = k + 1. Let n 1 be minimal such that R nẽ ends with ν 1 . . . ν k . We claim:
There is no 1 < m < n such that 
is even as we saw before. Thereforeẽ and R nẽ differ at an odd number of entries, and hence n is odd. Using the same arguments as for α 1 above, we find α n (e) = τ L (R n e) = N + k + 1 and α n (ẽ) = τ L (R nẽ ) = k + 1, giving a difference of N . Taking one more iterate, we obtain
Hence R n+1 e and R n+1ẽ are left-shifted copies of e andẽ. Since n + 1 is even, we can repeat the argument and find that d n (e,ẽ) → ∞ while α n (e) − α n (ẽ) is always a multiple of N . This proves case II. Case III: We will use the same arguments as for case II. 
The remaining possibility is
Take n minimal such that R n e ends with ν 1 . . . ν k . We claim:
There is no 1 < m < n such that
First take m is minimal such that α := α m (e) > k. Proof. The idea of the proof is to find subwords ofẽ for case II and e for case III that cannot be simultaneously majorized, in the parity-lexicographical order, by ν. Hence at most one of cases II and III is admissible. Let k be as in case II, i.e., k = S b is the last cutting time before N and N − k =: S i is again a cutting time. Let l serve the role of k in case III. Then r = N − al is also a cutting time, say r =: S j . We distinguish two cases.
(1) First assume that k < l, so j < i. If in case II, 
Recall the kneading map Q : N → N ∪ {0} from Lemma 4. By construction Q(k) < k for each k. Condition (4) is in fact a way to express the paritylexicographic order. If ν andν are two 01-words (or kneading sequences) starting with 1, then for both cutting times and kneading maps Q respectively Q can be denned. By induction, it is not hard to show that ν ν if and only if {Q(t)} t 1 lex { Q(t)} t 1 . Applying this to (6) and (7), we obtain Q(t) 
Therefore Q(i + t) = Q(j + t) for t = 1, . . . , b − i, which is still possible, but it implies that Q(t) < i for t b. A closer look at (6) shows that to fulfill the second condition of (8) 
Therefore Q(i + t) = Q(j + t) for t = 1, . . . ,b − j . Combining (10) with the second part of (11), we get that S Q(b+1) > l − Sb S Q(b+i−j +1) . The first part of (11), however, yields Q(i +b − j + 1) Q(b + 1). This contradiction completes the proof. 2
