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The combination of interactions and nonadiabaticity in many body systems is shown to induce
magnetic gauge potentials in the equation of motion for the one-body reduced density matrix as well
as the effective Schro¨dinger equation for the natural orbitals. The consequences of induced gauge
geometry for charge and energy transfer are illustrated in the exact nonlinear dynamics of a three-
site Hubbard ring ramped into a Floquet state by a time dependent circulating electric potential.
Remarkably, the pumped charge flows against the driving in the strongly interacting regime, and
the quasienergy level shift, which defines the work done on the system, can become negative.
PACS numbers: 03.65.Vf, 71.10.-w, 72.10.-d, 31.15.ee
Gauge geometry is inherent to physical theories whose
equations are phrased in terms of redundant variables.
The classical electromagnetic gauge potentials (V,A) are
redundant because infinitely many of them generate the
same electromagnetic fields, yet they acquire a degree of
observable significance in quantum physics through the
Aharonov-Bohm effect [1]. The phase factor [2]
exp
(
i
e
~
∮
Aµdx
µ
)
, (1)
responsible for Aharonov-Bohm interference, is the fiber
bundle holonomy of the connection −i e~Aµdxµ associated
with local gauge invariance (gauge symmetry) [3, 4].
Induced, as opposed to primitive, gauge geometries
have gained attention only relatively recently. Induced
vector potentials were first found in the coupled equa-
tions for electronic and nuclear wavefunctions [5], and the
associated Aharonov-Bohm phase gives an alternative ex-
planation for the sign change upon pseudorotation in tri-
atomic molecules [6]. The discovery of geometric phase
[7–9] established the geometric origin and observability
of induced gauge geometries. Induced vector potentials
are in fact only the magnetic part of a general geometric
electromagnetism [10–12], unifying induced electric and
magnetic fields in a quantum geometric tensor [10, 13]
over the space of slow variables. The effective Hamil-
tonian for the slow variables generally also contains a
geometric induced inertia tensor [14].
Abelian and non-Abelian gauge geometries have found
many applications in condensed matter physics, among
which are adiabatic charge transport [15], the theory
of macroscopic polarization [16], the anomalous veloc-
ity and other geometric effects of Bloch electrons [17–20],
and the quantum Hall effect [15, 21, 22]. Recent work has
studied the Berry curvature in gradient expansions of the
quantum kinetic equations of Fermi liquids [19, 23]. An-
other line of research aims to simulate condensed matter
phases by realizing artificial gauge potentials for trapped
ultracold neutral atoms [24–26].
The above gauge geometries were formulated for non-
interacting systems or at the mean field level. Al-
though induced gauge potentials and geometric phases
are equally valid for interacting systems, they are diffi-
cult to compute if the complexity of the many body wave
function scales exponentially with the number of parti-
cles. For this reason, it is desirable to identify geomet-
ric structures at the finer level of n-body reduced den-
sity matrices (rdms), defined through the partial trace
ρn =
(
N
n
)
Trn+1...Nρ. Reduced geometric phases for n-
body rdms are one example [28].
The purpose of this Letter is to point out the existence
of induced gauge geometries in the equations of motion
for n-body rdms ρ1, ρ2, ρ3, . . ., which are organized into
a chain-like structure called the quantum Bogoliubov-
Born-Green-Kirkwood-Yvon (BBGKY) hierarchy. These
multifarious gauge structures are associated with the
gauge freedom induced by separating the rdm variables
into a hierarchy of levels ρ1\ρ2\ρ3\ . . ., in agreement with
Berry’s notion that induced gauge geometries result from
the division of a composite system into two parts [10]. For
example, at the first level of the hierarchy, the marginal
density ρ1 acts like the nuclear wavefunction Φ(R) in the
Born-Oppenheimer approximation, while the density ρ2
(conditional on ρ1) acts like the electronic factor ψR(r).
In the simplest (Abelian) case, the gauge variables are
U(1) phases corresponding to the unitary transformation
V †ρ2 V , where V = eiφknk and nk is the number operator
for a ρ1 eigenstate. Our results suggest an extension of
geometric electromagnetism to many body systems and
establish the BBGKY hierarchy as a framework for ap-
plying differential geometry to many body dynamics.
The physical effects of induced gauge potentials are
exemplified here in a three-site Hubbard ring ramped
into a Floquet state by a circulating potential well. In-
duced gauge potentials mediate energy transfer through
the electromotive force implied by dynamical variations
of the induced magnetic flux (Faraday’s law). We find an
intriguing many body effect whereby the pumped charge
flows backwards against the driving fields when Hubbard
interactions are sufficiently strong. The work done on the
system by the driving fields during the adiabatic ramping
is given by the quasienergy level shift, and surprisingly,
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FIG. 1: (a) Three-site Hubbard ring, (b) pumped charge Q
and (c) ratio of the real to imaginary part of the time aver-
aged gauge-invariant loop quantity u12u23u31 as a function of
(U, ω0) for ramping speed α = 0.11, well depth  = 4, U = 7
and initial phase φ0 = 2pi/3. Scale: black=0, light green=0.4.
it can become negative.
Our starting point is the first equation of the BBGKY
hierarchy, the dynamical equation for the operator ρ1,
i∂tρ1 = [v, ρ1] + iu, (2)
where v = p2/2m+ V (rt) and the Hermitian operator u
is nonlocal in coordinate/spin space
〈r|u|r′〉 = 2
i
∫
d3z
[
e2
|r− z| −
e2
|r′ − z|
]
ρ2(rz|r′z), (3)
suppressing spin indices. Although 〈r|u|r′〉 is not invari-
ant to local gauge transformations, it nevertheless con-
tains gauge invariant information. This is easily seen in
the context of lattice models, where vector potentials are
represented by Peierls phases on the links between sites,
i.e. tij → tijeiAij . A given lattice Hamiltonian has mag-
netic fields if and only if the flux through a plaquette, a
gauge-invariant quantity, is nonzero,
Φ =
N∑
n=1
An,n+1 6= 0, (4)
where the sum runs over a circuit of sites n = 1, 2, . . . N
and site N +1 is the same as site 1. The phase factor eiΦ
is analogous to the Wilson loop phase factor in lattice
gauge theory [29]. For simplicity, we restrict our atten-
tion to U(1) lattice gauge theory to avoid complications
associated with path ordering.
The minimal model realizing nontrivial induced gauge
potentials is a three-site Hubbard ring (Fig. 1b) with the
Hamiltonian
H = −
∑
i,σ
(
ti,i+1 c
†
iσci+1σ +H.c.
)
+
∑
i,σ
i(t) nˆiσ
+ U(nˆ1↑nˆ1↓ + nˆ2↑nˆ2↓ + nˆ3↑nˆ3↓), (5)
which describes electrons that hop with amplitudes ti,i+1
among three sites (we set ti,i+1 = 1). Coulomb interac-
tions are approximated by a local on-site Hubbard form
U = U(nˆ1↑nˆ1↓ + nˆ2↑nˆ2↓ + nˆ3↑nˆ3↓). The sites can repre-
sent atomic orbitals, quantum dots, impurities, etc. For
example, this three-site Hubbard ring was used to model
the quantum electric dipole moment (a geometric effect)
of triatomic molecules and triple quantum dots [30]. Our
main result is that the reduced equations of motion con-
tain magnetic gauge potentials even though Eq. (5) has
no external magnetic fields, since ti,i+1 are real and i
represent purely electric driving. We demonstrate the
existence of induced gauge potentials in two quantities:
(I) the operator u in Eq. (2) and (II) the effective Hamil-
tonian h for the natural orbitals (defined below).
Gauge geometry type I — The quantity
Φu = Arg u12u23u31 − pi
2
(6)
with ujk = (2U/i)
∑
l(δjl − δkl)ρ2,jlkl is gauge invariant
like Φ in Eq. (4), cf. Φ = Arg t12t23t31. If Φu 6= 0, the
operator u contains a magnetic-type flux, implying non-
trivial gauge geometry associated with closed loops in co-
ordinate space. Like the bare magnetic flux present in H
if Φ 6= 0, it cannot be removed by any gauge transforma-
tion. Figure 1c shows the ratio of the real to imaginary
part of
∫ t+T/6
t
u12u23u31ds at long times for a driven ring
with two electrons in a spin singlet. This proves that
u12u23u31 is not purely imaginary, and hence Φu 6= 0.
The implied gauge geometry is due to the cooperation
of interactions and nonadiabaticity. This is intuitively
clear since in the noninteracting limit, u → 0 in Eq. (2)
and v has no magnetic fields by assumption. At the
same time, the nonadiabatic transitions between instan-
taneous eigenstates responsible for inducing the magnetic
flux vanish in the limit ω0 → 0 (see [31] for the derivation
of an adiabatic effective many body Hamiltonian). Fig-
ure 1c provides numerical support for these conclusions,
showing that the time averaged real part of u12u23u31
vanishes faster than imaginary part in both the nonin-
teracting and adiabatic limits. The i driving is param-
eterized by 1 = V3/2 + V8/2
√
3, 2 = −V3/2 + V8/2
√
3,
and 3 = −V8/
√
3 with (notations explained in [31])
V3 = −
√
3 sin
[
φ(t) + φ0
]
V8 = +
√
3 cos
[
φ(t) + φ0
]
, (7)
where φ(t) = ω0(t +
1
α log 2 coshαt)/2, corresponding to
the frequency ω(t) = dφ/dt = ω0(1 + tanhαt)/2. This
describes a potential well, localized at site 1 at t = −∞ if
φ0 = 2pi/3, which slowly increases its rate of circulation
around the ring ultimately reaching a constant rotational
speed ω0. In all cases, we choose the initial state to be
the ground state. The ground state energy depends on
φ0. For small U , the most stable ground state occurs
3for φ0 = 0 mod 2pi/3, since for that value both electrons
can lower their energy by occupying the potential well;
however, as U is increased and it becomes unfavorable for
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FIG. 2: (a) Instantaneous one-body 〈v〉 and interaction 〈U〉
energies, (b) the quasienergy level shift ∆E and instantaneous
energy 〈H〉; all shown with running time averages. Same
parameters as Fig. 1.
both electrons to occupy the same site, the ground state
undergoes a transition to a delocalized state for which the
most stable value of φ0 is pi mod 2pi/3. For φ0 = pi, the
potential well is halfway between sites 1 and 2, so they
are initially degenerate. Cyclic driving protocols similar
to Eq. (7) have been realized in trapped Bose-Einstein
condensates [32, 33] and could be implemented in triple
quantum dots (see Ref. [34] and references cited therein).
The operator u describes how interactions affect the
dynamics of ρ1 by mediating energy transfer between col-
lective variables and internal interaction energy. To see
this, consider the time derivative of the one-body energy
d〈v〉
dt
= Tr (ρ1∂tv) + Tr(uv)
=
∑
i
ni˙i + (4 + 
3 cos 3(φ+ φ0))|u12u23u31| sin Φu
The first term is the power applied to the whole system
by the external driving, and the second term is the power
applied on the one-body variables by two-body interac-
tions; the latter is modulated by the flux Φu and vanishes
when Φu = 0. Figure 2a illustrates energy exchange be-
tween 〈v〉 and 〈U〉; also shown are the running time aver-
ages, e.g. 〈〈v(t)〉〉T = (1/T )
∫ t+T/2
t−T/2 〈v(s)〉ds; T = 2pi/ω0.
The Hamiltonian in (5) becomes T -periodic as t→∞.
For sufficiently small α the system evolves adiabatically
from the ground state |ψ0〉 to a Floquet state |ψ(t)〉 [31].
The wavefunction can be split into a factor |ξ(t)〉 which
becomes periodic in the steady state and an overall phase
factor [35, 36]
|Ψ(t)〉 = e−i
∫ t
−∞ Ω(s)ds|ξ(t)〉. (8)
This factorization is not unique, and for convenience we
have chosen |ξ(t)〉 = e−iArg〈ψ0|ψ(t)〉|ψ(t)〉. This choice
gives an oscillatory Ω(t) = i∂t log〈ψ0|ψ(t)〉 as shown in
Fig. 2b, but the running time average ΩT (t) approaches
a constant asymptotic quasienergy
Ω =
〈ξ|H(t)− i∂t|ξ〉
〈ξ|ξ〉 . (9)
The quasienergy of a Floquet state is only defined modulo
ω0, implying that the set of quasienergies have a Brillioun
zone structure [0, ω0], [ω0, 2ω0] . . . It is possible to make a
different gauge choice for |ξ(t)〉 such that the path ΩT (t)
approaches Ω +nω0 for any n. The integer n, which cor-
responds to a winding number of |ξ(t)〉, is a topological
quantity in the sense that any two paths that end in dif-
ferent zones at t = ∞ cannot be smoothly transformed
into each other. Nevertheless, there is a class of gauge
choices for which ΩT (t) remains close to the adiabati-
cally continued quasienergy Ω0(t) of the instantaneous
Floquet state |ξ0(t)〉, thereby defining a unique Ω [31].
The constant asymptotic level shift ∆E = Ω − E0
represents the work done on the system in the course
of ramping on the perturbation. Evidence of that work
is done is visible in the running time average 〈〈H(t)〉〉T
shown in Fig. 2b, which changes from E0 to a constant
value close to Ω. The persistent oscillations in 〈H(t)〉
represent the continuous exchange of energy, back and
forth, between the system and its environment, i.e. the
collection of charges, currents and fields responsible for
producing the given electric driving (we neglect the small
associated magnetic fields). In order for ∆E to provide
a consistent definition of work, it is imperative to keep
track of its zone. In second-order perturbation theory,
∆E as observable in the ac Stark shift [35].
Figure 3 shows how ∆E changes as a function of U .
The quasienergy level shift can assume negative values.
First, consider small U . If φ0 = 0, the system starts
in the stable ground state and ∆E is positive because
the driving does work on the system by increasing its
time-averaged kinetic plus potential energy 〈〈v〉〉T . On
the other hand, if φ0 = pi, the system starts in the unsta-
ble ground state and ∆E is negative because the system
lowers 〈〈v〉〉T by starting to rotate. Now, consider large U .
The situation is reversed, and ∆E is negative for φ0 = 0
and positive for φ0 = pi. For φ0 = 0, the work done on the
system is negative because the stabilization of the inter-
action energy 〈U〉more than compensates for the increase
in 〈v〉, as shown in Fig. 2a. Another physical mechanism
that stabilizes the rotating state is geometric phase. The
geometric phase contribution to Ω is −i 1T
∫ t+T
t
〈ξ|∂sξ〉ds,
and since it is negative, it stabilizes the rotating state.
This stabilization can be seen in the small offset of ΩT (t)
4from 〈〈H(t)〉〉T in Fig. 2b. Remarkably, there is a small
region near U ≈ 3.3 where the system gives up energy by
adopting a rotating state for any initial phase φ0.
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FIG. 3: Quasienergy level shift ∆E and pumped charge Q as
a function of U for α = 0.125, ω0 = 0.3 and  = 4.
Gauge geometry type II — A second type of induced
gauge potential appears in the Hamiltonian h governing
the dynamics of single-particle states |ψk〉 defined as
|ψk〉 = √nke−iζk |φk〉, (10)
where |φk〉 is a natural orbital (eigenstate of ρ1), nk is the
occupation number and ζk is the phase conjugate to nk
[27]. The states in Eq. (10) were introduced in Ref. 37,
except without the factor
√
nk. The factor
√
nk was
added in Ref. 28 for a geometric reason, namely i〈ψk|dψk〉
constitutes a connection one-form whose holonomy is a
reduced geometric phase. For the two-electron system
considered here, the set {|ψk〉} contains all of the degrees
of freedom of |Ψ〉 in a compact form, which is apparent
from the expression |Ψ〉 = ∑k√nk/2e−iµ−i2ζk |φkφk〉.
Since the induced magnetic flux enters h exactly as an
external magnetic flux does, it has a more straightfor-
ward interpretation than the type I induced flux.
The effective Schro¨dinger equation for the |ψk〉 is
i∂t|ψk〉 = h|ψk〉, (11)
where h must be non-Hermitian since it changes the mod-
ulus of |ψk〉. The criterion for h to have induced magnetic
fields is Φh = Argh12h23h31 6= 0. Figure 4 shows the real
and imaginary parts of h12h23h31. The elements of h are
very strongly renormalized with respect to the given v.
The renormalization of the hopping and on-site elements
hij can be understood along the lines of the renormaliza-
tion in the Gutzwiller approximation.
That h must contain magnetic fields is not obvious.
If all the reduced system had to do was pump charge,
electric fields would be sufficient. However, h must also
reproduce the dynamics of all |ψk〉, including their indi-
vidual dynamical and geometric phases, and that would
not be possible without induced magnetic fields. A simi-
lar situation would occur if time dependent current den-
sity functional theory [38, 39] were applied to the present
problem because the noninteracting Kohn-Sham system
would contain an induced vector potential Axc even in
the absence of externally applied magnetic fields.
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FIG. 4: Real and imaginary parts of the gauge invariant loop
quantity h12h23h31 for the same parameters as Fig 1.
Including the ζk phases in the definition of the |ψk〉
makes them properly gauge invariant and allows us to
define individual quasienergies Ωk by applying the same
factorization as in Eq. (8). In order for the two-body
state |ξ〉 to be periodic in the long-time regime, we must
have Ωk = Ω modω0. Nevertheless, Ωk(t) can have quite
different time profiles within one period, and the phase
variables ζk display nontrivial winding numbers.
The pumped charge Q is a decreasing function of U ,
as shown in Figs. 1b and 3, because the electric driving
fields become less effective for large U . Electric fields are
effective in pumping charge only insofar as there are im-
balances between the site occupations, and for large U
the amplitude of the periodic oscillations in the site oc-
cupancies is suppressed by strong two-body correlations
which inhibit double occupancy.
Remarkably, the pumped charge becomes negative for
large U . This is a many body effect related to the fact
that for large U the site occupations are pinned to 1,
giving two singly occupied sites and one empty site. Al-
though charge flows with the driving along the links near-
est to the potential well, there is an even larger backwards
current along the link opposite to the well. The pumped
charge is related to the quasienergy according to
Q
e
= −∂ΩT
∂Φ
, (12)
which is similar to a formula for Cooper pair pumping
in superconducting circuits [40]. Equation (12) is related
to the stationarity of the quasienergy Ω[JT ] [31]. The re-
duced geometric phases
∫ t+T
t
i〈ψk|∂sψk〉ds contribute to
5the pumped charge since their sum gives the geometric
contribution to the quasienergy. Apart from the coupling
to external electric fields, our model is a closed system.
The effect of dissipation on the pumped charge in a non-
interacting three-site ring coupled to a bath of harmonic
oscillators has been studied [41].
In summary, we identified two types of induced gauge
geometry resulting from the conjunction of interactions
and nonadiabaticity in many body systems. The implica-
tions of the associated effective magnetic fields for charge
and energy transfer were illustrated in a driven three-site
Hubbard ring; the predicted phenomena are potentially
observable in triple quantum dots or ultracold atoms.
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1Supplemental Material
S1. Lie algebra parameterization, angular parameterization and a generalized Bloch equation
The analysis of the three-site Hubbard model involves Hermitian 3× 3 matrices, which are naturally parameterized
using the su(3) Lie algebra. For example, the spin-summed one-body rdm ρ1,ij =
∑
σ ρ1,iσjσ can be expanded as
ρ1 = ~ρ1 · ~ν, (S1)
where ~ν is a nine-component vector whose first eight elements are the Gell-Mann matrices and whose ninth element
is the identity matrix. Similarly, the one-body terms of the Hamiltonian in Eq. (5) can be expressed as
v =
1
2
~V · ~ˆν, (S2)
where ~ˆν is the vector of operators νˆk =
∑
µνσ c
†
µσνk,µνcνσ and the elements of ~V = Tr(Hˆ~ˆν) are
V1 = −2 Re t12 = −2 V4 = −2 Re t31 = −2 V6 = −2 Re t23 = −2
V2 = −2 Im t12 = 0 V5 = −2 Im t31 = 0 V7 = −2 Im t23 = 0
V3 = 1 − 2 V8 = 1√
3
(1 + 2 − 23) V9 =
√
2
3
(1 + 2 + 3). (S3)
The on-site energies i depend only on the variables (V3, V8, V9). In the main text, the driving is chosen to be
V3 = −
√
3 sin
[
φ(t) + φ0
]
V8 = +
√
3 cos
[
φ(t) + φ0
]
(S4)
and, without loss of generality, the spatial constant V9 is set to zero. The factor
√
3 is introduced to normalize the i,
so for example (1, 2, 3) equals (−1, 12 , 12 ) if φ+ φ0 = 2pi3 and (− 12 ,− 12 , 1) if φ+ φ0 = pi.
Since the number of electrons is conserved, the occupation numbers nk (eigenvalues of ρ1) can be parameterized as
na =
2
3
+
A
3
+B
nb =
2
3
+
A
3
−B
nc =
2
3
− 2A
3
, (S5)
where A = (na + nb − 2nc)/2 and B = (na − nb)/2 satisfy the inequality constraints 0 ≤ B ≤ A ≤ 1 due to the Pauli
principle and because we choose nc ≤ nb ≤ na.
The natural orbitals |φk〉 are parameterized in terms of 6 angle variables (θ1, θ2, θ3, ϕ1, ϕ2, ϕ3) as follows [S1]
φa =
 cos θ1 cos θ2 e−i(ϕ1−ϕ2)/2cos θ1 sin θ2 e−i(ϕ1+ϕ2)/2
sin θ1 e
+i(ϕ1+ϕ2)/2

φb =
 − sin θ1 cos θ2 sin θ3 e−i(ϕ1+ϕ3)/2 − sin θ2 cos θ3 e+i(ϕ1+ϕ3)/2 e+iϕ2+ cos θ2 cos θ3 e+i(ϕ1+ϕ3)/2 − sin θ1 sin θ2 sin θ3 e−i(ϕ1+ϕ3)/2 e−iϕ2
+ cos θ1 sin θ3 e
+i(ϕ1−ϕ3)/2

φc =
 − sin θ1 cos θ2 cos θ3 e−i(ϕ1+ϕ3)/2 + sin θ2 sin θ3 e+i(ϕ1+ϕ3)/2 e+iϕ2− cos θ2 sin θ3 e+i(ϕ1+ϕ3)/2 − sin θ1 sin θ2 cos θ3 e−i(ϕ1+ϕ3)/2 e−iϕ2
+ cos θ1 cos θ3 e
+i(ϕ1−ϕ3)/2
 . (S6)
2The variables (θ3, ϕ3) describe beyond mean field dynamics because they are not present in the most strongly occupied
orbital |φa〉, which is the only occupied orbital in a mean field-like theory. To investigate the structure of the (θ3, ϕ3)
subspace, consider the unitary transformation from the site basis of Eq. (S6) to the basis (φa, φu, φv), where
φu =
 − sin θ2 e+iϕ2/2+ cos θ2 e−iϕ2/2
0
 , φv =
 − sin θ1 cos θ2 e−i(ϕ1−ϕ2)/2− sin θ1 sin θ2 e−i(ϕ1+ϕ2)/2
cos θ1 e
+i(ϕ1+ϕ2)/2
 (S7)
are two states orthogonal to φa. In this basis ρ1 is block diagonal
ρ1 =
 na 0 00 12 (nb + nc) 0
0 0 12 (nb + nc)
+ 1
2
(nb − nc)
 0 0 00 cos 2θ3 sin 2θ3 e−i2ϕ3
0 sin 2θ3 e
+i2ϕ3 − cos 2θ3
 ,
and we see that (θ3, ϕ3) parameterize the orbit of an SU(2) subgroup of SU(3) acting on ρ1.
The wave function can be expressed in terms of the full set of 10 independent occupation number and angle variables
(A,B|θ1, θ2, θ3, ϕ1, ϕ2, ϕ3|ζ, η, µ) as follows
|Ψ〉 = 1√
2
∑
k
e−i2ζk
√
nkc
†
k↑c
†
k↓|0〉, (S8)
where ζa = (µ+ ζ + η)/2, ζb = (µ+ ζ − η)/2 and ζc = (µ− 2ζ)/2. To obtain the results reported in the Letter, the
Schro¨dinger equation was solved in two ways: (i) directly in the complete eigenbasis of many body singlet states, see
Eqs. (S12), and (ii) via the explicit equations of motion for the 10 occupation number and angle variables. Exactly
the same results were obtained in both cases. The latter equations of motion were derived from the stationary action
principle and will be reported elsewhere [S2]. Having solved for the 10 occupation number and angle variables, we
can construct the dynamics of the states |ψk〉 = e−iζk√nk|φk〉 or, alternatively, the phase-including natural orbitals
|χk〉 = e−iζk |φk〉. The |χk〉 and nk are plotted in Figs. S1 and S2 for the same parameters as Figs. 1, 2, and 4.
In analogy with the two-site Hubbard model [cf. Eq. (31) of Ref. S3], the equation of motion for ρ1 can be expressed
as a generalized Bloch equation
∂t~ρ1 = ~V ∧ ~ρ1 + ~U, (S9)
where the wedge product represents 12
∑
ij CijkViρ1,j and Cijk are the structure constants of the su(3) Lie algebra, and
~V and ~U are defined according to v = 12
~V ·~ν and u = 12 ~U ·~ν. In Fig. S3, we plot the site occupations and the elements
of ~ρ1 corresponding to off-diagonal Gell-Mann matrices, i.e. (ρ1, ρ2, ρ4, ρ5, ρ6, ρ7), for U = 8, ω0 = 1/4,  = 4 and φ0 =
2pi/3. The system reaches a definite Floquet state where all variables are periodic; evidence for the adiabaticity of the
ramping wrt the basis of instantaneous Floquet states is given in Sec. S3. The function ~ρ1(A,B, θ1, θ2, θ3, ϕ1, ϕ2, ϕ3)
can be inverted analytically, and the reduced geometric phases of the |ψk〉 can be evaluated analytically [S2].
Induced gauge geometries and reduced geometric phases are related to the fiber bundles associated with the orbits
of ρ1 in case I or {|ψk〉} in case II. The manifold on which the ρ1 dynamics takes place can be identified with the
coadjoint orbit of a Lie group G acting on the dual g∗ of a Lie algebra g. Coadjoint orbits have a natural fiber bundle
structure [S4]. What is interesting about such bundles in the framework of the BBGKY hierarchy is that the fibers
are degrees of freedom of higher-order rdms. For example, a holonomy generated by the dynamics of ρ1 in the base
space influences higher-order rdms and hence two-body correlation functions. Similar arguments apply to {|ψk〉} and
analogous sets of variables associated with higher-order rdms [S5].
S2. Derivation of an effective many body Hamiltonian with dynamically induced magnetic fields
The induced magnetic gauge potentials studied in the main text appeared in the exact reduced one-body equations
of motion, and since those equations have a single-particle form, they can be interpreted as the equations of motion
of an effective noninteracting system, see Sec. (S4). It is interesting, as it gives an alternative perspective, to examine
induced gauge potentials at the fully interacting level, i.e. within a many body approach that retains all interactions.
Floquet theory is one method for doing so, although it appears difficult to obtain analytic results for the present case
except within perturbation theory [S6–S8], e.g. in the limit U  ω0. Applying Floquet theory to the present model
is an interesting problem for future work. Here we shall instead consider the adiabatic limit ω0 → 0, where we can
use standard adiabatic analysis, which has the additional advantage of not being limited to time-periodic dynamics.
3We shall find not only generic dynamically-induced gauge potentials but also new types of complex interactions with
their own gauge structure.
In the adiabatic regime, the wave function of a system that starts in the ground state stays close to the instantaneous
ground state |η0(t)〉 throughout the dynamics. Consider a unitary transformation U(t) to the adiabatic basis |η(t)〉 =
U†(t)|ψ(t)〉, where U(t) diagonalizes H(t), i.e. U†HU = diag(E0, E1 . . .). The dynamical equation for |η(t)〉 is
i∂t|η(t)〉 = H1(t)|η(t)〉 (S10)
with H1 = U
†HU − iU†∂tU . The nonadiabatic term −iU†∂tU couples the instantaneous eigenstates of H1, thereby
inducing a nonvanishing current in the instantaneous ground state of H1 (see Sec. S5) [S3]. The presence of persistent
currents in the ground state suggests that the effective Hamiltonian H1 contains induced magnetic gauge potentials.
To prove that it does, it suffices to show that the gauge invariant quantity t112t
1
23t
1
31 =
1
8 (V
1
1 −iV 12 )(V 16 −iV 17 )(V 14 −iV 15 )
has a nonvanishing argument Φ1 = Argt112t
1
23t
1
31. Here, t
1
ij are the effective hopping elements of H1 and V
1
i = Tr(Hˆ1νˆi)
is a vector ~V 1, analogous to ~V in Eq. (S3). If Φ1 6= 0, then H1 contains an induced magnetic flux. Plots of the real
and imaginary parts of t112t
1
23t
1
31 in Fig. S4 show this is indeed the case. The procedure leading to H1 can be iterated
to give an nth-order adiabatic Hamiltonian Hn = U
†
nHn−1Un − iU†n∂tUn [S9] and further approximations to Φ1.
We now investigate whether the two-body interactions are also modified by the nonadiabatic coupling. We will again
use Lie algebras, this time su(6) instead of su(3). Since the space of two-electron spin singlet states is 6-dimensional,
the most general Hamiltonian can be non-redundantly parameterized in terms of the generators of su(6). However, the
standard generators of su(6), i.e. the 6×6 matrices with only two nonzero elements, turn out to be linear combinations
of one-body and two-body operators. To see this, first note that e.g. νˆ2 can be expressed as
νˆ2 =
∑
σ
(− ic†1σc2σ + ic†2σc1σ) =

0 0 0 i
√
2 −i√2 0
0 0 −i 0 0 0
0 i 0 0 0 0
−i√2 0 0 0 0 0
i
√
2 0 0 0 0 0
0 0 0 0 0 0
 (S11)
in the following basis of two-electron states:
|1〉 ≡ |↑ ↓ 0〉 ≡ 1√
2
(
c†1↑c
†
2↓ − c†1↓c†2↑
) |0〉
|2〉 ≡ |↑ 0 ↓〉 ≡ 1√
2
(
c†1↑c
†
3↓ − c†1↓c†3↑
) |0〉
|3〉 ≡ |0 ↑ ↓〉 ≡ 1√
2
(
c†2↑c
†
3↓ − c†2↓c†3↑
) |0〉
|4〉 ≡ |↑↓ 0 0〉 ≡ c†1↑c†1↓ |0〉
|5〉 ≡ |0 ↑↓ 0〉 ≡ c†2↑c†2↓ |0〉
|6〉 ≡ |0 0 ↑↓〉 ≡ c†3↑c†3↓ |0〉 . (S12)
Since there is no linear transformation among the set of 6 off-diagonal νˆn that makes them coincide with 6 of the
standard generators of su(6), we conclude that at least some of those generators must correspond to linear combinations
of one-body and two-body operators. Therefore, to build up a complete set of two-body operators that are linearly
independent of all one-body operators νˆn, we shall have to find appropriate linear combinations of the standard
generators. By the linear independence of two operators Aˆ and Bˆ we mean that Tr(AˆBˆ) = 0, where the trace is taken
wrt the basis in Eq. (S12), and we normalize all operators such that Tr(AˆAˆ) = 10.
First, consider the on-site Hubbard interactions Uiiiinˆi↑ni↓.They correspond to the diagonal elements H44, H55,
H66 of the Hamiltonian in the basis (S12). Although they are not orthogonal to νˆ3, νˆ8 and νˆ9 under the trace, we
4can define the following operators that are:
µˆ1 =
√
5
2
diag(−1,−1,+1,+1, 0, 0)
µˆ2 =
√
5
2
diag(−1,+1,−1, 0,+1, 0)
µˆ3 =
√
5
2
diag(+1,−1,−1, 0, 0,+1). (S13)
Second, note that the double hopping interactions such as
W1122 c
†
1↑c
†
1↓c2↓c2↑ +W
∗
1122 c
†
2↑c
†
2↓c1↓c1↑ (S14)
are already orthogonal to all one-body operators because they are only nonzero in the lower right block when expressed
in the 6-dimensional basis (S12), i.e. they only act in the sector of doubly occupied states. Clearly, the double hopping
terms can be put in a one-to-one correspondence with the off-diagonal elements of a set of Gell-Mann matrices for
the {|4〉 , |5〉 , |6〉} sector, for example,
ωˆ1 =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 0 0 0 0 0
 and ωˆ2 =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −i 0
0 0 0 i 0 0
0 0 0 0 0 0
 .
The double hopping amplitudes define a nontrivial gauge invariant loop quantity W1122W2233W3311 like the hopping
amplitudes. In the two-site Hubbard model, the complex phase of the double hopping amplitude W1122 was found to
couple strongly to the dynamics of the occupation numbers nk and relative phases ζk [S10].
Third, consider correlated hopping terms such as
|1〉〈4|+ |4〉〈1| = S1211 1√
2
(c†1↑c
†
2↓ − c†1↓c†2↑)c1↓c1↑ +H.c. (S15)
We can decompose these terms into three types of interactions. The first, which we denote by σˆn, are nonzero only
in the upper right and lower left blocks, e.g.
σˆ1 =

0 0 0
√
5
2 −
√
5
2 0
0 0 0 0 0 0
0 0 0 0 0 0√
5
2 0 0 0 0 0
−
√
5
2 0 0 0 0 0
0 0 0 0 0 0

, σˆ2 =

0 0 0 i
√
5
2 i
√
5
2 0
0 0 0 0 0 0
0 0 0 0 0 0
−i
√
5
2 0 0 0 0 0
−i
√
5
2 0 0 0 0 0
0 0 0 0 0 0

,
or, as an operator in second quantization,
σˆ1 =
√
5
2
(n1↑ − n2↑)(c†2↓c1↓ + c†1↓c2↓) +
√
5
2
(n1↓ − n2↓)(c†2↑c1↑ + c†1↑c2↑). (S16)
The second type of interaction τˆn has a form such as
τˆ1 =

0 0 0 − 1√
2
− 1√
2
0
0 0 2 0 0 0
0 2 0 0 0 0
− 1√
2
0 0 0 0 0
− 1√
2
0 0 0 0 0
0 0 0 0 0 0

, τˆ2 =

0 0 0 −i 1√
2
i 1√
2
0
0 0 −i2 0 0 0
0 i2 0 0 0 0
− 1√
2
0 0 0 0 0
− 1√
2
0 0 0 0 0
0 0 0 0 0 0

,
5or
τˆ1 =
1
2
(−n1↑ − n2↑ + n3↑)(c†2↓c1↓ + c†1↓c2↓) +
1
2
(−n1↓ − n2↓ + n3↓)(c†2↑c1↑ + c†1↑c2↑). (S17)
The third type of interaction χˆn corresponds to the elements Hi,7−i (i = 1 . . . 6) and leads to terms such as
n3↑(c
†
2↓c1↓ + c
†
1↓c2↓) + n3↓(c
†
2↑c1↑ + c
†
1↑c2↑), (S18)
All of the correlated hopping operators σˆn, τˆn and χˆn are orthogonal to νˆ1 under the trace. Numerical calculations
confirm that all of the dynamically induced interaction operators with imaginary matrix elements (e.g. ωˆ2, σˆ2 and τˆ2)
are generically present in H1. Figure S5 shows the amplitudes of double hopping terms ωˆn and correlated hopping
σˆn, τˆn and χˆn obtained from the Hamiltonian H1. Correlated hopping terms similar to these were studied for solids
with intermediate valency [S11] and, recently, for ultracold atoms in optical lattices [S12–S14].
The operators (νˆn|µˆn, σˆn, τˆn, ωˆn, χˆn) form a complete set of generators for the su(6) algebra. As expected, there
are a total of 36 = 62 independent operators. One advantage of these operators is that they can be used to explicitly
separate one-body and two-body degrees of freedom. The most general two-body rdm ρˆ2 can be expanded uniquely
in terms of the one-body and two-body operators. The above approach to orthogonalizing one-body and two-body
operators can be extended to more complex systems and might be useful in the study of general lattice models. It might
also be useful in identifying appropriate gauge invariant quantities for density functional-type theories, e.g. current
density functional theory [S15], where the basic independent variables should be gauge invariant. There are likely
connections with the geometry of entanglement (see Ref. S16 and references therein) in quantum information theory.
S3. Verifying adiabatic ramping and tracking the adiabatically continued quasienergies
Starting from a given stationary state, perhaps the simplest way to bring a system to a Floquet state is to turn
on the periodic driving slowly enough that the system has a chance to adjust and adiabatically build up periodically
oscillating components. A convenient way to formulate this mathematically is to send the initial time back to −∞
and employ an adiabatic ramping function such as f(t) = (1/2)(1 + tanhαt), which turns the perturbation on over a
slow time scale τ = α−1 and approaches a constant value of 1 as t→∞. In this way the Hamiltonian, although not
perfectly periodic during the ramping, approaches a periodic function in the limit t→∞.
If the ramping is successful, the system will have evolved adiabatically from a given stationary state to a given
Floquet state. By varying the details of the time-periodic Hamiltonian and the ramping function, one can map out the
set of Floquet states that are reachable from the initial stationary state. A version of the adiabatic theorem has been
proved for adiabatically varied time-periodic Hamiltonians [S17]. The key point is that the adiabatic eigenenergies
which enter in the adiabatic theorem get replaced by the instantaneous quasienergies, which are the quasienergies
one would obtain by solving Eq. (S21) below for the time-periodic Hamiltonian with a “frozen” value of the ramping
function. One can then adiabatically continue these instantaneous quasienergies by varying the parameters of the
ramping. In doing so, the Floquet state corresponding to a given quasienergy is adiabatically transported in the space
of Floquet states. Any two states that can be connected in this way will be called adiabatically connnected.
Two states might not be adiabatically connected if the quasienergy in question undergoes any avoided crossings
with other quasienergies during the ramping. In analogy with Landau-Majorana-Zener transitions between adiabatic
eigenstates, there may be appreciable nonadiabatic transitions at such avoided crossings (see e.g. [S18]). Here we
demonstrate numerically that our system with the ramping given by Eqs. (S4) does indeed evolve adiabatically to a
Floquet state to high accuracy. The figure of merit is the periodicity of the factor |ξ(t)〉. Deviations from periodicity
are measured by δ = lim supt→∞ ||ξ(t+ T )− ξ(t)||. The quantity ||ξ(t+ T )− ξ(t)|| is plotted in Fig. S6 for the same
parameters that were used in Figs. 1, 2 and 4, namely α = 0.11,  = 4, ω0 = 0.2, U = 7 and φ0 = 0, and in the limit
t → ∞ it approaches δ ≈ .00045. The error in the quasienergy is O(δ2). To convey a sense of the effectiveness of
adiabatic ramping globally in parameter space, in Fig. S7 we plot δ as a function of (U, ω0) for  = 4, α = min(ω0, 1/8),
φ0 = 0 and t0 = −3T/2.
Time dependent quasienergies Ωn(t) can be defined by propogating from the nth stationary state of the initial
Hamiltonian H(−∞). In order to investigate whether there are avoided crossings of the quasienergies during adiabatic
ramping, the running time averages ΩnT (t) are plotted in Fig. S8 in the adiabatic regime. Also shown are the adiabatic
eigenenergies En(t) and their running time averages EnT (t). All running time averages approach constants in the
limit t → ∞. There is apparently a strong level attraction between the quasienergies of the highest sector of states,
but the quasienergies of the Floquet states obtained from the lowest three states remain separated from each other
by an energy gap uniformly throughout the ramping.
6S4. Modified continuity equation for an effective noninteracting ensemble
The set of natural orbitals {|φk〉} and their occupation numbers {nk} can be interpreted as defining a noninteracting
ensemble system [S3, S19]. The natural orbitals have been augmented by phase factors e−iζk , which has the advantage
that it allows all elements of the effective single-particle Hamiltonian to be uniquely defined and it incorporates into
the ensemble system phase variables ζk that are important for the time dependence of the occupation numbers [S20].
There is a geometric motivation for further augmenting the states with an amplitude factor
√
nk, giving the single-
particle states |ψk〉 = e−iζk√nk|φk〉 [S5]. Propagating the states |ψk〉, as we have done here, is clearly equivalent to
simultaneously propagating the equations of motion for the nk and the effective Schro¨dinger equation defined in [S20].
However, there is an important difference that one should be aware of. Since the modulus of |ψk〉 is time dependent,
the single-particle Hamiltonian must be non-Hermitian, and therefore the continuity equation is modified.
For a unitary noninteracting system on a lattice, the continuity equation is
∂tnµ = −
∑
ν
Jµν , (S19)
where Jµν = Tr(Jˆµν ρˆ1) = 2 Im tµνρ1,νµ and the current operator is Jˆµν = −itµνc†µcν + itνµc†νcµ. For a noninteracting
ensemble with non-Hermitian Hamiltonian, the dynamics is nonunitary and the continuity equation becomes
∂tnµ =
∑
k
1
i
〈ψk|nˆµhˆ|ψk〉 − 1
i
〈ψk|hˆ†nˆµ|ψk〉
=
∑
k
1
i
〈ψk|[nˆµ, hˆχ]|ψk〉+ 〈ψk|{nˆµ, hˆξ}|ψk〉
= −
∑
ν
Jµν + Tr({nˆµ, hˆξ}), (S20)
where h = hχ+ ihξ is divided into Hermitian and skew-Hermitian terms (hχ and hξ are Hermitian). The second term
in Eq. (S20) is a correction due to the non-Hermiticity of h, which acts as an additional source/drain.
Despite this modification of the continuity equation, the noninteracting system exactly reproduces the current and
all one-body observables of the interacting many body system, since ρ1 =
∑
k |ψk〉〈ψk| =
∑
k nk|φk〉〈φk|. Plots of the
instantaneous circulating current J(t)T = T3 (J12(t) + J23(t) + J31(t)) =
2T
3 t12(ρ2(t) + ρ7(t)− ρ5(t)) together with its
running time average, the pumped charge Q(t) = J(t)T , are shown in Fig. S11.
S5. Derivation of Eq. (13) and its relationship to the stationary principle for the quasienergy
The following derivation of Eq. (13) is essentially equivalent to the derivation of a similar formula for charge pumping
in superconducting circuits [S21] but the phase has a different physical meaning. Start from the eigenvalue equation
K|ξ〉 = Ω|ξ〉, K = H − i∂t, (S21)
which determines the periodic factor of a given Floquet state |Ψ〉 = e−iΩt|ξ〉. Taking the partial derivative with
respect to Φ, using the definition Jˆ = −e ∂H/∂Φ, and multiplying by 〈ξ| gives
−1
e
J +
〈
ξ
∣∣∣K∣∣∣ ∂ξ
∂Φ
〉
=
∂Ω
∂Φ
+ Ω
〈
ξ
∣∣∣ ∂ξ
∂Φ
〉
. (S22)
The second and fourth terms are seen to cancel after averaging over one period T and integrating by parts, which
gives the desired result
Q
e
=
JTT
e
= −∂ΩT
∂Φ
. (S23)
It is clear that (Φ, J) are conjugate variables and that the above derivation can be generalized to any such pair of
conjugate variables (Q,P ), e.g. (i, ni) or (Vi, ρ1,i).
Equation (13) is closely related to a stationary principle for the quasienergy function Ω(JT ), which is a special case
of the stationary principle for the quasienergy functional Ω[ρ1T ]. A stationary principle for Ω[ρ1T ] to second order in
a harmonic perturbation was proved in Ref. S22, which focused on the general many electron problem in cases where
the spectrum has a continuum component. The problem of defining such a stationary principle simplifies when the
Hilbert space is finite dimensional, as in the present case, and the arguments of Ref. S22 can be extended to define a
7stationary principle to all orders. Note that the three-fold symmetry of the Floquet state in the present model greatly
reduces the number of independent parameters of ρ1T . We now establish a relationship between Eq. (13) and the
stationary principle for Ω(JT ).
We begin by defining the quasienergy as a function of a constant externally applied flux Φ according to
Ω(Φ) = 〈ξ(Φ, t)|H(Φ, t)− i∂t|ξ(Φ, t)〉, (S24)
where |ξ(Φ, t)〉 is the T -periodic factor of the steady Floquet state |Ψ〉 = e−iΩt|ξ〉. The flux is added to the Hamiltonian
in Eq. (5) by making the hopping amplitudes complex. If Ω(Φ) is convex on a given interval D, then we can define
the Legendre transform
F(JT ) = min
Φ∈D
ΦJT + Ω(Φ). (S25)
Unlike the internal energy functional F [n] in density functional theory, F(JT ) is not a universal functional of JT since
it depends on the details of the time periodic driving as well as which Floquet state the system is in. Convexity
implies a 1:1 relationship Φ↔ JT on D, so we can write F(JT ) = ΦJT + Ω(Φ), substituting Φ = Φ(JT ).
For fixed Φ ∈ D, we define the quasienergy ΩΦ(J) = −ΦJT + F(JT ) which satisfies a minimum principle because
F(JT ) is convex. At the minimum, we have
∂F
∂JT
= Φ. (S26)
Using the chain rule gives
∂F
∂JT
=
∂F
∂Φ
∂Φ
∂JT
+ JT
∂Φ
∂JT
+ Φ. (S27)
Therefore, equations (S26) and (S27) together imply Eq. (S23).
The definition of the Legendre transform F(JT ) is valid over any interval of Φ on which Ω(Φ) is convex. If Ω(Φ) is
concave, then one defines the Legendre transform analogously using −Ω(Φ). Figure S12 shows that Ω(Φ) is convex
on an interval (−0.8, pi2 ) for U = 2 and U = 3 and with all other parameters the same as in Figs. 1, 2 and 4. As U
increases through a critical value Uc & 4, Ω(Φ) switches from convex to concave. This implies it is not possible to
define a single Laplace transform that is valid globally in parameter space. It is also likely that Ω(Φ) is not uniformly
convex (or concave) over the full range (−pi, pi), but we have not been able to verify this since the efficiency of adiabatic
ramping to a Floquet state degrades dramatically when |Φ| > pi2 . In multivariate cases, Ω might be neither convex
nor concave in some parameter regimes, e.g. this is expected when ω0 is greater than the first excitation energy [S23].
The first-order adiabatic quasienergy Ω1 can be derived from the instantaneous ground state |ψ1gs〉 of the Hamiltonian
H1 in Sec. S2. In this case, one can verify analytically that ∂Ω
1
geo/∂Φ = −JT , where Ω1geo = −i 1T
∫ t+T
t
〈ξ|∂sξ〉ds.
Figure S13 shows how Ωgeo depends on ω0 and the Hubbard interaction U .
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FIG. S1: Dynamics of the real and imaginary parts of the components (1=gray, 2=blue, 3=orange) of the |χk〉; from top to
bottom: Reχa, Imχa, Reχb, Imχb, Reχc, Imχc. Same parameters as Figs. 1, 2 and 4.
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FIG. S2: Dynamics of the natural orbital occupation numbers na, nb and nc for the same parameters as Figs. 1, 2 and 4.
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FIG. S3: Dynamics of the site occupation numbers ni and off-diagonal elements of ρ1. Same parameters as Figs. 1, 2 and 4.
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FIG. S4: Real and imaginary parts of the first-order gauge invariant quantity t112t
1
23t
1
31; same parameters as Figs. 1, 2 and 4.
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FIG. S5: Dynamically induced double hopping (top panel) and correlated hopping (lower three panels) amplitudes corresponding
to the operators ωˆn, σˆn, τˆn, and χˆn, respectively, obtained from the first-order adiabatic Hamiltonian. In each case, only the
amplitudes corresponding to imaginary generating functions are nonzero. Same parameters as Figs. 1, 2 and 4.
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FIG. S6: Error δ(t) = ||ξ(t+ T )− ξ(t)|| in the Floquet state |Ψ(t)〉 = e−i
∫ t
t0
Ω(s)ds|ξ(t)〉 for the parameters in Figs. 1, 2 and 4.
In the limit t→∞, the error approaches 0.00045.
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FIG. S7: Error δ = limt→∞ ||ξ(t+ T )− ξ(t)|| as a function of (U, ω0) for  = 4 and φ0 = 0. Scale from 0-2 (blue-red).
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FIG. S8: Time dependence of the six quasienergies ΩnT (t) (black) during the ramping is shown for α = 0.03, ω0 = 0.08,  = 4
and U = 14. The adiabatic eigenenergies En(t) (blue) and their running time averages EnT (t) (red) are shown for comparison.
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FIG. S9: Time dependence of the Hamiltonian h for the same parameters as Figs. 1, 2 and 4.
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FIG. S10: Time dependence of the Hamiltonian hχ for the same parameters as Figs. 1, 2 and 4.
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FIG. S11: Dynamics of the instantaneous circulating current J(t)T/e and its running time average Q(t).
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FIG. S12: Convexity of the quasienergy Ω(Φ) with respect to an externally applied magnetic flux Φ at various values of U .
Parameters are α = 0.11,  = 4, ω0 = 0.2, φ0 = 0.
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FIG. S13: Geometric part of the quasienergy Ω as a function of (U, ω0) for  = 4 and φ0 = 0.
