In this paper, we present an idea of using stereo matching to develop a travel aid for the blind. In this approach, images are segmented into several nonoverlapping homogeneous regions using a color segmentation algorithm. For each homogeneous region, a rectangular window, which is large enough to cover the region, is found. A local match with the found rectangular window size is then executed to find the disparity for the considered region. A clustering algorithm is adopted to cluster the disparities into several major different values. Finally, a piece-wise disparity map is constructed. Based on the disparity map, information about the unfamiliar environments in front of the blind will be output to them. With the information about the environment the blind will have less fear in walking through unfamiliar environments via white canes.
Introduction
Stereo matching has traditionally been and continues to be one of the most active research areas in computer vision. Traditionally, it serves as an important step in many applications such as the navigation of an autonomous or robotic vehicle, image-based rendering, view synthesis, parts inspection, etc. In addition to the aforementioned applications, we believe that stereo matching can also be applied in developing a travel aid for the blind. Since a lot of amount of efforts and budgets have been put on the research of the navigation of an autonomous or robotic vehicle there is no reason why we cannot switch some research efforts and budgets to develop a vision-based travel aid for the blind to help them to live more independently. If a travel aid can inform the blind in time about a rough sketch of the unfamiliar environments in front of them then they will have less fear in walking through unfamiliar environments via white canes.
Depth map of a scene can provide geometrical information about objects in the scene and be estimated through stereo computation using multiple images. The goal of stereo matching is to determine the disparity map between a reference image and a matching image taken from the same scene. Disparity describes the difference in location of the corresponding pixels in the left image and the right image. It is directly related to the distance of an object normal to the image plane.
While a huge amount of algorithms for stereo matching have been proposed, the computation of accurate disparity still remains challenging in textureless regions, depth discontinuities and occluded areas. Several good reviews of stereo matching can be found in [1] - [4] . Roughly speaking, stereo algorithms can be dichotomized into three classes. The first class is the area-based algorithms. These algorithms attempt to correlate the gray levels of pixels within a finite neighboring window. A central problem of the areabased algorithms is to find the optimal size of the window. While the window size must be large enough to include enough intensity variation for matching, it must be small enough to avoid the effects of projective distortion. Adaptive-window methods have been proposed in [5] - [6] . The second class is the featurebased algorithms. They extract features of interest from the image, such as edges, and match the features. The disadvantage of the feature-based algorithms is that they usually yield sparse disparity maps. The third class is the global algorithms. The global algorithms formulate the problem of the disparity computation as an energy-minimizing problem and the smoothness assumption of the disparity map is usually made [7] - [15] . However, the smoothness assumption may not always be true in many practical cases.
Recently, several segment-based stereo algorithms have been proposed [16] - [19] . These algorithms assume that there are no large disparity discontinuities inside homogeneous color segments. Some of them segment the image into non-overlapping segments based on the color information. A local window matching method is employed to estimate a rough depth map. Then a plane is fitted for each segment using a robust surface fitting algorithm. Finally, a more accurate disparity map is computed by minimizing a kind of energy function.
We follow the assumption that there are no large disparity discontinuities inside homogeneous color segments. In our approach, the reference image is first segmented into several homogeneous color regions. A rectangular window with large enough size to cover the region to be considered is found. Then a local window matching method with the found rectangular window size is used to find the disparity of the region. Since we are only concerned about the object within a close distance from the user a clustering algorithm is employed to segment the disparities into several major ranges.
The remaining of the paper is organized as follows. Section 2 describes the stereo matching algorithm. Section 3 presents the vision-based travel aid (VITA) for the blind. Section 4 gives the conclusions.
The Stereo Matching
The proposed simple stereo matching also adopts the idea of color segmentation inspired by [16] - [19] . They assumed that large disparity discontinuities only exist on the boundaries of homogeneous color regions. The proposed simple stereo matching algorithm involves the following steps:
Step 1: Color segmentation:
We adopt the k-means algorithm to segment the reference image into several homogeneous color regions.
Step 2: Disparity computation:
A local window matching method was adopted by [16] - [17] to estimate a rough disparity map. Then a plane fitting was used to model continuous disparity of each segmented region. The finally disparity map is constructed by minimizing an energy function incorporated with the smoothness assumption. They claimed that their approaches are able to effectively deal with large textureless regions.
We adopt a different way to deal with the problem of textureless regions. We know that the performance of the local window matching algorithm can be improved if an appropriate window size can be adaptively selected [5] - [6] . They introduced a statistical model of disparity variation to select the window size. Since we assume that large disparity discontinuities only occur on the boundaries of homogeneous color regions, a rectangular window which covers the region to be considered will be the appropriate size to provide enough discrimination between the region and its surrounding regions. The disparity computation proceeds as follows.
For region i R , a local window match method incorporated with the sum of absolute differences is used to compute the disparity. Each pixel point in region i R has the same disparity as the center pixel in the region. This process is repeated until all regions are processed.
Step 3: Disparity clustering: Smooth disparity solution is preferred to meet of the stereo matching algorithms. These algorithms usually formulate the problem as an energy-minimization problem. If gradient-based optimization methods are adopted the local minima problem will usually occur. If population-based optimization methods are adopted, lengthy convergence time will be a problem. In our approach, we just adopt a clustering algorithm such as, fuzzy c-means algorithm or k-means algorithm to cluster the estimated disparities into several different major values so regions with similar disparities will be assigned to be with the same disparity.
Some disparity maps constructed by our stereo matching algorithm are shown in Fig. 1. From Fig. 1 , we find that the performance of our algorithm is acceptable. 
The Vision-Based Travel Aid
The potential usefulness of electronic travel aids (ETAs) is unquestionable since ETAs can help the blind persons to perceive environments surrounding them. Some best known ETAs are the Guide cane [20] , the sonic pathfinder [21, the NavBelt [22] , the MELDOG [23] , etc. Most of them are based on the use of ultrasonic sensors or laser beams. Some of them are robotics-based ETAs. Each has its own merits, limitations, and disadvantages. For example, the ultrasonic-based ETAs require the user to actively scan the environment to detect obstacles. Some ETAs are too expensive to be affordable for the blind. Although there are so many different ETAs and some of them are even commercially available, their acceptance rate by the blind persons is surprisingly low [24] .
Nowadays, most of the blind persons still rely on the use of white canes. While the white cane has many appealing properties such as light weight, small size when it is folded, and low cost, its main problem is that it cannot detect obstacles beyond its reach of 1-2m.
Based on the aforementioned discussions, we propose a vision-based travel aid (VITA) to complement the white cane. The proposed aid will expand the environmental detection range of the blind persons with white canes. Similar idea of using stereo images for the visually impaired people's navigation has been proposed in [25] - [26] . Compared to these approaches, our VITA has some more appealing properties. The VITA consists of a pair of Web cameras, a portable computer, and an ear phone. The goal of the Web cameras is to build the disparity map. Via the constructed disparity map, a sketch of the environment can be provided to the user. When a blind person is in an unfamiliar place, if the user can quickly get the information of the positions and orientations of the obstacle in front of him or her then he or she can have more confidence in walking through the place via the white cane. The information about the obstacles will be output to the user via the earphone. Step 1: Image acquisition:
The two low-cost web cameras acquire two images of the environment in front of the user.
Step 2: Stereo Matching:
The disparity map of the two images is computed at this stage.
Step 3: Object detection and representation:
Since we are only concerned about a sketch of the environment, a connected-component operator is applied to find objects with similar values of disparities. A rectangular-window is fitted to each detected object to provide a rough estimate of the object position and size. The distance and the height of the object are computed as follows:
where r is the distance of the object normal to the image plane, h is the height of the object, d is the disparity of the center of the object, b is baseline, f is the focal length of the lenses, and h w is the height of the object. The objects will be sorted in the increasing order of the distances. Finally, the information about the objects, such as distances, sizes, heights, and orientations, will extracted from the map.
Step 4: Audio signaling:
The information about the detect objects will be output to the user via the earphone. Fig. 3(a) shows a corridor image in front of a user. The disparity map is shown in Fig. 3(b) and three detected objects are highlighted by rectangles in Fig.  3(c) . The information of these detected objects will be output to the user via the earphone. 
Conclusions
Stereo matching has long been applied in the navigation of autonomous or robotic vehicles. There is no reason why stereo matching cannot be utilized to help the blind to travel unfamiliar environments. In this paper, we explore the possibility of developing a vision-based travel aid for the blind. We demonstrate that this idea, if efficiently and effectively implemented, can be really helpful to the blind.
