The SIMPLE (Scale-Invariant Memory, Perception, and LEarning) model developed by Brown, Neath, and Chater (2007) formalizes the theoretical idea that scale-invariance is an important organizing principle across numerous cognitive domains, and has made an influential contribution to the literature dealing with modeling human memory. Unfortunately, in the context of free recall data, there is a previously unreported conceptual error in the specification of the SIMPLE model. We show that the error matters not only in theory, but also in practice, by re-applying the corrected SIMPLE model to the benchmark data reported by Murdock (1962) . The corrected model makes different predictions about serial position curves, shows better fit to the benchmark Murdock (1962) data, and infers different parameters that require substantively different psychological interpretation.
The SIMPLE Model and a Correction Brown et al. (2007) introduced the SIMPLE (Scale-Invariant Memory, Perception, and LEarning) model as a formal instantiation of the idea that scale-invariance is an important organizing principle across numerous cognitive domains (Kello et al., 2010) . The model has been applied to empirical phenomena observed throughout the domains of perception, learning, and memory. We focus on its application to free recall data, where the model has received attention recently (e.g., Farrell, 2010; Laming, 2010; Lewandowsky & Farrell, 2011) .
The SIMPLE model assumes that items in memory are represented along the single dimension corresponding to a logarithmically compressed representation of time, so that the psychological distance between items presented at times T i and T j relative to the start of recall is d ij = |ln (T i ) − ln (T j )|. The pairwise similarity between these item representations is modeled as η ij = exp (−cd ij ) where c ∈ [0, ∞) is a temporal distinctiveness parameter. The SIMPLE model then assumes items are retrieved from memory on the basis of their discriminability to a given retrieval cue, given by p ij = η ij / ( n k=1 η ik ). The SIMPLE model transforms the retrieval probabilities using a thresholding mechanism.T his is done by a logistic transfer function
, where the parameters s ∈ [0, ∞) and t ∈ [0, 1] are, respectively, the scale (or "noise") and threshold of the thresholding mechanism.
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In free recall, an item can be recalled correctly in any output position. This means that the p * ij probabilities need to be combined to calculate the probability that any given item will be recalled over all retrieval attempts. Brown et al. (2007, p. 545 ) do this by summation and thresholding, as given by
with the justification that "[t]he mechanism described [by Equation 1] has the consequence that zero or small values of discriminability can lead to higher predicted recall probabilities. In some applications, such as serial recall, this can occasionally result in a predicted sum of recall probabilities slightly greater than 1.0 for a given output position; rather than adopt a more complex thresholding mechanism we simply normalize or cap recall probabilities to 1.0 in such circumstances. [emphasis added]" Unfortunately, Equation 1 is not correct. If the probability of an event in 70%, then the probability that event will occur at least once on two independent trials is not 0.7 + 0.7 = 1.4, nor is it 1.4 thresholded to 1.0. Yet this is what is done in Equation 1. The correct probability is naturally calculated by first finding the probability that the event occurs on neither trial as (1 − 0.7) × (1 − 0.7) = .09, and taking the complement 1.0 − .09 = 0.91. Thus, the correct recall probability θ i for the ith item, based on n retrieval attempts, the jth of which has probability p * ij of success, is given by
In all applications of SIMPLE of which we are aware 2 (e.g., Lewandowsky & Farrell, 2011; Pooley, Lee, & Shankle, 2011) , the incorrect Equation 1 rather than the correct Equation 2 has been used to apply the SIMPLE model to free recall data. 
Consequences of the Correction
One reason the SIMPLE model needs correcting is that Equation 1 has conceptual implications. In particular, treating the retrieval probabilities from different recall attempts as inherently additive, leads Brown et al. (2007, p. 545) , as per the emphasized text in the quotation above, to propose additional cognitive processes in determining the overall recall behavior. Adopting Equation 2 removes the impetus for including these additional cognitive processes.
Another reason for correcting the model is that it has consequences for how the model relates to data. In this section, we demonstrate that the correction changes the predictions generated by the SIMPLE model of free recall, affects its ability to fit benchmark data, and has implications for the interpretation of the parameter values. Figure 1 compares the predicted serial position curves for both the incorrect and correct SIMPLE model, at four different parameterizations.It is clear the serial position curves are very different, and that the incorrect SIMPLE model often generates counter-intuitive serial position curves. In the top-left panel in Figure 1 , the incorrect model predicts that all words will be recalled perfectly, while the corrected model predicts a more plausible pattern of recall with primacy and recency effects. The problem with the incorrect model comes from the threshold in Equation 1.
Effect on Model Predictions
The behavior of the incorrect SIMPLE model in the other panels of Figure 1 is less obviously affected by thresholding, but still produces unusual serial position curves, whereas the correct model produces what appear to be sensible predictions. Based on examining a wide range of parameterizations, we believe that the incorrect SIMPLE model often predicts very different serial position curves from the corrected version. Some of these are degenerate or implausible, as in the top-left panel of Figure 1 , but many are simply quantitatively different, as in the bottom-right panel of Figure 1 . Accordingly, the incorrect SIMPLE model makes different or erroneous predictions about data that may often be difficult to detect.
Effect on Fitting Data
A key application of the SIMPLE model in Brown et al. (2007) involves the benchmark free recall data reported by (Murdock, 1962) . These data give the proportion of words correctly recalled, averaged across participants, for lists of 10, 15, and 20 words presented at a rate of 1 s per word, and lists of 20, 30 and 40 words presented at a rate of 2 s per word. Figure 2 displays the Bayesian posterior predictive distributions for serial position curves generated by both the correct and incorrect SIMPLE models.
3 Both fit the data reasonably well, but the fit is better for the correct model. The correct model fits the data better in all of the conditions, and the difference is striking in some conditions, such as 15-2 (i.e., 15 words presented at 2 s intervals).
We also note that the correct model fares better in fitting the primacy effect in conditions 20-1 and 30-1. This is theoretically important, because Brown et al. (2007, p. 546) propose remedying the observed lack of fit of the incorrect model by incorporating additional rehearsal processing mechanisms (cf. Laming, 2010) . Whatever the merits of rehearsal processes, their need for inclusion on the basis of the failure of SIMPLE to fit primacy effects is called into question by the results for the correct model in Figure 2 . Figure 2 . Posterior predictive distributions (light) and human data (dark) for the serial position curves in the six Murdock (1962) conditions. The incorrect and correct SIMPLE models are shown in the neighboring left and right panels, respectively, for each condition.
Effect on Parameter Inference
As detailed in (Pooley & Lee, 2012) , all three of the parameters of the SIM-PLE model are estimated differently for each condition in the Murdock (1962) data. At least some of these differences have theoretical implications for interpretation, as demonstrated by the analysis in Figure 3 . This analysis shows the posterior distributions of the transfer functions for the incorrect (left panel) and correct (right panel) SIMPLE models, for each condition of the Murdock (1962) data. It is clear that there is more change in the transfer functions over the conditions in the correct model, especially because the functions drop to much lower thresholds, possibly corresponding to a strategy in which subjects adapt to harder tasks with longer list lengths.
More concretely, it is clear that the orderings of the transfer functions are sometimes different across conditions (e.g., the 20-1 versus 20-2 conditions) for the incorrect and correct models. These sorts of differences mean it is likely parameter inferences made from data will require different substantive interpretations under the correct SIMPLE model. We do not speculate further on what those differences might be, but simply observe that Figure 3 suggests the changes in parameter inference will affect theorizing, and so have important consequences.
Conclusion
In this note, we have identified a previously unreported conceptual error in the SIMPLE model as it is applied to free recall, and provided a correction. We have shown that applying the correction has consequences, since it leads the SIMPLE model to predict different serial position curves, improves its fit to benchmark data, and produces qualitative and quantitative changes in parameter estimates. For these reasons, we believe it is important future applications of the SIMPLE model to free recall use the correction.
