Abstract. The acoustic models used by automatic speech recognisers are usually trained with speech collected from young to middle-aged adults. As the characteristics of speech change with age, such acoustic models tend to perform poorly on children's and elderly people's speech. In this study, we investigate whether the automatic age group classification of speakers, together with age group -specific acoustic models, could improve automatic speech recognition performance. We train an age group classifier with an accuracy of about 95% and show that using the results of the classifier to select age group -specific acoustic models for children and the elderly leads to considerable gains in automatic speech recognition performance, as compared with using acoustic models trained with young to middle-aged adults' speech for recognising their speech, as well.
Introduction
Currently available speech recognisers do not usually work well with children's or elderly people's speech. This is because several parameters of the speech signal (e.g. fundamental frequency, speech rate) change with age [1] [2] [3] [4] and because the acoustic models (AMs) used for automatic speech recognition (ASR) have typically been trained with speech collected from young to middle-aged adults only, to serve mainstream business and research requirements. Furthermore, both children and elderly people are more likely to interact with computers using everyday language and their own commands, even when a specific syntax is required [5] [6] [7] [8] [9] . As compared with young to middle-aged adults, significantly higher word error rates (WERs) have been reported both for children [10] [11] [12] and for elderly speakers [10, 13, 14] . Improvements in ASR performance have been reported when using AMs adapted to children [10] [11] [12] and to the elderly [10, 13, 14] , respectively, and more and more children's (e.g. [15] [16] [17] ) and elderly speech corpora suitable for training ) are gradually becoming available. However, in many speech-enabled applications, the age of the user is unknown in advance. So, if multiple sets of AMs tailored to different age groups are available, the optimal set must either be selected manually by the user, or an automatic method must be devised for selecting it.
A real-life example of a speech-enabled application that is used by people of widely varying ages is the Windows Phone app World Search, which allows users to perform web searches via the Bing search engine using their voice. The European Portuguese version of the app (currently the only version available), uses three sets of AMs optimised for three age groups: children, young to middle-aged adults and elderly people. The models optimised for young to middle-aged adults are used by default. However, through a setting in the application, users have the option of manually selecting the set of AMs that they think is the most appropriate for them. Using the default models in the case of children and the elderly is expected to deteriorate the ASR performance dramatically (cf. [10] [11] [12] [13] [14] ). However, having to make a manual selection is rather cumbersome from the usability point of view. An accurate age group classifier would, on the other hand, allow the optimal set of AMs to be selected automatically. Similarly, it could be used to automatically select a language model and a lexicon that represents the typical human-computer interaction (HCI) of users belonging to a given age group. In spoken dialogue systems, an age group classifier might be useful for selecting dialogue strategies or different ways of interacting with the user. For example, the persona and verbosity of the responses could be adapted to better match the typical preferences of the age group of the active user. A more fun and engaging way of addressing the user could be used if (s)he were recognised as a child, whereas a more polite way, which the elderly might prefer in HCI (cf. [8]), could be applied in the case of the elderly.
The goal of this paper is to investigate whether the automatic age group classification of speakers, together with age group -specific AMs, could improve ASR performance. Although much research has been done on automatic age estimation (e.g. [20] [21] [22] ), we are not aware of other studies that would have used the results of automatic age estimation to select age group -specific AMs for improving ASR performance. After describing the speech material in Section 2, we present our age group classifier and the results of our age group classification experiments in Section 3. Section 4 presents the automatic speech recogniser and the age group -specific AMs used in this study, together with ASR results obtained using the default models, and age group -specific models selected using the speakers' real age and automatically detected age. We present our conclusions in Section 5.
Speech Material
The speech material used in this study originates from four different corpora of Euro- 
