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0. Obiettivi e Conclusioni
Presentiamo  uno  studio  sull’evoluzione  dei  prezzi  elettrici  nei 
mercati liberalizzati.
L’obiettivo  centrale  è  formulare  un  esempio  di  modellazione 
generale in grado di catturare quelle caratteristiche tipiche di ogni 
mercato. Contemporaneamente, accanto a questo aspetto, si cerca 
un  modello  sufficientemente  flessibile  adattabile  all’eventuale 
introduzione di altri fattori anche specifici del singolo mercato.
Il modello tiene in considerazione le caratteristiche più importanti 
dei  prezzi  elettrici  osservati,  in  particolare  la  stagionalità  e 
simultaneamente  la  componente  di  mean-reverse,  la  volatilità 
(comportamenti garch) e i jumps, fornendo opportune motivazioni 
per giustificare la loro presenza.
Particolare  rilievo  viene  dato  all’effetto  congiunto  di  quest’ultimi 
due fattori in grado di fornire una migliore interpretazione della 
volatilità.
L’analisi si è concentrata sulle medie giornaliere dei prezzi elettrici 
di Spagna e Olanda. 
Il modello finale è stato raggiunto passando da una formulazione  
più semplice a una più completa in modo da evidenziare di volta 
in  volta  l’importanza  che  ogni  singolo  fattore  preso  in 
considerazione  ha  nella  spiegazione  del  processo  generatore  dei 
dati.1011
1.Introduzione
1.1 Il mercato elettrico
I  mercati  elettrici  stanno  vivendo  un  momento  di  profondo 
cambiamento  dovuto  al  processo  di  liberalizzazione  che 
lentamente  ha  coinvolto  o  sta  coinvolgendo  un  po’  tutti  i  paesi, 
dalla  Gran  Bretagna  alla  Spagna,  dall’Australia  agli  Stati  Uniti. 
Questo mutamento nella struttura dei mercati ha portato alcune 
conseguenze  che  richiedono  un  approccio  diverso  e  più 
sistematico soprattutto nell’analisi dei prezzi.
Fino  ai  primi  anni  ‘90  il  settore  dell’elettricità  era  fortemente 
regolamentato,  i  mercati  non  liberalizzati  avevano  variazioni 
minime di prezzo, a causa di stretti controlli e per il fatto che gli 
stessi  prezzi  venivano  stabiliti  da  commissioni  statali  che 
cercavano  di  assicurare  la  solvibilità  degli  accordi.  In  una 
situazione  simile,  l’unica  variabile  che  poteva  cambiare  era  la 
domanda  perché  il  prezzo  era  tenuto  stabile  dalle  commissioni 
statali  che  fissavano  il  prezzo  come  funzione  dei  costi  di 
generazione e di distribuzione e perciò il grado di incertezza era 
veramente piccolo.
La rimozione del controllo sui prezzi e l’entrata nel mercato aperta 
a  tutti,  avvenute  con  la  liberalizzazione,  hanno  portato  una 
successiva esplosione della variazione dei prezzi e del numero di 
prodotti, richiedendo la necessità di avere degli strumenti in grado 
di valutare la bontà dei contratti e la loro rischiosità. Infatti, negli 
ultimi anni i mercati elettrici di molti paesi si sono aperti a un 
processo di liberalizzazione e deregolamentazione con l’obiettivo di 
introdurre la competizione nella produzione e nella distribuzione 
di energia. Una delle conseguenze principali di questo processo è 12
che  i  prezzi  vengono  determinati  dall’interazione  e,  più 
concretamente, dall’incrocio tra le curve di domande e di offerta. 
Questi  prezzi,  così  formati,  hanno  la  caratteristica,  in  tutti  i 
mercati,  di  possedere  una  consistente  volatilità,  superiore e  più 
complessa che negli altri mercati finanziari.
L’avvento  di  questo  cambio  ha  portato,  come  conseguenza,  un 
incremento dell’importanza della modellazione e della stima delle 
serie dei prezzi elettrici. La liberalizzazione di questo mercato ha 
introdotto nuovi elementi di incertezza nel settore elettrico e perciò 
ha contribuito all’introduzione di aspetti finanziari consueti come 
la  gestione  finanziaria  del  rischio  in  un  ambiente,  come  quello 
dell’energia,  squisitamente  industriale.  I  mercati,  infatti, 
predispongono adesso strumenti finanziari utili come i futures o le 
opzioni.  Questo  fondamentalmente  per  una  serie  di  motivazioni 
ben precise. Tutti gli attori del mercato hanno bisogno di questi 
strumenti e di poter fare previsioni attendibili. Basti pensare alle 
società  di  produzione  che  devono,  nel  breve  periodo,  definire  le 
offerte  da  presentare  sul  mercato;  nel  medio  periodo,  devono 
pianificare  la  stipula  di  contratti  bilaterali  con  i  propri  clienti; 
definire le proprie strategie di espansione, nel lungo periodo.
1.2 Caratteristiche dei prezzi elettrici
Nell’analisi che faremo ci preoccuperemo di esaminare due mercati 
diversi (Spagna e Olanda) mettendoli a confronto sulla base di un 
modello  comune.  Nel  far  questo  evidenzieremo  caratteristiche 
proprie ma anche determinate similarità comuni tra l’altro anche 
ad altri mercati. 
Prima però di intraprendere questa strada è bene elencare alcune 
caratteristiche  comuni,  proprie  dei  prezzi  elettrici.  A  dispetto  di 13
alcune  similarità  distributive  mostrate  da  un  elevato  indice  di 
curtosi  e  dalla  persistenza  nelle  serie  dei  prezzi  al  quadrato,  i 
prezzi  elettrici  sono  drammaticamente  differenti  dai  prezzi  delle 
azioni o di altre commodities.
Specificatamente, i prezzi mostrano le seguenti caratteristiche:
- evidenti effetti stagionali
- volatilità
- mean-reverting
- jumps
Per quanto riguarda la natura stagionale delle serie sappiamo che 
la  domanda  di  elettricità  è  duramente  influenzata  dalle  attività 
economiche e dal tempo atmosferico. Ad esempio, in alcuni paesi 
dove l’estate è più calda la richiesta di energia è maggiore e quindi 
il prezzo risentirà dell’aumento della domanda. Proprio per questo 
motivo sono presenti molti tipi di stagionalità che possono essere 
sia intragiornalieri che settimanali, sia mensili che stagionali. 
Ci  sono  diverse  ragioni  per  spiegare  l’alta  volatilità  dei  prezzi 
elettrici.  Probabilmente  la  più  importante  è  l’impossibilità  di 
immagazzinare  l’energia  elettrica.  Poiché  l’elettricità  non  è 
immagazzinabile, eventuali shocks di domanda e offerta non sono 
compensabili e così i prezzi ne vengono direttamente influenzati.
Domanda  e  offerta,  inoltre,  giocano  un  ruolo  nella  volatilità 
osservata. La domanda di elettricità è altamente inelastica perché 
è  un  bene  necessario  e  anche  altamente  dipendente  dal  tempo 
atmosferico.  Le  caratteristiche  dell’offerta  possono  anche 
contribuire  alla  volatilità  della  domanda  di  elettricità.  Infatti,  i 
generatori riescono ad offrire solo determinate quantità di energia 
a  seconda  della  loro  capacità  e  con  costi  marginali  diversi.  La 14
scarsa reattività della domanda rispetto al prezzo e l’impossibilità 
dell’offerta a soddisfare qualsiasi quantità domandata portano, in 
certi  momenti  di  elevata  richiesta,  a  incrementare  il  prezzo  di 
equilibrio di molto in poco tempo. Perciò, in mercati dove le curve 
di  domanda  e  offerta  sono  ripide,  potremo  osservare aumentare 
rapidamente il prezzo poiché la quantità domandata è aumentata.
Un  carattere  autoregressivo  (mean-reverting),  invece,  può  essere 
considerato  grazie  a  un  ragionamento  intuitivo.  Nei  mercati 
elettrici le due curve di domanda e offerta si comportano in modo 
tale  che  sia  la  domanda  a  influire  sulla  quantità  offerta  e,  in 
particolare, sui generatori utilizzati per soddisfarla. Maggiore è la 
domanda,  maggiore  sarà  l’utilizzo  di  generatori  ad  alto  costo 
marginale  e  quindi  maggiore  sarà  il  prezzo.  Ecco  perché  è 
ragionevole  pensare  che  il  meccanismo  dei  prezzi  segua  una 
processo autoregressivo. A questo va aggiunto il fatto che i prezzi 
dipendono dal tempo atmosferico e, quest’ultimo, è un processo 
autoregressivo.
I  jumps,  invece,  sono  dei  movimenti  dei  prezzi  repentini  verso 
l’alto o verso il basso. In pratica nella serie dei prezzi avvengono 
dei piccoli salti rispetto al valor medio. Dal livello raggiunto, poi, il 
prezzo,  invece  di  fluttuare  attorno  a  questo  nuovo  equilibrio, 
ritorna  lentamente  al  livello  medio  di  partenza.  La  spiegazione 
anche per questo caso è intuitiva. Sembra normale pensare che, 
appena si verifichi per qualche motivo uno shock, i meccanismi di 
intersezione tra le curve di domanda e offerta forzino il prezzo a 
ritornare  al  livello  iniziale.  A  tale  proposito  sono  molte  le  scelte 
orientate a un’introduzione di tale effetto nei modelli e numerose 
le  discussioni  che  ruotano  attorno  ai  vantaggi  e  svantaggi  che 
l’impiego di processi contenenti questo effetto comporta.15
2. Lavori Precedenti
Sulla base di tutte queste considerazioni, più o meno intuitive, ed 
accanto ad altri ragionamenti innovativi o di altra natura, si sono 
sviluppate numerose teorie che tentano di spiegare il processo che 
genera e governa la serie dei prezzi elettrici.
Queste  teorie,  mettendo  in  evidenza  ora  l’una,  ora  l’altra 
caratteristica, cercano di tradurre in forma analitica, sotto forma 
di un modello, queste intuizioni, in modo da avere un riscontro 
empirico rispetto alle supposizioni di partenza.
Gli  obiettivi  di  ciascuno  studio  sono  diversi:  si  può  essere 
interessati  alla  ricerca  di  una  buona  modellazione;  essere 
maggiormente  orientati  verso  modelli  dalle  buone  capacità  di 
previsione o ancora preferire la ricerca di nuovi fattori, prima non 
considerati,  in  grado  di  migliorare  le  prestazioni  di  modelli  già 
esistenti …
Proprio queste molteplicità di tematiche e di dibattiti sui singoli 
temi,  porta  ad  avere  una  vasta  gamma  di  modelli  utilizzabili, 
diversificati tra loro in maniera più o meno marcata. Per questo 
motivo,  prima  di  introdurre  il  modello  da  noi  utilizzato, 
prenderemo  in  esame  alcune  scelte  possibili  di  modelli  con 
l’obiettivo di far notare la differenza che c’è tra un modello e l’altro 
e di riflettere sul fatto che il problema della modellazione dei prezzi 
elettrici è un tema molto discusso e ricco di tutt’altro che risposte 
certe.
I modelli che svilupperemo, si concretizzeranno in modelli per la 
media condizionata, modelli per la varianza condizionata, modelli 
basati sul tempo continuo e modelli basati su definizioni originali.16
2.1 Modelli per la media condizionata
Normalmente  esaminando  una  serie  storica,  i  modelli,  che 
vengono  utilizzati  per  esaminare  e  spiegare  i  dati,  fanno  parte 
della  famiglia  dei  modelli  SARIMA  (Seasonal  AutoRegressive 
Integrated Moving Average). Inoltre, la serie originaria, può essere 
precedentemente  filtrata  con  una  funzione  deterministica  del 
tempo  o  una  semplice  trasformata  come  per  esempio  quella 
logaritmica.
Il modello di partenza si può presentare così:
t t X t f Y + = ) (
dove :
t Y  è la serie originaria dei prezzi;
) (t f  è una funzione deterministica del tempo;
t X è un processo SARIMA.
Per  quanto  riguarda  ) (t f ,  le  possibili  combinazioni  sono 
moltissime. In [1] la funzione si presenta così:
t t t t t Spring Fall Weekend OffPeak Peak t f ￿ + ￿ + ￿ + ￿ + ￿ + ￿ = 6 t 5 4 3 2 1 Winter ) ( ￿ ￿ ￿ ￿ ￿ ￿
mentre in [2] utilizza una funzione parametrica più complessa:
( ) ( ) t t t t f ￿ + + ￿ + ￿ + ￿ + = ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ 4 cos 2 cos ) (
dove  nella  prima  regressione  le  variabili  t Peak ,  t OffPeak ,  …  sono 
variabili  binarie  che  assumono  valori  0-1  a  seconda  che 
l’osservazione  caschi  in  un  ora  di  picco,  di  bassa  richiesta,  del 
weekend, autunnale o invernale e così via; le variabili e i parametri 17
della  seconda  tendono  a  catturare  un  andamento  nella  serie  di 
tipo armonico.
Il  processo  SARIMA,  invece,  non  è  altro  che  un  estensione 
proposta da Box e Jenkins (1976) dei processi ARIMA e utilizzata 
per poter trattare la stazionarietà di tipo periodico, considerando il 
fatto che la stagionalità possa anche essere stocastica e correlata 
con le componenti non stagionali. Nella sua forma più completa, il 
generico processo si può scrivere come:
t
S
t
D S d S ￿ ￿ ￿ ) ( ) ( ) 1 ( ) 1 )( ( ) ( ￿ ￿ ￿ = ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
dove:
S  è il periodo stagionale;
) (￿ ￿  è l’operatore autoregressivo non stagionale di ordine p;
) (
S ￿ ￿  è l’operatore autoregressivo stagionale di ordine P;
) (￿ ￿  è l’operatore a media mobile non stagionale di ordine q;
) (
S ￿ ￿  è l’operatore a media mobile stagionale di orine Q;
d ) 1 ( ￿ ￿ è l’operatore differenza non stagionale di ordine d;
D S) 1 ( ￿ ￿  è l’operatore differenza stagionale di ordine D.
In sostanza, l’idea di base è che per una serie storica osservata a 
cadenza infrannuale (con un frequenza di s osservazioni per anno) 
osservazioni  che  distano  s  periodi,  come  yt,  yt-s,  yt-2s,  …  , 
dovrebbero essere ‘simili’ e fortemente correlate tra loro, a causa 
di una non stazionarietà di tipo periodico del processo che le ha 
generate.  Parimenti  gli  operatori  ) (
S ￿ ￿   e  ) (
S ￿ ￿   modellano  la 
dipendenza tra osservazioni distanti s, 2s, 3s, … istanti temporali.18
Di questo modello è importante dire che, sebbene riesca a rilevare 
caratteristiche  importanti  delle  serie  dei  prezzi,  come  la 
stagionalità  e  il  fattore  mean-reverting,  accusa  incapacità  di 
gestire  i  salti  di  livello  nella  media  e  gravi  difficoltà  nella 
spiegazione  della  volatilità  ridotta  a  semplice  costante.  Infatti,  i 
residui  di  questi  modelli  presentano  ancora  elevata  curtosi  e 
quindi code pesanti.
2.2 Modelli per la varianza condizionata
Per  risolvere  i  problemi  sopra  esposti  in  letteratura  sono  stati 
sviluppati  altri  modelli  che  ampliano  e  crescono  sopra  quelli 
SARIMA. Si tratta dei modelli GARCH, TGARCH, EGARCH, …
Per poter parlare di modello GARCH (Generalized ARCH) bisogna 
prima  introdurre  il  modello  ARCH  (AutoRegressive  Conditional 
Heteroschedasticity). L’idea di base è che il prezzo (o rendimento) 
corretto  per  la  media  at  sia  in  correlato  ma  dipendente,  e  la 
dipendenza di at possa essere descritta da una semplice funzione 
quadratica  dei  suoi  valori  ritardati.  Nello  specifico  un  modello 
ARCH(m) è costituito dalle seguenti equazioni:
t t t a ￿ ￿ ￿ =
+ + = ￿
2
1 1 0
2
t t a ￿ ￿ ￿  … 
2
m t ma ￿ +￿
dove:
t ￿  è una variabile casuale iid(0,1), normale o t di student;  0 ￿ >0, 
i ￿ >0 per assicurare la positività di 
2
t ￿ .
Quando il modello ARCH, e questo succede spesso, richiede molti 
parametri per descrivere adeguatamente il processo di volatilità, 
un’estensione  utile  e  parsimoniosa  in  termini  di  parametri  è 
fornita dal modello GARCH (Bollerslev, 1986)19
t t t a ￿ ￿ ￿ =
￿ ￿
=
￿
=
￿ + + =
s
j
j t j
m
i
i t i t a
1
2
1
2
0
2 ￿ ￿ ￿ ￿ ￿
dove  { } t ￿   è  una  sequenza  di  variabili  casuali  iid(0,1),  mentre  i 
parametri devono essere:  0 ￿ >0,  ￿ i ￿ 0,  ￿ i ￿ 0,  ￿
=
+
) , max(
1
) (
s m
i
i i ￿ ￿ <1.
Questo modello utilizzato anche in [3] e in [4], nonostante riesca a 
catturare l’eccesso di curtosi e la volatility clastering, gestisce gli 
shock  negativi  e  positivi  sulla  volatilità  dandogli  ugual  peso 
mentre nelle serie finanziarie la tendenza è che gli shock negativi 
siano  più  pesanti  e  nelle  serie  dei  prezzi  elettrici  gli  shock  più 
pesanti siano quelli positivi.
Per  verificare  quanto  appena  detto  [1]  ha  sfruttato  il  modello 
EGARCH  (Nelson,  1991).  Il  modello,  abbreviazione  del  nome 
Exponential GARCH, è specificato dalle seguenti equazioni:
t t t a ￿ ￿ ￿ =   ,    
￿￿ ￿
== ￿
￿
￿
￿
=
￿ + + + =
p
i
p
i i t
t
i
i t
i t
i
q
j
j t j t
a a
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1
1
2
0
2 log log
￿
￿
￿
￿ ￿ ￿ ￿ ￿  ,
￿ t ￿ IID(0,1).
L’equazione  è  specificata  in  termini  di  logaritmo  della  varianza 
condizionata.  Ciò  implica  che  ai  parametri  non  deve  essere 
imposto  alcun  vincolo  perché  la  trasformazione  esponenziale 
garantisce la non negatività della varianza.
L’effetto asimmetrico viene evidenziato dal termine ￿ . C’è impatto 
asimmetrico se  0 ￿ ￿ ; nel caso di  0 < ￿  si dice effetto leverage. 20
In  [1],  dove  questo  modello  è  stato  sperimentato  sui  dati, 
nonostante risulti più efficace dei modelli visti in precedenza non 
riesce a catturare quella componente erratica dominante e tipica 
dei prezzi elettrici.
2.3 Altri
Oltre ad utilizzare modelli ben specifici, a volte, l’obiettivo consiste 
nel  proporre  una  nuova  classe  di  modelli  in  grado  di  modellare 
l’oggetto  in  questione.  Ad  esempio  in  [2]  viene  introdotta  una 
classe di processi discontinui con jump-reversion con l’intenzione 
di cattura traiettoria e proprietà statistiche dei prezzi elettrici.
Il  processo  a  cui  viene  affidata  tale  riuscita  è  rappresentato 
dall’unica soluzione di un’equazione stocastica differenziale della 
forma:
[ ] ) ( ) ( ) ( ) ( ) ( ) ( ) ( 1 t dJ t h t dW dt t E t dt t t dE t
￿ ￿ + + ￿ + ￿ = ￿ µ ￿ µ
dove:
) (t E  è il prezzo spot;
t ￿  indica una derivata di ordine primo;
) (
￿ t  indica il limite sinistro della funzione al tempo t;
) (t µ  rappresenta il trend stagionale prevedibile nella dinamica dei 
prezzi;
) ( ) (
￿ ￿ t E t µ  indica che eventuali cambi di livello al di fuori del trend 
tendono a rientrare sulla media;
1 ￿   è  il  parametro  che  misura  la  velocità  di  questo  ritorno  alla 
media;
) (t W   è  un  moto  standard  Browniano  che  rappresenta 
l’impredicibilità dei prezzi;21
￿  è la volatilità sottoposta agli shocks browniani;
) (t J   descrive  i  comportamenti  jump  dei  prezzi  con  l’utilizzo  di 
variabili casuali iid appartenenti alla famiglia esponenziale;
) (
￿ t h  è una funzione a soglia che individua due tipi di regimi per a 
seconda che il prezzo sia sopra o sotto un certo livello.
2.4 Modelli basati su considerazioni originali
Parlando di modelli originali presentiamo uno studio svolto sulla 
volatilità dei prezzi dei mercati elettrici.
In  [5]  si  sostiene  l’importanza  di  avere  una  conoscenza 
approfondita  della  volatilità,  consapevoli  della  quantità  di 
informazioni che questa può fornire per una corretta gestione del 
rischio nel breve, medio e lungo periodo. 
Per far questo lo studio analizza i dati dei prezzi elettrici orari di 4 
mercati  (Spagna,  California,  Inghilterra  e  Galles)  e  li  confronta 
sulla base di una definizione originale di volatilità.
La prima osservazione che sta alla base del modello proposto è che 
in  un  mercato elettrico  esiste  una  stretta  relazione  tra  prezzo  e 
carico  richiesto  e  che  gli  andamenti  di  tali  valori  si  ripetono 
giornalmente,  settimanalmente  e  stagionalmente;  le  serie  con  le 
previsioni dei dati di carico sono più sicure di quelle dei prezzi e 
questo  fatto  viene  utilizzato  per  considerare  in  maniera 
deterministica  la  componente  della  variazione  di  prezzo  che  è 
legata alla variazione di carico.
La seconda osservazione si basa su un modello utilizzato in studi 
precedenti (v. [6]) nel quale si sostiene che la differenza tra due 
prezzi consecutivi segua un processo casuale detto di Wiener.
Ecco come appare il modello:22
i conf g
i g
i conf g att i g C
C
P P
,
,
, ,
￿
￿ ￿ =
t N P P u att i g i g k   ￿ ￿ = ￿ = ) 1 , 0 ( , , ￿
dove:
att i g P ,  è il prezzo atteso nell’ora i del giorno g;
i g C ,  è il carico nell’ora i del giorno g;
i conf g P , ￿  è il prezzo nell’ora i del giorno confrontabile del giorno g;
i conf g C , ￿  è il carico nell’ora i del giorno confrontabile del giorno g;
i g P ,  è il carico nell’ora i del giorno g.
Una  volta  impostato  il  modello  si  può  ottenere  la  volatilità  del 
prezzo definendola come:
1
) (
1
￿
￿
=
￿
=
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u è il valor medio delle  k u ;
￿   è  la  volatilità  di  prezzo  definita  come  la  deviazione  standard 
della variabile  k u .
Se  da  un  lato  questo  modello  può  già  dare  dei  netti  riferimenti 
sulla differenza tra i mercati, cioè distinguere tra un mercato con 
volatilità abbastanza costante e uno con caratteristiche di grande 
incertezza,  dall’altro  risulta  carente  di  molte  altre  variabili  che 
tengano  conto  dei  numerosi  fattori  che  influenzano  l’andamento 
dei prezzi.23
3. Modello Utilizzato
Abbiamo  visto  nella  precedente  sezione  che  un  modello 
ragionevole  per  prezzi  elettrici  dovrebbe  includere  (o  almeno 
testarne  l’esistenza)  alcuni  tipi  di  stagionalità,  l’effetto  mean-
reverting, i jumps e la volatilità. Perciò noi proponiamo un modello 
che  incorpori  tutti  questi  fattori  in  un  modo  semplice.  Cioè,  il 
modello  che  proponiamo  tiene  presente  la  possibilità  di 
stagionalità, mean-reversion, volatilità stocastica (comportamenti 
GARCH) e salti (con intensità dipendente dal tempo). Per di più  
riusciamo  a  testare  ognuno  di  questi  fattori  in  maniera 
abbastanza facile, dato che abbiamo stimato il modello generale 
attraverso sottomodelli annidati per ogni mercato analizzato.
Presentiamo il modello specificato in tempo continuo e discreto. 
Dal momento che questa tesi è orientata all’analisi del processo 
generatore dei dati dei prezzi elettrici lavoreremo con una versione 
del  modello  in  tempo  discreto.  Ma,  poiché  i  problemi  di  natura 
finanziaria  sono  di  solito  indirizzati  a  tempi  continui,  noi 
presentiamo il modello anche nella sua forma continua.
In tempo continuo il modello si presenta così:
t t X t f P + = ) (
) ( ) ; (
2
t j j t t t dq J dZ v dt X k dX ! ￿ µ + + ￿ =
v t t v v t dZ v dt v k dv
2 ) ( ￿ µ + ￿ =
dove:
) (t f :  è  una  funzione  deterministica  che  cattura  la  possibilità  di 
stagionalità nei prezzi elettrici;24
dZ  dZv: sono processi indipendenti di Wiener;
) ( t q ! :  è  una  variabile  casuale  con  distribuzione  di  Poisson  con 
intensità t ! ;
) ; (
2
j j J ￿ µ :  è  una  variabile  casuale  distribuita  normalmente  con 
media  j µ  e varianza 
2
j ￿ .
Si  assume  che  Wiener,  Poisson  e  la  Normale  siano  processi 
indipendenti tra loro.
L’intuizione  che  sta  dietro  a  questa  specificazione  è  che  la 
deviazione del prezzo dal livello di equilibrio  t X  è corretta per un 
tasso  k   e  soggetta  a  perturbazioni  casuali  dZ vt e  balzi 
) ( ) ; (
2
t j j dq J ! ￿ µ .
Come  annunciato,  mentre  i  modelli  a  tempo  continuo  sono  in 
finanza  le  basi  per  una  vasta  gamma  di  problemi,  sono 
parallelamente  più  difficili  da  stimare.  Sebbene  ci  siano  stati  in 
letteratura  alcuni  metodi  di  stima,  essi  richiedono  di  solito  un 
lavoro  pratico  computazionale  non  indifferente.  Inoltre  un  altro 
punto a sfavore è la mancanza di flessibilità.
Un  approccio  popolare  per  stimare  questo  modello  è  stata  la 
discretizzazione del modello (ad esempio usando l’approssimazione 
di Eulero). 
Studi  a  riguardo  dicono  che  la  discretizzazione  di  equazioni 
differenziali  stocastiche  a  tempo  continuo  introducono  una 
distorsione nella stima. Comunque è anche vero che la distorsione 
è  tanto  più  piccola  quanto  più  alta  è  la  frequenza  dei  dati 
campionati. Con dati giornalieri la distorsione è molto piccola.
Fatte queste considerazioni e evidenziato che:
- la distorsione di stima con dati giornalieri è trascurabile25
- i modelli a tempo discreto garantiscono una maggiore flessibilità
- l’obiettivo di questa tesi è mettere in luce i possibili componenti 
che sono presenti nelle serie dei prezzi elettrici,
abbiamo  così  deciso  di  lavorare  con  una  versione  discreta  del 
modello.
Il modello generale che abbiamo stimato è:
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dove :
- A : descrive il grado di mean-reversion. Se |A|<1  t X torna alla 
sua media.
- 0 ￿  ,  1 ￿ ,  1 ￿ : caratterizzano la dinamica del processo della volatilità 
sotto  le  condizioni  0 ￿ >0,  1 ￿ >0  e  1 ￿ >0.  Condizioni  necessarie 
affinché la varianza condizionale non degeneri. Se  ) ( 1 1 ￿ ￿ + <1 allora 
la varianza ritorna alla sua media non condizionata  0 ￿ .
L’equazione (4) modella l’intensità dei salti in funzione del tempo. 
La modellazione avviene attraverso le medie di quattro dummy:
t inverno : vale 1 se l’osservazione è in dicembre, gennaio, febbraio;
t primavera : vale 1 se l’osservazione è in marzo, aprile, maggio;
t estate : vale 1 se l’osservazione è in giugno, luglio, agosto;
t autunno : vale 1 se l’osservazione è in settembre, ottobre, novembre.26
I risultati che noi presentiamo sono stati ottenuti considerando gli 
errori ( 1 t ￿ , 2 t ￿ ) ~ iid distribuiti normalmente.
Inoltre definiamo una specificazione per la stagionalità attraverso 
dummy mensili:
￿
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dove:
-
M
i D :  è  una  variabile  dummy  che  vale  1  se  l’osservazione  è  in 
corrispendenza del i-esimo mese
- t wkd : è una dummy che vale 1 se t è un weekday e 0 se è un 
weekend
Infine comparando tra loro le versioni ristrette del modello (2)-(4) 
saremo  in  grado  di  vedere  quale  modello  in  particolare  spiega 
meglio l’evoluzione dei prezzi. In particolare partiremo dal semplice 
modello  autoregressivo  per  la  media,  introdurremo  il 
comportamento  garch  per  la  volatilità,  aggiungeremo  un 
parametro per l’effetto jump e infine concluderemo con la versione 
generale  del  modello  attraverso  l’introduzione  dell’equazione  (4). 
Poiché  il  modello  proposto  è  abbastanza  flessibile  dovremmo 
essere in grado di spiegare i prezzi con i più grandi o i più bassi 
livelli di curtosi, o di picchi, ecc…
Il  fatto  di  aver  considerato  una  componente  jump  e  una 
componente  GARCH  contemporaneamente  è  un’importante 
estensione.  Nonostante  le  numerose  discussioni  a  riguardo,  i 
nostri  risultati  mostrano  che  entrambe  le  componenti  sono 
importanti  perché  danno  una  spiegazione  complementare  del 
grado di incertezza sebbene questo in misura diversa a seconda 
del mercato preso in considerazione.27
Il  modello  è  stato  stimato  con  il  metodo  della  massima 
verosimiglianza.  Si  tratta  di  trovare  il  vettore  di  parametri  £  in 
grado di massimizzare la seguente quantità:
￿ ￿ )) , ( log( 1 t t X X f
dove £ ( ) t j j ! ￿ µ ￿ ￿ ￿ ; ; ; ; ; ;
2
1 1 0 & =
La funzione di probabilità per i prezzi elettrici quindi, per quanto 
abbiamo  detto  finora,  segue  un  processo  Poisson-gaussiano  del 
tipo:
() +
+ " ’
"
(
)
" #
"
$
%
+
￿ ￿ & ￿ ￿
=
￿
￿
) ( 2
1
) ( 2
) (
exp ,
2 2
2
1
1
j t j t
j t t
t t t
h h
X X
X X f
￿ ￿ ￿
µ
!
t t
t t
t
h h
X X
￿ ’
(
)
#
$
% ￿ & ￿ ￿
￿
￿
￿
!
2
1
2
) (
exp ) 1 (
2
1
Questo  scrittura  approssima  la  vera  densità  Poisson-Gaussiana 
con  l’utilizzo  di  una  mistura  di  distribuzioni  normali.  Esistono 
papers che mostrano che la mistura di normali conduce a risultati 
simili alla vera densità con il vantaggio di una procedura di stima 
più semplice.2829
4. Analisi e Modellazione dei dati
Proponiamo, qui di seguito, un esempio di modellazione dei prezzi 
su 2 mercati elettrici europei, utilizzando il modello presentato nel 
capitolo precedente.
I dati, utilizzati in questo studio, provengono dal mercato elettrico 
della Spagna e dell’Olanda (APX). Si tratta di serie storiche delle 
medie  dei  prezzi  giornalieri.  Per  quanto  riguarda  la  Spagna,  il 
campione preso in esame comincia il 1° Gennaio 2000 e finisce il 
31 Agosto 2003, per un totale di 1339 osservazioni. Per l’APX il 
campione è leggermente meno esteso, 942 osservazioni e va dal 1° 
Gennaio 2001 al 31 Luglio 2003. I dati sono espressi in cent/KWh 
per la Spagna e in euro/MWh per l’APX.
Procederemo,  ora,  all’analisi  del  mercato  spagnolo  e  poi 
successivamente a quella del mercato APX.
4.1 Spagna
Cominciamo la nostra analisi attraverso il commento del grafico di 
tutta la serie dei prezzi.30
Da  un’analisi  preliminare  del  grafico  si  può  notare  che  i  prezzi 
oscillano  freneticamente  entro  un  intervallo  di  prezzo  contenuto 
tra i 2 e i 5 cent/KWh con dei picchi che temporaneamente escono
da questa fascia. Appare abbastanza chiaro sin da subito che a 
prezzi  che  salgono  eccessivamente  seguono  dei  movimenti  nei 
prezzi che tendono a riportare il valore in media (mean-reverting). 
Procediamo  la  nostra  analisi  esplorando  la  serie  in  termini  di 
stagionalità e regredendo i prezzi sulla funzione deterministica del 
tempo, mostrata nel precedente capitolo. Ecco l’output dei valori 
dei  parametri  associati  alle  variabili  calcolati  con  i  minimi 
quadrati:
B0 B2 M2 M3 M4 M5 M6
Coeff. 2.785 0.00024 -0.521 -0.644 -0.720 -0.679 0.011
t-stat 29.65 3.31 -4.43 -5.65 -6.26 -5.95 0.09
M7 M8 M9 M10 M11 M12 D1
0.206 -0.494 0.254 0.242 -1.842 -0.487 0.839
1.80 -4.32 2.00 1.93 -1.45 -3.89 13.83
E’ importante notare che i risultati appena acquisiti ci mostrano
che i prezzi seguono un lieve trend lineare crescente e che i prezzi 
registrati nel weekend sono significativamente diversi e più bassi 
da  quelli  registrati  nel  resto  della  settimana  (weekday).  Le  altre 
variabili,  invece,  definiscono  di  quanto  la  media  si  discosta  dal 
trend principale e cioè se in quel mese il valore realizzato  dalla 
media rimane sopra o sotto il trend. A questo proposito va detto 
che non tutte le variabili inserite sono risultate essere rilevanti ai 
soliti  livelli  di  significatività.  I  parametri  riferiti  a  giugno  e 
novembre, con livelli di significatività superiore al 10%, indicano 
semplicemente che in quei mesi la media segue il trend principale. 
La  serie  dei  residui,  fornita  dalla  regressione  dei  prezzi  sulla 31
funzione  deterministica,  sarà  la  nostra  serie  filtrata  ( t X )  e  su 
questa costruiremo passo passo il modello generale.
Prima  di  passare  alla  modellazione  della  media  condizionata 
mostriamo  il  grafico  della  serie  filtrata  e  ne  esaminiamo  le 
caratteristiche  attraverso  l’utilizzo  di  grafici  come 
l’autocorrelazione semplice e l’autocorrelazione parziale.
L’ACF segnala un andamento oscillatorio di periodo 7 che tende a 
zero,  anche  se  abbastanza  lentamente.  Questo  conferma  la 
necessità di considerare un processo ar(1) per la media ma anche 32
di  introdurre  una  componente  stagionale  di  periodo  7  del  tipo 
sar(1).
coeff t-stat. coeff t-stat.
 A 0.8451 58.28  A 0.745 35.32
Sar(1) 0.405 13.97
 LL -1058.61  LL -960.29
L’importanza di tenere conto della componente stagionale si vede 
dal  risultato  degli  output.  Non  solo  il  parametro  relativo  è 
significativo  ma  anche  la  massima  log-verosimiglianza  (LL)  è 
aumentata.  Questo  fatto,  perciò,  verrà  ripreso  anche  nella 
formulazione del modello più generale. 
Il  secondo  passo  prevede  di  verificare  un  comportamento  garch 
nella serie. Prima di tutto ne esaminiamo la presenza attraverso le 
autocorrelazioni della serie al quadrato.
L’ACF  è  significativa  a  molti  ritardi  e  l’autocorrelazione  parziale 
tende  a  zero  velocemente,  tutti  segni  che  fanno  presumere 
l’esistenza  di  un  comportamento  GARCH.  Inseriamo  allora  i  tre 
parametri che individuano un GARCH(1,1).33
coeff t-stat. LL -821.17
A 0.726 30.03 SC 1678.34
Sar(1) 0.488 17.10
0 ￿ 0.018 4.62 ) ln( 2 Nk LL SC ￿ + ￿ ￿ =
1 ￿ 0.181 6.76 con k  n° dei parametri
1 ￿ 0.752 23.97 con  N  dim. del campione
Le  stime  per  i  nuovi  parametri  sono  tutte  significative  al  1%.  Il 
valore della verosimiglianza è maggiore del caso precedente, segno 
che  le  novità  apportate  al  modello  sono  importanti  e  catturano 
nuovi aspetti.
Dopo la mean-reverse e la volatilità espressa dal comportamento 
garch,  nel  terzo  passo  verifichiamo  se  in  questo  mercato  sono 
presenti effetti jump o meno. Dapprima porremo il parametro che 
controlla  la  probabilità  di  avere  un  jump  pari  a  una  costante, 
successivamente nel quarto passo lo considereremo funzione del 
tempo.
A B
Parametri Coef. t-stat Coef. t-stat
A 0.740 31.68 0.740 31.70
sar(1) 0.509 17.84 0.510 17.84
0 ￿ 0.013 3.77 0.013 3.77
1 ￿ 0.132 5.38 0.132 5.38
1 ￿ 0.745 19.06 0.745 19.10
! 0.080 2.76 0.081 2.77
j µ -0.019 -0.18
2
j ￿ 0.791 3.03 0.790 3.05
LL -772.52 -772.54
SC 1602.64 1595.48
In  tabella,  nella  prima  colonna  abbiamo  riportati  i  risultati  del 
modello nel caso in cui  ! è una costante; nella seconda tabella 34
abbiamo  invece  il  modello  ristirato  senza  i  parametri  non 
significativi. 
Notiamo subito che il parametro ! è significativo e sta ad indicare 
che la serie nell’8% dei casi subisce un jump (salto). 
Questo salto ha determinate caratteristiche individuate da  j µ e da
2
j ￿ .  Il  fatto  che  j µ non  sia  significativo  indica  che  in  questo 
mercato  i  jumps  non  hanno  una  particolare  predisposizione  al
rialzo,  ma  le  fluttuazioni,  anche  se  consistenti,  si  compensano 
attorno  allo  zero  facendo  sì  che  ne  rimanga  influenzata  solo  la 
volatilità. 
Un  altro  motivo  per  la  non  significatività  di  j µ   potrebbe  anche 
dipendere dal fatto che non siamo riusciti a catturare tutti i valori 
negativi  presenti  nella  serie  in  fase  di  modellazione  della  media 
condizionata. Ad esempio, le festività infrasettimanali portano un 
abbassamento  del  prezzo.  Dal  momento  che  non  abbiamo 
utilizzato  nessuna  variabile  capace  di  segnalare  questo  tipo  di 
evento,  queste  cadute  si  vanno  a  compensare  con  i  balzi  verso 
l’alto rendendo il parametro  j µ  non significativo. 
Resta  il  fatto  che  complessivamente  la  log-verosimiglianza  è 
aumentata e il modello si adatta sempre di più ai dati. L’ultimo 
interrogativo che ci si può porre e a cui il modello generale è in 
grado di rispondere è se i jumps sono più frequenti in certi periodi 
dell’anno oppure no. 
Per  far  questo  non  consideriamo  più  !   una  costante  ma  una 
funzione  del  tempo  concretamente  spiegata  da  quattro  dummy, 
una  per  ogni  stagione  dell’anno,  come  è  stata  proposta  nel 
precedente  capitolo.  Quindi  L1  è  relativa  all’inverno,  L2  alla 
primavera, L3 all’estate e L4 all’autunno.35
A B
Parametri Coef. t-stat Coef. t-stat
A 0.743 32.18 0.744 32.19
sar(1) 0.508 17.86 0.508 17.85
0 ￿ 0.014 3.72 0.014 3.72
1 ￿ 0.131 5.39 0.120 5.38
1 ￿ 0.734 16.79 0.735 16.72
L1 0.121 2.44 0.120 2.43
L2 0.032 1.37 0.032 1.39
L3 0.080 1.78 0.080 1.78
L4 0.150 2.47 0.149 2.47
j µ -0.046 -0.45
2
j ￿ 0.721 3.11 0.730 3.10
LL -768.23 -768.34
SC 1615.66 1608.68
Dovendo  dare  un  giudizio  generale,  questa  ultima  forma  del 
modello  non  ne  aumenta  la  bontà;  infatti  la  log-verosimiglianza 
aumenta  di  poco  e  il  criterio  SC  ci  dice  che  l’incremento  di 
parametri non giustifica una così bassa miglioria. Potendo, però, 
soffermarci di più sui dati, è lecito pensare che i periodi invernale 
e autunnale siano, per la Spagna, i più volatili e soggetti a salti di 
prezzo. 
4.2 Olanda
Proseguiamo nell’esempio, applicando questo tipo di modellazione, 
come  anticipato  a  inizio  capitolo,  ad  un  altro  mercato,  quello 
olandese. 
Osservando  il  grafico  dei  prezzi  dell’APX,  ci  accorgiamo  di  una 
notevole differenza con il mercato spagnolo.
Innanzitutto  questa  serie  dei  prezzi  presenta  uno  specchio  di 
variazione  molto  più  vasto  e  in  secondo  luogo  i  picchi  che  si 
possono vedere sono molto più evidenti e tutti verso l’alto. Un altro 
elemento da evidenziare è che, dopo ogni picco, il livello dei prezzi 
scende velocemente e ritorna attorno alla media della serie.36
Per  poter  dire  qualcosa  che  riguardi  la  stagionalità  procediamo 
regredendo  subito  i  prezzi  sulle  variabili  che  compongono  la 
funzione  ) (t f .
B0 B2 M2 M3 M4 M5 M6
Coeff. 22.84 0.0060 -9.143 -11.215 -13.203 -12.785 1.540
t-stat 7.65 2.05 -2.56 -3.22 -3.75 -3.66 0.44
M7 M8 M9 M10 M11 M12 D1
-0.786 -1.543 1.111 -2.653 -2.957 0.806 16.619
-0.22 -0.40 0.28 -0.68 -0.75 0.21 9.69
Le osservazioni da fare in questo caso sono molto simili al caso 
precedente.  Bisogna  segnalare  la  presenza  di  un  trend  lineare,  
più  marcato  che  nel  caso  spagnolo,  l’alta  significatività  della 
variabile  dummy  wkd  (D3=16.619)  e  la  scarsa  efficacia  delle 
variabili  che  individuano  i  mesi.  Eccezion  fatta  per  febbraio  e  i 
mesi  primaverili,  nel  resto  dei  casi  la  media  segue  il  trend 
principale.37
La serie dei residui della regressione ottenuta e cioè la nostra serie 
filtrata ( t X ) viene illustrata qui di seguito.
Successivamente controlliamo i grafici delle autocorrelazioni.
L’autocorrelazione  semplice  e  parziale  segnalano  un  andamento 
tipicamente  autoregressivo  del  primo  ordine.  Accanto,  però,  alla 
stima di un modello di questo tipo controlliamo la significatività di 
una  componente  autoregressiva  stagionale  di  periodo  7  essendo 
significatvo il 7 ritardo nell’autocorrelazione parziale.38
  coeff t-stat. coeff t-stat.
 A 0.8451 58.28  A 0.589 22.41
Sar(1) 0.078 2.40
 LL -4113.75  LL -4110.89
Esaminando le due tabelle vediamo che la componente stagionale 
è significativa, ma in termini di verosimiglianza non giova a molto. 
Riteniamo che questo sia dovuto al peso enorme che su questa 
seria ha la volatilità. 
Se pensiamo che il 
2 ￿  previsto dai due modelli si aggira attorno a 
un  valore  pari  a  360,  capiamo  il  perché  della  scarsa  influenza 
nella verosimiglianza. 
Riteniamo che introducendo parametri che catturino la volatilità, 
la  componente  periodica  possa  avere  un  miglior  impatto  per  la 
bontà del modello. La presenza di un effetto garch è testimoniata 
dal  fatto  che  le  autocorrelazioni  della  serie  al  quadrato  sono 
significative ai primi ritardi.
Aggiungiamo, quindi, i 3 parametri del modello GARCH(1,1) per la 
varianza  condizionata  ristimando  la  media  e  utilizzando  le  due 
possibili soluzioni viste in precedenza a seconda che sia presa in 39
considerazione o meno la componente periodica sar(1).
A B
Parametri Coef. t-stat Coef. t-stat
A 0.619 15.80 0.650 17.41
sar(1) 0.195 5.67
0 ￿ 17.432 7.13 19.917 7.29
1 ￿ 0.264 14.40 0.298 12.94
1 ￿ 0.730 40.87 0.696 30.87
LL -3863.93 -3849.24
SC 7755.25 7733.06
Le  stime  per  i  nuovi  parametri  sono  tutte  significative  al  1%.  Il 
valore della verosimiglianza è maggiore del caso precedente, segno 
che  le  novità  apportate  al  modello  sono  importanti  e  catturano 
nuovi  aspetti.  Tener  conto  della  parte  periodica  sar(1),  che 
presenta un alto grado di significatività, risulta utile per modellare 
meglio la serie e perciò verrà considerata anche in seguito nella 
costruzione  dei  modelli  successivi.  Dopo  la  mean-reverse  e  la 
volatilità  espressa  dal  comportamento  garch,  nel  terzo  passo 
verifichiamo se in questo mercato sono presenti effetti jumps.
A
Parametri Coef. t-stat
A 0.598 21.43
sar(1) 0.183 6.24
0 ￿ 14.526 5.25
1 ￿ 0.209 5.22
1 ￿ 0.560 10.80
! 0.028 4.49
j µ 63.982 11.41
2
j ￿ 351.66 4.88
LL -3565.41
SC 7185.60
I risultati qui sopra riportati si riferiscono al modello nel caso in 
cui ! è una costante. 40
La terna di parametri  ! ,  j µ e
2
j ￿ sono significativi a tutti i livelli di 
significatività. Il loro effetto si traduce in un miglioramento delle 
capacità  di  adattamento  del  modello  e  suggerisce  un’ulteriore 
spiegazione  delle  dinamiche  dei  prezzi  di  questo  mercato.  A 
differenza del mercato spagnolo i jump sono presenti in quantità 
minore e riguardano circa il 2,8% dei prezzi; si manifestano con 
un cambio  netto verso l’alto  del livello dei prezzi ( j µ = 63.98) e 
contribuiscono  a  spiegare  l’elevata  volatilità  dal  momento  che 
rispetto  al  modello  precedente  i  valori  dei  parametri  0 ￿ ,  1 ￿ e 1 ￿
sono diminuiti. 
Terminiamo l’analisi con l’ultima versione del modello che prevede 
!  funzione di quattro dummy. 
A
Parametri Coef. t-stat
ar(1) 0.600 21.14
sar(1) 0.172 4.82
0 ￿ 15.732 3.95
1 ￿ 0.208 5.01
1 ￿ 0.547 8.64
L1 0.026 2.27
L2 0.001 0.18
L3 0.052 3.24
L4 0.041 2.45
j µ 64.609 8.64
2
j ￿ 350.852 4.20
LL -3558.45
SC 7192.23
Dovendo  dare  un  giudizio  generale,  questa  ultima  forma  del 
modello  non  ne  aumenta  così  sensibilmente  la  bontà;  infatti 
similmente a quanto era successo per il mercato spagnolo la log-
verosimiglianza  aumenta  di  poco  e  il  criterio  SC  ci  dice  che 
l’incremento di parametri non giustifica una così bassa miglioria. 41
Rimane solo l’intuizione che di tutti i periodi dell’anno quello della 
primavera  sia  per  il  mercato  olandese  il  meno  soggetto  al 
fenomeno dei jumps.4243
5. Risultati
Abbiamo presentato un esempio di modellazione dei prezzi elettrici 
nei mercati liberalizzati. Qui sotto sono riportate tutte le stime dei 
parametri  componenti  il  modello  completo  utilizzato  per  i  due 
mercati.  I  primi  14  parametri  fanno  parte  della  funzione 
deterministica del tempo utilizzata per filtrare la serie dei prezzi 
iniziale, mentre i restanti parametri si riferiscono alla serie filtrata.
SPAGNA SPAGNA OLANDA OLANDA
Parametri Coef. t-stat Coef. t-stat Coef. t-stat Coef. t-stat
B0 2.785 29.65 2.785 29.65 22.84 7.65 22.84 7.65
B2 0.00024 3.31 0.00024 3.31 0.0060 2.05 0.0060 2.05
M2 -0.521 -4.43 -0.521 -4.43 -9.143 -2.56 -9.143 -2.56
M3 -0.644 -5.65 -0.644 -5.65 -11.215 -3.22 -11.215 -3.22
M4 -0.720 -6.26 -0.720 -6.26 -13.203 -3.75 -13.203 -3.75
M5 -0.679 -5.95 -0.679 -5.95 -12.785 -3.66 -12.785 -3.66
M6 0.011 0.09 0.011 0.09 1.540 0.44 1.540 0.44
M7 0.206 1.80 0.206 1.80 -0.786 -0.22 -0.786 -0.22
M8 -0.494 -4.32 -0.494 -4.32 -1.543 -0.40 -1.543 -0.40
M9 0.254 2.00 0.254 2.00 1.111 0.28 1.111 0.28
M10 0.242 1.93 0.242 1.93 -2.653 -0.68 -2.653 -0.68
M11 -1.842 -1.45 -1.842 -1.45 -2.957 -0.75 -2.957 -0.75
M12 -0.487 -3.89 -0.487 -3.89 0.806 0.21 0.806 0.21
D1 0.839 13.83 0.839 13.83 16.619 9.69 16.619 9.69
A 0.740 31.70 0.744 32.19 0.598 21.43 0.600 21.14
sar(1) 0.510 17.84 0.508 17.85 0.183 6.24 0.172 4.82
0 ￿ 0.013 3.77 0.014 3.72 14.526 5.25 15.732 3.95
1 ￿ 0.132 5.38 0.120 5.38 0.209 5.22 0.208 5.01
1 ￿ 0.745 19.10 0.735 16.72 0.560 10.80 0.547 8.64
! 0.081 2.77 0.028 4.49
L1 0.120 2.43 0.026 2.27
L2 0.032 1.39 0.001 0.18
L3 0.080 1.78 0.052 3.24
L4 0.149 2.47 0.041 2.45
j µ 63.982 11.41 64.609 8.64
2
j ￿ 0.790 3.05 0.730 3.10 351.66 4.88 350.852 4.20
LL -772.52 -768.34 -3565.41 -3558.45
SC 1602.64 1608.68 7185.60 7192.2344
Abbiamo  visto  come  nonostante  la  diversità  tra  i  due  mercati  il 
modello  generale  così  proposto  è  sufficientemente  flessibile  da 
catturare in entrambi le caratteristiche tipiche dei prezzi elettrici: 
mean-reversion, stagionalità, volatilità (comportamento GARCH) e 
il fattore jump. 
Si può inoltre aggiungere che, sebbene l’introduzione di  t !  (visibile 
nei  parametri  L1,  L2,  L3,  L4)  non  è  così  statisticamente 
significativa,  può  comunque  essere  utilizzata  per  dare 
informazioni aggiuntive e capire altri aspetti di questi mercati.45
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