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The two- and three-point functions and the four-gluon vertex of three-dimensional Yang-Mills
theory are calculated from their Dyson-Schwinger equations and the 3PI effective action. Within
a self-contained truncation various effects of truncating Dyson-Schwinger equations are studied.
Estimates for the errors induced by truncations are derived from comparisons between results from
different equations, comparisons with lattice results, and varying higher Green functions. The results
indicate that the two-loop diagrams are important in the gluon propagator, where they are explicitly
calculated, but not for the vertices. Furthermore, the influence of the four-gluon vertex on lower
Green functions is found to be small.
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I. INTRODUCTION
At low momentum transfer quantum chromodynamics
(QCD) is a strongly coupled theory. To describe its
rich nonperturbative phenomenology, e.g., bound states
with a dynamically generated mass and with constituents
which cannot be observed as free particles, corresponding
methods are required.
One nonperturbative approach in the continuum is func-
tional equations like Dyson-Schwinger equations, see,
e.g., Refs. [1–3], the functional renormalization group,
see, e.g., Refs. [4–6] or equations of motion from n-PI
effective actions [7, 8]. Applications of functional equa-
tions in QCD are manifold and include the description of
hadrons, see, e.g., Refs. [2, 9, 10], investigations of QCD
at high density, e.g., [11, 12] and studies of the chiral and
deconfinement transitions, e.g., [13–21]. In such calcula-
tions varying quark masses down to the chiral limit or
introducing a chemical potential poses no principal ob-
stacle. The drawback is that functional equations consist
of infinitely large sets of equations which must be trun-
cated for most applications. Typically, it is difficult to
assess the effect a certain truncation has on the results.
In this work, several tests are suggested and applied.
Functional equations are coupled, (non)linear integral or
integro-differential equations formulated in terms of the
correlation functions of a theory. To calculate a specific
set of correlation functions, the nonincluded correlation
functions must be specified by a model. This includes the
possibility of setting it to zero and all diagrams that con-
tain it can be dropped. In general, a truncation is thus
specified by (I) the set of correlation functions calculated
dynamically, by (II) the set of dropped correlation func-
tions and by (III) models for all others.
Unfortunately, there is no general hierarchy of diagrams
valid for all momenta on which to base the construc-
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tion of truncations. For example, perturbation theory of
course provides an ordering scheme in terms of the cou-
pling constant g valid for high momenta, but in the non-
perturbative regime this is no longer applicable. Indeed,
examples are known in which in the deep IR two-loop di-
agrams become more important than one-loop diagrams
[22]. In particular, for the midmomentum regime it is
difficult to assess the importance of single diagrams.
For a given truncation the challenge is thus to assess the
induced error. A straightforward possibility is a compar-
ison with results from another method like lattice cal-
culations if they are available. However, typically some
model dependence remains, and comparisons have to be
taken with a grain of salt. This also applies to compar-
isons between different truncations.
Nevertheless, by enlarging truncations one can still learn
something about the importance of different sectors of
the theory. To quote only one example, it was found
that in the Yang-Mills sector of QCD nonperturbatively
generated dressings for vertices [23–25] are less impor-
tant than in the matter sector where perturbatively ab-
sent dressings are produced by the dynamical breaking
of chiral symmetry [26–30].
While the explicit meaning of truncation is to neglect
certain diagrams or model some correlation functions to
decouple a closed set of equations from the infinite sys-
tem, it has to be noted that, strictly speaking, also other
modifications of the equations have to be taken into ac-
count. Some of them seem purely technical, but they still
can have an impact on the solution. A prime example is
certainly spurious divergences in the gluon propagator
Dyson-Schwinger equation (DSE) and how they are sub-
tracted [31]. Another example is renormalization group
(RG) improvement terms that are added to obtain the
correct resummed perturbative behavior [32, 33].
In this work, the DSEs and equations of motion from
the 3PI effective action of three-dimensional Yang-Mills
theory are investigated. Since this theory is finite, no
renormalization is necessary and the handling of spurious
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FIG. 1. The ghost propagator Dyson-Schwinger equation.
Here and in all other figures, internal propagators are dressed,
and thick blobs denote dressed vertices, wiggly lines gluons,
and dashed ones ghosts.
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FIG. 2. The gluon propagator Dyson-Schwinger equations.
The loop diagrams in the gluon propagator DSE are called
the tadpole, gluon loop, ghost loop, sunset, and squint.
divergences is easier compared to the four-dimensional
theory. A truncation that comprises all five primitively
divergent correlation functions is introduced in Sec. II.
Sec. III contains a short review of three-dimensional
Yang-Mills theory to which this truncation is applied and
then tested in several ways. In Secs. IV and V, the in-
fluences of the choice of equations and of the highest
included correlation function, the four-gluon vertex, are
investigated. Sec. VI contains a comparison with lattice
results. Sec. VII contains some concluding remarks. The
appendices contain additional information on technical
details and the handling of spurious divergences.
II. EQUATIONS OF YANG-MILLS THEORY
AND THEIR TRUNCATIONS
Dyson-Schwinger equations (DSEs) can be derived from
the invariance of the path integral under translations of
the fields, see, e.g., Refs. [1–3]. In this work, the DSEs
for the propagators, the three-point functions, and the
four-gluon vertex are investigated. These quantities are
parametrized as follows. The gluon propagator, being
completely transverse in the Landau gauge, is denoted
by
Dabµν(p) =
δab
p2
Z(p2)Pµν(p) (1)
where Pµν(p) = gµν−pµpν/p2 is the transverse projector.
The gluon two-point function, defined as
Γabµν(p) = δ
abΓ(p2)Pµν(p)p
2, (2)
is the inverse propagator, so Γ(p2) = 1/Z(p2). The ghost
propagator is given by
Dab(p) = −δabG(p2) 1
p2
. (3)
= + +
= + +
FIG. 3. Top: Truncated c-DSE of the ghost-gluon vertex.
Bottom: Truncated A-DSE of the ghost-gluon vertex. The
full DSEs can be found, for example, in Ref. [3]. The loop
diagrams are called Abelian and non-Abelian triangles.
The ghost-gluon and three-gluon vertices are denoted by
Γabcµ (k; p, q) =
i gfabc
(
A(k2; p2, q2)pµ +B(k
2; p2, q2)kµ
)
, (4)
Γabcµνρ(p, q, r) =
i g fabcDA
3
(p2, q2, r2) ((r − q)µgνρ + perm.) , (5)
respectively. For the ghost-gluon vertex only the dressing
function A(k2; p2, q2) will be calculated as B(k2; p2, q2)
drops out in the Landau gauge. The expression for the
three-gluon vertex was already reduced to the tree-level
tensor and its dressing. The reason behind this is that
other dressings are known to be small as discussed below.
Finally, the four-gluon vertex, also reduced to the tree-
level tensor, is parametrized as
Γabcdµνρσ(p, q, r, s) =
g2DA
4
(p, q, r, s)
(
(gνρgµσ − gµρgνσ)fabif cdi
+ (gµσgνρ − gµνgρσ)facif bdi
+ (gµρgνσ − gµνgρσ)fadif bci
)
. (6)
The Dyson-Schwinger equations for the propagators are
depicted in Figs. 1 and 2. For the ghost-gluon vertex
two equations exist: one in which the bare vertex that
appears in each DSE is connected to the ghost and one
in which it is connected to the gluon legs.1 For easy
reference we will call the former A-DSE and the latter c-
DSE. Fig. 3 shows the truncated equations for the A-DSE
and the c-DSE. The truncated equations for the three-
and four-gluon vertices are depicted in Figs. 4 and 5.
1 Of course there exists a variant where the antighost leg is con-
nected to the bare vertex. However, due to the ghost/antighost
symmetry of the Landau gauge [2, 34] this equation is basically
identical to the one with the ghost at the bare vertex.
3= −2 +
+12 +
FIG. 4. Truncated DSE of the three-gluon vertex. The full
one can be found, e.g., in Ref. [36]. The loop diagrams are
called the ghost triangle, gluon triangle, static swordfish, and
dynamic swordfish. The dynamic swordfish is required only
once (with a modified symmetry factor) because of the sym-
metrization applied to the results.
Truncating a DSE violates Bose symmetry because of the
bare vertex contained in each diagram of DSEs. This is
taken into account by symmetrizing the results of the
equations; see Refs. [23–25] for details. In the three-
gluon vertex DSE, shown in Fig. 4, this entails that only
two of three swordfish diagrams need to be calculated if
one prefactor is adapted, while for the four-gluon vertex,
depicted in Fig. 5, only 5 instead of 15 diagrams need to
be calculated.
To obtain the truncated equations shown in the figures,
the following truncation prescription is used: All primi-
tively divergent Green functions are kept and nonprimi-
tively divergent Green functions are set to zero.2 Conse-
quently, the propagator DSEs, which contain only prim-
itively divergent Green functions, are not truncated. In
the three- and four-point function DSEs all UV leading
diagrams are retained. To complete the prescription, a
DSE for the ghost-gluon vertex has to be chosen. Con-
sequences of that choice are discussed in Sec. IV. Note
that the tadpole diagram in the gluon propagator DSE
is not dropped. In most variants of subtracting spurious
divergences the tadpole diagram is regarded as a pure
quadratic divergence. However, with the method em-
ployed here, its finite contributions can be calculated.
The fact that it should not be discarded is furthermore
emphasized by the role it plays for implicit regularization
to maintain gauge invariance [35].
As another set of equations the equations of motion from
the 3PI effective action [8] are considered. The equations
for the three-point functions are shown in Figs. 6 and
7. The four-gluon vertex corresponds at the considered
order to the bare vertex. The propagator equations, on
the other hand, are identical to the DSEs in Figs. 1 and 2.
2 The expression primitively divergent is used in analogy to four
dimensions although all Green functions are finite in three di-
mensions.
= −2 +
+12 + + + perm.
FIG. 5. Truncated DSE of the four-gluon vertex. The loop
diagrams are called the ghost box, gluon box, swordfish, static
triangle, and dynamic triangle.
= + +
FIG. 6. Equation of motion from the 3PI effective action for
the ghost-gluon vertex.
Furthermore, it should be noted that the equations for
the three-point functions are very similar to the DSEs
within the chosen truncation scheme and only differ in
the numbers of dressed vertices.
In four dimensions the Yang-Mills system has been stud-
ied very intensively with DSEs; see, e.g., Ref. [37] for
a short overview. Although there are differences be-
tween the three- and the four-dimensional theories, as
summarized in Sec. III, they have many common fea-
tures. For example, both theories are asymptotically free
and confining. Furthermore, evidence indicates that the
functional structures of the two theories are very close
so that we can learn something about four-dimensional
Yang-Mills theory from the three-dimensional one. In
particular, from lattice calculations it is known, and sup-
ported by this work, that the relevant qualitative behav-
ior of correlation functions in the nonperturbative regime
is the same [38–55]: The gluon propagator is nonvanish-
ing at zero momentum and has a bump around 1 GeV;
= −2 +
+12 +
1
2 +
1
2
FIG. 7. Equation of motion from the 3PI effective action for
the three-gluon vertex.
4the ghost dressing function is finite; the ghost-gluon ver-
tex is close to the tree-level; the three-gluon vertex has a
zero crossing. As far as the hierarchy of diagrams is con-
cerned, both the UV and the IR hierarchy are the same.
For the former this statement is trivial, since it is the
same loop expansion in the coupling. The latter case is
strongly supported by the results obtained in this work
which compare favorably with all available results in four
dimensions even down to the hierarchy of diagrams in the
gluon propagator DSE [31, 56]. For the deep IR and the
scaling type solution it is even possible to show that the
complete hierarchy of correlation functions, viz., without
applying any truncations, is the same as in four dimen-
sions [57]. Although the scaling solution is not seen in
lattice calculations, it is a viable choice for functional
equations and can, as in this case, provide additional in-
formation. In summary, all evidence supports that three-
and four-dimensional Yang-Mills theories work similarly.
Before turning to the three-dimensional theory, for refer-
ence the main results in four dimensions are summarized
below. Some of them will be explicitly tested in three
dimensions.
The importance of ghost contributions was recognized
long ago [32, 58] and subsequently often confirmed, e.g.,
[31, 59–61]. Qualitative agreement with lattice results
[45, 62–64] in the IR region was obtained when the so-
called decoupling solution was found [65–67]. All the
results from functional equations up to that point used
models for the vertices. The ghost-gluon vertex was typ-
ically taken as bare, which is indeed comparatively close
to the true vertex [33, 40, 68–70] although the deviations
do have a quantitative effect on the propagators [33, 70].
A three-gluon vertex model that contains the most no-
table features of the vertex like a zero crossing in the
IR and Bose symmetry was introduced in Ref. [33]. As
expected, the three-gluon vertex has a severe quantita-
tive, but not qualitative impact on the gluon propagator.
When results for the three-point functions became avail-
able, it turned out that even with such improved input
the gluon propagator cannot be described satisfactorily
[23]. Consequently, the missing contributions were at-
tributed to the two-loop diagrams, which were investi-
gated previously in Refs. [27, 56, 71, 72]. On the other
hand, the found level of agreement between the available
results for three-point functions and lattice results indi-
cates that a one-loop truncation is satisfactory in this
case [23, 24].
The highest calculated dressing function up to now is
the four-gluon vertex. Calculations with fixed input
showed that the tree-level dressing function has only rel-
atively small nonperturbative contributions [25, 73]. The
same is valid for further dressing functions investigated in
Ref. [25]. The four-gluon vertex appears in the so-called
sunset diagram of the gluon propagator and is thus re-
quired for the direct calculation of two-loop diagram ef-
fects.
As explained, in four dimensions all primitively diver-
gent Green functions have already been calculated, partly
even from coupled systems. It should be stressed that
retaining only these vertices in all diagrams, the result-
ing truncated set of DSEs is self-contained. At least in
the three-dimensional case it seems also to be the low-
est working nontrivial truncation without models, since
lower truncations, for example, with the propagators and
the ghost-gluon vertex included and all other vertices set
to zero, did not lead to convergent solutions. Further-
more, the four-gluon vertex is required to have a con-
sistent treatment of the UV behavior which is a min-
imum requirement for a truncation working well at all
momenta. It remains to be tested if the calculation of
all five primitively divergent Green functions indeed pro-
vides a good quantitative description.
One crucial point in answering this question concerns the
treatment of spurious divergences which plague the gluon
propagator DSE. Looking at the four-dimensional case,
power counting shows that the superficial degree of di-
vergence is 2; viz., the equation is quadratically diver-
gent. However, gauge symmetry entails that the gluon
self-energy is proportional to gµνp
2 − pµpν , which low-
ers the degree of divergence by 2, and it boils down to a
logarithmic divergence. Unfortunately, many regulariza-
tions break gauge symmetry and quadratic divergences
reappear. This is not a problem specific to DSEs but
occurs for such regularizations already at the perturba-
tive level. Since these divergences do not appear in di-
mensional regularization, which is the standard regular-
ization in perturbation theory, they are not problematic
for many perturbative investigations, though. For a nu-
merical calculation dimensional regularization is at best
difficult to realize and maybe not even applicable at all
[74, 75]. The standard numerical regularization is a hard
UV cutoff for which quadratic divergences that have to
be dealt with appear.
In the literature many ways can be found to reduce the
cutoff dependence to a logarithmic one, see Ref. [31] for
an overview. However, this procedure is not unique due
to the finite part of the divergences. Unfortunately, the
IR leading part of the gluon propagator DSE has the
same 1/p2 behavior as the spurious divergences and the
separation of the infinite and the finite parts becomes cru-
cial. In Ref. [31] it was shown that the origin of spurious
divergences is purely perturbative. Thus, one necessary
requirement of any subtraction procedure should be that
it does not interfere with the nonperturbative part. This
restricts the number of choices for the subtraction of spu-
rious divergences.
Here I extend the approach put forward in Ref. [31],
which is a minimal subtraction where the subtracted
terms correspond exactly to those generated in pertur-
bation theory. In the case of a truncation that only in-
volves the propagators dynamically and uses models for
the vertices, the subtraction terms can be calculated ana-
lytically. As soon as the vertices are treated dynamically
as well, this is no longer possible. First of all, the per-
turbative expression with full momentum dependence in
cutoff regularization, which is required for such a calcula-
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FIG. 8. Ghost-gluon vertex dressing function calculated with
fixed input from different equations. Dark/light lines corre-
spond to x = 0/x = p2.
tion, is not known analytically for the three-gluon vertex.
Second, it is not clear yet how well the UV behavior at
the one-loop resummed level, which is also required for
this calculation, can be reproduced for the three-gluon
vertex [23, 24]. Even for the ghost-gluon vertex, which is
asymptotically trivial, the small corrections to the tree-
level behavior at finite momenta are important and spoil
the naive approach of taking for such calculations a triv-
ial vertex in the UV. For two-loop diagrams the same
problems apply.
In three dimensions the case is simpler. The main rea-
son for this is the absence of renormalization (except for
the spurious divergences). This makes the UV behavior
of the dressings simpler. The procedure is explained in
Appendix B. To summarize it, two-loop diagrams and
vertices can be taken into account by fitting the subtrac-
tion coefficient to the known analytic form.
III. YANG-MILLS THEORY IN THREE
DIMENSIONS
Going from four to three space-time dimensions has sev-
eral advantages, while it is expected that many qualita-
tive features of Green functions remain the same; see,
e.g., Ref. [76]. However, the advantages are distinct for
continuum and lattice methods. For the latter, the re-
duction of space-time dimensions allows larger lattices to
be used, and thus the IR regime is more easily accessi-
ble. Furthermore, the reduced computing requirements
allow better statistics and thus make three dimensions
also interesting for the investigation of the Gribov prob-
lem; see, e.g, Ref. [77] and references therein. Propaga-
tors have been studied quite extensively [38–55], whereas
for three-point functions results are similarly as scarce as
in four dimensions [40, 44, 78]. However, the statistics
are better for three than for four dimensions.
The lower number of space-time dimensions does not di-
rectly affect the required computing time for functional
equations of low n-point functions since some integra-
tions can be done analytically. Only for four-point func-
tions one integration fewer has to be done and computing
time is reduced. The reason for using three dimensions in
this work is the absence of renormalization and thus re-
summation that entails a significant simplification of the
treatment of spurious divergences. In two dimensions
similar arguments apply, but already standard perturba-
tion theory fails in two dimensions due to IR singularities.
Also for DSE calculations it was found that the mixing of
the IR and UV regimes leads to nontrivial UV problems
[36] which make two-dimensional Yang-Mills theory less
suitable for the present investigation.
A physical motivation for understanding three-
dimensional Yang-Mills theory is, upon adding an
adjoint scalar, that it is the high temperature asymp-
totic limit of the four-dimensional theory. This system
was investigated in Ref. [79]. Further continuum studies
of three-dimensional Yang-Mills theory can be found in
Refs.[57, 61, 69, 79–81]. Within the (refined) Gribov-
Zwanziger (GZ/RGZ) framework it was investigated
in Ref. [82]. In Refs. [83–85] a massive extension of
Yang-Mills theory was considered.
One consequence of lowering the dimension is that all
equations become finite with the exception of the gluon
DSE where spurious divergences appear. The lower di-
mension is also reflected in the coupling constant g that
has the dimension of (mass)
1
2 . Furthermore, the lower
dimension of the integral has some direct consequences
for the asymptotic regimes. In the UV, the dressings be-
have at leading order like 1/p; see Appendix B. In the IR,
on the other hand, logarithmic divergences as appear, for
instance, in the vertices [23, 24, 61, 85] typically become
linear. For the three-gluon vertex this was already found
in Refs. [61, 85]. Here this is confirmed and observed for
the four-gluon vertex as well.
IV. CHOICE OF EQUATIONS
In this section two comparisons are done. First, results
from the three different equations for the ghost-gluon ver-
tex are compared. Second, results from the full DSE
truncation are compared to results from the 3PI effective
action.
A. Ghost-gluon vertex equation
In the employed truncation scheme only two diagrams
remain in the ghost-gluon vertex equations, the Abelian
and non-Abelian triangles. The only difference between
the different equations consists in the position of the bare
vertex or its nonexistence in case of the 3PI equation.
In case of the c-DSE, only one diagram containing a
ghost-gluon four-point function is dropped, while for the
A-DSE nine diagrams are dropped (seven two-loop dia-
grams and two one-loop diagrams containing a quartic
ghost function or a ghost-gluon four-point function; see
Ref. [3] for the full equations). A priori there is no reason
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FIG. 9. Contributions of the Abelian (top) and non-Abelian
(bottom) diagrams of the ghost-gluon vertex DSE calculated
with fixed input from different equations. Dark/light lines
corresponds to x = 0/x = p2.
to expect that different equations, once they are trun-
cated, yield quantitatively equal results. The difference
between solutions can be interpreted as an estimate of
the truncation error. From the ghost-gluon vertex exam-
ple it is also obvious that, depending on the truncation,
one equation might be the better choice. For instance, if
the ghost-gluon four-point function is added, the c-DSE
becomes an exact equation, while in the A-DSE there
are still missing diagrams. Within the current trunca-
tion, however, the contribution of the dropped diagram
in the c-DSE is not known and we do not know which
equation yields better results.
To compare results from the three different equations,
they are solved with fixed input that was obtained from
the full system; see Sec. VI. In Fig. 8 the obtained dress-
ings of the ghost-gluon vertex are shown. The contribu-
tions from the single diagrams are depicted in Fig. 9.
As can clearly be seen, the height of the vertex dressing
varies with the A-DSE yielding the lowest and the c-DSE
the highest dressing. The main difference comes, as ex-
pected, from the non-Abelian diagram. Interestingly, the
result from the 3PI effective action is very close to the
average of the two DSE results. Using the maximal ra-
tio of the maxima of the complete set of points obtained
for each equation as an estimate of the truncation error
eghg, it can be quantified as eghg = 13 %. Note that the
difference for the configurations shown is even lower and
c-DSE
3PI
1 2 3 4 5
p[GeV]
0.5
1.0
1.5
Z(p2)
FIG. 10. Comparison of results from the DSE and the 3PI
systems for the gluon dressing function.
typically below 10 %.
B. DSEs vs. 3PI
To assess the influence the uncertainty in the ghost-gluon
vertex has on other correlation functions, the full sys-
tems of equations are now considered for DSEs and the
3PI effective action. For the DSE system the A-DSE is
chosen for the ghost-gluon vertex. The corresponding
results are depicted in Figs. 10, 11 and 12. The error es-
timation from the ghost-gluon vertex is eghg = 12 % with
the 3PI results being below the results from the DSE as
can be seen in Fig. 12. The fact that the ghost-gluon
vertex dressing from the 3PI effective action is reduced
is also known from four dimensions [30]. The effect in
the three-gluon vertex, shown in Fig. 12, is very small
with a shift of the zero crossing the most notable change;
viz., changes are only visible below 500 MeV. The prop-
agators, see Fig. 10, also differ in the IR, while a dif-
ference in the midmomentum regime is only visible for
the gluon. In summary, both DSEs and 3PI equations
yield similar results with the largest differences for the
ghost-gluon vertex in the midmomentum regime and for
the propagators in the deep IR. Given the found degree
of agreement, one can conclude that using DSEs or 3PI
equations leads to very similar results. Since in the 3PI
formalism no dressed four-gluon vertex appears within
the employed truncation, this setup is technically easier.
V. HIGHER GREEN FUNCTIONS: EFFECT OF
THE FOUR-GLUON VERTEX
One possibility to test the reliability of a truncation is to
include more quantities dynamically. However, such tests
must be interpreted with care. The reason is twofold.
First of all, one has to keep in mind what the function
of the model that is replaced by its dynamic counterpart
was. In case it was designed to improve the results for
some other quantity without regard to its correct behav-
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FIG. 11. Comparison of results from the DSE and the 3PI
systems for the ghost dressing function.
ior, this replacement might not improve the results. A
typical example is the three-gluon vertex in the gluon
propagator DSE. The choice of the model has a large
impact on the quantitative behavior of the gluon dress-
ing function. In fact, models exist that can be tuned
such that the gluon propagator is in good agreement with
lattice results thereby effectively mimicking two-loop ef-
fects [33]. This also works when quarks are included [30].
When this model is compared to results from the lattice
[40] and dynamical DSE calculations, clear differences in
the nonperturbative regime are visible [23, 24, 33, 61].
In this case, adding the three-gluon vertex dynamically
requires the inclusion of other quantities as well in order
to obtain good results.
The second caveat is the quality of the truncation of
the dynamical equation for the added quantity. While
this seems like having the same problem again at the
next level, it turns out at least in Yang-Mills theory
that for higher Green function truncation effects be-
come less severe. This is indicated by results for three-
point functions, which compare favorably to lattice re-
sults [23, 24, 33, 70], as well as by the observation that
the deviation from the tree-level becomes small for the
four-gluon vertex [25, 73]. In this work this is confirmed
in Sec. VI.
In this section we have a look at the impact of the four-
gluon vertex as the highest Green function contained in
the truncation. As will be shown in Sec. VI, see in par-
ticular Fig. 26, the tree-level dressing function deviates
in the midmomentum regime only mildly from the tree-
level and an IR divergence is observed in the deep IR.
To assess the influence of these deviations, the system
of propagators and three-point functions was calculated
using a bare four-point function. The results for the prop-
agator dressing functions are shown in Figs. 13 and 14,
and those for the three-point functions in Fig. 15. It can
clearly be seen that the difference is relatively small and
a bare four-gluon vertex provides already a rather good
approximation. However, it has to be pointed out that in
four dimensions the model employed for the four-gluon
vertex plays a crucial role in the three-gluon vertex DSE
to obtain a convergent solution [23, 24].
VI. COMPARISON WITH LATTICE RESULTS
In this section the results from the full system are com-
pared to lattice results. Before making such comparisons,
two things have to be discussed. The first one is related
to the physical scale of the results from the functional
equations. As no appropriate observable is calculated
to determine the scale, it is inferred from the lattice re-
sults where the scale was set from the string tension with
σ = (440 MeV)2. The employed prescription is to set the
maximum of the gluon dressing function at the same lo-
cation as in the lattice results. However, since the DSE
results are not on top of the lattice results, this procedure
is ambiguous. Thus, when comparing directly to lattice
data, a band is shown the boundaries of which are deter-
mined by assuming a variation of the maximum between
90 and 125 %. In Fig. 16 it can be seen that this corre-
sponds to a plausible interval for the maximum. For the
results shown in the previous sections, the maximum was
set at 1.025 GeV.
Another issue of comparisons between lattice and contin-
uum results is related to the question of nonperturbative
gauge fixing. There is evidence from lattice calculations
that in the IR regime dressing functions depend on the
gauge fixing algorithm; see, e.g., Refs. [42, 52, 86–89] for
four dimensions and [42, 50, 52, 53, 90] for three dimen-
sions. Also, for functional equations a family of solutions
exists in four dimensions [65, 67, 91]. Unfortunately, it
is not clear how to set solutions from the lattice, where
the differences come from choosing different but physi-
cally equivalent gauge configurations, and from contin-
uum calculations, where different members of this family
are chosen via a boundary condition of the ghost propa-
gator DSE [67], into a direct relation.
To illustrate the magnitude of such effects, it is instruc-
tive to look at results for the ghost dressing function
from Ref. [90] where different sampling procedures are
used. The two most extreme results for the ghost dress-
ing function differ at 500 MeV by 50 % and more at lower
momenta. The lower solution even shows a maximum.
Up to now such effects have been investigated only for
propagators, but they are likely to exist also for vertices
to cancel any effects on physical observables.
In this work no specific value for the ghost boundary con-
dition was chosen as, in contrast to typical calculations
in four dimensions, the unsubtracted ghost propagator
DSE was used. When using the subtracted equation,
the boundary condition could be set to a specific value,
but the ghost dressing function was found not to con-
nect smoothly to the UV regime. In four dimensions
this works straightforwardly because of the logarithmic
running of the dressing functions in the UV. However,
it appears that some more elaborate technique is neces-
sary to produce a family of solutions in three dimensions.
This is also supported by the fact that the vertices have
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FIG. 12. Comparison of results from the DSE and the 3PI systems for the ghost-gluon vertex and three-gluon vertex dressing
functions.
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FIG. 13. Gluon dressing function from the full system with
a bare (green, dashed line) and a dynamic four-gluon vertex
(red, continuous line).
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FIG. 14. Ghost dressing from the full system with a bare
(green, dashed line) and a dynamic four-gluon vertex (red,
continuous line).
a significant influence on the specific IR behavior as was
explicitly investigated for the system of the propagators
alone using models for the vertices. For example, with
one particular class of models for the three-gluon ver-
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FIG. 15. Ghost-gluon vertex (top) and three-gluon vertex
(bottom) dressing from the full system with a bare (green,
dashed line) and a dynamic four-gluon vertex (red, continuous
line).
tex it was even possible to obtain a scaling solution us-
ing the unsubtracted ghost equation by only demanding
the appropriate IR extrapolation. Since it is not known
how close the lattice solution should be to the solution
obtained here, the presented comparisons can only give
some impression about the agreement. In the plots re-
sults from the minimal Landau gauge are used except for
Fig. 17 where also the result for the absolute Landau
gauge is shown.
In Fig. 16 the gluon dressing function and the gluon
propagator are shown. Due to the factor 1/p2 compared
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FIG. 16. Gluon dressing function (left) and gluon propagator (right) from the full system in comparison to lattice results [54].
Lattice momenta are along the x axis. The shown lattice results correspond to lattice sizes between N = 68 and N = 88 and β
values between 3.48 and 19.2. The band is obtained by varying the maximum of the gluon dressing function between 922 and
1282 MeV.
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FIG. 17. Ratio of the gluon propagator from the lattice [53]
and the full DSE system. Lattice data is for β = 10.21 and
N = 96. The band is obtained by varying the maximum of
the gluon dressing function between 922 and 1282 MeV. The
red (lower) and green (upper) branches of the lattice data
correspond to using the best and the first Gribov copy in the
gauge fixing algorithm, respectively.
to the dressing function the differences for the propaga-
tor are most pronounced at low momenta. To explicitly
show the magnitude of the deviation, the ratio of the
gluon propagator obtained from the lattice over the re-
sult from DSEs is shown in Fig. 17. In addition to the
band obtained from varying the scale, two different so-
lutions from the lattice that vary only in the way the
gauge is fixed are shown . In one case the first Gribov
copy is taken, whereas in the other the gauge fixing algo-
rithm chooses the Gribov copy with the lowest integrated
gluon propagator. Below 500 MeV these two algorithms
yield different results which survive also in the continuum
limit [53].
The ghost propagator dressing function is shown in Fig.
18, and the ratio between lattice and continuum results is
shown in Fig. 19. The ghost propagator from the DSE is
systematically below the lattice results. However, the ex-
treme solution mentioned above with a maximum of the
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FIG. 18. Ghost dressing from the full system in comparison
to lattice results [54]. The parameters of the lattice setup are
the same as in Fig. 16.
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FIG. 19. Ratio of the ghost propagator from the lattice [54]
and the full DSE system. The parameters of the lattice setup
are N = 68 with β = 9.21 and N = 74 with β = 4.15.
dressing function [90] lies in the IR below the continuum
solution. The coupling, calculated from the propagator
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FIG. 20. Coupling calculated from the propagators.
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FIG. 21. Contributions of individual diagrams to the
gluon propagator DSE. Continuous/dotted lines denote posi-
tive/negative values.
dressing function as
α(p2) =
g2
4pi
G2(p2)Z(p2), (7)
is shown in Fig. 20.
The behavior of both propagators follows in the UV the
one-loop form, 1+cgh/glg
2/p, but the coefficients cgh and
cgl are slightly modified at the level of 5 %. See Ap-
pendix B for the exact perturbative expressions. This
was already observed in Ref. [54], where it was found
that the lattice data for the ghost and the gluon dressing
functions cannot be described with the same value for the
coupling g. Possible sources of this modification are non-
perturbative contributions or higher order corrections.
For the gluon dressing function an interesting question
concerns the importance of single diagrams. To answer
this, the contributions of each single diagram to the two-
point function rescaled by p2 are shown in Fig. 21. The
spurious divergences were fitted for each diagram sepa-
rately to obtain the finite contributions. As expected,
the gluon loop is the dominant diagram in the UV. Also
in the midmomentum regime it plays an important role.
The ghost loop becomes important at low momenta. The
tadpole can only contribute with a momentum indepen-
dent constant. The two-loop diagrams also have a clear
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FIG. 22. Ghost-gluon vertex dressing from the full system
in comparison with lattice results [78] (top) and the contri-
butions from single diagrams (bottom). The shown lattice
results correspond to lattice size N = 60 and β = 3.18, 5.61
and 10.5.
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FIG. 23. Ratio of the ghost-gluon vertex dressing from the
lattice (N = 60, β = 10.5) [78] over the DSE result. The red
(inner) lines correspond to the results obtained from varying
the scale, and the green (outer) lines represent the error from
the lattice calculation.
hierarchy with the squint diagram being more important
than the sunset. Indeed the squint diagram yields the
second largest contribution around 1 GeV. This explic-
itly confirms results from four dimensions [56].
For the three-point functions results from the symmetric
point configuration are shown. Other configurations are
qualitatively similar. The results for the ghost-gluon ver-
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FIG. 24. Three-gluon vertex dressing from the full system
in comparison with lattice results [40] (top) and the contri-
butions from single diagrams (bottom). The shown lattice
results correspond to lattice sizes N = 40 and 60 and β = 4.1
and 6.
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FIG. 25. Ratio of the three-gluon vertex dressing from the
lattice (N = 60, β = 6) [40] over the DSE result. The con-
nected points correspond to the results obtained from varying
the scale. The error bars from the lattice are added on top of
that.
tex are depicted in Fig. 22. The qualitative form is the
same as that of the lattice results. However, the maxima
of the two bumps do not coincide. The source of this
deviation is currently not known. In Fig. 22 also the
contributions of the two diagrams are shown. Their im-
portance depends on the specific kinematic configuration.
The ratio of lattice and continuum results is depicted in
Fig. 23. Again a band obtained from varying the scale
is shown. In addition, the lattice error is added. It was
found that for all configurations the deviation is always
below 20 %. In particular, above 1.5 GeV the agreement
is good.
The three-gluon vertex, shown in Fig. 24, agrees well
with the lattice data. The position of the zero cross-
ing is in the deep IR. This is expected from lattice re-
sults. However, in four dimensions the position depends
on the RG improvement employed for the three-gluon
vertex DSE [24]. In three dimensions there is no reason to
introduce such a term, and the fact that it is not required
is consistent. The position of the zero crossing is close
to the value of 134 Mev determined in Ref. [61]. Below
the zero crossing the three-gluon vertex diverges linearly
which confirms the findings of Refs. [61, 85]. The ratio
of lattice and continuum results is shown in Fig. 25. Be-
cause of the large error bars at larger momenta, no band
for the error is shown, but the error bars themselves are
added on top of the results.
Finally, the results for the four-gluon vertex are discussed
and are shown in Figs. 26 and 27. Three different kine-
matic configurations, indicated by pA, pB , and pC , are
shown; for details see Ref. [25]. As can be seen in Fig.
26, the swordfish and triangle diagrams yield the largest
contributions. The ghost box is very small except for a
linear IR divergence for configurations B and C. The
total tree-level dressing of the vertex shows that the de-
viations from a bare vertex are very small.
The complete four-gluon vertex is constructed from a
basis of 8 color and 136 Lorentz tensors, 41 of which
are transverse [92]. The calculation of the correspond-
ing dressing functions is beyond the scope of this work.
However, a few selected projections, see Ref. [25] for de-
tails, are shown in Fig. 27. The small wiggles observed
for some diagrams are numeric artifacts. The qualitative
picture is the same as for the tree-level dressing: The
ghost box is small with a linear divergence in the IR and
the gluon triangle and the swordfish diagrams yield large
contributions. A notable difference is that the gluon box
yields a larger contribution than for the tree-level dress-
ing. Still, the sum of all diagrams is close to zero. This
confirms the findings of Ref. [25] that at least the investi-
gated dressings beyond the tree-level dressing are small.
Also, the IR divergence sets in at a very low scale. This
explains the small influence of the four-gluon vertex on
other correlation functions discussed in Sec. V.
In summary, the deviation of the DSE results from the
lattice results is below 20 % to a large extent. The largest
deviation in terms of the ratio of the lattice over the con-
tinuum results was found for the ghost dressing function.
Unfortunately, the possibility of different solutions does
not allow one to draw any final conclusion about this de-
viation. However, a possible explanation for this might
be the ghost-gluon vertex. It is clear from previous works
[33, 70] and the present work that the ghost-gluon ver-
tex has a quantitative influence on the ghost propaga-
tor. Using a model for the vertex, it was tested that the
ghost dressing function can indeed be changed, and this
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FIG. 26. Tree-level dressing of the four-gluon vertex for different kinematic configurations (top left) and the individual contri-
butions of single diagrams (top right and bottom).
has also an effect on the strength of the gluon propaga-
tor. Finally, one should also note that the effects from
different gauge fixing algorithms lie in the momentum re-
gions where the deviation from lattice results is found to
be largest: in the deep IR below 500 MeV for the gluon
propagator [50, 53, 90] and for the ghost dressing func-
tion also at slightly higher momenta [90].
VII. SUMMARY AND CONCLUSIONS
In this work the set of the Dyson-Schwinger equations for
the five primitively divergent Green functions of three-
dimensional Yang-Mills theory was investigated. The
employed truncation prescription only drops diagrams
with nonprimitively divergent Green functions leaving
the propagator equations untouched and reducing the
vertex equations to the UV leading one-loop diagrams.
An important feature of this truncation is that it is self-
contained and there is no freedom to model anything.
Three-dimensional Yang-Mills theory was chosen since
it has several technical advantages over four dimensions
which are related to the absence of renormalization. The
most important one is that it was possible to extend the
method for the subtraction of spurious divergences from
Ref. [31] to include dynamic vertices and two-loop di-
agrams. How to do this is currently unknown for four
dimensions, but this work provided some helpful insight.
Another advantage is that there is no reason to intro-
duce renormalization group improvement terms. In four
dimensions such terms are necessary within typical trun-
cations to obtain good UV properties, e.g., the correct
anomalous dimensions of the propagators. However, they
do have a quantitative influence as well. The observation
that these terms do not have a large influence in three
dimensions, where there is a priori no reason to intro-
duce them, highlights once more that these terms should
be better understood in four dimensions. In a nutshell
one can say that the three-dimensional theory allows fo-
cusing on the investigation of pure truncation effects by
avoiding a certain type of systematic uncertainties.
A main focus of this work was the analysis of the stability
and reliability of truncating DSEs of Yang-Mills theory.
Changing various points of the truncation like the em-
ployed equation for the ghost-gluon vertex showed that
only small changes occur. As an alternative to DSEs,
also the equations of motion from the 3PI effective ac-
tion were used. At the employed level of truncations, the
results turned out to be very similar. One reason for this
is the four-gluon vertex, which is bare in the 3PI setup.
The explicit DSE calculation showed that the deviations
from the tree-level are indeed small.
It should be emphasized that for the gluonic vertices this
is not the result of small contributions from single di-
agrams but comes from cancellations between the dia-
grams. In the three-gluon vertex the deviation from the
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FIG. 27. Various dressing functions of the four-gluon vertex (top left) and the individual contributions of single diagrams (top
right and bottom).
tree-level starts around 1 GeV and is mainly driven by
the ghost triangle. The sum of the other diagrams, which
are not small by themselves, is very small above 1 GeV.
The situation for the four-gluon vertex is similar. The
same was already observed in four dimensions [23–25],
but without the logarithmic running of the dressing func-
tion this behavior is even more pronounced and also in-
dependent from the question of RG improvement terms.
Note that for the ghost-gluon vertex no cancellations ap-
pear since – within this truncation – all contributions
are positive. The presence of strong cancellations is of
course interesting from the point of view of future trun-
cations that might neglect sets of diagrams which sum
up to a small contribution only. On the other hand, the
question pops up about what the contributions of dia-
grams neglected in the present truncation are. If there is
a similar cancellation mechanism at work, it could well
be that adding only some of these diagrams could make
the results worse again. The study of higher correlation
functions could shed some light on this question.
The results obtained in this work improve in various
ways our understanding of how to use functional equa-
tions in four dimensions. An important aspect is that
it is expected that the hierarchy of the relevance of var-
ious Green functions is the same in three and four di-
mensions. Thus, in four dimensions the same truncation
should yield quantitatively good results. The importance
of various parts of the truncation was found to be as
already known or conjectured in four dimensions. Es-
pecially the impact of two-loop diagrams in the gluon
propagator DSE, in particular, of the squint diagram, is
confirmed. For the three-gluon vertex, on the other hand,
the results clearly indicate that a one-loop truncation is
sufficient. Furthermore, the treatment of spurious diver-
gences, which has a quantitative impact on the solutions,
was shown to work also for dynamic vertices and two-loop
diagrams. A generalization to four dimensions, which is
complicated by the RG resummation, is a prerequisite
for future studies. It should be noted that unquench-
ing does not change the main conclusions of this work.
For example, the gluon propagator DSE is unquenched
by adding a single one-loop diagram which suppresses
the gluon dressing function in the midmomentum regime;
see, e.g., Refs. [93, 94]. For the three-point functions the
effect is of the same magnitude or even lower [30].
In summary, the results of this work provide further ev-
idence that functional equations are a reliable approach
for the calculation of the elementary Green functions.
These, in turn, provide access to physically relevant
quantities like properties of different phases or bound
states. Often such calculations rely on phenomenolog-
ical models or use fits of lattice data. However, in cases
where such fits are not available, for example at nonzero
chemical potential, self-consistent calculations of the un-
derlying quantities provide an alternative approach. Its
applicability and feasibility in the vacuum were exempli-
fied in this work.
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Appendix A: Technical details
Three-dimensional Yang-Mills theory is from the calcu-
lational point of view in many respects similar to the
four-dimensional theory. Here I only refer to the relevant
literature and note any differences.
The equations were derived with the Mathematica [96]
application DoFun [3, 97]. For some algebraic manip-
ulations of integral kernels FORM was used [98]. In
particular the integral kernels of the four-gluon vertex
were optimized with the routines provided by FORM
[99]. The framework of CrasyDSE was used for the nu-
merical implementation [100]. Since the DSEs are finite
in three dimensions, the equations were not used in a
subtracted form as often done in four dimensions.
In four dimensions the coupling is related to the scale
via dimensional transmutation. In three dimensions the
explicit mass dependence of the coupling sets the scale;
see, e.g., Ref. [76]. Thus, any change in the coupling
corresponds to a shift of the momentum scale, e.g.,
G(p2)|a g = G(p2/a4)|g. To be explicit, all calculations
were performed with g = 1, and physical units were ob-
tained by taking over the lattice scale via putting the
peak of the gluon dressing at the same place; see Sec. VI.
For details on how to solve the vertices, see Refs. [23,
25]. For the solution of the full system of equations a
simple fixed-point iteration was employed. The gauge
group SU(2) was used throughout this work, as this is
the gauge group also employed in most available lattice
calculations in three dimensions.
The equations for the propagators can be found in many
previous works. Specifically, the one-loop expressions can
be found, e.g., in Refs. [31, 33]. Only the integral measure∫
d4q/(2pi)4 must be replaced by
∫
d3q
(2pi)3
=
1
(2pi)3
∫
dq q2
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ. (A1)
The two-loop terms in the gluon propagator DSE are given by
Σsquint(p
2) =
∫
d3q1
(2pi)3
∫
d3q2
(2pi)3
Ksq(p, q1, q2)D
A3(p2, (p+ q1)
2, q21)D
A3(q21 , (q1 − q2)2, q22)
× Z((p+ q1)2)Z((q1 − q2)2)Z(q21)Z(q22), (A2)
Σsunset(p
2) =
∫
d3q1
(2pi)3
∫
d3q2
(2pi)3
Ksu(p, q1, q2)D
A4(p2, (q1 − q2)2, (p+ q1)2, q22))Z((p+ q1)2)Z((q1 − q2)2)Z(q22), (A3)
with the kernels (in d dimensions)
Ksq(p, q1, q2) = 3
(
(4q21q
2
2(q
2
1 − 3(q1 − q2)2 − q22)(p.q1)3 + (p.q1)2(q21q22((p2 + 3q21)(q21 − 3(q1 − q2)2 − q22)
+ (p+ q1)
2(−11q21 + 2d q21 + (21− 6d)(q1 − q2)2 + 3q22 − 2d q22)) + q22((p2 − q21)(q21 + (q1 − q2)2 − q22)
+ (p+ q1)
2(7q21 − (q1 − q2)2 + q22))q1.q2 + (−p2 + q21 + (p+ q1)2)(q21 + (q1 − q2)2 − q22)(q1.q2)2
+ 4q21p.q2(q
2
2(−q21 − (q1 − q2)2 + q22) + 2(q1 − q2)2q1.q2)) + p.q1(−2q21p.q2((p2 + q21+
(−3 + d)(p+ q1)2)q22(q21 + (q1 − q2)2 − q22)− ((p2 + 3q21)(q1 − q2)2 + (p2 − q21)(q21 − q22)
+ (p+ q1)
2(3q21 + (−9 + 2d)(q1 − q2)2 + q22))q1.q2 + 4(p+ q1)2(q1.q2)2)
+ p2(q21q
2
2(4p
2q21 − d p2q21 − 8q41 + d q41 + 3((−2 + d)p2 − (−6 + d)q21)(q1 − q2)2 + d p2q22 + 4q21q22 − d q21q22+
(p+ q1)
2((−4 + d)q21 − 3(−2 + d)(q1 − q2)2 − d q22)) + q22(7q41 + 3q21(p+ q1)2 + (p2 + 3q21 − (p+ q1)2)(q1 − q2)2
− 3q21q22 + (p+ q1)2q22 − p2(3q21 + q22))q1.q2 + ((−p2 − 7q21 + (p+ q1)2)(q1 − q2)2
+ (−p2 + q21 + (p+ q1)2)(q21 − q22))(q1.q2)2)) + q21(q21(p2 − q21 + (p+ q1)2)(−q21 + (q1 − q2)2 + q22)(p.q2)2
+ p2(−p2 + q21 + (p+ q1)2)p.q2(−(−2 + d)q22(q21 + (q1 − q2)2 − q22) + 2(q21 + (−3 + d)(q1 − q2)2 + q22)q1.q2
− 4(q1.q2)2) + p2(q21q22(3((−1 + d)p2 − (−5 + d)q21)(q1 − q2)2 + q21((−7 + d)q21 − (−3 + d)q22)
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+ p2(3q21 − d q21 + q22 + d q22)) + q22(d(p2 − q21)(q21 + (q1 − q2)2 − q22) + 4q21(−p2 + 2q21 + (q1 − q2)2 − q22))q1.q2
+ (((3− 2d)p2 + (−11 + 2d)q21)(q1 − q2)2 − (p2 − q21)(3q21 + q22))(q1.q2)2 + 4(p2 − q21)(q1.q2)3
+ (p+ q1)
2(−3q21q22((−5 + d)q21 − 3(−3 + d)(q1 − q2)2 + q22 − d q22) + 3q22((−6 + d)q21 + (−2 + d)(q1 − q2)2
− (−2 + d)q22)q1.q2 − 3(3q21 + (−7 + 2d)(q1 − q2)2 + q22)(q1.q2)2 + 12(q1.q2)3))))
)
/(4(d− 1)p4q41(p+ q1)4(q1 − q2)4q42),
(A4)
Ksu(p, q1, q2) = −
(
(3q22(p.q1)
3 + (p.q2)
4 + (p.q2)
3(−q21 + 2q1.q2) + p2p.q2((5− 2d)q21q22
+ (2q21 + (−7 + 2d)(q1 − q2)2 − 3q22 + 2d q22)q1.q2 − 4(q1.q2)2) + (p.q2)2(q41 + ((−2 + d)p2
+ (−5 + d)(p+ q1)2)(q1 − q2)2 − p2q22 + d p2q22 − 2(p+ q1)2q22 + d(p+ q1)2q22 − (p2 + q21 + 3(p+ q1)2)q1.q2
+ (q1.q2)
2) + (p.q1)
2((−2 + d)p2q22 + q22(3q21 + (−5 + d)(p+ q1)2 + (−5 + d)(q1 − q2)2 + q22) + (p.q2)2
− 4q22q1.q2 + (q1.q2)2 − p.q2(4q22 + q1.q2)) + p.q1(−2(p.q2)3 + (p.q2)2(q21 + 3(q1 − q2)2 + q22 − q1.q2)
+ p.q2(−((−3 + 2d)p2 + 2q21 + (−7 + 2d)(p+ q1)2)q22 + (p2 − 2q21 + 3(p+ q1)2 + 3(q1 − q2)2 + q22)q1.q2
+ (q1.q2)
2) + p2(q22(−7q21 + 2d q21 + 2(−5 + d)(q1 − q2)2 + 2q22) + (q22 − 2d q22)q1.q2 + 4(q1.q2)2))
+ p2(q22((−5 + d)q41 + (−5 + d)p2(q1 − q2)2 + p2q22) + (−2p2 + (7− 2d)q21)q22q1.q2 + (p2 + 3q21
+ (−5 + d)(q1 − q2)2 − 2q22 + d q22)(q1.q2)2 − 3(q1.q2)3 + (p+ q1)2(q22(3(8− 5d+ d2)(q1 − q2)2
+ (−5 + d)q22)− 2(−5 + d)q22q1.q2 + (−5 + d)(q1.q2)2)))
)
/(2(d− 1)p4(p+ q1)4(q1 − q2)4q42). (A5)
The kernels for the ghost-gluon vertex can be found in
Ref. [33], where again the integral measure has to be
changed accordingly. For the three- and four-gluon ver-
tices the kernels become very long, and they are not
shown explicitly.
Appendix B: Spurious divergences
Spurious divergence in three dimensions have been ex-
plicitly treated in Ref. [79] where they were subtracted
via modifications of the integration kernels. To avoid
modifying the IR behavior, the modification of the ghost
loop included a compensating IR part. Since in that case
only the scaling solution was investigated, simple power
laws were sufficient. When employing this method with a
decoupling solution, the problem arises that the leading
IR behavior of the ghost is constant and it will give rise
to spurious divergences. To circumvent the problem, a
damping can be introduced, which, however, introduces
an artificial scale. As was tested explicitly, the results
depend on this scale.
Instead of this method, here the analytic calculation of
Ref. [31] is repeated for three dimensions. As in the four-
dimensional case, it is not sufficient to calculate the UV
behavior with bare dressings, but the one-loop correc-
tions need to be taken into account,
G(p2) = 1 +
g2Nc
16p
, (B1)
Z(p2) = 1 +
11g2Nc
64p
, (B2)
where G(p2) and Z(p2) are the dressing functions of the
ghost and gluon propagators, respectively, and Nc is the
number of colors; see, e.g., Ref. [79]. While the trivial
part leads to a linear divergence in the cutoff Λ at order
g2, the 1/p part leads to a logarithmic dependence at
order g4. Using bare vertices in the UV, the divergent
part of the gluon propagator DSE can then be calculated
as
Zspur(p
2,Λ) =
Csub
p2
= a
g2Nc Λ
p2
+ b
g4N2c log Λ
p2
. (B3)
The contributions of the single diagrams to the coef-
ficients a and b are collected in Table I. Higher order
terms are suppressed; e.g., the g6 term is suppressed by
1/Λ as can be seen from dimensional arguments. To get
rid of spurious divergences, Zspur(p
2,Λ) is subtracted in
the gluon propagator DSE. It should be noted that this
procedure works only if the employed model vertices ap-
proach their asymptotic form sufficiently fast. However,
in contrast to four dimensions their leading correction
does not need to be taken into account since they vanish
polynomially in the UV. Note that the tadpole term can
be included with this method. Its role for maintaining
gauge invariance is also stressed, for example, by the fact
that the subtraction coefficient at one-loop order is inde-
pendent of the gauge fixing parameter in linear covariant
gauges.
As in four dimensions, analytic calculations no longer
work when numerically calculated vertices are used.
However, the coefficients a and b can be fitted. To get
rid of the parts that do not depend on the cutoff, the
derivative of the self-energy with respect to the cutoff is
calculated. This procedure turns out to be stable not
only for use with dynamic vertices, but also for the two-
loop diagrams of the gluon DSE. It was used throughout
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FIG. 28. Left: Gluon dressing function calculated from the system of ghost and gluon propagators with a bare ghost-gluon
vertex and a modeled three-gluon vertex with the correct and a rescaled value for Csub. Right: Cutoff dependence of the
right-hand side of the gluon propagator DSE. The dots correspond to calculated values, and the line corresponds to the fit
function.
this work. To illustrate the importance of the subtraction
term Csub, Fig. 28 shows the effect when it is lowered
to 0.9999 of the correct value. It is noteworthy that the
value cannot be raised since then the gluon propagator
DSE no longer converges and the bump gets higher in
each iteration. Thus, the fitted value seems to corre-
spond to a maximal value.
Ghost-loop agh
1
6pi2
bgh
1
48pi2
Gluon-loop agl − 23pi2 bgl − 1148pi2
Tadpole atad
2
3pi2
btad
11
96pi2
TABLE I. Contributions from the one-loop diagrams to the
coefficients a and b.
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