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Abstract
An example due to Erdős and Fortet shows that, for a lacunary sequence
of integers (qn) and a trigonometric polynomial ϕ, the asymptotic distribution
of 1√
n
∑n−1
k=0 ϕ(qkx) can be a mixture of gaussian laws. Here we give a general-
ization of their example interpreted as the limiting behavior of some modified
ergodic sums in the framework of dynamical systems.
Keywords: modified ergodic sums; asymptotic distribution; group action; multiple
decorrelation.
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Introduction
Let (qn) be a lacunary sequence of natural integers. The stochastic-like behavior of
the sums
∑n−1
k=0 ϕ(qkx) for ϕ a regular 1-periodic real function has been the subject
of several works (Fortet, Kac, Salem, Zygmund,...). Before the second war and
in the forties, different particular cases were treated for which the Central Limit
Theorem (CLT) can be shown. The fact that the CLT is not always satisfied in its
standard form was already noticed by Fortet et Erdős. Gaposhkin [9], Berkes [2],
recently Berkes and Aisleitner [1] gave arithmetic conditions on the sequence (qn)
which imply the CLT.
The counter-example of Fortet and Erdős is very simple. Let us take qn = 2
n−1 and
ϕ(x) = cos(2πx)+cos(4πx). Then the limit law of the distribution of the normalized
1Irmar, UMR CNRS 6625, Université de Rennes 1, Campus de Beaulieu, 35042 Rennes Cedex,
France.
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sums n−
1
2
∑n−1
k=0 ϕ((2
k−1)x) is not the gaussian one, but a mixture of gaussian laws,
explicited in [13], [12]2.
This fact is related to the arithmetic properties of the sequence 2n − 1. But it can
also be interpreted from other points of view. It can be viewed as a consequence of
non ergodicity for stationary martingales which gives asymptotically a mixture of
gaussian laws.
As we will show in Section 2, one can equally view it as a special case of a general
phenomenon for isometric perturbation of dynamical systems of hyperbolic type.
For instance, let A ∈ SL(d,Z) be a matrix without eigenvalue root of the unity, let
B be a matrix with integral coefficients and detB 6= 0. Denoting by λ the Lebesgue
measure on the d-dimensional torus Td, we have, for every centered Hölder function
ϕ on Td, for every t ∈ R,
λ{x : 1√
n
n−1∑
0
ϕ((Ak −B)x) < t} −→
∫
Td
1√
2πσy
∫ t
−∞
exp(
−s2
2σ2y
)ds dλ(y),
where σy is the asymptotic variance of the translated function: ϕy(x) := ϕ(x+ y).
In Section 3 we will also use a different method, based on a property of multiple
decorrelation, to extend the results to a large class of chaotic dynamical systems
and their modified ergodic sums.
In what follows (X, d) will be a metric space with its Borel σ-algebra B and a
probability measure µ on B, T a measure preserving transformation on (X,B, µ),
and ϕ a real function on X with some regularity. We denote by Snϕ (or Sn(ϕ)) the
ergodic sums of ϕ:
Snϕ(x) :=
n−1∑
k=0
ϕ(T kx).
1 Generalization of an example of Fortet and Erdős
In order to explain the method on a simple example, we begin with the counter-
example of Fortet and Erdős mentioned in the introduction. Then we indicate how
it can be extended to modified ergodic sums for expanding maps of the interval.
2The proof announced by Kac, as well as an article by Erdos, Ferrand, Fortet and Kac on the
sums
∑
n−1
k=0
ϕ(qnx) mentioned in [12], did not appear as far as we know. For a proof based on a
result of Salem and Zygmund, [17]) for lacunary sequences see Berkes and Aisleitner [1]. Here we
give a slightly different proof and generalizations of it.
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1.1 The example of Fortet and Erdős
The spaceX is the circle R/Z, µ is the Lebesgue measure and T is the transformation
x→ 2x mod 1.
Notations 1.1 We denote by Rnϕ(x, y) the translated modified ergodic sums
Rnϕ(x, y) :=
n−1∑
k=0
ϕ(2kx− x+ y). (1)
Let ϕ be an Hölderian function on R/Z such that
∫ 1
0
ϕdµ = 0. We denote by cp(ϕ)
its Fourier coefficient of order p ∈ Z. We have:
n−1‖Snϕ‖22 =
∑
p 6=0
[|cp(ϕ)|2 + 2
∑
1≤j≤n−1
(1− j
n
) c2jp(ϕ)cp(ϕ)].
The variance of ϕ is well defined and given by
σ2(ϕ) := lim
n
‖Snϕ‖22
n
=
∑
p 6=0
[|cp(ϕ)|2 + 2
∑
j≥1
c2jp(ϕ)cp(ϕ)].
For ϕ(x) = cos(2πx) + cos(4πx), we have the following convergence for every t ∈ R:
lim
n
µ{x : 1√
n
n−1∑
k=0
ϕ((2k − 1)x) ≤ t} = 1√
2π
∫ 1
0
(
∫ t/| cos y|
−∞
e−s
2/2ds) dy, (2)
or in terms of characteristic function:
lim
n
E(e
it 1√
n
∑n
k=1 ϕ((2
k−1).)
) =
∫ 1
0
e−
1
2
(cos y)2 t2 dy. (3)
Before we give generalizations of this result, for the reader’s convenience we recall a
proof of (3) (cf. [1]) based on the following general statement:
Lemma 1.2 Let (Zn) be a sequence of real random variables on [0, 1]. Let L be a
probability distribution on R, with characteristic function Φ(t) =
∫
eitx L(dx). The
following conditions are equivalent:
a) for every probability density ρ, the sequence (Zn) under the measure ρµ converges
in distribution to L;
b) for every interval I ⊂ [0, 1],
lim
n
1
µ(I)
µ{x ∈ I : Zn(x) ≤ t} = L(]−∞, t]), ∀t ∈ R; (4)
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c) for every Riemann integrable function ψ, the sequence (ψZn) converges in distri-
bution to a limit distribution with characteristic function
∫ 1
0
Φ(ψ(y) t) dy.
In particular if L = N (0, 1), under the previous conditions the sequence (ϕZn)
converges in distribution to a limit distribution whose characteristic function is∫ 1
0
e−
1
2
ϕ2(y) t2 dy.
Proof Assume b). Let ψ be a step function, ψ =
∑p
j=0 cj1[aj , aj+1[, with a0 = 0 <
a1 < ... < ap+1 = 1. We have:
Eµ(e
itψ(.)Zn(.)) =
∑
j
∫ aj+1
aj
eitcjZn(.) dµ→
∑
j
µ(Ij)Φ(cjt) =
∫ 1
0
Φ(ψ(y) t) dy.
The general case c) follows by approaching ψ by step functions.
Conversely, let ρ =
∑p
j=0 cj1[aj , aj+1[, with ρ ≥ 0 and
∫ 1
0
ρ dx = 1. Under Condition
b) or c), we have:
Eρµ(e
itZn(.)) =
∑
j
cj
∫ aj+1
aj
eitZn(.) dµ→ [
∑
j
cj(aj+1 − aj)]Φ(t) = Φ(t).
As above we obtain the general case by approximation. Condition a) follows.
Salem and Zygmund proved in [17] the CLT with Condition b) of Lemma 1.2 for
ϕ = cos and any lacunary sequence (qk). The convergence (3) follows from their
result, from Lemma 1.2, and from the trigonometric identity (n ≥ 2):
n∑
k=1
[cos(2π(2k − 1) x) + cos(4π(2k − 1) x)]
= cos(2πx) + cos(2π(2n+1 − 2) x) + 2 cos(πx)
n∑
k=2
cos(2π(2k − 3/2) x).
Now we give an analogous result for more general functions. The method of proof
is slightly different from the previous one and will be applied to various examples in
the sequel of the paper.
First of all we need a well known improved version of the CLT for regular functions.
In the special case of this section, it can be proved using the classical method of quasi-
compact operator. We first sketch the idea for the transformation x → 2x mod 1
on R/Z. For this map, the dual (Perron-Frobenius) operator P is given by
Pϕ(x) =
1
2
[ϕ(
x
2
) + ϕ(
x
2
+
1
2
)].
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Let ρ be a probability density on X = R/Z. Then for every integer ℓ ≥ 0, we have:
|
∫
X
e
i t√
n
Snϕ(x) ρ(x) dx−
∫
X
e
i t√
n
Snϕ(x) dx|
= |
∫
X
[e
i t√
n
Snϕ(x) − ei t√nSnϕ(T ℓx)] ρ(x) dx+
∫
X
e
i t√
n
Snϕ(x) (P ℓρ(x)− 1) dx|
≤ 2 |t|√
n
ℓ‖ϕ‖∞ + ‖P ℓρ− 1‖1.
If ρ is a function of bounded variation or a Hölder function, then ‖P ℓρ−1‖1 converges
to 0 when ℓ tends to ∞ with an exponential rate. If ρ is only in L1, convergence
holds a priori without rate.
Therefore, in the CLT, we can replace the Lebesgue measure by a measure which
is absolutely continuous with respect to the Lebesgue measure when the density is
regular. It allows us to apply Lemma 1.2 or similar results. Actually this principle
holds for dynamical systems in a very general situation as we will see later. Ap-
plied here to the density µ(D)−11D−yµ where D is an interval in [0, 1[, it yields the
following result:
Lemma 1.3 For every y, every interval D, every regular 1-periodic function ϕ,
µ(D)−1µ{x : n− 12
n−1∑
k=0
ϕ(2kx+ y) ≤ t and x ∈ D − y} → 1√
2π
∫ t/σ(ϕy)
−∞
e−s
2/2 ds,
where σ(ϕy) is the asymptotic variance of the translated function: ϕy(x) := ϕ(x+y).
We will also use a property of regularity of the variance with respect to translations:
Lemma 1.4 If C(ϕ) :=
∑
p |p| |cp(ϕ)| < +∞, then we have:
n−
1
2‖Rnϕ(., y)− Rnϕ(., y′)‖2 ≤ C(ϕ)|y − y′|. (5)
Proof For every p 6= 0, we have 1
n
∫ |∑n−1k=0 e2πi2kpx|2 dx = 1.
Writing ϕ(2kx− x+ y) =∑p 6=0 cp(ϕ)e2iπp(y−x)e2iπp2kx, the following uniform bound
holds:
1√
n
‖Rnϕ(., y)− Rnϕ(., y′)‖2 ≤ |y − y′|
∑
p
|p| |cp(ϕ)|‖ 1√
n
‖Sne2πip.‖2
= |y − y′|
∑
p
|p| |cp(ϕ)| = C(ϕ)|y − y′|.
By convention in the sequel, when the variance σ is 0,
∫ t/σ
−∞ e
−u2/2 du is interpreted
as the repartition function of the limit law, the Dirac mass at 0.
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Theorem 1.5 If ϕ satisfies
∑
p |p| |cp(ϕ)| < +∞, we have:
µ{x : 1√
n
n−1∑
k=0
ϕ(2kx− x) ≤ t} → 1√
2π
∫ 1
0
(
∫ t/σ(ϕy)
−∞
e−s
2/2 ds) dy. (6)
Proof It is enough to check the convergence when t is a continuity point of the limit
distribution. By integrating with respect to y and applying Lebesgue theorem, it
follows from Lemma 1.3:
1
µ(D)
µ{(x, y) : n− 12
n−1∑
k=0
ϕ(2kx+ y) ≤ t and x ∈ D − y}
→ 1√
2π
∫ 1
0
(
∫ t/σ(ϕy)
−∞
e−s
2/2 ds) dy.
The change of variable (x, y)→ (x, y+ x) leaves the measure dx× dy invariant. We
get that the difference:
1
µ(D)
µ{(x, y) : n− 12
n−1∑
k=0
ϕ(2kx− x+ y) ≤ t and y ∈ D} (7)
− 1√
2π
∫ 1
0
(
∫ t/σ(ϕy)
−∞
e−s
2/2 ds) dy (8)
converges to 0. For γ > 0, we obtain by (5):
µ{x : 1√
n
Rnϕ(x, 0) ≤ t}
≤ µ{x : 1√
n
Rnϕ(x, y) ≤ t + γ}+ µ{x : 1√
n
|Rnϕ(x, 0)− Rnϕ(x, y)| ≥ γ},
hence:
µ{x : 1√
n
Rnϕ(x, 0) ≤ t}
≤ 1
µ(D)
∫
X
µ{x : 1√
n
Rnϕ(x, y) ≤ t+ γ} 1D(y) dy + C(ϕ)2 δ
2
γ2
, (9)
1
µ(D)
∫
X
µ{x : 1√
n
Rnϕ(x, y) ≤ t− γ} 1D(y) dy − C(ϕ)2 δ
2
γ2
≤ µ{x : 1√
n
Rnϕ(x, 0) ≤ t}. (10)
Let ε > 0. First we take γ such that
| 1√
2π
∫ 1
0
(
∫ t±γ/σ(ϕy )
−∞
e−s
2/2 ds) dy − 1√
2π
∫ 1
0
(
∫ t/σ(ϕy )
−∞
e−s
2/2 ds) dy| < ε,
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then δ such that C(ϕ)2 δ
2
γ2
< ε and finally n0 such that the difference in (8) (with
t± γ in place of t) is less then ε.
Applying (21) and (10), we get
|µ{x : 1√
n
n−1∑
k=0
ϕ(2kx− x) ≤ t} − 1√
2π
∫ 1
0
(
∫ t/σ(ϕy)
−∞
e−s
2/2 ds) dy| < 6ε.
Non-degeneracy of the limit distribution
For a regular function ϕ, the set {y : σ(ϕy) = 0} is closed, since σ(ϕy) is continuous
as a function of y. This set coincides with E(ϕ, T ) := {y : ϕy is a T−coboundary}.
Since ϕ is regular, if ϕy = ψy ◦ T − ψy for a function ψy, then ψy is also regular.
If the set E(ϕ, T ) has measure 1, it coincides with [0, 1]. The functions ϕy vanish for
every y on the fixed point of T , which implies that ϕ is identically zero. Therefore
the limiting distribution in (6) is non degenerated when ϕ is non identically zero.
1.2 First generalizations, expanding maps
Expanding maps
The previous example can be extended to other dynamical systems or "sequential
dynamical systems" in different directions. For instance we can consider a lacunary
sequence of positive integers (qn) and a modified version of the corresponding ergodic
sums, like
∑n−1
q=0 ϕ(qkx− x).
We can also take the class of expanding maps on the interval, for example the β-
transformations, for which the spectral properties of the transfer operator can be
used.
We will not develop these specific extensions, but we will consider the following
general framework. The example of Erdős and Fortet can be view as a special case
of the following general construction.
Let us consider a dynamical system (X, T, µ), a space F of real valued functions on
X, and a map θ : x → θx from X into the set of Borel maps from X to X which
preserve F under composition. Thus, for each x ∈ X, a map θx (also denoted by
θ(x)) is given.
Suppose that for ϕ ∈ F the sums ∑n−1k=0 ϕ(T kx) after normalization have a distri-
bution limit, for instance convergence in distribution of n−
1
2
∑n−1
k=0 ϕ(T
kx) toward a
7
gaussian law. Now let us consider the modified sums:
n−1∑
k=0
ϕ(θx(T
kx)). (11)
In the previous section, the system was x → 2x mod 1 on the circle, F the space
of Hölder functions or the space of functions ϕ satisfying
∑
p |p| |cp(ϕ)| < +∞, and
the map θx : y → y − x. In the sequel of the paper we will describe different cases
where a limit law for the modified sums (11) can be obtained.
A simple situation is the following. Let us consider a map θ taking a finite number
of values. More precisely, suppose that there is a finite partition (Aj , j ∈ J) of X in
measurable sets Aj such that θx = θj on Aj, where θj is a Hölderian map from X
to X.
Applying a result of Zweimüller [20], we have:
E[e
it 1√
n
∑n−1
k=0 ϕ(θ(.)(T
k .))
] =
∑
j∈J
µ(Aj)
∫
e
it 1√
n
∑n−1
k=0 ϕ(θj(T
kx))
µ(Aj)
−11Aj dµ
→
∑
j∈J
µ(Aj) e
− 1
2
σ2(ϕ ◦ θj) t2 .
We would like to extend such a convergence to maps θ taking a continuum of values
like in the example of Erdős and Fortet. In the next section, this will be done when
there is a compact group G acting on X and when θ is a regular map with values
in G. If we denote the variance σ2(ϕ ◦ θx) by σ2x, our aim is to prove that the limit
distribution of the normalized modified sums (11) has for characteristic function:∫
X
e−
1
2
σ2x t
2
dµ(x).
2 Generalization to group actions
2.1 A general result
Let (X, T, µ) be a dynamical system. Suppose that a compact group K acts on
X and preserves the measure µ. Denote by m the Haar measure on K, and by
(k, x)→ kx the action of K on X.
Let θ : X → K be a Borel function. The modified sums that we consider here
have the form
n−1∑
k=0
ϕ(θ(x) T kx).
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Let µθ the measure on K defined by µθ(B) = µ(θ
−1B), for B Borel set in K. For a
function ϕ in L2(µ), we introduce the two following properties:
Property 2.1 (Central limit theorem with density for ϕ(k.)) There exists σk ≥ 0
such that, for every ρ density with respect to µ on X, for every interval A in R,
every k ∈ K,
(ρµ){x : 1√
n
Snϕ(kx) ∈ A} −→ 1√
2πσk
∫
A
exp(−1
2
s2
σ2k
) ds. (12)
If σk = 0 in (12), the limit law is the Dirac measure at 0.
Property 2.2 (Continuity of the variance of the modified sums with respect to the
translations)
‖ 1√
n
n−1∑
ℓ=0
ϕ(θ(·)−1k T ℓ·)− 1√
n
n−1∑
ℓ=0
ϕ(θ(·)−1T ℓ·)‖2 ≤ C
√
nd(k, e).
Proposition 2.3 If the function ϕ satisfies 2.1 and 2.2, the following convergence
holds:
µ{x : 1√
n
n−1∑
ℓ=0
ϕ(θ(x) T ℓx) ∈ A} −→
∫
K
1√
2πσk
∫
A
exp(−1
2
s2
σ2k
)ds dµθ(k).
Proof First, let us fix D a compact neighborhood of the identity in K. For every
element k of K, the regularity of the action of K and Property 2.1 for the function
ϕk(·) = ϕ(k·) give the convergence
µ{x : 1√
n
Snϕk(x) < u, θ(x)
−1k ∈ D}
−→ 1√
2πσk
∫ u
−∞
exp(−1
2
s2
σ2k
)ds µ{x : θ(x)−1k ∈ D},
where σ2k is the asymptotic variance associated to the function ϕk.
By taking the integral over K, we obtain:
(µ⊗m){(x, k) : 1√
n
Snϕk(x) < u, θ(x)
−1k ∈ D}
−→
∫
K
1√
2πσk
∫ u
−∞
exp(−1
2
s2
σ2k
)ds µ({x : θ(x)−1k ∈ D}) dk.
The measure µ⊗m is preserved by the change of variable x = x, k′ = θ(x)−1k. So,
by dividing by m(D), we get:
1
m(D)
µ⊗m{(x, k′) : 1√
n
n−1∑
ℓ=0
ϕ(θ(x) k′ T ℓx) < u, k′ ∈ D}
−→
∫
K
1√
2πσk
∫ u
−∞
exp(−1
2
s2
σ2k
)ds
µ({x : θ(x)−1k ∈ D})
m(D)
dk.
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The measure
µ({x : θ(x)−1k ∈ D})
m(D)
dk
tends to µθ (the image of µ by θ) when the diameter of D tends to 0. Property 2.2
now allows us to conclude. Let ε be a positive number. Let Rnϕ(x, k) be the sum
Rnϕ(x, k) =
n−1∑
ℓ=0
ϕ(θ(x)kT ℓx).
We have
µ({x : 1√
n
Rnϕ(x, e) ≤ u})
≤ µ({x : 1√
n
Rnϕ(x, k) ≤ u+ ε})
+µ({x : 1√
n
|Rnϕ(x, k)−Rnϕ(x, e)| > ε})
≤ µ({x : 1√
n
Rnϕ(x, k) ≤ u+ ε}) + V ar(Rnϕ(·, k)− Rnϕ(·, e))
nε2
≤ µ({x : 1√
n
Rnϕ(x, k) ≤ u+ ε}) + C
2nd(k, e)2
nε2
.
Denoting by δ(D) the diameter of D, the average taken on D yields:
µ({x : 1√
n
Rnϕ(x, e) ≤ u})
≤ 1
m(D)
µ⊗m{(x, k) : 1√
n
n−1∑
l=0
ϕ(θ(x)kT lx) < u+ ε, k′ ∈ D}+ C
2δ(D)2
ε2
.
and, because of the above convergence,
lim sup
n→∞
µ({x : 1√
n
Rnϕ(x, e) ≤ u})
≤
∫
K
1√
2πσk
∫ u+ε
−∞
exp(
−s2
2σ2k
)ds
µ({x : θ(x)−1k ∈ D})
m(D)
dk +
C2δ(D)2
ε2
,
thus, letting δ(D) tends to 0,
lim sup
n→∞
µ({x : 1√
n
Rnϕ(x, e) ≤ u}) ≤
∫
K
1√
2πσk
∫ u+ε
−∞
exp(
−s2
2σ2k
)ds dµθ(k).
Similarly we have
lim inf
n→∞
µ({x : 1√
n
Rnϕ(x, e) ≤ u}) ≥
∫
K
1√
2πσk
∫ u−ε
−∞
exp(−1
2
s2
σ2k
)ds dµθ(k).
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Therefore, excepted maybe for u = 0 if σk = 0 for a set of positive µθ-measure of
elements k, we have the convergence:
lim
n→∞
µ({x : 1√
n
Rnϕ(x, e) ≤ u}) =
∫
K
1√
2πσk
∫ u
−∞
exp(−1
2
s2
σ2k
)ds dµθ(k).
A typical situation in which one might apply this result is when the central limit
theorem holds for regular functions and the action of K is regular. Let (X, d) be a
metric space. For a real number η > 0, on the space of Hölder continuous functions
of order η we define the η-variation and the η-Hölder norm by
[ϕ]η = sup
x 6=y
|ϕ(x)− ϕ(y)|
d(x, y)η
, ‖ϕ‖η = ‖ϕ‖∞ + [ϕ]η. (13)
We say that the action of K is Hölder continuous if, for every k ∈ K, x → kx is
Hölder continuous. For many chaotic systems it has been proved that the central
limit theorem holds for Hölder continuous functions. If the action of K is Hölder
continuous, then the central limit theorem holds for ϕ(k.). Moreover, because of the
theorem of Eagleson [6, 20], the theorem is true for measures absolutely continuous
with respect to µ. In this case a Hölder continuous function ϕ satisfies Property 2.1.
Definition 2.4 We say that (X, T, µ) is summably mixing if, for every η > 0, there
exist C > 0 and a summable sequence (αn) such that, for every centered η-Hölder
continuous functions ϕ, ψ, one has :
|
∫
X
ϕ ◦ T n ψ dµ| ≤ C‖ϕ‖η‖ψ‖2αn.
If (X, T, µ) is summably mixing and ϕ is a centered η-Hölder continuous function
then there exists C > 0 such that
‖
n−1∑
ℓ=0
ϕ(T ℓ·)‖2 ≤ C‖ϕ‖1/2η ‖ϕ‖1/22
√
n. (14)
Proposition 2.5 Let (X, T, µ) be a dynamical system where X is a Riemannian
manifold. Assume that there is a measure preserving action of a compact Lie group
K on (X, µ) which is C∞. Assume that the central limit theorem holds for differen-
tiable functions on X and that (X, T, µ) is summably mixing. Then for every C∞
function ϕ on X, for every t ∈ R,
µ{x : 1√
n
n−1∑
0
ϕ(θ(x)T kx) < t} −→
∫
K
1√
2πσk
∫ t
−∞
exp(−1
2
s2
σk2
) ds dµθ(k).
11
Proof We will use Fourier analysis on K. We briefly summarize what we need. For
more details see [3].
The action of K on X defines a unitary representation U of K on L2(µ) by k 7−→
ϕ(k−1x) which can be decomposed as a sum of irreducible representations. Let Kˆ
be the set of the equivalence classes of irreducible representations of K and δ be an
element of Kˆ.
Let us fix a base R of the root system of K the Lie algebra of K. Let us call W
the associated Weyl chamber. To each irreducible representation of K is uniquely
associated a linear form belonging to a lattice in W : the dominant weight of the
representation. Let δ be an element of Kˆ and let γδ be the corresponding dominant
weight.
The Weyl formula gives the dimension dδ of the irreducible representation associated
to δ as a function of γ:
dδ =
∏
α∈R+
〈α, γδ + ρ〉
〈α, ρ〉 ,
where R+ is the set of positive roots and ρ the half sum of the positive roots.
For every δ ∈ Kˆ, let ξδ be the character of δ, χδ = dδξδ, and
Pδ = U(χδ) = dδ
∫
K
ξδ(k)U(k) dk. (15)
The operator Pδ is the projection of L
2(µ) on the isotypic part Fδ := Pδ(L2(µ)). We
have the decomposition
L2(µ) =
⊕
δ∈Kˆ
Fδ.
For a given vector v in L2(µ) let vδ := Pδv. An element v of Fδ is K-finite:
dim VectKv ≤ d2δ. (16)
One says that v is C∞ if the map k 7→ U(k)v is C∞ . One defines the derived repre-
sentation of U on the space of C∞ elements; it is a representation of the Lie algebra
K of K and that one can be extended to a representation of the universal enveloping
algebra of K. We use the same later U to denote these three representations.
Let X1, . . . , Xn be an orthonormal basis for an invariant scalar product on K. The
operator Ω = 1−∑ni=1X2i belongs to the center of the universal enveloping algebra
of K. So, by Schur’s lemma, if µδ is a representation of the type δ, there exists cδ
such that µδ(Ω) = cδµδ(1).
The operators Ω(Xi) being hermitian, cδ is positive. One can show (cf. [3]) that
there exists a scalar product Q such that cδ = Q(γδ + ρ)−Q(ρ).
If v is C∞, one has
PδU(Ω)v = cδPδv = cδvδ,
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thus, for every non negative integer m, for every δ in Kˆ, one has
vδ = c
−m
δ (U(Ω
m)v)δ,
with large cδ for large γδ. From this equality and the definition (15) of Pδ, one
deduces that
‖vδ‖∞ ≤ d
2
δ
cmδ
‖U(Ωm)v‖∞.
In particular, the series
∑
δ∈Kˆ vδ converges uniformly to v. Therefore we can write,
for every x ∈ X,
ϕ(k−1x) =
∑
δ∈Kˆ
U(k)(ϕδ)(x),
ϕ(θ(x)kx) =
∑
δ∈Kˆ
U((θ(x)k)−1)(ϕδ)(x).
We want to study the quantity:
‖ 1√
n
n−1∑
ℓ=0
ϕ(θ(·)kT ℓ·)− 1√
n
n−1∑
ℓ=0
ϕ(θ(·)T ℓ·)‖2.
With the notations introduced above we can write:
n−1∑
ℓ=0
ϕ(θxkT
ℓx)− 1√
n
n−1∑
ℓ=0
ϕ(θxT
ℓx) =
n−1∑
ℓ=0
((U(k−1)− Id)U(θ−1x )ϕ)(T ℓx)
=
∑
δ∈Kˆ
n−1∑
ℓ=0
((U(k−1)− Id)U(θ−1x )ϕδ)(T ℓx).
Since vδ is K-finite, there exists a finite set of C
∞ functions {ϕδ,j, j = 1 . . . q} (with
ϕδ,j = U(kj)ϕδ for some kj and q ≤ d2δ because of (16)) and uniformly bounded
functions uδ,j such that
U(θ(x)−1)ϕδ =
q∑
j=1
uδ,j(x)ϕδ,j.
Furthermore one has
‖(U(k−1)− Id)vδ‖ ≤ C‖γδ‖rd(k, e)‖vδ‖, (17)
where ‖γδ‖ denotes a usual norm of a point in a lattice (Inequality (17) corresponds
to the fact that the norm of the operator (U(k−1) − Id) on Fδ is a "moderately
increasing" function of δ ([3], p. 82-83)).
Thus there exists C > 0, and regular functions wδ,i with |wδ,i(k)| ≤ C‖γδ‖rd(k, e)
such that
(U(k−1)− Id)U(θ(x)−1)ϕδ =
q∑
i,j=1
wδ,i(k)uδ,j(x)ϕδ,j ,
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The triangular inequality now gives
|
n−1∑
l=0
((U(k−1)− Id)U(θ(x)−1)ϕδ)(T lx)|
≤
q∑
i,j=1
|wδ,i(k)uδ,j(x)||
n−1∑
l=0
ϕδ,i(T
lx)|.
But the norms ‖ϕδ,i‖ are equal to ‖ϕδ‖ and the norms ‖ϕδ,i‖η are bounded by d2δ‖ϕ‖η
(observe that with formula (15) we can control the regularity of ϕδ = Pδ(ϕ)). Thus,
thanks to the boundness of the variance (14) applied to ϕδ,j, we obtain
‖
n−1∑
l=0
((U(k−1)− Id)U(θ(x)−1)ϕδ)(T lx)‖2
≤ C
q∑
i,j=1
‖γδ‖rd(k, e)‖
n−1∑
l=0
ϕδ,j(T
lx)‖2 ≤ C
q∑
i,j=1
‖γδ‖rd(k, e)‖ϕδ,j‖1/2η ‖ϕδ,j‖1/22
√
n
≤ Cq2‖γδ‖rd(k, e)‖ϕδ‖1/22 dδ‖ϕ‖1/2η
√
n ≤ Cd5δ‖γδ‖r‖ϕδ‖1/22 ‖ϕ‖1/2η d(k, e)
√
n.
We then again use the triangular inequality to obtain
‖
∑
δ∈Kˆ
n−1∑
l=0
((U(k−1)− Id)U(θ(·)−1)ϕδ)(T l·)‖2
≤ C(
∑
δ∈Kˆ
d5δ‖γδ‖r‖ϕδ‖1/22 )‖ϕ‖1/2η
√
n d(k, e).
Since ϕ is C∞ the series
∑
δ∈Kˆ d
5
δ‖γδ‖r‖ϕδ‖1/22 converges and we get the inequality
‖ 1√
n
n−1∑
l=0
ϕ(θ(·)kT l·)− 1√
n
n−1∑
l=0
ϕ(θ(·)T l·)‖2 ≤ C(ϕ)d(k, e).
2.2 Examples
Automorphisms of the torus (cf. [16, 15])
Let A ∈ SL(d,Z) be a matrix without eigenvalue root of the unity. It defines an
ergodic automorphism of the d-dimensional torus Td for the Lebesgue measure λ.
Let B be a matrix with integral coefficients. For every centered C∞ function ϕ, for
every t ∈ R, we have:
λ{x : 1√
n
n−1∑
0
ϕ((Ak −B)x) < t} −→
∫
Td
1√
2πσy
∫ t
−∞
exp(
−s2
2σ2y
)ds dλB(y).
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If detB 6= 0 then λB = λ.
Non-degeneracy of the limit
If T is a hyperbolic automorphism of the torus Td, then for any Hölderian ϕ, the
set E(ϕ, T ) := {y : ϕ(. + y) is a T−coboundary} is closed because ϕ(. + y) is a
coboundary if and only σ(ϕy) = 0 and y 7→ σ(ϕy) is a continuous function (this
is a consequence of the mixing properties of T ; see section 4.2 below). On the
other hand if ϕ(. + y) is a T−coboundary then it is a coboundary inside the set of
Hölder continuous functions: there exists a Hölder continuous function ψy such that
ϕ(. + y) = Tψy − ψy. Thus if B is surjective and σy = 0 λ-almost surely, then
σy = 0 everywhere and ϕ(0 + y) = Tψy(0)− ψy(0) = ψy(0)− ψy(0) = 0. So, if B is
surjective, unless ϕ = 0, the limit law is not degenerated.
If T is an ergodic non-hyperbolic automorphism of the torus Td then one has to rein-
force the regularity hypothesis on ϕ in order to apply the second part of the previous
reasoning: if ϕ is d-times differentiable, has a Hölder continuous dth-differential and
is a measurable coboundary then it is a coboundary in the space of Hölder continuous
functions [18, 15]).
Automorphisms on nilmanifolds (cf. [5])
Let X be the 3-dimensional nilmanifold defined as the homogeneous space N/Γ,
where N is the Heisenberg group of triangular matrices
 1 x1 z0 1 x2
0 0 1


and Γ the discrete subgroup of integral points in N . Let µ be the N -invariant
measure onN/Γ induced by the Haar measure onN . We identifyN and R3 equipped
with the law
(x1, x2, z).(x
′
1, x
′
2, z
′) = (x1 + x′1, x2 + x
′
2, z + z
′ + x1x′2 − x′1x2).
Let
A =
(
a b
c d
)
,
be a hyperbolic matrix in Sl(2,Z). It defines a transformation T on N/Γ by
T : (x1, x2, z)Γ→ (ax1 + bx2, cx1 + dx2, z)Γ.
The group of isometries of the manifold X can be seen as the circle. Let θ be a Borel
map defined from the quotient torus T2 to R/Z: θ(x1, x2, z) = θ(x1, x2). Then:
µ{x : 1√
n
n−1∑
k=0
ϕ(Ak(x1, x2), θ(x1, x2) + z) < t}
−→
∫
R/Z
1√
2πσy
∫ t
−∞
exp(−1
2
s2
σ2y
)ds dµθ(y),
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for every Hölder function ϕ, where σ2y is the asymptotic variance associated to the
function ϕy(x1, x2, z) = ϕ(x1, x2, z + y).
Diagonal flows on compact quotients of SL(d,R) (cf. [14])
Let G be the group SL(d,R), let Γ be a cocompact lattice of G, and let µ be
the probability on G/Γ deduced from the Haar measure. Let g0 be a diagonal
matrix in G different from the identity. It defines a transformation T on G/Γ:
x = gΓ 7−→ Tx = g0gΓ.
Let ϕ be a centered C∞ function from G/Γ to R and let θ be a Borel map from G/Γ
to SO(d,R). We have
µ{x : 1√
n
n−1∑
k=0
ϕ(θ(x)T kx) < t} −→
∫
SO(d,R)
1√
2πσy
∫ t
−∞
exp(−1
2
s2
σ2y
)ds dµθ(y),
where σ2y is the asymptotic variance associated to the function ϕy(x) = ϕ(y.x).
3 Generalization to multiple decorrelation
3.1 Multiple decorrelation and gaussian laws
Let (X, T, µ) be a dynamical system defined on a manifoldX. Let d be a Riemannian
distance on X. The Hölder norm is defined as in (13). The expectation E is the
integral with respect to µ. In some proofs, we will denote by the same letter C
a constant which may vary in the proof. Now we introduce the following multiple
decorrelation property:
Property 3.1 There exist C > 0 and δ ∈]0, 1[ such that, for all integers m and m′,
all Hölder continuous functions (ϕi)
m+m′
i=1 defined on X, all integers 0 ≤ ℓ1 ≤ . . . ≤
ℓm ≤ k1 ≤ . . . ≤ km′ , N > 0,
Cov(
m∏
i=1
T ℓi ϕi,
m′∏
j=1
T kj+Nϕj) ≤ C(
m+m′∏
i=1
‖ϕi‖∞ +
m+m′∑
j=1
[ϕj ]η
∏
i 6=j
‖ϕi‖∞)δN .
This property has many interesting consequences. Following C. Jan’s method [10],
we will show that the normalized ergodic sums behave in some sense like gaussian
variables even for some non invariant measures on X absolutely continuous with
respect to µ and which can vary with the time.
Let us first state a very simple consequence of this property. There exist C > 0,
ζ ∈]0, 1[, such that, for every centered Hölder continuous functions ϕ and ψ defined
on X with zero average with respect to µ, we have:
|〈ϕ, T nψ〉| ≤ C‖ϕ‖η ‖ψ‖2 ζn, |〈ϕ, T nψ〉| ≤ C‖ϕ‖2 ‖ψ‖η ζn. (18)
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These inequalities are consequences of property 3.1, proved by using the Cauchy-
Schwarz inequality and distinguishing two cases ‖ϕ‖2 ≤ ‖ϕ‖ηδn/2 and ‖ϕ‖2 ≥
‖ϕ‖ηδn/2. In particular the asymptotic variance of the normalized ergodic sums
of a Hölder continuous function is well defined and given by:
σ(ϕ)2 = µ(ϕ2) + 2
∞∑
k=1
〈ϕ, T kϕ〉.
Theorem 3.2 Let (X, T, µ) be a dynamical system defined on a manifold X sat-
isfying Property 3.1. Let (ρn) be a sequence of density functions with respect to µ
with norms ‖ρn‖η bounded by CnL, for some constants η > 0, C, L. Then, for every
sequence (ϕn) of centered Hölder continuous functions with Hölder norm uniformly
bounded, we have, for every real number t,
µ(ρn exp(
it
n1/2
n−1∑
ℓ=0
T ℓϕn))− exp(−1
2
σ(ϕn)
2t2)→ 0.
Proof Let α ∈]0, 1/2[. The difference 1√
n
Snϕn(x)− 1√nSnϕn(x)◦T n
α
tends uniformly
to 0. If ‖ρn‖η ≤ CnL, Property 3.1 gives:
|µ(ρn exp( it
n1/2
n−1∑
ℓ=0
T ℓ+n
α
ϕn))− µ(ρn)µ(exp it
n1/2
n−1∑
ℓ=0
T ℓ+n
α
ϕn)|
≤ C(‖ρn‖∞ + n[ϕn]η‖ρn‖∞ + [ρn]η)δnα ≤ CnL+1δnα.
Thus we only have to study µ(exp( it
n1/2
n−1∑
ℓ=0
T ℓ+n
α
ϕn)) = µ(exp
it
n1/2
n−1∑
ℓ=0
T ℓϕn).
Consider (Ω,P) a probability space containing (X, µ) and a sequence (Xk,n) defined
on Ω of centered independent bounded random variables of variance σ2(ϕn), inde-
pendent from the variables ϕn, with distribution 1/2(δ−σ(ϕn) + δσ(ϕn)). Since the
sequence (‖ϕn‖η)n is bounded, the sequence (σ(ϕn))n is also bounded and one easily
check that
E(exp(
it
n1/2
n−1∑
ℓ=0
Xℓ,n))− exp(−1
2
σ(ϕn)
2t2) = cosn(
1
n1/2
σ(ϕn)t)− exp(−1
2
σ(ϕn)
2t2)
tends toward 0.
We claim that the difference between the characteristic functions of 1
n1/2
n−1∑
k=0
T kϕn
and 1
n1/2
∑n−1
k=0Xk,n tends to 0. To show it, let us write
Bℓ,n = exp(
it
n1/2
T ℓϕn), Cℓ,n = exp(
it
n1/2
Xℓ,n).
17
One has:
exp
it
n1/2
n−1∑
ℓ=0
T ℓϕn − exp it
n1/2
n−1∑
ℓ=0
Xℓ,n =
n−1∏
ℓ=0
Bℓ,n −
n−1∏
ℓ=0
Cℓ,n, (19)
and
n−1∏
ℓ=0
Bℓ,n −
n−1∏
ℓ=0
Cℓ,n =
n−1∑
ℓ=0
(
ℓ−1∏
k=0
Ck,n) (Bℓ,n − Cℓ,n)(
n−1∏
k=ℓ+1
Bk,n)︸ ︷︷ ︸
∆ℓ
,
where the products with an empty set of index are conventionally taken to be 1.
The variables ∆ℓ = (Bℓ,n − Cℓ,n)
n1+α−1∏
k=ℓ+1
Bℓ,n and
ℓ−1∏
k=0
Cℓ,n are independent. We
will show that most of the n terms |E(∆ℓ)| are bounded by some constant times
n−3/2 lnn. This will imply the result.
Consider a sequence χ(m) that will be fixed later. When ℓ+3χ(n)+1 < n, we split
the product ∆ℓ in blocks:
∆ℓ = (Bℓ,n − Cℓ,n)
ℓ+χ(n)∏
k=ℓ+1
Bℓ,n︸ ︷︷ ︸
A
ℓ+2χ(n)∏
k=ℓ+χ(n)+1
Bk,n
︸ ︷︷ ︸
B
ℓ+3χ(n)∏
k=ℓ+2χ(n)+1
Bk,n
︸ ︷︷ ︸
C
n−1∏
k=ℓ+3χ(n)+1
Bk,n
︸ ︷︷ ︸
D
.
Let us write:
E(∆ℓ) = E(ABCD) = E(A(B − 1)(C − 1)D) + E(ABD) + E(ACD)− E(AD). (20)
The mean value theorem shows that A is bounded by
Ctn−1/2(‖ϕn‖∞ + ‖Xℓ,n‖∞)
for some constant C, and (B − 1), (C − 1) are both bounded by
2t
n1/2
ℓ+2χ(n)∑
k=ℓ+χ(n)+1
‖ϕn‖∞.
Thus E(A(B − 1)(C − 1)D) ≤ C‖ϕn‖2∞(‖ϕn‖∞ + ‖Xℓ,n‖∞) t
3
n3/2
χ(n)2.
The sequences ‖ϕn‖∞, ‖ϕn‖η, ‖Xℓ,n‖∞ being bounded, we will not retain the depen-
dence on these quantities in our computation, nor the dependence on t. For example
we just write
E(A(B − 1)(C − 1)D) ≤ C 1
n3/2
χ(n)2. (21)
The three other terms in (20) can be treated in the following way.
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Consider for example : E(ABD) = Cov(AB,D) + E(AB)E(D). Property 3.1 gives
Cov(AB,D) ≤ C ζχ(n). (22)
Let us now study
AB = (Bℓ,n − Cℓ,n)
ℓ+2χ(n)∏
k=ℓ+1
Bk,n
=
(
exp
itT ℓϕn
n1/2
− exp itXℓ,n
n1/2
)
exp

itn−1/2 ℓ+2χ(n)∑
k=ℓ+1
T kϕn


The expansion of the two terms of this product at order 1 and order 2 yields
AB = it
n1/2
(T ℓϕn −Xℓ,n)− t
2
2n
(T ℓϕ2n −X2ℓ,n)
−t
2
n
ℓ+2χ(n)∑
k=ℓ+1
T kϕn T
ℓϕn +
t2
n
Xℓ,n
ℓ+2χ(n)∑
k=ℓ+1
T kϕn +D,
where D satisfies
|D| ≤ C[ t
2
n3/2
(χ(n)2 +
t3
n3/2
+
t4
n2
χ(n)] ≤ C 1
n3/2
χ(n)2.
By taking the expectation, one obtains:
|E(AB)| ≤
t2
2n

E(X2ℓ,n)−

E(T ℓϕ2n) + 2 ℓ+2χ(n)∑
k=ℓ+1
E(T kϕn T
ℓϕn)



 + Cχ(n)2
n3/2
. (23)
By definition of the Xℓ,n, we have
E(X2ℓ,n) = σ
2(ϕn) = E(T
ℓϕ2n) + 2
∞∑
k=ℓ+1
E(T kϕn T
ℓϕn)
= E(T ℓϕ2n) + 2
ℓ+2χ(n)∑
k=ℓ+1
E(T kϕn T
ℓϕn) + 2
∞∑
k=ℓ+2χ(n)+1
E(T kϕn T
ℓϕn).
Replacing E(X2ℓ,n) by this expression in (23) we obtain
|E(AB)| ≤ C( t
2
2n
∞∑
k=ℓ+2χ(n)+1
E(T kϕn T
ℓϕn) + χ(n)
2n−3/2),
and, because of the decay of correlations (18):
|E(AB)| ≤ C(ζ
χ(n)
n
+ χ(n)2n−3/2). (24)
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Since |E(D)| ≤ 1, the inequalities (21), (22) and (24) give (the constant C may
change):
E(∆ℓ) ≤ C(ζ
χ(n)
n
+ χ(n)2n−3/2 + ζχ(n)).
Now we can bound (19):
|E(
n−1∏
0
Bℓ,n −
n−1∏
0
Cℓ,n)| = |
n−1∑
ℓ=0
E(
ℓ−1∏
k=0
Ck,n)E(∆ℓ)| ≤
n−1∑
ℓ=0
|E(∆ℓ)|
≤
n−1−3χ(n)−1∑
ℓ=0
C(
ζχ(n)
n
+ χ(n)2n−3/2 + ζχ(n)) +
n−1∑
ℓ=n−1−3χ(n)
E(∆ℓ).
The mean value theorem implies E(∆ℓ) ≤ Cn−1/2.
If we take χ(n) = D lnn with D > − ln(ζ)−1, then (19) tends to 0, in view of
|E(
n−1∏
0
Bℓ,n −
n−1∏
0
Cℓ,n)| ≤ C(ζD lnn + D
2 ln2(n)
n1/2
+ nζD ln(n) +
3D ln(n)
n1/2
).
3.2 Application
Let (X, T, µ) be a dynamical system defined on a manifoldX. Suppose that Property
3.1 holds. Let θ : x → θx be a map from X into the set of the Hölder continuous
maps from X to X. We will use also the notation θ(x) instead of θx. We suppose
that θ satisfies for some η > 0
sup
z∈X
d(θx(z), θy(z)) ≤ Cd(x, y)η. (25)
Let ϕ be a Hölder continuous function from X to R. We want to study the behavior
of
n−1∑
k=0
ϕ(θx(T
kx)).
We can assume that the exponent of regularity in (25) and the exponent for ϕ are
the same. Since the maps θx do not necessarily preserve the measure µ, one has to
center these modified ergodic sums. We write
ϕθx := E(ϕ(θx(.))) =
∫
X
ϕ(θx(y))dµ(y),
ϕθx := ϕ(θx·)− ϕθx , σ2θx := σ2(ϕθx).
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For µ-almost every x (the generic points of the dynamical system),
1
n
n−1∑
k=0
ϕ(θx(T
kx))→ ϕθx .
We claim that both functions ϕθx and σ
2
θx
are Hölder continuous. Let us show it for
σ2θx . On one hand, in view of (18), the absolute value of
σ2(ϕθx)− σ2(ϕθy) = µ(ϕ2θx)− µ(ϕ2θy) + 2
∞∑
1
(µ(ϕθx .T
kϕθx)− µ(ϕθy .T kϕθy))
is bounded by
2(‖ϕ‖∞‖ϕθx − ϕθy‖2 +
∞∑
1
|µ(ϕθx(T kϕθx − T kϕθy)|+
∞∑
1
|µ((ϕθx − ϕθy)T kϕθy)|)
≤ 2‖ϕ‖∞‖ϕθx − ϕθy‖2 + 4C
∞∑
1
C(‖ϕθx‖η + ‖ϕθy‖η)‖ϕθx − ϕθy‖2 ζk
≤ C(‖ϕθx‖η + ‖ϕθy‖η)‖ϕθx − ϕθy‖2,
and, on the other hand,
‖ϕθx − ϕθy‖2 ≤ ‖ϕθx − ϕθy‖∞ ≤ Cd(x, y)η
2
.
Now suppose that there exists (Pn) a sequence of partitions with the diameter of
the elements of Pn smaller than n−2/η2 such that, for positive constants C,L, for
every n ∈ N, every P in Pn, there exists a density function ρn,P such that
‖ρn,P‖η ≤ CnL, ‖ρn,P − µ(P )−11P‖1 ≤ 1
n
. (26)
Let us fix such a sequence (Pn). Cutting out the space X according to the partition
Pn we get
n−1∑
k=0
ϕθx(T
kx) =
∑
P∈Pn
n−1∑
k=0
1P (x)ϕθx(T
kx).
For each element P of Pn we choose in P a point xn,P . If x ∈ P , then the distance
d(θx(T
kx), θxn,P (T
kx)) is bounded by Cd(x, xn,P )
η ≤ Cn−2/η. We thus have
|
∑
P∈Pn
n−1∑
k=0
1P (x)ϕθx(T
kx)−
∑
P∈Pn
n−1∑
k=0
1P (x)ϕθxn,P (T
kx)| ≤ Cnn−2.
Let us now study the characteristic function of
∑
P∈Pn
∑n−1
k=0 1P (x)ϕθ(xn,P )(T
kx):
E(exp(i
t√
n
∑
P∈Pn
n−1∑
k=0
1P (x)ϕθ(xn,P )(T
kx)))
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= E(
∑
P∈Pn
1P (x)exp(i
t√
n
n−1∑
k=0
ϕθ(xn,P )(T
kx)))
=
∑
P∈Pn
µ(P )E(µ(P )−11P (x) exp(i
t√
n
n−1∑
k=0
ϕθ(xn,P )(T
kx))).
By (26) we have
|E(1P (x)
µ(P )
exp(i
t√
n
n−1∑
k=0
ϕθ(xn,P )(T
kx)))− E(ρn,P exp(i t√
n
n−1∑
k=0
ϕθ(xn,P )(T
kx)))| ≤ 1/n.
We know from Theorem 3.2 that
E(ρn,P exp(i
t√
n
n−1∑
k=0
ϕθ(xn,P )(T
kx)))− exp(−1
2
σ2θ(xn,P )t
2)→ 0.
The sum
∑
P∈Pn µ(P ) exp(−12σ2θ(xn,P )t2) is a Riemann sum of the Hölder continuous
function σ2θx . It converges to ∫
X
exp(−1
2
σ2θxt
2) dµ(x).
Now for the assumption (26), it is known that every smooth manifold has a triangu-
lation (see [4, 19]). The existence of a sequence of partitions Pn and of functions ρn,P
satisfying the previous conditions are thus satisfied when X is a smooth manifold.
So, we have proved the following theorem.
Theorem 3.3 Let (X, T, µ) be a dynamical system defined on a smooth manifold
X for which Property 3.1 holds. Let θ be a map from X to the set of the Hölder
continuous maps from X to X such that (25) is satisfied. Then for every centered
Hölder continuous function ϕ on X, we have
E[exp(i
t√
n
n−1∑
k=0
(ϕ(θxT
kx)− ϕθx))]→
∫
X
exp(−1
2
σ2θxt
2) dµ(x).
Now let us give some examples satisfying the hypothesis. The examples given at
the end of Section 2 can be treated by this method since Property 3.1 is satisfied
for ergodic automorphisms of the torus, ergodic automorphisms on nilmanifolds,
diagonal flows on compact quotients of SL(d,R). By the method used in this Section
3 we obtain the same result for Hölder continuous functions under the assumption
that the map θ is Hölder continuous. If we identify in these cases the element θx of
K with the translation by θ(x) we obtain:
E(exp(i
t√
n
n−1∑
k=0
ϕ(θ(x)(T kx)))→
∫
X
exp(−1
2
σ2θ(x)t
2) dµ(x)
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and, by definition of the image measure of µ by θ on K:∫
X
exp(−1
2
σ2θ(x)t
2) dµ(x) =
∫
K
exp(−1
2
σ2kt
2) dµθ(k).
By linearity of the Fourier transform, we just have another formulation of the con-
vergence stated in Proposition 2.5. The result is the same. But this second method
allows us to consider transformations θ(x) that are not given by translation by el-
ements of a compact group acting on X. In the case of the automorphisms of the
torus, one can for example take for θx a regular family of diffeomorphisms of T
d.
This method can be also adapted to expanding dynamical systems for which the
Perron-Frobenius operator has good spectral properties.
3.3 Convergence of the variance
Proposition 3.4 Let (X, T, µ) be a dynamical system defined on a manifold X for
which Property 3.1 holds. Let θ be a map from X to the set of the Hölder continuous
maps from X to X such that (25) is satisfied, and ϕ a centered Hölder continuous
function on X. Then
E

 1
n
(
n∑
k=1
ϕ(θ(·)T k·)
)2→ ∫
X
σ2θx dµ(x).
Proof Consider a sequence of partitions (Pn) with the same properties as in the
previous subsection. We have:
E

 1
n
(
n∑
k=1
ϕ(θ(·)T k·)
)2 = E

∑
P∈Pn
1P (·) 1
n
(
n−1∑
k=0
ϕθ(·)(T
k·)
)2
=
∑
P∈Pn
µ(P )E

1P (·)
µ(P )
1
n
(
n−1∑
k=0
ϕθ(·)(T
k·)
)2 .
For every P ∈ Pn, let ρn,P be a function with norm ‖ρn,P‖η less than CnL such that
‖ρn,P − µ(P )−11P‖1 ≤ n−2. We have:
|E

 1
n
(
n∑
k=1
ϕ(θ(·)T k·)
)2− ∑
P∈Pn
µ(P )E

ρn,P 1
n
(
n−1∑
k=0
ϕθ(xn,P )(T
k·)
)2 | ≤ 1/n.
Let us study E
(
ρn,P
1
n
(∑n−1
k=0 ϕθ(xn,P )(T
k·))2). We fix α ∈ (0, 1/2).
∣∣∣∣∣E(ρn,P 1n(
n−1∑
k=0
ϕθ(xn,P )(T
k·))2)− E(ρn,P 1
n
(
n+nα−1∑
k=nα
ϕθ(xn,P )(T
k·))2)
∣∣∣∣∣
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= E(ρn,P
1
n
(
nα−1∑
k=0
ϕθ(xn,P )(T
k·)
+
n−1∑
k=nα
ϕθ(xn,P )(T
k·))2)− (
n−1∑
k=nα
ϕθ(xn,P )(T
k·) +
n+nα−1∑
k=n
ϕθ(xn,P )(T
k·))2)
=
1
n
E(ρn,P [(
nα−1∑
k=0
ϕθ(xn,P )(T
k·))2 + (
n+nα−1∑
k=n
ϕθ(xn,P )(T
k·))2)]
+2E(ρn,P (
n−1∑
k=nα
ϕθ(xn,P )(T
k·))(
nα−1∑
k=0
ϕθ(xn,P )(T
k·)−
n+nα−1∑
k=n
ϕθ(xn,P )(T
k·)))
≤ n2α−1‖ϕ‖2∞ +
4
n
[E(ρn,P (
n−1∑
k=nα
ϕθ(xn,P )(T
k·))2)]1/2nα‖ϕ‖∞
We have
E(ρn,P (
n−1∑
k=nα
ϕθ(xn,P )(T
k·))2)
≤ E(ρn,P )E((
n−1∑
k=nα
ϕθ(xn,P )(T
k·))2) + |Cov(ρn,P , (
n−1∑
k=nα
ϕθ(xn,P )(T
k·))2)|.
Because of Property 3.1 the covariance tends to 0 faster than 1/n. On the other
hand E((
∑n−1
k=nα ϕθ(xn,P )(T
k·))2) is bounded by Cn for some constant C > 0. Putting
this together one obtains:
|E(ρn,P 1
n
(
n−1∑
k=0
ϕθ(xn,P )(T
k·))2)− E(ρn,P 1
n
(
n+nα−1∑
k=nα
ϕθ(xn,P )(T
k·))2)|
≤ n2α−1‖ϕ‖2∞ + 4Cnα−1‖ϕ‖∞‖ϕ‖ηn1/2 ≤ C‖ϕ‖∞‖ϕ‖ηnα−1/2.
Again because of Property 3.1, we have
|E(ρn,P 1
n
(
n+nα−1∑
k=nα
ϕθ(xn,P )(T
k·))2)− E( 1
n
(
n+nα−1∑
k=nα
ϕθ(xn,P )(T
k·))2)| ≤ C‖ϕ‖∞‖ϕ‖ηn−1
Thus we have shown that∣∣∣∣∣E( 1n(
n∑
k=1
ϕ(θ(·)T k·))2)−
∑
P∈Pn
µ(P )E(
1
n
(
n−1∑
k=0
ϕθ(xn,P )(T
k·))2)
∣∣∣∣∣ ≤ C‖ϕ‖∞‖ϕ‖ηnα−1/2.
Because of the mixing property of T we have∣∣∣∣∣E( 1n(
n−1∑
k=0
ϕθ(xn,P )(T
k·))2)− σ2θ(xn,P )
∣∣∣∣∣ ≤ C‖ϕ‖∞‖ϕ‖ηn−1,
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so that ∣∣∣∣∣E( 1n(
n∑
k=1
ϕ(θ(·)T k·))2)−
∑
P∈Pn
µ(P ) σ2θ(xn,P )
∣∣∣∣∣ ≤ C‖ϕ‖∞‖ϕ‖ηnα−1/2.
Since the last sum is a Riemann sum for the function x → σ2θx , this concludes the
proof.
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