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In this paper we propose a new approach for estimating the unknown parameter
in the stochastic linear regressive model with stationary ergodic sequence of covariates.
Under mild conditions on the joint distribution of the covariate and the error, the
estimator constructed is shown to be strongly consistent in two important special
cases: (1) The sequence of (variate, covariate) is independent identically distributed
(i.i.d.), and (2) the sequence of variates is a stationary autoregressive series. The
asymptotical normality is also discussed under more assumptions on the distribution
of the covariate.  1997 Academic Press
1. INTRODUCTION
Linear regression of a random variable on another has been widely used
in practice. The linear regression of random variable y on random vector
x can be described by the following model
y=b{x+= (1.1)
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For the samples ( y1 , x{1), ..., ( yn , x
{
n) from ( y, x
{), the analogous model is
realized,
yt=b{xt+=t , t=1, 2, ..., n. (1.2)
Model (1.1) is called a stochastic regressive model because of the randomi-
zation of the xi ’s (e.g., Lai and Wei, 1982).
Estimation of the unknown parameter b based on the sample ( yt , x{t ),
t=1, ..., n, is a crucial problem in the analysis of a stochastic regressive
model (1.1). Various estimation techniques have been developed, such as
the least squares method and the least absolute deviation method. The least
squares estimator (LSE) of b is popular because of its computational
simplicity and mathematical beauty, especially in the Gaussian case. The
M-estimator of b such as the least absolute deviation estimator (LADE)
has been the subject of much attention because of its robust properties. To
ensure strong consistency of these estimators, some conditions on the
distributions of xt and =t must be imposed. For the LSE, the finite second
moment of =t is needed (e.g., Lai and Wei, 1982), and for the LADE some
conditions on the distribution of =t are also indispensable (e.g., An and
Chen, 1983; Chen and Wu, 1988). However, in some cases, especially in the
exploratory stage of data analysis, it is difficult to verify any such assump-
tions on the distribution of xt and of =t . Hence we were motivated to seek
a new procedure to obtain a strongly consistent estimator of b under less
restrictive assumptions on the distributions of xt and =t . Indeed, for two
important cases discussed below, the assumptions required are the least
restrictive in the sense that they correspond only to requiring that model
(1.2) be well-defined.
There are two important cases that have motivated our analysis:
Independent and Identically Distributed (I.I.D.) Case. Let ( y1 , x{1), ...,
( yn , x{n) be i.i.d. samples from ( y, x
{) which satisfy model (1.1). Furthermore,
let = be independent of x in model (1.1).
Stationary Autoregressive Case. xt=( yt&1, ..., yt& p){, and b=(b1 , ..., bp){
so that
yt=b1 yt&1+ } } } +bp yt& p+=t , (1.3)
where [=t] is an i.i.d. sequence and =t is independent of [ ys : s<t]. Further-
more, let b=(b1 , ..., bp){ satisfy the following stability condition:
1&b1u& } } } &bpu p{0 for |u|1 (1.4)
and let
E[max[1, log |=t |]]< (1.5)
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in order to guarantee the existence of a stationary solution of model (1.3)
(An, 1990).
Below we give two sets of assumptions under which the new estimator
of b will be derived and analyzed. These assumptions are the least restrictive
in the sense that they correspond only to requiring that the model (1.2) be
well-defined for the two cases given above.
Assumption A. (i) the series [( yt , x{t )] is a stationary and ergodic
sequence with the same distribution as ( y, x{) which satisfies (1.1);
(ii) x is non-degenerate, i.e., there is no nonzero vector c such that
c{x is a degenerate random variable;
(iii) the series [=t] is i.i.d., and =t is independent of [xs : st], hence
= is independent of x in model (1.1).
Assumption A(ii) is a necessary condition for model (1.2) to be well-
defined. For the i.i.d. case specified above, Assumptions A(i) and A(iii)
are satisfied naturally, and consequently Assumption A becomes the least
restrictive possible.
Assumption B. (i) (1.4) and (1.5) hold;
(ii) =t is non-degenerate;
(iii) [=t] is an i.i.d. series, and =t is independent of [ ys : s<t].
For the stationary autoregressive case specified above, =t must be non-
degenerate in order for (1.3) to be well-defined. Assumption B(ii) corresponds
to Assumption A(ii) for the i.i.d. case. Thus Assumption B is the least
restrictive assumption under which the stationary autoregressive model
(1.3) is well-defined and has a stationary solution. In the literature of time
series analysis, many strongly consistent theorems about the estimators of
b have been established under some moment conditions (e.g. An et al.,
1982; An and Chen, 1983). Although in recent studies some new estimators
of b for non-negative autoregressive models are shown to be strongly con-
sistent without any moment conditions on =t (e.g., Ande l, 1989; An, 1990),
these results assume =t must be positive in addition to Assumption B. In
estimating b for model (1.3), again we must avoid estimating E=t . On the
other hand, we should note that model (1.3) may be physically meaningful
whether E |=t |= or not. Moreover, sometimes =t may be positive (e.g.
Bell and Smith, 1986), and even E=t= occurs.
In this paper, we propose a new class of consistent estimator of the
regressive parameter b for model (1.2) under the conditions assumed above
on the distributions of xt and =t . Section 2 describes the construction of our
new estimator in detail and Section 3 provides some simulation results.
Section 4 studies the strong consistency of the estimator for the above two
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special cases of (1.2). Section 5 discusses the limiting distribution of the
new estimator of b.
2. A NEW ESTIMATOR OF THE PARAMETER b
The LSE of b for model (1.2) is related to the residual sum of squares,
an objective function, which is defined as
Sn(;)= :
n
t=1
( yt&;{xt)2.
By minimizing Sn(;), we obtain the LSE, while the LADE is derived based
on the absolute deviation objective function. To construct a new estimator,
we define a new criterion function first. By maximizing the new criterion
function we can obtain a new estimator of b. Suppose that y, x, and =
satisfy model (1.1), i.e., suppose that
== y&b{x. (2.1)
Consider the vector parameter ; in R p, and let .(t, ;) denote the charac-
teristic function of variable ( y&;{x), i.e.,
.(s, ;)=Eeis( y&; {x). (2.2)
Let
A(;)=| |.(x, ;)| 2 w(t) dt, (2.3)
where w( } ) is a continuous density kernel function to be chosen under the
conditions
w(s)=w(&s)0, | |s| w(s) ds<. (2.4)
By Assumption A(iii) or B(iii), = and x are independent, so (2.1) and (2.2)
imply that
.(s, ;)=Eeis( y&;{x)
=Eeis(=+(b&;){ x)
=Eeis=Eeis(b&;){ x
=.=(s) .x((b&;){ s), (2.5)
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where .=( } ) and .x( } ) are the characteristic functions of = and x, hence =t
and xt as well, respectively. Because x is non-degenerate by Assumption
A(ii) or B(ii), it is easy to see that if ;{b,
|.x((b&;){ s)|<1, (2.6)
except for countable many values of t. Combining (2.5) and (2.6) with (2.3)
we know that
A(b)= sup
; # R p
A(;)>A(:) for every :{b. (2.7)
So far we have derived an objective function A(;), depending on the distri-
bution of ( y, x{). In order to construct a criterion function which depends
only on the samples ( yt , x{t ), t=1, ..., n, A(;) is written in another form.
Let F;( } ) denote the distribution of ( y&;{x). By (2.2) and (2.3),
A(;)=| \| eit(u&v) dF;(u) dF;(v)+ w(t) dt
=| \| eit(u&v)w(t) dt+ dF;(u) dF;(v)
=| .w(u&v) dF;(u) dF;(v), (2.8)
where .w( } ) is the characteristic function corresponding to the kernel w( } )
.w(u&v)=| eit(u&v)w(t) dt. (2.9)
For a given ;, let F ;( } ) denote the empirical distribution of ( y&;{x),
based on the samples yt&;{xt , t=1, ..., n,
F ;(u)=
1
n
:
n
t=1
I( yt&;{xt<u),
where I( } ) denotes the indicator function. Finally, replacing F;( } ) by F ;( } )
in (2.8), we get
An(;)=| .w(u&v) dF ;(u) dF ;(v)=
1
n2
:
n
t=1
:
n
s=1
.w( yt&;{xt& ys+;{xs)
=
1
n2
:
n
t=1
:
n
s=1
.w( yt& ys&;{(xt&xs)), (2.10)
which is the criterion function proposed in this paper.
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The desired estimator of the parameter b in model (1.2) is b U , the value
that maximizes An(;), i.e.,
An(b U)= sup
; # R p
An(;). (2.11)
For model (1.3), the maximum value is taken over a subset Dp of R p,
which is defined by the stationarity condition, i.e.,
Dp=[;=(;1 , ..., ;p){ : 1&;1 u& } } } &;pu p{0, for |u|1]. (2.12)
Now we consider the choice of the kernel function w( } ) used in (2.10).
Many density functions can be chosen as w( } ), for example, the densities
of the normal distribution N(0, a2), the uniform distribution on (&a, a),
the symmetric exponential distribution, i.e.,
w(s)=(a2) e&a |s|, (2.13)
etc. Ideally, w( } ) should have a simple form, and as a referee pointed out,
it should have closed-form Fourier transforms to save computational time
and the estimator should not be too sensitive to the parameters appearing
in w( } ). By taking account of the above principles, we prefer to use the
density
w(s)=(a3)(2e&a |s|&e&2a |s| ), (2.14)
where the choice of a will be discussed later on. In this case, it is easy to
check that
.w(u)=4a4(a2+u2)(4a2+u2), (2.15)
and then
An(;)=(4a4n2) :
n
t=1
:
n
j=1
[[a2+( yt& yj&;{(xt&xj))2]
_[4a2+( yt& yj&;{(xt&xj))2]]&1. (2.16)
b U is taken to maximize An(;) of (2.16). In the next section we report a
small simulation study.
3. A SIMULATION STUDY
In order to compare the estimator b U with the LSE b L and the LADE bM ,
some simulation results are given in this section.
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We choose the following model to generate data, i.e.,
yt=bxt+=t , t=1, ..., n, (3.1)
where b=0.8, n=100, and the xt are i.i.d. with common uniform distribu-
tion on (0, 10), and =t are i.i.d. and independent of the xt . The following
four distributions of =t are separately investigated:
(1) N(0, 9), the normal distribution with zero mean and variance 9,
(2) C(0, 1), the Cauchy distribution with density 1?(1+x2),
(3) the Bernoulli distribution Pr(==&3)=Pr(==&3)= 12 ,
(4) an asymmetric distribution combining (2) and (3),
0 for &<z< &3
Pr[=z]={12 for &3z<0| z
&
1
?(1+x2)
dx for 0z<+.
In each case, 500 independent simulations of the series ( y1 , x1), ...,
( yn , xn) are performed, and in each simulation the estimators b U , b L , and
b M are calculated. Their medians are given in Table I. The numbers in
parentheses are their empirical interquartile distances.
Here, b U is obtained by the procedures mentioned above with the kernel
function w( } ) of (2.14). The tuning parameter a is set to be three different
values, a=0.5, 2, and 1- n times the sample interquartile distance of
the yt . Thus in Table I there are three lines for the estimator b U .
In each simulation we calculate b L in two ways, i.e., by solving
:
n
t=1
( yt&b Lxt)2=inf
;
:
n
t=1
( yt&;xt)2 (3.2)
and
:
n
t=1
( yt&b 0&b Lxt)2= inf
;0 , ;
:
n
t=1
( yt&;0&;xt)2 (3.3)
separately. Thus Table I shows two values for the estimator b L .
Analogously, in Table I there are two estimators for b M also, given by
:
n
t=1
| yt&b M xt |=inf
;
:
n
t=1
| yt&;xt | (3.4)
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TABLE I
Simulations for Model (3.1) with b=0.8
Distribution of =t N(0, 9) C(0, 1) BERN ASYM
b L (by (3.2)) 0.7980 0.7934 0.7949 0.8059
(0.1063) (0.6358) 0.1290) (0.3418)
b L (by (3.3)) 0.7982 0.7905 0.8015 0.8094
(0.0562) (0.3120) (0.0710) (0.2446)
b M (by (3.4)) 0.7960 0.7972 0.8000 0.8000
(0.1674) (0.0734) (0.2976) 0.0783
b M (by (3.5)) 0.8010 0.8005 1.1004 0.8005
(0.0915) (0.0363) (0.6265) (0.3306)
b U (a=0.5) 0.7940 0.7981 0.8000 0.8000
(0.0982) (0.0742) (0.0000) (0.0014)
b U (a=2.0) 0.7968 0.8000 0.8000 0.7996
(0.0975) (0.0648) (0.0011) (0.0128)
b U (a=iqd( y )- n) 0.7927 0.7987 0.8000 0.8000
(0.1048) (0.0764) (0.0000) (0.0012)
and
:
n
t=1
| yt&b 0&b Mxt |= inf
;0 , ;
:
n
t=1
| yt&;0&;xt |. (3.5)
Table I illustrates the robustness of b U in relation to b L and b M . The
estimators b L and b M perform poorly in some cases while b U is acceptable
in all cases. For normal noise b L by (3.1) is, not surprisingly, the best. The
accuracy of estimator b U for large a is similar to that for b M . For Cauchy
noise b L has an extremely large spread in comparison to both b U and b M .
This is due to the fact that the noise has infinite variance. For Bernoulli
noise b M has a large spread, and b U is clearly the best. The estimator b U
is also the best in the case of asymmetric noise.
The choice of the adjustable parameter a is a problem that deserves some
attention. It is encouraging to note that the estimator b is not too sensitive
to the choice of a, according to the simulations shown in Table I and
Fig. 1. In practice it seems reasonable to choose a somehow proportional
to yt . This insures that the estimated model is invariant to scale transfor-
mations of y.
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TABLE II
Simulations for Model (3.6) with b=0.8
Distribution of =t U(0, 9) C(0, 1) BERN ASYM
b L (by (3.3)) 0.7848 0.7934 0.7892 0.7981
(0.0818) (0.0449) (0.0811) (0.0556)
b M (by (3.5)) 0.7829 0.7991 0.7588 0.8010
(0.1318) (0.0079) (0.5816) (0.039)
b U (a=0.5) 0.7733 0.7989 0.8000 0.8000
(0.0862) (0.0108) (0.0000) (0.0003)
b U (a=2.0) 0.7674 0.7992 0.7997 0.7999
(0.0875) (0.0080) (0.0008) (0.0010)
b U (a=iqu( y )- n) 0.7725 0.7986 0.8000 0.8000
(0.0879) (0.0088) (0.0000) (0.0009)
Table II reports the same simulation results for the following autoregressive
model with b=0.8:
yt=byt&1+=t , t=1, ..., n. (3.6)
The results are similar to that of the previous regression model.
On the other hand, for the case where x has higher dimension, computa-
tional complexity should be involved. Actually, the calculation of An(;)
involves O(n2) operations. Therefore b U is computationally more costly
than b L or b M . The following algorithm may be a promising one:
v Step 0. Obtain an initial estimator b 1 . For instance, the LSE may
be as the initial one.
v Step 1. Use the conjugate gradient method to update b 1 .
v Step 2. Continue Step 1 until convergence to obtain the final
estimator b U .
4. STRONG CONSISTENCY
In this section, we prove that the new estimator b U defined by (2.11) is
strongly consistent to the true value b in the two cases mentioned in
Section 1. We first consider the autoregressive case.
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Theorem 4.1. Let b U be the estimator of b for model (1.4), and let it be
determined by (2.11). Under assumption B defined in Section 1, we have
lim
n  
b U=b a.s. (4.1)
In order to prove this theorem, first we introduce some notations and
then establish a lemma. Let
’{=(&x{, =), ’{t =(&x
{
t , =t).
F’( } ) stands for the distribution of ’. F ’( } ) is the empirical distribution
based on the sample [’{t : t=2, ..., n]
Lemma 4.2. Suppose that [’{t : t=1, ..., n] is a stationary and ergodic
sequence with common distribution F’( } ). Then
lim
n  
sup
u # R p+1
|F ’(u)&F’(u)|=0 a.s. (4.2)
Proof. Define a class of indicator functions by
F0=[ fu(w) : fu(w)=I(&<wu), u # R p+1],
where w=(w1 , ..., wp+1){, u=(u1 , ..., up+1){, and I(&<wu)=1 if
wi # (&, ui] for i=1, ..., p+1; and equals 0 otherwise. We use f as an
abbreviation for fu(w) below. It is easy to see that for any fixed $>0 there
exists a finite class of indicator functions F$ such that for any fixed f # Fl ,
f$l f f$u and P( f$u& f$l)=
for some f$l and f$u # F$ , where P denotes the probability measure corre-
sponding to the distribution F( } ), and
Pf =: | f dP.
These notations are used by Pollard (1984). The proof is completed by
making use of Theorem II.2 with the supplementary remark of Pollard
(1984, pp. 89).
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Corollary 4.3. Let .’(v) and .^’(v) be the characteristic functions of
F’( } ) and F ’( } ) respectively. Under the conditions required by Lemma 3.1,
for any c>0,
lim
n  
sup
&v&c
|.^’(v)&.’(v)|=0 a.s., (4.3)
where & }& denotes the Euclidean norm on R p+1.
Proof. By making use of properties of the characteristic function (e.g.,
see Theorem 8.3.3 and Corollary 8.3.5 of Chow and Teicher, 1978), (4.3)
follows from (4.2) directly.
The Proof of Theorem 4.1. Let !{=(b&;){. Recalling the definition of
the above .’( } ) and .(s, ;) in (2.2), we have
.’(!{s, s)=Eeis(!
{x+=)=.(s, ;)
and then by (2.3)
A(;)=| |.’(!{s, s)| 2 w(s) ds.
Similarly, by (2.9) and (2.11),
An(;)=| |.^’(!{s, s)| 2 w(s) ds.
For any fixed $>0, there exists a positive c such that
|
&c
&
w(t) dt+|

c
w(t) dt<$.
Note that by the definition (2.12) Dp is bounded, thus by the above
inequality and (4.3) we have
lim sup
n  
sup
; # Dp
|An(;)&A(;)|
lim sup
n  
|
c
&c
sup
; # Dp
|.^’((b&;){ s, s)&.’((b&;){ s, s)| w(s) ds
+2 |
&c
&
w(t) dt+2 |

c
w(t) dt2$ a.s.
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Thus, since $ is arbitrary in this equation, we have
lim
n  
sup
; # Dp
|An(;)&A(;)|=0 a.s.
Note that An(;) and A(;) are continuous, and they attain their maximum
values at b U and b respectively, and by (2.7), A(b)>A(;) for ;{b. Thus
it is easy to see that (4.1) follows from (4.3). The proof of Theorem 4.1 is
completed.
Now we consider the i.i.d. case.
Theorem 4.4. Suppose that [( yt , x{t ) : t=1, ..., n] satisfies model (1.2)
with condition (A), [( yt , x{t ) : t=1, ..., n] are i.i.d., and b U is determined by
(2.11). Let the density kernel w(t) chosen in (2.3) satisfy (2.4) and
| } d.w(x)dx } dx< (4.4)
where .w(x) is defined in (2.9). Then
lim
n  
b U=b a.s.
Proof. Because [ yt , x{t ), t=1, ..., n are i.i.d., [( yt , x
{
t )] is stationary and
ergodic, and then the results of Lemma 4.2 and Corollary 4.3 hold again.
But the proof of Theorem 4.1 fails to work because Dp is replaced by R p
here, which is not bounded. Thus we add the restriction (4.4) for density
kernel w(t). Now we put
F ;*(x)=| F;(x+u) dF;(u), F ;*(x)=| F ;(x+u) dF ;(u), (4.5)
and then by (2.8) and (2.10)
A(;)=| .w(x) dF ;*(x), An(;)=| .w(x) dF ;*(x). (4.6)
Because of condition (4.4), it is possible to use integration by parts to
rewrite A(;) as
A(;)=| F ;*(x) w(x) dx, An(;)=| F ;*(x) w(x) dx,
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where
w(x)=d.w(x)dx.
By making use of Lemma 4.1 and (4.5), it follows that
lim
n  
sup
x, ;
|F ;*(x)&F ;*(x)|=0 a.s.
Consequently, combining with (4.6) we have
lim
n  
sup
;
|An(;)&A(;)| lim
n   | |F ;(x)&F ;*(x)| |w(x)| dx=0 a.s.
The remainder of the proof is the same as the description below (3.9) in
the proof of Theorem 4.1. The proof is completed.
Remark 4.5. The restriction (4.4) is not strong, because many density
kernel functions satisfy (3.10), e.g., the densities of N(0, _2) and of the
symmetric exponential distribution (see (2.14)). In particular, .w(x) of
(2.15), which was used in the simulation results, also satisfies (4.4).
5. FURTHER DISCUSSION
First, we discuss the asymptotic normality of the estimator b U . It is
obvious that we cannot provide central limit results under only assump-
tion A, which is too weak. At least some moment conditions on xt , for
model (1.2), are needed. On the other hand, if the asymptotic normality of
- n (b U&b) is obtained, it will depend not only on the distributions of xt
and =t of (1.2), but also on the density function w( } ) of (2.4). We can
show the asymptotic normality of b U by using the results of the so-called
‘‘U-Processes’’ (cf. Nolan and Pollard, 1988) and the idea of Theo-
rem VII.1.5 of Pollard (1984) under certain conditions for the i.i.d. case,
i.e., [( yt , x{t )] is an i.i.d. series, but we have not yet done that for the
autoregressive case (see model (1.3)). We now describe briefly how to show
the asymptotic normality.
For the i.i.d. case, let (=, x{) be a random vector, (=$, (x$){) be an
independent copy of (=, x{), and ‘{=(=&=$, (x&x$){), %{=(b&;){.
Suppose that (=t , x{t ), t=1, ..., n, are the independent n-observations of
(=, x{). We regard
‘t, s=(=t&=j , (xt&xj){), t, j=1, 2, ..., n,
as the n2-observations of ‘, which are not independent, of course. Let P‘
denote the probability measure generated by random vector ‘.
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Thus by (2.8), it is easy to see that
A(;)=| .w((1, %{) ‘) dP‘ ,
where .w( } ) is determined by (2.9). We introduce the following notations
which are similar to those used by Pollard (1984):
.w(‘, %)=.w((1, %{) ‘),
and .w( } , %) is the abbreviation of .w(‘, %), and
P.w( } , %)=| .w((1, %{) ‘) dP‘ #Fw(%).
Define 0 as a zero p-vector. Suppose that .w( } , %) has a linear approxima-
tion near the 0, at which Fw(%) attains its maximum value (see (2.7))
.w( } , %)=.w( } , 0)+%{2( } )+&%& r( } , %). (5.1)
Let Pn be the empirical distribution of ‘ based on the samples ‘t, s ,
t, s=1, ..., n, i.e.,
Pn(‘=‘t, s)={1n
2
0
for t, s=1, 2, ..., n,
otherwise.
Recalling the definition of An(;) in (2.10), we have
An(;)=Pn.( } , %)#Fn(%).
Under assumption A with some other restrictions, for example, that E(xx{)
is finite, we could obtain that, via the idea of Theorem VII.1.5 of Pollard
(1984),
- n (b U&b) O N(0, 4V&1(P212{1) V&1)
where 21=21(=1 , x1)=E(21 | =1 , x1) means the conditional expectation of
2 given (=1 , x1), V is the second derivative matrix of Fw(%) at %0 , and
(P212{1)= 212
{
1 dP‘ is the covariance matrix of 2( } ) in (4.5) (noting
P2=0). By some calculation, we know that
V&1[P21 2{1] V
&1=Cw1&1,
where 1=E(x&Ex)(x&Ex){, and Cw is a positive number depending on
w( } ) of (2.4) and on the distribution of =t as well. As an example, consider
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a w(t) defined by (2.13). In this case, in addition to assumption A, only two
more conditions are needed, i.e., 1 is finite and E(3=2&a2)(a2+=2)3{0,
to ensure (4.7) with
Cw=E {E _ =1&=2(a2+(=1&=2)2)2 } =1 &=
2
{E { 3=
2&a2
(a2+=2)3==
&2
,
where E( } | =1) stands for the conditional expectation given =1 . The general
case may be complicated but without any essential difficulty.
Pollard’s result treats the empirical processes, not U-processes. But
a similar conclusion can be reached by means of Pollard’s idea. In order
to see clearly how to employ the idea of Pollard’s conclusion (1984,
Theorem VII.1.5.), we now cite his theorem as follows.
Theorem 5.1. Suppose [sn] is a sequence of random vectors converging
in probability to the value t0 at which F( } )= f ( } , x) dP(x) has its minimum
(in our case, the maximum is considered ). Define r( } , s) and the vector
function 2( } ) by
f ( } , s)= f ( } , s0)+(s&s0){ 2( } )+&s&s0& r( } , s).
If
(i) s0 is an interior point of the parameter set T;
(ii) F( } ) has a nonsingular second derivative matrix V at s0 ;
(iii) fn(sn)=op(n1)+infs F(s);
(iv) the components of 2 all belong to L2(P); and
(v) the sequence [- n  r(x, s) d(Pn(x)&P(x)] is stochastically
equicontinuous at s0 ,
then
- n (sn&s0) O N(0, V&1(P(22{)&(P2)(P2{)) V&1),
where Fn( } )= f ( } , x) dPn(x), P22{= 2(x) 2{(x) dP(x), and Pn is the
empirical measure based on the sample.
In our case, the stochastic process investigated is a U-process. Roughly
speaking, a U-process is a set of U-statistics. In order to obtain asymptotic
normality we only need to check, in view of the proof of the theorem,
whether or not similar conditions in Pollard’s theorem are fulfilled in the
U-process case. Note that the condition (v) in Pollard’s theorem was stated
in terms of stochastic equicontinuity in the empirical process case (see
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Pollard, 1984, Lemma VII.15, pp. 150). Meanwhile, such a stochastic equi-
continuity in the U-process case continues to hold as well (cf. Nolan and
Pollard, 1988). Hence, the analogy of Condition v, in our case, can be
checked. The other conditions are easily satisfied.
Looking at the proof of the theorem (see Pollard, 1984, pp. 141142),
all the work that remains is checking the asymptotic normality of
- n  2(x) d(Pn&P) in our case. This is done by a well-known result
because it is nothing but a U-statistic. Consequently, the asymptotical
normality can be verified.
Now we have a brief observation for the robustness of the estimator b U ,
which is denoted by b Un below and maximizes An(;) in (2.11). One can
easily check that if any one of the values =1 , ..., =n tends to infinity, say
|=n |  , then b Un tends to b U(n&1) which is the same estimator of b, but
is based on ( y1 , x{1), ..., ( yn&1 , x
{
n&1) only. This fact implies that b U is
robust in some sense. Indeed, it is easy to see that the gross-error sensitivity
of b at the distribution P of ( y, x{) in Hampel’s sense is finite. Conse-
quently, b is B-robust at P in the sense of Rousseeuw (1981). The simula-
tion results shown in Tables I and II in Section 2 also demonstrate this
fact. But if we try to describe the robustness b U with the concept of a
breakdown point (e.g., Hampel et al., 1986), we meet some difficulties.
Thus we leave this subject to future research.
Another consideration is to use the procedure of Section 2 for estimating
regression coefficients of the following partial regression model, i.e. (e.g., see
Schick, 1986),
y=b{x+ g(z)+=,
where x, z, = are independent of each other, and g( } ) is an unknown
smooth function. Let =$= g(z)+=, then the model above becomes
y=b{x+=$.
It is obvious that only if ( yt , xt , =$t) satisfies assumption A of Section 1
can we obtain a strongly consistent estimator of b, by the procedure of
Section 2. When g( } ) is required to be estimated, one can consider estima-
tion of g( } ) by analyzing the residuals yt&b {Uxt , t=1, ..., n. But in order to
ensure some asymptotic properties for the estimation of g( } ), some more
conditions may be needed.
ACKNOWLEDGMENT
The authors thank the editors and a referee for their comments and suggestions which
improved greatly on the early draft of the paper. They would like to thank K. T. Fang as well
for helpful suggestions.
257CONSISTENT ESTIMATOR
File: DISTIL 170417 . By:DS . Date:04:11:97 . Time:07:26 LOP8M. V8.0. Page 01:01
Codes: 5425 Signs: 1898 . Length: 45 pic 0 pts, 190 mm
REFERENCES
[1] Alexander, K. S. (1984). Probability inequalities for empirical processes and a law of the
iterated logarithm. Ann. Prob. 12 10411067.
[2] An, H. Z. (1990). Non-negative autoregressive models. Preprint.
[3] An, H. Z., and Chen, Z. G. (1983). On convergence of LAD autoregression with infinite
variance. J. Multivariate Anal. 12 335345.
[4] An, H. Z., Chen, Z. G., and Hannan, E. J. (1982). Autocorrelation, autoregression and
autoregressive approximation. Ann. Statist. 10 926936.
[5] Ande l, J. (1989). Non-negative autoregressive processes. J. Time Ser. Anal. 10 111.
[6] Bell, C. B., and Smith, E. P. (1986). Inference for non-negative autoregressive schemes.
Comm. Statist. Theory Methods 15 22672293.
[7] Chen, X. R., and Wu, Y. H. (1988). Strong consistency of M-estimates in linear models.
J. Multivariate Anal. 27 116130.
[8] Chow, Y. S., and Teicher, H. (1978). Probability Theory. Springer-Verlag, New York.
[9] Hampel, F. R. et al. (1986). Robust Statistics. Wiley, New York.
[10] Koutrouvelis, I. A. (1982). Regression with stable errors: an empirical characteristic
function approach. Statistica 42 209222.
[11] Lai, T. L., and Wei, C. Z. (1982). Least squares estimates in stochastic regression
models with applications to identification and control of dynamic systems. Ann. Statist.
10 154166.
[12] Nolan, D., and Pollard, D. (1988). Functional limit theorems for U-processes. Ann.
Probab. 16 12911298.
[13] Pollard, D. (1984). Convergence of Stochastic Processes. Springer-Verlag, New York.
[14] Reiersol, O. (1950). Identifiability of a linear relation between variable which are subject
to error. Econometrica 18 375389.
[15] Rousseeuw, P. J. (1981). A new infintesimal approach to robust estimation. Z. Wahrsch.
Geb. 56 127132.
[16] Schick, A. (1986). On asymptotically efficient estimation in semiparametric models. Ann.
Statist. 14 11391151.
258 AN, HICKERNELL, AND ZHU
