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Abstract
This paper is directed towards providing an
answer to the question, ”Can you control the
motion of a Lagrangian float?” By design, a
float has minimal actuation (only buoyancy
control), and their horizontal motion is dictated
by ocean currents (Lagrangian). With the ap-
propriate vertical actuation, and utilising spa-
tiotemporal variations in water speed and di-
rection, we show here that broad controllabil-
ity results can be met, such as waypoint follow-
ing to keep a float inside or outside of a desig-
nated region. This paper extends experimen-
tally validated techniques for utilising ocean
current models to control horizontally actuated
autonomous underwater vehicles by presenting
an initial investigation into the application of
these methods on minimally-actuated drifting
floats. Simulated results for an offshore coastal
region and a region within a highly dynamic
tidal bay illustrates two scenarios promising an
affirmative answer to the initially posed ques-
tion.
1 Introduction
In the area of control theory applied to mechanical sys-
tems, it is interesting to consider systems that are un-
deractuated, subjected to external forcing or have unique
methods of actuation and locomotion. Examples of such
research can be seen across a wide variety of disciplines,
however the intersection of these three interesting con-
trol problems realizes itself in practical applications for
the control of underwater vehicles. For example, such
systems can be underactuated (e.g., torpedo-shaped ve-
hicles [Hydroid, LLC, 2008]), subjected to external forc-
ing (i.e., ocean currents), and have unique methods of
propulsion (e.g., biomimetic [Morgansen et al., 2007],
energy harvesting [Manley and Wilcox, 2010] and vari-
able buoyancy [Webb Research Corporation, 2008]). For
these reasons, control theory for Autonomous Under-
water Vehicles (AUVs) is a heavily studied area with
many open questions, practical applications and inter-
esting problems.
A key limitation for actively-actuated vehicles is their
long-term endurance. The oceanographic community
has a necessity for persistent observation platforms that
remain in situ for months, and even years. Consequently,
less actuated vehicles have emerged, resulting in energy
savings and increased endurance – hence the rapid utili-
sation of ARGO profiling floats [Roemmich et al., 2004].
With reduced actuation, these vehicles are less able to
achieve reliable trajectories, as their motion is dictated
more by external forces (ocean currents) than by their
own power (thrusters). Hence, the primary region of
operation is the deep ocean. There is an increasing in-
terest to operate this type of platform in highly-dynamic
coastal environments confined regions like bays to exam-
ine long-term variability and evolving features. In such
environments, if left uncontrolled, these AUVs would run
aground or travel away from the desired sensing location.
A body of literature exists on path planning for actu-
ated AUV in the presence of water currents [Petres et
al., 2007; Alvarez et al., 2004; Garau et al., 2005]. These
studies primarily relate to quasi steady-state ocean cur-
rents without consideration of vehicle actuation limits
and often not identifying infeasible paths particularly in
strong ocean currents. An alternate approach to mini-
mum energy continuous path planning was proposed by
[Kruger et al., 2007]. Here the authors considered vehi-
cle actuation limits using a multi-dimensional cost func-
tion for generating energy and time optimum paths in
estuarine environments. In an extension of this work a
new optimal (time and energy) path planning approach
was demonstrated with an actuated AUV in a highly
dynamic embayment [Witt and Dunbabin, 2008]. This
work illustrated the potential to use currents for improv-
ing vehicle range and endurance as well as waypoint con-
trol in regions with tidally varying obstacles.
In this paper, we consider the interesting question:
”Can you control the trajectory of a Lagrangian float?”
In particular, what if we were able to prescribe a mis-
sion or control strategy that allowed for these floats to be
loosely controlled? Could we amass a few hundred floats
off the coast of South America with the intent to exam-
ine an El Nin˜o event, or gather such floats to lie in the
path of a tropical storm? Although we will see that it is
non-trivial to control the vertical motion of a float, the
question we pose is related to controlling the horizontal
motion of the float. We will detail a precise definition
of controllability and what assumptions we consider for
the float in the sections to follow.
A Lagrangian float is considered an AUV, and presents
many questions in the area of control. In particular,
can we use some basic knowledge or predictive models of
ocean currents and tides to, 1) keep a float on one side
of a given line, 2) restrict a float to reside in one quad-
rant of the ocean, or 3) keep a float within a bounded
region of the ocean? This work extends the theory and
experimental campaigns conducted by the authors us-
ing ocean models to guide higher-actuated AUVs in the
coastal ocean [Smith et al., 2010] and in shallow embay-
ments [Witt and Dunbabin, 2008].
2 Lagrangian Floats
Lagrangian floats are widely used to gather data
throughout our world’s oceans in a cost-effective manner.
These data are used in part to help us understand (and
eventually predict) changes in both the atmosphere and
ocean resulting from short and long-term global climate
change. Thousands of Lagrangian floats are deployed by
ships of opportunity and sent off to gather data while
drifting with the ocean’s currents.
To be truly Lagrangian, a float should follow all three
components of oceanic velocity on all time scales. How-
ever, effectively doing so requires a deep understanding
about the factors that control float buoyancy and mo-
tion in a stratified and mixing ocean. Existing opera-
tional methods simply let the floats drift with ambient
currents while performing a set vertical mission profile.
Throughout the history of oceanographic research,
there have been many subsurface floats produced and im-
plemented. The interested reader can find further details
in [Rossby et al., 1985; Davis, 1991; Davis et al., 1992;
D’Asaro et al., 1996]. We consider a platform that has
held a place in ocean science for multiple decades, and
examine the potential to increase the autonomy and util-
isation of such a vehicle. Next, we present three existing
examples of Lagrangian floats that represent a range of
their operational capabilities.
2.1 ARGO Floats
The origin of Argo floats goes back to the beginning of
Lagrangian float development. These are the most pro-
lific and least controllable float considered here. Cur-
rently, there are 3433 floats in operation (21 August,
Figure 1: Current location of ARGO floats.
Image courtesy of the Argo home page,
http://www.argo.ucsd.edu/index.html.
2011), and more are being deployed all the time, see
Fig. 1. The goal of the Argo project is to collect high-
quality temperature and salinity profiles from the upper
2000 m of the ice-free global ocean, and currents from
intermediate depths. At typically 10-day intervals, an
Argo float surfaces over a 6-hour interval while measur-
ing temperature and salinity. Satellites determine its
position once on the surface and the collected data are
transmitted. The float then returns to its original den-
sity and sinks to drift until the cycle is repeated. Cur-
rently, deployed floats are designed to make about 150
such cycles, which implies a deployment life of just over
four years. There are two standard operating mission
scenarios for Argo floats; the simple mission (see Fig.
2(a)), and the park and profile mission (see Fig. 2(b)).
2.2 SOLO-TREC Float
The Sounding Oceanographic Lagrangrian Observer
(SOLO) Thermal RECharging (TREC), SOLO-TREC is
a float that is completely powered by renewable energy;
the temperature differences in the ocean. SOLO-TREC
draws upon the ocean’s thermal energy as it alternately
encounters warm surface water and colder conditions at
depth. This thermal engine produces about 1.7 watt-
hours, or 6,100 joules, of energy per dive, enough elec-
tricity to operate the vehicle’s science instruments, GPS
receiver, communications device and buoyancy-control
pump. SOLO-TREC has completed more than 300 dives
from the ocean surface to a depth of 500 m and has
demonstrated the capability of continuously executing
3− 4 dives per day.
2.3 University of Rhode Island Float
The University of Rhode Island (URI) Lagrangian float
project is moving the basic Lagrangian float concept to
shallow coastal waters, and developing a versatile and
low-cost platform. These novel floats have an active bal-
lasting system and acoustic altimeters, enabling them
to position themselves anywhere in the water column,
providing the ability to perform a range of drifting and
profiling behaviours. Contrary to traditional deep water
(a) Simple mission operation.
(b) Park and profile mission operation.
Figure 2: Standard missions executed by Argo
floats. Images courtesy of the Argo home page,
http://www.argo.ucsd.edu/index.html.
(a) The SOLO-TREC autonomous underwa-
ter vehicle is deployed off the coast of Hawaii
on an ocean endurance test, Nov. 30, 2009.
Credit: NASA/JPL/U.S. Navy/Scripps In-
stitution of Oceanography.
(b) A dia-
gram of the
URI Float.
Figure 3: Two additional types of Lagrangian floats.
and upper ocean floats the URI floats are able to op-
erate successfully in areas of highly-varied bathymetry,
especially in near-shore environments.
With this additional controllability, the mission dura-
tion reduces to the order of days to weeks, as compared
with the multi-year deployments of Argo and SOLO-
TREC. Given the shallow depth rating and operating
environment, this float avoids the complication of com-
pressibility matching with either the pressure case design
or compressible members that have been used many of
the successful aforementioned isopycnal floats. The float
is built around a piston-style, volume-changing mecha-
nism allowing the buoyancy actuator to achieve profil-
ing speeds of up to 20 m/min, with settling times O(10
s). For further information, see [Schwithal and Roman,
2009; McGilvray and Roman, 2010].
2.4 Assumed Float Characteristics
The characteristics of a float vary widely depending on
the desired application. For the analysis presented here,
we assume a system akin to that described in Section 2.3.
We assume that the vertical position of the float within
the water column can be controlled, albeit limited, and
the horizontal velocity is determined strictly by ocean
currents; varying with depth and geographic location.
3 Controllability
Consider a submerged rigid body that is stable in pitch
and roll, and that is invariant to yaw orientation. In
particular, we only consider actuation in surge, sway
and heave, x, y, and z, respectively. We can express the
equations of motion of this system, using the architec-
ture of differential geometry [Bullo and Lewis, 2005], as
a control-affine system Σ = (Q, I = {I0, I1, ..., Im}, U),
where Q = R3 ∈ C∞ is the configuration manifold (state
space), I are C∞ vector fields on Q, and the controls
are given by U ⊂ Rm. Thus, the differential equations
representing the system state can be written as
γ ′(t) = I0(γ(t)) + Σma=1ua(t)Ia(γ(t)), (1)
where u : I 7→ U ⊂ Rm are the controls or inputs that
take values in the set U . We assume the controls to be
locally integrable, and when given, imply the existence of
the locally absolutely continuous trajectory γ : I 7→ Q
that takes values in the state manifold Q. The vector
field I0 is commonly referred to as the drift vector field,
and gives the dynamics of the system in the absence of
user-defined control inputs. We refer to {I1, ..., Im} as
the input control vector fields for the system. In the
case of the Lagrangian float system that we consider,
the system can be defined on Q = R3 by
x˙1 = f(t), x˙2 = g(t), x˙3 = u
3(t) + h(t), (2)
−0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15 0.2
0
20
40
60
80
100
120
Velocity (m/s)
D
ep
th
 (m
)
Figure 4: An example vertical current profile prediction
for a location off the coast of southern California, USA.
This is a ROMS prediction of ocean depth versus cur-
rent velocity for the zonal (blue) and meridional (red)
components located at 33.5◦ N, −118◦ E.
where f(t), g(t) and h(t) represent the horizontal (x, y)
and vertical components of the ocean velocity, respec-
tively, and {x1, x2, x3} define a right-hand, inertial co-
ordinate system with x3 chosen positive in the direc-
tion of gravity. By way of a simplification, we will ini-
tially ignore vertical currents, i.e., h(z, t) = 0, and thus
x˙3 = u
3(t) = z(t).
Note that we only have direct control on heave, i.e.,
the only input control vector field is I1 = (0, 0, 1)t. For
normal operation, the horizontal motion of the float is
determined by the drift vector field I0 = (f(t), g(t), 0)t,
which is assumed to be solely determined by ocean cur-
rents. The existence of I0 in the state equations makes
this a forced system, and with direct control only upon
one degree-of-freedom, which is not along the axis of the
external disturbances, one would initially consider this
system uncontrollable. However, there is another way to
formulate this same problem.
It is known that ocean currents are not constant func-
tions with respect to depth, see Fig. 4. Thus, by varying
the depth of the vehicle, we can indirectly control the
horizontal motion. Hence, rather than include the ocean
currents in the drift vector field I0 = (f(t), g(t), 0)t,
we can choose to write them as an input control vec-
tor field as functions of depth. Specifically, we define
I2 = H(z) = (f(z, t), g(z, t), 0)t, where f, g : R+ 7→ R
represent the zonal and meridional currents, respectively.
Here, meridional velocity is positive eastward and zonal
velocity is positive northward. This system can then
be represented as a first-order, control-affine system on
Q = R3 as
γ ′(t) = I1u3(t) + I2 = I1z(t) + I2. (3)
Note here that we only include a control function ua(t)
for the input vector field I1, as that is the only vector
field that we can directly control. Since I2 is a function
of depth and time, we obtain indirect control on this
input vector field as we control the depth over time.
The reason for eliminating the drift vector field in the
control-affine system given in Eq. (1) is to deal with
a driftless system, for which standard controllability re-
sults are well-known and solutions calculated directly.
We direct the reader to [Bullo and Lewis, 2005] for de-
tails on the differences between systems with and with-
out drift vector fields. The primary reason for consid-
ering a driftless system is to avoid making the assump-
tion that f0(x0) = 0x0 , i.e., f0(x0) is the zero vector in
the fiber Vx0 of the associated vector bundle, to guaran-
tee the controllability results given in [Sussmann, 1978].
Also, it is not practical to assume that the ocean current
will be 0 in a given location x0. Another reason for this
approach is that instead of an unknown and uncontrolled
drift on the system, we can use predictions from ocean
models for the current velocities at given depths, giving
us a way to estimate the controllability of the posed sys-
tem. See Section 4 for information on the ocean models
considered in this research.
Controllability for Control-affine Systems
The approach to examining the controllability of the sys-
tem presented here follows from Chow’s Theorem [Chow,
1939], and the extension of this result presented in [Suss-
mann and Jurdjevic, 1972]. These will be used to prove
basic results for accessibility of the system, which will
then provide necessary and sufficient conditions for the
controllability of the system. We reproduce the following
definitions from [Bullo and Lewis, 2005].
Definition 3.1 A controlled trajectory of Σ is a pair
(γ, u), where u : I 7→ U is locally integrable and γ :
I 7→ Q is the corresponding locally absolutely continuous
curve satisfying Eq. 1. We denote the set of controlled
trajectories for Σ defined on [0, T ] by Ctraj(Σ, T ).
Definition 3.2 For x0 in Q, the set of states that are
reachable in time exactly T is denoted by RΣ(x0, T ) =
{γ(t)|(γ, u) ∈ Ctraj(Σ, T ), γ(0) = x0}. Also, the set of
states that are reachable in time at most T is given by
RΣ(x0,≤ T ) = ∪t∈[0,T ]RΣ(x0, t).
Definition 3.3 (Notions of Controllability) Let
Σ = (Q, I = {I0, I1, ..., Im}, U) be a C∞-control-affine
system and let x0 ∈ Q.
1. Σ is accessible from x0 if there exists T > 0 such
that int(RΣ(x0,≤ t)) 6= for t ∈]0, T ].
2. Σ is controllable from x0 if, for each x ∈ Q, there
exists T > 0 and (γ, u) ∈ Ctraj(Σ, T ) such that
γ(0) = x0 and γ(T ) = x.
3. Σ is small-time locally controllable (STLC) from x0
if there exists T > 0 such that x0 ∈ int(RΣ(x0,≤ t))
for each t ∈]0, T ].
Since we consider a driftless system, we can invoke a
local version of Chow’s Theorem to infer the controlla-
bility. In particular, we state the following Corollary to
the more general result of [Bianchini and Stefani, 1993].
Corollary 1 (Controllability of driftless systems)
Let F = {f0, f1 . . . fm} be C∞-vector fields on Q with f0
identically zero. The pair (Q,F) is properly STLC from
x0 if Lie
∞(F)x0 = Tx0Q.
Here, Liel(D) is the distribution generated by Lie brack-
ets of degree l in vector fields taking values in D. For
l = ∞, Liel(D) represents the involutive closure of D.
From this result, the choice to write the drift vector
field as a controlled input vector field should be evident.
Next, we derive necessary and sufficient conditions for
controllability.
Conditions for Controllability
We are interested in verifying controllability for Eq. (3)
in R2. This can be accomplished by examining the ac-
cessibility set; the set of all admissible motions from each
configuration.
Lemma 1 Given p ∈ R3, the accessibility set for the
system in Eq. (3) is given by A = Lie∞(I) for I =
{I−11 , I−12 }.
From this result, we have the the following corollary.
Corollary 2 Since I−11 = (0, 0, 1)t, A =
(f (n)(z), g(n)(z), 0)t for n ∈ Z+.
The controllability ofA is assessed by use of the following
proposition.
Proposition 1 The system given in Eq. (3) is kinemat-
ically controllable in R2 if and only if the convex hull of
the accessibility set A is compact and contains the origin.
The proof of Proposition 1 is a standard result from con-
trol theory, and in the interest of space, we omit the de-
tails here. We refer the interested reader to [Bullo and
Lewis, 2005] for a proof of this result. From Proposition
1, we infer the following properties on f and g.
Lemma 2 If the set A satisfies Proposition 1 and I−12 =
(f(z), g(z), 0)t, then f and g must satisfy the following
properties:
1. ∃Z = {z1, ..., zn}, n ≥ 4 such that f(zi)×g(zi) 6= 0,
and
2. ∃{zˆ1, zˆ2, zˆ3, zˆ4} ∈ Z such that:
• f(zˆ1) ∈ R+ and g(zˆ1) ∈ R+
• f(zˆ2) ∈ R− and g(zˆ2) ∈ R+
• f(zˆ3) ∈ R− and g(zˆ3) ∈ R−
• f(zˆ4) ∈ R+ and g(zˆ4) ∈ R−
where the ·ˆ operator designates a possible reordering
of the elements of Z.
The proof of Lemma 2 lies in the fact that for the ac-
cessibility set A to contain the origin, we must have an
admissible velocity in each of the four quadrants of R2.
Else, a set A can be constructed such that the convex
hull does not contain the origin. Additionally, we can
extend the result on Lemma 2 by replacing f and g with
f (n) and g(n), n ∈ Z+, respectively. This is easily seen
by applying the result of Corollary 2.
Proposition 1 and Lemma 2 present an analytic anal-
ysis of the control of a Lagrangian float that can move
vertically through the water column. In practice, we
must consider restrictions to the vertical motion of the
float, and verifying the above necessary and sufficient
conditions for a given region of the ocean is essentially
impossible. The ocean is too dynamic and complex to
incorporate into such an analytic formality. However, we
can utilise general trends and ocean models to assist in
planning and control techniques, since we are not inter-
ested in precise trajectory tracking but a more general
notion of control. Next, we present the ocean models
considered for use in field deployments, leading into the
application of the presented theory.
4 Ocean Models
Two different ocean models are considered in this pa-
per for evaluation and implementation of the actuated
drifter trajectory control; (1) the Regional Ocean Model-
ing System, and (2) the Receiving Water Quality Model.
4.1 Regional Ocean Modeling System
A predictive tool that can be utilized for general open
ocean currents in the pacific basin is the Regional Ocean
Model System (ROMS) - a split-explicit, free-surface,
topography-following-coordinate oceanic model. ROMS
is an open-source, ocean model that is widely accepted
and supported throughout the oceanographic and mod-
eling communities. The model solves the primitive equa-
tions using the Boussinesq and hydrostatic approxima-
tions in vertical sigma (i.e., topography following) and
horizontal orthogonal curvilinear coordinates. ROMS
uses innovative algorithms for advection, mixing, pres-
sure gradient, vertical-mode coupling, time stepping,
and parallel efficiency. Detailed information on ROMS
can be found in [Shchepetkin and McWilliams, 1998] and
[Shchepetkin and McWilliams, 2005].
4.2 Receiving Water Quality Model
The Receiving Water Quality Model (RWQM) is a 2-D
hydrodynamic and biogeochemical ocean forecast model
using the RMA2 framework [King, 2004] developed for
Moreton Bay in Queensland, Australia (see Figure 5(a)).
The hydrodynamic simulation is provided using a non-
uniform mesh with 8000 nodes that is driven by tidal
boundary constraints and wind forecasts (Figure 5(b)).
(a) (b)
Figure 5: (a) Moreton Bay near Brisbane in Australia
(satellite image from Google Maps). (b) The non-
uniform data grid of the current and bathymetry data
with adaptive resolution (the corners and the mid-points
of each line contain samples).
The simulations original purpose was focused on wa-
ter quality management [Bell and Amghar, 2002]. The
ocean simulation only solves currents in two spatial di-
mensions using an average of the currents in the vertical
direction. For use in Lagrangian float trajectory control
considered here, the forecasts used in this paper have
been extended to 3-D by approximating the vertical cur-
rent distribution of boundary layer with a polynomial.
Due to the topography with the two large islands, More-
ton and Stradbroke Islands, and hundreds of smaller is-
lands the currents are mostly driven by the tidal cycle.
Thus the currents completely reverse direction within
about six hours. Accordingly, a path taking 24 hours
involves four current inversions along with time-variant
obstacles due to tidal water level changes.
5 Controllability in the Coastal Ocean -
ROMS
To initially assess the feasibility of controlling La-
grangian floats utilising data from predictive ocean mod-
els, we consider the criteria presented in Proposition 1
and Lemma 2 in Section 3 and an output from the
ROMS. This model focuses on the coastal ocean region
off the coast of southern California. The red dots in
Fig. 6 represent the locations in the model satisfying
Lemma 2 (top row) and Proposition 1 (bottom row) over
a depth range of 0− 125 m. The columns in Fig. 6 rep-
resent the discrete time epochs t = 0, 12 and 24 hours.
In the images of Fig 6, we are interested in finding con-
tiguous regions of controllability that remain over long
periods of time, implying that a float would be able to
remain within that area by changing its depth.
The locations guaranteeing controllability by satisfy-
ing the necessary condition presented in Lemma 2 are
very sparse. In practice, this is a very strict condition
on the relationship between f and g, as well as on the
individual functions themselves. In particular, if n(f) is
the number of zeros of f , Lemma 2 imples that n(f) ≥ 1,
n(g) ≥ 1, and n(f) ≥ n(g) + 1 or n(g) ≥ n(f) + 1. The
later inequalities imply that the zeros of f and g are
interlaced. Expecting ocean currents to posses specific
properties over large regions is not practical, thus we
consider the general result presented in Proposition 1.
The locations satisfying the controllability condition
presented in Proposition 1 provide a more dense set than
those of Lemma 2. This is because we are not guarantee-
ing specific properties of f and g, but simply ensuring
that the origin is contained within the convex hull of
the accessibility set. From the control theory laid out in
Section 1, we can calculate the accessibility set at each
node of a given ocean model. This provides a feasibility
analysis of the given regions. The red dots in the bot-
tom row of images in Fig. 6 represent locations where
all directions of travel are feasible for a float. The large
contiguous areas in Fig. 6 indicate that a float could re-
main within the presented region for at least 24 hours.
Further analysis has shown this trend to exist for time
scales on the order of weeks (seasonally dependent) for
this region. These data provide motivation for seeking
a control strategy that assigns a sequence of depth com-
mands to a floating vehicle so that it follows a particular
course, or remains within a given region.
6 Path Planning for a Lagrangian Float
In contrast to a general AUV, a Lagrangian float can only
control its depth, and the resulting horizontal position
is solely determined by the ambient currents. An impor-
tant assumption for the path planning method presented
here is that general ocean currents are not constant with
respect to depth, see Fig. 4.
The vertical current in the 2-D ocean forecast model
(Section 4.2) is modelled by a polynomial distribution
that assumes small magnitude currents on the sea floor
(bottom-boundary condition) and larger magnitude cur-
rents on the ocean surface (tidal and wind driven mo-
tion). Therefore, the distance travelled in a specific time
step depends on the depth of the vehicle, as detailed in
Section 3. It is assumed that the float can change its
depth quickly compared to the duration of path execu-
tion. Thus, no constraint on changing depth between
two adjacent nodes are imposed in this analysis.
Chassignet and Verron [Chassignet and Verron, 2006]
provide an overview of drifting objects in the ocean.
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Figure 6: Locations in a region off the coast of southern California that satisfy Lemma 2 (red markers on the top
row), and Proposition 1 (red markers on the bottom row) for a depth range of 0− 125 m. Time steps are t = 0, 12
and 24 hours.
The velocity of a drifting object can be determined by
vdrift = vcurr+vrel, where vcurr is the velocity of the sur-
rounding current and vrel is the relative velocity caused
by wind and waves. As long as the float away from
the sea surface, there is negligible influence of wind and
waves, therefore vdrift = vcurr. This is the assumption
made in this study. Additionally, the period of acceler-
ation to change the speed of the float can also be ne-
glected [Chassignet and Verron, 2006]. This problem is
fundamentally different from the path planning problem
posed in [Witt and Dunbabin, 2008], as the accessibility
set (reachable locations) of a Lagrangian float is highly
limited.
Based on the limited controllability, we accept that the
floats cannot reach every position, and it is not guaran-
teed that a float will precisely reach a goal location. In
most cases, the floats only get to within a neighbourhood
of the prescribed goal. In comparison to classical path
planning, paths here are require several tidal periods to
travel from start to goal.
6.1 Snapshot Technique
For the simulation, we utilise discretisation of the pro-
vided model for planning purposes. As the plans occur
over multiple tidal cycles, and the floats travel relatively
slowly, we need to correlate the appropriate time step
into the control computation. This is especially critical
in the presence of flood and ebb tides. In particular,
when the tidal currents direct the float in the desired
direction of travel, the drifter must be at the depth with
strongest currents. During times of opposite tidal flow,
the float must be at the depth with lowest magnitude
currents.
To keep our algorithm simple and efficient, we imple-
ment a snapshot technique to identify the mean whole-
of-bay tide extremes. This snapshot institutes a constant
tidal period throughout the model. With this constant
tidal period it is possible to use precomputed drifting
paths between high and low tide. The current at each
node is precomputed and stored in a separate model file.
To be independent of absolute depth, the current at each
of the nodes is simulated in three layers with different
relative depths: 10%, 50% and 90%. The current at an
arbitrary location is obtained by interpolating between
the precomputed values. The horizontal direction (x, y),
uses an inverse-distance weighting, and the vertical (z)
direction uses a polynomial interpolation.
Cost Function for Drifting
The general cost function used for our planning is given
by Eq. (4). The most important measure in this cost
function when considering a Lagrangian float is the dis-
tance to the prescribed goal location Cdist. Since the
closest distance to the goal does not necessarily occur at
the last node, the node with the closest distance to the
goal must to be determined. The term Ctime considers
the time used to get to this closest position.
Ctotal = Cdist+wt Ctime+ws Cshallow+we Cenergy (4)
Shallow water and the regions close to the surface can
be incorporated in the cost function (Cshallow), but also
can be eliminated by the optimisation algorithms when
the depth is modified. A cost term for energy consump-
tion Cenergy can also be included in the cost function,
but as changing the depth is necessary to control the ve-
hicle, the influence must be low. In general, tuning the
time weight has greater influence on the path length,
and therefore on the energy consumption. Computing
the energy cost is also difficult due to the shallow wa-
ter. To stay in a specific depth, the buoyancy has to be
controlled continuously.
Path Optimisation
The path optimisation is conducted in two steps. First,
Simulated Annealing (SA) with precomputed drifts is
used to determine a coarse path. Second, the path is
refined by SA and a Local Random Search.
A single initial path at 50% depth is used to seed the
path optimisation whereby the only parameter in the
path that can be modified is the depth in each node. By
use of relative depths, all parameters can be modified
simultaneously, and the path is recomputed afterwards.
As the float can change depth quickly in comparison
to the time step of the precomputed drifts, the path be-
tween two nodes is simulated as drifting at the same
depth for the complete time step and then changing the
depth in a step-wise fashion. When a coarse path with
the precomputed drifts is found, the path is refined. In-
stead of using the precomputed drifts, each step is sim-
ulated with a smaller time step.
In the refinement step, deviations to the precomputed
paths still occur. This can be improved by a local opti-
misation step. The new nodes are optimised to minimise
the summed distance to the precomputed steps. After
the refinement process, SA with a low initial tempera-
ture can be used again. For further optimisation, Local
Random Search is used.
7 Results
To demonstrate the methods presented in the previous
sections, we provide initial simulation results to analyse
the feasibility of controlling a Lagrangian float in More-
ton Bay, Queensland, Australia.
7.1 Trajectory Control in Shallow Bays -
RWQM
A series of simulations were conducted to evaluate
the feasibility of controlling the final destination of a
vertically-actuated Lagrangian float in a shallow, highly
dynamic environment; Moreton Bay. Using the method-
ology described in Section 6 and the extended ocean fore-
cast model described in Section 4.2, a case study was
devised whereby a float was commanded to move from
one point of the bay to a southerly point over a period
of 10 days, by use of only vertical (buoyancy) control.
Figure 7(a) shows an example simulation with no con-
trol applied to the float over a period of 10 days. As
can be seen, the float follows the tidal cycling, and only
moves in an easterly direction due to an underlying cir-
culating current. After 10 days of drifting, the float
made little progress towards the prescribed goal loca-
tion. Figure 7(b) shows the resulting trajectory when
the vertical position of the float is altered by use of the
control strategy and optimisation presented in the pre-
vious sections. Here the path was terminated when the
float reached a predefined distance from the goal loca-
tion. The graph presented in Figure 7(c) shows a time
history of the bathymetry (black line) and commanded
float depth (blue line) of the controlled mission.
Through multiple simulations, the trajectory planner
was found to reliably produce feasible paths with the
limiting factor being the number of days the simulation
was allowed to run. This allowed the results shown in
Figure 7 to be extended to achieving multiple successive
waypoints allowing gross trajectory control of drifters
within Moreton Bay. It is hypothesised that application
of the methods presented here would allow for a drifting
AUV to remain within the bay for months at a time.
8 Conclusions
At the outset of this paper, we posed the question, ”Can
you control the motion of a Lagrangian float?” The pre-
sented study leads us to answer Probably.
We have provided a necessary condition on the func-
tions defining ocean current with respect to depth for
the controllability of a Lagrangian float. These strict
conditions can be relaxed to the more general result pre-
sented in Proposition 1. We presented an analysis of
the accessibility sets guaranteed by both Lemma 2 and
Proposition 1. Data presented from Proposition 1 imply
that broad controllability of a Lagrangian float is pos-
sible, under the assumption that the time required to
change depth is negligible with respect to the duration
of the proposed deployment time.
The control theory presented in Section 3 is validated
via the simulation results presented in Section 7. In the
presented results, we show that by simply controlling
the operational depth of a float, we can guarantee broad
(a) The uncontrolled trajectory (black line) over a
10-day period.
(b) The optimal depth-controlled trajectory (black
line) from start to goal using predicted water cur-
rents over a 10-day period.
(c) The time history of bathymetry at the float location (black
line) and commanded float depth (blue line)
Figure 7: Simulation of a drifter control experiment in
Moreton Bay.
controllability results, such as navigating from one loca-
tion to another, or remaining within a given region for
a long period of time. These results motivate field trials
to further validate the control theory and path planning
methods presented in this study.
8.1 Future Work
The results presented here hold as long as we allow the
float to move vertically through the water column un-
inhibited; this is not actually the case. Thus, a model
for the vertical motion of a float needs to be incorpo-
rated into the theory presented in Section 3 to provide
a more precise prediction on the locations of control-
lability. Coupling this with a temporal analysis of the
variability of the percentage of the region where a float
can be controlled will provide valuable information for
preparing for field deployments.
The simulation results presented in Section 7.1 provide
ample motivation for performing field trials. For deploy-
ment of floats within shallow, coastal zones (depth less
than 50 m), such as Moreton Bay, there will be a com-
promise between endurance and depth cycling capabil-
ity. To this end, a new float system is currently under
development. The aim is to design a vehicle that can ex-
ploit the controllability results presented here by moving
vertically through the water column, and which has the
ability to remain on deployment to capture the residence
time of the bay (∼ 3 months). This system would prop-
erly assess the validity of the hypothesis presented at the
end of Section 7.1.
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