A search for charmless three-body decays of B 0 and B 0 s mesons with a K 0 S meson in the final state is performed using the pp collision data, corresponding to an integrated luminosity of 1.0 fb −1 , collected at a centre-of-mass energy of 7 TeV recorded by the LHCb experiment. Branching fractions of the B 0 (s) → K 0 S h + h − decay modes (h ( ) = π, K), relative to the well measured B 0 → K 0 S π + π − decay, are obtained. First observation of the decay modes B 0 s → K 0 S K ± π ∓ and B 0 s → K 0 S π + π − and confirmation of the decay B 0 → K 0 S K ± π ∓ are reported. The following relative branching fraction measurements or limits are obtained
B(B 0 s → K 0 S K ± π ∓ ) B(B 0 → K 0 S π + π − )
Introduction
The study of the charmless three-body decays of neutral B mesons to final states including a K . However, the loop diagrams that dominate the charmless decays can have contributions from new particles in several extensions of the Standard Model, which could introduce additional weak phases [3] [4] [5] [6] . A time-dependent analysis of the three-body Dalitz plot allows measurements of the mixing-induced CP -violating phase [7] [8] [9] [10] . The current experimental measurements of b → qqs decays [11] show fair agreement with the results from b → ccs decays (measuring the weak phase β) for each of the scrutinised CP eigenstates. There is, however, a global trend towards lower values than the weak phase measured from b → ccs decays. The interpretation of this deviation is made complicated by QCD corrections, which depend on the final state [12] and are difficult to handle. An analogous extraction of the mixinginduced CP -violating phase in the B 0 s system will, with a sufficiently large dataset, also be possible with the B 0 s → K 0 S K ± π ∓ decay, which can be compared with that from, e.g.
Much recent theoretical and experimental activity has focused on the determination of the CKM angle γ from B → Kππ decays, using and refining the methods proposed in Refs. [ 
LHCb, the first step towards this physics programme is to establish the signals of all the decay modes. In particular, the decay modes B 0 
Detector and dataset
The measurements described in this paper are performed with data, corresponding to an integrated luminosity of 1.0 fb −1 , from 7 TeV centre-of-mass pp collisions, collected with the LHCb detector during 2011. Samples of simulated events are used to estimate the efficiency of the selection requirements, to investigate possible sources of background contributions, and to model the event distributions in the likelihood fit. In the simulation, pp collisions are generated using Pythia 6.4 [19] with a specific LHCb configuration [20] . Decays of hadronic particles are described by EvtGen [21] , in which final state radiation is generated using Photos [22] . The interaction of the generated particles with the detector and its response are implemented using the Geant4 toolkit [23] as described in Ref. [24] .
The LHCb detector [25] is a single-arm forward spectrometer covering the pseudorapidity range 2 < η < 5, designed for the study of particles containing b or c quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector (VELO) surrounding the pp interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip detectors and straw drift tubes placed downstream. The combined tracking system provides a momentum measurement with relative uncertainty that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c, and impact parameter resolution of 20 µm for tracks with high transverse momentum. Charged hadrons are identified using two ring-imaging Cherenkov (RICH) detectors [26] . Photon, electron and hadron candidates are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers.
Trigger and event selection
The trigger [27] consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, which applies a full event reconstruction. To remove events with large occupancies, a requirement is made at the hardware stage on the number of hits in the scintillating-pad detector. The hadron trigger at the hardware stage also requires that there is at least one candidate with transverse energy E T > 3.5 GeV. In the offline selection, candidates are separated into two categories based on the hardware trigger decision. The first category are triggered by particles from candidate signal decays that have an associated cluster in the calorimeters above the threshold, while the second category are triggered independently of the particles associated with the signal decay. Events that do not fall into either of these categories are not used in the subsequent analysis.
The software trigger requires a two-, three-or four-track secondary vertex with a high sum of the transverse momentum, p T , of the tracks and significant displacement from the primary pp interaction vertices (PVs). At least one track should have p T > 1.7 GeV/c and χ 2 IP with respect to any primary interaction greater than 16, where χ 2 IP is defined as the difference in χ 2 of a given PV reconstructed with and without the considered track. A multivariate algorithm [28] is used for the identification of secondary vertices consistent with the decay of a b hadron. The events passing the trigger requirements are then filtered in two stages. Initial requirements are applied to further reduce the size of the data sample, before a multivariate selection is implemented. In order to minimise the variation of the selection efficiency over the Dalitz plot it is necessary to place only loose requirements on the momenta of the daughter particles. As a consequence, selection requirements on topological variables such as the flight distance of the B candidate or the direction of its momentum vector are used as the main discriminants.
The K The B candidates are formed by combining the K 0 S candidates with two oppositely charged tracks. Selection requirements, common to both the Long and Downstream categories, are based on the topology and kinematics of the B candidate. The charged B-meson daughters are required to have p < 100 GeV/c, a momentum beyond which there is little pion/kaon discrimination. The scalar sum of the three daughters' transverse momenta must be greater than 3 GeV/c, and at least two of the daughters must have p T > 0.8 GeV/c. The impact parameter (IP) of the B-meson daughter with the largest p T is required to be greater than 0.05 mm relative to the PV associated to the B candidate. The χ 2 of the distance of closest approach of any two daughters must be less than 5. The B candidates are then required to form a vertex separated from any PV by at least 1 mm and that has χ 2 must be greater than 30 mm. Multivariate discriminants based on a boosted decision tree (BDT) [30] with the AdaBoost algorithm [31] have been designed in order to complete the selection of the signal events and to further reject combinatorial backgrounds.
The z axis points along the beam line from the interaction region through the LHCb detector.
events and upper mass sidebands, 5420 < m K 0 S π + π − < 5866 MeV/c 2 , in the data are used as the signal and background training samples, respectively. The samples of events in each of the Long and Downstream K 0 S categories are further subdivided into two equally-sized subsamples. Each subsample is then used to train an independent discriminant. In the subsequent analysis the BDT trained on one subsample of a given K Two different figures of merit are used to optimise the selection requirements, depending on whether the decay mode in question is favoured or suppressed. If favoured, the following is used
where S (B) represents the number of expected signal (combinatorial background) events for a given selection. The value of S is estimated based on the known branching fractions and efficiencies, while B is calculated by fitting the sideband above the signal region and extrapolating into the signal region. If the mode is suppressed, an alternative figure of merit [32] is used
where the signal efficiency (ε sig ) is estimated from the signal simulation. The value a = 5 is used in this analysis, which corresponds to optimising for 5σ significance to find the decay. This second figure of merit results in a more stringent requirement than the first. Hence, the requirements optimised with each figure of merit will from here on be referred to as the loose and tight BDT requirements, respectively. The fraction of selected events containing more than one candidate is at the percent level. The candidate to be retained in each event is chosen arbitrarily.
A number of background contributions consisting of fully reconstructed B meson decays into two-body Dh or ccK Particle identification (PID) requirements are applied in addition to the selection described so far. The charged pion tracks from the K 0 S decay and the charged tracks from the B decay are all required to be inconsistent with the muon track hypothesis. The logarithm of the likelihood ratio between the kaon and pion hypotheses (DLL Kπ ), mostly based on information from the RICH detectors [26] , is used to discriminate between pion and kaon candidates from the B decay. Pion (kaon) candidates are required to satisfy DLL Kπ < 0 (DLL Kπ > 5). These are also required to be inconsistent with the proton hypothesis, in order to remove the possible contributions from charmless b-baryon decays. Pion (kaon) candidates are required to satisfy DLL pπ < 10 (DLL pK < 10).
Fit model
A simultaneous unbinned extended maximum likelihood fit to the B-candidate invariant mass distributions of all decay channels is performed for each of the two BDT optimisations. In each simultaneous fit four types of components contribute, namely signal decays, crossfeed backgrounds, partially-reconstructed backgrounds, and combinatorial background.
Contributions from B 
, which are the same for B 0 and B 0 s decay modes; the ratio of Long over Downstream widths, which is the same for all decay modes. These assumptions are made necessary by the otherwise poor determination of the width of the suppressed mode of each spectrum. The other parameters of the CB components are obtained by a simultaneous fit to simulated samples, constraining the fraction of events in the two CB components and the ratio of their tail parameters to be the same for all double-CB contributions.
Each selected candidate belongs uniquely to one reconstructed final state, by definition of the particle identification criteria. However, misidentified decays yield some cross-feed in the samples and are modelled empirically by single CB functions using simulated events. Only contributions from the decays
Other potential contributions are neglected. The relative yield of each misidentified decay is constrained with respect to the yield of the corresponding correctly identified decay. The constraints are implemented using Gaussian priors included in the likelihood. The mean values are obtained from the ratio of selection efficiencies and the resolutions include uncertainties originating from the finite size of the simulated events samples and the systematic uncertainties related to the determination of the PID efficiencies.
Partially reconstructed charmed transitions such as
with a pion not reconstructed, are expected to dominate the background contribution in the lower invariant mass region. Charmless backgrounds such as from
The normalisation of all such contributions is constrained with Gaussian priors using the ratio of efficiencies from the simulation and the ratio of branching fractions from world averages [29] . Relative uncertainties on these ratios of 100%, 20% and 10% are considered for charmless, charmed, and radiative and 
Determination of the efficiencies
The measurements of the branching fractions of the B
where ε sel is the selection efficiency (which includes acceptance, reconstruction, selection, trigger and particle identification components), N is the fitted signal yield, and f d and f s [35] .
Three-body decays are composed of several quasi-two-body decays and non-resonant contributions, all of them possibly interfering. Hence, their dynamical structure, described by the Dalitz plot [36] , must be accounted for to correct for non-flat efficiencies over the phase space. Since the dynamics of most of the modes under study are not known prior to this analysis, efficiencies are determined for each decay mode from simulated signal samples in bins of the "square Dalitz plot" [37] , where the usual Dalitz-plot coordinates have been transformed into a rectangular space. The edges of the usual Dalitz plot are spread out in the square Dalitz plot, which permits a more precise modelling of the efficiency variations in the regions where they are most strongly varying and where most of the signal events are expected. Two complementary simulated samples have been produced, corresponding to events generated uniformly in phase space or uniformly in the square Dalitz plot. The square Dalitz-plot distribution of each signal mode is determined from the data using the sPlot technique [38] . The binning is chosen such that each bin is populated by approximately the same number of signal events. The average efficiency for each decay mode is calculated as the weighted harmonic mean over the bins. The average weighted selection efficiencies are summarised in Table 1 and depend on the final state, the K 0 S reconstruction category, and the choice of the BDT optimisation. Their relative uncertainties due to the finite size of the simulated event samples vary from 3% to 17%, reflecting the different dynamical structures of the decay modes.
The particle identification and misidentification efficiencies are determined from simulated signal events on an event-by-event basis by adjusting the DLL distributions measured from calibration events to match the kinematical properties of the tracks in the decay of interest. The reweighting is performed in bins of p and p T , accounting for kinematic correlations between the tracks. Calibration tracks are taken from D * + → D 0 π + s decays where the D 0 decays to the Cabibbo-favoured K − π + final state. The charge of the soft pion π + s hence provides the kaon or pion identity of the tracks. The dependence of the PID efficiency over the Dalitz plot is included in the procedure described above. This calibration is performed using samples from the same data taking period, accounting for the variation in the performance of the RICH detectors over time.
Systematic uncertainties
Most of the systematic uncertainties are eliminated or greatly reduced by normalising the branching fraction measurements with respect to the B 0 → K
The remaining sources of systematic effects and the methods used to estimate the corresponding uncertainties are described in this section. In addition to the systematic effects related to the measurements performed in this analysis, there is that associated with the measured value of f s /f d . A summary of the contributions, expressed as relative uncertainties, is given in Table 2 .
Fit model
The fit model relies on a number of assumptions, both in the values of parameters being taken from simulation and in the choice of the functional forms describing the various contributions.
The uncertainties linked to the parameters fixed to values determined from simulated events are obtained by repeating the fit while the fixed parameters are varied according to their uncertainties using pseudo-experiments. For example, the five fixed parameters of the CB functions describing the signals, as well as the ratio of resolutions with respect to B 0 → K 0 S π + π − decays, are varied according to their correlation matrix determined from simulated events. The nominal fit is then performed on this sample of pseudoexperiments and the distribution of the difference between the yield determined in each of these fits and that of the nominal fit is fitted with a Gaussian function. The systematic uncertainty associated with the choice of the value of each signal parameter from simulated events is then assigned as the linear sum of the absolute value of the mean of the Gaussian and its resolution. An identical procedure is employed to obtain the systematic uncertainties related to the fixed parameters of the ARGUS functions describing the partially reconstructed backgrounds and the CB functions used for the cross-feeds.
The uncertainties related to the choice of the models used in the nominal fit are evaluated for the signal and combinatorial background models only. Both the partially reconstructed background and the cross-feed shapes suffer from a large statistical uncertainty from the simulated event samples and therefore the uncertainty related to the fixed parameters also covers any sensible variation of the shape. The B 0 s decay modes that are studied lie near large B 0 contributions for the K
The impact of the modelling of the right hand side of the B 0 mass distribution is addressed by removing the second CB function, used as an alternative model.
For the combinatorial background, a unique slope parameter governs the shape of each K 0 S reconstruction category (Long or Downstream). Two alternative models are considered: allowing independent slopes for each of the six spectra (testing the assumption of a universal slope) and using a linear model in place of the exponential (testing the functional form of the combinatorial shape). Pseudo-experiments are again used to estimate the effect of these alternative models; in the former case, the value and uncertainties to be considered for the six slopes are determined from a fit to the data. The dataset is generated according to the substitute model and the fit is performed to the generated sample using the nominal model. The value of the uncertainty is again estimated as the linear sum of the absolute value of the resulting bias and its resolution. The total fit model systematic uncertainty is given by the sum in quadrature of all the contributions and is mostly dominated by the combinatorial background model uncertainty.
Selection and trigger efficiencies
The accuracy of the efficiency determination is limited in most cases by the finite size of the samples of simulated signal events, duly propagated as a systematic uncertainty. In addition, the effect related to the choice of binning for the square Dalitz plot is estimated from the spread of the average efficiencies determined from several alternative binning schemes. Good agreement between data and the simulation is obtained, hence no further systematic uncertainty is assigned.
Systematic uncertainties related to the hardware stage trigger have been studied. A data control sample of
s decays is used to quantify differences between pions and kaons, separated by positive and negative hadron charges, as a function 
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of p T [27] . Though they show an overall good agreement for the different types of tracks, the efficiency for pions is slightly smaller than for kaons at high p T . Simulated events are reweighted by these data-driven calibration curves in order to extract the hadron trigger efficiency for each mode, propagating properly the calibration-related uncertainties. Finally, the ageing of the calorimeters during the data taking period when the data sample analysed was recorded induced changes in the absolute scale of the trigger efficiencies. While this was mostly mitigated by periodic recalibration, relative variations occurred of order 10%. Since the kinematics vary marginally from one mode to the other, a systematic effect on the ratio of efficiencies arises. It is fully absorbed by increasing the trigger efficiency systematic uncertainty by 10%.
Particle identification efficiencies
The procedure to evaluate the efficiencies of the PID selections uses calibration tracks that differ from the signal tracks in terms of their kinematic distributions. While the binning procedure attempts to mitigate these differences there could be some remaining systematic effect. To quantify any bias due to the procedure, simulated samples of the control modes are used in place of the data samples. The average efficiency determined from these samples can then be compared with the efficiency determined from simply applying the selections to the simulated signal samples. The differences are found to be less than 1%, hence no correction is applied. The calibration procedure is assigned a systematic uncertainty. The observed differences in efficiencies are multiplied by the efficiency ratio and statistical uncertainties from the finite sample sizes are added in quadrature.
Results and conclusion
The 2011 LHCb dataset, corresponding to an integrated luminosity of 1.0 fb −1 recorded at a centre-of-mass energy of 7 TeV, has been analysed to search for the decays B
− are observed for the first time. The former is unambiguous, while for the latter the significance of the observation is 5.9 standard deviations, including statistical and systematic uncertainties. The decay mode Fig. 4 . Some structure is evident at low K
A 90% confidence level (CL) interval based on the CL inferences described in Ref. [39] is hence placed on the branching fraction for this decay mode.
Each branching fraction is measured (or limited) relative to that of
The ratios of branching fractions are determined independently for the two K 0 S reconstruction categories and then combined by performing a weighted average, excluding the uncertainty due to the ratio of hadronisation fractions, since it is fully correlated between the two categories. The Downstream and Long results all agree within two standard deviations, including statistical and systematic uncertainties. The results obtained from the combination are
The measurement of the relative branching fractions of
− are in good agreement with, and slightly more precise than, the previous world average results [8, 10, 11, 17, 29, 40, 41] . Using the world average value, B(B [4] Y. 
