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Abstract
The miniaturization of projection technology recently reached a point where battery
powered pico-projectors can be carried in ones pocket. These projectors not only allow
for mobile stand-alone devices but also the integration into other devices. These new
class of devices allow to create ad-hoc mobile projected displays everywhere. Until
today this development is mainly technology driven. While projector phones – smart-
phones with integrated projector – are available, the fact that they are mainly hand-held
devices, present a variety of challenges for application and interaction techniques, for
the mobile projected display they provide.
In this thesis we enable spatial interaction with mobile projected displays to over-
come the current technological driven approaches. We contribute by investigating the
following three different directions: Applications exploiting spatial features; Analysis
of spatial alignment of mobile projected displays; and Interaction techniques exploiting
spatial memory techniques. Through the development and evaluation of applications
and interaction techniques that rely on spatial features we exploit the users spatial
memory and allow mobile projected displays to become a valuable addition of our
current mobile devices.
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Kurzfassung
Die Miniaturisierung der Projektor Technologie hat ku¨rzlich ein Level erreicht, das es
ermo¨glicht batteriebetriebene Pico-Projektoren in der Hosentasche zu transportieren.
Diese Projektoren ko¨nnen nicht nur als eigensta¨ndiges Gera¨t existieren, sondern auch
in andere Gera¨te integriert werden. Diese neue Gera¨teklasse erlaubt es u¨berall ad-hoc
mobile Displays zu projizieren. Bis zum jetzigen Zeitpunkt ist diese Entwicklung allerd-
ings hauptsa¨chlich technologiegetrieben. Auch wenn Projector Phones – Smartphones
mit integriertem Projektor – verfu¨gbar sind, die Tatsache das es sich um in der Hand
gehaltene Gera¨te handelt , resultiert in einer Reihe von Problemen fu¨r Applikationen
und Interaktionstechniken fu¨r die mobilen projizierten Displays die diese erzeugen.
In dieser Arbeit ermo¨glichen wir Ra¨umliche Interaktion mit mobilen projizierten
Displays um die Probleme der aktuell technologiegetriebenen Ansa¨tze zu u¨berwinden.
Dazu tragen wir durch die Untersuchung der folgenden drei Richtungen bei: Applika-
tionen die ra¨umliche Merkmale verwenden; Analyse der ra¨umlichen Ausrichtung von
mobilen projizierten Displays; und Interaktionstechniken die das ra¨umliche Geda¨chtnis
benutzen. Durch die Entwicklung und Evaluierung von Applikationen und Interak-
tionstechniken die auf ra¨umlichen Merkmalen basieren, kann das ra¨umliche Geda¨chtnis
des Benutzers ausgenutzt werden, so dass mobile projizierte Displays eine wertvolle
Erga¨nzung zu den aktuellen Mobilgera¨ten werden ko¨nnen.
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”I have never listened to anyone who criticized my taste in space travel,
sideshows or gorillas. When this occurs, I pack up my dinosaurs and leave
the room.” Ray Bradbury [31]
ii
Fu¨r Stine und Jakob.
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1Introduction
1.1 Motivation
In recent years mobile phones transformed into multi-purpose devices. These so called
smartphones allow the user to install new applications and are able to solve compli-
cated computational problems while being on the go. In terms of memory and com-
putational power they are already quite close to their desktop counterparts. Besides
their computational power they also incorporate advanced sensors such as accelerom-
eters, gyroscopes, GPS receivers, and high-resolution cameras that are not prominent
in today’s desktop computers. Especially in terms of display resolution and pixel den-
sity current high-end smartphones even outperform desktop computers and notebooks
(e.g. the 2013 Apple MacBook Pro Retina 13” has with 227ppi [94] a lot smaller pixel
density compared to the Samsung Galaxy S4 with 441 ppi [77]). Even though these
displays have the potential to display a lot of content at the same time, the information
displayed needs to retain a certain size to stay perceivable. This also marks the biggest
drawback of current smartphones. To maintain a small and mobile form-factor the
maximum display-size is limited and with that the amount of information that can be
displayed as well. The current high-end smartphones reach display sizes of up to five
inches. This reflects the demand of the users for bigger displays that allow to explore
more content at the same time. The display size can not increase much more because
otherwise the device would loose its mobility and would be considered a tablet. These
are, due to their size, mainly used at home [153]. Smartphones are devices that can
access nearly all of mankind’s information but are not able to display them properly.
1
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This leaves the user with the need to scroll, pan and zoom to holistically explore the
information on the display.
To overcome these problems researchers have developed several techniques to ease
the process of panning and zooming [68, 120, 135]. Besides these interaction-based ap-
proaches other technical solutions might even be more promising. One approach would
be to increase the accuracy of the touch screen using user-specific touch models [211].
This allows the user to interact with the smallest perceivable object on the screen ac-
curately. But still it would not solve the problem of the minimum size that is needed
to allow the content to be perceivable. Increasing the screen real estate using multiple
displays that are connected, e.g. with hinges, is one possibility. The Kyocera Echo [51]
is such a multi-display device. It connects two 3.5 inch screens with hinges in such a
way that it is small and pocketable when folded together but can be transformed to a
large screen device as well. Flexible Displays that are bendable, rollable, or even fold-
able would allow a mobile device to be small while having a large screen [110, 181, 209].
On the one side this flexibility can be used as a mean of input [110, 115, 199, 209] as
well as output [73, 181]. On the other side this flexibility also comes with the draw-
back of not being rigid, which can be straining especially for larger display sizes. The
flexibility might require more than one hand to hold the device which leaves the user
with no hand free for interacting with it. Furthermore flexible display technology is
still experimental and while flexible-OLED displays still produce to much heat to be
usable as phone displays, flexible E-Ink displays have very slow refresh rate of up to
2hz [73] which is not suitable for interactive media such as movies or games.
Not only the field of mobile phones has made several advantages in the last years.
Projection technology also made significant progress. Besides becoming cheaper and
more powerful, today’s LED based projectors became so energy efficient that they can
be operated using a battery. In combination with the advances in miniaturization, pro-
jectors have become small enough so that they can be carried in one’s pocket. These
so called pico-projectors not only allow for mobile stand-alone projectors but also the
integration into other devices. This possibility sparked the development of new classes
of devices that allow to create ad-hoc displays everywhere. The range of devices with
integrated projectors include camcorders [52], tablets [59], phones [76], and even toys
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Figure 1.1: Samsung Galaxy Beam - The Samsung Galaxy Beam was one of the first
commercially available projector phones [76].
that create multi-touch enabled displays for gaming [66]. PMA Research predicts that
the in 2015, 58 million pico projector units will be shipped [4].
The combination of a pico-projector and a smartphone - also called projector phone
(compare Figure 1.1) - allows to generate a projected display with increased size, ev-
erywhere while being on the go. Every brighter surface can be utilized to project on it
and with that allows the user to create a personal display in varying surrounding and
for different use cases.
It has been argued that this technology is only a transitional solution to a reality
with ubiquitous display wallpapers where the content can be controlled by e.g. the
phone of the user [50]. An increasing amount of displays will over time become part
of our everyday life including unwanted effects such as advertising [154]. It is expected
that in 2015, 22 million public displays will be deployed [195] but it is questionable
whether we ever reach a future in which we will have display wallpapers everywhere.
Firstly we are limited by already existing artefacts and buildings that we don’t want
to, or are not allowed to change (e.g. historical buildings). Secondly natural resources
might be too limited to allow for such a holistic deployment. There will always be
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situations where we either don’t want to install displays permanently or where we have
technical limitations that simply prevent such installation.
With all the above mentioned limitations of foldable or rollable displays and nat-
ural resources being to sparse for a holistic deployment of display wallpapers, mobile
projection is a very valid alternative to create interactive displays while being on the
go. One extra ordinary example that highlights the capabilities and the flexibility of
projector phones is the case of the 33 Chilean miners that on August 5th 2010 got
trapped in a copper mine for over two months. Due to the very small connection tube
that was used to exchange food and water with the stuck miners it was not possible
send down large electronic gadgets. Therefore Samsung send down an early Galaxy
Beam [76] Prototype that contained a recording of the recent World Cup game of Chile
against Ukraine [65]. Of course the dark environment of the mine reduced some of
the limitations of current mobile projectors, such as low brightness, but still the small
device allowed 33 miners to watch the soccer game on a large sized screen.
Mobile projection technology will have and already has had a major impact on
the field of Ubiquitous Computing. The paradigm of Ubiquitous Computing was first
defined by Mark Weiser and describes the next wave of post desktop computing de-
vices [212], in which the computing power is slowly integrated into our everyday objects.
As Weiser formulates it, these computers ”... weave themselves into the fabric of ev-
eryday life until they are indistinguishable from it” [212]. As we already reached this
paradigm, we interact with a variety of hidden computers already today, e.g. in our car.
According to Weiser we will see new and different device classes emerging. He separates
between three different sizes of devices. The first one, called Tab, is a hand-held tiny
computer [208]. The second one, which he calls Pad, is a computer with a display in the
size of a normal notepad [103]. And lastly Weiser envisioned a large scale interactive
surface class called Board [63]. To explore these concepts in more depth Weiser and
his team developed prototypes of these classes during the mid-90s which can be seen in
Figure 1.2. As of today such device classes are now all commercially available: current
Smartphones represent the Tab class; Tablet computers such as the iPad resemble the
Pad class and with the increasing number of large-scale public displays becoming avail-
able the Board category is represented in our everyday life as well. Beside technical
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challenges in creating these devices the main problem lies in the interaction with them.
While for Tab and Pad sized devices touch interfaces and stylus input have been proven
to be efficient and useful, the ideal input for Board sized devices is rather unclear and
a lot of research lately especially focuses on combining smartphones and large scale
displays [28, 29].
Figure 1.2: Xerox PARC Tab, Pad & Board - The devices classes developed by Xerox
PARC ranged from: Tab-Sized (left) [208], over Pad-Sized (center) [103], to Board-Sized
(right) [63]. Images taken from [156].
The most interesting part about Weisers device classes is that they can not be
applied to projector phones. On the one side this devices resembles a hand-held device
in the size of a Tab, but on the other side the integrated projector seamlessly allows
to create ad-hoc displays in Pad- or Board-size if needed. Depending on distance and
available projection surface a projector phone can blend between different display sizes
and with that between different device classes. Naturally this comes with the need for
novel interfaces. A direct-touch based user interface would for example not be possible
if the projection is out of the users reach. Therefore we need to explore new interaction
techniques that take the distance between the user and the projection as well as the
environmental surroundings into account.
1.2 History of Interaction with Projection Devices
Mobile projection has been employed for entertainment purposes since the 17th cen-
tury [83]. The laterna magica or magic lantern, first mentioned in 1646 [111], was
a fully mobile device that was able to project images on to surfaces, therefore it is
the rightful predecessor of current pico projectors. A small mirror behind an ambient
light source (in the past mainly candles, later also oil lamps and electric light bulbs),
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allowed to focus the light through a transparent film towards a magnifying lens which
then allowed to project the cone of light onto a nearby surface. The content that is
on the transparent film is then magnified and projected onto the surface. Since all
these elements were contained in one single device (compare Figure 1.3) that could be
held by hand or worn on a belt [214], the laterna magica can be seen as the rightful
predecessor of todays’ pico projectors. If the drawbacks, such as the generated heat
and its weight, are neglected, they already provided many of the same affordances of
current mobile projectors as well.
Figure 1.3: Laterna Magica - Blue print of a laterna magica. The light of the lamp is
bundled in the mirror and creates a light cone through the transparent film and projects
it contains onto a surface [83].
Besides the possibility to project on a flat surface, often also smoke or steam was
used as a projection surface [83]. This allowed to create illusions in the style of holo-
grams. Additionally to the creation of such magical illusions and entertainment (com-
pare Figure 1.4), the laterna magica has also been employed for educational and scien-
tific purposes e.g. to project astronomical diagrams [83].
The animation of the content has been realized in several ways with these devices.
One possibility was to have a slideable element that contains multiple images that
resemble an animation (e.g. a sprinting horse). If this element is moved fast and
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accurate enough it can create the same illusion as todays’ movies. Another way of
animating the content with the laterna magica was to move the device itself. As
already mentioned these devices were mobile and with this capable of also creating
moving imagery. Furthermore it was also possible to create the illusion of animation by
occluding certain parts of the projected image before it can reach the projection surface
and with that dynamically change the projected content. By hiding and showing parts
of the image the viewer gets the impression of animation, very similar to a shadow play
(or shadow puppetery). This concept also has been taken up as a form of interaction
for pico-projectors lately [53], which is also presented in more detail in Chapter 3.
Figure 1.4: Projection of a Laterna Magica - These devices have been used for simple
entertaining plays or educational purposes. In this drawing a person showing different slides
can be seen. [72]
A detailed analysis on interaction techniques for the laterna magica and similar his-
toric projection devices can be found in [214]. The development of the Laterna Magica
emphasizes the fascination that light and moving images can have on the human mind.
With the capabilities of todays’ projector phones this fascination can be extended to
new limits in nearly all environments as the aforementioned example of the 33 Chilean
miners emphasizes as well [65].
This fascination that projected light sparks, is also present in science fiction. For
example the famous R2D2 from the Star Wars movie trilogy was capable of not only
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capturing holographic images but also projecting them. As can be seen in Figure 1.5,
R2D2 was envisioned to project a hologram without any projection surface. Even
though the problem of creating holographic projections is not yet solved, approaches
exist to create very similar illusions [137].
Figure 1.5: R2D2 Hologram Star Wars - The autonomous robot creating a three
dimensional hologram [210].
1.3 Problem Statement
As by today, the development of mobile projectors is mainly driven from a technologi-
cal side. With the advancing miniaturization of projection technology, the integration
of such mobile projectors into other devices became possible. Since the availability of
large personal projected displays seems a promising idea, manufacturers created prod-
ucts such as smartphones or video cameras that allowed to create mobile projected
displays. Unfortunately they so far did not take the user’s demands and needs into ac-
count. This form of technological colonialism [62] does not exploit the full capabilities
that mobile projected displays may offer. One example for this is represented through
the Samsung Galaxy Beam [76]. From a technical point the device featured a sufficient
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projection brightness, size and computational power but from an interaction and appli-
cation view the device had several drawbacks. The projected display was only leveraged
as a mean of output that tried to mimic static projectors. For example no API existed
that would allow to create third party applications that e.g. show different content
on the projected and on the physical display of the device. This limits the overall use
cases drastically as third party developers only were able to mirror the image that was
shown on the device’s display.
In order to design enjoyable and successful interaction techniques and applications
for such mobile projected displays, we need to gather an understanding of how users
perceive the display in the space around them. Although one might think that such mo-
bile projected displays can be researched as a stand-alone display, this is not the case.
The environment, in which the projected display is situated in, is the main influencing
factor. As the projector is mobile we have a variety of pre-conditions that decide about
applicability of interaction techniques and applications compared to current desktop
computer interactions. Besides privacy issues that arise in certain environments, also
the physical properties of the projection surface is important. To enable mobile pro-
jected displays, some sort of suited projection surface in the environment of the user
has to be available. Additionally the user is not limited in his movements. If the user is
walking while holding the mobile projector and projecting, the quality and the context
of the projection surface will vary. Therefore the space around the user is one of the key
factors of mobile projected displays. To understand the interaction between the user
and the space around him we have to investigate how he perceives his surroundings.
Especially it is important to understand how the user derives his model of the current
environment. This requires to understand how users create their spatial memory. To
gather the needed insight we need to address the following problems:
• How can we categorize different types of spatial memory? First of all
we need to create a basic understanding of how humans generate and organize
their spatial memory. If we want to built interaction techniques and applications
that successfully adapt to the surroundings of the user, this point is essential.
• How do users perceive the mobile projected display across varying
contexts? Another crucial factor of mobile projected displays it to spawn ex-
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pertise about how users perceive them. Especially in combination with a second
significant smaller display coupled to the projection unit.
• How can spatial memory aid interaction with mobile projected dis-
plays? When moving through the environment while creating mobile projected
displays it is important to incorporate the character of the environment when
interacting with the displays. In which way this can be accomplished is so far not
fully explored.
• How can applications for mobile projected displays leverage the user’s
spatial memory? Not only the interaction techniques need to take the envi-
ronment into account. The applications should be designed in a manner that
follow the characteristic of the environment. So far the design of applications for
mobile projected displays where use-case driven and spatial characteristic have
been neglected.
Even though current mobile projectors already reached high resolutions, for exam-
ple the AAXA P300 is capable of projecting in HD 1200x800 resolution [200], they are
still limited in terms of brightness. Although the power consumption has been signifi-
cantly reduced in recent years, the current maximum brightness for a battery powered
projector is around 160 lumens [200]. This limits possible use cases, as they can only
be used in darker environments and not in bright daylight. It is expected that with
further technology advancements this drawback can be reduced and the brightness can
be increased to an acceptable form. In this thesis we neglect the current technological
limitations of brightness and power consumption as they are expected to be solved by
the manufacturers in the near future. The focus of this thesis is to create meaningful
interaction techniques and applications for such future projection devices.
To lay the foundation for exploiting the full capabilities of mobile projected displays,
this thesis addresses the problems mentioned above in the now following way.
1.4 Research Questions
The goal of this thesis is to enable spatial interaction with mobile projected displays
to overcome the current technological-driven approaches. We will present applications
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and interaction techniques that exploit the possibilities of such displays. Therefore the
research conducted in the course of this thesis is split into three different directions.
After laying the theoretical background in terms of spatial memory development and an
in-depth analysis of types of projected displays and existing interaction techniques, we
will first investigate possible applications that take the characteristics of the environ-
ment into account. Next we will present an analysis of spatial alignment of projected
and physical displays. Afterwards we will examine spatial interaction techniques that
suit mobile projected displays. In the course of this thesis we thereby answer the
following research questions:
• How can the full capabilities of mobile projected displays be exploited
through spatial features? Besides an understanding of the users spatial mem-
ory we need to investigate suitable interaction techniques for different spatial
environments. Additionally, design guidelines that allow applications to adapt to
spatial features are needed.
• What are the design requirements of future projector phones that
allow for spatially aware applications? As current projector phones do not
allow seamless integration of the projected display into the environment we need
to identify hardware- and system designs to make this possible.
• How to align the projected display to support the user? Current pro-
jector phones provide the user with two displays, on the one side the physical
display of the device and on the other side the mobile projected display. How
such displays need to be spatially aligned is essential to leverage the full potential
of the combination of these displays.
• What are suitable spatial interaction techniques for mobile projected
displays? Besides adaptable applications, spatial interaction techniques are
needed to make mobile projected displays interactive. Therefore we need to adapt
and evaluate existing techniques from mobile and desktop computing to the new
setting. Furthermore novel techniques that utilize the special characteristics of
mobile projected displays are required.
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1.5 Methods & Approach
This thesis follows a User-Centered Design [148, 166, 207] approach for our theoret-
ical, as well as for experimental contributions. Due to the technical limitations de-
scribed above and the small distribution of projector phones, an in-the-wild [44, 176]
or Appstore-based [88] research approach is currently not possible. Therefore this thesis
draws from findings through laboratory studies. Even though this limits the generaliz-
ability of our findings, we tried to involve an as diverse as possible set of users for our
studies. Since the user is, in terms of interaction and exploration of space, the main
influencing factor for mobile projected displays we decided to choose this approach.
Through high-fidelity prototypes [166] and expert design sessions [148] we ensure to
meet the needs and demand of the users in our studies. This is further established
through several feedback loops and consecutive appliance of prior findings throughout
the thesis. We are convinced that this approach allows us to generate the knowledge
needed to design interfaces that allow meaningful interaction with mobile projected
displays which incorporate the space around the user.
For our studies we therefore rely on two kinds of factors: The first one is qualitative
factor of User Experience (UX) in terms of acceptability and perceived effort [1, 10].
The second kind are quantitative measures such as task performance or error rate as
they are by today common in the field of Human Computer Interaction (HCI) [166].
With this, we aim to gain a holistic insight on user interaction with mobile projected
displays.
1.6 Contributions
The goal of this thesis is to enable spatial interaction with mobile projected displays
to convert them into a valuable addition to our current mobile devices. The mobile
projected displays enable a variety of applications to explore large scale-content. To de-
velop such interactive mobile projected displays, this thesis contributes in the following
three areas:
• Theoretical contributions: Up to now the usage of the term spatial memory in
the field of HCI is rather diverse. We classify existing approaches and knowledge
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from the field of spatial cognition into micro- and macro spatial memory. This
allows characterization of interaction techniques more fine-grained. Furthermore
we present a classification of projected displays based on their mobility. Moreover
we also classify possible interaction techniques with such as well. Additionally
we developed a novel analysis technique for investigating the effects of spatial
separation of mobile displays. By adopting mobile eye-tracking analysis we were
capable of getting a deeper inside in the behaviour of users when interacting with
mobile displays.
• Technical contributions: To enable interaction with mobile projected displays
novel ways of sensing are needed. Since the variety of possible environments in
which these displays can be created is not predictable, we can not rely on sensing
techniques in the environment. Therefore we need novel sensing methods that are
incorporated in the device itself. In this thesis we present two new methods for
tracking direct touch interaction with a mobile projected display. Furthermore we
present a sensor-fusion approach for creating a dynamic peephole. Additionally
we present advanced technical solutions to create augmented reality applications
for mobile projected displays. These techniques allow a seamless fusion of the
projected display with the environment around the users.
• Design contributions: In terms of the design of interaction with projected dis-
plays we contribute on three different areas. First we investigate suited hardware
designs that enable augmented reality applications. Secondly our investigations
of different alignments of mobile displays contribute to a set of design guidelines
for such combinations of displays. Our analysis shows that current alignments
(as can be seen in Figure 1.1) do not cope with the users demands. Finally we
present the design of suited interfaces for mobile projected displays that exploit
the users spatial memory.
1.7 Outline of this Thesis
The remainder of this thesis is structured as follows. The second chapter presents the
theoretical foundation for this thesis. Besides a definition of Augmented Reality, we
present our categorization of micro- and macro spatial memory. After this theoretical
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background we categorize the existing interaction techniques from the related work in
the field of mobile projection. Additionally we also outline a typification of projected
displays based on their mobility. Afterwards we will present the design of spatial aware
applications for mobile projected displays from the field of augmented reality. This
section is followed by an analysis of spatial alignment of mobile projected displays and
physical mobile displays. In addition to this, we also present with the SurfacePhone
a specific system applying these findings. Next, we present and evaluate two different
techniques for application switching and pointing interaction. As a concluding system,
in Chapter 7 we then present the implementation and evaluation of a system that incor-
porates the prior findings. The thesis concludes by summarizing the main contributions
of this thesis and identifying future work.
The majority of the work that is presented within this thesis was carried out in
collaboration with researchers and students from different institutions. For this reason,
the scientific plural we is used throughout the thesis. All URLs are treated as references
and have been last visited on the 15th of April 2014.
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In this chapter, the theoretical background for this thesis is presented, focusing on aug-
mented reality (AR) as well as memory and communication techniques that are based
on spatial relationships. After a definition of the term Augmented Reality (AR), we
will outline the relevance of AR for Ubiquitous Computing and especially for mobile
projection. Even though this thesis is rooted in the field of HCI, AR is a very promising
type of application for mobile projection devices as it represents the perfect blend of a
projected display and the reality. This requires applications that are highly spatially
aware, which is one of the main contributions of this thesis. Other areas that will be
touched can not only be found in the next chapter but they will also be presented and
discussed throughout the thesis where necessary.
Besides AR, in this chapter we will discuss memory and communication techniques
that have a spatial component and will be applied in this thesis. As already discussed
in the introduction, the space around the user and its surfaces are of high importance
for mobile projection. Therefore it is necessary to get a basic understanding of how the
human cognition builds up its spatial memory and how we can appropriately exploit
this to create novel mobile projection based interfaces. By combining theories from
spatial cognition, cognitive psychology and physiology, we derive the concept of micro-
and macro spatial memory. Additionally, we will also present the concept of Proxemics
and how it can be employed for mobile projections scenarios. Proxemics is a concept
of spatial relationships, which is rooted in social sciences.
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Finally this chapter will present the concept of dynamic and static peephole interac-
tion. Dynamic peephole interaction in particular provides a very natural and effective
way to explore large scale content on mobile devices.
2.1 Augmented Reality
At this point we would like to define Augmented Reality and subsequently give an
overview of how AR displays can be created. Furthermore, we will give a short overview
of possible application scenarios. An in-depth discussion of AR applications can addi-
tionally be found in the related work chapter as well as in Chapter 4.
2.1.1 Definition
Azuma defines the term Augmented Reality as the extension of user’s the field of view
of a user onto the reality through digital information [5]. Through partial augmentation
of the user’s viewport, a fusion of the digital and real world is possible. This allows
to create systems that allow the user to always have digital information connected to
corresponding real world objects. If supported by the system, it would also enable the
user to interact and explore these information in a more natural way [24]. According
to Azuma the following requirements have to be fulfilled in order to generate an AR
system [5]:
• Combines real and virtual
• Is interactive in real time
• Is registered in three dimensions
In contrast to virtual reality, which tries to let the user emerge in a newly established
virtual world, AR does not create a fully new reality for the user. Milgram does describe
AR as the transition phase between the users real world and a virtual reality [145].
2.1.2 Augmented Reality Displays and Application Examples
To establish the overlay described above, over the user’s reality, Bimber and Raskar
distinguish between five different spatial layers where a display can be created that
would allow for AR [24]. The first two layers are established by attaching a device to
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Figure 2.1: Layers for AR Display - The five different layers where an AR display can
be created, starting from the retina of the user and ending on the object itself. [24]
the users head. These create a display either directly on the retina of the user or very
close to the eye, e.g. to the display of Google Glass [96]. The third layer would be the
display of a hand-held mobile device, such as today’s smartphones. Overlays that are
created on a display, which is moveable and closely mounted to the object would be the
fourth layer. The last layer would be to display the information directly on the object.
Bimbar and Raskar envision here to use a projector [24] that can either be attached
to the user, hand-held, or placed in the environment. All these display types and their
alignments can be seen in Figure 2.1.
We will now give a short overview of applications for head-attached, hand-held and
spatial-optical see-through AR displays. Further examples of AR applications for mo-
bile projection devices can be found in the next chapter as well as in Chapter 4.
Head-attached Displays For the head-attached AR displays one has to distinguish
between a Retinal- and Head-Mounted Display (HMD). Retinal displays project the im-
age using low power lasers directly onto the retina of the user [24]. This allows for high-
17
2. THEORETICAL BACKGROUND
Figure 2.2: Human Pacman - On the left side the players equipped with an HMD can
be seen, on the right side the view of players is shown. [49]
contrast images but these devices are still in a very early stage of development [213].
Until now only one commercial product exists, the Brother Air Scouter [32]. HMDs on
the other side are currently gaining a momentum towards market introduction. Even
though Google Glass is not yet commercially available, it is set to be released as a
mass market product in 2014 [96]. Additionally, a variety of different HMDs have been
announced to become available in 2014 as well. For HMDs, we have to distinguish
between a video see-through and optical see-through. For the video see-through HMD,
the video signal of a view-aligned camera of the real world including the overlay is
shown on a non transparent display. The optical see-through HMD on the other side
shows the overlay on a semi-transparent layer (e.g. a transparent LCD) so that the user
can see the real world through the display as well [24]. An optical see-through HMD
comes at the cost of lower brightness and a slightly blurred image of the real world.
For single user scenarios such HMDs are perfectly suited for AR. They present one
of the best, easiest and most natural ways to experience AR. For multiple users, this
would require an increased amount of hardware, as each user would need an HMD. One
classic example for this would be the Human Pacman application by Cheok et al. [49].
Human Pacman is an AR adaption of the classic PAC-MAN game using HMDs. The
players have to ”eat” virtual points that are shown as an overlay on the HMD, as can
be seen in Figure 2.2. To track the players, Cheok et al. used GPS [49].
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Figure 2.3: WikEye - An AR map interaction application, showing additional informa-
tion to Points of Interest on a map. [86]
Hand-held Displays As today’s smartphones are often equipped with a camera,
they allow to track physical marker-less objects and with display sizes reaching 4.7”,
they are well suited to present the AR overlay. To achieve this, the physical object is
tracked using the video signal and afterwards augmented with additional information
before it is presented on the screen. This allows to create AR at arm-reach [24]. Even
though these displays have the advantage that they can easily be observed by multiple
users synchronously, they are still limited in size and come at the expense of one hand
being occupied all the time. One compelling scenario is for example to augment static
paper maps with digital information [86]. Even though at the time of publication of
their work, completely marker-less tracking was technically not possible on a mobile
device, the markers used are almost non perceivable. The static paper map in this
scenario is automatically annotated with Wikipedia content, which shows how new
natural user interfaces can help to explore digital content easily as it can be seen in
Figure 2.3.
Spatial Displays Bimber and Raskar define spatial AR displays as a technology that
is not bound to the user and rather bound to the objects itself. These are meant to be
augmented and that are integrated into the environment [24]. Also, they distinguish
between two different ways; in the first variant, the alignment of the camera that
captures the real world and the display is irrelevant. For the second variant, the
display works as an overlay over the real world showing the digital information. An
example for the first variant would be the ARToolKit where the desktop computer
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Figure 2.4: Fraunhofer IGD Spatial Displays - A spatial display deployed in the
Allard Pierson Museum in Amsterdam that showed additional information for several ex-
hibits [93].
display acts as viewport to the real world while the camera is free to decide on the real
world aperture [105]. For the second variant the display can be moved and it shows
the excerpt of the reality that is behind the display. One example for this would be
the application developed by the Fraunhofer IGD [93]. They deployed several of those
displays in the Allard Pierson Museum in Amsterdam that could be turned around
and showed additional information for exhibits behind the display (as can be seen in
Figure 2.4).
2.2 Spatial Memory
As discussed in the introduction, the space around the user of a mobile projection device
is of high importance. Without a suited projection surface there is no way of creating
such a projected display. Additionally, the advantage of a mobile projected display is
the fact that it is not bound to one surface. Moreover, it is from high importance to
understand how the users perceive their environment and derive a model from it. This
knowledge can be exploited to allow for advanced interaction with the display as we
will also see in the Chapters 5, 6 and 7.
Montello stated that the size of space is a perceptual problem [150]. To ease com-
munication about space he defined four different sizes of space that vary in the amount
of locomotion required to explore them.
20
2.2 Spatial Memory
• The first space is called the Vista space. It is characterized by the possibility of
being apprehended completely from a single view point. In our characterization
of micro and macro spatial memory, it would be reflected in the micro spatial
memory. But in Montello’s concept of space, it also includes complete rooms that
could be apprehended without locomotion or even whole areas such as a valley
that could be explored from e.g. a plateau. The Vista space is the most relevant
space for HCI and the Spatial User Interface community as it reflect the typical
interaction space that is investigated.
• The next bigger space size is called the Environmental space, and it characterizes
a space that can not be apprehended without a significant amount of locomotion.
Furthermore such spaces require time and repetitive explorations to be completely
apprehended. An example for the Environmental space would be a city where
only through consecutive exploration a complete spatial model can be store in
the human mind.
• The third space is the largest and is called the Geographical space. It is char-
acterized by the fact that it can not be apprehended by locomotion and must
be learned from symbolic representations. Examples for such spaces would be
countries or continents.
• The last type of space is the largest and smallest space at the same time. Mon-
tello defines the Figural space as a space that represents a larger space such as
the Geographical space as either a 2D (Pictural space) or 3D (Object space) rep-
resentations that are significantly smaller than the Vista space. The Pictural
space consists, as the name suggests, of 2D representations such as maps while
the Object spaces would cover small scale models.
One might suspect that current desktop interfaces would be covered by the
Pictural space but Montello explicitly states that they are not covered in this
space [150]. In later publications Montello acknowledges that acquisition of spa-
tial memory is also possible through virtual channels and to some extent follows
the Figural space memory learning [151]
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This space classification is very crucial to understand how humans create their spa-
tial memory. But one has to keep in mind that, when it comes to computing interfaces,
often either the Vista space or the Figural space are applied to create spatial memory.
The Vista space is of special importance as we move forwards to the age of Ubiquitous
Computing [212] and the users are more frequently confronted with an interface that is
distributed in their environment. The exploration of such interfaces and recalling where
certain user interface elements are hidden will therefore become a task that requires
spatial memory of one’s surroundings, as classical interface guidelines are not applica-
ble in such environments. Furthermore, larger areas are nowadays often explored using
digital maps and other applications that are presented to the user on mobile devices.
This means that also the Figural space is presented to the user frequently on our com-
puting devices. These examples outline the importance of space size and classification
for current computing devices.
To cope with these different space sizes’ we introduce at this point the novel concept
of micro- and macro spatial memory, bringing together the results of the field of spatial
cognition and other working memory techniques. In current HCI literature the term
spatial memory is very broadly used for nearly every memory technique that somehow
is connected to space or maps. Not only does the HCI literature often neglect spatial
cognition findings, the term spatial memory is arguably also misused at some points.
The interdisciplinary field of spatial cognition is concerned about how the human mind
acquires, manages and retrieve information about the space around the human and its
environment. As these investigations normally focus on room- to city-sized environ-
ments we classify the findings as macro spatial memory. Other memory techniques that
are e.g. bound to the human body are categorized as micro spatial memory.
The chosen terminology is based on the micro- and macro-navigation distinction
introduced by Stahl et al. [192]. They defined macro-navigation as follows: ”Macro-
navigation is concerned with tasks, in which the navigational goal is beyond the user’s
perception of the current environment, in the sense that the user has to move through
the environment to reach their destination, which requires route and survey knowledge
about the environment.” [192]. Similar to that we define macro spatial memory as
spatial memory that requires locomotion to acquire this memory, while micro-spatial
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memory can be acquired without a change of the viewport. Here the current desktop
computing metaphor presents a special case. Even though the screen can be perceived
completely without a change of the users viewport, exploring all information avail-
able requires to navigate through different windows or multiple sceens and with that
a special type of digital locomotion. This problem has been investigated from spatial
cognition as well as from an HCI standpoint [150, 202]. Furthermore there is a whole
research corpus on navigational behaviour in virtual reality. As this thesis is neither
focussing on virtual reality nor on interfaces for desktop computing, we will neglect
these areas for now.
At this point we now want to present several concepts of how humans develop their
macro - and micro spatial memory. We by no means make any claims that this overview
is complete. The selected techniques presented here are either applied in this thesis or
can be applied in interface design.
2.2.1 Macro Spatial Memory
We classify macro spatial memory as the memory that the user captures of his envi-
ronment through locomotion. Our classification of macro spatial memory would start
with the further away Vista space such as bigger rooms, and everything larger in Mon-
tello’s definition of space [150]. The concepts of how we develop this spatial memory
are based on the findings in the field of spatial cognition. At this point we would like to
refer to the overview of McNamara [143], which presents one of the most comprehen-
sive overviews of current findings on how humans perceive and organize their spatial
memory. Based on McNamara’s findings we outline how humans organize and acquire
their macro spatial memory and present one of the most often utilized techniques for
short term spatial memory acquisition called snapshot matching.
2.2.1.1 Macro Spatial Memory Acquisition
According to McNamara humans organize their macro spatial memory in four sub-
categories:
1. Object-Place Knowledge - the memory about landmarks, which represent one
of the most important features for human navigation [167]. Landmarks can for
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Figure 2.5: Psychogeographic Guide of Paris - A map created by the Situationists
that consist of different areas that are perceived as neighbourhoods and the connections
between them [58].
example be specific buildings such as the Eifel Tower or other unique objects or
natural formations. They can help locate one self roughly but do not allow you to
generate specific navigational aids. For example on vacation in Paris, one might
be able to see the Eifel Tower from one’s hotel room but this will not help in
finding one’s hotel when being at most other locations in the city, even though
one might be able to see the Eifel Tower.
2. Route Knowledge - is the memory that allows humans to navigate a certain
route along known landmarks. They, by default, are categorized as a sequence of
landmarks with no metric relationships between them. Route knowledge is often
used for example to give navigational instructions to strangers such as ”drive
down this street until you see a big blue building, then you have to turn left”. In
this example the big blue building would be the landmark as it separates itself
from the environment enough to be helpful when navigating.
3. Environmental Shape Knowledge - not only do shapes represent important fea-
tures to recognize landmarks [167], the Environmental Shape Knowledge repre-
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sent the part of spatial memory that over time builds up connections and relations
between known landmarks.
4. Survey Knowledge - over time humans add to the Environmental Shape Knowl-
edge further euclidean features that allow the human to create a cognitive map
of the environment. The Survey Knowledge allows to create routes that one has
not travelled before and are not build on a sequence of landmarks.
As it becomes clear from these memory types, humans build up their knowledge
over time, mostly through locomotion or maps. Starting from fragmented knowledge
(Object-Place Knowledge) such as landmarks, humans tend to build a slightly distorted
memory of their environment, in thich they try to align the known fragments in a more
ideal form such as 90 ◦ angles [143]. With further exploration this distortion transforms
into a more accurate cognitive map. Furthermore, McNamara especially stresses that
humans generate a hierarchical order of this memory where more important parts for
navigation are higher arranged than less important parts. Special for this order is, that
it is neutral to the personal appreciation for the specific part. One might even consider
ugly buildings or the stadium of a rival football club from high importance in this order
even though one has negative feelings connected to it [143]. A depiction of this evolu-
tion can be seen in Figure 2.5. Even though it was created by the Situationists [58], a
group that rather focussed on psychological aspects of cities, it still is a very accurate
representation of how humans first develop a memory of fragmented places and over
time connect those places to a larger cognitive map.
The way humans organize and generate their spatial memory can be applied to in-
terface design as well. One example would be the design of menus, where the user first
generates an understanding which control element is associated with which menu item,
before he starts memorizing the actual spatial position of the control element [8]. When
designing spatial user interfaces, the construction of spatial memory is an important
point and should follow the idea of landmarks as described above. This has already
been successfully applied in HCI for example in [174]. Robertson et al. presented a
document management sytem, which allowed users to place documents at arbitrary
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positions on an inclined plane in a 3D desktop environment. This way, users could
align applications and locate them again by using 3D spatial memory.
2.2.1.2 Snapshot Matching
One of the oldest techniques of human navigation that has been investigated is the so
called Snapshot Matching or View-based Navigation [48]. For this technique humans
memorize landmarks along a route based on specific ”Snapshots”. If one tries to recall
the way back, one simply minimizes the discrepancy between saved images and the cur-
rent view. By repeating this minimization process while walking along the route, one
can safely navigate back. Well suited elements in the environment for such snapshots
can either be the skylines or close by static objects. The technique is also known to be
applied by insects such as ants to navigate between the anthill and a point where e.g.
the food is located [61].
Naturally, this behaviour can be observed in interaction with computing interfaces
as well. If a user tries to recap the navigational path through for example a complex
website, one tries to re-establish the positions one observed during the first exploration
of the website. Of course, more distinct features that act as landmarks can help when
navigating through multi media content [202]. For the future design of spatial user
interfaces this particular effect should be exploited as well by providing elements that
allow for snapshot matching.
2.2.2 Micro Spatial Memory
We classify micro spatial memory as the memory that the user generates about his body
and the space around his body that he can reach with his extremities. In Montello’s
definition of space this would be covered by the Vista space but does not cover the com-
plete Vista space [150]. This does not only include techniques where the body functions
as a memory - and gesture aid but also techniques where physiological properties of
the body are exploited. Compared to the macro spatial memory these techniques are
independent from the users environment as they are only based on the user’s body and
its posture. While for the macro spatial memory a learning phase is always required
this is not necessarily the case for the here defined micro spatial memory. Even though
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some techniques only exploit the human body for an easier learning phase, micro spa-
tial memory also includes physiological attributes of the human body that are often
underutilized in our every-day life [168]. Even though a variety of memory techniques
exist [7] that could be classified as micro spatial memory, we only want to focus at this
point on those that have been employed in this thesis to the field of mobile projection.
Those are namely the method of loci and kinaesthetic cues.
2.2.2.1 Method of Loci
The method of loci, which is also called Memory Palace, Journey Method or Roman
Room, is an ancient method that helps memorizing information using visualization.
Those kinds of memory techniques that allow to retain information are in general called
mnemonic devices [17]. The goal of mnemonics is to transform information into a shape
that the human brain can more easily store and retrieve them as in their orignial form.
According to Levin et al. the transition into a more suited form can already aid the
transformation into the persons long-term memory [116]. Examples for such transfor-
mations would be the conversion from lists into an auditory form such as poems or
memorable phrases. Additionally mnemonics can also be used in visual or kinaesthetic
forms.
The method of loci is such a visual form and additionally one of the oldest memory
techniques known to mankind. It has been proven to be used already by the ancient
Roman and Greek [228] successfully. The method of loci is applied in the following
way:
1. The user memorizes a layout of a room, building, street, or something comparable
2. The user associates discrete locations in these spaces with the information he
wants to retain by thinking of distinct features
3. The user ”walks” through the space and by thinking of the features the memory
gets activated
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By combining spatial locations and its relationship with other type of information, the
relationships and order help structuring the novel information. It is particularly useful
for unrelated information [116, 160].
Instead of memorizing a specific building or other locations, the user can also apply
this technique to his own body. By touching specific locations the memory effect can be
additionally extended through the haptic cues [160]. A classic example for this would
be memorizing the number of days in each month of the year using one’s knuckles.
Each knuckle represents a month with 31 days while the gaps in between represents
the months with less days.
The method of loci using the user’s body as interface has been successfully applied
for mobile interaction. A¨ngesleva¨ et al. presented an evaluation of possible areas of
the body that are suited to act as memory aids [2]. Strachan et al. then built on top
of their findings a gesture recognition system that would detect if the user is touching
the corresponding body parts [194]. They created an example music player applica-
tion that realized these features. Closely related to this is also the work of Chen et
al. which explored on- and around body interactions with mobile devices [47]. They
identified three different patterns from the related work, Body-Centric Digital Content
Storage/Retrieval, Body-Centric Digital Shortcuts and Body-Centric Controls. All of
these patterns are either based on method of loci or on kinaesthetic cues (which are
discussed below). Chen et al. exploited the method of loci very similar to Strachan et
al. [194] for connecting either control elements or information with body locations.
In this thesis we employ the Roman Room variant of the method of loci. As it is
specific to objects in one room we employ the semantic features of real world objects
to mobile applications. For example connecting a paper based calendar to a calendar
application on one’s phone. The approach is described in more detail in Chapter 7.
2.2.2.2 Kinaesthetic Cues
In 1887, Bastian coined the term kinaesthesia, which refers to the human ability to
sense orientation and current movement of one’s limbs around the body [12]. The
kinaesthetic sense of the human body is capable of sensing these orientation without
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Figure 2.6: Micro Spatial Memory HCI Applications - Two HCI applications based
on micro spatial memory. On the left the analysis of suited body parts to utilize the method
of loci by A¨ngesleva¨ et al. [2] and on the right the Virtual Shelves application that uses
the kinaesthetic senses to easily trigger controls around the user. [119]
visual feedback. Mainly responsible for this remarkable capacity are muscle spindles
and skin stretch receptors in our limbs. Current research suggests that the human body
has two separate senses; one to sense the limb position and another sense for current
movement. A more holistic overview from a physiological and neuropsychological point
has been developed by Proske and Gandevia [168].
Compared to our other senses such as vision or hearing, we as humans are not
really aware of the capabilities of our kinaesthetic senses. Even though this senses exist
genetically, we rarely make use of them. Therefore it cannot be anticipated that we
can make full use of its possible capabilities. Compared to vision, current research
suggest that we need to train this sense as well [168]. Even though the kinaesthetic
sense might be degenerated over time and we would have to relearn to make use of full
its capabilities, to some extend, we can still make use of it. Li et al. showed that even
untrained users can easily differentiate between 7 regions on the theta and 4 regions on
the phi plane around the user [119]. They further developed an application that would
allow to automatically start applications or trigger certain music tracks by pointing in
a distinctive direction (as can be seen in Figure 2.6). Similar results were also found
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by Tan et al. [198], as they showed that using kinaesthetic cues increases spatial recall.
We also successfully employed this technique in a standard mobile setting as well as in
a mobile projection setting. More details about this can be found in Chapter 6.
2.2.3 Discussion
This section is meant to give a rough introduction into how users acquire and organize
their spatial memory. Even though by no means we make any claims that this overview
is complete, it presents several techniques that we will apply in the course of this
thesis. Through the distinction between macro- and micro spatial memory, it enables to
combine the findings from spatial cognition as well as other working memory techniques
and physiological features of the human body. We hope that this distinction can help
other researchers to be more precise when applying the concept of spatial memory to
the field of HCI.
2.3 Proxemics
Figure 2.7: Mobile projection in the different proxemic regions. - Initmate
(green), social and consultative (yellow) and public (red).
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One of the main influencing factors when interacting with hand-held mobile pro-
jection devices is that size and position of the projected display is always coupled to
the device and its motions. Even though there are approaches for decoupling the pro-
jection orientation from the device orientation [42], the distance from the device to the
projection surface would still be a crucial aspect even in these cases. Depending on the
distance, it is expected that people would be willing to show different content - e.g.
if they are able to shield the projection with their body from passersby’s they could
project personal information [133]. Furthermore, different distances would allow and
even require the usage of different interaction techniques.
Especially for AR applications the orientation and distance between the user and
the object that should be augmented are always important factors. In most cases these
information are only used for the tracking of the object. With mobile projection, the
created AR overlay is significantly different from the magic lens approach, since it is
visible for everybody. Therefore, if personal information is taken into account to create
the overla,y it is possible that this information is revealed easily. Since this is normally
not favoured by users, applications have to adapt to these situations. We propose to
use the knowledge about the spatial relationship between the projection surface and
the device as a key indicator for spatially aware applications.
The concept on how to exploit social spatial relationships - so called proxemics - as
interaction techniques into ubiquitous computing scenarios was introduced by Ballen-
dat et al. [9]. They showed how device movement between discrete proxemic regions
can control and influence applications using a prototypical media player. Their con-
cepts originated from Edward Hall‘s theory of interpersonal spatial relationships that
he called proxemics [81] (compare Figure 2.7). Hall distinguished between four different
regions that connect physical distance to social distance, the intimate-, the personal-,
the social and consultative space and the public space. These regions can be seen in
Figure 2.7 adapted to a mobile projection scenario. The intimate space is the closest
”circle” around a person and the entry into this space is only acceptable for close friends
and intimates. Their personal space is suited for interactions among close friends and
family members. The social space is defined as the space in which people feel comfort-
able conducting routine and social interactions with acquaintances as well as strangers.
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The public space is the area in which interactions are perceived as impersonal or anony-
mous. The proxemic zones would all be incorporated in Montello’s Vista space [150].
It is difficult to give exact distances for theses regions, since they are perceived
differently depending on the culture. Since the distance between the device and the
projection surface can be sensed, it would be easy to include these proxemic regions
into future spatially aware applications for mobile projected displays. In a way the
projection unit itself already acts according to proxemics, since constrained by the dis-
tance the possible projection size changes. It should be kept in mind when designing
applications that require a high resolution that this is only possible when the mobile
projector is relatively close to the projection surface. With increasing distance to the
projection surface the projection size becomes bigger and easier readable for uninvolved
passersbys.
While Ballendat et al. focussed on the implications of the user being in different
zones [9], we focus on the projection being moved to different zones. In projection
based applications this is where the information is revealed. This idea is closely related
to the approach of Vogel and Balakrishnan [206]. When moving the projected display
closer to the user or further away from him, the interaction technique will be changed
automatically to the most suited one. Additionally, the presented information will
change. General information that are of interest for everybody or not meant to kept
private can be shown in every proxemic region. Personal information on the other
hand would only be shown in the intimate zone. Here the user is close enough to
the projection to shield it. The following imaginable application exemplifies it more
deeply: MuseoLight is an AR application for a projector phone that allows projecting
information about a specific exhibit in a museum besides and on the exhibit. When
the user is a couple of meters away, the projection would show information like date
of creation or highlight specific parts of the exhibit that are commonly accepted to be
of interest. But when the user is only a couple of centimetres away from the exhibit
the projection shows a note left by the user’s partner or highlights a region for a
more personal reason. Since the user is closer to the projection surface, the projected
information is smaller and he is able to shield the projection from uninvolved visitors
and with that, he can create his small personal sphere.
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2.4 Dynamic - and Static Peephole Interaction
Figure 2.8: Dynamic - and Static Peephole Interaction - a) Static peephole: The
viewport position is fixed while the information space is moved behind the viewport. b)
The information space is fixed while the viewport is moved in front of it [34].
The exploration of large-scale content such as websites or maps is one of the most
common tasks on today’s smartphones. On current smartphones, this task is typically
handled using a static peephole [70]. This means that the content that is presented
on the display is only a zoomed clipping of a complete workspace. Thus, the display
provides access to a larger virtual workspace behind a limited viewport. To be able to
explore the complete workspace, it can be moved, e.g. by scrolling or panning whereas
the viewport stays fixed. As can be seen in Figure 2.8 a. An analysis of this interaction
method by Guiard et al. [79] shows that the navigation time increases when the view
size is reduced. While modern mobile phones such as Apple’s iPhone rely on direct ma-
nipulation user interfaces [191] - possible through the touch screen - these techniques
are not feasible in all cases for interaction with mobile projected displays. Due to the
distance that the user has to bring between him and the projection surface to create
a projection from suitable size, he might not able to reach projection with one of his
extremities.
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To overcome this problem, Fitzmaurice [70] introduced the concept of the so-called
dynamic peephole. In this technique, the viewport is physically moved above the virtual
workspace that is static with respect to an external frame of reference (see 2.8 b). By
the help of a spatially-aware display, it is detected which part of the virtual workspace
has to be shown. The sensors embedded in current devices such as gyroscopes and
accelerometers would allow such devices to track their relative position and with that
let them become more spatially-aware.
Figure 2.9: Early Peephole Prototypes - Two early prototypes of spatially aware
peephole interactions. Fitzmaurice’s prototype (left) was capable combining real world
objects with digital information [70], while Yee investigated 2D interaction technique [230].
The system developed by Fitzmaurice, called Chameleon, allowed the user to ex-
plore different manipulation techniques for situated 3D information spaces [70]. His
spatially aware prototype allowed the user to explore varying levels of information
based on gestures and movements of the device. Furthermore, it allowed to connect
real world objects and digital information as well, e.g. a paper map as can be seen in
Figure 2.9.
While Fitzmaurice’s prototype focussed on 3D interaction techniques, Yee presented
a 2D spatially aware prototype that allowed for pen input (compare Figure 2.9 right).
Additionally their in-depth analysis showed that a dynamic peephole interaction tech-
nique can provide significant advantage compared to current manipulation techniques.
Lately Ra¨dle et al. conducted a comparative study, investigating the effect of 2D peep-
hole size on task performance [169]. They found that increasing the size above the
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approximate size a projector phone would create, would have a significant effect in
terms of task completion time. Furthermore, to create a mobile projected display a
sufficiently large surface is required. This forbids the display itself to be moved in three
dimensions and limits it to two dimensions as well.
2.5 Summary
In this chapter we presented the theoretical background for the thesis. As one of the
main goals of this thesis is to create applications that allow for seamless integration of
the projected displays with the environment, we discussed the foundations of AR. As
AR presents a merge of the digital - and the real world, it presents the best possible so-
lution to merge a projected display with the real world. Furthermore mobile projection
can provide the most natural and efficient way to create an AR display as the overlay
is directly created on the object. Concepts and system designs for mobile projection
based AR will be investigated in-depth in Chapter 4.
Another main goal of this thesis is to exploit spatial features of the environment
for applications and interactions with mobile projected displays. Therefore we devel-
oped the concept of micro- and macro spatial memory that combines findings from
the field of spatial cognition with physiological and working memory theories. This
enables us to judge spatial interaction techniques in a better way. This knowledge is
applied to interaction techniques in Chapter 6 and 7. Additionally, we present the
concept of proxemics from the field of social science and provide evidence and use cases
where they could be taken into account. In Chapter 7 we present a system that is re-
lying on these social zones to change interaction techniques as well as projected content.
Moreover, we introduced the concept of dynamic - and static peephole interaction.
Dynamic peephole interaction provides a promising technique for mobile projected dis-
plays and will be applied in Chapter 6 and 7. The recent study of Ra¨dle et al. [169]
provides evidence that the size of a projector phone is well suited for dynamic peephole
interaction.
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This chapter provides an understanding, of the research and state-of-the-art on which
this thesis is based. As discussed in the introduction, the work of this thesis is focussing
on interfaces that support spatial interaction with mobile projected displays. We there-
fore will firstly present different types of mobile projected displays and categorize them
based on their mobility. Afterwards we will classify and describe interaction techniques
in detail, that have been applied and partially evaluated for such displays.
3.1 Types of Projected Displays
When it comes to different projected displays we can distinguish between four types
that differ in the amount of mobility they provide: Environmental Projectors, which as
the name suggests are located in the environment, e.g. projectors installed in meeting
rooms; Moveable Projectors which are not fixed in the environment but need to be set
up before operation; Hand-Held and Body-Worn Projectors are fully mobile projectors
that are either held in the hand, e.g. a projector phone, or worn on the body; Self-
actuated Projectors presents the most mobile setting, in which the projector can move
through the environment on its own. This categorization is visualised in Figure 3.1.
3.1.1 Environmental Projectors
Environmental Projectors are characterized by the projection unit being immobile and
therefore fixed in the environment. The most common example for this class would
be projectors that are installed in e.g. meeting rooms. In this case the output – the
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Figure 3.1: Mobility Categories of Projectors - The four different categories aligned,
where the x-axis represents the increasing mobility (from left to right). The subclasses of
Object- and Steerable-Projectors are hybrid classes indicated by the arrows.
projected display – is usually fixed as well. Thereby Environmental Projectors provide
the advantage of a large undistorted projected display.
Still two subcategories exist that are a hybrid between Environmental Projectors
and more mobile classes. The first class is represented by Steerable Projectors where
even though the projector is fixed in the environment, the projected display can be
created at different positions in the environment. This subclass represents a hybrid
between the Environmental Projectors and the Hand-Held and Body-Worn Projectors.
The second subclass are Object Projectors, where the projector is mounted on a move-
able object but the created projected display is limited to this specific object. This
subclass is a hybrid between Environmental Projectors and the Moveable Projectors
class.
3.1.1.1 Steerable Projectors
Steerable Projectors allow, even though the projection unit is mounted in a fixed po-
sition in the environment, to create projected displays at nearly arbitrary positions in
the environment. This capability of Steerable Projectors makes them nearly as power-
ful as Hand-Held and Body-Worn Projectors in their dimensions of freedom to create
displays. Therefore the sub-class of Steerable Projectors represents a hybrid between
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Figure 3.2: Two solutions to create Steerable Projectors - On the left side the
Everywhere Displays approach by Pinhanez where a steerable mirror is positioned on top of
the projector to deflect the projection ray [164]. On the right side the beaMover approach,
where a projector is rested on a moving head to redirection it’s output [35].
the Environmental Projectors and the Hand-Held and Body-Worn Projectors.
Two general solutions exist to create steerable projections, the first one would be to
attach a steerable mirror on top of the projection lens. This has been done by Pinhanez
with the Everywhere Displays [164]. The steerable mirror allowed him to deflect the
projection into the direction of the demanded display. This can be seen in Figure 3.2.
The second possibility is to make the whole projection unit moveable as it is done e.g.
for the beaMover projectors [15]. Similar to a Pan-Tilt-Zoom camera the projector is
mounted on a controllable moving head that can rotate and tilt the projector to a cer-
tain direction controlled through a standard DMX interface (compare Figure 3.2 right).
But both approaches suffer from the same drawback. Since in most cases the projec-
tion is not orthogonally aligned with the projection surface, keystone effects occur. To
circumvent these drawbacks Pinhanez created a method to remove perspective distor-
tion based on a three dimensional model of the environment. In this three dimensional
model the image that should be projected is placed as a texture on the surface where
the projected display should be presented in the real world. Afterwards a virtual cam-
era that shares the same optical parameters as the projector is placed in the model
at the point where the projector is mounted in reality. This camera then takes an
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image of the placed textures. Finally this image is projected. Due to the shared optical
parameters, the image that gets projected appears to be undistorted in the real world.
This approach has two major drawbacks, the first one would be the loss of resolution
as the projection of the undistorted image does not take full advantage of the whole
possible projection size. And the second drawback is the need for a three dimensional
model of the environment. As this is often not available for all environments it makes
this approach less suited for a mobile projector in an unknown environment. Still,
Molyneaux et al. applied a similar approach for Hand-Held and Body-Worn Projectors
based on an ad-hoc created three dimensional model constructed from Kinect depth
data [149].
Figure 3.3: Two applications for Steerable Projectors - On the left side the Every-
where Displays projects standard desktop interfaces [164]. On the right side the Search-
Light highlighting objects [35].
A variety of applications can be enabled through this techniques, apart form the
projection of standard desktop user interfaces [164] (compare Figure 3.3 left), such
projectors can also aid as help for finding objects in the environment [35] (compare
Figure 3.3 right). In the SearchLight example of Butz et al. the three dimensional
model is additionally used to create a map of all objects that can be searched for.
A good overview of possible applications for such steerable projections can be found
in [163]. As for input on the projection these approaches normally rely on computer
vision methods to reduce the instrumentation needed. An additional camera installed
on the projection unit, allows to detect direct touch input by comparing successive
image frames [164].
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3.1.1.2 Object Projectors
The second subclass of the Environmental Projectors are Object Projectors. This cat-
egory is characterized by the fact that the projector and the projected display are
contained completely in one object. This object can be moveable but the projector and
the projected display create an environment and reference system on their own. With
this preconditions, it represents a hybrid class between the Environmental Projectors
and the Moveable Projectors. In contrast to the Moveable Projectors this class does
not require any kind of set up and the projection is not created in the surrounding
environment. Such Object Projectors are only possible through the miniaturization
process described in the introduction.
Figure 3.4: Two Object Projectors prototypes - On the left side an an external multi-
touch screen for mobile phones [205]. On the right side the Microsoft Sphere prototype [21]
Virolainen et al. presented an external multi-touch screen for mobile phones [205].
They envisioned a home use case where the user can place his phone in an object that
contained a projector and a projection screen. This object enables the user to interact
with his phone’s interface on a large-scale multi-touch screen (compare Figure 3.4 left).
The Microsoft Sphere prototype is another example of such self contained Object
Projectors. Benko et al. presented a spherical self-contained projection based display
that allows for direct touch interaction on the spheres surface [21]. Even though the
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mobility of this prototype at that time (2008) was rather limited by the high weight,
current mobile projectors would allow for a smaller and much lighter prototype with
the same capabilities.
Another example for an Object Projector is the Pileus system by Matsumoto and
Hashimoto [138]. The system integrates a projector into an umbrella. The projec-
tion surface of this system is locate at the inside of the umbrella. The user was able
to interact with the projection through either rotation gestures or through a joystick
mounted in the handle of the umbrella. With the PenBook, Winkler et al. presented
a tablet with integrated projector and an Anoto based projection surface [224]. The
Anoto paper allows for easy pen interaction with the projection (compare Figure 3.13).
In this thesis we also present one prototype that represents the subclass of Ob-
ject Projectors. Our prototype, called guitAR [122, 123], consists of a guitar and a
projector mounted on the headstock. The projection surface is in this case the fret-
board. Additionally, we also mention the possibility of creating a similar system using
an Environmental Projector. Further details can be found in Chapter 4.2.
3.1.2 Moveable Projectors
The class of Moveable Projectors is, apart from being mobile, characterized by the
requirement of a surface, on which the projector has to be positioned for usage. Fur-
thermore they require a surface in the environment to project on. They significantly
differ from the Environmental Projectors as they can be set-up ad hoc in many differ-
ent environments. One of the simplest projectors for this kind would be a peripheral
projector for notebooks that can be set-up for meetings spontaneously.
Even more sophisticated examples for such kinds of projectors exist in research as
well as in current commercial products. One of the earliest prototypes are the iLamps
by Raskar et al. [172]. The camera-projector combination of Raskar et al. allowed
to combine a cluster of projectors ad-hoc to one big display using a structured light
approach (compare Figure 3.5). The different projectors, which are connected by WiFi,
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Figure 3.5: iLamps Projection Cluster - A cluster of mobile camera-projector units
combined to one big display [172].
alternately project a pattern that is captured by the cameras that are connected to the
other projectors. By using this method, the relative position of each projected display
can be determined and afterwards combined to one larger display.
With PlayAnywhere, Wilson presented a Moveable Projector approach to augment
surfaces without instrumentation of the environment [218]. Using a short-throw pro-
jector, which allows to create large projected displays from a short distance through a
specific lens-mirror-system, Wilson developed a prototype that allowed to create large
interactive surfaces that even was capable of augmenting documents placed in the pro-
jection area. Through infrared light and two cameras with infrared filters they where
able to track the user’s fingers touching the surface. The PlayAnywhere prototype can
be seen in Figure 3.6.
The PlayAnywhere concept was recently picked up by the Taiwanese company Ur-
Robot and they built a commercial product for kids that incorporates an interactive
projection [203]. Their Robii system is an educational system that allows kids to
learn through a variety of different techniques such as interactive puzzles. The system
employs direct touch interaction as well and can be easily set-up on a variety of dif-
ferent surfaces (compare Figure 3.6). With MobiSpray, Scheible and Ojala presented
a system consisting of a Moveable Projector and a mobile phone that can be set up
spontaneously [185]. After a short calibration phase, multiple users can then utilize
their mobile phone to ”spray” on the calibrated projection canvas.
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Figure 3.6: PlayAnywhere and UrRobot Robii - On the left side the PlayAnywhere
prototype by Wilson [218] and on the right the commercial Robii system based on Wilsons
concept [203]
In the course of this thesis we also present a system that falls into the area of Move-
able Projectors called SurfacePhone [220]. The SurfacePhone is a novel configuration
of a projector phone, which aligns the projector to project onto a physical surface to
allow tabletop-like interaction. The projection is created behind the upright standing
phone and is touch and gesture-enabled. Multiple projections can be merged to create
shared spaces for multi-user collaboration. More details can be found in Chapter 5.2.
3.1.3 Hand-Held and Body-Worn Projectors
Most of the currently developed and investigated prototypes fall in the class of the Hand-
Held and Body-Worn Projectors. This is mainly due to on the evolution of projection
technology as described in Chapter 1. This class is characterized through the fact that
the projector is fully mobile and creates projected displays on either user chosen sur-
faces or on the user itself (e.g. on the user’s arm). The high mobility of this class
comes at the drawback of a perspectively distorted projection. This problem has been
solved through a variety of approaches, ranging from the creation of three dimensional
models following the Everywhere Displays approach [149, 164] to sensor fusion based
approaches [56]. To ensure a more accurate overview, we divide the related work in
this class into two sub-classes. On the one hand we will present hand-held projectors
and on the other hand body-worn projectors.
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3.1.3.1 Hand-Held Projectors
Figure 3.7: Three Applications for Hand-Held Projectors - Left: Object augmen-
tation through the RFIGlamps [16]. Center: Character animation with MotionBeam [216].
Right: Adaptable projections based on ad-hoc generated environmental models [149]
The earliest hand-held prototype was presented by Rapp et al. with their Spot-
Light system [170, 171]. Albeit their prototype not being fully mobile, they presented
a sophisticated system that based on dynamic peephole interaction allowed users to
explore large-scale content. One of the earliest investigations of the effectiveness of
hand-held projectors was conducted by Hang et al. [82]. With their prototype they
were able to show that hand-held projectors can significantly help exploring large-scale
content compared to a standard mobile device. Beardsley et al. investigated early AR
applications for hand-held projections with the RFIG lamps [16]. The successor of the
iLamps [172] enabled augmentation through infrared emitting markers spread through-
out the environment. This can be seen in Figure 3.7. These three prototypes where
not fully mobile but through the miniaturization more sophisticated and fully mobile
prototypes became possible. With MotionBeam, Willis et al. presented a sophisticated
mobile system for character interaction with handheld projectors [216] (compare Fig-
ure 3.7). Their work is based on the tradition of pre-cinema handheld projectors that
they investigated before [214].
Another interesting approach that combined the advantages of Hand-Held and
Body-Worn Projectors and Environmental Projectors was presented by Virolainen et
al. [204]. Their Burn-To-Share prototype allowed for easy sharing of pictorial content
on public surfaces. Therefore the user simply projected a picture with their mobile
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projector on to a surface that is equipped with an Environmental Projector and a cam-
era. The projected image is captured with the camera and when the user switches
off his mobile projector the Environmental Projector would start projecting the before
projected image.
Molyneaux et al. [149] presented a system that is Based on the KinectFusion algo-
rithms [99]. They create an ad-hoc model of the environment with either a hand-held
Kinect-projector unit or several Kinects installed in the environment. This model al-
lows to remove the problem of the distortion and creates a perspectively corrected
projection. Through three different prototypes they explore novel interaction and aug-
mentation techniques of mobile projected displays. A screenshot of the model the
Kinect creates and the undistorted projection can be seen in Figure 3.7. Even though
their prototype represents the technically most sophisticated system today, Molyneaux
et al. did not evaluate their system with users.
Figure 3.8: Multi-User Interaction with Hand-Held Projectors - On the left the
system of Cao et al. merging multiple projections in one information space [38]. On the
right the Side-by-Side system allowing multiple users to interact with multiple projectors
without any instrumentation [215].
Through the decrease in price of mobile projection hardware it became possible to
investigate multi-user scenarios. Cao et al. tracked multiple hand-held projector in
the environment to allow for co-located multi-user interaction [38]. Besides several new
interaction techniques they introduced the concept of merging multiple projections in
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one information space. This can be seen in Figure 3.8. The drawback of their system is
the requirement of the high instrumentation through an expensive Vicon tracking sys-
tem. To circumvent this drawback Willis et al. followed a different approach with their
Side-by-Side system. It is designed for ad-hoc multi-user interaction with handheld
projectors [215] (compare Figure 3.8). The tracking of multiple independent projected
images in relation to each other is accomplished by projecting invisible fiducial markers
through infrared light. Therefore Willis et al. replaced two of the color LEDs in the
projection unit with infrared LEDs.
As this thesis mainly focusses on hand-held projected displays, several explorations
can be found in this thesis as well. While Chapter 5 and 6 present investigations on
perception and spatial interaction concepts, in Chapter 7 we present an approach to
widen the field of mobile projection to a variety of use cases.
3.1.3.2 Body-Worn Projectors
Figure 3.9: Body-Worn Projector Systems - Left: Early investigations of a Body-
Worn Projector by Karitsuka and Sato [104]. Right: The OmniTouch system allowing
unrestricted touch input for a Body-Worn Projector [84]
Karitsuka and Sato [104] presented to the best of our knowledge the earliest Body-
Worn Projector prototype. With a projector mounted over the shoulder of the user
the system allowed for spontaneously created projected displays as can be seen in Fig-
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ure 3.9. Even though at this time, the available projection technology was from a large
size, their system was able to project undistorted images onto with infrared reflected
markers equipped surfaces. Based on a infrared emitting spotlight and a camera the
system was even able to track user input using infrared reflective markers placed on the
fingers of the user. A similar approach was taken up by Mistry et al. [146]. The Wear-
Ur-World system tracked the fingers in front of a projector necklace using coloured
finger caps.
Other possibilities to sense the users input for Body-Worn Projectors have been
investigated by Harrisson et al. [84, 85]. Skinput allowed to interact with a shoulder
worn projector that created a display on the users forearm. To sense the location of
finger taps on the arm and hand Harrisson et al. analysed mechanical vibrations that
propagate through the body. The drawback of Skinput was that the users had to wear
a sensor on the arm. Therefore Harrisson et al. replaced this sensor through a depth
camera that was shoulder worn as well in their OmniTouch system [84]. Besides sens-
ing on-body touch input, the system also is capable of registering touches on arbitrary
flat surfaces. This approach was later extended by Winkler et al. with AMP-D [223].
In contrast to OmniTouch, AMP-D is an ambient information display that constantly
projects information onto the floor in front of the user. If the user perceives something
interesting in the floor projection he can interact with the information through hand-
gestures.
An extensive overview of suited positions for projectors worn on the body based
on the visibility of the projected display, has been presented by Ota et al. [162]. They
conclude that the shoulder is one of the best suited spots for a Body-Worn Projector,
this is in line with most of the aforementioned work.
3.1.4 Self-actuated Projectors
The last class represents the most mobile kind of projectors, the Self-actuated Projec-
tors. Even though the class of Hand-Held and Body-Worn Projectors already represents
fully mobile projectors that except of the projected displays are independent from the
environment, Self-actuated Projectors are going one step further as they are not only
fully mobile but actually can move through the environment on their own. Basically
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this can be done through robotic components that allow the projector to move on its
own without human control either through the air, on land or on water. Such inde-
pendent drones have – especially if they are terrestrial – the advantage that they can
carry a larger projector and other bigger sensor that allow to project undistorted bright
images. This is for Hand-Held and Body-Worn Projectors not always possible as they
have size limitations to be still small enough to be hand-held. So far two different
kinds have been explored, terrestrial Self-actuated Projectors and aerial Self-actuated
Projectors.
Figure 3.10: Keecker Autonomous Robot Projector - The Keecker product design
envisions an autonomous robot that is capable of projecting in-situ needed displays on
nearby surfaces [108].
3.1.4.1 Terrestrial Self-actuated Projectors
The vision of projectors being integrated into robots is quite old. R2D2 from the Star
Wars movie trilogy was capable of projecting holographic images while at the same
time being an autonomous terrestrial robot [210]. The R2D2 idea was recently picked
up by Keecker [108]. Even though currently they only have a design vision (which can
be seen in Figure 3.10), they want to commercialize an autonomous robot that can be
controlled and called using a mobile device.
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3.1.4.2 Aerial Self-actuated Projectors
Besides these autonomous driving robots recently also flying drones with projectors
have been explored. Scheible et al. presented the Displaydrone a mobile projector
mounted on a multicopter [183]. The content of the projection was transferred to a
phone that was connected to the projector. As the multicopter needed to be flown
manually they only carried out an experimental evaluation and obtained first impres-
sions on how the Displaydrone is perceived by the viewing audience. An example of
these projected flying displays can be seen in Figure 3.11. Recently they also replaced
the projector with a physical display, in this case a tablet [187]. Floating Avatar by
Tobita et al. is a prototype that represents a hybrid class between the Self-actuated
Projectors and the Object Projectors [201]. Their system consisted of a flying blimp
with an integrated projector in the blimp corpus. The projector created a projected
display on one surface of the blimp’s corpus. The system is meant to be a used as
a tele-presence system. As the projector and the projection surface are completely
contained in the object, the Flying Avatar system can also be classified as an Object
Projector. Since the blimp was capable of autonomously following other users in the
environment, it also is an instance of the class of Self-actuated Projectors.
Figure 3.11: Flying Self-actuated Projectors - On the left side the Displaydrone of
Scheible et al. [183], on the right side the Floating Avatar system of Tobita et al. [201]
3.2 Interaction Techniques for Projected Displays
At this point we want to review existing interaction techniques for mobile projected
displays. Therefore we focus only on projected displays that are created by Moveable
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Projectors or projectors of even higher mobility. We classify the interaction tech-
niques into six different classes. Compared to the classification introduced by Rukzio
et al. [182] we present two additional classes (Bi-Manual manipulation of Surface and
Projector as well as Around the device interaction) as through current developments
their classification does not cover all possible interaction techniques any more.
When we refer to interaction with mobile projected displays, we consider the pro-
jection to be the output, not a way of triggering actions on other devices. One example
for such a technique would be the work of Schmidt et al. [186] called PICOntrol. They
used light-sensing diodes to remotely control electronic appliances through the light
emitted by a mobile projector. Very similar Hosoi et al. presented with CoGame a
technique to steer a robot by projecting the path in front of it [91]. For our categoriza-
tion of interaction techniques, PICOntrol, CoGame and techniques that are alike, are
not considered. We only focus on techniques that are used as a mean to interact with
the content on the projection itself not the environment or objects placed in it.
For our classification we divide the existing interaction techniques into six categories,
which are the following:
• Direct Interaction on the projection: This class covers all cases where the user is
able to reach the projection with one of his extremities and manipulate it directly.
• Input on the projection device: This class represents techniques where the user
interacts with the projected display through input on the projecting device.
• Movement of the projector : In this case the projected display is controlled through
relative- or absolute movement of the projector.
• Manipulation of the projection surface: Here all techniques are included where
the interaction is triggered through manipulation of the surface that contains the
projected display.
• Bi-Manual manipulation of Surface and Projector : This class incorporates tech-
niques that rely on simultaneous manipulation of the surface where the projected
display is created and the projector itself.
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• Around the device interaction: The last class covers techniques where the interac-
tion is triggered by movements of the user in the vicinity of the projector, without
either touching it or the projected display.
In the following we will present several techniques of the different categories. Some of
the presented techniques have been applied and analysed in this thesis as well.
3.2.1 Direct Interaction on the projection
Interaction techniques covered by the class of Direct Interaction on the projection are
characterized by the fact that the user can reach the projected display with one of his
extremities. This fact allows him to directly manipulate and interact with the content
in the projection. This comes at the drawback that the user has to stand rather close to
the projection. This means in cases of Hand-Held and Body-Worn Projectors that the
projection is limited in size, especially since for current projection units no short-throw
lenses exist.
Figure 3.12: Direct Touch Interaction on the Projection - Left: Karitsuka and Sato
presented a system that employed a infrared reflective finger cap to register touches [104]
Center: Harrison et al. used muscle sensing techniques to detect on body touches [85].
Right: Based on an environmental model Molyneaux et al. identified the position in the
projection the user is touching [149]
The most frequently used technique in this category is the interaction with the
projected display by touching it. One of the earliest systems utilizing a mobile pro-
jector that allowed for touch interaction was presented by Karitsuka and Sato [104].
There implementation employed infrared reflecting finger caps to track the users finger
position relative to the projected display (compare Figure 3.12). The PlayAnywhere
system employed infrared light as well, but Wilson’s finger tracking algorithm is based
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on shadow tracking and did not require the user to wear anything on his fingers [218].
Another system that allowed for interaction in this way was presented by Winkler et
al. [222]. They investigated how a user can interact with the content on his projector
phone during a call by touching the projected display. But their system even employed
an optical tracking system installed in the environment and required the user to have
a marker attached to the finger as well.
With the current advantages in depth camera technologies and the recent commer-
cialization of the Kinect a variety of different algorithms emerged that allow to register
the users touch on the on different objects. One of the most sophisticated algorithms
employing such a depth camera was presented with OmniTouch by Harrison et al. [84].
In their earlier prototype called Skinput they used a different sensing technique relying
on muscle input [85] (as can be seen in Figure 3.12). Of course this sensing technique
only works on the body parts that are equipped with such a sensor and therefore does
not allow to touch projected displays created in the environment. Very similar to Om-
niTouch the systems presented by Molyneaux et al. also allowed for touch input based
on the data of the Kinect depth camera and their environmental model [149]. Their
system can be seen in Figure 3.12.
Figure 3.13: Pen Input on the Projection - Left: Cao and Balakrishnan used a
Vicon tracking system to track projector and pen to allow for intuitive input [37] Right:
The PenBook uses an Anoto pen for interaction on the projection [224]
Another frequently used approach for Direct Interaction on the projection is in-
put through a pen. Pens provide the advantage that they can incorporate markers to
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allow for easy tracking. Additionally writing with a pen is one of the oldest interac-
tion techniques known to man. Cao and Balakrishnan employed this technique using
the Vicon system that also tracked their projectors [37]. This can be seen in Figure 3.13.
In Winkler et al.’s PenBook an Anoto pen was used that allow tracking its own po-
sition on the Anoto paper based projection surface [224] (compare Figure 3.13 right).
Furthermore, with Interactive Dirt McFarlane et al. presented a body-worn system that
allowed for input through a telescopic metal pointer [141]. By equipping the telescopic
pointer with an infrared diode it was possible to track its position on the projection
using a WiiMote.
Even though direct touch and pen input is one of the most compelling interac-
tion techniques as it is quite well known from current devices such as smartphones or
tablets, other direct interaction techniques have been investigated as well. Cauchard et
al. presented a foot interaction technique that allows the user to step on the interface
elements [42]. An example of this interaction can be seen in Figure 4.4. This technique
was enabled through a steerable projection that allowed to project onto the floor in
front of the user while comfortably holding the device in the hand. The tracking of
the foot is done using the camera of the projector phone. Due to the size of the foot,
this technique requires large sized user interface elements for precise input. But for
ambient information displays or quick interactions with a body-worn projector such as
the AMP-D system [223] this technique would be well suited.
In this thesis two different prototypes were developed that rely on direct touch
interaction on the projection. We present two novel algorithms to register touches on
the projected display. The one of the SurfacePhone [220] is only based on the standard
camera and the accelerometer incorporated in today’s smartphones and can be found
in Chapter 5.2. The second algorithm is following the depth camera based approach,
but our system follows a more light-weight approach to ensure the easy adoption for
mobile devices. The detailed description can be found in Chapter 7.
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Figure 3.14: Input on the projection device - Left: Current projectorphones and
detachable projection cases rely only on input on the touch-screen of the device [165]. Right:
An interaction technique to allow in-call interaction directly on the projecting device [129].
3.2.2 Input on the projection device
The class of Input on the projection device represents all interaction and manipulation
techniques with which the user interacts with the projection device itself. Of course this
class requires the projector to have input modalities. Even though most pico-projectors
do not provide this feature, projectorphones such as the Samsung Galaxy Beam [76]
fall into this category as they only rely on input on the touch-screen (compare Fig-
ure 3.14). Input on the projection device has the advantage that the sensors, such as
a touch-screen, a joystick or keys and buttons can be integrated into the device and
that they do not rely on complicated sensing techniques. Furthermore, the user can be
further away from the projection as they don’t have to be able to reach it as opposed to
the Direct Interaction on the projection class. This allows for larger projected displays.
Most Hand-Held and Body-Worn Projectors allow for this kind of interaction as
well but normally in combination with another technique. The system developed by
Cao and Balakrishnan featured button input on the projector as well as Movement of
the projector [37]. SideBySide follows a similar approach [215]. On the one side the
user was able to move the projection but to trigger actions on the other side he had to
press a button on the projector. We investigated input on a projectorphone with a back
touch screen [129]. Very similar to the work of Winkler et al. [222] this system allowed
to interact during a phone call when the device is held next to the ear. In contrast to
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Winkler et al., their system did not require an optical tracking system. This approach
can be seen in Figure 3.14.
3.2.3 Movement of the projector
Due to the increasing mobility of the projection technology, Movement of the projector
as a mean of manipulating the content in the projected display became possible. In
this category all techniques that rely on the movement of the projector are covered.
Due to the spatial coupling of the projector and the projected display, the movement
of the projection unit naturally comes with a movement of the projected display. This
approach allows for larger projected displays as the user can stand further away from
the projection surface compared to Direct Interaction on the projection. Still, if the
content on the projection is manipulated through movement, the size of the projected
display has to be significantly smaller then the projection surface, as the movement
will need space as well. Additionally the movement comes, as discussed above, at the
cost of a distorted display which is often not coped for in current prototypes.
The concept of moving a projector to create life like animations has already been
employed with the laterna magica [214]. A brief overview of such methods can also
be found in Chapter 1 of this thesis. One particular concept that often depends on
movements when applied to a mobile projection approach is augmented reality. As
the content that one wants to augment is often larger then the projected display, the
user needs to relocate the display to fully explore the augmentation. To cope for this
distinction we will first give an overview of general user interfaces and then present AR
prototypes relying on mobile projectors.
3.2.3.1 General Interfaces
To the best of our knowledge Rapp et al. presented with Spotlight the earliest form of
such a movement based interfaces for mobile projectors [170, 171]. Their early hand-
held prototype allowed to explore large scale content such as a calendar, by moving
the projection unit. They employed the so called dynamic peephole interaction that
has been quite extensively investigated for mobile devices [39, 92, 179, 230]. In this
technique, the viewport is physically moved above the virtual workspace that is static
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with respect to an external frame of reference (compare Figure 6.11). This requires a
spatially-aware display to detect which part of the virtual workspace has to be shown.
One of the advantages of this technique is that it exploits the micro- and in larger
environments also the macro-spatial memory of the user. Therefore this particular
technique has also been employed by Cao et al. for multiple projectors that shared one
large virtual workspace [38]. Their optically tracked projectors shared one workspace
that was distributed in a larger room, in which objects such as tables could be ex-
ploited as memory aids. Instead of a hand-held projector, Blasko et al. adopted the
dynamic peephole technique in their studies of a wrist-worn mobile projector [25]. Even
though their prototype was only simulated by a short throw beamer, their investiga-
tions showed a lot of suitable interaction techniques for such a projection unit mounted
in a smartwatch. Beside the peephole technique they also investigated scrolling and
other navigation techniques for websites that are based on rotating and moving the
wrist where the future projector might be mounted.
As the dynamic peephole techique is often seen as one of the most promising in-
terfaces for mobile projectors Kaufman and Ahlstro¨m developed a model for target
acquisition using a projector and a dynamic peephole [106]. Their model was based on
prior findings for mobile devices. In later studies they also showed that the technique
can aid macro spatial memory for the figural space [107]. Even though their studies
reveal several advantages of such a dynamic peephole interface, until today no com-
parison of a dynamic peephole interface and other interaction techniques exist. In this
thesis we present the design and evaluation of a sophisticated peephole interface and
compare it against a touch-based interaction. In Chapter 6.2 you can find evidence
that even though this technique is very promising, it is not the most effective technique
for mobile projection units in terms of task completion time.
When applying the dynamic peephole metaphor, one has to take into consideration
that this technique is only meant to be used for navigational tasks. While the panning
and zooming of the content can be managed by the spatially-aware display, selection
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normally is done using a Input on the projection device technique. All aforementioned
prototypes either used buttons or a touch screen on the device for input, even though
gesture tracking of the movement might be a suitable solution for this problem as well.
Interfaces where the Movement of the projector is the mean of input have not only
focussed on the dynamic peephole so far. With Motionbeam, Willis et al. presented
a technique where a character that is contained in the projection could be animated
by movement [216]. As already mentioned, their technique is based on pre-cinematic
techniques of moved projectors [214]. The SideBySide prototype is another example for
such interactions [215]. Through the movement of the projection Willis et al. allowed
multiple projectors to interact with each other. The same concept was also applied by
Shilkrot et al. [189]. But instead of the invisible infrared markers of SideBySide, their
prototype used visible markers in the projection to retrieve the relative positions of the
projectors.
Besides the already mentioned dynamic peephole investigation we also present a
technique that is exploiting the users micro spatial memory through movement [41].
Instead of using one virtual workspace that is placed in the environment we allow the
user to distribute several workspaces relative to him that are always shown completely.
This technique is shown to be highly effective and reduces the temporal demand that
exist for switching between several applications on current smartphones. More details
can be found in Chapter 6.
3.2.3.2 Augmented Reality Interfaces
In most cases where mobile projection is used for AR applications, the area that needs
to be augmented is much larger then the projected display. Therefore the display needs
to be moved to reveal the whole augmentation. With this, the AR overlay is revealed
similar to the dynamic peephole interaction discussed above. One of the earliest cases
where a mobile projection unit was used to create an AR overlay are the RFIGlamps
by Beardsley et al. [16]. Through infrared emitting markers in the environment the
system was able to augment real world objects as can be seen in Figure 3.7. A far more
sophisticated prototype was shown by Ni et al. with AnatOnMe [158]. Their system
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Figure 3.15: Augmented Reality Interfaces - Left: The AnatOnMe system allows
for better doctor-patient communication through on-body projection [158] Right: Twinkle
is a system that reacts on users motion and collisions with real world objects [231]
tried to ease doctor-patient communication by allowing to project detailed medical in-
formation directly onto the body of the patient, which is illustrated in Figure 3.15. This
helps for example to communicate the procedure of an invasive operation. Yoshida et
al. presented with Twinkle a mobile camera-projector unit that allowed to augment
an arbitrary physical surface [231]. Through a variety of computer vision algorithms,
the system recognizes the features of the physical environment and displays images and
sounds that are generated based on the user’s motion and collisions of projected images
with objects. This concept is based on findings that we will also present later on in
this thesis as we developed a very similar system [131]. An example for this can be
seen in Figure 3.15. A body-worn AR system that relied on motion for interaction was
presented by Krum et al. [114]. By moving through the environment the user is able
to reveal different information that is only visible to the user through retro reflective
material.
In this thesis we present not only an in-depth analysis of requirements for mobile
projection based AR applications, but we also several prototypes that employ motion
as a mean of interacting with the projected content [128, 131, 132, 133, 188]. More
details can be found in the next chapter.
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Figure 3.16: Manipulation of the projection surface - The Cobra system that allows
to interact with the projection content by manipulating the projection surface [229].
3.2.4 Manipulation of the projection surface
The interaction class where the user is the closest to the projected display is represented
through the Manipulation of the projection surface. As the user does not only need to
carry the projection device but also the projection surface, this class effectively can be
seen as an Object Projector with the user being the object. Here all techniques are
included where the interaction is triggered through manipulation of the whole surface.
Especially with recent developments of deformable or organic user interfaces, many
prototypes rely on such a setting to explore possible interaction techniques [181]. With
increased sensing capabilities different manipulation techniques became possible for
such settings [193]. Nevertheless, in terms of prototypes that envision the projector
as the main output and not only as a prototyping device only one system exists that
uses Manipulation of the projection surface as a mean of input. The Cobra system
presented by Ye and Khalid consists of a shoulder worn projector that allows for input
through deforming and moving the a projection surface relative to it [229]. Cobra
sensed the position of the projection surface relative to the projector by infrared LEDs
in the surface and a WiiMote on the shoulder. Additionally, the system is able to
sense deformations of the surface by flexsensors integrated into the surface. This allows
for a very flexible input with a huge expressiveness. Ye and Khalid prototypically
implemented an ego shooter for this setting which can be seen in Figure 3.16.
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3.2.5 Bi-Manual manipulation of Surface and Projector
Figure 3.17: Bi-Manual manipulation of Surface and Projector - HideOut is a
system that allows to augment surfaces with invisible infrared reflective markers. This
enable tangible interaction with the surface while providing also the possibility to move
the projector [217]
The class of Bi-Manual manipulation of Surface and Projector represents a com-
bination of the classes Manipulation of the projection surface and Movement of the
projector. It incorporates techniques that rely on simultaneous manipulation of the
surface where the projected display is created as well as the projector itself. Even
though this requires the user to be very close to the projected display in order to
be able to touch the surface, this combination increases the expressiveness of the in-
teraction drastically. Nevertheless, it has often been neglected in current investigations.
Willis et al. presented another system of this class, called HideOut [217]. As one
of their main use cases, they present the possibility of interactive story telling. To
enable an expressive and intuitive way, they incorporate tangible interaction with real
world objects into the system. The tracking of these objects is accomplished by infrared
reflective markers that are invisibly painted onto the objects. The projector is equipped
with a camera and an infrared spotlight. By moving the projector, or the objects the
user can manipulate and develop his own story. The working system can be seen in
Figure 3.17.
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In this thesis, we also present a system that requires the user to interact with the
projector as well as the projection surface. In Chapter 4 we present LittleProject-
edPlanet, a system that allows to project physical simulations on the real world. By
manipulating the properties of the real world, the user can interact and change the sim-
ulation. The concept and implementation is further described later on and is illustrated
in Figure 4.7.
3.2.6 Around the device interaction
Figure 3.18: Interactions around the projecting device - Left: The SixthSense
system allowed for gestures executed between the projector and the projection surface [146].
Center: Winkler et al. analysed different mid-air pointing techniques using an optical
tracking system [221] Right: Such mid-air pointing techniques have been implemented by
Molyneaux et al. [149]
The last class, Around the device interaction, is characterized by the user neither
interacting on the projected display nor the projecting device. The user can stand at
arbitrary distances for this interaction as there are no requirements in terms of reacha-
bility or needed surface size. The techniques in this class make use of the space around
the projector through mid-air interactions. This allows for a variety of different tech-
niques but all of them require sophisticated sensing techniques. But with the recent
developments and devices such as the Kinect and Leap Motion, this sensing became
possible even though these technologies have not yet been incorporated into mobile
devices. On of the earliest systems that represents this class would be the SixthSense
system by Mistry et al. [146]. A body-worn projector could be controlled by conducting
gestures between the projector and the projected display as can be seen in Figure 3.18.
A very similar technique was explored by Cowan and Li, but their ShadowPuppets
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system relied on casting shadows onto the projected image [53]. These shadows were
detected by a camera through a comparison of the projected and the captured im-
age. This approach has the advantage that several users can cast a shadow and with
that multi-user interaction is naturally supported. The disadvantage of this technique
is that the casted shadow can be quite big and with that the input is very imprecise.
Therefore Cowan and Li argued that only gestures for e.g. panning and zooming should
be supported through this technique [53].
The aforementioned system of Molyneaux et al. also allowed for the shadow casting
technique of Cowan and Li, but they also incorporated mid-air pointing as one possible
interaction [149]. By tracking the user with a Kinect installed in the environment they
were able to sense mid-air pointing. Their system was capable of transforming gestures
and pointing direction into input for a painting application. This input was even possi-
ble outside the current projected canvas that could be revealed afterwards by pointing
the projector in that direction. An in-depth analysis of such mid-air pointing techniques
has been conducted by Winkler et al. [221]. By comparing different positions for such
pointing, they found that interacting behind the phone yields the highest performance,
albeit showing a error rate that was twice as high. In further investigations they were
able to show that such techniques can have a significant advantage for different mobile
applications.
3.3 Summary
In this chapter we presented prior work that is related to the work of this thesis. Firstly,
we categorized different projected displays by their level of mobility. Additionally, we
classified existing interaction techniques for mobile projected displays. We hope that
these categorizations can aid other researchers firstly as a way of distinguishing their
own work from already existing approaches and secondly help them finding areas that
are rather unexplored yet. Thereby we contribute with a novel way of characterising
interactions with mobile projected displays as well as the kind of projected display
itself. In the following, we will keep these categorizations for our own techniques and
prototypes to give an immediate understanding of the setting.
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4Augmented Reality Application
Concepts for Mobile Projected
Displays
One of the main goals of this thesis is to create an insight on applications that enable
the mobile projected display to seamlessly blend in with the spatial features of the envi-
ronment of the user. The concept of augmented reality allows for a direct combination
of digital content with real world objects. As discussed in Chapter 2, projection based
AR displays provide one of the highest rates of immersion as the AR layer is directly
created on the object. Therefore AR applications for mobile projected displays present
the highest rate of blending between the real world and a mobile projected display pos-
sible. At the same time such AR applications also present the most challenging type of
applications. The registration of the projected display with the real world has to be as
accurate as possible to ensure a good user experience. This requires the highest amount
of spatial awareness of the projection unit. Therefore we will now focus on hardware
- and interface designs for AR applications instead of other more general applications
that require a lower level of spatial awareness.
The designs and results of this chapter have been published previously in the fol-
lowing publications: [122, 123, 128, 130, 131, 132, 133, 188].
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Mobile projectors can facilitate AR applications in a variety of different scenarios
such as pointing one towards the object one is searching for. The new output capa-
bilities of these pico projectors equipped devices provide a rich design-space for AR
applications and games as we already discussed in Chapters 2 and 3. They have the
ability to augment objects through overlaying projection and with that, they can over-
come the problems that we are facing today when creating AR applications. Projecting
a dynamic overlay directly onto a surface of the real world may enhance the possibili-
ties, even though it can be hard to identify the projected overlay in bright light. The
usage of a head-mounted-display (HMD) provides excellent results in terms of augmen-
tation but it is also cumbersome to use and sometimes straining the users. Furthermore
as a consequence of the display being attached to a single user, applications using a
head mounted display can only be used in multi-user scenarios, when a large amount
of hardware is used. Another common technique for dynamic AR overlays is to use
the screen of the mobile device as a magic lens [23]. But in these scenarios one has to
struggle again with the small size of the device. Moreover, such a magic lens display
is not really enjoyable to use with more than one user, as the device has to be passed
around to allow the overlay to be well perceivable.
To empower pico-projectors to augment the real world around them, the projector
needs a concrete model of its surroundings. For this several techniques exist. The most
suited one for the form factor phone, is the usage of computer vision based methods,
since most modern mobile phones are already equipped with powerful cameras. When
using computer vision based approaches, different possible spatial layouts of camera
and projector unit unfold, and with that different possible AR applications. In this
chapter we identify different application types based on the spatial configuration of
the camera and the projector for hand-held projector phones. As part of this design
considerations, we derive different application types using different spatial layouts of
cameras and projectors: congruent setups, partially intersecting setups and disjunct
setups. Such a classification is useful to structure the design space of possible AR ap-
plications for projector phones.
With mobile projection, also the problems of distorted projection caused by non-
orthogonal projection angles or hand jitter arise. Furthermore everyday life objects
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often have non-planar surfaces that have to be taken into account as well. These prob-
lems are out of the scope of this thesis, but plenty of research has already focused on
these problems, e.g. [56].
The remainder of this chapter is structured as follows. Subsection 4.1 describes
the different hardware design considerations of these AR interfaces. In this conceptual
section we also discuss how the spatial layout of the camera relative to the mobile pro-
jection unit can affect the characteristics of applications for this new sort of hardware.
In Subsection 4.2 we describe several applications that evolve from the developed con-
cepts.
4.1 Design Considerations
As discussed in the introduction, today’s projector phones are very limited in terms of
suited applications and interaction techniques. To fully exploit the potential of mobile
projection, we classify different spatial layouts of the camera position relative to the
projector unit and discuss the impact on the AR interaction techniques facilitated by
these layouts.
We first want to define the terms camera field of view (FoV) and the term field of
projection (FoP) for easier discussion of different layouts. The FoV of the camera is
defined as the area the camera is able to capture. The FoP is the area the projector is
able to project on.
Generally one can distinguish between three different spatial layouts: First setups
where the FoV and the FoP do not overlap are categorized as disjunct since the pro-
jection is aligned in a different direction than the FoV of the camera. Setups where the
FoV of the camera and the FoP overlap are categorized in two different classes, partially
intersecting and congruent. In both setups the direction of camera and projector is the
same, they only differ from the configuration of the lens of camera and projector or
their distance to each other. If the FoV of the camera overlaps partially with the pro-
jected field, then it is categorized as an intersecting projection. In the third category
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– congruent – the entire projected field is situated within the image produced by the
camera. Due to different hardware specifications of cameras and projectors (different
projection angles, aperture, and others properties) the actual spatial setups could be
very different. Today, due to the technical limitations, just disjunct setups exist. This
is mostly due to the needed size of the projection unit. but keeping in mind that current
3 megapixel camera modules are approximately 1.5mm high an integration next to a
projector is possible. We are convinced that the partially intersecting and congruent
layout provide a lot more potential for new interactions as we illustrate in the following
paragraphs.
4.1.1 Disjunct Alignment
Figure 4.1: Disjunct alignment of camera and projector. - The FoV and the FoP
have no shared space.
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In the case of disjunct alignment, camera and projector are often attached to two
different sides of the mobile device. As a result, the visual field of the camera and
the projected image are not overlapping. This setup is the most common in todays
projector phones such as the Samsung Galaxy Beam [76] (compare Figure 4.1).
The alignment described is rather unsuitable for the augmentation of physical ob-
jects. While the camera tracking could identify the objects located in the FoV, the
FoP is directed towards a different angle, therefore direct projection onto the objects
in the FoV is not possible. There are two ways of overcoming this problem. The first
possibility is determining one’s own position in relation to the position of an object by
means of a digital model of the environment and subsequently being able to augment
the whole environment. This approach, however, requires the availability of a spatial
model of the environment at all times. Furthermore, this procedure causes a consider-
able restriction of mobility.
The second possibility is to create AR applications using a camera and projector
setup as described above, is adapting objects or taking advantage of the physical struc-
ture of the object in order to augment it. For example, an optical marker, which can
be identified and interpreted by the camera, could be attached to the first page of a
book, resulting in the projection of additional information onto the open cover of the
book. This would enable users to quickly and easily access reviews, summaries, and
other services.
A benefit of systems which use disjunct projection is that they allow for optical flow
tracking. This would enable Movement of the projector based interaction techniques.
For the other classes this would only be possible by sacrificing projection space, as pro-
jection within the FoV would impair the optical flow tracking process. Additionally also
alternating between a frame where the projection is active and a frame that is captured
by the camera would be possible. But this technology would require a projector that
has a high frame rate as well as the possibility to synchronize camera and projector.
Current pico projectors only have up to 30FPS and can not be reliably synchronized.
Therefore such a multiplexing of camera and projector frames are unsuitable for cur-
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rent hardware but can provide a possibility in the future. How such movement sensing
techniques can be exploited is described in Chapter 2.2.
4.1.2 Partially Intersecting Alignment
Figure 4.2: Partially intersecting alignment of camera and projector. - The FoV
and FoP are partially overlapping each other.
In the case of partially intersecting projection the FoV and the FoP are situated on
the same level, partially overlapping each other as shown on Figure 4.2. By knowing
the angle of aperture of the camera and the projector’s lens, the size of the FoV and
PoV, as well as its misalignment, the overlapping area can be calculated. This kind of
projection is the most suitable for the augmentation of real world objects. The fact that
the FoP might just minimally affect the visual characteristics of the object, the image
produced by the camera makes the stable use of visual trackers impossible. However,
this is only suitable for the augmentation of bigger-sized objects. With smaller-sized
objects the area that can be used for augmentation can be too small for augmentation
and tracking at the same time. The projection would change the appearance of the
object to radically such that there are not enough features for the optical tracking.
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The Map-Torchlight application uses a partial intersecting setup for the projection
of additional Points of Interest (POIs) on a large paper map and Shelf-Torchlight for
projecting additional information to products in a retail environment (compare Figure
6). An application which assists someone in fixing, e.g. the engine of a car, could be
realized in a very similar way. By attaching visual markers to the engine compartment
the it is possible to determine the position of the projector phone relative to the engine,
so that it can mark, for example, the screws which shall be removed in a particular
step of a certain task.
The advantages (or differences) of a partial intersecting setup compared to a congru-
ent setup is that the FoV and the FoP are areas which have just a small effect on each
other, so that the benefits of both can be exploited. For example the non-overlapped
area in the camera FoV can be used to allow gesture-based interaction (as proposed by
Mistry et al. [146]) without interfering with the projection.
4.1.3 Congruent Alignment
A congruent setup is given when camera and projector are attached on the same side
of the mobile phone, and the entire FoP is contained in the FoV. This is the difference
to the case of the partially intersecting alignment (see Figure 4.3). A disadvantage of
this spatial configuration is that the projection could influence the processing of the
camera image. When an object is augmented the projection changes the visual appear-
ance of the object and by this it can interfere with the optical tracking. However, the
congruent projection enables the user to interact directly with the projection without
any limitation. The application LittleProjectedPlanet, as described in section 5, uses
this spatial configuration. It allows for Direct Interaction on the projection and with
that it enables the user to operate the projection through the modification of phys-
ical objects. Another domain for a synchronous projection setup could be an OCR
application which recognizes and marks spelling mistakes. School children would be
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Figure 4.3: Congruent alignment of camera and projector - The FoP is completly
included in the FoV
able to control their homework by holding their mobile phones with the integrated pro-
jector upon their exercise books on which the projector could mark the mistakes and
give additional information about them. However, the realization of such a system as
an end product for costumers will take considerable research. The main problem that
hinders such an application is the current lack of robustness of handwriting recognition.
Generally the effects of the congruent and the partially intersecting alignment can
be simulated with both of the hardware types by only using a small part of the FoV
and the FoP. In the congruent alignment parts of the camera image and parts of the
projection have to be ignored and in the partially intersecting alignment only the part
where the FoV and FoP overlap are used. This would result in a loss of resolution and
size of FoV and FoP in both cases. But since cameras already provide a high enough
resolution for optical trackers and projection units are expected to increase in resolu-
tion, these workarounds should be kept in mind for future setups.
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4.1.4 Other Alignments and Design Issues
Figure 4.4: Steerable mobile projection - Interaction with a steerable mobile projec-
tor.
Besides the described alignments no fixed orientations between FoV and FoP are
possible. However the design of a projector phone should not be limited to fixed setups.
With the FB-04V NTT Docomo presented a projector phone where the projection unit
can be removed from the device and is controllable via Bluetooth. Even though such
a setup seems promising, it is not suitable for vision-based AR applications since the
orientation of camera and projector is unknown. Therefore such a system would require
a possibility to determine the position of the components relative to each other.
Another possibility is the usage of a mobile steerable projection unit, which was
done by Cauchard et al. [42]. A motorized mirror which could be controlled by a
mobile phone, was attached to a mobile projector (compare Figure 4.4). The prototype
has also been discussed in Chapter 2.1. This setup allows to imitate all alignments
mentioned before, which would make it the most versatile.
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Besides this classification, other issues should be taken into account when designing
applications for mobile camera projector systems. The related work section provides
an overview on the latest research done in this field.
Not only the spatial configuration of the mobile device camera and the projector
play a role when discussing the potential and limitations of mobile camera-projector
units. Other limitations, such as the physical nature of objects and the projection onto
the objects cluttered appearance are still not discussed or investigated. Am I allowed
to project on a stranger passing by? Many technical challenges still remain and have
to be solved. Effects of hand tremor may be overcome utilizing accelerometers and gy-
roscopes. Moreover, camera-tracking methods have to be improved. All these factors
currently have a big impact on the user experience and have to be taken into account
when designing applications for the mass market of projector phones.
4.2 Prototypes
In this section we show the potential of projector phone interfaces for AR applica-
tions. On the basis of fully implemented prototypes, covering different alignments of
camera and projector and employing different interaction techniques, we present how
projector phones can cover a wide range of applications. These reach from mobile
recommender systems to mobile games. The first two prototypes - Map Torchlight
and Shelf Torchlight - represent the class of a Partially Intersecting Alignment. With
LittleProjectedPlanet we investigate a congruent alignment. All three of these follow
the type of Hand-Held Projectors. The last prototype of an AR system that we present
here - guitAR - has not only another alignment but also represents an Object Projector.
4.2.1 Map Torchlight
4.2.1.1 Idea
The advantages of paper-based maps have been utilized in the field of mobile AR ap-
plications in the last few years. Traditional paper-based maps provide high-resolution,
large-scale information with zero power consumption. There are numerous implemen-
tations of magic lens interfaces that combine high-resolution paper maps with dynamic
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handheld displays [127, 179]. From a perception perspective, the main challenge of
magic lens interfaces is that users have to switch their attention between the magic lens
and the information in the background. With the Map Torchlight application we at-
tempt to overcome this problem by augmenting the paper map directly with additional
information. The Map Torchlight is an example for a partially intersecting projection
that is tracked over a paper map and can precisely highlight points of interest, streets,
and areas to give directions.
4.2.1.2 Interaction Techniques
Figure 4.5: Map Torchlight - The hardware prototype used for Map Torchlight (left)
and the augmentation of a paper map using Map Torchlight (right).
The general advances of a mobile projection system are also present in our Map
Torchlight system: The projection area is larger compared to a standard phone display
and simultaneously the mobile projection can overcome the switching cost of magic lens
interfaces. The basic interaction pattern is still similar to magic lens interfaces. Sweep-
ing the projector phone over the paper map, the projector will highlight, for instance,
POIs on the map. Therefore, this prototype facilitates an interaction technique from
the Movement of the projector class. Since the projection is significantly larger than the
device display (around 8 times in our setup) more dynamic information can be directly
presented on the map (as can be seen in Figure 4.5). As shown in Figure 4.5, larger ob-
jects can be highlighted compared to a traditional magic lens interfaces. Additionally,
the map can be used as a shared projection screen by multiple users. For instance, one
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user can communicate a route to another user through the city by moving a projected
crosshair over the map. The waypoints are stored in a Keyhole Markup Language file
(KML is a is an XML-based language schema for expressing geographic annotation
and visualization) and transferred via Bluetooth to the second user’s mobile device.
All AR overlays are contained in such KML files, as it makes it easier to generate and
exchange them. A downside of the projection is that the real-world appearance of the
map cannot be completely overlayed, as it is possible with (video see-through) magic
lens interfaces.
4.2.1.3 Implementation
The Map Torchlight is fully implemented for Nokia mobile camera phones (S60 3rd
edition). We use the tracking toolkit by Rohs et al. [178] to track the mobile device
with the attached projector in real time relative to the map (6 DoF). The tracking
algorithm processes about 22 frames per second. Our actual prototype is based on a
Nokia N95 mobile phone coupled with an AIPTEK V10 Mobile Projector (640x480
pixel) attached to the phone using a standard AV cable. The whole setup weighs about
360 grams. Due to technical limitations, the mobile phone’s screen can only be mirrored
and not be extended on the projector. Therefore, the projector always shows the mobile
screen content. As the focus of the projector can only be adjusted manually, a first
calibration step is needed before interacting with the map.
4.2.2 Shelf Torchlight
4.2.2.1 Idea
The search for a certain book in a library, which contains many books can be a time-
consuming task. Even if one finds the right shelf, one still has to browse an often huge
area in the shelf. The same problem occurs when searching for a specific product in a
supermarket shelf that fits ones personal preferences (e.g. an allergic or diet profile).
With Shelf Torchlight we present a prototype that aims to overcome the problems when
searching for a book or a product in a shelf, using a projector phone. Furthermore,
Shelf Torchlight can also act as a mobile recommender system, taking the personal
profile of the user into account.
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4.2.2.2 Interaction Techniques
The basic interaction concept we apply is similar to the torchlight metaphor that was
used as well in Map Torchlight. By sweeping the projector phone over the shelf ad-
ditional information is projected onto the objects and next to them. By integrating
proximity awareness into the system, we extend this interaction technique with a se-
mantic zoom and with that making the proximity towards the object one of the most
important factors. Modjeska describes a semantic zoom in contrast to a physical zoom
as follows: ”A physical zoom, on the one hand, changes the size and visible detail of
objects. A semantic zoom, in the other hand, changes the type and meaning of infor-
mation displayed by the object.” [147]. In our case a physical movement closer to, or
away from the object changes the kind of information that gets projected. The closer
the user is to the intimate region of the object, the more detailed the information be-
comes. To illustrate the function of the semantic zoom we picked two scenarios for our
applications. on the one hand, the search for a specific book in a library on the other
hand the search for a product that matches the user’s needs.
Figure 4.6: Shelf Torchlight in a Retail Scenario - Projecting dots onto products
indicating how suited the product is for the user (left) and the semantic zoom revealing
detailed information (right).
In the library scenario the system knows which book the user is looking for and
thereby supporting the navigation task at the shelf. When one moves the projector
phone over the shelf the desired books are getting highlighted with a white rectangle
that matches the spine of the book. If the user draws closer to the shelf and with
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that activating the semantic zoom, he gets additional information like the average user
rating retrieved from amazon.com, which gets projected onto the spine. If the user goes
one step closer, the complete reviews for the book get projected.
In the retail scenario the products get compared to the personal profile of the user,
that contains all his allergies, gusto, the shopping list, etc.. Not only the profile of
the user but also of his whole family when he does the family shopping. Standing
farer away from the shelf and moving the projector phone over the products, Shelf
Torchlight projects green, yellow or red circles indicating how suited the product is
(see Figure 4.6). For example a product that contains an ingredient that leads to an
allergic reaction by the user or one of his family members, a red circle is projected onto
the packaging. The semantic zoom will then reveal an explanation why the product got
categorized in this way. In this example it will tell the user that the product contains
a specific ingredient such as nuts. Since allergies are private information the semantic
zoom shows this information only when the user is close to the shelf and maybe able
to shield the projection. While the projection of the red circle only indicates that the
user should not buy this product, uninvolved customers can not draw conclusions what
reason leads to this advice, since it could also be a personal preference.
4.2.2.3 Implementation
The hardware of the prototype is based on the Map Torchlight prototype and with
that a partially intersecting alignment of camera and projector. To track and identify
the products and books, we use computer vision based methods. In a first attempt
we tried to use the feature tracking of the metaio Unifeye Mobile SDK. After the first
tests we experienced that the SDK is unsuitable for more than 3 different markers
since the memory of the mobile device that was used was to small to process the image
data. Therefore, we used the Visual Codes by Rohs [177] instead. In our examples
the codes contain the ISBN of the books respectively, the EAN of the products, and
were positioned on the spine of the books, respectively the facing of the product. The
projection is aligned on the books and products in such a way that it does not interfere
with the markers.
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4.2.3 LittleProjectedPlanet
4.2.3.1 Idea
With the LittleProjectedPlanet prototype we explore the possibilities of projector
phones in a gaming scenario, which was inspired by the Playstation 3 game LittleBig-
Planet. The projector phone is used to augment the hand drawings of a user with an
overlay, displaying physical interaction of virtual objects with the real world. There-
fore, a congruent alignment setup is needed. Players can sketch a 2D world on a sheet
of paper or use an existing physical configuration of objects and then simulate physical
procedures in this world to achieve game goals.
We propose a mobile game combining hand drawn sketches of a user in combination
with objects following a physics engine to achieve game goals. Enriching sketches in
combination with physical simulation was presented by Davis et al. [57]. The ASSIST
system, was a sketch recognition system that allows e.g. an engineer to sketch a me-
chanical system as he would on paper, and then allows him to interact with the design
as a mechanical system, for example by seeing a simulation of his drawing. Interestingly
the creators of the game LittleBigPlanet bought the ASSIST system and parts of it
were integrated into the game play.
In contrast to the ASSIST system, we present a game that is designed for mobile
projector phones, combing real world objects and projected ones, but utilizing a physics
engine. We think that such a projector phone can also be utilized to improve the
learning and collaboration in small groups of pupils. Because of the mobile setup of
our prototype it provides a higher degree of freedom in contrast to a more teacher-
centered system on an interactive white board (as shown by Davis et al. [57]).
4.2.3.2 Game Concept and Interaction Techniques
The slogan of the popular game LittleBigPlanet is ”play with everything” and that
can be taken literally. The player controls a little character that can run, jump and
manipulate objects in several ways. A large diversity of pre-build objects is in the game
to interact with, and each modification on such an item let them act in a manner phys-
ically similar to those they represent. The goal of each level is to bring the character
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Figure 4.7: LittleProjectedPlanet Gameplay - A user playing the game with a post-
card (upper left corner). User is sketching a marble run and projected tennis balls are
bouncing on it (center).
from a starting point to the finish. Therefore, it has to overcome several barriers by
triggering physical actions. But the main fascination and potential of the game is the
feasibility to customize and create levels. Creating new objects is done by starting with
a number of basic shapes, such as circles, stars and squares, modifying them and then
placing them in the level. Having done so, the user can decide on how these objects
should be connected mechanically.
We took this designing approach as an entry point for a mobile AR game. It allows
the user to design a 2D world in reality, which is then detected by a camera. Out of
this detection, a physical model is being calculated. In this model, the user can place
several virtual objects representing items like tennis or bowling balls. These virtual
objects then get projected into the real world by the projection unit. When starting
the physics engine, the application simulates the interaction of the virtual and the real
world objects. Afterwards the results of the virtual objects are projected onto the real
world surface.
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Just like in LittleBigPlanet our application offers the user different ways of playing:
One is like the level designer in LittleBigPlanet; the user can freely manipulate the 2D
World within the projected area and place virtual objects in it. Similar to children
building tracks for marbles in a sandpit, the player can specify a route and then let
the virtual marbles run along it. A different gaming mode is a level based modus, but
instead of steering a character as in LittleBigPlanet, the user designs the world. As a
goal the user has to steer a virtual object e.g. a tennis ball from its starting point to
a given finish. The game concept uses a direct manipulation approach. Enabling the
player to modify the world at runtime, lets the real world objects become the user’s
tangible interface. But not only the objects are used for the interface, by changing the
orientation and position of the projector the user can also modify the physical proce-
dures (e.g. gravity by turning the mobile camera projector unit around).
For designing this 2D world the players can use several methods. Basically they
have to generate enough contrast so that the 2D world can be detected by a standard
edge recognition algorithm (utilizing the Sobel operator). Sketches on a piece of paper
or a white board could for example be used for this, but simply every corner or edge of
a real world object could generate a useful representation in the physics engine. There
is no need for an extra tracking of a sketching device such as an IR LED equipped pen.
Just requiring the projector phone itself the game is playable nearly anywhere with
nearly everything and it is easy to set up. Figure 4.7 shows how a user is projecting
virtual marbles on a track he sketched on a whiteboard. An important problem to allow
a smooth and seamless interaction for the user is that the gravity in the projection is
aligned with the real worlds gravity.
This prototype represents the category of Bi-Manual manipulation of Surface and
Projector, as the user can not only control the game by changing the projections surface
content, but also by changing position and orientation of the projector.
4.2.3.3 Implementation
Due to the unavailability of sophisticated projector phones (with an optimal alignment
of camera and built-in projector and e.g. a CPU that is able to process the physics
simulation) we used a Dell M109S, a mobile projector with a maximum resolution of
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Figure 4.8: LittleProjectedPlanet Hardware Prototype - The hardware prototype
consists of a Logitech Quickcam 9000 Pro, a Dell M109s and a WiiMote all mounted on a
aluminium construction.
800 by 600 pixels and a weight of 360g. We attached a Logitech QuickCam 9000 Pro
webcam to it. All together our prototype weighs around 500g and is therefore okay to
handle (compared to the prototype used in Map Torchlight our prototype is 240g heav-
ier, but the projector has 50 lumen instead of just 10 and also has a higher resolution).
We think this prototype provides a good trade-off between mobility and sophisticated
projection quality. In contrast to the few mobile devices with built-in projectors, our
projector and camera are mounted in such a way that the camera FoV fits the projected
area (congruent alignment). But because of the different focal lengths of camera and
projector in this setup, the camera image is always wider than the projected image
(which can be seen in Figure 4.8). For controlling the application and to determine the
orientation (to set the gravity) a Nintendo Wii remote is attached to the prototype.
Today’s mobile phones are already equipped with an accelerometer or an electronic
compass, so the functionality of the Wii remote can easily be covered using a future
projector phone. The application is fully implemented in Java using the QuickTime
API to obtain a camera image. As a physics engine Phys2D, an open source Java
based engine, is used. WiiRemoteJ handles the communication with the Wii remote.
Connected to a standard laptop or PC the camera projector unit has a refresh rate of
approximately 25fps when running the application.
The area of the camera image containing the projected image is processed via an
edge recognition algorithm. Every pixel of a detected edge gets a representation as a
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fixed block in the physics engine. That gives the user total freedom in designing the
world. The update of the world in the physics engine is done every 300ms but the user,
for example, can pause this update for editing. Adapting the gravity of the physical
model to the actual orientation of the projector phone is done through calculating the
roll (this denotes the angular deviation along the longest axis of the Wii remote) of the
Wii remote.
4.2.4 GuitAR
4.2.4.1 Background and Idea
Even though the guitar is one of the most popular musical instruments among auto-
didacts it is still hard and for many people frustrating to learn. Traditionally, musical
teaching is a one-to-one situation where a student performs and the teacher gives feed-
back or demonstrates how to play. For autodidacts this one-to-one situation is often
changed to a one-to-many situation in which the student performs while the instructions
are coming from many different resources. Whilst traditional resources were books with
play-along CDs, nowadays, resources span from free video lessons to online communi-
ties where novices can upload videos of their playing efforts and get valuable feedback
and advices. But still many people leave the instrument solitary in the corner caused
by the absence of success.
For ages people used different visualization aids to ease guitar learning. To carve
the notes into the fretboard is one prominent example, which can be found on many
old guitars (compare Figure 4.9). The most popular and easiest accessible information
source of learning materials for autodidacts today is the Internet. Due to the increas-
ing popularity of video-sharing portals like YouTube, guitar video lessons are becoming
widespread. Besides the lack of interaction and feedback, the major disadvantage of
video clips is that the fingering in the video is inverted, based on the frontal view on
the instructor. Guitar teachers report that the different point of view is a big problem
for almost all novices. Furthermore the student has to switch his focus from the screen
to the fretboard of the guitar frequently.
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In this subsection we want to present guitAR, a system for projector phones that can
overcome the problems that autodidactic guitar students have to face. With a projector
phone mounted onto the headstock of a guitar, it is possible to project instructions
directly onto the appropriate position of the fretboard. The projected information
includes fingering and phrasing instructions for chords and melody sequences. We
present two different approaches either applying an Object Projector or a Moveable
Projector.
Figure 4.9: Guitar out of the bequest of Franz Schubert - Notes are carved into
the fretboard. (Today in possession of the Haus der Musik, Vienna)
4.2.4.2 Music Learning Interfaces
Many HCI approaches for learning a musical instrument exist. Especially for the piano
a wide variety of commercially available, products as well as research projects exist.
Piano learning interfaces range from keyboards with keys that can light up to indicate
what should be played (for example manufactured by Yamaha as well as Casio) to the
Moog PianoBar, which is an LED bar that can be attached to any standard piano.
Yamahas Disklavier takes this one step further and actuates the keys of the piano that
needs to be played as well. The possibility to actuate the keys was picked up by the
MusicPath project, which allows piano teaching from remote locations through the
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connection of two Disklaviers [30]. Both, the teacher and the student can see what the
other is playing through the actuated keys and with this, it also allows to communicate
the strength that is used in the keystroke. All the above-mentioned interfaces have
one drawback and that is the lack of information about the hand gestures. It is not
obvious which finger is used to play which note. This problem was addressed by Xiao
and Ishii with MirrorFugue [226], which allows visualizing hand gestures of a remote
collaborative piano player.
Prior HCI approaches to alleviate the learning of the guitar mainly focused on using
AR displays overlaying a camera image with the instructions on how to play a distinct
chord or which notes to play next [36, 152]. These approaches, which are based on
optical markers, have the same disadvantages as video lessons: the student sees the
instructions in an inverted view and has to switch his view permanently between the
display and the guitar. Besides this, the student has to manage to keep the optical
marker, which is attached to the guitar, inside the video image. This retrenches the
student further, since he is not free to move the guitar. Even though these markers
can be replaced by a markerless tracking - since guitar-necks normally provide a rich
amount of features that could be tracked - the area in which the student can move the
guitar around would still be limited. The approach presented lets the students move
their guitar freely and the instructions that are given are presented directly on the
fretboard of the guitar in such a way that the student‘s focus of attention can stay on
the guitar the whole time.
The usage of stereo cameras to track the fingers of students was presented by Kerd-
vibulvech [109]. Burns et al. created a system that tracks the fingering with just a
normal Webcam using a circular Hough transformation [33]. Both approaches where
able to determine the position and check if a chord was played right but not able to
give any instructions.
There are commercially available guitars that are especially made for guitar novices
as well, such as the Yamaha EZ EG [97], which is a MIDI guitar without real strings,
where a button, which can be lit up, replaces the note on the guitar neck. By using
colour patterns, the students can learn chords and songs. However, the Yamaha EZ
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EG has the disadvantage that it does not provide the flexibility and the feeling of a
real guitar. Once the student has learned to master this instrument he has to start
again getting used to real strings. Besides the Yamaha EZ EG, there is Fretlight [95], a
fretboard with an integrated LED for each note that can be controlled via a computer.
Fretlight has several disadvantages. It is not applicable on a standard guitar, the guitar
needs to be connected to computer, and the content for Fretlight is not freely available.
In contrast to that, the concept presented here can be used with every guitar without
changing or damaging the instrument.
Besides the correct playing of notes learning a musical instrument requires also
to gain continuous expressivity on the instrument. Johnson et al. used other output
modalities to ease the learning of a music instrument [100]. Their prototype Music-
Jacket was able to give vibro-tactile feedback to the arms to indicate to a novice player
how to correctly hold the violin and how to bow in a straight manner. A similar ap-
proach for fine-tuning of the body expression was presented by Ng with i-maestro [157].
By using a motion capturing system they created a 3D augmented mirror that gives
interactive multimodal feedback on the playing and body pose of the student. A draw-
back of these two approaches is the need for a huge amount of instrumentalization of the
player. Furthermore, an adaption of these approaches for guitar players would hardly
be feasible, since sensors and actuators would need to be attached to the students
fingers and this most certainly would negatively influence the students playing.
4.2.4.3 Concept
Our approach to ease guitar learning is to project information on fingering of chords
or songs directly onto the fretboard of the guitar using a mobile projector. We pro-
pose two different possible AR approaches. The first approach utilizes a projector
phone mounted at the headstock of the guitar (see Figure 4.10 right). The second one
is based on a tablet computer with integrated projector (see Figure 4.10 left). The
first approach would allow the student to move freely around and would only need
the mount with projector phones becoming ubiquitous. This approach represents a
projector from the type of Object Projectors. The tablet approach on the other side
represents a Moveable Projector. However to realize this type of projection for guitAR
first of all a technique that is able to track the guitar neck with high precision has to
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Figure 4.10: GuitAR Concept - Using a projector phone mounted on the headstock
(right) or a tablet computer with integrated projector (left)
be established. This again would limit the radius of movement (which is what exist-
ing approaches suffer from [36, 152]) to make sure that the guitar’s neck is in the field
of projection, as well as in the camera image if a computer vision based approach is used.
Regardless if either a tablet or phone is used, the most important factor for such a
system is the visualization. The guitar allows more versatile phrasing of a note than a
piano, especially complex playing techniques like string bendings or Hammer-On‘s that
are often used, need to be distinctively but easily recognizable visualized.
To indicate which finger the student should use to fret a certain note often numbers
are used in todays chord diagrams. The correct fingering is essential for fast and clean
guitar playing and therefore a factor that should be taken into account when designing
a guitar learning application. Using the wrong finger for a certain chord can lead to
slower playing or even worse, when a chord variation should be played it may not be
possible since the finger that should play the variation is blocked. The use of numbers
is difficult to realize in the projection since the space on the fretboard is limited and it
may be cumbersome to read. Thus, we choose to use different colours to indicate what
finger the student should use. In general, detailed symbols or characters are hardly rec-
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ognizable on the fretboard. Therefore, we propose to use only basic shapes like circles
or squares that are distinguishable when being projected on the fretboard.
Figure 4.11: GuitAR Visualizations - Visualizations for different playing techniques
The following visualizations (Figure 4.11) have been developed in collaboration with
a guitar teacher and a more advanced guitar student:
• When a single note has to be played, a coloured dot is projected onto the fret. If
more than one note has to be played at the same time different colours indicate
which finger the student should use to play which note. Such information is indeed
contained in chord diagrams, but usually not in guitar tabs for a whole song. For
a blank string a white dot is projected on the nut of the guitar. Since musicians
typically are more concerned about which notes or chords they have to play next
than what they are playing at the moment, upcoming notes have to be visualized
as well. We choose to fade out the colour to visualize this, so that the next notes
are the brightest and the following are fading out slowly (compare Figure 4.11[a]).
The student can adjust how many notes are shown and how far from the current
beat they should be, to adapt the technique to his learning performance.
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• To visualize that a string has to be bend, a triangle is projected on the fret and
the size indicates the pitch to which the string has to be bended. The direction of
the head of the triangle indicates if an up- or down-bending should be performed
(Figure 4.11 [b]).
• A slide from one note to another - which is performed on only one string - is
indicated with an arrow on the fretboard. The origin of the arrow indicates the
note on which the sliding starts and the arrowhead indicates the destination note
to which the student has to slide to with his finger (Figure 4.11[c]).
• To indicate a Hammer-On or Pull-Off, a dotted arrow is projected again with the
arrowhead indicating the destination note (Figure 4.11 [d]). The dotted arrow
reflects the movement which the player performs compared to the complete arrow
of a slide. When performing a Hammer-On or Pull-Off, the notes between the
start and the end are skipped, which is reflected by the gaps in the arrow.
• A finger Tremolo on a specific note is visualized through a curled line (Fig-
ure 4.11[e]). Whereat the curliness of the line can indicate how articulated the
tremolo needs to be played.
The advantage of the described visualizations is their unambiguousness. They are
well distinguishable even with a distorted projection. Their form originates from the
movements of the fingers of the guitar player and the visualizations that are used in
today’s guitar tabs. With that they are easy to learn and to recognize, even for people
who are not familiar with the system.
One problem of video lessons is that when a student wants to figure out a certain
part, he has to repeat this part in the video over and over again. Therefore he has to
take his hands from the guitar away to control the video. The Yamaha EZ-EG and
Fretlight suffer from the same problem. Therefore we propose to integrate different
input techniques to control the projection without the need to remove the hands from
the guitar. Three different modalities would be feasible - speech, gesture and sound in-
put. Speech input is a reliable technology in todays mobile phone but it always requires
pressing one button to trigger the recording. To control the projection easy and short
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commands like rewind or play would be enough but a continuous recording and pro-
cessing of audio data would be needed. Another possible input technology would be to
detect if the student plays a predefined sequence of notes. But this again would require
continuous recording and processing. The third feasible technique would be gesture
recognition. Most phones today contain sensors like accelerometers or gyroscopes, and
with them gestural detection is easily possible. When a projector phone is attached to
the headstock of the guitar, swings with the guitar neck could be interpreted as ges-
tures. This approach seems to be the most promising since the computational overhead
is comparably small and movements normally are not that fast so that an acceleration
threshold can be used to distinguish the normal small movements from an intentional
gesture.
Figure 4.12: GuitAR Prototype - The prototype consists of a Gorillapod and an
AAXA L1.v2 Laser Projector. On the back of the headstock (not visible in the image) a
Phidget Accelerometer was attached.
4.2.4.4 Implementation
We created a prototype of the described concept using an AAXA L1 laser projector
that is mounted on the headstock of an Epiphone SG guitar (see Figure 4.12). The
mount consists of a Joby Gorillapod that was fixed to the neck using cable straps. On
top of the Gorillapod the laser projector was mounted. With this mount, all guitar
90
4.2 Prototypes
tuners are accessible and normally functionally while at the same time the projector
is easily adjustable. The projector weighs 122gramms and including the mount, the
whole prototype weighs 210gramms. Mounted to the headstock there is no adverse
effect on the playability of the guitar even though it adds a little bit more weight.
To control the projection we implemented a Qt application running on an Apple
MacBook. The application is capable of projecting 25 different chords and also able
to read tabs for complete songs in ASCII format and project the notes onto the fret-
board. When projecting a complete song the tempo in which the notes are shown can
be adjusted individually to the learning speed of the student. Unfortunately ASCII
tabs contain no information about the correct fingering, therefore we will use another
standard in the next iteration. The alignment of the projected image to the fretboard
was done manually. In future implementations we would aim for automatic vision based
recognition of the fretboard and automatic alignment.
For the gestural input we attached a Phidget accelerometer to the headstock of
the guitar. For the recognition of the gestures, we used the One Dollar Unistroke
Recognizer by Wobbrock et al. [225]. The recording of the gesture starts when the
acceleration of the headstock reaches a certain threshold. From the three dimensional
data that the accelerometer provides, only two dimensions are used since a movement
along the axis of the guitar neck is not feasible when playing the guitar seated. The
two remaining axes are mapped to the One Dollar Unistroke Recognizer x- and y-axis.
4.2.4.5 User Evaluation
The visualizations for different notes and playing techniques were demonstrated to two
advanced guitar players and one guitar novice. They rated the visualization as straight
forward and easy to learn. First tests with the prototype showed that the different
shapes and colours are easily distinguishable and referable to the strings they should
belong to (compare Figure 4.13). Also the mount was proven to be robust and stable
enough to keep the projection aligned with the fretboard even when the guitar was
heavily moved. The only thing that the testers stated was that they were not able
to determine which note to play when the projection was blocked through their hand,
which happened when the note lies behind the hand. With the Yamaha EZ EG and
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Figure 4.13: GuitAR Projection - The prototype projecting a chord, C-major (left)
and G-major (right). Beneath are the corresponding standard chord diagrams.
Fretlight the problem is analogue because the fingers cover the light that shows the
position of the note on the fretboard. When using a Moveable Projector such as a
tablet with integrated projector, projected from the front onto the fretboard, the light
would only be blocked if the angle between the tablet and the guitar was precipitous.
Otherwise, the instructions would simply be projected onto the fingers and the student
could estimate the exact position. But nevertheless, all users rated this to be a minor
problem.
4.3 Summary
To answer the question How have future projector phones to be designed to
enable spatially aware applications we presented in this chapter different interface
designs for mobile projection-based AR applications taking hardware issues of future
projector phones into account. All the interfaces focus on the augmentation of real
world objects in the environment and with that, the most sophisticated form of spa-
tially aware applications. We showed how the different spatial setups of camera and
projector units effect the possible applications and the physical interaction space. Our
presented prototypes highlight these challenges. The presented classification can help
to structure the design space of mobile projection applications. Of course many open
issues still remain. As discussed earlier not only the spatial configuration of the mo-
bile device camera and the projector play a role when discussing the potential and
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limitations of mobile camera-projector units. Today, hardware issues still hinder the
exploitation of the full impact of mobile camera-projector units. Our research tries
to make a contribution into the direction assuming that we will have better hardware
of mobile-camera projector units, we will have more powerful applications that go be-
yond projecting only content like images or videos. The implementations show how
researchers can overcome the current hardware problems and investigate the area of
mobile camera-projector systems more deeply. With our categorization using different
classes based on the spatial configuration we want to establish a framework for AR
applications using projector phones. We think that they have a big potential to en-
rich the usability of mobile devices. They enable larger presentation sizes and are well
suited for multi-user settings. With all this we demonstrate that AR applications using
mobile projected displays are not only already possible, but also that they can provide
a level of spatial integration that on current device is not yet possible. Therefore we
argue that making this integration of projected displays with the real world should be
a major consideration in the design of future mobile projection devices.
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5Display Alignments in Mobile
Multi-Display Environments
While the effects of heterogeneous multiple displays in classic desktop settings have
been explored extensively, this is not the case in mobile settings. To support the user
when interacting with mobile projected displays the spatial alignment of these need
to be analysed to find the most suited ones. In this chapter we compare different
alignments of mobile projected displays and smaller physical displays. Using mobile
eye-tracking we evaluate these alignments in terms of visual separation effects. After-
wards we present an application case of the best suited alignment with the Surface-
Phone. This novel configuration of a projector phone, aligns the projector to project
onto a physical surface to allow tabletop-like interaction in a mobile setup. The pro-
jection is created behind the upright standing phone and is touch and gesture-enabled.
Multiple projections can be merged to create shared spaces for multi-user collaboration.
This chapter is based on the following previously published publications: [43, 220].
5.1 Visual Separation in MMDE
Clamshell phones, handheld dual-display game consoles, projector-enhanced tablet PCs
and cameras are steadily increasing the number of multi-display mobile devices. In the
case of projector phones,the larger projected display can be viewed by more than one
person at a time unlike traditional handsets.
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Such mobile multi-display environments (MMDE) operate by providing visual in-
formation on different screens. They create larger screen estate, which can be used for
partitioning information. Often the larger display allows sharing public information,
while private information can be kept on the devices screen for the owners eyes only, or
to principally support input feedback. While MMDEs can be used both in single-user
contexts (using multiple displays to partition tasks) and multi-user contexts (e.g. for
privacy setting), the design space of MMDEs needs to be defined for single-user con-
texts before design considerations can be applied to multi-user environments.
The existing MDE literature shows how such device ecologies are affected by con-
cerns of visual separation [196, 197]. Visual separation is the division of information
across space in MDEs. The fact that the information is not continuous can create dif-
ficulties for the user when handling information and interacting across display spaces.
Research in fixed multi-display environments has shown that visual separation of
content can affect performance [22, 136]. Tan and Czerwinski [197] found a signifi-
cant detrimental effect when dividing information across multiple displays at different
depths for the same separation angle. Likewise, Su and Bailey [196] found that when
positioning large displays through workspaces, the relative depth between displays can
affect users performance.
While it could be argued that users direct control of the projection space and the
closeness of the phone display could reduce the effects of visual separation on mobile
MDEs, it could equally be argued that the mobility of displays could accentuate static
MDE problems. Moreover, mobile projector phones have an inherent depth differential
between the phones screen and the projection. Prior work in MDEs would suggest
negative visual separation effects due to this depth gap. With a lack of understand-
ing of how visual separation affects usability and performance, it is hard to identify
appropriate designs, suitable interaction techniques or adapt these devices to specific
applications.
The principal contributions of this section are that:
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1. Visual separation does not affect the viability of MMDEs
2. Displays must be positioned in the same field of view (Figure 5.1)
3. Mobility factors do not exacerbate visual separation. 4. We present some impli-
cations of our study on MMDE design
We now will review existing investigations of the field of MMDE as well as MDE to
lay the foundations needed for this section.
Figure 5.1: MMDE Design Consideration - In a mobile multi-display environment,
displays need to be positioned in the same field of view.
5.1.1 Types of Mobile Multi-Display Environments
In this section we explore existing work in MMDEs. MMDEs are either partially mo-
bile (i.e. a mobile component imported in a traditional MDE) or fully mobile (i.e. a
mobile device that supports more than one display). Partially mobile MDEs include
environments where a mobile device is imported inside a traditional MDE, for example
Greenberg et al. [75] present an environment in which a PDA is used in conjunction
with shared public displays. Since the mobile component can be flexibly reoriented
relative to the existing MDE, the visual separation effects of this component in the
overall environment may be mitigated by the ability to easily reorient the device. This
could minimise visual separation between displays and thus current research in fixed
MDEs is likely to hold in the partially mobile MDE case.
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There are many existing examples of fully mobile MDEs in the literature, which
can be divided into two categories, multi-device-single-display and single-device-multi-
display. Mobile multi-device-single-display environments are created when individual
single-display mobile devices are brought together to create one display. For example
Lyons et al. [134] present techniques using a network to link multiple single displays in
order to share co-located display spaces. Finally, Siftables [144] provide a set of tangible
interactive objects, each equipped with a single display that can be combined in order
to manipulate data and information. They support tangible interaction effects, such
as removing a physical item from a pile to delete associated virtual data. In all the
described cases, each individual display can easily be moved and re-oriented depending
on the desired situation. The users can then intuitively reduce visual separation effects.
Single-device-MMDEs provide more than one display on a single mobile device.
This type of environment has gained a lot of popularity with the growth of embedded
pico-projectors in existing devices such as phones, cameras, camcorders and even tablet
PCs. Traditionally these displays have been fixed relative to one another, such as with
a mobile projector phone where the projection lens is normally fixed at an orthogonal
angle to the mobile phones screen. Some devices, such as the Nintendo DS present re-
configurable hardware capabilities in between the two screens. Unfortunately, these ca-
pabilities are not currently exploited by software applications. Nonetheless, increasing
numbers of single-device-MMDEs exploit a reconfigurable multi-display layout, as the
Codex [89] where two screens are hinged and can be rearranged into different positions.
Despite the possibility of re-orienting these devices, many single-device-multi-display
environments do not allow the user to rearrange displays in order to simultaneously
visualise information. This bears the question of whether we can immediately transfer
guidelines from research on fixed multi-display contexts to mobile single-device-multi-
display environments.
5.1.2 Factors of Influence of Visual Separation
Having reviewed existing MMDEs, in this section we review existing work on visual
separation in MDEs and the visual separation challenges for single-device-MMDEs.
Factors amplifying the effects of visual separation have been studied for a range of
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multi-display configurations including when displays are of different sizes, when placed
at different distances from the user, if oriented at different relative angles and when
separated by surrounding bezels or frames.
5.1.2.1 Size and Depth
Mandryk et al. [136] show that users are faster at interacting between two identical
and continuous monitors compared to using a secondary monitor of smaller size placed
with a small gap to the primary screen. Pointer warping techniques such as Mouse
Ether [13] and frame memory pointer [20] propose cursor movement techniques that
can help reduce the effects of visual separation across displays of different sizes in het-
erogeneous MDEs.
Early literature in ergonomics [3] advises that documents and screen are kept at
the same distance from the user for data-entry tasks that require rapid shifts between
both elements, to reduce costs in switching views. Recently, Tan and Czerwinski [197]
show a detrimental effect due to visual separation when a screen and a projector are
placed at different depths within the same visual field. These negative effects can be
reduced with techniques such as the Perspective Cursor [155], that remaps the ordinary
mouse cursor in a complex heterogeneous MDE depending on the perspective of each
user regardless of their position.
In most single-device-MMDEs, the screens used are set to have similar characteris-
tics, dimensions and are often at the same distance from the user (i.e. where the device
is held). However, in projector-enhanced mobile devices, screens and projections vary
in size and distance depending on the proximity to the projection surface. Although ab-
solute size and distance can be configured by manipulating the device, relative size and
distance between displays are typically fixed and may cause visual separation effects
due to angular or focal displacement.
5.1.2.2 Angular separation and Field of view
Tan and Czerwinski [197] show greater visual separation effects of depth when the data
is separated by a 55 angle (i.e. outside the useful FOV) compared to a 27 angle (i.e.
inside the useful FOV). Su and Bailey [196] studied visual separation for multiple large
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displays and found negative effects when the secondary screen is situated on the same
horizontal plane as the primary screen but at an angle of 70 relative to the user, at
the periphery of their field of view. Their study also showed a negative effect when
the second screen was completely behind the user (i.e. in a completely separate FOV);
however, they found no effect when the secondary screen was oriented at an angle from
the first screen and were both at the same distance from the user. Following their
experiment, they presented a set of guidelines on how to position two large displays
relative to each other: the displays should stay on the same horizontal plane, at no
more than a 45 subtended visual angle and should not be placed behind a user; in
other words both displays should stay within the users FOV.
Some single-device-multi-display environments are designed with the displays in dif-
ferent fields of view. For example, some clamshell phones are equipped with both an
internal and an external display, such as the Samsung Alias 2. With this configuration,
the screens are on different sides of the phone (i.e. in a different FOV) and cannot
be used simultaneously. Codex [89] is a dual-screen device that works with a hinge
between the screens and offers different functionalities for different rotational postures
of the screens, that can be in same or different FOV depending on context.
Z-Agon [139] is another example of single-device-multi-display with 6 screens fitted
in a cubic arrangement. Held in the palm, it can be moved to explore content on the 2
or 3 faces in front of the user while other faces remain hidden at the back of the cube.
5.1.2.3 Bezels
In MDEs, Tan and Czerwinski [197] found no effects of visual separation due to bezels
and physical distance between screens alone. Yang et al. [227] found minimal visual
separation effects between Lens-Mouse (a mouse with screen on top) and the monitor.
Task performance in Yang et al.s study [227] degraded in their dual-monitor condition
attributed to distance and not bezels. Contrarily, Bi et al. [22] found that splitting
symbols across two displays with a bezel in the middle was detrimental in a search
task. Bi et al. [22] also found that interacting with data was faster with no bezel com-
pared to a tiled screen. Forlines et al. [71] show that for an individual user; having
information split across multiple vertical screens is detrimental in terms of reaction time
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to accomplish a visual search task compared to a single vertical screen. Stitching [90]
is an interaction technique designed to reduce visual separation effects by using a pen
interface to draw interaction lines across multiple displays.
Chen et al. [46] present a dual-display e-book reader and shows advantages of us-
ing multiple screens for reading. For example, information can be separated on both
screens through the bezel for multi-document reading. Moreover, the device supports
interaction techniques that draw on real books, such as moving one screen towards
the other to turn pages. In addition, the screens can be detached and reassembled
for different modes of use. Devices with dual screens separated by a bezel already ex-
ist, such as phones, laptops or even game consoles as the dual-screen Nintendo DSi or
dual-touch-screen Toshiba Libretto laptop.
5.1.2.4 Mobility
In all the above designs, MMDEs have very different characteristics to traditional
MDEs. We have identified inherent size and depth gaps which create potential angular
and focal separation in the case of projector-enhanced mobile devices or individual dis-
plays placed in separate fields of view. Previous research in MDEs shows that multiple
screens need to be placed within the same useful FOV of the user to avoid negative
effects of visual separation [196] and also that specific interaction techniques need to be
applied if the size of the displays differs. Yet, MMDE designs do not necessarily follow
these guidelines because the studies presume a fixed position and orientation and no
or limited control over changing display placement during the task. It is therefore es-
sential to determine whether visual separation effects previously demonstrated in fixed
MDEs translate to MMDEs. Therefore in the following we explore the design space for
MMDEs and we determine if the negative effects of visual separation in MMDEs can
be reduced by aligning displays within the same field of view.
5.1.3 Design Facotrs for MMDEs
There is a fixed number of ways to position displays together in a single-device-MMDE.
When such devices possess more than two displays, these design considerations apply
to each pair of displays individually. The displays can either be separated by: distance
vertically (Figure 5.2 a,b,c) or horizontally (Figure 5.2 d,e,f), an angle (Figure 5.2 g,h,i),
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Figure 5.2: Possible layouts for two displays on a mobile device for different
types of displays - screen-screen (a,d,g); screen-projector (b,e,h) and projector-projector
(c,f,i). Displays can be separated horizontally, (a,b,c), vertically (d,e,f), by an angle across
any plane (g,h,i) or any combination of the above positions. In the screen-projector cases
(b,e,h), the displays are further separated by depth due to the inherent properties of each
display
or any combination of those conditions. The displays can be separated by any distance
δ that will vary depending on the devices design: from a few centimeters wide such as
the size of a bezel or a hinge (Figure 5.2 left column) up to a few meters wide in the
case of a projector enhanced device (Figure 5.2 middle and right columns). When the
displays are separated by an angle α (Figure 5.2 g,h,i), α can be of any value (0-360)
along any axis in the cartesian space.
When the displays are close to each other or at a small angle from each other, they
are in the same field of view. However when δ or α have high values, the displays
are in different fields of view. In fixed MDEs, displays tend to be in the same field of
view, which is not the case in current MMDEs. In our user study, we will determine
whether placing the displays in different fields of view increase visual separation effects.
Depending on the design of the device, the displays are either relatively fixed: al-
ways at the same distance and angle from each other or reconfigurable: the distance
and angle between the displays is context-dependent such as in Codex [89].
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In Figure 5.2, we present possible layouts of two displays: two screens (left column),
a screen and a projector (middle column) and two projectors (right column). In the two
screens case, the screens are unlikely to be more than a few centimetres apart in order
for the device to be handheld; the design is therefore similar to traditional screens in
MDEs separated by a bezel. The visual separation effects are then likely to be similar
to the effects of bezels in MDEs. However, bezels do not affect visual separation as long
as information is not cut across the bezel [22] and appropriate interaction techniques
are implemented [90]. We have therefore chosen not to explore visual separation effects
for this configuration.
In the case of a screen and a projector, the displays have by default heterogeneous
characteristics, such as different sizes and resolutions and are moreover separated by
depth. The literature on MDEs shows that depth can be an important factor when
managing visual separation effects. Moreover, the position of the projector lens on the
device itself will determine if both displays will be in the same field of view or not. We
believe that visual separation effects will be at their strongest in this type of environ-
ment, hence our decision to run the user study with a projector enhanced mobile device.
The two projectors case is similar in characteristics to traditional large displays
MDEs, such as two projection spaces that will display either on the same, on an or-
thogonal or on opposite planes, characteristics that have already been explored in the
MDE literature. Yet, dual-projectors mobile devices present some interesting features
such as the ability to display at different depths depending on the surrounding envi-
ronment, as when displaying on an uneven wall. Nonetheless, in most multi-projector
cases, the projections will either be separated in distance (depth), in plane or in size
of projection. We believe that those issues are similar to the ones encountered by a
screen and a projector case and that any experimental results obtained for the former
configuration will apply to this category too.
5.1.4 User Study
The purpose of this study is to identify the effects of visual separation on single-device-
MMDE when the multiple displays are in the same field of view and when they are
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not, as well as when the device is fixed or mobile. We run the study using a projector-
enhanced mobile device since the embedded displays are by design of different sizes and
displaying at different depths. We decided to study the combination of a screen and a
projector instead of the two-projector case since this configuration is more prominent
in current devices. We expect that the lack of physical connection between displays
will generate greater effects of visual separation.
Our experimental setup includes the following aspects of mobility: handheld (par-
ticipant can hold the device as they feel comfortable), portability (implies that the size
and distance of the projection will vary), unsteadiness (jitter is not compensated for)
but not actually moving between rooms in order to allow comparison between results
in the fixed and the mobile settings.
5.1.4.1 Task
Figure 5.3: User Study Task - a. Left: Example of pattern displayed on the screen b.
Centre: Matching sparse version c. Right: 3x3 grid displayed on the projection
The task chosen for this experiment is a visual search task. Visual search is a typi-
cal task for analysing visual separation [71]. Tan et al. [197] use different types of task
including text comparison as it is representative of tasks in which the user must cross
reference and compare content displayed in multiple locations. Chen and Chien [45]
use a similar task when looking at effects on visual performance on small screens. In
our experiment, we chose an image comparison over a text comparison task, since the
laser projectors resolution could affect reading accuracy.
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The task chosen consisted of matching a pattern on the screen (Figure 5.3 a) with
a sparse version of the same pattern (Figure 5.3 b) positioned inside a projected 3x3
grid of competing matches (Figure 5.3 c). This makes use of the different display sizes,
showing the initial pattern only and a keypad on the small display and the 9-pattern
grid on the larger projected display. The sparse versions are randomly created by delet-
ing half of the items from the initial pattern and replacing them with blank cases. The
competing patterns in the grid are other sparse versions of the initial pattern for which
5 items are permuted in order to look similar but not match the initial pattern.
The participant would select a matching pattern on the projection by pressing the
corresponding number on the numeric keypad on the screen below the initial pattern.
Depending on the answer, the participant could receive positive audio-feedback and
continue to the next trial or receive negative audio-feedback and would have to repeat
the same trial until the correct matching pattern was found.
5.1.4.2 Experimental Design
Figure 5.4: User Study Hardware - Phone and projector used for the user study fitted
with the Floor setting mirror
For the study we used a Google Nexus One with a touch screen combined to a Mi-
crovision ShowWX laser pico-projector (Figure 5.4). Additionally the study makes use
of a portable eye tracker to analyse the switching behaviour between the two displays.
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The experimental room was darkened to optimize the projector viewing conditions.
The independent variables were:
• Position of the projection relative to the phones screen: in the same FOV (Floor),
in different FOV separated by one angular plane (Front) or by two angular planes
(Side)
• Mobility: whether the device is fixed on a tripod or handheld by the user: mobile
setting.
Figure 5.5: User Study Task Pattern - Example of task pattern and grid of sparse
patterns in the three positions in fixed setting: Front, Floor and Side. For each trial, the
grid is only displayed in one setting only.
Position The projection spaces relative to the screen are described on Figure 5.5:
The Front projection corresponds to the alignment of the phone and the projector. A
mirror is placed at the top of the projector lens and oriented at a 60 ◦ angle downwards
for the Floor condition, as shown in Figure 5.3, and a 40 ◦ angle sideways for the Side
condition. In order to reduce the keystone effect introduced by the mirror, we projected
at a resolution smaller than the projectors maximum one.
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Mobility In terms of mobility, the device was either set at a fixed position on a tripod
(fixed setting) or held by the user (mobile setting). In the fixed setting, the assembly
phone-projector is placed on top of a tripod and the participant had to stand on prede-
fined markers by the tripod. The position of each projection space (on the floor, front
and side walls) was predefined in order to set a constant position and aspect ratio of
the projection for all participants. We ensured that all three projection spaces were
the same distance from the device (110cm) and would therefore always have the same
size (middle of the projected grid fixed at 60cm wide).
In the mobile setting, the user is holding the device and can use any projection
surface at any distance or size that they are comfortable with. The user was free
to move around the room with the device. The distance to the wall and the size of
the projection would then vary depending on users movements. We did not impose
any restriction on how the user would hold the device. Nonetheless, we observed that
most users held the device in the non-dominant hand and touched the screen with the
dominant hand, while other users held the device in both hands and used their thumbs
to touch the screen. None held the device with their dominant hand.
5.1.4.3 Eye tracking procedure
The context switches were measured using a mobile eye tracker: Tobii Glasses that
recorded eye movements at 30 Hz. This eye tracker is non-intrusive as it is low weight
(75 grams glasses) and fully mobile so participants could roam freely. Some IR markers
were positioned around the various display spaces (in the fixed setting) to allow auto-
matic data mapping and help repositioning the projected image at the same place for
each participant. The eye tracker records both a video of the scene and where the user
is looking in the scene.
5.1.4.4 Hypothesis
Based on the literature review and our preliminary exploration of the issues, we ex-
pected display configurations (relative positions of displays within same or in different
FOV) and whether the device is being held (mobility) to significantly affect perfor-
mance and produce visual separation effects.
107
5. DISPLAY ALIGNMENTS IN MOBILE MULTI-DISPLAY
ENVIRONMENTS
We presumed visual separation effects to be less important when the screen and
the projection are in the same FOV (floor setting) than when the projection is in a
different FOV than the screen (front and side settings). We also expected for partici-
pants to compensate visual separation effects when holding the device since they could
themselves reconfigure the display areas adaptively.
5.1.4.5 Procedure
Twelve volunteers (5 men) aged between 24 and 35 years old (avg. age 28.6 years) were
recruited from within one of our universities. All our participants were familiar with
touch-screen technology and all had normal colour vision. We used a within-subjects
design where position and mobility were counterbalanced across participants.
We explained the task to each participant individually. To start a trial the user
pressed the Start button whenever they felt ready. There were 8 trials for each experi-
mental condition. Participants were also told that they should say aloud if they pressed
the wrong button in order to identify false negatives. After the experiment, users filled
out a NASA TLX satisfaction survey.
In summary the experimental design was: 12 participants x 2 mobility factors x 3
positions x 8 trials = 576 data points.
5.1.4.6 Measures
Figure 5.6: User Study Eye Tracking Data - Snapshots from the eye tracker video
Left: User is looking at the projection. Right: User is looking at the phone
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• Number of context switches between the screen and the projected display. Pre-
vious studies on visual separation do not measure the number of context switches.
However the problems induced by context switches are quantified in mobile projector-
phone studies [82] as well as in some MDE studies [19, 60]. This is measured
by the portable eye tracker. The number of context switches is computed by
the eye tracking software in the fixed setting using the IR markers and is then
manually verified through analysis of the eye tracker video. In the mobile setting,
the switches are manually counted at the video analysis stage (Figure 5.6) since
the position of the projection space is not constrained in this setting.
• Completion time and number of errors in performing each trial, including num-
ber of false positives. These are typical measures in visual separation stud-
ies [71, 196, 197] and allow comparing participants efficiency for different ex-
perimental settings. The completion time is timed between the start of the task
to its successful completion.
• Position preferred - NASA TLX: This test assesses subjective information on a
7-point scale for mental, physical and temporal demand; performance; effort and
frustration. We have combined this traditional subjective workload questionnaire
with some personalised questions aimed at gathering user preference data.
5.1.4.7 Results
Figure 5.7: Context Switches and Task Completion Time - Average of context
switches (left) and average task completion time (right) for each conditions: Front, Floor,
Side in the two mobility settings.
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We used a repeated measures ANOVA test for the number of context switches,
completion time and number of errors. We used the univariate ANOVA test for the
NASA-TLX results analyses with subject as a random factor.
• Number of context switches: We found a main effect for position (F(2,94)=62.817,
p<0.001), pairwise post-hoc comparison showed significant differences between
the positions: Front and Floor (p<0.001), and Side and Floor (p<0.001) and
no significant differences between Mobile and Static conditions (F(1,95)=1.034,
p>0.05). The mean for Front and Side were respectively 20.49 and 19.62 context
switches, compare to 31.41 for the Floor conditions as shown on Figure 5.7(left).
• Task completion time and number of errors: Our findings showed no significant
difference in trial completion time for position (F(2,94)=0.390, p>0.05) and mo-
bility (F(1,95)=0.057, p>0.05), as well as no significant difference in error-rates
for the different positions (F(2,94)=1.049, p>0.05) and mobility (F(1,95)=1.143,
p>0.05). The average error rate across all conditions was 8.9%. Figure 5.7 right
shows the average trial completion times across all conditions.
• NASA TLX : We only found a significant difference in temporal demand for po-
sition (F(2,22)=4.086, p<0.05). Floor is perceived as faster than Front and both
are perceived as faster than Side (means for temporal demand for Floor is 3.67,
Front is 3.83 and Side is 4.33 on a 7-likert scale). For all other variables no
significant effect was found.
• Position preferred : In the fixed setting, 75% of participants chose the Front
position with the remaining participants preferring the Floor. In the mobile
setting, half of the participants preferred the Floor, 42% the Front and 8% the
Side. When asked what their favourite condition was overall, 75% favoured a
mobile position compared to a fixed one (Figure 5.8).
5.1.5 Discussion
At this point, we discuss the above results on four related themes: Viability of mobile
MDEs, Dual-display configurations, Substantiation of mobile uses and Design implica-
tions
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Figure 5.8: User Preference of Position - Overall preferred position for each partici-
pant
Visual separation does not affect the viability of MMDEs The results of the
study show that visual separation effects did not prevent users from carrying out the
task, which is reflected through the low error rate of only 8.9% over all tasks and con-
ditions. This result is valid for both the static and the mobile conditions.
During the experiment, participants had no problems using a mobile dual-display
device even with very heterogeneous displays in terms of size, resolution and depth of
the displays. In a case where tasks are divided across displays, single-device-MMDEs
can outperform todays single display devices. Moreover, the tasks can make use of
the different displays characteristics, such as our experiment uses the phones screen to
display a single pattern and a keypad and the large projection space to display a large
grid of 9 patterns.
We conclude that MMDEs with heterogeneous displays are a viable solution.
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Displays must be positioned in the same field of view The eye tracker recorded
significantly more eye context switches in the floor condition: over 30% more than in
the other positions; whereas we found no significance in completion time and error
rate across the three positions in both fixed and mobile settings. This important result
would have been overlooked should we have used traditional task performance measures
only.
The results show that the number of eye context switches does not affect task per-
formance and that there is a higher number of context switches when both displays are
in the same field of view. This suggests context switches are a lot cheaper to perform
when both displays are in the same field of view (Floor setting) as they only require a
simple eye movement and little or no head and neck movements, unlike the Side and
Front conditions where participants reported discomfort. One participant said about
the Side setting: ”It was very uncomfortable to constantly turn my head during the
experiment”. We also believe that the higher number of context switches in the Floor
condition is due to the fact that context switches can be considered as epistemic [112],
using the active memory to store the position of the geometric shapes in the pattern.
Instead of having to remember the positions in the pattern, users could externalise
their thought processes by switching context more often. This is also the reason why
this setting appeared as being faster paced to the participants. We recommend that
multiple displays in MMDEs should have the displays aligned in the same field of view.
Mobility factors do not exacerbate visual separation Since we found no signif-
icant difference between mobile and static setting in terms of error rate, task comple-
tion time or context switches, we believe that the following mobility factors: handheld,
portability and unsteadiness, have no effect on visual separation. Participants wrist
and hand movements in the mobile setting did not help compensate the effects of vi-
sual separation. A possible reason could be that they were already compensating for the
jitter of the projection resulting from the participants holding the device in their hands.
Since none of the participants mentioned jitter as a problem during the experiment and
in the post-study questionnaire, we conclude that they instinctively compensated for
any mobility-induced jitter effects. Our experiment showed no more visual separation
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effects between mobile and static settings, even though the projection space and size
were varying; and since participants showed a strong preference for the mobile setting,
the investigation of mobile scenarios is justified. Since scenarios involving the afore-
mentioned characteristics of mobility are justified, we recommend the investigation of
other mobility factors.
5.1.6 Design implications
In the following sections, we present some design implications for future MDEs that
emerge from our discussion in terms of type of displays, display physical arrangements,
flexibility of design and mobility.
Type of displays for MMDEs Our experiment showed that MMDEs are viable,
which includes heterogeneous dual-display solutions. Although dual-display solutions
for mobile devices are technically possible, they are currently under-exploited by manu-
facturers. Our study demonstrates that these solutions should be envisaged more often
since visual separation effects do not present issues for carrying out activities where
tasks are distributed across displays, such as in our experiment. This is also valid for
activities wherein the user chooses which display to use depending on application and
context needs. Those scenarios of use are consistent with most common uses of MDEs
as described by Grudin [78].
Additionally, most existing dual-display mobile devices are designed with multiple
displays of similar types, whereas heterogeneous displays offer more potential, such as
the ability to choose where to display depending on the context without generating
negative visual separation effects. While current usage of heterogeneous dual-display
mobile devices is often limited to one display at a time, we encourage designers to
consider exploiting both displays simultaneously. This would also allow more flexibility
in the choice of interaction technique.
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Physical arrangements of displays Our experiment shows that having both dis-
plays in the same field of view is paramount for applications that make use of both
displays. Users can reduce the amount of information they have to remember and
can instead use active memory to recall information by switching gaze between dis-
plays more frequently. This is particularly important for applications that suffer from
heavily cluttered displays, such as map applications. This pattern of increased context
switches to alleviate cognitive load is equally important when one display is also used
to facilitate input to the other display. This especially facilitate input techniques that
require Input on the projection device. In this situation, the displays must be arranged
within the same FOV.
However, arranging displays in the same FOV is not trivial in a mobile environment
where external factors influence how the user holds the device and on which surfaces
content can be displayed. These external factors range from luminosity and glare to
the available projection spaces, number of users viewing the content and the type of
information being displayed. The usage of a steerable projection could overcome these
environmental issues, as presented by Cauchard et al. [42], a steerable projection can
reduce visual separation effects in MMDEs by automatically reconfiguring the align-
ment of the displays according to the context the device is used in.
Flexibility of design Prior research conducted in MDE suggests that displays ar-
ranged on different planes or separated by more than 45 angle result in lower task per-
formance and provide negative visual separation effects [196]. However, in our study,
we find no significant task performance differences, whether in time completion or er-
ror rate, across the different settings. These results show that guidelines for MDEs are
not directly applicable to MMDEs. One explanation could be the use of a very small
display close to the user. This shows that although it is preferable for the user to have
both displays in the same field of view, there is more flexibility in the alignment of
displays in MMDEs than in MDEs.
This is especially the case for applications that do not require epistemic actions
from the user, and for which the need for rapid context switching is not crucial. For
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those applications, manufacturers have more freedom to position the projection unit
wherever it best suits the device ecology. This could result in smaller devices since the
projection unit could be placed where it fits best without generating visual separation
effects on performance. In this case, a wide range of interaction techniques can be
supported for which displays do not need to be aligned, such as foot interaction on the
floor [42] or even shadows on the projection [53] for any other projection setting.
Mobility In our study we find no more visual separation effects when the device is
held than when the device is fixed on a tripod. Most current single-device-MMDEs are
built for scenarios of use in which the device is placed on a surface. Our study shows
that all factors of mobility are worth investigating, such as when the user is walking
while holding the device; or stopping by to obtain contextual information about the
area they are walking by. Many contextual applications could benefit from true mobility
and new interaction paradigms could be envisaged, such as the use of haptic while on
the move.
5.2 Application Case - SurfacePhone
As we learnt form these design implications the combination of a mobile projected and
a physical display offer a very flexible MMDE space. At this point we want to make
use of this knowledge and present a prototype that incorporate these findings.
Current projector phones such as the Samsung Galaxy Beam [76] precludes many
of the prevalent sharing and collaboration techniques that are well known and inves-
tigated for example in today’s tabletop systems. Therefore we here present a setup of
a physical and a projected display that takes into account the aforementioned findings
and allows to recreate such tabletop-like interactions in mobile scenarios with a private
and a public display. The so called SurfacePhone is a novel configuration of a MMDE
that consists of a physical and a projected display. It is able to project a second display
right behind itself, while it is standing on a surface.
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The investigated setup allows for collaboration and sharing as well as advanced
single-user interactions. The projected display is touch- and gesture-enabled and ad-
ditionally spatially aware. This allows connecting multiple projected displays into one
combined display. Here the design process of the SurfacePhone as well as our imple-
mentation are presented. Starting with the considerations for such a system and the
envisioned usage concepts, we then present two prototypes supporting aforementioned
affordances. The initial concept prototype allowed us to easily evaluate the previously
discussed concepts and ideas. The technical mobile phone case prototype (hard- and
software open sourced) was developed to show the technical feasibility of the Surface-
Phone concept.
5.2.1 SurfacePhone Concept
The design of the SurfacePhone concept encompasses the position of the projected sur-
face in relation to the phone, the position and orientation of one SurfacePhone to other
SurfacePhones in the environment, and the modalities to interact with screen and pro-
jected display in either scenarios. Further, we distinguish between single device/single
user(SDSU), single device/multi user (SDMU), and multi device/multi user (MDMU)
scenarios.
5.2.1.1 Position and size of projection
Hinckley et al. [89] showed that a range of very private to very public and collaborative
application scenarios can be supported, depending on the spatial relation of dual-screen
postures. The projection in front of the mobile device would resemble the laptop dis-
play configuration, it is a very private setup. This is because the projection is mainly
visible to the user facing the device. In such a configuration the projection could show
a soft keyboard. A projection to either sides of the phone would imitate the setup of
Bonfire [102]. In this semi-private setup, the projected surface is still within easy reach
of the user, but more public than in the laptop scenario.
These two configurations have been explored intensively but a projection behind
an upright standing phone has been neglected so far. This setup – the SurfacePhone –
consists of a public projected display and a private display (as can be seen in Figure
5.9) and presents a more collaboration oriented setup. To some extent, it resembles
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the Battleship setup of Codex [89], albeit the difference that the primary user is able
to see both the phone display and the projected display. In this setup, there is a clear
separation between the private phone and the public projection that is visible and
within reach to people in the near vicinity. This comes at the expense of a slightly
more difficult interaction with the projection as the user has to circumvent the phone
to touch the projection.
Additionally, this MMDE setup is in line with the findings above. When the user
is sitting in front of the upright standing phone, the phone’s display as well as the
projection are in the same field of view. This allows the SurfacePhone to split the
information between these two displays without risking visual separation effects.
To give an idea of the size and position of the projection early-on, we experimented
with different alignments we found the optimal size and position of an (undistorted)
projection behind the phone that we could achieve to be around 17cm × 14cm in size,
14cm behind the phone and 4cm to the left of the center of the device. The projection,
thus, is three times as big as the 4” screen of the iPhone 5.
Figure 5.9: Single Device Single User (SDSU) - In this setup the screen space of
the user is enhanced to e.g. solve the fat-finger problem using the projection behind the
device.
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5.2.1.2 Configurations
The SurfacePhone can be used alone, or by multiple users using one or multiple Sur-
facePhones. Specific to this setup is that the user is interacting with two displays
simultaneously that have quite different affordances. The mobile display is brighter
and more touch-responsive than the projected display. However, the projected display
is bigger – at least in terms of size, not necessarily resolution – and supports Direct
Interaction on the projection as well as Around the device interaction.
Single-device, single user (SDSU) This configuration can be used, for instance,
to overcome the fat-finger problem on mobile devices by outsourcing e.g. controls of
a game (compare Figure 5.9) to the projection or showing the main view of the game
on the projection. Apart from that, the projected display could be used as a general
secondary display, for instance, showing a task manager or notifications of applications
currently running on the device. Furthermore, an ”Ambient-aura” around the phone
that is coupled to the user’s perspective on the device could enrich the immersion of
multimedia and games such as has been shown for TVs with IllumiRoom [101]. Finally,
phone screens are very useful for augmenting the reality of the user, but cannot serve
publicly visible augmentation (as discussed in detail in Chapter 4). The projection on
the other hand could be used to augment a real playboard with projected tokens. For
example it could project chess tokens on a real board to play against the computer or
a human opponent. As the projected display is fully covered in the camera image, the
SurfacePhone represents an congruent alignment.
Single-device, multi-user interaction (SDMU) Leveraging the inherent differ-
ences in publicity of the displays the SurfacePhone can be used for several sharing tasks
in small groups (compare Figure 5.10). For instance, the projection of the phone can
be used to present pictures or slides to a small group of people. The screen of the
SurfacePhone can be used to browse the content and decide which content should be
shown on the projection. Advantages of using SurfacePhone in this scenario include
that users do not have to hand over their phone to other people; the content can be
presented to all people simultaneously; only specific pictures or slides for presentation
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Figure 5.10: Single Device Multi User (SDMU) - In this setup the additional screen
space is used to share information with small groups e.g. one user is presenting pictures
to another user.
can be selected to address time or privacy constraints. Finally, the projection can also
be touch- or gesture enabled, giving the viewers the possibility to interact with the
pictures or slides. Similarly, the setup is also suitable for games such as blackjack: The
person playing the bank controls the game from the screen. Other players sit in front
of the projection and use Direct Interaction on the projection.
Multi-device, multi user interaction (MDMU) Finally, when more than one
user brings their SurfacePhone to the table, projections can be merged at different
sides forming larger shared surfaces. These can be used for collaboration, e.g. data
sharing, as well as competitive scenarios such as gaming. Depending on the scenario
and the familiarity of the participants, different setups support different degrees of col-
laboration.
Sitting next to each other on the same side (Figure 5.11 left) is the most intimate
setup as both the projections as well as the phone screens are visible to both users. This
setup, for example, could be useful to collaboratively search for holiday trips. Users
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Figure 5.11: Multi Device Multi User (SDMU) - Short Edge Merge - In this
setup the projections are merge on the short side. The users can either sit on the same
side generating a very intimate setting (left), or sitting opposite to each other so that both
projections are easily touchable (right).
can first explore offers on their personal devices, then share it to the surface. The setup
also supports collaborative gaming, where the projection shows a shared game view and
users control their characters or army on their mobile devices. Being able to also see
other users’ phone screens may significantly improve communication in collaborative
planning.
On the opposite, sitting face to face (Figure 5.12) merging the long side of the
projections is the most distant setup. It suits users unfamiliar with each other, as well
as competing opponents in a game for instance. In both cases, users have private in-
teraction on their mobile display, using it to selectively share content on the projected
surface. Also, the own projected display is likely not within easy reach of other parties
making it more personal for each user.
Sitting face to face, but at the same time next to each other (Figure 5.11 right) com-
bines properties of both aforementioned setups. In this setup, users keep their private
view on their mobile screens, but expose their projected surface to be easily reachable
by the other party. Therefore, the setup particularly emphasizes familiar use cases of
interactive surfaces, encouraging participants to manipulate all objects on the surface.
Two users may also sit round the corner of the table which is in general equivalent to
the previous case, but allows more easily to come round and take a look on the other
user’s private display when both users desire so.
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Finally, groups with more than two devices merge projections at arbitrary sides in
their center. Obviously, no general rule for the visibility of phone screens or reachability
of projections can be determined. However, like people do when playing games involving
hand cards, users can arrange to ensure the required visibility and privacy. Projections
can be merged to a central surface for a few participants. Larger groups can also
merge a ring of connected projections. Although these cannot visualize content in the
middle, conceptually this area can still exist. For instance, in a card playing game,
when making a trick, cards can move from one surface to another “through” the blank
center, thereby incorporating the unprojected area into the interactive surface.
Figure 5.12: Multi Device Multi User (SDMU) - Long Edge Merge - Two users
sitting face to face with the projections merged at the long side
5.2.1.3 Interaction Techniques
In the following we will discuss required interaction techniques for the SurfacePhone
that suit aforementioned application and usage scenarios. Here we draw from users’
experience and familiarity with smartphones and tabletop systems. The technical fea-
sibility of the here described techniques will be addressed in the implementation section
of the technical prototype. While in theory a projector phone could offer various addi-
tional hardware that could be used for sensing, constraints on size, battery time, etc.
made manufacturers of projector phones settle to the current set of hardware which
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mimics that of ordinary smartphones besides the projector. Thus our exploration, to
be realistic, should not involve additional hardware. Henceforth, the only difference
between the SurfacePhone and other projector phones should be the different position
and orientation of the projector. The setup could be advanced to a manually rotatable
projector to fit standard wall projection scenarios as well.
With today’s prevalence of multi-touch interaction users would expect to be able
to interact with the projected content using direct touch. This includes long touches
and double-touches, to allow for a richer input set through different touch modalities.
Furthermore, gestures like directional swipes are common on tabletops and should be
supported as well.Besides these Direct Interaction on the projection due to the phone
cameras wide angle also other Around the device interaction techniques such mid-air
gestures can also be considered. Furthermore with the front facing camera another
opportunity for these Around the device interaction techniques exist.
Another interesting space of interaction lies around the projection. As the phone
camera is seeing an up to ten times larger space around the projection, invisible buttons
around the projection are possible. Similarly, gestures that cross the edges of the pro-
jection could be supported, for example, to move content to another user’s projection
that is currently not merged.
When many SurfacePhones merge so that they form a ring rather than a central
space, not all other projections are inside the camera viewport. In this scenario the
phone camera’s flash LED could come to the aid. Research from Shirmohammadi and
Taylor [190] and our own exploration suggest that the enabled flash LED of one phone
can be clearly identified in the camera image of another phone and used to infer each
other’s orientation and distance using Lambertian reflectance. When there is a con-
tinuous surface between the devices, the flash LED can be easily identified up to 10
meters. By letting each device blink a unique pattern every now and then, devices
could be uniquely and spatially detected.
As the SurfacePhone is a mobile device,interaction through Movement of the pro-
jector can be measured using the built-in motion sensors and the optical flow of the
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camera’s video stream. The projection could, for example, be changed from showing
display-fixed content that moves with the device to showing a dynamic peephole into
world-fixed content. This interaction technique is discussed in a different setting in
the next chapter. Any table could thus become the personal virtual desktop that is
explorable by moving the SurfacePhone like a flashlight over the table.
Figure 5.13: Transfer Interaction Techniques - The three different transfer tech-
niques. (left) Direct transfer: A user places a scrabble piece at a precise position on the
board through simultaneous touch. (middle) Binned transfer: Elements from the bin ele-
ment (here the bench) on the phone are placed on the projection using touch-swipe. (right)
Mediated transfer: The presenter drags another picture on the proxy element at the top
of the phone.
A regularly occurring task when using the SurfacePhone is to transfer content from
the screen to the projection and vice-versa. Following on [6] we can distinguish between
three main categories of transfer-techniques that can be supported: direct, binned,
and mediated transfer. These techniques are all based on Direct Interaction on the
projection, Input on the projection device or a combination of both.
• Direct transfer is used to transfer an item from a specific position on the phone to
a specific position on the projection or vice-versa. For this category we propose
to use Human Link, as in [219]. The body of the user is conceptually used as
a medium to transfer the content between the two displays. The user touches
the content that they want to transfer on the phone and then, simultaneously
or in quick succession, touches the point in the projection where they want to
place it or vice versa (Figure 5.13 left). This represents a combination of Direct
Interaction on the projection and Input on the projection device.
• Binned transfer uses a bin element on one or either displays that is used to
place content items in the bin that then can be transferred using a form of direct
transfer. For instance, to place a whole word in the scrabble game, users can
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position the letters on the bench (the bin) on their phone screen in correct order
and then transfer them altogether by swiping over the target positions on the
projection (Figure 5.13 middle). Similarly, users could select pictures on their
phone to a bin and then fan them out on the projection with a finger swipe.
• Mediated transfer uses a proxy or gate element through which content is trans-
fered. To transfer a object simply drag and drop it on the proxy (Figure 5.13
right).
5.2.2 Concept Prototype
To explore and evaluate the SurfacePhone concept, we built a concept prototype to val-
idate that the proposed display configuration is actually desirable and usable. Through
the placement of a standard mobile phone on a multi-touch surface it is easily possible
to simulate the projection behind the phone. This allows us to test users’ experiences
providing a more robust, responsive, and clearer multi-touch surface than would have
been possible through developing a technical prototype in the same time (which we
present later on).
5.2.2.1 Implementation and Applications
The hardware setup consists of a Samsung PixelSense table running Microsoft’s Win-
dows 7 and Surface SDK; further two HTC HD 7 running Windows Phone 7.5 which
offer a stand to arrange the phone on a table more easily. Markers placed below the
phones allow them to be tracked by the table. Our software framework creates a 23cm
× 18.5cm sized virtual projection 9cm behind and 3cm to the left of the phone. This
size exceeds the projection size that is supported by our technical prototype by 33%.
As phone manufacturers surely are able to build devices that support projections of
these dimensions by using short-throw lenses or curved mirrors, we assume the projec-
tion size fits a realistic usage scenario. The devices communicate over Wi-Fi. As soon
as phones are moved such that projections intersect, a merged projection is created.
This merged projection can either be a graphically highlighted union of the individual
projections, or something different like a shared playboard within the concave hull of
the projections’ corners.
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Applications Based on this prototype we developed several applications that will
aid in validating the SurfacePhone concept. In the following we will now present these
applications.
Figure 5.14: Concept Prototype SDSU “escape” game - Single-user “escape” game:
The game controls are “outsourced” to address the fat-finger problem with on-screen con-
trols.
Single-user game “escape” (SDSU) The “escape” game represents the SDSU
category by supporting external controls on the projection in a single-user game. The
task of the game is to escape monsters by moving the character horizontally and ver-
tically on a play field without other obstacles. When playing the game on the mobile
phone, the on-screen controls and finger of the user cover parts of the play field on
the phone. By “outsourcing” the controls to the projection behind the phone, thus
providing free sight on the whole play field, we assume users will perform better in the
projected mode (Figure 5.14).
Multi-user presentation (SDMU) In this application the SurfacePhone is used
to present pictures or slides to a small group of people in two different ways: Either
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the user publishes thumbnails to the projection by dragging the thumbnail on the
proxy at the top of the phone screen. The audience can then use standard multi-touch
techniques for rotating and enlarging the pictures to their will (Figure 5.13 right). The
other possibility is that users browse their content on the projection and present items
fullscreen on the phone by double tapping them (Figure 5.15). Different to the first
way, the user gives up their privacy for the benefit of having a larger space themselves
that can be quicker explored. Additionally the higher brightness and resolution of the
phone might provide a better viewing experience compared to the projection.
Figure 5.15: Concept Prototype SDMU Picture Presentation - Multi-user sharing
from projection: the presenter selects images to be displayed on the phone screen.
Multi-device picture sharing (MDMU) The exemplary picture sharing – which
would similarly work with other content types – is comparable to the SDMU presen-
tation application. Users publish their thumbnails to the surface by using the proxy
or Human Link techniques as in the presentation application. As soon as more than
one device and user merge their projections by intersecting them, the merged space
can be used to share all sorts of personal data. Thumbnails then belong to the joint
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surface, allowing all participants to explore pictures through multitouch operations and
transfer them to their phone using one of the aforementioned techniques. When one
of the participating users withdraws from the merged state, the view is split and the
separate projections retain prior items and positions on their side. If items have not
been moved to the phone, these items are moved back to the projection of the owner.
This feature shall give users a simple means of privacy control as they can withdraw
with items that they only want to present but not give away. This application is well
suited for the setup where users sit next to each other (cf. previous section) on the
same side, especially when images are part of a puzzle, whenever privacy is not an issue
or otherwise next to each other on opposite sides.
Multi-device scrabble game (MDMU) The scrabble application (Figures 5.13
left) particularly emphasizes the private display on the mobile phone. It shows a
standard scrabble playboard on the merged projections. The phone screen shows the
letters available to the user and a virtual bench on the bottom where words can be
arranged with the letters using drag and drop. On their turn, users either use the
Human Link technique to place any letter, no matter if on the bench or not, by touching
the letter and the target position on the playboard. Alternatively, they first put the
letters to place in correct order on the bench and then swipe over the empty fields on
the board to place these letters. Depending on whose turn it currently is, the board
changes its orientation to face the corresponding user. Letters can be taken back to a
precise position on the phone using Human Link or to a random position by double
tapping them.
5.2.2.2 User Study
With this user study we assess the quality of the overall SurfacePhone concept and its
several components using our concept prototype. Using the four aforementioned appli-
cations we assess input techniques (e.g. Human Link and proxy), output (e.g. size and
visibility of displays) and possibly occurring problems such as undesired occlusions of
the projection and physical demands of the MMDE.
We follow a qualitative approach using think aloud, structured interviews, and
video analysis as no similar system is available for comparison. We had 16 participants
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who took part in pairs to create a more realistic collaborative environment. Their
average age was 26 years, (ranging from 23 to 31 years) and 6 of them were female.
All participants except one owned a smartphone and 3 of the participants had prior
experience with multi-touch tables.
Procedure First we explained the concept of the SurfacePhone by showing them a
concept design of the technical prototype and also to convince them that these devices
can be built we demonstrated a Samsung Galaxy Beam projector phone. Finally, the
experimenter briefly explained the prototype, how it works, and the different config-
urations (SDSU, SDMU, MDMU) which also represented the different phases of the
study.
After that, both participants tried all four applications (one each for SDSU and
SDMU, two for MDMU) for approximately eight minutes each. Before each appli-
cation participants were given time to test the concepts relevant in that phase, for
instance, merging of projections and different transfer techniques, until they had no
further questions. In single-device applications they took turns in acting as user or
audience/spectator. In multi-device applications both users operated their own device
simultaneously. To ensure a constant learning curve, the order of applications was al-
ways the same, going from single-device and single-user to multi-device and multi-user
applications, thereby constantly gaining in complexity. Before each multi-user appli-
cation, users were allowed to choose device positions (see MDMU before) that fit the
task according to their opinion.
For the study the participants had to use all aforementioned applications. For the
picture presentation applications (SDMU) both participants acted as presenter and ob-
server in turns. For the picture presentation in MDMU mode we added two tasks. One
task was to share pictures that contained Waldo with your partner and the other was
to solve a 3×3 puzzle collaboratively on the merged projection space.
While participants were continuously motivated to share their experiences aloud,
after each configuration (SDSU, SDMU, MDMU) they filled out a questionnaire re-
garding the configuration and contained tasks. The questionnaire asked for experience
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with the applications as well as physical demand, fatigue, visibility of content, feelings
regarding privacy, etc. After the study we let participants fill out the Post-Study Sys-
tem Usability Questionnaire (PSSUQ [118]). The study was video captured and later
qualitatively analyzed. The textual answers were later analyzed using axial coding.
Results In terms of preferred interaction technique, to transfer information between
the two screens, most participants favored touch-swipe. Comparing touch-swipe and Hu-
man Link in the scrabble game, 15 of the 16 participants preferred touch-swipe. When
comparing touch-swipe, Human Link and proxy, nine participants preferred touch-swipe
and five would rather use the proxy technique. This is also reflected in the physical de-
mand. Ten participants stated that Human Link has the highest physical demand and
four found proxy to have the highest demand. The same was reflected in their rating
of success, 12 participants said they were most successful with the touch-swipe and 2
thought they would be better with either Human Link or proxy. In their comments
the poor performance of Human Link became pretty obvious. A majority (9 out of 16)
stated that when using the Human Link they had the problem that when they touched
the phone’s screen and tried to touch the projection the phone would slide away. This
was especially seen as an advantage in favour of touch-swipe.
We asked the participants whether they developed a strategy to solve the puzzle
and image tasks. All participants agreed that they followed a certain strategy. From
the video analysis and the comments two strategies were particular promising. Three
couples would actually change their original sitting position so that they would sit next
to each other, allowing both participants to view each others phone displays, helping
them to identify the correct pictures before putting them on the surface. Three other
couples divided the work between each other so that one participant would move the
pictures from the phone to the projection and the other would arrange the puzzle parts
in the projection.
To evaluate a possible adoption of such a device we asked the participants whether
they would recommend it to their friends and if so what would be the necessary circum-
stances. All but one participant answered that they would recommend it. Most of the
participants found fulfilment of hardware constrains such as reasonable size and battery
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life to be mandatory. Privacy was desired by all participants as a needed feature and
most of them thought that presenting pictures by selecting them on the phone screen
and have the projection show them is more reasonable than the other way round. Ten
participants stated that they like that they don’t need to pass their device around when
presenting to groups.
The preferred combination of devices and users was MDMU. Participants found the
possibilities that arise from having a mobile device that ad-hoc can create a complex
mobile multi-display environment very attracting. Besides games such as Battle Ships,
Poker and Black Jack, the collaborative editing of documents, e.g. layouts of newspa-
pers was seen as possible application scenarios. Two participants mentioned the case
of ad-hoc meetings for example to collaboratively investsigate construction plans on a
construction site.
The results of the PSSUQ are underlining these results. In the overall usability
rating the SurfacePhone scored 84.8% and in the system usefulness the user rated it
with 87.3%. The interface quality did only reach 81.9% but this might be because of
the design of the developed applications. Overall the results of the PSSUQ indicate
that the SurfacePhone is a useful new device to extend screen space in single- and
multi-user applications.
5.2.3 Technical Prototype
The positive results of the first study motivated us to build a technical prototype of
the SurfacePhone that can support aforementioned interactions. Our aim with this
prototype is to investigate the technical requirements and challenges for such a device
and find solutions for them.
5.2.3.1 Hardware Design
As no similar device configuration has been presented so far, we started from scratch.
We chose the iPhone platform, since it was the only mobile platform that allowed two
different outputs on screen and projection at that time. After we tested several differ-
ent projection engines (e.g. TI DLP 2 or Microvision PicoP) attached to the backside
of the device, it became obvious that without a fitting short-throw lens that is not
130
5.2 Application Case - SurfacePhone
Figure 5.16: Design of the casing for the SurfacePhone Prototype - Design and
instantiation of the SurfacePhone prototype that tracks finger touches using in-built camera
and accelerometer. (dimensions in mm)
available, the size of the projection would become too small. We solved the problem
by attaching a mirror to the top of the phone and the projection unit to its bottom.
This way the distance from projector to surface is more than doubled and sufficient to
create a projection much larger than the phone screen.
Our prototype consists of an iPhone 5 plus projector case as depicted in Figure
5.16. Both projector and mirror are 4cm to the right of the iPhone camera which is the
minimum distance required for projector and mirror not to appear in the wide-angle
view of the phone camera.
5.2.3.2 Implementation
Following our previous design considerations, the prototype should support Direct In-
teraction on the projection including different touch modalities, gestures, and tracking
of other nearby SurfacePhones.
The software of the SurfacePhone is implemented in Objective-C and C++ on iOS
with the help of OpenCV and openFrameworks modules (compare Figure 5.17). First
we calibrate intrinsic and extrinsic camera parameters using a printed chessboard and
projected chessboard patterns respectively. Having the parameters we can map the
projected area from object space to an interpolated orthogonal view of the projected
131
5. DISPLAY ALIGNMENTS IN MOBILE MULTI-DISPLAY
ENVIRONMENTS
Figure 5.17: Working SurfacePhone Prototype during calibration - The red bor-
der (for illustration) in is the relic of perspective counter distortion. The phone shows raw
camera image (top-left), background-image (bottom-left) and finger tracking with green
dot at recognized fingertip (top-right).
region and use this for tracking. In a final SurfacePhone product this would only have
to be performed once.
For the tracking to work robustly at arbitrary locations we must make sure that
different lighting conditions are handled. We can let the iPhone automatically adjust
exposure and focus of the camera to the center of the image to adapt to different con-
ditions. However, we need the user’s finger for a correct estimation. Therefore, in step
3, we ask the user to present their finger for 2 seconds to the center of the camera while
we lock correct exposure and focus for future interaction.
In step 4, we capture a still frame for subsequent background subtraction. As the
background of interaction can be arbitrary we use background subtraction to separate
moving fingers from the background. This step is automatically performed whenever
the device comes to rest on a plain surface. Since we constantly measure the accelerom-
eter at 100Hz we can quickly recognize whenever the user starts and stops moving the
device.
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To eliminate shadows as best as possible we first convert the image to the HSV
space and then work on the saturation channel. The literature recommends working
on the hue channel to eliminate shadows, but we found that desk colors are often very
similar to skin colors which is why we use the saturation channel that works more
reliably in our scenario. After background subtraction we find blobs using openCV’s
contour finding algorithm.
Finally we have to decide which blob represents the primary finger, which one is a
possible second finger and which ones are not of interest. Our blob sorting and filtering
algorithm favors blobs with fingers, high finger probabilities, less circular shape (to
filter hand areas) and lower Y position (to filter shadows appearing below fingers).
To detect the moment the user touches the projection we use the accelerometer of
the device. The vibration the finger causes when touching the projection can be sensed
by the iPhones accelerometer since the phone is rested on the surface. Finger trajec-
tories that do not end in touches are simply analyzed for long directional movements
or otherwise handed to the $1 gesture recognizer by Wobbrock et al. [225]. To track
several projections we used the Qualcomm Vuforia SDK. Although not fully integrated
into our prototype yet, we evaluated the use of Qualcomm’s Vuforia on the Surface-
Phone using projected frame- and image markers. Image targets are recognized even
up to a 1/50 of the projection.
5.2.4 Design Guidelines
Based on our experiences and studies with the SurfacePhone, we can conclude the
following guidelines for designing interfaces for the SurfacePhone:
• In our study all participants favoured having the private display. Therefore ap-
plications designed for the SurfacePhone should always consider how to use it
properly especially since the location of use will seldom be a private one.
• Where possible, use interaction techniques that do not require simultaneous in-
teraction on both displays. As the user has no hand available to keep the phone
in place while touching the phone and the surface.
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• The proxy was seen as an advantage in the SDMU case where the screens are
divided between the users and nobody was able to intervene on the display of
the other. Especially for use cases that follow a certain hierarchy between the
users, we would recommend to use such mediated transfer techniques to share
data between the different displays.
• The flexibility that the SurfacePhone provides in terms of collaboration and usage
scenarios was appreciated by all participants. Therefore applications designed for
this device should remain flexible to the location as well as the number of users
and devices.
• The color of the projection surface as well as lighting conditions have a big influ-
ence on finger recognition. An infrared LED might help homogenizing the envi-
ronment. This was already successfully done by Wilson for PlayAnywhere [218].
• Users should receive feedback about their touch intensity (e.g., a color meter
around their touch) in order to be able to maintain a mental model of the strength
of their touch. Further, touch thresholds should be personally adaptable to ac-
count for anatomic differences.
• The proposed adaptation of touch thresholds only works up to the physical limits
of surface vibrations. For thicker surfaces this especially means that light and
strong touch thresholds move closer together, possibly resulting in more falsely
recognized strong touches. Thus, strong surface materials like granite should be
avoided.
• Our first evaluation of the technical prototype revealed that the touch accuracy
is not as accurate as on current touch devices. Especially overshooting was a
problem. Therefore we would argue to include a personalized touch correction
model such as [211].
• If possible, interface elements should be placed to the top left side of the projected
display as the fat-finger problem is less of an issue here. When developing appli-
cations, interactive elements should have a radius of at least 50pixel to ensure a
good accuracy.
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5.3 Summary
In this chapter we addressed the research question of How to align the projected
display to support the user. We investigated visual separation effects for MMDEs
compared to the current literature of visual separation in fixed MDEs. Using a mobile
eye tracking methodology, we compared different angular separations of a projection
and a screen: two displays of different sizes and at different distances from the user.
We determined that although task performance was not affected by the displays being
in the same or in different fields of view, the number of eye context switches was over
30% higher in the condition where both displays were in the same field of view. We
also tested various factors of mobility in our experiment and concluded that they did
not affect visual separation. We finally present design implications in terms of types of
displays used in MMDEs, physical arrangements of the displays, flexibility of design of
MMDEs and mobility.
Additionally, we establish that through the use of an eye tracker, we were able to
highlight interesting differences between different physical arrangements of displays;
that may not have been revealed with trial completion time and accuracy alone. This
further suggests that eye tracking is an interesting way to investigate visual separation
issues.
We applied these findings in the design of the SurfacePhone and built a variety of
possible application and interaction scenarios around it. It allows for ad-hoc Tabletop
interaction in a mobile setup. We also learned which setups and transfer techniques
users preferred in different scenarios. Later we demonstrated how the SurfacePhone can
be built with only today’s commodity phone hardware and the help of a specialized case
and state-of-the art techniques for finger tracking and multi-modal touch recognition.
Overall we can conclude that the SurfacePhone represents a new and interesting device
for ad-hoc collaboration.
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6Spatially-aware Interaction
Techniques for mobile projection
devices
So far we presented designs for spatially-aware applications and investigated suited
alignments of mobile projected displays and physical display that support the user. To
turn mobile projected displays into interactive and useful output, suited interaction
techniques are needed. Even though as presented in Chapter 3 a variety of different
techniques exist, we want to leverage the spatial memory of the user to a higher degree
as prior work. Therefore we at this point present our investigation of such two inter-
action techniques. First we analyse an interaction form that allows effective workspace
switches on a mobile device as well as on a mobile projected display. Afterwards we
discuss a concept for a dynamic peephole based interface for mobile projected displays.
The results of this chapter have been partially presented in the following publica-
tions [41, 124, 125].
6.1 Virtual Workspaces for Mobile Projection Devices
The use of multiple workspaces is common in desktop computing and integrated into
most Operating Systems (OS). Known as workspaces on Linux, spaces in Mac OS or
virtual desktop in Windows OS, they allow users to de-clutter their principal workspace
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and mitigate physical display size limitations by adding virtual display real-estate. For
mobile platforms, the concept of virtual display space is quite different; it is often used
to store icons but rarely to switch between tasks or activities that have already been
started. Users instead go back to the main menu and select an icon to access the
corresponding application. Since the use of multiple virtual workspaces was initially
recommended as a technique to alleviate some of the mental workload in limited display
real-estate [40], it seems natural to use this concept for mobile phone technologies.
Current desktop environments represent virtual workspaces using thumbnails spa-
tially arranged in a line or grid. In mobile environments, since the devices themselves
have intrinsic spatial properties, we propose to use these spatial properties instead of
using a graphical representation. This will give users a more tangible and direct interac-
tion with virtual workspaces that does not exist in desktop computing thus expanding
the capabilities of current systems.
The concept of virtual workspaces as it exists in desktop computing can be trans-
lated to the mobile environment. Yet, this is not a straightforward process and the
results obtained would be suboptimal if careful consideration was not given to the de-
sign, as the two categories of devices have very different characteristics and capabilities.
We explore the use of virtual workspaces in mobile environments. We present
mSpaces, pSpaces and m+pSpaces, three (projector-)phone-based user interface proto-
types, which allow simple and fast access to multiple virtual workspaces located around
the user, drawing on their micro spatial memory. With mSpaces, the user accesses dif-
ferent workspaces by moving the phone to different physical locations, while pSpaces
(Figure 6.1) gives access to multiple virtual workspaces by moving the mobile projected
display to the various locations.
This interface makes full use of the users spatial awareness. Finally m+pSpaces
makes use of both the screen and pico-projector. The mobile virtual workspaces are
always linked to physical locations relative to the user. In two experiments we compare
mSpaces to the current use of multiple concurrent applications on a mobile phone and
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Figure 6.1: pSpaces - User accesses various virtual workspaces by moving the pico-
projector to the associated physical space.
to p- and m+pSpaces. While we explore interaction techniques to access the various
workspaces, we at this point do not investigate new interaction techniques for input.
6.1.1 Background
At this point we want to discuss the background of existing literature in the field of
virtual workspaces.
6.1.1.1 Desktop Virtual Workspaces
Virtual workspaces are first introduced by Card and Henderson [40, 87], who initially
proposed Rooms, a system for managing multiple virtual workspaces as a way to cope
with limited display real-estate by expanding it into virtual workspaces. Multiple
workspaces lower the cognitive overhead created by trying to switch tasks and move
windows across a limited physical display real-estate. One of the authors’ arguments
for virtual workspaces is that they help overcome the limitations of small screen size,
which is a highly relevant issue for todays mobile technologies. Ringel [173] proposes a
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taxonomy of organization strategies for users of multiple virtual workspaces. Five orga-
nization strategies emerged from a field study. Participants would consistently use the
different workspaces to either: divide tasks, divide subtasks, change context between
personal and professional usage, use multiple OS, and classify applications. They also
show that virtual workspaces have different uses to multiple displays. It is therefore
likely that adding an auxiliary display to a mobile environment would not replace the
need for multiple workspaces. Finally, users with smaller displays used more virtual
desktops, on average, [173] . This proves that multiple workspaces will be well suited
to mobile environments that traditionally afford smaller displays.
6.1.1.2 Mobile Virtual Workspaces
We use mobile devices to refer to handheld devices such as mobile phones and tablets.
Laptops are not considered to be part of this category as they are traditionally used sat
down on a flat surface and not handheld. Fitzmaurice [70] presented the Chameleon
system in 1993, offering spatially aware interactions with the environment using a
palmtop computer. Despite, the concept of virtual workspaces as we know it in desk-
top environments is seldom implemented in current mobile devices and many mobile
phones only offer the possibility of displaying static menu icons on one or more virtual
desktops. Moreover while some mobile phones have the capability to display multiple
applications at once, they do not exploit advantages offered by virtual workspaces as
they exist in the desktop environment. Adapting multiple virtual workspaces to mobile
devices will extend the current range of possibilities offered, such as providing users
with a task partitioning tool.
While the concept of multiple virtual workspaces can be translated to the mobile
domain, the interaction techniques need to be adapted. This is particularly evident
since display sizes and interaction techniques are inherently disparate between desktop
and mobile environments.
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6.1.1.3 Representation of Virtual Workspaces
In the desktop environment, multiple workspaces are often displayed as a group of
thumbnails, each representative of one workspace. They are traditionally organized as
a line of thumbnails such as when pressing ALT+TAB in Windows OS or CMD+TAB
in MacOS or as a 2x2 grid when 4 workspaces are being shown. In early systems,
thumbnails were referenced to by numbers. They are now often presented as a thumb-
nail of the actual workspace with its applications positioned as in the workspace itself.
In existing mobile environments, the main screen can sometimes be extended to
display additional static information such as extra application icons. These application
launcher spaces can be represented as a line of dots in the main menu where one dot
is highlighted, indicating the workspace in view. Some phones also propose solutions
close to the concept of multiple workspaces in desktop computing such as the Nokia
N900 where multiple applications can be running in additional virtual space. Yet, there
is no point of reference to what the user is currently viewing with respect to the virtual
space. In all instances presented above, there is a spatial relationship between the
workspaces: one can be represented next to the other, above or below.
6.1.1.4 Conceptual Conclusions
As discussed in the theoretical background Yee presented Peephole [230], an interac-
tion technique for a spatially-aware display that provides a window on a larger virtual
workspace. They mention that this window could be used to display several applica-
tions on the same workspace where users could draw connections between applications.
In mSpaces, we take this concept further by mapping the location of each distinct vir-
tual workspace to a physical location, relative to the user. The user can access each
workspace by orienting the mobile device in the direction of the workspace, hereby
receiving permanent visual feedback to which workspace they are looking at. This
technique utilizes the intrinsic properties of a context-aware mobile device, the users
micro spatial memory through kinaesthetic cues that will ostensibly alleviate some of
the users mental workload.
141
6. SPATIALLY-AWARE INTERACTION TECHNIQUES FOR MOBILE
PROJECTION DEVICES
Furthermore, as analyzed in the related work, Cao and Balakrishnan [37] explore
using a handheld projector to access multiple items on a single virtual space. We take
a step further by accessing multiple virtual spaces at different physical locations with
constant visual feedback. In m- and pSpaces, each virtual space is linked to a location
relative to the user, who then points at the physical location to display the associated
virtual space. In order to determine how virtual workspaces can be displayed in the
mobile environment, we conducted a user study comparing various implementations.
6.1.2 User Study 1: Mobile Virtual Workspaces
This study aims to find out the type of interface is suited to implement virtual workspaces
in a fully mobile environment. While there are many ways to implement mobile virtual
workspaces, we compared the current use of mobile phones to two probable implemen-
tations.
Figure 6.2: Simple Workspace Interfaces - No virtual workspace(left), menu of icons-
Workspace switcher (right): a bar of icons representing the workspaces appears at the
bottom of the screen.
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6.1.2.1 Virtual Workspaces
In order to keep the current display paradigm used in mobile phones, each workspace
contains one application only. The mobile phones screen would quickly become clut-
tered if more than one application was displayed at a time on such a small display.
Ringel [173] indicates that the average number of virtual workspaces used in desk-
top computing is four; we therefore implemented the prototypes with four virtual
workspaces and four running applications
6.1.2.2 Apparatus
The three conditions for the experiment are: no virtual workspace, which corresponds
to the current use of mobile phones; workspace switcher, which provides a representa-
tion of the workspaces, and mSpaces, which distributes the workspaces across space.
All conditions have been implemented on the same mobile phone, a Samsung Galaxy
S running Android 2.3 OS.
No Virtual Workspace This condition reflects the current usage of mobile phones.
To switch applications, the user returns to the main menu by performing a short click
on the home button at the bottom of the screen. There, they click on the icon cor-
responding to the application they want to open. This operation must be performed
every time the user wants to switch application. This technique is a typical interaction
technique for browsing through applications in mobile phones. The menu displayed
consists of a 2x2 grid of icons, each one representing an application (Figure 6.2 left).
Workspace Switcher This condition simulates the current metaphors for switching
workspaces in the desktop environment. The workspace switcher is a graphical repre-
sentation of the available workspaces, consisting of a bar of icons that appears at the
bottom of the screen superimposing and partially hiding the current visible workspace
(Figure 6.2 right). Each icon represents a workspace as in the no virtual workspaces
condition menu. The user performs a long click (500 ms.) on the home button to ac-
cess the workspace switcher as they would typically do for switching context on mobile
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phones when the functionality is available.
mSpaces The third condition, mSpaces, is a prototype that allows the user to choose
which virtual workspace they want to display by moving to the physical space. The
technique is in the same idiom as the interaction techniques presented in Imaginary In-
terfaces [80], Virtual Shelves [119] and Peephole [230]. In mSpaces however, we exploit
the users spatial memory through kinaesthetic cues that are attached to the workspace
switches. The user accesses the distinct workspaces with permanent visual feedback;
without having to press any button; just by moving the device to a new physical lo-
cation. mSpaces is a spatially- aware device, in which 6 degrees of freedom (DOF)
tracking is realized using a NaturalPoint OptiTrack motion- capture system through
IR-reflecting markers attached to the prototype (Figure 6.3). Workspace are separated
from one another on the horizontal axis by a 30 degree angle as is advised in the liter-
ature [119]. In the experiment, the workspaces are positioned on a single vertical level
but the prototype would in addition support having workspaces at multiple heights.
The position of the workspaces was fixed for the experiments and participants had
a chance to become familiar with the system prior to the experiment.
6.1.2.3 Tasks
To evaluate how virtual workspaces need to be designed for mobile devices, we asked
participants to answer questions for which they need to look up information using fa-
miliar mobile applications. We used spatial search tasks where participants needed
to access multiple workspaces to find the right answer. Since the tasks are spatial,
the applications do not require any user interaction, aside from navigating between
workspaces and using the touch screen to answer the question. The applications visible
to the users are pre-designed screenshots of applications that may contain some clues to
answer the trial question. The user can retrieve the clues by perusing the screenshots
using the workspace switching technique. This task is representative of a task where a
user consults their agenda to give a date or location to a person on the phone or next to
them. This task is not designed for on-the-move scenario but instead a scenario where
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Figure 6.3: mSpaces - Spatially-aware mobile device. Different workspaces appear
depending on the devices position.
the user would stop for a short moment to consult some data on their phone as this is
current practice.
For the four workspaces available, four applications were used: a question (Fig-
ure 6.4a), contact list (Figure 6.4b), calendar (Figure 6.4c) and map (Figure 6.4d).
These applications correspond to everyday tasks commonly undertaken on mobile
phones. Four types of tasks were presented to generate different sets of workspace
switches. type1 respectively involves looking at the contact list and the map; type2
at the map and the calendar; type3 at the contact list and the agenda; while type4
involves all workspaces and is therefore harder than other types.
The aim of each task is to answer the trial question. The participant doesnt know
the type of the task; and for each trial, all four workspaces are available even if they
do not all provide clues to answering the question. Once the answer is found, the par-
ticipant gets back to the initial question workspace to validate their choice by touching
an answer out of four choices on the touch screen (Figure 6.4a).
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Figure 6.4: Screenshot of a Trial - To answer Question (a), the participant needs to
match the picture with the persons name on the Contact list (b) and use the Agenda (c)
to identify what activity they will be doing with this person. The next step is to use the
Map (d) to locate the activity. Once the participant has navigated through all workspaces,
they can answer the Question.
6.1.2.4 Procedure
12 volunteers (4 female) aged between 23 and 44 (avg . 29.5) were recruited from our re-
search institution. All were right-handed, familiar with smartphones and touch-screen
technologies. We used a within-subjects experimental design where each participant
had to answer all questions and the type of virtual workspace was counterbalanced
across participants. The task was explained individually to each participant who could
try out each condition with a randomly chosen task in their own time. When they
felt ready, they pressed the Start button to start the experiment and again before each
trial. At the end of the experiment, users filled out a NASA TLX survey.
The independent variables were: The type of virtual workspaces: No virtual workspace
(Nv), workspace switcher (Ws), mSpaces (mSp). The type of task: type 1 to 4 (t1 to
t4). There were 6 questions of 4 different types per condition (i.e. type of workspace),
which corresponds to 24 questions for each condition and 72 trials overall per partici-
pant. The experiment had: 12 participants x 3 virtual workspaces x 4 tasks types x 6
trials resulting in 864 data points.
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6.1.2.5 Measures
The experimental software recorded trial completion time (MT) and error rate (ER) as
dependent variables. MT is the total time taken to complete the task and is defined as
the time taken for the user to perform a trial. The counter begins when the user presses
Start and stops when the user clicks on one of the response buttons. If the user did not
select the right answer an error was registered and the user was allowed to progress to
the next trial. In an exit questionnaire we asked participants to complete the NASA
TLX questionnaire. This allows assessing on a 7-point Likert scale subjective informa-
tion for mental, physical and temporal demand; performance; effort and frustration. In
addition to the NASA TLX we asked participants to rank the techniques and comment
on their personal preferences.
6.1.2.6 Results
Figure 6.5: mSpaces User Study Trial Completion Time - Mean trial completion
time for each technique and task. The horizontal axis shows the four task types.
We used the univariate ANOVA with Tamhane post-hoc pairwise (unequal vari-
ance) comparisons for our analyses.
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Factor X2(12) P mSp Nv Ws
Mental Demand 6.645 <0.05 1.54 2.08 2.38
Performance 7.0 <0.05 1.67 1.92 2.42
Effort 11.862 <0.05 1.42 2.08 2.50
Table 6.1: Results of the mSpaces NASA TLX questionnaire
Error Rate There were 59 errors out of 864 trials. With 8 incorrect trials, partic-
ipants made fewest errors with mSp followed by 21 incorrect trials for Nv and 30 for
Ws. All 59 trials with incorrect responses were removed from further analysis.
Completion Time (MT) The average trial completion time over all tasks and tech-
niques was 16.6s with standard deviation of 4.1s. There was a significant effect of tech-
nique on trial completion time (F2,22 = 10.85, p<0.01); mSpaces was significantly faster
than the other two techniques followed by No virtual workspace (Nv) and Workspace
switcher (Ws). We found no significant difference between Nv and Ws. There was a
significant effect of task type on MT (F3,33 = 19.6, p<0.01). Figure 6.5 shows the
mean MT with standard error-bars for each technique and task type.
Subjective Evaluation The NASA TLX questions were analysed separately using
non-parametric tests (k-related samples with Freidman Test Type) (Table 6.1). We
found a significant difference for the following pairs: Mental Demand: (Ws,mSp), Per-
formance: (mSp,Ws) and Effort: (mSp,Ws) & (mSp,Nv). All other combinations did
not reveal significant differences. Low performance value shows that users felt they
performed well. Users felt mSpaces required the least mental demand and effort. In
overall ranking of techniques, 8 out of 12 participants preferred mSpaces to the other
two conditions (Figure 6.6).
6.1.2.7 Discussion
Virtual Workspaces in Mobile Devices Participants felt that the traditional use
of a phone, as in the no virtual workspace condition, although it was already common
and well understood, was annoying to always start in the menu. Our experiment shows
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Figure 6.6: mSpaces User Study Subjective Preference - Subjective preferences of
the different techniques.
that the use of virtual workspaces to complete tasks requiring serial switching through
different applications can be significantly faster and less prone to errors than the tra-
ditional use of mobile phones. This is the case when comparing mSpaces to the no
virtual workspace condition.
In the workspace switcher condition, the results were very similar to the ones of
the no virtual workspace condition and slightly better for type3 tasks and worse for
type4. This provides evidence that, although virtual workspaces can foster significant
improvement over current use of mobile phones, they need to be carefully designed to
fully realize their potential.
Micro Spatial Memory to Position Virtual Workspaces The results show that
mSpaces improves decision-making accuracy. Additionally, the NASA TLX question-
naire shows that participants felt that they were less frustrated and required less effort
to use mSpaces. This implies that virtual workspaces can therefore be managed on
mobile phones using spatially-aware techniques. With mSpaces, people use their micro
spatial memory through kinaesthetic cues to intuitively understand the positions of
the various workspaces. In addition to being more efficient than the other conditions,
mSpaces was preferred by 67% of the participants who enjoyed the opportunity to build
a spatial knowledge of the location of apps in space and were able ”to arrange [their]
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apps around [them]”. They found mSpaces faster, easy to use, quick and advanced,
very intuitive and one mentioned that they could browse everything pretty fast and
easily look something up again.
Our implementation of mSpaces is built for displaying virtual workspaces, nonethe-
less the strong results and very positive feedback obtained from the study lead us to
believe that the use of their micro - or macro spatial memory to interact with mobile
technology is very promising in spite of being under-exploited. It could be used not
only to navigate through workspaces (mSpaces), menus [80] and shortcuts [119], but
also to help the user when continuing a task after an interruption similar to [27].
Application Location Memory Aids The results show that using micro spatial
memory only; participants can locate the different workspaces and navigate between
them. Participants noted that after a short learning phase it was easy and comfortable
to switch between apps and navigational help on the display would be useful. This
suggests that mSpaces might requires some memory aid. This will also be useful as a
reminder when users havent used mSpaces in some time. One way to provide a mem-
ory aid would be to display a map with the phones current position compared to the
overall position of all workspaces. We therefore implemented a workspace viewer and
conducted a user study to investigate if this functionality would improve usability.
Home Button Curse In this experiment, we noticed that imposing an extra click
to request the workspace switch is time consuming and frustrating. Participants com-
mented that the long press was irritating and that the no virtual workspace condition
required a ridiculous amount of clicking. Users should indeed be able to access a dif-
ferent workspace without having to first return to a main menu. One way would be
to use a button dedicated to workspace navigation, which could display all workspaces
available and allow navigation between them. This notion of a dedicated workspace
button is described in more detail in the design considerations section. mSpaces ob-
viously does not suffer from the Home button curse as the device is simply moved in
order to switch to another workspace, neatly avoiding the issue. The current use of
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mobile phones with a home button to return to a main menu may then not be optimal,
especially for tasks requiring several workspaces or application switches.
One-Handed Interaction Technique We did not instruct participants on how the
phone should be held. They could hold it as they felt comfortable and all held it nat-
urally as they would with their own mobile phone. Nonetheless we noticed that for
mSpaces, 75% of the participants held the device in their dominant hand only and
interacted with the dominant thumb, leaving their second hand completely free. Only
two held the phone in their dominant hand while interacting with the other hand. Fi-
nally one person used both hands after the first three trials as they [feared] to drop the
phone when moving it too fast. For the two other conditions: workspace switcher and
no virtual workspace, 7 out of 12 participants used two hands to hold the prototype.
This is despite both techniques being implemented on the same prototype as mSpaces.
Number of Workspaces For a task with a higher number of switches such as
type4 tasks, there was a significant difference in time completion across the techniques.
mSpaces was more efficient and less error prone than the other two conditions. The
number of workspaces may well therefore influence which technique is most appro-
priate. With the number of applications being concurrently used on mobile phones
growing, mSpaces seems better suited than other techniques that would clutter the
phones screen with extra icons, switches or scroll bars. Yet, mSpaces scalability will
need to be determined in future work. According to Ringel [173], some users prefer
partitioning information on their screens by using external displays rather than virtual
workspaces. We are going beyond this statement by proposing to improve the use of
mSpaces by adding an external display (pico-projector) on the mobile phone and fitting
it with our mSpaces approach.
6.1.3 User Study 2: Extending mSpaces
We propose to test if we can further improve mSpaces by including a mobile projected
display as well as a workspace viewer. We propose to implement pSpaces, a projected
version of mSpaces. pSpaces has the added advantage of displaying the workspaces
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externally from the device via the projection beam, which may improve the speed and
accuracy of users when performing a task. In this study, we also compare both solutions
to a hybrid version: m+pSpaces where the main workspace is displayed on the phones
screen while other workspaces are being projected one at a time depending on the
position of the projection as in pSpaces. For both pSpaces and m+pSpaces prototypes,
the user points the projector at the physical space to display the virtual workspace
corresponding to the location.
6.1.3.1 Apparatus
All prototypes used a Samsung Galaxy S and an attached Microvision ShowWX+ pico-
projector, of size 14mm and weight 122g. To guarantee the comparability of results
the mSpaces prototype used in this experiment uses the same hardware as pSpaces and
m+pSpaces with the projector turned off.
Figure 6.7: pSpaces Workspace Viewer - Spatial representation of the virtual
workspaces on the top part of the phones screen. The phones position is represented
by a white dot.
pSpaces We implement mSpaces on a pico-projector connected to a phone where the
user can point at the virtual workspace to display it (which can be seen in Figure 6.1).
The pico-projector is fixed to the phone and the participant moves the projector-phone
to different locations to display different content. The motion-capture system used is
the same as for the mSpaces prototype described in the prior user study. The computer
determines which workspace to display depending on the prototypes position.
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All workspaces are accessible and displayed via the projection. In pSpaces, a spatial
representation of the virtual workspaces, workspace viewer (Figure 6.7), is displayed
on the phones screen. Workspaces are represented by a thumbnail and not an icon, as
in current mobile phones displays; allowing users to benefit from both their visual and
spatial memory [117]. The workspace viewer provides constant information on users
location in the environment compared to other workspaces. By this it represents a Fig-
ural space representation of the real environment. This answers some of the concerns
addressed by participants in user study 1 where some felt that they couldnt remem-
ber the exact physical location of workspaces: ”you first had to discover and ”save”
[remember] the positions of the apps”. In order for participants to complete the task
and to not introduce a new interaction technique, participants used the touch screen
to answer the question as for mSpaces and by this employing a Input on the projection
device technique. Participants needed to return to the question workspace for the an-
swer buttons to appear on the screen below the workspace viewer.
m+pSpaces This condition is a hybrid version of mSpaces and pSpaces where the
main workspace in use is displayed on the phones screen while the other workspaces
are accessible by projecting towards their physical locations (as for pSpaces). As the
only input needed from the user is on the question workspace, the latter is defined as
main workspace, constantly displayed on the phones screen. Since the screen will be
occupied by the main workspace, the workspace viewer will not be displayed or made
available. We discuss in the design considerations section some interaction techniques
that can be used to define what workspace to display on the phones screen.
6.1.3.2 Procedures
The tasks used for this experiment are the same as for the previous experiment. We
recruited 12 new participants (3 female) for this study aged between 23 and 45 (avg.
31.3), all but one right-handed and all but two smartphone owners. While all partici-
pants were familiar with touch screens, only two had used a pico-projector prior to the
study. We used a within-subjects experimental design where all participants had to an-
swer all questions and prototypes were counterbalanced across participants. The tasks
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were explained individually to each participant who could try out the prototypes with
a randomly chosen task in their own time. When they felt ready, they pressed a Start
button to begin the experiment and again to initiate each trial. After the experiment,
users filled out a NASA TLX survey.
The independent variables were: The virtual workspaces prototype: mSpaces (m),
m+pSpaces (m+p) and pSpaces (p). The type of task: type 1 to 4 (t1 to t4). There
were 6 questions of 4 types per prototype corresponding to 24 questions for each pro-
totype and 72 trials overall per participant. In summary the experimental design was:
12 participants x 3 virtual workspace prototypes x 4 types of tasks x 6 trials = 864
data points.
6.1.3.3 Measures
The experimental software recorded trial completion time (MT) and error rate (ER).
In addition, the number of switches between workspaces (SW) was recorded as depen-
dent variable. SW corresponds to the number of times (switches) the user stops on
a workspace during a trial. We measure this data to ensure that visual separation
effectsin the m+p and pSpaces conditions do not hinder the results. We count a switch
each time the user spends at least 300 consecutive ms on a workspace. There is no
maximum number of switches as users can change workspaces as many times as they
want until they find the answer to the question. Since m+pSpaces has one workspace
displayed on the screen, SW is recorded as the actual number of switches per task
minus the minimum number of switches required to perform this type of task with a
given prototype. We gathered the same qualitative data as for user study 1.
6.1.3.4 Results
We used the univariate ANOVA with Tamhane post-hoc pairwise (unequal variance)
comparisons for our analyses.
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Figure 6.8: m+pSpaces User Study Trial Completion Time - Mean trial completion
time.
Error Rate There were a total of 43 errors out of 864 trials. With 9 incorrect trials,
participants made fewest errors with the pSpaces technique followed by 16 incorrect
trials for mSpaces and 18 for m+pSpaces. The 43 trials with incorrect responses were
removed from further analysis.
Completion Time (MT) The average trial completion time overall was 14.4s with
standard deviation of 2.6s. There was a significant effect of type of task on trial com-
pletion time (F3,33=17.09, p<0.001). Yet, we found no significant effect of workspace
prototype (compare Figure 6.8).
Switches Between Workspaces (SW) The average number of switches overall
was 4.2 with standard deviation of 0.2. There was a significant effect of prototype used
on number of switches (F2,22=5.83, p<0.05). mSpaces (m) and m+pSpaces (m+p)
resulted in significantly less switches than pSpaces (p) (Figure 6.9). There was also a
significant effect of type of task on trial number of switches (F3,33 = 67.9, p<0.001)
Subjective Evaluation The NASA TLX questions were analysed separately using
non-parametric tests (k-related samples with Freidman Test Type). We found no sta-
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Figure 6.9: m+pSpaces User Study Workspace Switches - Switches between
workspaces for each technique and task.
tistical difference between the different prototypes on any of the NASA TLX factors.
In terms of preferences, 8 out of 12 participants preferred m+pSpaces, 2 preferred
mSpaces and 1 preferred pSpaces (compare Figure6.10).
Figure 6.10: m+pSpaces User Study Subjective User Preference - Results of the
subjective user preference.
6.1.3.5 Discussion
Spatially Aware Virtual Workspaces In this experiment, we did not find any
significant difference in the overall task completion time over the three spatially-aware
virtual workspaces prototypes. In the first study, for the same tasks, we found that
using spatially aware workspaces was significantly faster than current usages of mobile
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devices. We conclude that when exploiting micro spatial memory greatly improves cur-
rent usages, the way in which the spatially aware system is designed does not seem to
influence the systems pace. This further reinforces our first user study finding that vir-
tual workspaces need to be designed with considerations to users micro spatial memory.
Application Location Memory Aids During the first study where mSpaces is
compared to current usage of mobile phones, users have reported needing time to learn
the position of the workspaces and mentioned that navigational help on the display
would be useful. We decided to provide users with a workspace viewer in the pSpaces
condition since all workspaces were projected and the phones screen could then be used
for displaying the workspace viewer. The idea was to provide users with a constant
reference to their position in the environment. This technique also relates well to cur-
rent existing techniques for switching workspaces in the desktop environment. To our
surprise, when we asked users if they found the workspace viewer helpful and if they
used it, 10 out of 12 participants who answered, unanimously replied that they were
not using it nor finding it useful. The reasons they provided were that it was quite
easy to spot the projections and easy to remember the positions. They mentioned they
”concentrated on the projection”, ”knew the arrangement already from the task [they]
did before” and that the other screens were sufficient.
This suggests that with pSpaces, users are able to remember the position of the
workspaces without needing any workspace viewer. Projection onto the external space
has rich spatial memory cues e.g. landmarks that, when combined with the kinesthetic
cues of moving the device, help users remember the location of the workspace. Addi-
tionally, no participant mentioned struggling with finding the position of the workspaces
across all conditions, contrary to the first study. Furthermore, in the second study, con-
trary to the first, all conditions expect users to remember the physical locations of the
workspaces so it is possible that the nature of the task condition people to remember
the workspaces locations better than in the first study. This leads us to think that
when there is no reference to other types of interaction; people feel comfortable and
lose their apprehension towards using such interfaces.
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Workspaces Switches The number of workspace switches is significantly higher for
pSpaces than for both mSpaces and m+pSpaces (Figure 6.9) while there is no signif-
icant difference in the average time needed to perform the trials; which shows that
users switched between workspaces in a faster way using pSpaces. At the same time,
the NASA TLX shows that participants did not find pSpaces more mentally or phys-
ically demanding or even more frustrating than the other two prototypes. Since we
found that participants had no issue finding the position of the workspaces, we can
conclude that participants chose, whether consciously or not, to switch more often be-
twen workspaces in the pSpaces condition. This is also very likely to be the reason
why users made considerably less errors in performing the task with pSpaces. This
higher number of switches seems to indicate that pSpaces provide an easy avenue to
externalize users thoughts as in Chapter 5.1.
One Handed vs. Two-Handed Interaction In this experiment, only two partic-
ipants held the prototypes in their dominant hand; while all others always held the
prototypes with both hands. We hoped that the projector would be small and light
enough to not affect the interaction technique. Unfortunately, the device was bigger
and heavier than in the first study and that affected the interaction. Since this mSpaces
prototype was held in both hands instead of one for the first study prototype, we believe
that there is a potential for pSpaces and m+pSpaces to also be one handed techniques
provided a smaller embodiment of pico-projection technology inside phones.
Projected Virtual Workspaces In terms of performance, pSpaces appears to be
the best technique as users answered more accurately for the same completion time and
swap workspaces more often, probably as a way to externalize their thoughts. Nonethe-
less, m+pSpaces was preferred by 75% of the participants and for performances similar
to mSpaces. Participants preferred mSpaces ”as it [is] useful to have the task visible all
the time while working on it” and ”as it was interesting to have one workspace always
in sight”. Some participants also liked ”having the screens in [a] big size on the wall
and at the same time to have the question at hand” and finally one mentioned that it
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”somehow ”divided” the task and space”.
In summary, whether due to performances (pSpaces) or user preferences (m+pSpaces),
external projection improves the capabilities of spatially aware virtual workspaces.
6.1.4 Design Considerations
Our experiments show that virtual workspaces have the potential to improve the us-
ability of mobile environments. In this section we would like to propose some design
considerations for m- and pSpaces.
Creating Virtual Workspaces and Managing Applications There are different
aspects to take into consideration when designing virtual workspaces. The workspace
needs to be created and an application needs to be allocated to this particular workspace.
The virtual workspace also has some attributes such as size and position that need to
be defined. We present this set of design considerations below.
Creating and Positioning New Workspaces There are two strategies for creat-
ing workspaces in the space around the user. The first consists of creating an empty
workspace and moving applications inside it in separate actions. The second consists in
directly positioning an application and creating the workspace at the same time. The
latter strategy is the most efficient when there is only one application per workspace.
We advise no more than one application per workspace to keep the current mobile de-
vice interaction paradigm, and due to the small amount of screen real-estate available
for phone handsets.
We propose to introduce a specific button – software or hardware – to trigger and
control the workspaces management. This will preserve the one-handedness of the in-
teraction technique while keeping it intuitive for the user. The interaction can be hold
and release based where the user holds the button, moves the device to a physical loca-
tion and releases the button to complete the operation. This technique allows a direct
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allocation of the application in view to the newly created workspace.
Another solution is to implement a drag-and-drop approach similar to what Boring
et al. [28] proposed. For pSpaces, an application launcher could be displayed on the
mobile screen for the selected application to open up on the actual external projection
at the current pointing direction of the device. The workspace position can then be
directly controlled by pointing or moving the device to the physical location corre-
sponding to where the workspace will be residing.
Workspaces Dimension While in mSpaces the workspace size is limited to the size
of the mobile phones screen, as discussed in the previous section, in pSpaces the corners
and size of the workspaces could directly be defined by manipulating the projection area
in the environment through an appropriate gesture via the device itself. We could en-
visage having a virtual workspace larger than the size of the phones screen in mSpaces,
similarly to the concept of Peephole displays [230], but this would require a set-up stage
via the touch screen or some movement recognition technique and incur additional in-
teraction controls to scroll through the virtual workspace. This will be discussed later
on in this Chapter as well.
Moving Applications Across Workspaces When moving applications across workspaces
we need to differentiate between m- and pSpaces. In mSpaces we propose to use a simi-
lar approach to the way applications are already organized on a smartphone application
launcher space. In pSpaces we can take advantage of the mobile device screen to grab
an application and drop it on an arbitrary workspace after having pointed at it. We
propose a special grab gesture (such as quickly tilting towards the user, as in Borings
Tilt interface [29]) to copy the actual projected workspace to the screen in m+pSpaces
so the user can provide touch input to an application.
Repositioning Workspaces The thumbnails representing workspaces or applica-
tions can be rearranged on the workspaces viewer on the mobile devices screen to
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rearrange the actual physical location of workspaces. The spatial alignment of the
thumbnails and their sizes on the screen will directly translate into the spatial align-
ment and actual sizes of the workspaces surrounding the user in an appropriate manner
such as by inserting at least 30 degree separation angles between workspaces. The re-
arrangement of thumbnails on the screen will then lead to the corresponding spatial
realignment of the workspaces themselves. In the case of m+pSpaces, the same tech-
nique is used for ad-hoc selection and modification of which workspace is to be displayed
on the screen and respectively the projection.
Finding Virtual Workspaces We show that users get shortly accustomed to their
current workspaces spatial configuration and do not need memory aid. Yet, this will be
useful when people move workspaces around or create new ones and disturb the estab-
lished spatial arrangement. Similarly, it will benefit users who have high numbers of
workspaces or havent used the system in a long time. An overview of the arrangement
of the workspaces on the device screen is needed as well as a finding function which
allows rapid access to a workspace. Finding a particular workspace could be done by
displaying arrows on the screen pointing to the direction of the workspaces location.
Haptic feedback could be used to indicate the position of a workspace, which would
allow users to simply wave the device until they receive the haptic feedback (similar to
Sweep-Shake [175]).
Favourite Configuration Storing favourite configurations would allow for the con-
figuration of different arrangements based on context as Bo¨hmer [26] proposes for icons.
In fact, when the phone is used in different contexts e.g. personal or profesional or when
used by more than one person, different favorite configurations may exist. For multi-
users, it is equivalent to starting ones own session on a shared computer.
Applications and Tasks Awareness To be used for more effective task manage-
ment, we can provide awareness that a task in another virtual workspace requires a
users attention by adding some visual feedback. We could display a coloured bar on one
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side of the display (reflective of the position of the other workspace) and for example
changing its colour [140] to indicate the status of the task. Another possibility is to use
a halo technique [14] or an off-screen visualization pointing triangle [67]; and haptic
feedback could also be used. For example, a light vibration would indicate an alert
on a workspace which is currently not visible associated to a stronger vibration when
the user hovers over the workspace in question as we describe in the creating virtual
workspaces section above.
Deleting a Virtual Workspace A gesture, such as drawing a cross while point-
ing at the workspace could be used to delete it. Alternatively, a specific button could
indicate deletion of the workspace. This may require a confirmation click or move-
ment. If the deletion is not linked to the deletion of the application on the workspace,
then the confirmation is not compulsary as the effects of a mistake will only be minimal.
6.2 Dynamic Peephole Displays
While the first part of this chapter covered a novel technique to switch applications on
a mobile projected display, the second part investigates an interface design of a spatial
interaction technique for such displays. To not only allow fast switches between appli-
cations but also to allow interaction with such displays.
As discussed in the related work, one disadvantage of mobile projected displays is
that Direct Interaction on the projection is only possible when the user is very close
to the display resulting in very small displays. Due to physical constraints the user
is forced to be a certain distance away from the projection surface to create a large
projection. For multi-user scenarios the possibility exists that one person is holding the
device while others interact with the projection [53]. But in single-user scenarios one
is facing a distributed user interface where parts of the interface remain on the display
of the device while other parts are moved to the projection. This will cause attention
shifts between the projection and the device, which inherits the controls for manipu-
lation and interaction as discussed in Chapter 5. Even though the distance and with
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that the distribution may be rather small it is still a problem that restrains projector
phones from exploiting their full capabilities.
But not only the interface is distributed also the information shown can be spread
over the two displays. For example most users would prefer to not project private
information and rather only see them on the display of the projector phone where they
can be kept private. Depending on the relative orientation of the projected display and
the devices display to each other, the distributed information may not be visible at
one glance and the users are forced to shift the attention. As presented in Chapter 5.1
visual separation is not a big problem in those cases. But the results of chapter should
be kept in mind when designing such distributed interfaces.
To tackle these problems of projector phones we will discuss an expanding interface
design that employs a dynamic peephole metaphor to explore large-scale information.
Peephole Displays are closely related to the category of spatially aware displays. As
mentioned in the theoretical background, dynamic peephole interaction is a technique
where a spatially aware display is moved and through this the viewport showing a part
of the virtual information space is changed. In this way it is possible to make the whole
information space visible which otherwise would not fit within the small display. This
technique creates a positional mapping between the virtual information space that the
user wants to explore and the real world. Doing so they allow to exploit the users
micro spatial memory for navigation in the virtual information space. This technique
has in several different use cases already been proven to be superior to static peep-
holes [39, 92, 230].
6.2.1 Dynamic Peephole Interaction for Projector Phone
Due to the distance that the user has to bring between him and the projection surface
to create a projection from suitable size he might not able to reach projection with one
of his extremities. In a multi-user scenario this possible as another user, which is not
holding the projector, can reach the projected display which was for example shown
in [53]. To enable interaction with the projected display in a single-user scenario new
user interfaces and interaction techniques are needed to handle the whole information
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Figure 6.11: Dynamic Peephole Interaction for Projector Phone - Design of a
dynamic peephole interface for projector phones. Only a part of the information space is
visible (in this figure the opaque part). Notifications on different parts of the information
space are indicated using the Halo technique [14].
space of the device. With the user interface being distributed between the device and
the projection the user has to shift his attention from the content of the projection to
the content on the devices display or the input constraints on the device. The prin-
cipal goal of our presented design, is to reduce the amount of attention switches to a
minimum. To achieve this, the focus of interaction will be the projected display. This
is achieved by moving most of the interface elements to the projection and making the
elements that are needed on the device as intuitive to interact with as possible. The
devices display is only included for information display if necessary or if the user wish
to use it. Especially for private information this is an advantage. Since the total infor-
mation space is often even larger than the projection and to assure that everything is
readable and visible from distance only an excerpt of the whole is projected. To navi-
gate in the projected virtual information space we propose to make use of the dynamic
peephole display metaphor, so that only a part of the whole information space is shown
(compare Figure 6.11).
Similar to SpotLight [170, 171] the change of the viewport of the projected informa-
tion space is done by device movements. But compared to spotlight we do not rely on
device movements and rather focus on the devices orientation. By changing the device
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orientation the projection on a wall would move and could cover the whole wall as well.
The drawback would be a distorted image but therefore solutions already exist [56].
Most modern mobile phones are equipped with sensors like accelerometer and compass
and Apples iPhone 5 or Googles Nexus 4 additionally host a gyroscope. These sensors
can be used to exactly determine the devices orientation and to measure even the slight-
est change. By using the devices orientation rather than movement it is also possible for
the user to retain a comfortable position and still explore the whole information space.
Sometimes the projection surface maybe limited and this technique may not be feasible
therefore an easy switching method to a static peephole metaphor should be integrated
as well. This static peephole could then be shifted using the touchscreen of the device
(or an isometric joystick). This input should then be restricted to a designated area on
the touch-screen or whole touchscreen should be used. When using the whole screen as
soon as the user starts to move the touching finger the input should not be processed
by the underlying UI-element but be interpreted as a desired movement of the static
peephole.
When the information space is larger than the projection the center of the in-
formation space is right in front of the user in the starting position. But in many cases
the information of interest is not in the center and the user wants to change the center
to get a better viewing angle. Therefore, when using a dynamic peephole metaphor,
we argue for adding a clutching method. This technique has been already successfully
employed by Rapp et al. [170, 171]. By pressing the clutch button on the devices screen
the movement detection is stopped and the user can move the last shown viewport to
the desired new position on the projection space and when he releases the button the
center of the information space is shifted accordingly.
The selection of a specific object on the projected display is problematically as direct
interaction is not possible. An obvious solution would be indirect input in a mouse-
cursor-like way controlled by the touchscreen. This seems to be cumbersome because it
would require precise input on the touchscreen, to steer the cursor towards the desired
goal, while at the same time controlling the dynamic peephole and focusing on the
projection. Therefore we propose the cursor to be static in the center of the projec-
tion. By that it would move over the information space accordingly with the peephole
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metaphor. This would make everything easily accessible. For more complicated and
detailed operations we propose to use the devices screen. One example is selecting an
item from a combo box or a list, the user select the combo box on the projection and
then the different selectable possibilities are shown on the devices screen where one can
select a specific item. This would for example allow the interaction with private data
that then would only be shown on the devices screen.
Objects that are not shown in the projection - which are off-screen - but desire the
attention of the user e.g. an incoming text message, are indicated with a Halo [14]. Fur-
thermore private information such as text messages or emails should always be firstly
shown off-screen in the projection and additionally a small preview should be shown on
the screen of the device. With that the user has to decide actively if he wants to explore
the private information on the projection or the screen of the device. Furthermore this
could be a general solution for private information that needs the users attention. A
tactile feedback could indicate that the user now has to focus on the devices screen.
With SpotLight [170] the usage of a zoomable interface was already presented in a
mobile projection setup. While in SpotLight it was controlled using a scrollwheel we
argue for interpreting physical movements towards or further away from the projection
surface as a zoom-in and -out. Technically this could be achieved e.g. by using the
optical flow of the integrated camera of the mobile device. Physical movement would
have the disadvantage of the projection screen getting smaller or bigger depending on
the distance. On the other side this could facilitate the interaction with private data
in such a way, that private information is only visible when the user is close enough to
the projection surface to shield the projection for uninvolved passersby.
The purpose of all the aforementioned design decisions is to minimize the number
of context switches needed to operate the device. Therefore we also propose to use
haptics to indicate which of the two screens should be in the center of attention. With
current haptic possibilities experiences indicating a direction are possible on todays
mobile devices. Using such a vibro-tactile feedback that e.g. goes from the direction
of the projection towards the user, an incoming notification for which the user has to
switch his focus to the devices display can be communicated. Such indications can
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be used to actively steer the users attention and therefore can lead to fewer context-
switches [43, 82].
6.2.2 Prototype
Figure 6.12: Dynamic Peephole Prototype - This image was created by blending two
images of the prototype taken from the same viewpoint. The accuracy is very high even
though a small can be seen in the blending which is due to position inaccuracy.
To show the validity of the presented design and how it could simplify everyday
tasks like finding a hotel on a map we created a map application that includes nearly
all design ideas presented in the section above (compare Figure 6.12). This prototype is
created to inform for future evaluation of the design in small focus groups in controlled
user studies. Since Hang et al. already showed that map interaction could benefit from
a projection [82] we have chosen the task of map interaction to explore the possibilities
of our design. While Hang et al. relayed on panning using buttons for their study our
concept allows easy interaction with the map using the presented dynamic peephole
design concept.
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6.2.2.1 Map Interaction
To explore the whole map the user simply changes the orientation of the device. By
this, the application than reveals the whole map, part by part using the peephole
metaphor (compare Figure 6.12). In line with a normal map application, the map can
be enhanced with different layers containing Points of Interest (POI) like georeferenced
Wikipedia articles, Hotels or the Google Latitude position of friends. The user can
explore the detailed content of the POIs by moving the crosshair on the projection over
the points and click on the select button. The information connected to the POI is
then either shown on the projection or the devices screen when it is private data. For
example for a Foursquare position of a friend the projection only shows the point but
the name of the friend is only revealed on the devices screen. To select more than one
point the user can simply press down the select button and drag the crosshair just like
a mouse cursor. Layers can be added or removed to the map using either a drop-down
menu or check-boxes. They are located on the devices screen to maintain easy and fast
access (compare Figure 6.13). Off-screen POIs are indicated by Halo‘s [14]. With that
most of the discussed design concepts were realized inside one example application. Of
course a complete phone interface with all the capabilities of modern mobile phones
would be much more complicated to realize.
6.2.2.2 Implementation
Since up to now no suitable projector phone is commercially available that is able to
show different contents on the screen of the device and the projection we had to create
our own prototype. On account of this we use a Microvision ShowWX laser projector
connected to a fourth generation iPod Touch as can be seen in Figure 6.13. The two
devices together weigh 220g and with that are easy to handle. The projector provides
only 15 lumens but since its laser technology it provides the advantage to be always
in focus. The iPod touch was chosen since it is one of the few devices that allows to
present different content on the display and the TV-Out and additionally contains a
gyroscope. We used the gyroscope and the accelerometer in the device to determine its
orientation highly precise and with that be able to control the viewport of the projected
peephole. The projected image is not corrected before it is projected, so that depending
on the angle between the device and the projection surface, it can get distorted. This
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Figure 6.13: Dynamic Peephole Prototype Device - The prototype consists of an
4th generation iPod Touch and a Microvision ShowWX Laser Projector.
problem could be overcome using the method developed by Dao et al. [56], which was
created for a similar use case. The application for the iPod touch is based on the iOS
UIMapKit, which already include many basic map functionalities.
6.2.3 Evaluation
To evaluate the created system we conducted two user studies. At first we consulted
a group of experts to get general feedback about our system. In the second study we
assessed the general performance of this spatial interaction technique.
6.2.3.1 Qualitative Expert User Study
To get first feedback on our interface design we conducted an informal expert study
with 12 experts (10 male) on mobile interaction in unstructured interviews. The par-
ticipants were selected from our University and all had at least 2 years of expertise
in developing novel mobile solutions and applications. All participants had the possi-
bility to use the prototype after a short introduction into the operation of the device.
The participants all found the application overall easy to use and most were surprised
how well the peephole metaphor worked with the device tracking the movements itself.
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Furthermore they all agreed that the map exploration with this was a lot easier than
on the small screen and that they were able to use their micro spatial memory to re-
locate POIs that they explored before as it has also been confirmed by Kaufmann and
Ahlstro¨m [107].
The biggest problem that eight of the participants criticized was the way of perform-
ing the selection. The following comment summarizes the problem (male, 28) ”when
I want to select something, I move the cursor over the POI and then I have to look
at the devices screen to search for the select button and when I press it, I already
accidentally moved the crosshair a little bit and selected something different”. This
problem was observed for multiple users. Two participants stated that a double tap or
something similar on every part of the devices display should replace the select button.
One participant also stated that he wish to go even one step further and replace all
the UI elements through gestures. For our next evaluation we decided to remove the
select button and adapted the idea of a double tap on every part of the display. If a
UI element is placed under the double tap position it will simply be ignored. This was
well accepted beyond all participants and the selection was rated much easier. Most
of the participants (9 out of 12) disagreed with removing all UI elements stating that
they are easier to use and that there would be no need to remember gestures that in
the end could be different for every application.
6.2.3.2 Quantitative User Study
The informal study was mainly meant to get an inside on how to design interfaces for
a dynamic peephole display, using a mobile projector. Even though the experts con-
sulted in our informal study were all positive about responsiveness and performance of
the developed system we still have no insight on its actual performance. Therefore we
conducted a second study with the aim to investigate the performance of the peephole
pointing using a mobile projection interface.
While it has been shown that peephole pointing is a valid and natural interaction
technique for AR applications on mobile devices [179], it hasn’t been shown that in
terms of task performance it actually has any advantages. Interestingly Kaufman and
Ahlstro¨m didn’t compare the performance of their system against other interaction
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techniques [106, 107]. To assess the task performance time we conducted a user study
comparing the dynamic peephole pointing with a touch-based cursor control.
Figure 6.14: Dynamic Peephole User Study - The cyclical multi-direction pointing
task that the users had to fullfill.
Task The user study adopted the cyclical multi-direction pointing task paradigm of
ISO 9241-9 [98] in which the cursor was steered either using the before mentioned
peephole interface or using the touch-screen of the iPod Touch. In the cyclical selection
paradigm the subject is required to move the cursor to sequentially numbered targets
which are equally spaced around the circumference of a circle. The task starts when
the user moves the cursor to the topmost target and ends when the sequence is com-
pleted (the topmost target is selected again). The next item to select is always close
to opposite clockwise around the circle. Selection was done by moving the cursor on
top of the target. Selection was done by double tapping on the screen as a result of the
qualitative user study.
For our setting we choose 9 targets which were altered in distance. We chose three
different distance, the small circle had a diameter of 360 pixel (three quarters the pro-
jection size), the medium circle 720 pixel (one and a half times the projection size) and
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the large circle was 1440 pixel (three times the projection size). These sizes were delib-
erately chosen to emulate different size of content that the users would explore on their
mobile devices, such as small images (small circle size), to large maps (large circle size).
For the touch-based technique the cursor is controlled using relative positioning as
on a touch-pad. This decision was made since in pilot tests we found that users can-
not estimate well where the finger initially touches the touch pad, such that absolute
positioning was not deemed suitable. The mapping of the touch input to the velocity
of the cursor followed a linear acceleration. The setup can be seen in Figure 6.14.
Participants & Procedure The study was conducted with 18 participants, 10 fe-
male, 8 male, ages 18-41 (average 26.5). The subjects were mostly undergraduates with
varying degrees of technical background. 17 subjects were right-handed and one was
left-handed. The study took including questionnaire approximately 50 minutes and the
subjects were paid an incentive of 10 Euro for their participation.
Interaction techniques as well as circle sizes were counterbalanced between partic-
ipants to ensure that no learning effects could occur. After a short introduction in
which all participants had the chance to test the two interaction techniques, partic-
ipants started either with the dynamic peephole interaction or the touch interaction
and then conducted all three circle sizes. Participants were required to stand on a prior
marked position in front of a white wall so that a constant size of the projection was
ensured. Between every task the participants had the chance to pause. The cursor was
in the beginning of each task placed in the centre of the circle. For each technique and
circle size we conducted 10 trials. Overall this results in 1080 data points (18 users ×
2 interaction techniques × 3 target sizes × 10 trials).
As for measures we took the task completion time starting from the moment the
users pressed the start button and ending when the last target was selected. An error
occurred when a user tried to select a target while the cursor is not placed on the
current target.
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Figure 6.15: Dynamic Peephole User Study Results - Average task completion time
of the study in ms.
Reuslts For the analysis of the task completion time we used a two way factorial
ANOVA with interaction technique and circle size as factors. Both factors showed a
significant effect (p < 0.05). For the small sized circles the touch based interaction (avg.
11.53s) was significantly faster (p < 0.01) compared to the peephole technique (avg.
13.64s). For the medium sized circles the touch based interaction (avg. 17.81s) again
was significantly faster (p < 0.05) compared to the peephole technique (avg. 19.36s).
For the large scale circle no significant difference could be found even though on aver-
age the peephole interaction (avg. 22.01s) was faster than the touch based interaction
(avg. 22.96s). In terms of errors, overall participants tried to select wrongly for the
peephole technique 48 times and for the touch based technique 53 times. The difference
is negligible as both are around 10%.
6.2.3.3 Discussion
Surprisingly the touch-based interaction outperformed the peephole interaction. This
might also explain why results on such studies have not been reported before (as men-
tioned above). A possible explanation for the results could be simply the familiarity
of the users with such touch pad style interactions. All participants owned a laptop
173
6. SPATIALLY-AWARE INTERACTION TECHNIQUES FOR MOBILE
PROJECTION DEVICES
that had a touchpad, so all participants where familiar with this kind of interaction.
Therefore they felt much more comfortable directly from the first trial. Furthermore
the peephole interaction required to move the projection which might have led to con-
fusion as users are not used to having a fully mobile display in current desktop settings.
Nevertheless for the large circle size the participants on average were faster. This re-
sult could have been even more explicit for even larger diameters. This indicates an
advantage when exploring large scale content such as maps or websites on a projector
phone which also is supported by the findings of Hang et al. [82]. Since Kaufmann and
Ahlstro¨m [107] showed that using a dynamic peephole interface for a mobile projected
display can significantly enhance the users micro spatial memory compared to a static
peephole, the dynamic peephole is a valid interaction technique when interacting with
large scale content.
6.3 Summary
In this chapter we worked towards answering the research question of What are suit-
able spatial interaction techniques for mobile projected displays. For this we
followed a two-fold approach, on the one side we investigated a technique that allowed
switching of virtual workspaces and applications. On the other side we investigated the
design and effectiveness of a dynamic peephole interface for mobile projected displays.
For our investigation of mobile virtual workspacese started with existing techniques
for workspace management in the desktop environment with the view to translate them
to mobile settings. We show that extra spatial awareness, that is possible in the mobile
context, vastly enhances users’ performance. We have presented mSpaces, a spatially
aware prototype for virtual workspaces, which allows workspace switching by moving
the phone to various physical locations, exploiting the users’ micro spatial memory. To
determine if a mobile projected display further enhances users’ performance, we de-
signed the m+p and pSpaces prototypes. In a final user study we compared the three
techniques to show that projected display in fact enhances users’ abilities to switch
between workspaces. We concluded with design considerations to create, manipulate
and manage virtual workspaces in the spatially-aware mobile environment.
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Additionally we discussed a design for a distributed peephole interface for projec-
tor phones. This design concept is a first try to facilitate the integration of projector
phones in every day-life task by minimizing the drawbacks that evolve from the dis-
tributed interface of a projector phone. Through the combination of sophisticated user
interface elements of prior research we developed a design that has the capability to
tackle common problems on such devices. We presented our exemplarily implemen-
tation of this prototype and the corresponding evaluation. In our comparison study
surprisingly the touch-based interaction outperformed the peephole interaction. As
the difference in task completion time was rather small and might be outweighed by
the advantage of the micro spatial memory generation presented by Kaufmann and
Ahlstro¨m [107]. Therefore we can conclude that the dynamic peephole can be a valu-
able interaction technique especially for large-scale content. Furthermore the idea of
the dynamic peephole interface can also be extended to create a virtual projection
sphere around the user, which would allow for CAVE like interactions, as it has been
developed by Koskenranta et al. [113].
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7Windows on the World Revisited
In this chapter we want to introduce a system that incorporates the findings that have
been made in this thesis into a holistic mobile projection system. The goal of this
system is to provide evidence in how far an added projector can bring an advantage
over current mobile devices. As discussed in the introduction the added value through
the projection in current projector phones is rather small. In this chapter we describe
a proximity aware mobile projector depth-camera system that allows seamless inter-
action independent of the distance between the user and the projection surface. This
is achieved by switching interaction techniques depending on the distance between the
user and the projected display. Furthermore, it allows to easily access different ap-
plications by making use of the user’s micro spatial memory through kinesthetic cues
(compare Chapter 2 and 6). The system allows the user to distribute his application
windows in the world surrounding him.
The chapter is based on the following previously published papers: [55, 121, 126,
129].
7.1 Idea
In 1993, Feiner et al. introduced an AR approach that allows interaction with 2D
application windows in the real world using a head-mounted display (HMD) [69]. This
concept is a promising approach when applied to projector phones. Instead of just
showing one window or application in the projection - which is the current practice
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Figure 7.1: Distribution of applications around the user - A user interacting with
two different applications at different positions with different interaction techniques. When
being closer to the wall the user can touch the projection (yellow) and when being further
away the user can use a dynamic peephole projection.
for projector phones - the user could arrange his applications in the real world around
him. He could easily access the different applications by pointing the device at the
position where the application was placed beforehand (compare Figure 7.1). Although
a spatially aware mobile device would be needed for this approach, it would enable
making use of the user’s micro spatial memory through kinaesthetic cues. This would
ostensibly alleviate some of the user’s mental workload and it could increase perfor-
mance when conducting tasks that need multiple applications.
That such a real world distribution of the applications increases task performance
has been shown in chapter 6.1 . However, there we only analysed information percep-
tion in static applications and did not investigate how interaction will influence this
behaviour. Or, to be more specific, which interaction techniques are actually suitable
for such kind of novel device. With the applications distributed in the environment,
they are easily recallable and accessible but since they might be located on different
surfaces and different distances the interaction with them can become problematic. To
the best of our knowledge, this problem has not yet been solved.
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Even though a multi-user scenario might be the most beneficial use case for mobile
projection, we are convinced that a single user can also avail from a large projected
display. For example, in a situation where the user wants to access large-scale infor-
mation while on the go or present something to a bigger audience, he still might want
to interact with the projected content just by himself. Nevertheless the interaction
scenarios described in this chapter allow for single- as well as multi-user purposes.
The concept of our proximity-aware system allows seamless interaction with mobile
projected displays independent of the user’s distance relative to them. The system is
spatially aware and allows distributing the user’s applications in the environment, and
with that, the user can easily access the applications by pointing the device towards
the direction they are located. Our system is based on prior findings of this thesis
as well as other related research and integrates different techniques to allow a holistic
experience that underpins the capabilities of interaction with mobile projected displays.
7.2 Proximity Based Interaction for mobile Projection
As discussed before, the main influencing factors when interacting with hand-held mo-
bile projection devices is that size and position of the projected display are always
coupled to the device and its motions. Even though there are approaches for decou-
pling the projection [42], the distance from the device to the projection surface would
be a crucial aspect even in these cases. Depending on the distance, it is expected that
people would be willing to show different content - e.g. if they are able to shield the
projection they could project personal information [133] (compare Chapter 2). Further-
more, different distances would allow and even require the usage of different interaction
techniques. For example, if the user is close enough to reach the projection with one
of his extremities, direct interaction would be possible. This is of course not possible
when the projection is further away, and with that, out of the user’s reach.
Even though a variety of different interaction techniques for mobile projected dis-
plays exist today, they are mostly tailored to a specific use case as we have seen in the
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related work. To allow seamless interaction across all distances, we propose to adapt
the interaction technique by choosing different techniques for different distances, and
with that, make mobile projected displays proximity-aware (compare Figure 7.2). This
idea is closely related to the approach of Vogel and Balakrishnan [206]. When moving
the projected display closer to the user or further away from him, the interaction tech-
nique will be changed automatically to the most suited one.
Figure 7.2: Proximity-aware change of projected information - While in the public
space (left) the projection would only show impersonal content such as maps, the privacy
of information that would be available in the private space (right) would increase to infor-
mation such as email.
7.2.1 Concept
The work of Feiner et al. [69] allowed to position 2D windows in the real world and
accessing them by looking at the point where they have been placed. To realize this,
they used a HMD, which resulted in the drawback that only people equipped with such
a device could access the application (compare Chapter 2.1.2). For our system, we
use a mobile projector instead of a HMD. It projects the different application windows
onto nearby surfaces. This approach has the ability to make the applications accessible
for multiple users, while only needing a small amount of instrumentation. To place an
application, the user simply points the projector phone at a specific position in the real
world and decides then, which application he wants to project at this point. This is
a result of the design guidelines presented in Chapter 6.1. When he points away with
the device, the application will be hidden. Pointing back at this position would result
in projecting again the application, or parts of it, depending on the amount captured
in the field of projection. This window definition procedure can be repeated for the
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desired amount of applications. The spatial arrangement around the user allows him
to make use of his micro and macro spatial memory and to easily access different ap-
plications. This is a result of Chapter 6.1.
Two means of defining the positions of the applications around the users are pos-
sible: (1) absolute - and (2) relative positioning. An absolute tracking would have the
ability to incorporate real world features into the application. Those features could
help to reduce mental demand since they could act as mental aids. Here we also en-
vision to exploit semantic meaning of real world objects. For example a paper-based
calendar could be recognized and then the calendar application of the projector phone
could be projected directly next to it or even as an AR overlay on top it. Through this,
the system exploits the user’s macro spatial memory as well. This might even increase
task performance time. The real world features and objects would help by becoming
landmarks, allowing to retrieve the position of applications even faster [142, 167].
Nevertheless, real mobility can only be preserved when using a relative tracking as
in most cases no absolute tracking (e.g. a IR-based marker tracking) will be available.
This would mean that the applications would be positioned relative to the user e.g. to
the right in an angle of 90 ◦. Every time the user points in this direction, the applica-
tion would appear and it would not be spatially bounded to the environment. Relative
positioning still makes use of the users micro spatial memory - kinaesthetic senses [168]
as we employed it in chapter 6.1. In a scenario where the user is not moving, absolute-
and relative positioning would be equal.
When using mobile projection, privacy is always an issue. To compensate for this
using proxemics might be a helpful tool. As discussed in Chapter 2.3, even though
the proxemic regions are not universal, they could be adapted to the region the user
is living in. This could establish privacy aware interfaces for projector phones. De-
pending on the space the projection is located in, the system decides whether or not a
specific content should be projected. Applications might not be made accessible, since
they were placed in closer proximity where they, for example, have been shielded by the
users body (compare Figure 7.2). Of course, it should be optional for the user to decide
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whether or not he wants applications to be made inaccessible. Furthermore, the inte-
gration of semantic privacy annotations for applications could be one possibility [128].
Even though it enables easy decision making which content should be projected or not,
since most data is not annotated, this might be not easily realizable. Furthermore,
proxemics can be used to change the interaction technique and with that give the abil-
ity to seamlessly interact with different content in different ways.
The system described in this chapter follows an approach that allows privacy based
on interaction. Whenever the user wants to hide the current content, he simply points
the device in to a different direction, which would then hide the current application.
7.2.2 Interaction Techniques
As discussed in the related work (Chapter 3), a variety of possible interaction tech-
niques for mobile projection devices exist, but most of them have their limitations.
The techniques that we selected for our system originates from the aforementioned re-
lated work and our own investigations in Chapter 6.
Direct manipulation of the projection is a promising approach independent whether
using a foot [42] or a hand [84]. However, it is impossible if the projection is out of
the reach of the extremities in a single-use case. In a multi-user scenario one person
can hold the device while the other users can touch the large-scale projection. Never-
theless, it is not socially acceptable to touch every surface (e.g. wallpapers). There-
fore different interaction techniques are needed as well. Another suitable technique is
the spotlight metaphor utilizing a dynamic peephole. As discussed in Chapter 6 the
dynamic peephole interaction has some very promising abilities especially to explore
large-scale content. An example of a user interacting with a peephole interface can be
seen in Figure 6.11. For interaction with the shown information a cross hair in the
middle of the projection is projected on top of the application. By double tapping on
the screen the user can select the object beneath the crosshair.
As we have shown in Chapter 6, the dynamic peephole interaction is not the fastest
interaction technique in terms of task completion time, if the content does not exceed
a certain size. Furthermore, it is not applicable when the user is so far away from the
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projection surface that the projected display is already taking most of the space that
is suited for projecting on it. Therefore, we added the cursor control with the phone
acting as a touchpad as discussed in Chapter 6. This allows the projection to remain
stable, while the user could easily interact with it.
We choose these three interaction techniques as they are suitable for a variety of
application and privacy scenarios. Furthermore, all three of them have been shown to
be from certain convenience for interaction with mobile projected displays. Switching
between the different interaction techniques can be either done automatically according
to the proximity of the user to the projected display, or the user might assign a distinct
interaction technique to a certain application (e.g. the dynamic peephole interaction
to the map application).
Figure 7.3: Hardware Prototype - Prototype consisting of a stripped down Kinect, a
Microvision SHOWWX+ and a Samsung Galaxy S
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7.3 Implementation
Albeit the availability of projector phones, these devices are very limited in their current
form. Besides the fact that they are only able to mirror the image of the devices display
there exist only models with an integrated LED-based projector. This is reasonable
taking the lower battery consumption into account, but those projectors suffer from
the need for manual focus, which would be problematic when projecting at different
distances. Therefore, we created our own prototype using a laser projector (which
has the advantage of always being in focus) that although not being fully mobile still
allows for exploration of the presented system. We implemented the three interaction
techniques mentioned above and the system switches automatically between these three.
This is done based on the proximity and orientation of the device towards the projection.
A short vibration of the device indicates the change of the interaction technique. If
the distance is less than 90cm (arm reachable) the user is able to interact with the
projection by touching it. Afterwards, either the spotlight metaphor or interacting
through the touchpad of the device is available.
7.3.1 Hardware
On the hardware side, the prototype consists of a Microsoft Kinect for Windows, a
Microvision ShowWX+ laser projector and a Samsung Galaxy S. The Samsung Galaxy
S was chosen because it has a TV-Out which is connected to the laser projector. To re-
duce weight, the housing and pedestal of the Kinect were removed (compare Figure 7.3).
All three devices were mounted onto each other in such a way that it is possible to hold
them in one hand. Even though it needs a cable connection, with an overall weight of
376g it is still light enough to handle it with ease. The Kinect is connected to a Mac-
Book Pro running Windows 7 by cable while the communication between the phone and
the notebook is handled via WiFi. The image content of the projection was provided
by the Samsung Galaxy S. The device’s orientation is tracked in the environment using
an external NaturalPoint OptiTrack optical tracking system. For the alignment of the
projected display and the device’s display we followed the findings of chapter 5.1. The
display are aligned in a 70 ◦ angle. Even though in chapter 5.1 we used a more radical
60 ◦ angle, the 70 ◦ angle still ensures that the mobile devices display and the projection
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are in the same field of view, very similar to our SurfacePhone prototype in Chapter 5.2.
One might assume that due to physical limitations the integration of a Kinect-like
depth sensor might not be possible, since it needs a certain distance between the in-
frared projector and the infrared detector. But this distance is just 9cm, for comparison
a Samsung Galaxy Nexus is 12.5cm long, so that an integration would be possible. Of
course the infrared projector and detector would need to undergo a certain miniatur-
ization since they are approximately 2cm in height, but still it could be made possible
with technological advances. The most problematic issue will be the power supply for
such a device, but for example the Asus Xtion Sensor, which is comparable to the
Kinect is powered only by USB. Partially the goal of a working mobile Kinect has also
already been realized [159].
To achieve the spatial awareness of the prototype we used a Natural Point Opti-
Track System, which required the prototype to have infrared reflective markers attached
(compare Figure 7.3). The system tracks only the yaw, pitch and roll of the prototype
in our environment. Currently the use of the OptiTrack system restricts the mobility of
the prototype but it could be replaced by a sensor fusion of gyroscope and accelerometer
as it has been done in Chapter 6.2. Since the Samsung Galaxy S that we use (because
of its TV-Out capabilities) has no integrated gyroscope, sensor fusion was not possible.
7.3.2 Software
The prototype is implemented in C# using the Microsoft Kinect SDK. We implemented
three simple Android applications for the phone - an image browser, a map application
and a light weight email client that would only allow to read emails. They are all
usable with all three interaction techniques. Those applications were chosen since
they highlight the capabilities of a mobile projection device for single and multi-user
scenarios. Furthermore they are frequently used in every-day life.
7.3.2.1 Application Positioning
The first step in the interaction with our proximity aware prototype is the positioning
of the applications around the user. The user can select an application by pressing the
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Menu button on the Samsung phone, and then point the prototype in the direction the
application should be positioned. By double tapping on the phones screen the position
of the application is saved. Therefore, the orientation of the prototype supplied by the
OptiTrack system and the depth towards the projection surface measured by the Kinect
are used to determine the position and size of projected display. A 3D model of the
environment was not used to ensure that a replacement of the OptiTrack through e.g.
an inertial measurement unit will be easily possible. Besides positioning also resizing
of the application is possible by performing a pinch gesture on the device.
Switching between applications is easily possible by simply pointing the device into
the direction, the switching is then done automatically. This is done in line with the
way we evaluated in Chapter 6. If the user points into a direction where no application
is located the projection turns dark. This is done so that it is possible to hide private
information fast.
Figure 7.4: Processing pipeline for touch detection - Steps of the hand detection
algorithm based on the depth image. From left to right: Canny Edge detection, Determine
Contours after Dilation and Erosion, fill Contours, determine convex Hull.
7.3.2.2 Touch detection
The detection of touches on the projection is achieved using image processing algorithms
based only on the depth data of the Kinect (compare Figure 7.5). For the processing
of the depth data EmguCV [64], an OpenCV port for C#, was used. The detection of
the touches is split into two steps, one is the detection of the hand and the other is the
decision whether or not it is touching. The hand detection is done using the following
operations (compare Figure 7.4):
1. Canny-edge detection to determine the hand
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2. Dilation and Erosion (10×10 pixel box)
3. Determine contours (findContours with more then 1000pixel)
4. Fill contours
The touch detection is then done as follows:
1. Determine the convex hull and its center
2. Determine the edge of the finger
3. Determine the distance to the background (Ray from center to edge of hull ex-
tended by 20%)
4. Threshold of distance
All thresholds were experimentally determined through extended evaluation of the sys-
tem. Even though this is a rather naive approach it is working at 60FPS (which is
the maximum frame rate of the Kinect) on a common Notebook. For details about
accuracy and mobile applicability compare the technical evaluation. Since simply ev-
ery contour with more then 1000 pixel is taken into account, multi-touch is natively
detected by the algorithm. Additionally, pointing with larger objects such as bottles is
possible. The positions of the touches are then send to the Android phone through the
WiFi connection using UDP packets guaranteeing a minimal lag.
7.3.2.3 Dynamic Peephole and Touchpad
For the dynamic peephole pointing, the OptiTrack System was used. By determining
the orientation towards the projection surface, only the part of the application covered
in the projection would be shown. The distance between the user and the projection
surface - measured by the Kinect - is used to change the scaling of the application
so that the shown part of the application would stay constant. In the middle of the
projection a red crosshair is shown (compare Figure 2.8) and a double tap on the phone
screen selects the object beneath it. This is implemented using the double tap listener
from the Android API.
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Figure 7.5: Touch Interaction - A user interacting with the projection by direct touch.
The Touchpad interaction is realized by a cursor that is controlled by the touch-
screen of the Samsung Galaxy S. The mapping of the touch input to the velocity of
the cursor in the projection is following a linear acceleration. A standard cursor arrow,
as it is common in today’s operating systems, was chosen to effectively distinguish the
cursor control from the peephole metaphor. While for the peephole metaphor a red
crosshair is laid over the application, the cursor symbol in the touchpad interaction
obviously shows the changed affordance when switching between different interaction
techniques.
7.4 Evaluation
To evaluate our system, we decided to conduct two studies to outline the performance of
the system. First we conducted a technical evaluation to show the accuracy of the touch
registration on the projection as well as a performance analysis of out touch recognition
algorithm on a smartphone. Secondly we conducted a user experience evaluation. We
did not focus on task performance as the system is in an early stage of development
and we could have only tested a rather made up task. Therefore, we decided to only
focus on qualitative measures.
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7.4.1 Technical Evaluation
To evaluate the accuracy and the performance of our touch-detection algorithm we
conducted a technical evaluation. The registration of touch events is guaranteed as
long as the projection surface is flat or has only smooth curves and the Canny edge
algorithm is able to extract the hand contour out of the depth image. When it failed,
it always resulted from a flat angle between the hand and the surface while the finger
was actually touching the surface. Hence it is not recommended to touch the surface
directly, but it is enough to operate on some millimetres distance to it. This also fulfils
social norms, e.g. not to touch the wallpaper.
Figure 7.6: Technical evaluation of the touch detection - The technical evaluation
application displayed a crosshair at five different positions, that the users then had to
touch. The red dots indicate the registered touches in the evaluation.
We developed a distinct application for this evaluation shown in Figure 7.6. It dis-
played white cross-hair targets in each of the projection corners and one in the center.
The pico projector resolution was 848×480 pixels and each cross-hair had a width and
height of 50 pixels. The projection distance for this evaluation was set to 100 cm and
the width of the projection image was 80 cm. Therefore a 1 cm line in the projection
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Marker Point Position Avg. detected touch SD [pixel] Dev. [cm]
x y x y
Upper left (120,100) (130.8,105.9) 7.3 7.7 1.5 0.9
Upper right (728,100) (729.2,117.7) 6.1 11.4 0.6 2.0
Down left (120,380) (101.0,358.6) 5.5 13.1 1.9 2.4
Down right (728,380) (750.5,371.9) 10.7 7.3 2.3 1.0
Center (424,240) (421.9,241.8) 5.2 4.4 0.5 0.4
Table 7.1: Results of the evaluation of touch registration
image consisted of approximately 11 pixels and a cross-hair had a size of about 4.7 cm.
The projector was aligned perpendicular to a plane projection surface and rested
on a table. The participants were asked to click the five cross-hairs in arbitrary order,
but such that in the end, each of them was clicked 20 times. In the meanwhile, the
application recorded the 100 detected positions but did not display them during the
evaluation to avoid side effects such as the users trying to compensate the registration
inaccuracies. We acquired 10 students (4 female) from our university, aged 20 to 24
years (avg. age 22 years). This resulted in 1000 gathered touch-points.
Our findings are depicted in the table 7.2. The average SD over all markers is 7.0
pixels for x and 8.8 pixels for y. Hence, 95% of the detected touches have a distance
of 14.0 pixels or less to the average in x direction and 17.6 pixels in y direction. To
make sure that the user interface can be touched accurate enough, we suggest a button
size of at least 38.0×37.0 pixels. We designed our applications accordingly. Of course
the accuracy of such a system can be enhanced through a personal touch model as it
has been employed in [211]. But still the accuracy is good enough, as long as the user
interface is designed accordingly.
Since the fast adoption into mobile devices was one of the main drivers behind
this system, we evaluated how the above described algorithm performs on a current
smartphone. We implemented the same algorithm for OpenCV4Android [161] using
the Android NDK. Since currently no driver is available that allows to use the Kinect
with an Android device, we saved 3000 frames of Kinect depth data. This data is
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then read in native code and the frames are processed using the algorithm. On a
Samsung Galaxy S3 the processing rate of our algorithm performs at ∼24fps (without
any kind of visualization, just the touch processing). This illustrates the portability of
the algorithm.
7.4.2 Qualitative Evaluation
As current prototypes only focus on very specific application scenarios (compare Chap-
ter 3) and no holistic mobile projection system exist so far, we decide to not compare
our system in a quantitative user study, but rather focus on qualitative feedback.
7.4.2.1 Method
To assess the participant’s experience and perception of our system, we employed an
adapted version of the Microsoft Production Reaction Cards [18]. Even though this
method was originally designed to evaluate the emotional response and desirability of
a software design, it has also been applied to product design [11]. Instead of presenting
separate cards we presented the participants a sheet of paper with 26 antonym word
pairs. The participants where requested to select five out of these 52 words that they
found to describe their experience most accurately. Additionally we asked the users to
complete a NASA TLX on a 5-point Likert scale for each of the interaction techniques.
7.4.2.2 Study Set-up
13 volunteers (5 female) aged between 21 and 35 (µ = 26.5) were recruited from our
research institution. All were right-handed and familiar with smartphones and touch-
screen technologies. 7 participants were aware of the current development and had seen
a mobile projector before, but only 3 had ever used one. One male participant had to
be removed afterwards because of a technical problem during the experiment leaving
12 valid data sets.
The users were given the device and after a short explanation phase they were asked
to use all three implemented applications (Map application, gallery application and
email client) each with all three interaction techniques (dynamic peephole, touchpad
and direct touch on the projection). They were free to choose the projection surface as
well as the amount of time they spend with each technique on each application.
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Figure 7.7: Results of the NASA TLX Questionnaire - Results of the questionnaire
on a 5-point Likert scale (1 - Low to 5 - High). Statistically significant results were found
for Effort and Performance (p < 0.05).
7.4.2.3 Results
Overall the Microsoft Reaction Cards show a clear evidence that the system was well
accepted and highly appreciated by the participants. Only three negative terms and
eighteen neutral were selected by all participants, compared to the 39 positive terms.
The top six selected terms can be found in table 7.2.
The NASA TLX questions were analysed separately using non-parametric tests (k-
related samples with Friedman Test Type). We found a significant difference (p < 0.05)
for the following pairs: Performance: (direct touch > touchpad and direct touch > dy-
namic peephole) and Effort: (direct touch < touchpad and dynamic peephole < touch-
pad). The results can also be seen in Figure 7.7.
7.4.3 Discussion
Overall the direct touch was rated best, which is not surprising, taking into account
that most people are familiar with this technique from e.g. tablet devices. But still
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Top selected terms
Creative (10/12)
Exciting (10/12)
Convenient (8/12)
Effective (7/12)
Innovative (7/12)
Attractive (5/12)
Table 7.2: Results of the Microsoft Reaction Cards
The six most common terms selected by the paricipants to describe the system (n =
12)
this technique cannot be applied if a larger projection is desired e.g. in a presenta-
tion scenario. Even though all participants were familiar with touchscreen interaction,
the touchpad interaction could not convince the participants. The dynamic peephole
interaction was rated to be a very natural form of exploring large-scale information.
This implies that for such applications, e.g. the implemented map application or a
web browser, this technique is very useful. The results in terms of user experience em-
phasizes that the participants liked the system and found it convenient to use. When
asked about the automatic switching, all participants except one stated that they liked
the idea, especially when moving away from the projected display and with that out of
reach. Three participants stated that they were a little bit confused when approaching
the display, as they wanted to keep using the before used technique.
7.5 Summary
In this chapter we address the question of how we can leverage the full capabilities
of mobile projected displays by incorporating spatial features. We presented a system
that incorporates findings of this thesis in order to create a holistic experience for
spatial interaction with mobile projected displays. We base the different interaction
techniques on the proximity of the user towards the projected displays. Furthermore,
the system allows to incorporate objects in the environment to exploit the micro - and
macro spatial memory of the users. The system enables spatial interaction with mobile
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projected display in a more holistic way than ever before.
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In this last chapter we will summarize the contributions of this work. We will also line
out possible directions for future work that is based on the results from this thesis but
that go beyond its scope. Finally we will close this thesis with final remarks.
8.1 Summary
The goal of this thesis was to exploit the capabilities of mobile projected displays to a
higher degree as before by incorporating spatial interaction techniques and let applica-
tions for such devices become spatially aware. Therefore, the research followed three
different directions besides a categorization of existing work. In Chapter 2 we presented
the theoretical background and we developed the concept of micro- and macro spatial
memory that combines findings from the field of spatial cognition with physiological
and working memory theories. This does not only enable us to judge spatial interaction
techniques in a better way, but also allow fellow researchers to be more precise when
investigating about spatial memory in the field of HCI. To build up a basis for more
specific categorizations of projected displays, we developed a notion of such, based on
their mobility in Chapter 3. Additionally, this chapter also presents existing interaction
techniques for mobile projected displays derived from the related work.
Following this foundation we investigated the three different directions: Applica-
tions exploiting spatial features (Chapter 4); Analysis of spatial alignment of mobile
projected displays (Chapter 5); and Interaction techniques exploiting spatial memory
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techniques (Chapter 6). In Chapter 7 we combined these three directions again and
presented a system that allows for a novel, more holistic way of interacting with mobile
projected displays.
For the investigation of spatially-aware applications (Chapter 4) we decided to tackle
the field of AR as it represents the closest combination of the real world and the mobile
projected display. We presented different interface designs for mobile projection-based
AR applications taking hardware issues of future projector phones into account. The
hardware design guidelines allow manufacturers to make educated decisions of how to
design their future products to enable such spatially aware applications. Additionally
we presented a system that eases guitar learning based on a mobile projected display.
Our analysis of the alignment of mobile physical - and projected displays revealed
that current alignments of projector phones such as the Samsung Galaxy Beam [76] are
not ideal to support the user. Our design guidelines suggest to align them in one field
of view. That this can be effective was also shown with the SurfacePhone prototype,
which was rated as very enjoyable to work with in our qualitative user studies.
As for spatial interaction techniques for mobile projected displays we presented
two different approaches. On the one side the m+p-spaces, a technique that allows to
switch between different workspaces and on the other side an in-depth investigation of
the dynamic peephole metaphor applied to a mobile projected display. We were able to
show where these technique have advantages compared to other techniques and where
their limitations lie.
Lastly, we presented a system that combined the findings from the related work
as well as from this thesis. The switch between different interaction techniques is
based on the proximity of the user towards the projected displays. Furthermore, the
system allows to incorporate objects in the environment to exploit the micro - and
macro spatial memory of the users. The system enables spatial interaction with mobile
projected display in a more holistic way than ever before.
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8.1.1 Contributions
Here we want to outline the achieved contributions of this thesis with respect to their
role as theoretical, technical or design contributions:
• Theoretical contributions: In Chapter 2 we presented existing approaches
and knowledge from the field of spatial cognition. By classifying them into micro-
and macro spatial memory (Compare Chapter 2) techniques we allow character-
ization of interaction techniques more fine-grained. Furthermore, we presented
in Chapter 3, four classes of types of projected displays based on their mobil-
ity. Additionally, we developed a classification for possible interaction techniques
with such. These six classes allow fellow researchers to classify their techniques
as well as provide opportunities for future research. Additionally we developed a
novel analysis technique for investigating the effects of spatial separation of mo-
bile displays (as described in the user study in Chapter 5). By adopting mobile
eye-tracking analysis we were capable of gaining a deeper insight in the behaviour
of users when interacting with mobile displays. Furthermore, we drew first insight
of user behaviour in such MMDEs.
• Technical contributions: As for technical contributions we presented two new
methods for tracking direct touch interaction with a mobile projected display.
The first one, presented in Chapter 7, is a depth camera based approach that
utilizes an algorithm that is simple enough to achieve a high performance on cur-
rent smartphones while still being highly accurate. The second approach that is
applied for the SurfacePhone, presented in Chapter 5, is based on simple commod-
ity hardware of current devices only relying on the camera and the accelerometer
of an iPhone 5. Furthermore we present a sensor-fusion system for creating a
dynamic peephole interface for mobile projected displays in Chapter 6. Addition-
ally, we showed advanced technical solutions to create AR applications for mobile
projected displays. These technologies allow a seamless fusion of the projected
display and the environment around the users. With the SurfacePhone we also
make an open source contribution to the community. The whole instructions in-
cluding sources, building manual and the 3d printing file of the case can be found
online. From this we hope to spark further investigations of the SurfacePhone
concept.
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• Design contributions: In terms of the design of interaction with projected
displays we contributed on three different areas. Firstly, we investigated suited
hardware designs that enable AR applications. These include the design of a gui-
tar learning system, including different visualization and interaction techniques.
Secondly, our investigations of different alignments of mobile displays contribute
to a set of design guidelines for such combinations of displays. Our analysis show
that current alignments do not cope with the users demands. Finally, we pre-
sented the design of suited interaction techniques for mobile projected displays
that exploit the users spatial memory. Especially here the design of mobile virtual
workspaces has been outlined in Chapter 6.1.
8.2 Future Work
Even though the findings and contributions we provide in this thesis open new oppor-
tunities but they also leave open challenges that can be addressed in future work. Our
categorizations shows that on the one side only little research has been conducted in the
field of Self-actuated Projectors. In terms of interaction techniques the areas of Manip-
ulation of the projection surface and Bi-Manual manipulation of Surface and Projector
still provide space for further research. Especially multi-user interaction has so far been
only sporadically investigated, even though it presents a compelling use-case for mobile
projectors. Additionally technical limitations prohibited in-the-wild investigations and
corresponding audience reactions.
8.2.1 Interaction Techniques using Surface Manipulation
As discussed in Chapter 3 so far only three systems exist that employ an interaction
technique that rely on Manipulation of the projection surface or Bi-Manual manipu-
lation of Surface and Projector. As such techniques have a high degree of freedom in
terms of dimensions that can be manipulated, they provide profound expressiveness
for interaction. This does not have to be limited flexible surfaces, even rigid objects
can still be rotated and moved closer or further away from the projection. One spe-
cific example for this could be an addition to the Map Torchlight [132, 188] prototype
presented in Chapter 4. Instead of moving the projection unit over the map, the map
could be moved in front of the projection unit. This could for example allow to recreate
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interaction techniques that have been applied to classic paper maps for centuries [180].
This not necessarily has to be an augmentation of an already existing map, but also
could facilitate natural interaction with maps projected on a blank projection surface.
In general such interaction techniques are very well suited for AR applications as they
enable a very natural way of exploring the AR overlay by manipulating the object
where it is created.
8.2.2 Multi-User Spatial Interaction
By today, only very few researchers investigated real multi-user interaction with mobile
projected displays. The majority of this thesis only investigated single user settings,
even though with the SurfacePhone we presented a multi-user, multi projection pro-
totype investigation (compare Chapter 5.2). When multiple users interact with one
or multiple mobile projected displays, spatial features of the environment will be of
increased importance. Additionally, so far it has not been investigated how multiple
users are supposed to interact with only one mobile projected display. Especially when
multiple users are located at different distances relative to the projected display, it is
unclear how they are supposed to manipulate it. If no direct interaction techniques are
applied, not all users might be aware of the actions of the other users. Therefore we
see a huge potential for spatial interaction techniques in such settings.
8.2.3 In-The-Wild Studies and Audience Reactions
So far technical limitations prohibited an in-the-wild [44, 176] research approach. As
current pico projectors provide only limited brightness, they are not suitable for bright
or sunlight settings. This so far has prohibited in-the-wild evaluations. Since pico pro-
jection technology is expected to drastically increase in terms of brightness these future
mobile projectors will be suited for evaluation in the real world instead of relying on lab-
oratory settings only. Such in-the-wild studies will also allow to measure the audience
experience. As only little research has been conducted in this area [54, 74], sophisti-
cated insight is so far missing. Compared to the displays on our current smartphones,
such mobile projected displays are visible to passersby as well. This of course limits
content that is suitable for projection and furthermore opens options for mischief. For
example uninvolved passersby could become the victim of involuntary projections or
get blinded. So far no social or governmental rules exist that prohibit such behaviour.
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This might be especially dangerous if for example a car driver is blinded. It is unclear
whether social rules will form, as they to some extent, have been established for loud-
speakers in current smartphones.
Furthermore the rather small distribution of projector phones have made Appstore-
based [88] research approaches impossible. Even though the Samsung Galaxy Beam [76]
has been released, limited application and developer support have preluded a huge
penetration of the market. Recently first information have been leaked that Samsung
is preparing a successor of the Galaxy Beam that most certainly will have an increased
projector brightness as well as better developer support. It will be interesting to see
what kind of third party applications will emerge once such devices are more widely
distributed.
8.2.4 Self-actuated Projectors
The field of Self-actuated Projectors so far has only been investigated scientifically by
Scheible et al. [184] with their Display Drone. Those devices have the advantage that
problems such as hand tremor or a perspectively distorted display can be neglected or
easily solved. With the decrease in price of multi-copters such as the Parrot AR.Drone
the exploration of this field will be of increased interest for researchers in the near
future. Personal assistants that fly around the user could be made possible. They
could be enabled to project personal displays in the vicinity of the user. This of course
requires a high amount of spatial awareness of these devices to deliver content not only
at the right time but also at the right place. Additionally no interaction techniques so
far have been applied to such Self-actuated Projectors. Especially Direct Interaction on
the projection will be very efficient. As the user does not need to carry the projection
unit himself, the size of the projected display is not affected by the users position
relative to the projected display. This will enable interaction with large-size mobile
projected displays.
8.3 Closing Remarks
In this thesis we investigated different application and interaction scenarios for mobile
projected displays that rely on spatial features to enable a better user experience. The
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holistic view of this thesis incorporating not only technical but also design guidelines
for such mobile projected displays enables to exploit their possibility to a higher degree
as before. Still a variety of open question exist as outlined above. Especially interest-
ing will be the technological evolution of projection technology and whether the fast
increase of recent years will continue. But even if pico projectors fail to attract atten-
tion, the developed concepts of this thesis still can be applied to different technologies.
Besides steerable environmental projections, flexible displays might act as a replace-
ment to the projection in certain cases. Still, mobile projection provides features that
are unmatched by such displays. The availability of large-scale displays independent
from the environmental factors as outlined in the example of the Chilean miners in the
introduction, exemplifies the capabilities of such devices [65]. We should keep an open
mind about where this development takes us next.
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