Hidden Markov models (HMMs) are stochastic models capable of statistical learning and classification. They have been applied in speech recognition and handwriting recognition because of their great adaptability and versatility in handling sequential signals. On the other hand, as these models have a complex structure, and also because the involved data sets usually contain uncertainty, it is difficult to analyze the multiple observation training problem without certain assumptions. For many years researchers have used Levinson's training equations in speech and handwriting applications simply assuming that all observations are independent of each other. This paper present a formal treatment of HMM multiple observation training without imposing the above assumption. In this treatment, the multiple observation probability is expressed as a combination of individual observation probabilities without losing generality. This combinatorial method gives one more freedom in making different dependenceindependence assumptions. By generalizing Baum's auxiliary function into this framework and building up an associated objective function using Lagrange multiplier method, it is proved that the derived training equations guarantee the maximization of the objective function. Furthermore, we show that Levinson's training equations can be easily derived as a special case in this treatment.
Introduction
Hidden Markov models (HMMs) are stochastic models which were introduced and studied in the late 1960s and early 1970s [1, 2, 3, 4, 5] . As the parameter space of these models is usually super-dimensional, the model training problem seems very difficult at the first glance. In 1970 Baum and his colleagues published their maximization method which gave a solution to the model training problem with a single observation [4] . In 1977 Dempster, Laird and Rubin introduced the Expectation-Maximization (EM) method for maximum likelihood estimates from incomplete data and later Wu proved some convergence properties of the EM algorithm [6] , which made the EM algorithm a solid framework in statistical analysis. In 1983 Levinson, Rabiner and Sondhi presented a maximum likelihood estimation method for HMM multiple observation training, assuming that all observations are independent of each other [7] . Since then, HMMs have been widely used in speech recognition [7, 8, 9, 10, 11, 12] . More recently they have also been applied to handwriting recognition [18, 19, 20, 21, 22] as they are adaptive to random sequential signals and capable of statistical learning and classification.
Although the independence assumption of observations is helpful for problem simplification, it may not hold in some cases. For example, the observations of a syllable pronounced by a person are possibly highly correlated. Similar examples can also be found in handwriting: given a set of samples of a letter written by a person, it is difficult to assume or deny their independence properties when viewed from different perspectives. Based on these phenomena, it is better not to just rely on the independence assumption. This paper presents a formal treatment for HMM multiple observation training without imposing the independence assumption. In this treatment, the multiple observation probability is expressed as a combination of individual observation probabilities rather than their product. The dependence-independence property of the observations is characterized by combinatorial weights. These weights give us more freedom in making different assumptions and hence in deriving corresponding training equations. By generalizing Baum's auxiliary function into this framework and building up an associated objective function using Lagrange multiplier method, it is proved that the derived training equations guarantee the maximization of the objective function and hence the convergence of the training process. Furthermore, as two special cases in this treatment, we show that Levinson's training equations can be easily derived with an independence assumption, and some other training equations can also be derived with a uniform dependence assumption.
The remainder of this paper is organized as follows. Section 2 summarizes the first order HMM. Section 3 describes the combinatorial method for HMM multiple observation training. Section 4 shows two special cases: an independence assumption versus a uniform dependence assumption. Finally, section 5 concludes this paper.
First Order Hidden Markov Model

Elements of HMM
A hidden Markov process is a doubly stochastic process: an underlying process which is hidden from observation, and an observable process which is determined by the underlying process. With respect to first order hidden Markov process, the model is characterized by the following elements [10] :
set of hidden states:
where AE is the number of states in the model.
where for ½ AE,
set of observation symbols:
where Å is the number of observation symbols per state.
observation symbol probability distribution 2 :
´ µ (6) where for ½ AE, ½ Å,
1 is also called transition matrix.
2 is also called emission matrix.
4
initial state probability distribution:
For convenience, we denote an HMM as a triplet in all subsequent discussion:
Ergodic model and left-right model
An HMM can be classified into one of the following types in the light of its state transition:
An ergodic model has full state transition.
left-right model 3 :
A left-right model has only partial state transition such that ¼ , .
Observation evaluation: forward-backward procedure
Let Ç Ó ½ Ó ¾ ¡ ¡ ¡ Ó Ì be an observation sequence where Ó Ø ¾ Î is the observation symbol at time Ø, and let É Õ ½ Õ ¾ ¡ ¡ ¡ Õ Ì be a state sequence where Õ Ø ¾ Ë is the state at time Ø. Given a model and an observation sequence Ç, the observation evaluation problem È´Ç µ can be solved using forward-backward procedure in terms of forward and backward variables (reference Figure 1 ):
forward variable 4 :
« Ø´ µ can be solved inductively: 
2. induction:
backward variable 5 :
¬ Ø´ µ can be solved inductively:
1. initialization:
2. induction: 
especially,
It is easy to see that the computational complexity of the forward-backward procedure is Ç´Ì AE ¾ µ.
Model training: Baum-Welch algorithm
Now let us consider the model training problem: given an observation sequence Ç, how to find the optimum model parameter vector ¾ £ that maximizes È´Ç µ. To solve this problem, Baum and his colleagues defined an auxiliary function and proved the two propositions below [4] :
where is the auxiliary variable that corresponds to . 
where is the dimension of and , ½
, are individual elements of .
In the light of the above propositions, the model training problem can be solved by the BaumWelch algorithm in terms of joint events and state variables (reference Figure 2) : joint event 6 :
state variable 7 :
parameter updating equations:
1. state transition probability:
2. symbol emission probability:
3. initial state probability: 6 i.e. the probability of being in state Ë at time Ø, and state Ë at time Ø · ½ , given the observation sequence Ç and model . 7 i.e. the probability of being in state Ë at time Ø given the observation sequence Ç and the model .
Multiple Observation Training
Combinatorial method
Now let us consider a set of observation sequences from a pattern class: 
In such a case, the maximization of É´ µ is equivalent to the maximization of È´Ç µ.
Maximization: Lagrange multiplier method
Based on theorem 1, one can always maximize É´ µ to increase the value of È´Ç µ, regardless of 1) if the individual observations are independent of one another or not, and 2) whether the combinatorial weights are constants or not. Let us consider the auxiliary function with boundary conditions:
we can construct an objective function using Lagrange multiplier method:
where , and are Lagrange multipliers. Differentiating the objective function with respect to individual parameters and finding solutions to corresponding Lagrange multipliers, we obtain the following training equations that guarantee the maximization of the objective function (see appendix for detailed derivation): 
Convergence property
The training equations derived by Lagrange multiplier method guarantee the convergence of the training process. Firstly, these training equations give the zero points of the first order Jacobi differential matrix ´ µ . Secondly, the second order Jacobi differential matrix
is diagonal and all its diagonal elements are negative. Thus, the algorithm guarantees local maxima and hence the convergence of the training process (See [23] for detailed proofs).
The above training equations are adaptive to both the ergodic model and the left-right model since we do not put any constraints on the model type during the derivation. 
In this case, the combinatorial weights become:
Substituting the above weights into equations (40) to (42), we obtain Levinson's training equations:
3. initial state probability:
Uniform dependence assumption
If we assume that the individual observations are uniformly dependent on one another, i.e. 
Conclusions
A formal treatment for HMM multiple observation training has been presented in this paper. In this treatment, the multiple observation probability is expressed as a combination of individual observation probabilities without losing generality. The independence-dependence property of the observations are characterized by the combinatorial weights, and hence it gives us more freedom in making different assumptions and also in deriving corresponding training equations.
The well known Baum's auxiliary function has been generalized into the case of multiple observation training, and two theorems related to the maximization have been presented in this paper. Based on the auxiliary function and its boundary conditions, an objective function has been constructed using Lagrange multiplier method, and a set of training equations have been derived by maximizing the objective function. Similar to the EM algorithm, this algorithm guarantees the local maxima and hence the convergence of the training process.
We have also shown, through two special cases, that the above training equations are general enough to include different situations. Once the independence assumption is made, one can readily obtain Levinson's training equations. On the other hand, if the uniform dependence is assumed, one can also have the corresponding training equations.
