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ABSTRACT
It is well known that environment affects galaxy evolution, which is broadly related
to supermassive black hole (SMBH) growth. We investigate whether SMBH evolution
also depends on host-galaxy local (sub-Mpc) and global (≈ 1–10 Mpc) environment.
We construct the surface-density field (local environment) and cosmic web (global
environment) in the COSMOS field at z = 0.3–3.0. The environments in COSMOS
range from the field to clusters (Mhalo . 1014 M), covering the environments where
≈ 99% of galaxies in the Universe reside. We measure sample-averaged SMBH accretion
rate (BHAR) from X-ray observations, and study its dependence on overdensity and
cosmic-web environment at different redshifts while controlling for galaxy stellar mass
(M?). Our results show that BHAR does not significantly depend on overdensity or
cosmic-web environment once M? is controlled, indicating that environment-related
physical mechanisms (e.g. tidal interaction and ram-pressure stripping) might not
significantly affect SMBH growth. We find that BHAR is strongly related to host-
galaxy M?, regardless of environment.
Key words: galaxies: evolution – large-scale structure of Universe – galaxies: active
– galaxies: nuclei – quasars: supermassive black holes – X-rays: galaxies
1 INTRODUCTION
The environments of galaxies play a crucial role in their evo-
lution (e.g. De Lucia et al. 2006; Conselice 2014; Somerville
& Dave´ 2015). In the local universe, denser regions are pref-
erentially populated by early-type quiescent galaxies, while
less-dense regions are more likely to host late-type star-
forming galaxies (e.g. Dressler 1980; Balogh et al. 2004;
Kauffmann et al. 2004). This environmental dependence of
star-forming/quiescent types exists at z . 1, although it is
less clear at higher redshifts (e.g. Cooper et al. 2006; Elbaz
et al. 2007; Peng et al. 2010; Scoville et al. 2013; Darvish
et al. 2016).
Several possible environment-related mechanisms could
? E-mail: gxy909@psu.edu (GY)
affect galaxy evolution. Cold gas, the fuel of star forma-
tion, could flow into galaxies through cosmic filaments (e.g.
Keresˇ et al. 2005; Dekel et al. 2009); frequent tidal inter-
actions in denser regions could effectively deplete cold gas
(e.g. Farouki & Shapiro 1981; Moore et al. 1998); the strong
ram pressure in clusters can strip cold gas from galaxies
and suppress subsequent star formation (e.g. Gunn & Gott
1972; Ebeling et al. 2014; Poggianti et al. 2016); and mergers,
which can fundamentally change galaxy properties, happen
more frequently in high-density regions (e.g. Hopkins et al.
2006; Lin et al. 2010). These physical processes might also
affect active galactic nucleus (AGN) activity, as the growth
of supermassive black holes (SMBHs) also relies on the sup-
ply of cold gas (e.g. Alexander & Hickox 2012; Vito et al.
2014; Poggianti et al. 2017).
Optical observations of low-redshift (z . 1) quasars dis-
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agree on whether they tend to reside in high-density or low-
density regions compared to normal galaxies (e.g. Serber
et al. 2006; Strand et al. 2008; Lietzen et al. 2009). This dis-
agreement might be caused if these works did not carefully
control for host-galaxy properties. Karhunen et al. (2014)
found quasars do not show a significant dependence on envi-
ronment compared to normal galaxies with matched redshift
and host-galaxy luminosities. At high redshift (z & 3), op-
tical observations are limited to rare luminous quasars, and
deep spectroscopic observations are often needed to measure
their environment. Therefore, these studies are often limited
to small sample sizes and statistically significant conclusions
cannot be obtained (e.g. Ban˜ados et al. 2013; Overzier 2016;
Balmaverde et al. 2017).
Optical selection is often biased to luminous broad-line
(BL) quasars, especially at high redshift. These BL quasars
are rare and not well representative of the whole AGN
population. X-ray emission can trace AGN activity down
to a modest level and is widely used to investigate SMBH
growth over the majority of cosmic history (e.g. Brandt
& Alexander 2015; Xue 2017). Studies of AGN activity
vs. environment found that, at low redshift (z . 1), the
X-ray AGN fraction in rare rich clusters is generally
lower than that in the field (e.g. Martini et al. 2009;
Ehlert et al. 2014; but also see, e.g. Haggard et al. 2010).
At higher redshifts, relevant studies are often constrained to
rare protoclusters with limited AGN/galaxy sample sizes.
Their results suggest that AGN activity tends to be en-
hanced in these protoclusters (e.g. Lehmer et al. 2009;
Digby-North et al. 2010; Lehmer et al. 2013;
Martini et al. 2013; Umehata et al. 2015;
Alexander et al. 2016; but also see Macuga et al. 2018).
However, this apparent environmental dependence
might only be a secondary effect, and SMBH growth might
be more fundamentally related to host-galaxy properties
which are themselves related to environment. For example,
X-ray AGN activity is strongly related to host-galaxy stellar
mass (M?) rather than color (e.g. Xue et al. 2010) or star-
formation rate (SFR; e.g. Yang et al. 2017), and thus M?
must be carefully controlled when assessing AGN depen-
dence on other host-galaxy properties. On the other hand,
massive galaxies tend to reside in high-density regions (e.g.
Coil et al. 2006, 2017). Therefore, to avoid such M?-related
biases, a large sample of AGNs and galaxies is needed to in-
vestigate the accretion-environment relation while control-
ling for host-galaxy M?.
In this paper, we study the dependence of sample-
averaged SMBH accretion rate (BHAR) on galaxy overden-
sity and cosmic-web environment while controlling for M?.
The sample-averaged SMBH accretion is employed to ap-
proximate long-term average SMBH accretion for a galaxy
sample (e.g. Chen et al. 2013; Hickox et al. 2014; Yang et al.
2017, 2018), because AGNs plausibly have strong variabil-
ity on timescales of ∼ 102–107 yr (e.g. Martini & Schneider
2003; Novak et al. 2011; Sartori et al. 2018). Here, we de-
fine the overdensity as the galaxy surface number density
relative to the median value at a given redshift and cosmic-
web environment as a galaxy’s association to the field, a
filament, or a cluster. The overdensity and cosmic-web en-
vironment are assessed on physical scales of sub-Mpc and
≈ 1–10 Mpc, respectively. Hereafter, we refer to overdensity
and cosmic-web environment as“local”and“global” environ-
ments, respectively.
Our aim is to probe a wide redshift range of z = 0.3–3.0
with large samples of X-ray AGNs (≈ 2, 000) and galaxies
(≈ 170, 000). In particular, this range covers z ≈ 1.5–2.5,
the peak of cosmic AGN and star-formation activity, when
various physical processes such as galaxy mergers and AGN
feedback likely play an important role in shaping SMBH and
galaxy coevolution (e.g. Conselice 2014; Madau & Dickinson
2014; Brandt & Alexander 2015; King & Pounds 2015).
Our analyses are based on the Cosmic Evolution Survey
(COSMOS; e.g. Scoville et al. 2007; McCracken et al. 2012).
COSMOS has been intensively covered by spectroscopic and
multiwavelength imaging observations (e.g. Lilly et al. 2009;
Laigle et al. 2016). Over 20,000 sources have secure spec-
troscopic redshifts (spec-z) while other sources have reliable
photometric redshifts (photo-z) derived from high-quality
UV-to-IR data (up to 32 bands; e.g. Laigle et al. 2016). The
UV-to-IR data also make it possible to assess host-galaxy
properties such as M? and star-forming/quiescent type
(e.g. Ilbert et al. 2013; Davidzon et al. 2017). Deep Chan-
dra X-ray observations (≈ 160 ks exposure), which can be
used to measure SMBH growth, are also available from the
COSMOS-Legacy survey (Civano et al. 2016). The excel-
lent X-ray positions from Chandra (≈ 0.5′′) enables reliable
matching between X-ray and optical sources (Marchesi et al.
2016a).
Thanks to its relatively large area (≈ 2 deg2) and deep
panchromatic coverage, COSMOS is one of the major fields
for environment studies. State-of-the-art techniques have
been applied to COSMOS to derive reliable measurements
of the surface-density field up to z ≈ 3 (e.g. Scoville et al.
2013; Darvish et al. 2015). The statistical properties of the
resulting density field such as mean densities and density
ranges agree with the predictions from cosmological simula-
tions (e.g. Scoville et al. 2013). Based on the density field,
Darvish et al. (2017) utilized a new technique to construct a
measurement of the cosmic web (Arago´n-Calvo et al. 2007).
This method allows the mapping of sources to clusters, fila-
ments, and the field.
This paper is structured as follows. In §2, we describe
our data analyses. In §3, we present our results. We discuss
our results in §4 and summarize our study in §5.
Throughout this paper, we assume a cosmology with
H0 = 70 km s−1 Mpc−1, ΩM = 0.3, and ΩΛ = 0.7, and a
Chabrier initial mass function (Chabrier 2003). Quoted un-
certainties are at the 1σ (68%) confidence level, unless oth-
erwise stated. We express M?, MBH, and Mhalo (halo mass)
in units of M and BHAR in units of M yr−1. LX indi-
cates AGN X-ray luminosity at rest-frame 2–10 keV and
is in units of erg s−1. All lengths/distances are in physical
(proper) scale, unless otherwise stated.
2 DATA ANALYSES
2.1 Galaxy Sample Selection
Our data are based on the COSMOS2015 survey (Laigle
et al. 2016). We only utilize sources within both the COS-
MOS and UltraVISTA regions, and remove objects in
masked regions (e.g. bad pixels in detectors). These sources
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cover an area of ≈ 1.4 deg2 (see Fig. 1 and Tab. 7 in Laigle
et al. 2016). The UltraVISTA region has deep NIR imaging
data that are essential in estimating photo-z and M? (§2.2).
We restrict our study to the ≈ 170, 000 sources brighter than
KS = 24 (the 3σ limiting magnitude of the COSMOS2015
catalog) to avoid large uncertainties of photo-z for faint
sources. The basic properties of our sample are listed in
Tab. 1. Our analyses (§3) are performed for the three red-
shift bins (z = 0.3–1.2, 1.2–2, and 2–3) listed in Tab. 1.
These redshift bins cover comoving volumes of 7×106 Mpc3,
1.2 × 107 Mpc3, and 1.7 × 107 Mpc3, respectively. Tab. 2
shows a portion of our source catalogs, and the full version
is available as supplementary material.
We obtain spec-z for ≈ 20, 000 sources in our sample
(see Tab. 1; Marchesi et al. 2016a; Delvecchio et al. 2017;
Salvato et al. in prep.).1 For sources without spec-z, we
adopt the photo-z measurements from the COSMOS2015
catalog. These measurements are derived from high-quality
UV-to-NIR photometric data including 18 broad bands, 12
medium bands, and 2 narrow bands (see Tab. 1 in Laigle
et al. 2016). The medium bands can effectively improve
the photo-z quality, enabling reliable environment studies
in COSMOS (e.g. Darvish et al. 2015; Darvish et al. 2017).
When compared to different spec-z catalogs, the photo-z
have σNMAD ≈ 0.007–0.06 and outlier (|∆z |/(1 + zspec) > 0.15)
fraction η ≈ 0.5%–10% (see Tab. 5 in Laigle et al. 2016),
where σNMAD is defined as 1.48×median( |∆z−median(∆z) |1+zspec ) (e.g.
Yang et al. 2014). When compared with the recently re-
leased DEIMOS 10k spec-z catalog (Hasinger et al. 2018),
the COSMOS2015 photo-z have σNMAD = 0.015 and η = 8%,
further demonstrating the high photo-z quality of the COS-
MOS2015 catalog. We consider all galaxies (including X-ray
detected and undetected) when deriving BHAR (see §2.4).
2.2 Stellar Mass
To estimate M?, we perform spectral energy distribution
(SED) fitting with cigale (Noll et al. 2009; Serra et al. 2011)
at zspec or zphoto (§2.1). The input photometry is from the
COSMOS2015 catalog (§2.1). We do not adopt the M? mea-
surements from the COSMOS2015 catalog directly, mainly
because the our redshifts are not exactly the same as those
in the COSMOS2015 catalog (§2.1). We employ nebular and
dust emission in cigale (Noll et al. 2009; Draine & Li 2007).
We apply the extinction law from Calzetti et al. (2000) with
E(B − V) ranging from 0 − 1. Following Yang et al. (2018),
we use a τ model of the star formation history (SFH) with
log(τ/yr) ranging from 8 to 10.5. We allow stellar metallicity
values of Z = 0.0001, 0.0004, 0.004, 0.008, 0.02, 0.05, where Z is
the mass fraction of metals. Our M? measurements have a
systematic of 0.002 dex and a scatter of 0.11 dex compared
to those in the COSMOS2015 catalog. For the 239 BL AGNs
(identified by Marchesi et al. 2016a), we also adopt an addi-
tional BL AGN component following the settings in Tab. 1
of Ciesla et al. (2015). The resulting M? values are typically
≈ 0.3 dex different from those obtained with only galaxy
1 In the late stages of this work, a new spec-z data set, the
DEIMOS 10k catalog, was released (Hasinger et al. 2018). This
catalog could increase our spec-z sample by ≈ 10%, unlikely to
affect our qualitative results.
templates (see § 2.1.3 of Yang et al. 2018). Fig. 1 displays
M? vs. redshift for our sample. We also show the M? com-
pleteness limit corresponding to KS = 24 from Laigle et al.
(2016) in Fig. 1. The completeness limit is estimated based
on an empirical method which does not assume a specific
galaxy template. The limiting log M? at z = 1.2, 2, and 3 are
9.3, 10.0, and 10.3, respectively. In §3, we perform analyses
for M? above these limits in three redshift bins of z = 0.3–1.2,
1.2–2, and 2–3, respectively.
We classify a source as a quiescent galaxy if its rest-
frame colors satisfy NUV− r > 3(r − J)+1 and NUV− r > 3.1,
otherwise we classify it as a star-forming galaxy (Williams
et al. 2009; Ilbert et al. 2010).2 Here, the rest-frame col-
ors are obtained from our SED fitting. This color-based
selection helps to avoid misclassifying dust-reddened star-
forming galaxies as quiescent galaxies (e.g. Ilbert et al. 2010,
2013). The fractions of quiescent galaxies in different redshift
ranges are listed in Tab. 1. This classification is used to esti-
mate X-ray emission from X-ray binaries (XRBs; see §2.4.3).
Our color-color scheme is not appropriate for galaxies host-
ing BL AGNs due to the strong AGN UV-to-NIR emission.
Following Yang et al. (2017), we set the hosts of BL AGNs
as star-forming galaxies. Setting them as either star-forming
or quiescent galaxies has negligible effects to our results, as
BL AGNs are only a small population compared to the entire
galaxy sample (≈ 0.1%).
2.3 Environment
We build the surface-density field and cosmic-web estimates
in this section. The technical details are presented in Darvish
et al. (2015, 2017), and we briefly describe the procedures in
§2.3.1 and §2.3.2. In Appendix A, we explain our environ-
ment measurements in a straightforward way, especially for
readers who are not familiar with environmental studies. As
demonstrated in §4.1, the physical environment-SFR rela-
tion clearly exists in our sample, supporting the robustness
of our environment measurements.
Some studies suggest that there might be different en-
vironmental effects for “central” vs. “satellite” galaxies in
a dark-matter halo (e.g. Li et al. 2006; Hickox et al. 2009).
We do not label our sources as central or satellite galaxies,
because most galaxies (≈ 80%–90%) at low redshift (z . 0.6)
are observed to be isolated or reside in small groups (galaxy
members . 5) and their central/satellite classification is
challenging due to factors like photo-z uncertainties and
survey sensitivity (e.g. Knobel et al. 2009, 2012). At higher
redshift, the fraction of isolated or small-group galaxies is
even higher as the large-scale structure is still in develop-
ment (e.g. Springel et al. 2005; Overzier 2016). Considering
that our sources cover a wide redshift range of z = 0.3–3,
a detailed unbiased central/satellite classification is beyond
the scope of this work.
2.3.1 Density Field (Local Environment)
We adopt the “weighted adaptive kernel smoothing” method
to construct the surface-density field that probes sub-Mpc
2 Here, the NUV specifically refers to the GALEX band centered
at 2300 A˚.
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Table 1. Summary of sample properties
Redshift Ngal/Nspec σNMAD η log M?,med FracQ Nslice log(1 + δ) Nfield/Nfila/Nclu NX Erest (keV) log LX
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
0.3–1.2 94,152/18,099 0.011 2% 9.3 13% 180 (−0.16,0.18) 38,840/ 48,960/ 6,352 889 (0.9,12.5) (42.6,43.3)
1.2–2.0 48,981/1,322 0.020 3% 9.8 7% 80 (−0.13,0.13) 20,365/ 28,616/ – 701 (1.3,17.7) (43.3,43.9)
2.0–3.0 22,828/412 0.059 10% 9.9 2% 50 (−0.14,0.13) 14,265/ 8,563/ – 429 (1.7,23.6) (43.7,44.2)
Note. — (1) Redshift bins. (2) Numbers of galaxies and spec-z sources in our sample (KS < 24). (3) Photo-z uncertainty (compared to
spec-z). (4) Photo-z outlier fraction. (5) Median stellar mass. (6) Fraction of quiescent galaxies. (7) Number of z-slices. (8) The
overdensity (25%,75%) percentile range. (9) Number sources in the field/filament/cluster environments. We do not assign cluster
environment at z > 1.2 due to its generally weak signals (see §2.3.2). (10) Number of X-ray detected sources. (11) Rest-frame X-ray
energy sampled at median redshift. (12) The (25%,75%) percentile range of log LX for X-ray detected sources.
Table 2. Source catalog
RA DEC KS z zlo zup log M? Typegal log(1 + δ) Web log LX
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
149.411496 2.712315 22.8 0.706 0.655 0.774 9.18 1 −0.343 2 −99.00
149.411504 2.765237 23.5 0.975 0.951 0.990 8.06 1 −0.256 2 −99.00
149.411576 2.336084 21.0 1.783 1.729 1.818 11.22 1 0.292 1 −99.00
149.411578 2.306681 21.3 1.359 1.241 1.433 10.71 0 −0.019 1 −99.00
149.411581 2.411649 21.5 0.389 0.381 0.398 9.28 1 0.149 1 −99.00
149.411603 2.243533 21.9 1.502 1.469 1.543 10.32 1 0.285 1 −99.00
149.411643 2.290855 23.6 1.185 1.171 1.198 9.07 1 0.128 1 −99.00
149.411643 2.592744 23.6 0.880 0.825 0.942 9.24 1 0.017 1 −99.00
149.411659 2.319370 23.6 1.022 0.812 1.148 9.23 1 −0.621 2 −99.00
149.411661 2.410365 22.5 1.063 1.063 1.063 9.11 1 −0.192 1 43.63
Note. — Only a portion of this table is shown here, and the full version is available as supplementary materials. The table is sorted in
ascending order of RA. (1) & (2) Source J2000 coordinates. (3) KS AB magnitude from the COSMOS2015 catalog (Laigle et al. 2016).
(4), (5), & (6) Redshift and redshift 1σ lower and upper limits (§2.1). For spec-z sources, the lower and upper limits are set the same
as the redshift value. (7) Stellar mass (§2.2). (8) Galaxy type (0: quiescent; 1: star-forming; §2.2). (9) Overdensity (§2.3.1). (10)
Cosmic-web environment (0: cluster; 1: filament; 2: field; §2.3.2). We do not assign cluster environment at z > 1.2 due to its generally
weak signals. (11) X-ray luminosity (rest-frame 2–10 keV; §2.4.1). For X-ray undetected sources, the values are set to “−99.00”.
physical scales. As demonstrated by intensive simulations,
the performance of this method is excellent (see §5 and §6
of Darvish et al. 2015). The density field is calculated for
all sources, including normal galaxies and X-ray detected
sources.
We first calculate σ|∆z |/(1+z) as a function of redshift.
σ|∆z |/(1+z) is derived within z±0.2 at each redshift. σ|∆z |/(1+z)
is ≈ 0.01 at low redshift (z . 1) and rises to ≈ 0.04 to-
ward high redshift (z & 2). This level of photo-z accuracy
is sufficient for reliable cosmic-environment characteriza-
tion (e.g. Scoville et al. 2013; Darvish et al. 2015). We then
define a series of redshift slices (z-slices) with widths of
±1.5(1 + z)σ|∆z |/(1+z). This width is suggested by Malavasi
et al. (2016). The z-slices are designed in a way that & 90%
of each z-slice is overlapping with its next z-slice. Such dense
design is to appropriately consider the photo-z distribution
of galaxies close to the boundaries of each z-slice (see §3.1
of Darvish et al. 2015). The numbers of z-slices in different
redshift ranges are listed in Tab. 1. For each z-slice, we cal-
culate the weight for each source, defined as the percent-
age of the redshift probability distribution function within
this z-slice. We assign a weight of 100% to sources with
available spectroscopic redshifts. To reduce computational
time, at each redshift, we only include sources with weight
at least 10%. To derive the surface-density field for each
z-slice, we utilize a 2D Gaussian kernel whose width adap-
tively decreases in denser regions, ranging from ≈ 0.2 Mpc
(1% percentile) to ≈ 0.9 Mpc (99% percentile). The al-
gorithm requires an input “global smoothing width”. We
adopt the value of 0.5 Mpc which is the typical virial
radius of X-ray clusters in COSMOS (log Mhalo ≈ 13–14;
e.g. Finoguenov et al. 2007; George et al. 2011).3 Following
Darvish et al. (2017), we filter out sources near (< 1 Mpc)
the edge of the field and/or large masked regions in the
COSMOS2015 survey (Laigle et al. 2016), because density
measurements for these sources are unreliable. The proce-
dures above yield measurements of surface number density
(Σ, in units of Mpc−2) for each source.
We quantify the local environment for each source via
the dimensionless overdensity parameter, defined as
1 + δ =
Σ
Σmedian
, (1)
3 Darvish et al. (2015) tested global smoothing widths from 0.1
to 2.0 Mpc and did not find a significant change in the resulting
density field.
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Figure 1. M?, overdensity, and LX as a function of redshift.
The contours encircle 68%, 90%, and 95% of all sources (§2.1),
respectively. The red points represent X-ray detected sources. In
the top panel, the dashed curve indicates the M? completeness
limit from Laigle et al. (2016). In the bottom panel, the solid
curve represents the limiting LX.
where Σmedian is the median Σ at each redshift. To minimize
the effects of cosmic variance, Σmedian is calculated within
z±0.2 at redshift z. Figs. 2 and 3 show the overdensity maps
for two z-slices centered at z = 1.0 and 2.0, respectively. The
above overdensity measurements are based on sources with
Ks < 24 (see §2.1).
Figs. 1 and 4 show overdensity as a function of red-
shift and M?, respectively (see Tab.1 for typical overdensity
ranges of our sample). There are positive trends between
overdensity and M? at z . 2, consistent with previous work
(e.g. Darvish et al. 2017).
In our overdensity estimation above, we have appropri-
ately weighted sources according to their photo-z uncertain-
ties (see §2.3). However, this weighting technique does not
account for catastrophic photo-z outliers. The outlier frac-
tions are ≈ 0.5%–10%, when compared with different spec-z
Figure 2. The maps of overdensity (top) and cosmic web (bot-
tom) for the z-slice at z = 1.00 ± 0.04 derived from our galaxy
sample (see §2.3). A physical scale of 3 Mpc is marked at the
lower left corner in each panel. From the field to cluster environ-
ment, the overdensity tends to be higher. However, this is only
a statistical trend. For example, high overdensity (top) does not
necessarily correspond to cluster (bottom), and vice versa (see
§2.3.2). The clusters identified in COSMOS are relatively low-
mass systems (log Mhalo . 14; see §2.3.1). The white patches at
the lower left corner are masked regions where NIR imaging data
are not available (McCracken et al. 2012).
catalogs (see §2.1 and Tab. 1). The photo-z outliers increase
the noise level in the derivation of density field. Darvish et al.
(2015) assessed the effects of outliers via simulations (see
their §5.1). They concluded that an outlier fraction of 10%
has little effect on the derived density field. Therefore, our
results should not be qualitatively affected by the photo-z
outliers.
The typical stellar mass of our sample is relatively small
(log M? . 10; see Tab. 1). We have also tested using only
a subsample of log M? > 10 galaxies when estimating the
density field. Our results (§3) do not change qualitatively.
The total stellar mass included in this subsample is ≈ 80% of
that included in the entire sample. However, the subsample
consists of only ≈ 30% of our sources, inevitably leading to
stronger Poisson noise in the density-field estimation.
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Figure 3. Same format as Fig. 2 but for the z-slice centered at z =
2.00±0.22. Unlike in Fig. 2, we do not assign cluster environment
due to its generally weak signals (see §2.3.2).
2.3.2 Cosmic Web (Global Environment)
Based on the density field derived in §2.3.1, we extract a
cosmic-web estimate with the multi-scale morphology filter
(MMF) algorithm (e.g. Arago´n-Calvo et al. 2007; Darvish
et al. 2014, 2017). The basic idea is to measure the geom-
etry of the density field around each point in the z-slice. If
the geometry is similar to that of a typical cluster/filament,
then the point’s environment is classified as cluster/filament;
otherwise it is classified as the field.
Specifically, we first derive the Hessian matrix (second-
order partial derivatives) of the density field for each point
in a z-slice (see §3.4.1 of Darvish et al. 2017 for details).
We then calculate two eigenvalues for each Hessian ma-
trix. The eigenvalues describe the density-field geometry
around the point. Based on the signs, ratios, and normal-
izations of the two eigenvalues, a cluster signal (Sc) and a
filament signal (Sf ) are obtained for the point. Here, the
signals are two numbers within 0–1, where larger values in-
dicate higher chances of lying in a cluster/filament. To ac-
count for the multi-scale nature of clusters and filaments,
the above procedures are repeated but each time the den-
sity field is smoothed with a Gaussian kernel of different
physical scales (0.25, 0.50, 0.75, 1.00, 1.50, 2.00 Mpc). The
final cluster/filament signal for each point is assigned as the
largest value among those obtained with different smoothing
scales.
After obtaining the signal maps for each z-slice, we
need to apply appropriate signal thresholds to identify clus-
ters and filaments. A higher signal threshold generally in-
creases reliability but decreases completeness in structure
selection. We adopt the redshift-dependent thresholds from
§3.4.2 of Darvish et al. (2017), which are designed to bal-
ance between reliability and completeness. These thresholds
are Tc = 0.0639z + 0.1142 (cluster) and Tf = 0.0253z + 0.0035
(filament). Following Darvish et al. (2017), we assign a clus-
ter environment to a point if it has Sc ≥ Sf and Sc ≥ Tc .
If a point is not assigned as a cluster environment but has
Sf ≥ Tf , we assign it as a filament environment. If an object
is not assigned as cluster or filament environment, we assign
it as the field environment.
The above criterion has been successfully applied to
z . 1.2 sources (e.g. Darvish et al. 2017). Fig. 2 shows
the cosmic-web map for the z-slice centered at z = 1.0.
The clusters are roughly round with typical physical sizes
of ∼ 1 Mpc. The filaments are elongated, with a typical
length of ∼ 10 Mpc. However, we find, at z & 1.2, the clus-
ters are often dominated by noise. This is understandable
as clusters are still forming at high redshifts and they exist
in the form of protoclusters (e.g. Kravtsov & Borgani 2012;
Overzier 2016). The protoclusters have weaker signals and
are generally beyond our detection sensitivity. Therefore,
we do not assign cluster environments for redshift ranges
of z = 1.2–2.0 and z = 2.0–3.0. Specifically, if an object
at z = 1.2–3.0 has Sf ≥ Tf , we assign it as a filament en-
vironment; otherwise, we assign it as a field environment.
Fig. 3 displays the cosmic-web map for the z-slice centered
at z = 2.0. The numbers of sources associated with different
cosmic-web environments are summarized in Tab. 1.
Fig. 5 shows the overdensity as a function of redshift for
different cosmic-web environments. Although the overden-
sity generally rises from the field to clusters, there are sub-
stantial overlapping areas in the overdensity-redshift param-
eter space. This overlap is understandable as the overdensity
and cosmic-web measurements describe cosmic environment
on different scales (sub-Mpc vs. ≈ 1–10 Mpc). The overlap
highlights the importance of our MMF algorithm in the con-
struction of the cosmic web, and a simple overdensity-based
algorithm would not be feasible for cosmic-web association.
Readers might worry that the overlap might smear out po-
tentially weak trends between BHAR and environment. How-
ever, this is not an issue in our analyses, because we assess
BHAR dependence on both overdensity and cosmic-web en-
vironment individually and reach consistent results (see §3).
George et al. (2011) have associated galaxies with X-ray
selected clusters at z < 1 using a probabilistic method. We
match their cluster-member candidates (member probability
above 70%) to our sample with a 0.5′′ matching radius. As
expected, the 1,851 matched galaxies generally have high
overdensity values of log(1 + δ) = 0.34–0.66 (25%–75% per-
centile) compared to our overall sample (see Tab. 1). For
these 1,851 galaxies, 44% and 50% are assigned as cluster
and filament, respectively, in our catalog. The 44% filament
objects tend to lie in the boundary between clusters and fil-
aments in our z-slices, where the cluster/filament classifica-
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Figure 4. Overdensity vs. M? for different redshift ranges. The contours include 68%, 90%, and 95% of all galaxies, respectively. The
red points represent X-ray detected sources. The blue squares and orange circles indicate the median overdensity in each M? bin (§3.1.1)
for all galaxies and X-ray detected sources, respectively. We only calculate the medians for bins with more than 20 sources to avoid large
uncertainties. The vertical dashed lines represent the M? completeness limits at z = 1.2, 2, and 3, respectively (§2.2). The X-ray detected
sources tend to have high M? but do not show an obvious dependence on overdensity.
tion is sensitive to the methodology. The other 6% of galax-
ies are assigned as the field environment in our catalog. This
disagreement is likely caused by the differences in adopted
redshift measurements, as these galaxies’ redshift values in
the two catalogs differ by ≈ 3%. In comparison, the other
94% of galaxies (George et al. 2011 cluster candidates as-
signed as cluster/filament galaxies) have redshift differences
of only ≈ 0.7%. Our adopted photo-z values should have im-
proved quality compared to those adopted in George et al.
(2011), who used photo-z from an earlier COSMOS catalog
(Ilbert et al. 2009). Note that it is natural that most of our
cluster galaxies are not identified by George et al. (2011),
because their X-ray selected clusters are not complete.
2.4 Black Hole Accretion Rate
We derive BHAR for samples of sources broadly following
the procedures in §2.3 of Yang et al. (2017). Briefly, we
first calculate the total sample-averaged LX (LX) consid-
ering both X-ray detected sources (§2.4.1) and undetected
sources (§2.4.2). The undetected sources are considered with
an X-ray stacking technique. The stacking procedure is nec-
essary to avoid biases due to the limited X-ray survey sen-
sitivity, as faint AGNs become undetected toward high red-
shift. We obtain the AGN LX by subtracting the LX com-
ponent contributed by XRBs (§2.4.3). Finally, we convert
AGN LX to BHAR in units of M yr−1.
2.4.1 X-ray Detected Sources
We select all X-ray detected sources using the
COSMOS-Legacy X-ray survey (Civano et al. 2016).
The COSMOS-Legacy survey, conducted by Chandra, is
the deepest X-ray survey available for COSMOS, and can
sample most of cosmic accretion power. For instance, at
z ≈ 1.5–2.5, the peak of cosmic AGN activity, it covers
LX ranging from ≈ 10 times below the knee luminosity
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Figure 5. Overdensity vs. redshift for 2,000 randomly selected
sources in our sample. Different colors indicate sources with dif-
ferent cosmic-web environments. The clusters identified in COS-
MOS are relatively low-mass systems (log Mhalo . 14; see §2.3.1).
We do not assign cluster environment at redshifts above z = 1.2
due to its generally weak signals (§2.3.2). Although the overden-
sity tends increase moving from the field to clusters, there are
significant overlaps between different cosmic-web environments.
of the X-ray luminosity function to ≈ 3 times above the
knee luminosity, corresponding to ≈ 80% of the total LX
(integrated from the X-ray luminosity function).
There are ≈ 2,020 X-ray sources matched to the opti-
cal/NIR COSMOS2015 catalog based on a likelihood-ratio
technique by Marchesi et al. (2016a, see Tab. 1). Most
(& 90%) of these X-ray sources should be AGNs consid-
ering their relatively high X-ray luminosity (log LX > 42.5;
e.g. Xue et al. 2016; Luo et al. 2017). Besides the ≈ 240 BL
AGNs, there are ≈ 730 X-ray sources with spec-z mea-
surements (see §2.1). We use these ≈ 730 non-BL X-ray
sources to assess the photo-z quality for the ≈ 1, 050 X-ray
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sources with only photo-z measurements, because Yang et al.
(2018) estimated most (≈ 80%) of the photo-z sources should
be non-BL AGNs. The photo-z have σNMAD = 0.018 and
η = 7.5% (see 2.1), comparable to the AGN photo-z quality
in the literature (e.g. Luo et al. 2010; Hsu et al. 2014; Yang
et al. 2014).
A source might be detected in multiple X-ray bands.
In this case, we choose, in order of priority, hard-band
(2–7 keV), full-band (0.5–7 keV), and soft-band (0.5–2 keV)
fluxes, for the LX calculation below. This order of detection
bands is to minimize the effects of X-ray obscuration. The
fractions of X-ray sources with fluxes from the hard, full,
and soft bands are 63%, 34%, and 3%, respectively.
The X-ray fluxes in the COSMOS-Legacy catalog are
only corrected for Galactic absorption. Marchesi et al.
(2016a) have estimated intrinsic absorption column den-
sities (NH) based on hardness ratios. We do not apply
these absorption corrections, because the majority (≈ 70%)
of sources have poorly constrained NH values (consistent
with zero at a 90% confidence level) mainly due to lim-
ited numbers of counts. Instead, we evaluate the level
of absorption corrections for COSMOS-like sources using
the ultradeep 7 Ms catalog of the Chandra Deep Field-
South (CDF-S; Luo et al. 2017). Such sources have ≈ 44
times more counts in CDF-S than COSMOS and ab-
sorption corrections have been estimated individually (e.g.
Yang et al. 2016; Liu et al. 2017; Luo et al. 2017). These
COSMOS-like sources are selected via applying the COS-
MOS flux limits (Civano et al. 2016) to CDF-S. We find
that these COSMOS-like sources have a median absorption
correction factor (intrinsic flux divided by observed flux) of
≈ 1.2. The corresponding uncertainty caused by absorption
correction is generally smaller than the statistical uncertain-
ties of BHAR (§2.4.3), and thus absorption should not bias
our conclusions. The relatively low level of absorption cor-
rections is mainly due to our choice of bands. Another reason
is that we can sample ultra-hard (≈ 10–20 keV, rest-frame)
penetrating X-rays for most sources (see Tab. 1).
We convert the X-ray fluxes to LX assuming a power-law
model with a photon index of Γ = 1.7, which is the typical
intrinsic slope of distant AGNs (e.g. Marchesi et al. 2016b;
Yang et al. 2016; Liu et al. 2017). Our conclusions do not
change if we adopt a slightly different Γ value (e.g. Γ = 1.4).
The resulting LX values as a function of redshift are dis-
played in Fig. 1 (also see Tab. 1 for typical LX ranges). Fig. 1
also shows the estimated LX limit, assuming a 0.5–10 keV
flux threshold of 8.9×10−16 erg cm−2 s−1 (Civano et al. 2016).
2.4.2 X-ray Undetected Sources
We perform X-ray stacking to calculate LX for X-ray unde-
tected sources in our samples. We use the full-band X-ray
data. The full band is the most sensitive in the sense that
it detects the largest number of X-ray sources (Civano et al.
2016), while the hard band is the least sensitive. Also, com-
pared to the soft band, the full band is less affected by X-ray
obscuration. Tab. 1 shows the rest-frame energy ranges cor-
responding to the full band. Using the soft band or hard
band for stacking does not change our conclusions qualita-
tively.
Based on the full-band X-ray image and exposure map,
we broadly follow the procedures in §2 of Vito et al. (2016).
First, we mask the X-ray image for both detected extended
and point-like sources. Since the extended-source catalog for
the COSMOS-Legacy survey is not available, we use the
X-ray cluster catalog from XMM-Newton observations of
COSMOS (Finoguenov et al. 2007). For point-like sources,
we use the catalog from Civano et al. (2016). Since the X-ray
clusters are masked, we cannot perform stacking analyses for
some of the densest environments, and this could potentially
bias our results for BHAR dependence on environment. How-
ever, most of the BHAR in our sample is contributed by the
X-ray detected sources (see §3.1.1). Indeed, our qualitative
results do not change even if we only consider BHAR con-
tributed from X-ray detected sources. Therefore, we argue
that the masking of X-ray clusters, and other technical de-
tails of the stacking, should not be critical to our analyses
(see §3).
For each detected source (including extended and point-
like sources), we mask its surrounding area with a radius of
Rmsk. We adopt Rmsk = r500 for extended sources, where r500,
in the range of ≈ 0.5′–3′, is the estimated cluster radius pro-
vided by Finoguenov et al. (2007). We adopt Rmsk = 20′′ for
point-like sources, as Vito et al. (2016) show such a radius
is large enough to include nearly all X-ray flux even for the
brightest sources (thousands of counts) at the largest off-axis
angles. We do not adopt a masking radius that depends on
off-axis angle, because one source is often observed by mul-
tiple pointings and has different off-axis angles in different
pointings. The masked regions (including those for extended
and point-like sources) cover a total of ≈ 20% of the survey
area. We fill each masked region with the background ran-
domly sampled from the corresponding background region,
defined as the annulus with inner and outer radii of Rmsk
and 2Rmsk, respectively. This is performed with the “dm-
filth” command in the Chandra data-analysis package ciao.
In the analyses below, we treat the masked regions as back-
ground.
We then derive net count rates for X-ray undetected
galaxies (§2.1) utilizing the masked X-ray image and expo-
sure map. We only calculate the net count rates for each
source that is not within or close to the masked regions,
i.e., its distance (d) to every masked source should satisfy
d > Rmsk + Rphot, where Rphot is the radius used to perform
X-ray photometry. About 30% of sources are discarded in
this step, and we account for X-ray emission from these
sources in §2.4.3.
For each object, we obtain its total X-ray counts en-
closed within a radius of Rphot = 4′′ and the average ex-
posure time for this area. The value Rphot = 4′′ is chosen
because the signal-to-noise ratio (S/N) of stacking becomes
substantially lower for larger Rphot values. We calculate the
total count rate by dividing the total counts by the average
exposure time in the Rphot circle. The total count rate in-
cludes not only the X-ray emission from the source but also
the background. Therefore, we need to subtract the back-
ground properly. We choose the background region as an
annulus with inner and outer radii of 10′′ and 20′′, respec-
tively, and calculate the background count rate. We obtain
the net count rates by subtracting the background count
rates from the total count rates.
Since we are performing aperture photometry with a
limited aperture size (Rphot = 4′′), there is a fraction of X-ray
emission falling outside of our photometric aperture. To es-
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timate this effect, we re-calculate net counts but with a very
large photometric radius of Rphot = 10′′. We find that the
final stacked count rates for Rphot = 10′′ are systematically
higher than those for Rphot = 4′′ by a factor of ≈ 1.4. Thus,
Rphot = 4′′ corresponds to a radius for 1/1.4 ≈ 70% encircled-
energy fraction (EEF) on average. The 70% EEF is reason-
able considering that the typical 50% EEF radius is 3–4′′
for the detected sources (see Fig. 2 of Civano et al. 2016).
We correct the net count rate (Rphot = 4′′) for each source
by multiplying by 1.4 to obtain the final net count rate.
Following Yang et al. (2017), we obtain the av-
erage count rate for samples of sources and con-
vert it to full-band X-ray flux with a constant factor
(9.5 × 10−12 erg cm−2 counts−1). The factor is calculated
with pimms assuming Γ = 1.7 (§2.4.1). We derive the aver-
age X-ray luminosity (LX,stack) from the average flux and the
average redshift of the stacked sample. Our conclusions do
not change if we adopt Γ = 1.4 for X-ray undetected sources
(resulting in a ≈ 10% change of LX,stack at z = 1), as expected
from the fact that total X-ray emission is dominated by
X-ray detected sources in general.
2.4.3 Calculation of BHAR
We calculate BHAR for samples of sources following the
recipe in §2.3 of Yang et al. (2017). We first calculate the
average AGN X-ray luminosity for the sample as
LX =
(ΣdetLX) + NnonLX,stack − ΣallLX,XRB
Ndet + Nnon
, (2)
where Ndet and Nnon are numbers of X-ray detected and un-
detected sources, respectively; LX,XRB is the luminosity from
XRBs.
In the numerator of Eq. 2, the first term (ΣdetLX) is the
total luminosity of X-ray detected sources (§2.4.1). The sec-
ond term (NnonLX,stack) accounts for the total luminosity of
X-ray undetected sources. Stacked sources are only a sub-
sample of the undetected sources as some undetected sources
(within or close to the masked regions) are discarded in the
stacking procedure (see §2.4.2). The formula (NnonLX,stack)
assumes these discarded sources have the same average lu-
minosity as the stacked sources.
The third term (ΣallLX,XRB in Eq. 2) is to subtract
the XRB component from the total luminosity. For star-
forming galaxies (see §2.2 for the classification), we use
LX,XRB = αM? + βSFR. The coefficients (α and β) are func-
tions of redshift from model 269 of Fragos et al. (2013);
model 269 is a theoretical XRB model which is preferred
by observations of galaxies at z ≈ 0–2 (Lehmer et al. 2016;
typical uncertainties . 0.3 dex). The M? value is from our
SED fitting (§2.2). We approximate SFR by using the value
from the star-forming main sequence in Eq. 6 of Aird et al.
(2017). For quiescent galaxies, we neglect the SFR term
and estimate their XRB emission as LX,XRB = αM?, since
this term dominates. The sample-averaged XRB emission
is ≈ 0.6–1.3 dex lower than the average AGN emission. It
is even ≈ 0.3 dex lower than the stacked X-ray emission.
Therefore, the details of subtracting the XRB component
are not critical to our analyses.
Following Yang et al. (2017), we convert LX to BHAR
as
BHAR =
3.53LX
1045 erg s−1
M yr−1. (3)
This conversion assumes a constant bolometric correction
factor (kbol = 22.4; Vasudevan & Fabian 2007) and a con-
stant radiation efficiency ( = 0.1). We calculate the uncer-
tainties of BHAR with a bootstrapping technique (see §2.3
of Yang et al. 2017). The bootstrapping BHAR errors are
statistical uncertainties resulting from finite sampling.
A radiation efficiency of  = 0.1 is a typical value
for the overall AGN population and is supported by
observations (e.g. Marconi et al. 2004; Davis & Laor 2011;
Brandt & Alexander 2015). Studies have found kbol
depends on AGN luminosity (e.g. Steffen et al. 2006;
Hopkins et al. 2007; Lusso et al. 2012). We do not adopt
a LX-dependent kbol, because it cannot be applied to our
stacking procedure. Also, a LX-dependent kbol requires
careful subtraction of non-negligible XRB contributions for
individual low-luminosity AGNs, and this task is challeng-
ing and beyond our work. Therefore, we adopt the constant
kbol for simplicity and consistency. However, we have tested
applying a LX-dependent kbol (Hopkins et al. 2007) for
AGN-dominated X-ray sources with log LX > 43 and our
results do not change qualitatively. This is as expected,
because our main conclusions only depend on the relative
values of BHAR in different environments which are not
significantly affected by different kbol schemes. Admittedly,
there might be systematics up to a factor of a few in our
absolute values of BHAR due to the uncertainties of kbol
and  . We have also marked LX values in the relevant
figures below, allowing readers to consider either BHAR or
LX when viewing these.
3 RESULTS
3.1 BHAR vs. Overdensity
3.1.1 Qualitative Tests
To probe the BHAR dependence on overdensity at different
redshifts, we first bin sources into redshift ranges of 0.3–1.2,
1.2–2.0, and 2.0–3.0, respectively. We restrict our analyses to
sources above the M? completeness limits, log M? = 9.3, 10,
and 10.3, for redshift ranges of 0.3–1.2, 1.2–2.0, and 2.0–3.0,
respectively (see Figs. 1 and 4). Applying these M? cuts is
crucial, because incomplete M? samples could lead to bi-
ased BHAR values. For example, the BHAR at log M? ≈ 8 in
the bin of z = 0.3–1.2 would be strongly biased to z . 0.5,
above which log M? ≈ 8 galaxies remain largely undetected
(see Fig. 1 top). Therefore, such a BHAR value would not
be representative of the entire redshift range of z = 0.3–1.2.
Tab. 3 lists the sizes of these refined samples in different red-
shift ranges. Hereafter, this rule applies to all the analyses,
unless otherwise stated. The fractions of our X-ray detected
sources lying above the M? cuts are 96%, 90%, and 77% for
redshift ranges of 0.3–1.2, 1.2–2.0, and 2.0–3.0, respectively
(see Fig. 4). Therefore, we are still capturing most accre-
tion power after applying the M? cuts. For each redshift
bin, we further divide the sources into overdensity bins of
log(1 + δ) < −0.3, log(1 + δ) = −(0.3–0.1), log(1 + δ) = −0.1–0,
log(1 + δ) = 0–0.1, log(1 + δ) = 0.1–0.3, and log(1 + δ) > 0.3.
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These bin boundaries (−0.3, −0.1, 0, 0.1, and 0.3) roughly
correspond to ≈ 10%, 30%, 50%, 70%, and 90% percentiles
of the log(1 + δ) distribution of all objects.
We calculate BHAR with the methods in §2.4.3 for
all the bins and show the results in Fig. 6. BHAR
tends to be slightly higher toward high overdensity (black
points), likely due to the positive dependence between M?
and overdensity and the intrinsic BHAR-M? correlation
(see Fig. 4; e.g. Xue et al. 2010; Georgakakis et al. 2017;
Yang et al. 2017, 2018; Aird et al. 2018). To show the
BHAR dependence on M?, we divide each overdensity sam-
ple into high-M? and low-M? subsamples. In Fig. 6-left, the
high-M? and low-M? subsamples have M? above and be-
low the median M? of the overdensity sample, respectively;
in Fig. 6-right, the high-M? and low-M? subsamples in-
clude sources with the highest 20% M? and the lowest 20%
M? of the overdensity sample, respectively. In both the left
and right panels, the high-M? subsamples have significantly
higher BHAR than their corresponding low-M? subsamples,
indicating the previously known strong BHAR-M? correla-
tion. The BHAR differences between the high-M? and low-
M? subsamples are generally larger in the right panels than
in the corresponding left panels, as expected from the posi-
tive BHAR-M? correlation.
To investigate the potential BHAR-overdensity correla-
tion for the M? controlled sample, we divide the sources
into bins of log M? = 9.3–9.7, 9.7–10, 10–10.3, 10.3–10.6,
10.6–11, and 11–11.5 for each redshift range. The bin widths
are ≈ 0.4 dex and the M? limits at z = 1.2, 2.0, and 3.0 (§2.2)
are chosen as the boundaries of the M? bins. We then split
each M? sample into high-overdensity and low-overdensity
subsamples in a similar way as in Fig. 6.
We calculate BHAR for all the M? samples and overden-
sity subsamples. The results are shown in Fig. 7 (left). The
high-overdensity and low-overdensity subsamples do not ap-
pear to have significantly different BHAR, indicating that
SMBH growth does not have a strong dependence on local
environment at a given M?. Any small apparent BHAR dif-
ferences between the high-overdensity and low-overdensity
subsamples are likely just due to statistical fluctuations, as
some blue points in Fig. 7 (left) are slightly above the cor-
responding red points while other blue points are below.
The subsamples’ median BHAR 1σ uncertainty is 0.09 dex.
Therefore, if the high-overdensity and low-overdensity sub-
samples had BHAR differing by & 0.09 dex systematically,
the blue and red points would be significantly separated in
Fig. 7 (left). In all redshift bins, BHAR rises toward the high
M? regime. Yang et al. (2018) have modeled the BHAR-M?
relations at different redshifts in detail, and our data points
are consistent with their results (see Fig. 7). The BHAR
contributed from stacking is generally ≈ 0.5 dex lower than
the total BHAR. Therefore, most X-ray emission is from the
X-ray detected sources.
The two-subsample split (Fig. 7 left) guarantees that
both subsamples have half the number of sources in each M?
bin, and thus the BHAR uncertainties are relatively small
(median uncertainty = 0.09 dex) for the subsamples. We
also probe more extreme overdensity regimes by comparing
BHAR of subsamples with the highest 20% of overdensities
and the lowest 20% of overdensities (see Fig. 7 right). The
high-overdensity and low-overdensity subsamples also have
similar BHAR in general, although the BHAR uncertainties
become larger (median uncertainty = 0.13 dex) compared
to those in Fig. 7 (left) due to reduced subsample sizes.
In Fig. 7, there are 2 pairs of high-overdensity and low-
overdensity points that are separated above a 2σ confidence
level. These deviations are likely due to statistical fluctua-
tions. There are a total of 26 pairs of points in Fig. 7 (i.e.,
26 trials), and we expect to find . 4 such deviations (99%
confidence level, calculated with a binomial distribution).
Also, our detailed quantitative analyses in §3.1.2 do not find
statistically significant BHAR-overdensity relation when M?
is controlled.
3.1.2 Partial Correlation Analyses
In §3.1.1, we qualitatively showed that the high-overdensity
subsamples have similar BHAR as the corresponding low-
overdensity subsamples when controlling for M?. This result
indicates that SMBH growth, at a given M?, does not sig-
nificantly depend on local environment. We further quan-
titatively verify this point via partial-correlation (PCOR)
analysis (e.g. Johnson et al. 2002).
Following Yang et al. (2017), we utilize pcor.r in the r
statistical package to perform PCOR analyses (Kim 2015).
We bin sources in the overdensity-M? plane and derive
BHAR for each bin. The bin boundaries of overdensity and
M? are the same as in §3.1.1. Fig. 8 shows the result-
ing BHAR on overdensity-M? grids. Similar to Yang et al.
(2017), we input the log BHAR, log(1+ δ), and log M? values
into pcor.r, where the log(1 + δ) and log M? are the medi-
ans in each bin. We study the BHAR-overdensity (BHAR-
M?) correlation while controlling for the effects of M? (over-
density) via all three statistics available in pcor.r (Pear-
son, Spearman, and Kendall). The Pearson statistic assumes
log-linear relations, while the Spearman and Kendall non-
parametric statistics are rank-based and do not have such
assumptions.
The results are listed in Tab. 3. The BHAR-M? cor-
relation is statistically significant for all statistical tech-
niques and across all redshift ranges. In contrast, the BHAR-
overdensity correlation is not significant (< 3σ) under any
statistic in any redshift range. To visualize the PCOR re-
sults, we perform a least-χ2 log-linear fit of the BHAR-M?
(BHAR-overdensity) relation. We then fit the residual BHAR
as a function of overdensity (M?). This procedure is similar
to the Pearson statistic in PCOR analyses. The uncertain-
ties of the best fit are estimated based on Markov chain
Monte Carlo (MCMC) sampling with emcee (Foreman-
Mackey et al. 2013). Fig. 9 displays the fitting results for
z = 0.3–1.2. The best fit of the residual BHAR-overdensity
relation is consistent with a flat model at a 3σ confidence
level, while the residual BHAR-M? relation is steep. The con-
clusion also holds for the other two redshift ranges. In Fig. 9-
bottom, the data points at log M? ≈ 10.75 tend to be above
the fit. This perhaps indicates a log-linear model (assumed
in the Pearson statistic) is not enough to describe fully
the BHAR-M? relation, consistent with previous works (e.g.
Georgakakis et al. 2017; Aird et al. 2018; Yang et al. 2018).
The Spearman and Kendall statistics do not assume a log-
linear model, and they lead to qualitatively similar results
as the Pearson statistic (see Tab. 3). Also, we note that since
there are a total of such 12 trials in Fig. 9 (considering both
MNRAS 000, 1–23 (2018)
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Figure 6. BHAR as a function of overdensity for different redshift ranges. In the left panels, each overdensity bin is split into two
subsamples with M? above and below the median value, respectively. In the right panels, the subsamples include sources with the highest
20% of M? and the lowest 20% of M?, respectively. LX is marked on the right-hand side of each panel. The red upward and blue
downward triangles indicate the subsamples with M? above and below the median value, respectively. The error bars are derived from
a bootstrapping technique (see §2.4.3). The dashed curves indicate BHAR contributed from X-ray stacking (see §2.4.2). The high-M?
subsamples have significantly higher BHAR than the corresponding low-M? subsamples.
the top and bottom panels), it is not surprising that one
such deviation happens by chance (see §3.1.1).
Therefore, we conclude that the BHAR significantly de-
pends on M? but not overdensity. The conclusion is qualita-
tively supported by Figs. 1, 4, and 8. In Figs. 1 and 4, the
X-ray detected sources preferentially appear in the high-M?
regime but do not show much dependence on overdensity. In
Fig. 4, X-ray sources have median overdensity values simi-
lar to those of all galaxies. In Fig. 8, the BHAR gradient is
strong in the x (M?) direction but weak in the y (overden-
sity) direction.
Our analyses above are based on the BHAR technique
to assess SMBH growth. Another common technique in the
literature is to consider AGN fractions above a given LX
threshold (e.g. Silverman et al. 2009; Xue et al. 2010). Com-
pared to our BHAR approach, the AGN-fraction approach
is less informative and less physical, because it needs a pre-
defined LX threshold which depends on X-ray survey sensi-
tivity, and it does not consider X-ray emission from unde-
tected sources. Also, unlike the BHAR approach, the AGN-
fraction method weights low-LX and high-LX AGNs equally,
as long as they are above the LX threshold, thereby sacri-
ficing information. However, the AGN-fraction method still
serves as a common alternative way to assess SMBH ac-
cretion (e.g. Lehmer et al. 2013; Martini et al. 2013). For a
consistency check, we also present the AGN fractions in dif-
ferent M? bins for different local environments in Tab. 4 and
Fig. 10. The AGN fractions are calculated as the fractions
of X-ray detected sources above log LX = 42.6 (z = 0.3–1.2),
log LX = 43.1 (z = 1.2–2.0), and log LX = 43.5 (z = 2.0–3.0),
respectively. For each redshift range, the threshold is chosen
as the log LX completeness limit at the redshift upper bound-
ary (see Fig. 1). Due to the differences in LX thresholds, the
AGN fractions (Tab. 4) at different redshift ranges are not
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Figure 7. Same format as Fig. 6 but for BHAR vs. M?. In both panels, the shaded regions show the BHAR-M? relations from Yang
et al. (2018). The lower and upper boundaries of the Yang et al. (2018) relations correspond to the BHAR at the low and high limits
of the redshift bin, respectively, except for the redshift bin of z = 0.3–1.2. For z = 0.3–1.2, the lower boundary of the shaded region
represents BHAR at z = 0.4, which is the lowest redshift probed in Yang et al. (2018). The BHAR for high-overdensity and low-overdensity
subsamples are similar in general.
directly comparable. The AGN-fraction errors are derived
as 1σ binomial uncertainties using the astropy module
“binom conf interval” (e.g. Cameron 2011). From Tab. 6
and Fig. 10, at given M? and redshift, the AGN fractions
are generally similar in different overdensity bins, consistent
with our PCOR analyses. This consistency indicates that
our conclusions are not affected by the X-ray stacking pro-
cedures (especially the masking of X-ray extended sources;
see §2.4.2), since the AGN fractions are based on X-ray de-
tected sources only. Also, the AGN fraction rises toward
massive galaxies, as expected from the strong BHAR-M? re-
lation (Fig. 7). In Fig. 10 (both top and middle panels), the
lowest overdensity bin appears to have lower AGN fraction
than other overdensity bins at log M? ≈ 11.1. However, the
differences are not significant at a 2σ confidence level. Also,
considering there are many (78) points in Fig. 10, it is nat-
ural that a few deviations happen considering the “number
of trials” effect detailed in §3.1.1. Therefore, we consider the
apparent differences are likely due to statistical fluctuations.
3.2 BHAR vs. Cosmic-Web Environment
In §3.1, we show that the BHAR is not related to overden-
sity (on sub-Mpc scales) at given M?. In this section, we
investigate the dependence of BHAR on cosmic-web envi-
ronment (∼ 1–10 Mpc scales). Following §3.1.1, we derive
the BHAR for galaxies in field, filament, and cluster envi-
ronments, respectively. The cosmic web describes global en-
vironment on ≈ 1–10 Mpc scales (§2.3.2). The results are
displayed in Fig. 11. The BHAR does not show a significant
trend as a function of cosmic-web environment. For each en-
vironment bin, we further divide the sources into high-M?
and low-M? subsamples, respectively, and calculate BHAR
for each subsample. Similar to Fig. 6, the high-M? subsam-
ples have significantly higher BHAR than the corresponding
MNRAS 000, 1–23 (2018)
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Figure 8. BHAR as a function of overdensity and M? for different redshift ranges. Darker color indicates higher BHAR as labeled. White
color indicates BHAR is not available, because of large uncertainties on BHAR or M? lying below the completeness limits. The BHAR in
each bin has an uncertainty of . 0.3 dex.
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Figure 9. BHAR residuals (of the BHAR-M? fit) vs. overdensity
(top) and BHAR residuals (of the BHAR-overdensity fit) vs. M?
(bottom) for z = 0.3–1.2. The black lines represent the best fit of
the data points; the shaded regions indicate the 3σ uncertainties.
In the top panel, the residual BHAR is relatively flat as a func-
tion of overdensity; in the bottom panel, the residual BHAR rises
steeply toward high M?. Results are found similar at z = 1.2–2.0
and z = 2.0–3.0.
Table 3. p-values (Significances) of Partial Correlation Analyses
(see 3.1.2).
z = 0.3–1.2 (48,581 galaxies)
Relation Pearson Spearman Kendall
BHAR-overdensity 0.9 (0.1σ) 0.2 (1.2σ) 0.6 (0.6σ)
BHAR-M? 10−48 (14.7σ) 10−45 (14.1σ) 10−10 (6.3σ)
z = 1.2–2.0 (18,944 galaxies)
Relation Pearson Spearman Kendall
BHAR-overdensity 0.08 (1.7σ) 0.4 (0.8σ) 0.4 (0.8σ)
BHAR-M? 10−33 (12.0σ) 10−21 (9.5σ) 10−7 (5.0σ)
z = 2.0–3.0 (5,932 galaxies)
Relation Pearson Spearman Kendall
BHAR-overdensity 0.08 (1.8σ) 0.1 (1.6σ) 0.4 (0.9σ)
BHAR-M? 10−19 (8.9σ) 10−19 (9.0σ) 10−5 (4.3σ)
Note. — Here, the numbers of galaxies are different from
Tab. 1, because only sources above the limiting M? are used in
the analyses of the BHAR-M?-environment relation (see §3.1.1).
low-M? subsamples, consistent with the dominant BHAR-M?
relation (§3.1).
We also bin our samples based on M?, and further divide
each bin into subsamples for different parts of the cosmic
web. We calculate BHAR for each subsample and show the
results in Fig. 12. The BHAR values are not systematically
different for different cosmic-web environments.
Now we test the BHAR dependence on cosmic-web envi-
ronment quantitatively. Unlike in §3.1.2, we do not perform a
PCOR analysis, because the cosmic-web environment (field,
filament, and cluster) is not a continuous quantity. Instead,
we employ another statistical analysis based on the Akaike
information criterion (AIC; Akaike 1974). The AIC is de-
signed for model selection and defined as AIC = C + 2k,
where C is the fitting statistic (χ2 for least squares fitting)
and k is the number of free parameters in the model. If one
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Table 4. AGN fractions (%) in different overdensity bins
z = 0.3–1.2 (log LX > 42.6)
log M? 9.3–9.7 9.7–10.0 10.0–10.3 10.3–10.6 10.6–11.0 11.0–11.5
log(1 + δ) < −0.3 0.1+0.13−0.07 0.6+0.38−0.24 0.4+0.37−0.19 3.1+0.97−0.75 4.0+1.28−0.98 1.4+2.13−0.83
−0.3 ≤ log(1 + δ) < −0.1 0.3+0.10−0.07 0.5+0.20−0.14 1.0+0.29−0.22 2.1+0.44−0.37 3.8+0.63−0.54 4.9+1.73−1.29
−0.1 ≤ log(1 + δ) < 0.0 0.1+0.09−0.05 0.4+0.21−0.14 0.7+0.27−0.19 1.5+0.43−0.33 4.9+0.77−0.67 6.2+1.89−1.47
0.0 ≤ log(1 + δ) < 0.1 0.1+0.09−0.05 0.3+0.17−0.10 0.7+0.29−0.20 2.4+0.53−0.43 4.6+0.71−0.62 6.3+1.65−1.33
0.1 ≤ log(1 + δ) < 0.3 0.2+0.09−0.07 0.3+0.13−0.09 1.0+0.25−0.20 2.3+0.38−0.33 4.3+0.50−0.45 6.5+1.16−1.00
log(1 + δ) ≥ 0.3 0.0+0.08−0.03 0.6+0.25−0.18 1.0+0.32−0.24 1.7+0.39−0.32 3.7+0.54−0.47 5.5+1.04−0.88
All 0.2+0.04−0.03 0.4
+0.07
−0.06 0.9
+0.11
−0.10 2.1
+0.18
−0.17 4.2
+0.26
−0.24 5.7
+0.57
−0.52
z = 1.2–2.0 (log LX > 43.1)
log M? – – 10.0–10.3 10.3–10.6 10.6–11.0 11.0–11.5
log(1 + δ) < −0.3 – – 1.1+0.81−0.46 2.2+1.10−0.74 4.2+1.60−1.17 3.3+3.14−1.63
−0.3 ≤ log(1 + δ) < −0.1 – – 1.0+0.31−0.24 2.5+0.48−0.41 3.9+0.63−0.54 6.8+1.61−1.32
−0.1 ≤ log(1 + δ) < 0.0 – – 0.9+0.31−0.23 2.3+0.52−0.43 4.1+0.68−0.59 10.1+1.81−1.56
0.0 ≤ log(1 + δ) < 0.1 – – 1.1+0.33−0.25 3.2+0.57−0.48 4.2+0.65−0.57 6.2+1.34−1.12
0.1 ≤ log(1 + δ) < 0.3 – – 1.4+0.33−0.27 2.6+0.45−0.39 4.5+0.56−0.50 6.1+1.06−0.91
log(1 + δ) ≥ 0.3 – – 0.5+0.48−0.24 2.9+1.00−0.75 3.3+0.94−0.73 7.6+2.03−1.63
All – – 1.1+0.14−0.12 2.7
+0.23
−0.21 4.1
+0.28
−0.26 7.0
+0.61
−0.57
z = 2.0–3.0 (log LX > 43.5)
log M? – – – 10.3–10.6 10.6–11.0 11.0–11.5
log(1 + δ) < −0.3 – – – 1.5+0.96−0.59 2.4+1.47−0.91 10.8+6.17−4.11
−0.3 ≤ log(1 + δ) < −0.1 – – – 2.7+0.74−0.58 5.6+1.10−0.93 10.8+2.92−2.36
−0.1 ≤ log(1 + δ) < 0.0 – – – 2.4+0.75−0.57 6.2+1.29−1.08 8.6+2.69−2.10
0.0 ≤ log(1 + δ) < 0.1 – – – 2.9+0.79−0.62 7.8+1.36−1.17 9.7+2.75−2.20
0.1 ≤ log(1 + δ) < 0.3 – – – 3.3+0.75−0.62 5.5+1.05−0.89 10.8+2.50−2.08
log(1 + δ) ≥ 0.3 – – – 4.6+1.64−1.23 7.8+2.15−1.72 16.4+5.01−4.03
All – – – 2.8+0.33−0.29 6.1
+0.52
−0.48 10.7
+1.21
−1.10
model has an AIC value much smaller than another model
(∆AIC < ∆AICthresh), then the former is considered superior
to the latter (see, e.g. §2.6 of Burnham & Anderson 2002).
In our analyses, we choose ∆AICthresh = −7, corresponding to
a 3σ confidence level under the situation where the model
parameter uncertainties are Gaussian (e.g. Murtaugh 2014).
We apply the AIC technique to our data points in
Fig. 12. For each redshift range, we perform a least-χ2 fit
to all the data points with a log-linear model, log BHAR =
A × log M? + B, where A and B are free model parameters.4
We calculate the AIC value (AIC1) for this fitting. The
best-fit models are displayed in Fig. 12. We then create a
set of three independent log-linear models, i.e., log BHAR =
Afield× log M?+Bfield, log BHAR = Afilament× log M?+Bfilament,
and log BHAR = Acluster × log M? + Bcluster, to fit the data.5
As the subscripts indicate, each model is used to fit the
data points of the corresponding cosmic-web environment
in Fig. 12. We derive the AIC value (AIC2) for this multi-
model fitting. If ∆AIC = AIC2 − AIC1 < −7, then the BHAR-
M? relations might be different for different cosmic-web en-
vironments. The resulting AIC values are listed in Tab. 5.
For all three redshift ranges, the ∆AIC values are above −7.
4 The single upper limit point in Fig. 12 is not used in the fitting.
5 For z > 1.2, we only create the field and filament models, as we
do not assign cluster environment (see §2.3.2).
Therefore, the differences among the BHAR-M? relations for
different cosmic-web environments are not statistically sig-
nificant. However, the non-detection of a BHAR-environment
correlation might be, in principle, due to the limited sensi-
tivity of our data. Martini et al. (2009) found that the AGN
fraction in rich clusters is ≈ 0.7 dex below that in the field at
z . 1. A natural question is whether our data are sensitive
enough to detect such BHAR differences, i.e., BHAR drops
by 0.7 dex from the field to cluster environments. To answer
this question, we perform a test. For our z = 0.3–1.2 bin, we
systematically shift our cluster (field) BHAR by −0.35 dex
(+0.35 dex) and re-calculate ∆AIC. We find ∆AIC = −114,
much lower than our threshold (−7). Therefore, if our BHAR
dropped by 0.7 dex from the field to cluster environments,
we would definitely detect the environmental dependence of
BHAR. In fact, we find that our data are sensitive at a ≈ 3σ
level to a ≈ 0.2 dex difference of BHAR from the field to clus-
ter environments at z = 0.3–1.2. This difference between our
work and Martini et al. (2009) might be due to the lack of
rich clusters in our sample (see §4.1 for more discussion).
In Fig. 13, we also compare BHAR for cluster and field
environments at z = 0.3–1.2. Here, we limit the cluster (field)
galaxies to those with the highest (lowest) 20% overden-
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Figure 10. AGN fraction as a function M? for overdensity bins.
The data are from Tab. 4. At a given M?, different overdensity
bins have similar AGN fractions. Some of the data points are
overlapping due to this similarity.
sity in each M? bin.6 In this way, we probe the most-
extreme environments. We perform AIC analyses and obtain
∆AIC = 3.9, above the threshold (−7). Therefore, the BHAR-
M? relations for these two extreme environments are also not
statistically different. At higher redshift, we have also per-
formed similar analyses for filament vs. field environments
and reached the same conclusion.
As in §3.1.2, we also calculate AGN fractions for differ-
ent cosmic-web environments for a consistency check. The
6 Here, we do not limit cluster galaxies to those also identified by
George et al. (2011), because this would lead to too few sources
(only < 10 AGNs) for our analyses, as the cluster-member catalog
in George et al. (2011) is not complete (see §2.3.2).
Table 5. Best-fit AIC values of the BHAR-M? relation (see 3.2)
Redshift AIC1 AIC2 ∆AIC
0.3–1.2 32.48 33.35 0.9
1.2–2.0 12.34 14.38 2.0
2.0–3.0 9.82 9.75 −0.1
results are presented in Tab. 6 and Fig. 14. The AGN frac-
tions are generally similar for different cosmic-web environ-
ments when controlling for M?, consistent with our AIC
analyses. Our AGN fractions for log M? > 10.3 are ≈ 2%–6%
at z = 0.3–1.2. This range is consistent with the results of Sil-
verman et al. (2009, see their Tab. 2), who found an AGN
fraction of ≈ 3% for log M? > 10.4 at z < 1, independent
of environment. Our AGN fractions for log M? = 11–11.5 at
z = 0.3–1.2 are ≈ 6%, similar to that derived for SDSS galax-
ies of similar M? at z ≈ 0.5 (Haggard et al. 2010).
3.3 Tests in Narrower Redshift Bins
Our analyses above adopt relatively wide redshift bins, i.e.,
z = 0.3–1.2, 1.2–2.0, and 2.0–3.0, to retain relatively large
sample size in each bin. Considering that both galaxy and
AGN properties as well as cosmic environment evolve with
redshift, the BHAR-environment relation might also have
redshift dependence. To test for possible redshift depen-
dence, we repeat our analyses in §3.1 and §3.2 using nar-
rower redshift bins, i.e., z = 0.3–0.8, 0.8–1.2, 1.2–1.6, 1.6–2.0,
2.0–2.5, and 2.5–3.0. This procedure reduces the sample size
in each bin and thus increases the uncertainties on BHAR in
general. In the new analyses with narrower redshift bins, we
still do not find any significant BHAR dependence on either
overdensity or cosmic-web environment, consistent with the
results in §3.1 and §3.2. Fig. 15 shows some example figures
for z = 0.8–1.2, and the figures for other narrower redshift
bins are qualitatively similar. Therefore, our main conclu-
sions are unlikely to be affected by our choice of relatively
wide redshift bins.
4 DISCUSSION
We discuss the physical implications of our results in
§4.1. We compare our results with previous observations of
BHAR-environment relations in §4.2.
4.1 Physical Implications
Our results indicate that SMBH accretion is fundamen-
tally related to M?. At a given M?, our BHAR does not
show significant dependence on host-galaxy environment.
Since galaxy environment is largely determined by dark mat-
ter, which generally dominates the gravitational field on
& subMpc scales, our conclusions suggest SMBH growth is
primarily related to baryons rather than dark matter (e.g.
Kormendy & Ho 2013; Yang et al. 2018). The broad phys-
ical picture is likely that dark-matter density fluctuations
lead to the formation of halos, allowing baryons to condense
into the halo centers and form galaxies. The galaxies feed
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Figure 11. Same format as Fig. 6 but for BHAR vs. cosmic-web environment. We do not assign cluster environment at redshifts above
z = 1.2 due to its generally weak signals (see §2.3.2). The high-M? subsamples have BHAR significantly higher than their corresponding
low-M? subsamples.
their SMBHs with cold gas via baryonic physics, e.g. disk
instabilities and galaxy bars (e.g. Alexander & Hickox 2012
and references therein). This scenario indicates that, in fu-
ture studies of SMBH-galaxy coevolution, it is critical to
focus on relations between BHAR and host-galaxy intrin-
sic properties (e.g. M?, SFR, and morphology) rather than
the environment. Small but deep surveys such as the Chan-
dra Deep Fields (e.g. Xue et al. 2016; Luo et al. 2017) and
CANDELS (Grogin et al. 2011; Koekemoer et al. 2011) are
ideal for studying SMBH-galaxy coevolution.
It is well established that environment affects galaxy
evolution. At a given M? and at z . 1, the quiescent-
galaxy fraction (as defined in §2.2) rises toward high-
density regions, and this effect is often termed “environmen-
tal quenching” (e.g. Peng et al. 2010; Scoville et al. 2013;
Darvish et al. 2015, 2016, 2017; Laigle et al. 2018). Fig. 16
shows the quiescent-galaxy fraction in our sample as a func-
tion of M? for different cosmic-web environments (see §2.2
for star-forming/quiescent classifications). At z = 0.3–1.2
and a given M?, the quiescent galaxy fraction significantly
rises from the field to cluster environments; at higher red-
shifts this environmental dependence seems to disappear.
Therefore, environmental quenching at z = 0.3–1.2 is sig-
nificantly observed in our sample. For a given cosmic-web
environment, the quiescent-galaxy fraction also rises toward
high M? at all redshifts. This M? dependence is expected
from previous studies (e.g. Brammer et al. 2011; Davidzon
et al. 2017).
In contrast, our BHAR does not show a significant de-
pendence on environment, if M? is controlled (see §3). These
different behaviors of SMBH accretion and star formation
suggest that SMBH and galaxy stellar-mass growth are not
strongly coupled in general (e.g. Yang et al. 2017, 2018), al-
though we cannot rule out a weak secondary BHAR-SFR
relation (see §4.2). The potential physical mechanisms re-
sponsible for environmental quenching such as tidal interac-
tion and ram-pressure stripping (§1) might only have limited
effects on SMBH accretion.
Since galaxy evolution has significant dependence on
environment at low redshift (z . 1), the host-galaxy types
of AGNs might also depend on environment. In Tab. 7, we
list the quiescent-galaxy fractions for AGNs (as defined in
MNRAS 000, 1–23 (2018)
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Table 6. AGN fractions (%) for different cosmic-web environments
z = 0.3–1.2 (log LX > 42.6)
log M? 9.3–9.7 9.7–10.0 10.0–10.3 10.3–10.6 10.6–11.0 11.0–11.5
Field 0.2+0.07−0.05 0.5
+0.14
−0.11 0.7
+0.17
−0.14 2.6
+0.34
−0.30 4.4
+0.46
−0.42 5.0
+1.05
−0.88
Filament 0.1+0.05−0.03 0.4
+0.10
−0.08 1.0
+0.17
−0.14 1.7
+0.23
−0.20 4.2
+0.34
−0.32 6.0
+0.77
−0.69
Cluster 0.1+0.15−0.06 0.1
+0.22
−0.09 0.8
+0.42
−0.27 2.2
+0.65
−0.51 3.5
+0.81
−0.66 5.9
+1.66
−1.31
All 0.2+0.04−0.03 0.4
+0.07
−0.06 0.9
+0.11
−0.10 2.1
+0.18
−0.17 4.2
+0.26
−0.24 5.7
+0.57
−0.52
z = 1.2–2.0 (log LX > 43.1)
log M? – – 10.0–10.3 10.3–10.6 10.6–11.0 11.0–11.5
Field – – 0.8+0.20−0.16 2.7
+0.38
−0.33 4.0
+0.46
−0.42 6.9
+1.11
−0.96
Filament – – 1.3+0.20−0.17 2.6
+0.29
−0.26 4.2
+0.36
−0.33 7.0
+0.75
−0.68
All – – 1.1+0.14−0.12 2.7
+0.23
−0.21 4.1
+0.28
−0.26 7.0
+0.61
−0.57
z = 2.0–3.0 (log LX > 43.5)
log M? – – – 10.3–10.6 10.6–11.0 11.0–11.5
Field – – – 2.6+0.40−0.35 6.4
+0.69
−0.63 11.1
+1.66
−1.47
Filament – – – 3.3+0.60−0.51 5.5
+0.80
−0.70 10.1
+1.86
−1.60
All – – – 2.8+0.33−0.29 6.1
+0.52
−0.48 10.7
+1.21
−1.10
Table 7. Quiescent-galaxy fractions (%) for AGN host galaxies
Redshift Field Filament Cluster All
0.3–1.2 18.8+2.66−2.40 26.5
+2.38
−2.25 29.3
+6.29
−5.59 24.0
+1.70
−1.62
1.2–2.0 13.9+2.62−2.26 10.0
+1.67
−1.45 – 11.4
+1.40
−1.26
2.0–3.0 7.6+2.19−1.73 6.6
+2.63
−1.92 – 7.2
+1.63
−1.35
§3.1.2) in different cosmic-web environments. At z = 0.3–1.2,
the quiescent-galaxy fraction of AGN hosts appears to rise
from the field to clusters, similar to the trend for normal
galaxies (see Fig. 16). At higher redshift, if anything, the
trend seems to be the opposite going from the field to fila-
ment environments. However, these trends are not statisti-
cally significant at a 3σ confidence level due to our limited
AGN sample size. Future work with much larger AGN sam-
ples can determine these trends more accurately.
4.2 Previous Works on BHAR vs. Environment
Based on sources at z . 1, observations have found that
cluster (Mhalo . 1014 M) and field environments have
similar X-ray AGN fractions among massive galaxies,
consistent with our results (e.g. Georgakakis et al. 2008;
Silverman et al. 2009; Koulouridis et al. 2014). However,
these analyses are often restricted to low-redshift relatively
bright galaxies. Thanks to the reliable photo-z measure-
ments and our improved methodology for assessing SMBH
accretion, our work is able to investigate BHAR-environment
relations for all galaxies above the M? completeness limits
up to z = 3. Importantly, our study covers z ≈ 1.5–2.5 where
cosmic AGN activity peaks.
Some studies find that, at z . 1, the X-ray AGN
fractions in rich clusters (Mhalo ∼ 1015 M) are generally
lower than those in the field (e.g. Martini et al. 2009;
Ehlert et al. 2014). Due to the lack of excellent multiwave-
length coverage for M? calculation, these studies often
adopt a simple R-band magnitude cut to approximate an
M? cut of the galaxy population (e.g. Cappellari 2016).
However, we note that consensus has not been widely
reached on whether rich clusters have lower AGN fractions
than the field. For example, Haggard et al. (2010) found
that rich clusters and the field have similar AGN frac-
tions at z = 0.05–0.31, when the same magnitude and LX
cuts are applied to the cluster and field populations. If
AGN activity is indeed suppressed in rich clusters at a
given M?, the physical reason might be different galaxy
types in cluster and field environments. Rich clusters, es-
pecially in their central regions, are dominated by the qui-
escent galaxy population, which tends to have lower AGN
fractions than the star-forming population at a given M?
(e.g. Wang et al. 2017; Aird et al. 2018; Yang et al. 2018).
We cannot study such rich clusters in our work, because they
are rare and generally absent in COSMOS, where the clus-
ters typically have Mhalo . 1014 M (e.g. Knobel et al. 2009;
George et al. 2011). However, only a small fraction of the
galaxy population (. 1%) lives in rare rich clusters with
Mhalo ∼ 1015 M (e.g. Tab. 1 of Bahcall 1999). Our work
covers a large comoving volume (≈ 107 Mpc3 for each red-
shift bin; §2.1), and thus we probe the main range of cos-
mic environments in the overall Universe with Mhalo ≈
1011–1014 M. We do not find significant BHAR-environment
relations when controlling for M?, even at the extremes of
the environments we sample (e.g. Figs. 7 and 13). Therefore,
we conclude that, for the overall galaxy population, BHAR
generally does not depend on cosmic environment once M?
is controlled, although this conclusion might not hold for
galaxies living in rare rich clusters.
At high redshift (z & 2), observations suggest that some
massive protoclusters might have elevated AGN activity (see
§1; but also see Macuga et al. 2018). For example, SSA 22
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Figure 12. BHAR as a function of M? for different cosmic-web
environments. LX is marked on the right-hand side of each panel.
The black line represents the best-fit log-linear model using all
the data points. At a given M?, the BHAR values are similar for
different cosmic-web environments.
is a prominent protocluster at z ≈ 3.1, and it is likely a
progenitor of local rich clusters with Mhalo ∼ 1015 M (e.g.
Steidel et al. 1998). Lehmer et al. (2009) estimated that
its X-ray AGN fraction is ≈ 5%–10% among Lyman Break
Galaxies (LBGs) and Lyα Emitters (LAEs), considerably
higher than the AGN fraction (≈ 1%–2%) among LBGs and
LAEs in the field at similar redshifts. However, the LBGs
and LAEs in SSA 22 might have different M? compared to
the LBGs and LAEs in the field, and the difference in M?
could drive the apparent differences in AGN fraction (see
Tab. 6). Also, the SSA 22 AGN sample size is limited (≈ 10)
and suffers from significant statistical uncertainty. SSA 22
has & 150 galaxies in its central region of ≈ 10 Mpc2 (e.g.
Topping et al. 2016), translating to an overdensity value of
log(1 + δ) & 1.3 (§2.3.1). We do not have such prominent
structures in our sample at z & 2.5 (Fig. 1) and thus cannot
probe their AGN activity using COSMOS. Note that the
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Figure 13. Same format as Fig. 12 (top) but for cluster vs. field
environments. Here, we limit the cluster (field) galaxies to those
with the highest (lowest) 20% overdensity in each M? bin. At
a given M?, the BHAR values are similar for cluster and field
environments.
estimated overdensity value of SSA 22 is for high redshifts
(z & 2.5). It is not directly comparable to our structures
at low redshift, since the normalization factors Σmedian are
different at different redshifts (see Eq. 1).
AGN-clustering studies also make use of source spa-
tial distributions to probe SMBH-galaxy coevolution. Early
observations found that X-ray AGNs and normal galax-
ies appear to have different clustering properties (especially
on . 1 Mpc h−1 comoving scales), suggesting different en-
vironmental effects for central vs. satellite galaxies (e.g.
Hickox et al. 2009; Miyaji et al. 2011; Allevato et al. 2012).
However, galaxy properties (especially M?) were not care-
fully controlled among these studies. Considering the strong
BHAR-M? correlation (e.g. Yang et al. 2017, 2018) and the
well-established relation between galaxy clustering and M?
(e.g. Coil et al. 2006, 2017), it is critical to match M? in
AGN vs. galaxy clustering analyses. More recent obser-
vations show that the clustering properties of AGNs and
galaxies are similar over a wide range of comoving scale
(≈ 0.1–30 Mpc h−1) when M? is carefully matched, indicat-
ing that M? (rather than a central/satellite effect) mainly
drives the observed clustering properties of AGNs (e.g.
Georgakakis et al. 2014; Powell et al. 2018). Also, our anal-
yses do not support different environmental effects for cen-
tral vs. satellite galaxies, although we do not perform a
central/satellite classification (§2.3). If, for example, envi-
ronment only affects AGN activity in central galaxies, we
would witness an increasingly strong BHAR-environment
relation in more massive galaxies which have a higher
chance of being central (e.g. Reddick et al. 2013). However,
we do not find any significant BHAR-environment correla-
tion over a wide range of stellar mass (log M? ≈ 9.5–11.5;
§3). Clustering analyses infer that AGNs typically
have log Mhalo ≈ 13 (e.g. Allevato et al. 2011, 2014, 2016;
Richardson et al. 2013). This is as expected, since low-mass
halos (log Mhalo . 12) only host low-mass galaxies with weak
BHAR and high-mass halos (log Mhalo & 14) are rare.
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Figure 14. AGN fraction as a function M? for different cosmic-
web environments. The data are from Tab. 6. At a given M?,
AGN fractions are similar for different cosmic-web environments.
5 SUMMARY AND FUTURE WORK
We have studied the BHAR dependence on M? and envi-
ronment in redshift bins of z = 0.3–1.2, z = 1.2–2.0, and
z = 2.0–3.0, based on sources in the COSMOS field. Our
main procedures and results are summarized below:
(i) We have compiled a large galaxy sample in the COS-
MOS field (≈ 170,000 sources; §2.1) and estimated their M?
via SED fitting (§2.2). We have measured surface overdensity
(sub-Mpc scales) and cosmic-web environment (≈ 1–10 Mpc
scales) for our sources (§2.3).
(ii) We have derived BHAR for different samples, consid-
ering both X-ray detected and undetected sources (§2.4).
For X-ray detected sources, we adopt, in order of priority,
hard-band, full-band, and soft-band fluxes, in our calcula-
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Figure 15. The top and bottom panels follow the same for-
mats as Figs. 7 and Fig. 12 but for the narrower redshift bin of
z = 0.8−−1.2. Still, we do not find significant BHAR dependence
on environment. This conclusion also applies for other narrower
redshift bins in §3.3.
tions (§2.4.1). This choice is to minimize the effects of X-ray
obscuration. We include the X-ray emission from X-ray un-
detected sources via stacking (§2.4.2).
(iii) We do not find a statistically significant BHAR de-
pendence on overdensity or cosmic-web environment (≈
1–10 Mpc) for M? controlled samples (§3). Instead, BHAR is
always strongly related to M?, regardless of environment.
These results suggest that BHAR might be primarily re-
lated to the host galaxies rather than cosmic environment
on scales of ≈ 0.1–10 Mpc, which is determined by dark
matter (§4.1). Thanks to the large comoving volume sam-
pled (≈ 107 Mpc3 for each redshift bin), we can probe the
main range of cosmic environments in the overall Universe
(§4.2). Therefore, we conclude that, for the overall galaxy
population, BHAR generally does not depend on cosmic en-
vironment once M? is controlled, although this conclusion
might not hold for the . 1% of galaxies living in rare rich
clusters with Mhalo ∼ 1015 M.
(iv) In contrast to SMBH accretion, star formation ac-
tivity significantly depends on environment at z . 1 (§4.1).
For our sample, the quiescent-galaxy fraction rises from the
field to cluster environment for M?-controlled samples at
z = 0.3–1.2, consistent with previous observations. The dif-
ferent behaviors of SMBH accretion and star formation sug-
gest that SMBH and galaxy growth are not strongly coupled
in general. Environment-related mechanisms such as tidal
MNRAS 000, 1–23 (2018)
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Figure 16. Quiescent-galaxy fraction vs. stellar mass for different
cosmic-web environments. The star-forming/quiescent classifica-
tions are based on a standard color-color scheme (see §2.2). At
z = 0.3–1.2 and a given M?, the quiescent-galaxy fraction rises
from the field to cluster environments (environmental quench-
ing). At z > 1.2, galaxies associated with the field and filament
environments have similar quiescent-galaxy fractions.
interaction and ram-pressure stripping that could shape
galaxy evolution do not appear to strongly affect SMBH
growth.
Future work can probe the BHAR dependence on en-
vironment for larger physical scales (≈ 10–100 Mpc). Since
COSMOS alone cannot sample the full range of cosmic
environments on these scales (e.g. Meneux et al. 2009;
Skibba et al. 2014), these studies will need several
COSMOS-like fields, e.g. XMM-LSS (Chen et al. 2018),
Wide-CDF-S, and ELAIS-S1, or much larger fields such as
Stripe 82 (LaMassa et al. 2013) and XMM-XXL (Pierre
et al. 2016). Such larger fields can also be used to probe
SMBH growth in rare rich clusters/protoclusters (see §4.2)
while controlling for host-galaxy properties, especially M?.
In addition, future work may study BHAR in galaxy close
pairs on ≈ 10–100 kpc scales (e.g. Mundy et al. 2017).
The upcoming eROSITA all-sky X-ray survey will yield
a sample of ∼ 106 AGNs at z . 1 (e.g. Merloni et al. 2012),
allowing studies of BHAR-environment relations at low-to-
moderate redshift with overwhelming source statistics. In
this work, we do not find significant environmental depen-
dence of average BHAR. It is still possible that the full
distribution of BHAR depends on environment, although
this would require “finely tuned” BHAR distributions in
different environments to maintain constant BHAR. A full
characterization of the BHAR distribution as a function of
M?, environment, and redshift (e.g. Georgakakis et al. 2017;
Aird et al. 2018; Yang et al. 2018) requires future X-ray ob-
servatories like Athena and Lynx, which are necessary to
sample the faint end of the BHAR distribution in COSMOS-
like (or larger) fields (e.g. Georgakakis 2018).
With the advance of environment-measurement
methodology, new environmental metrics other than
overdensity (and the consequent field/filament/cluster
classification) may be developed. Future work can study
the BHAR dependence on these new environmental metrics
(e.g. mass density instead of number density as used in this
work). Future spectroscopic observations with Extremely
Large Telescopes (ELTs) should improve the spec-z com-
pleteness for COSMOS and other fields by a large factor,
allowing environmental measurements with superior accu-
racy (e.g. reducing the projection distance from ≈ 100 Mpc
to ≈ 10 Mpc; Appendix A). Based on such new spec-z data,
studies can revisit the BHAR-environment-M? connection,
even for central/satellite galaxies separately.
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APPENDIX A: EXPLANATION OF
ENVIRONMENT MEASUREMENTS
Our environment estimation in §2.3 is two-dimensional in
nature (2D; projected over ≈ 80–200 Mpc along the line-of-
sight (LOS); see Fig. A1). Admittedly, the 2D environment
measurements have limitations and cannot fully recover the
entire 3D environment. However, through intensive tests on
simulated data, studies have found that the 2D environment
estimates can reliably trace the intrinsic 3D environments.
For example, Scoville et al. (2013) found that the projected
2D densities are monotonically related to the true 3D vol-
ume densities with a power-law slope of ≈ 0.67. Laigle et al.
(2018) found that the 2D measured filaments robustly match
their 3D counterparts. These strong 2D-3D correlations re-
sult from the fact that, in the projection, the chance for
different structures to overlap is low. The low overlapping
probability is caused by the facts that most (& 80%) of the
3D space is the field environment in ΛCDM simulations (e.g.
Arago´n-Calvo et al. 2010; Cautun et al. 2014) and that low-
mass halos might not host galaxies and are thus unobserv-
able (e.g. Desjacques et al. 2016 and references therein). As-
suming Poisson fluctuations, we estimate the chance for two
(or more) overlapping filaments along a LOS is . 3%, based
on the fact that the filament environment covers . 30% of
the total area (see Figs. 2 and 3). Although a rigorous quanti-
tative demonstration on simulated data is beyond the scope
of this work, we qualitatively explain our 2D environment
measurements in a straightforward way below.
Taking our z-slice at z = 1 as an example (Fig. 2),
we show the scheme of our environment measurements in
Fig. A1.7 Our surface-density field is measured within a 2D
circle with a radius of ≈ 0.5 Mpc, projected from a 3D cylin-
der of length ≈ 100 Mpc (Fig. A1 left). Fig. A1 (right) shows
typical field, filament, and cluster environments. The num-
bers of galaxies plotted reflect the typical galaxy numbers in
our measurements for different environments at z ≈ 1. For
the field environment, our surface density is averaged over
the whole cylinder with a volume of pi×0.52×100 Mpc3. This
relatively large volume is necessary to include & 1 galaxies.
For the filament environment, the density enhancement is
mainly due to the 3D dense region with scale similar to the
filament “thickness” (. 1 Mpc scales; see Figs. 2 and 3). The
situation for the cluster environment is similar to that for
filament environment.
Admittedly, environment mis-classification might hap-
pen in some cases. For example, a filament, when it aligns
with the LOS, might be mis-classified as a cluster. However,
this situation should be rare because filaments are often not
straight and have curved shapes (see Figs. 2 and 3). Also,
galaxies in the cluster environment generally have signifi-
cantly lower SFR than those in the filament environment
at z . 1 (e.g. Darvish et al. 2017; Fig. 16). This physical
phenomenon would not be observed if our classified cluster
population is heavily polluted by an intrinsic filament pop-
ulation.
Due the existence of various projection effects, any
quantitative correlation with 2D environment should not be
literally interpreted as a quantitative correlation with the
intrinsic 3D environment. For example, a quantity “A” is
found to be positively correlated with 2D overdensity with
a power-law index of α. We can only conclude qualitatively
that A is positively related to 3D overdensity, but not quan-
7 Technically, the measurements are more complicated (see §2.3),
the schematic plot here is just for demonstration purposes.
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titatively that the relation between A and 3D overdensity is
also a power law with an index of of α.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure A1. Schematic plot for overdensity measurements (not drawn to scale). The left panel shows the redshift slice at z = 1. The
z-slice contains galaxies projected along the LOS over ≈ 100 Mpc. Our surface density is measured in cylinders with radii ≈ 0.5 Mpc
as marked. The right panel illustrates three typical cylinders for the field, filament, and cluster environments, respectively. The dashed
circles denote galaxies inside the cylinders. Blue, green, and red colors indicate galaxies associated with 3D field, filament, and cluster
environments, respectively. The numbers of galaxies plotted reflect the typical galaxy numbers in our measurements at z ≈ 1.
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