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Abstract
Starting from a two-scale description involving receptor binding dynamics and a kinetic transport equation
for the evolution of the cell density function under velocity reorientations, we deduce macroscopic models for
glioma invasion featuring partial differential equations for the mass density and momentum of a population
of glioma cells migrating through the anisotropic brain tissue. The proposed first and higher order moment
closure methods enable numerical simulations of the kinetic equation. Their performance is then compared
to that of the diffusion limit. The approach allows for DTI-based, patient-specific predictions of the tumor
extent and its dynamic behavior.
Keywords: Multiscale model, glioma invasion, kinetic transport equation, diffusion tensor imaging,
macroscopic scaling, moment closure, reaction-diffusion-transport equations
1. Introduction
Malignant glioma make up about half of all primary brain tumors in adults. These rapidly growing tumors
invade adjacent regions of the brain tissue and occur in all age groups, with a higher frequency in late
adulthood. An exhaustive microscopic resection of the neoplasm is in general impossible due to their high
proliferation rate and diffuse infiltration. This leads to substantial clinical challenges and high mortality
of the affected patients. For glioblastoma multiforme (GBM), the most frequent and most aggressive type
of these tumors, the median survival time amounts to 60 weeks in spite of the most advanced treatment
methods, involving resection, radio- and chemotherapy [52].
The available non-invasive medical imaging techniques, including MRI and CT, only allow a macroscopic
classification of the active and necrotic tumor areas and of the surrounding edema. Thus, the microscopic
extent of the tumor cannot be visualized. Tumor growth, development, and invasion is, however, a complex
multiscale phenomenon in which the macroscopic evolution of the tumor is regulated by processes on lower
scales at the cellular and subcellular levels [27]. Particularly the issue of cell invasion into the tissue is
of utmost relevance in the context of assessing the tumor margins. The latter are most often very diffuse
and irregular [14, 17, 23] due to the highly infiltrative migration of glioma cells, which are believed to
follow white matter tracts, thus using the anisotropy of brain tissue [12, 16, 24, 25]. As both the brain
structure and the tumor evolution are patient-specific, a personalized approach to diagnosis and therapy is
necessary. While surgical resection has to orient itself on the macroscopic tumor and chemotherapy is mainly
systemic, the radiotherapeutic approach can greatly benefit from individual predictions of the macroscopic
tumor extent based on microscopic information about brain tissue structure and therewith conditioned cell
invasion. Mathematical models can provide a valuable tool for including such detailed information in the
process, leading to enhanced forecasts of the tumor margins and thus to improvement of therapy planning.
Existing mathematical models for glioma growth and invasion can be assigned to several classes: Discrete
settings follow the evolution of individual cells on a lattice [8, 28], while hybrid models (see e.g. [35, 49])
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combine discrete descriptions with continuous differential equations for densities, concentrations, and/or
volume fractions controlling the cell behavior. These approaches have the advantage of being able to include
a high level of detail in the characterization of cell motions, but they also require a high computational effort
and involve many parameters. Continuous approaches involve systems of various types of partial differential
equations, sometimes coupled to ODEs, and allow to describe the dynamics of cells interacting with their
surroundings. They are less detailed than their (semi)discrete counterparts, but are able to capture the
essential features of the modeled processes, and are better suited for efficient numerical simulations. Most
of them are directly set on the macroscopic scale, on which the tumor is observed, and involve reaction-
diffusion equations for the density of glioma cells. Thereby, the influence of the anisotropic brain structure
is included in the diffusion coefficients, which are assumed to be proportional to the water diffusion tensor
assessed by diffusion tensor imaging (DTI) [32, 37, 51]. More recent models involve phase field approaches,
where the tumor cells, the healthy tissue, and nutrients are seen as phases interacting with each other
[13]. Yet another approach [42] uses a parabolic scaling to deduce the macroscopic description of the tumor
density from kinetic transport equations for the cell density function depending on time, position, velocity.
That approach has been further extended in [19–21, 31] to include phenomena on the subcellular scale, by
introducing so-called cell activity variables (see [6]) to the variable space. On the macrolevel, this leads
to a reaction-diffusion-taxis equation for the tumor density. The new haptotaxis-like term arises from the
cell receptor binding to the surrounding tissue. The resulting models are able to reproduce the fingering
patterns of glioma mentioned in the medical literature.
In this paper we aim at providing a new perspective on the DTI-based, two-scale description of glioma
evolution in [19, 20], with a focus on some moment closure techniques allowing to numerically handle
the mesoscopic kinetic transport equation. In the kinetic context, the distribution function for the tumor
cells is a mesoscopic quantity depending not only on time and position, but also on the cell velocity and
the activity variables mentioned above. Among other methods, these dependencies can be discretized by
moment closures [9, 11, 36, 40, 43, 46, 47], which transform the scalar, but high-dimensional transport
equation into a hyperbolic system for moments of the cell density with respect to the velocity and activity
variables.
The paper is structured as follows: Section 2 introduces the two-scale model and the corresponding kinetic
equation on the mesoscopic level, which constitutes the starting point of the subsequent study. The model
is further specified by an adequate choice of the turning kernels to describe cell reorientations in response
to the interactions with the surrounding tissue; the latter including the DTI brain data. As the focus is
on the study of the moment models, no proliferation or decay terms are considered. A parabolic scaling
leads to the effective macroscopic equation for the tumor cell density, featuring myopic diffusion and the
mentioned haptotaxis-like term. Sections 3 and 4 are dedicated to the derivation of first and higher order
moment closures, respectively. The numerical simulations are presented in Section 5, which also provides
a comparison between the performance of the different approaches considered in this work. Section 6,
containing the discussion of the results, is followed by the Appendix, giving some details about the numerical
schemes and their implementation along with a proof of the hyperbolicity of the obtained Kershaw moment
system.
2. The kinetic glioma model
2.1. From a two-scale description to the mesoscopic kinetic equation
In this section we describe the kinetic system modeling glioma invasion developed in [19, 42], from which
we derive an approximating scalar kinetic equation. Let x ∈ Rn, t ∈ R+, and v ∈ V = cSn−1 denote the
mechanical variables, i.e. a position vector, the time variable, and a velocity vector, respectively. Thereby,
the speed of the cells is assumed constant.
Further, let y represent the volume fraction of bound receptors on the cell membrane. Its dynamics are
characterized via mass action kinetics of binding and detachment of receptors to the soluble and unsoluble
components of the cell environment. Here we consider only the latter kind of bindings, i.e. to the ligands
on the extracellular matrix fibers, as we are primarily interested in the influence of the specific individual
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brain structure on the glioma invasion. Translating the receptor binding kinetics into a differential equation
leads to
y˙ = −(k+Q+ k−)y + k+Q, (2.1)
where Q(t, x) represents the macroscopic volume fraction of tissue fibers, while k+ and k− are positive
constants denoting the binding and the detachment rate, respectively. Note that y is a unitless quantity in
the interval (0, 1) and, as in [19], we assume the total number of receptors to be conserved. The variable
y can be interpreted as a so-called biological variable, also referred to as an activity variable in the KTAP
(kinetic theory of active particles) framework introduced by Bellomo et al. (see e.g., [6]).
Compared to cell motion, the reversible receptor binding to the extracellular matrix (ECM) fibers is a very
fast process. Therefore, the corresponding dynamic equilibrates rapidly at its steady-state, which is uniquely
given by
y? =
k+Q
k+Q+ k−
:= g(Q),
for (2.1). For the subsequent analysis we will only consider deviations from the steady-state, which will be
small quantities z := y∗− y in the set Z ⊆ (y∗− 1, y∗). As in [19], consider the path of a single cell starting
in x0 and moving with velocity v through the time-invariant density field Q(x). Then, with x = x0 + vt, we
obtain that z satisfies the equation
dz
dt
= −(k+Q(x) + k−)z + g′(Q(x))v · ∇Q(x).
With the notations α(Q(x)) := k+Q(x) + k− and β(Q(x)) := g′(Q(x))∇Q(x) this takes the form
dz
dt
= −α(Q(x))z + β(Q(x)) · v.
We use the mesoscopic cell density function p(t, x, v, z) to describe the dynamics of glioma cells, and a velocity
jump model whose integral operator models the velocity innovations in response to the tissue structure. The
corresponding kinetic transport equation is written as follows (see [19, 20]):
∂tp+ v · ∇xp+ ∂z ((−αz + v · β) p) = −λ(z)
(
p(v)−
∫
V
K(x, v, v′)p(v′)dv′
)
, (2.2)
on the domain
ΩT × ΩX × V × Z ⊆ (0, T )× [0, X]n × cS2 × [y∗ − 1, y∗],
where K(x, v, v′) is the turning kernel carrying the tissue influence and λ(z) is the cell turning rate. We
assume that the kernel has the formK(x, v, v′) = F (x, v), where F (x, v) represents the normalized directional
distribution of tissue fibers [19, 20], i.e.
∫
V
F (x, v)dv = 1. For the turning rate we take
λ(z) := λ0 − λ1z
such that λ0, λ1 > 0 are constants. This choice corresponds to a turning rate increasing with the amount of
receptors bound to the ECM, see [19].
Thus, (2.2) takes the form
∂tp+ v · ∇xp+ ∂z ((−α(Q)z + v · β(Q)) p) (2.3)
= −λ(z)
(
p(t, x, v, z)− F (x, v)
∫
V
p(t, x, v′, z)dv′
)
.
Following the same lines as in [19], we derive a reduced kinetic problem from (2.3), where the distribution
function does no longer depend on the variable z. Integrating (2.3) with respect to z, assuming the solution
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to be compactly supported in the (x, v, z)-space, and defining f(t, x, v) :=
∫
Z
p(t, x, v, z)dz, i.e. the integral
of p with respect to z, we obtain
∂tf + v · ∇xf = −λ0 (f − F (x, v)ρ) + λ1 (fz − F (x, v)ρz) , (2.4)
with ρ(t, x) =
∫
V
f(t, x, v)dv denoting the macroscopic cell density, fz(t, x, v) =
∫
Z
zp(t, x, v, z)dz represent-
ing the first moment with respect to z, and ρz(t, x) =
∫
V
fz(t, x, v)dv the associated density.
An approximation for fz is obtained by the subsequent formal considerations. Again following [19], we
multiply (2.3) with z, integrate with respect to z, and neglect second order moments in z. This leads to
∂tf
z + v · ∇xfz = −λ0 (fz − F (x, v)ρz)− α(Q)fz + v · β(Q)f.
A quasi-stationarity assumption for fz, i.e. neglecting the transport terms in the fz equation, yields
−λ0 (fz − F (x, v)ρz)− α(Q)fz + v · β(Q)f = 0. (2.5)
Integrating this with respect to v and rearranging gives
ρz =
1
α(Q)
β(Q) · q,
with q =
∫
V
vfdv. Then solving (2.5) for fz yields
fz =
1
λ0 + α(Q)
β(Q) ·
(
vf +
λ0
α(Q)
F (x, v)q
)
. (2.6)
Using this in (2.4) gives the still mesoscopic equation
∂tf + v · ∇xf = −λ0 (f − F (v)ρ) + λH∇xQ(v) (vf − F (v)q) , (2.7)
with
λH(Q(x)) =
λ1
λ0
λˆH(Q(x)) =
λ1
λ0
1
1 + α(Q)λ0
g′(Q). (2.8)
A non-dimensional form of (2.7) is
∂tf +
t0c
x0
∇x · (vf) = −t0λ0 (f − F (v)ρ) + λ1
λ0
t0c
x0
λˆH∇xQ (fv − F (v)q) , (2.9)
on the domain
ΩT
t0
× ΩX
x0
× Sn−1.
Identifying the Strouhal number St = x0t0c , the Knudsen number Kn =
1
t0λ0
, and the ratio of turning rate
coefficients η = λ1λ0 as the characteristic parameters, we write the above as
∂tf +
1
St
∇x · (vf) = − 1
Kn
(f − F (v)ρ) + η
St
λˆH∇xQ (fv − F (v)q) . (2.10)
We consider a slightly generalized version with arbitrary kernels, i.e.
∂tf +
1
St
v · ∇xf = Lf := ( 1
Kn
L1 +
η
St
L2)f, (2.11)
and
Lif =
∫
V
(ki(v, v
′)f(v′)− ki(v′, v)f(v)) dv′, i ∈ {1, 2}. (2.12)
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Both turning operators conserve mass, i.e. ∫
V
Li(f)(v)dv = 0. (2.13)
The first kernel as well as the combined kernel k1+k2 are assumed strictly positive and bounded from above:
0 < k1,min ≤ k1(v′, v) ≤ k1,max,
0 < kmin ≤ k1(v′, v) + k2(v′, v) ≤ kmax.
Additionally, the first kernel satisfies ∫
V
k1(v
′, v)dv′ = κ1(x),
with some known function κ1. Moreover, we assume that there is a probability distribution F = F (x, v)
fulfilling for each x ∈ ΩX the detailed balance condition
k1(v
′, v)F (x, v) = k1(v, v′)F (x, v′),
which we call the equilibrium distribution.
Example 1 (Kernels). Note that (2.10) fits into the more general framework (2.11) by choosing the kernels
k1 and k2 as
k1(v, v
′) = F (x, v),
k2(v, v
′) = −λˆH∇xQ · v′F (x, v).
(2.14)
However, using
k2(v, v
′) = (av − bv′)F (v)ϕ(∇m)
with constants a and b, gives a flux limited chemotaxis type kernel [10]. The corresponding linear reorienta-
tion operator is
L2f(v) =
(
a
(
ρvF (v)−
∫
V
vF (v)dvf
)
+ b (vf − qF (v))
)
ϕ(∇m).
The flux-limiter ϕ is chosen for example as
ϕ(x) =
x√
1 + |x|2 ,
compare [7, 40]. The chemoattractant concentration m(t, x) is usually governed by a diffusion equation
∂tm−Dm∆xm = γρ− δm
with a production proportional to the population density ρ and an exponential decay with rate δ.
2.2. From the mesoscopic equation to the diffusion limit
For notational simplicity, we will drop the t and x dependency in the next sections and use the shorthand
notation
〈·〉 :=
∫
V
· dv
for integrals over the velocity space.
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Defining the parabolic scaling parameter as  := St, we write (2.11) as
∂tf +
1

∇x · (vf) = St
2
Kn
1
2
L1f +
η

L2f, (2.15)
which will converge to a diffusion equation for the cell density
ρ(t, x) := 〈f(t, x, v)〉
for → 0 while η and the ratio R := St2Kn are fixed. Following the works in [4, 29, 38], we derive an equation
for the cell density ρ under the first-order symmetry assumption
〈vF (v)〉 = 0. (2.16)
We use the asymptotic expansion
f = f0 + f1 +O(2), (2.17)
which we plug into (2.15). Comparing coefficients of different orders in  yields to zeroth order
L1f0 = 0 =⇒ f0(v) = ρ0F (v),
and consequently to first order
v · ∇xf0 = RL1f1 + ηL2f0 ⇔ L1f1 = 1
R
[v · ∇x(ρ0F (v))− η ρ0L2F (v)]. (2.18)
With the notations
L1H1(v) = − 1
R
vF (v), (2.19a)
L1H2(v) = − η
R
L2F (v) +
1
R
v · ∇xF (v) (2.19b)
we can write
L1f1 = −L1H1(v) · ∇xρ0 + L1H2(v)ρ0. (2.20)
Since F is first-order symmetric by (2.16), we also have 〈v∇xF (v)〉 = 0. Together with mass conservation
(see (2.13)) this ensures that the right hand side in (2.20) vanishes when integrated with respect to v, which
-on an adequate function space- allows to solve (2.20) for f1. We write, at this point formally,
f1 = −H1(v) · ∇xρ0 + ρ0H2(v).
Inserting the asymptotic expansion (2.17) into (2.15) and integrating with respect to v yields under assump-
tions (2.13) and (2.16):
0 = ∂tρ0 +
1

∇x · 〈vf0 + vf1 +O(2)〉
= ∂tρ0 +∇x · 〈vf1〉+O()
= ∂tρ0 −∇x · (D∇xρ0 − Γρ0) +O(),
with
D := 〈v ⊗H1(v)〉, (diffusion tensor)
Γ := 〈vH2(v)〉 (drift velocity).
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Remark 1. For the special case of equation (2.10), i.e. for the particular choice of kernels in (2.14), we
observe as in [19] that if we consider the weighted space2 L2(V ; 1F (v) ) then the operator
L1f = (F (v)〈f〉 − f)
can be inverted on the orthogonal complement of span(F (v)), the (pseudo)inverse being obtained by multi-
plication of the right hand side by −1, i.e.
L1f = ψ ⇒ f = −ψ, for ψ ∈ span(F (v))⊥.
From (2.19) we deduce
(H1 − 〈H1〉F (v)) = 1
R
vF (v)
and therefore
H1(v) =
1
R
vF (v).
Moreover,
L2F (v) = λˆH∇xQ vF (v)
and
H2(v) =
1
R
(
ηλˆH∇xQvF (v)− v · ∇xF (v)
)
.
This gives
D =
1
R
〈v ⊗ vF (v)〉
Γ =
η
R
〈v ⊗ vF (v)〉 · (λˆH∇xQ)− 1
R
∇x · 〈v ⊗ vF (v)〉 = ηDλˆH∇xQ−∇x ·D
and finally
∂tρ0 −∇x ·
(
∇x · (ρ0D)− ηρ0DλˆH∇xQ
)
= 0. (2.21)
This macroscopic equation involving myopic diffusion and a haptotaxis-like term characterizes the evolution
of the tumor as a population of cells guided by the tissue during their migration. It corresponds to the one
obtained in [19, 20]. Using the terminology therein we will call D the tumor diffusion tensor. Notice that
D is also involved in the haptotactic sensitivity coefficient DλˆH ; the latter carries in α(Q) and g
′(Q) the
information from the subcellular (receptor binding) level and by way of λ0 and η also encodes the cell turning
rate, which is a microscopic quantity.
3. First-order moment closures
In the following section we derive first-order moment approximations to the kinetic equation. See [29, 30]
for higher order approximations to related problems.
2in which the inner product (f, F (v)) =
∫
V f(v)F (v)
dv
F (v)
= ρ
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3.1. Balance equations
We derive equations for the density ρ = 〈f〉 and momentum q = 〈vf〉. Higher moment approximations
can be developed as well, compare for example [43]. We start again with the scaled version of the kinetic
equation
2∂tf + v · ∇xf = RL1f + ηL2f. (3.1)
Integrating with respect to v gives the continuity equation
∂tρ+∇x · q = 0, (3.2)
which does not depend on the collision operators. Equations for the momentum follow from multiplying
(3.1) with v and integrating over V :
2∂tq + ∇x · P = R〈vL1f〉+ η〈vL2f〉.
In the momentum equations, the pressure tensor
P := 〈v ⊗ vf〉
contains the second moments of f . Since the system is undetermined these equations have to be closed by an
approximation of P using only ρ and q. This is usually obtained by defining an ansatz function fA(v; ρ, q)
and using this function to approximate
P = 〈v ⊗ vf〉 ≈ 〈v ⊗ vfA〉 =: PA.
The closed system of equations is then
∂tρ+∇x · q = 0,
2∂tq + ∇x · PA(ρ, q) = R〈vL1fA(ρ, q)〉+ η〈vL2fA(ρ, q)〉.
(3.3)
Example 2. For the glioma example we have
〈vL1f〉 = −λ0(q − ρ〈vF (v)〉),
〈vL2f〉 = −(〈v ⊗ vf〉 − q ⊗ 〈vF (v)〉)λH = −(P − q ⊗ 〈vF (v)〉)λH .
Thus, the momentum equation becomes
2∂tq + ∇x · PA = −λ0(q − ρ〈vF (v)〉)− (PA − q ⊗ 〈vF (v)〉)λH ,
which simplifies to
2∂tq + ∇x · PA = −qλ0 − PAλH
for a first-order symmetric fiber distribution 〈vF (v)〉 = 0.
In the following we consider different ansatz functions and show the resulting closure relations for PA.
Definition 1 (Normalized moments). In the subsequent derivations it will be useful to consider normalized
moments indicated by a hat. For example, normalized momentum and pressure tensor are denoted by
qˆ :=
q
ρ
, Pˆ :=
P
ρ
.
Remark 2. In the diffusion limit the distribution can be written as the equilibrium plus O() perturbations:
f = ρ(t, x)F (v) + g. In order for the moment approximations to converge to the correct limit as → 0, the
ansatz should reproduce the correct pressure tensor P when the zeroth- and first-order moments correspond
to the equilibrium state; i.e. if qˆ = 〈Fv〉 then also
〈v ⊗ vfA〉 = 〈v ⊗ vF (v)〉 =: DF
should hold.
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3.2. Linear (P
(F )
1 -)closure
The simple perturbation ansatz
fA = (a+ v · b)F (v)
gives the correct pressure tensor 〈v ⊗ vfA〉 in the equilibrium F (v). The multipliers a and b are chosen to
fulfill the moment constraints 〈fA〉 = ρ and 〈vfA〉 = q, i.e. they are the solutions of the linear system
a+ b · 〈vF 〉 = ρ,
a〈vF 〉+ 〈v ⊗ vF 〉b = q,
or equivalently
a = ρ− b · 〈vF 〉,

(〈v ⊗ vF 〉 − 〈vF 〉〈vF 〉>) b = q − ρ〈vF 〉.
Remark 3. The above system has a unique solution iff the symmetric matrix A =
(〈v ⊗ vF 〉 − 〈vF 〉〈vF 〉>)
is invertible. Standard moment theory [33] tells us that the matrix A is positive-semi definite if F is non-
negative, or equivalently if the moments 〈v ⊗ vF 〉 and 〈vF 〉 are second-order realizable. Furthermore, A is
strictly positive definite, and therefore invertible, if the moments of F lie in the interior of the realizability
domain, which is the case for all F with non-flat support: supp(F ) * E for any plane E.
The approximated pressure tensor is
PA = ρPˆA(qˆ),
with
PˆA(qˆ) =
〈v ⊗ vfA〉
〈fA〉 =
〈v ⊗ v(a+ v · b)F (v)〉
〈(a+ v · b)F (v)〉
=
aDF + 〈v ⊗ vv · bF (v)〉
a+ 〈v · bF (v)〉 ,
(3.4)
where DF = 〈v ⊗ vF (v)〉 is the pressure tensor of the equilibrium. If F is symmetric, i.e. if 〈vF (v)〉 = 0
and 〈v ⊗ vvF (v)〉 = 0 then the multipliers are simply
a = ρ,
b = (DF )
−1q
and the pressure tensor becomes PA = ρDF .
3.3. Nonlinear (M
(F )
1 -)closure
For this closure we use the approximating function
f ∼ fA = a exp(v · b)F (v). (3.5)
In contrast to the linear closure discussed in the previous section, the ansatz function fA is now positive,
which leads to several advantages for the resulting approximating equations, see [3, 9, 15]. The computations
proceed in a similar way as before. Again, the multipliers a and b are determined from the moment constraints
on fA:
ρ = 〈fA〉 = 〈a exp(v · b)F (v)〉,
q = 〈vfA〉 = 〈va exp( · b)F (v)〉.
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This gives
qˆ(b) =
〈v exp(v · b)F (v)〉
〈exp(v · b)F (v)〉
and
PA = ρPˆA(qˆ),
with
PˆA(qˆ) =
〈v ⊗ v exp(v · b)F (v)〉
〈exp(v · b)F (v)〉 . (3.6)
3.4. Simplified nonlinear closure (K
(F )
1 )
We assume F ≥ 0, 〈F 〉 = 1, and 〈vF 〉 = 0. Remember that this implies that tr(< v ⊗ vF >) = tr(DF ) = 1.
Now we want to extend the concept of Kershaw closures [33] for our special situation. We determine the
second moment PA via an interpolation between the free-streaming value Pδ = ρ
q⊗q
|q|2 for |q| = ρ and the
equilibrium solution Peq = ρDF for |q| = 0 (compare (3.6) with b = 0) and make the ansatz
PA = ρPˆA(qˆ) := ρ
(
αDF + (1− α) qˆ ⊗ qˆ|qˆ|2
)
, (3.7)
where α = α(qˆ) is given below. To obtain a reasonable model it is crucial to satisfy the so-called realizability
conditions [33, 46, 47], i.e. the fact that the moments qˆ, PˆA are generated by a non-negative distribution
function. In this case we have to ensure that for every ρ ≥ 0 and |qˆ| ≤ 1 we have that [33]
Pˆ − qˆ ⊗ qˆ ≥ 0 and tr(Pˆ ) = 1.
The trace equality immediately follows for all α ∈ R since tr(DF ) = tr( qˆ⊗qˆ|qˆ|2 ) = 1. Plugging in the definition
of PA gives that
PˆA − qˆ ⊗ qˆ = αDF + (1− α− |qˆ|2)qˆ ⊗ qˆ
is positive semidefinite if α ≥ 0 and 1− α ≥ |qˆ|2. We use
α = 1− |qˆ|2, (3.8)
which satisfies both inequalities under the first-order realizability condition |qˆ| ≤ 1. Note that in the special
case DF =
I
3 the original Kershaw model [33] is recovered.
Theorem 1 (Hyperbolicity of the generalized symmetric Kershaw moment system). For any distribution
F : S2 7→ R+ that is
• normalized: 〈F 〉 = 0,
• symmetric w.r.t to the first moment 〈Fv〉 = 0,
• non-flat: 〈F (x>v)2〉 > 0,∀x ∈ S2
the first order moment system (3.3) together with the Kershaw closure (3.7) is strictly hyperbolic for all
realizable moment vectors (ρ, q), except for |qˆ| = 1 with qˆ parallel to an eigenvector of 〈Fvv>〉. In this case
the system matrix still has real eigenvalues but cannot be diagonalized any more.
Proof. See Appendix B.
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4. Higher-order moment models
Analogously to the first-order moment system, higher-order approximations are conceivable. Let aN (v) =
(a0(v), ...aK−1(v)) be the basis of a K- dimensional subspace of L2(V ) that contains polynomials of up to
order N . The corresponding moments are defined as uN := 〈faN 〉. By multiplying the kinetic equation
(2.15) with aN and integrating over V we get a system for the moments:
∂tuN +
1

∇x · 〈vaNf〉 = 〈(R
2
L1(f) +
η

L2(f))aN 〉. (4.1)
As in the first-order case, f is approximated by an ansatz function
fA[uN ](v) ≈ f(v),
depending on the moments, to get a closed form
∂tuN +∇x · 〈vaNfA〉 = R
2
〈L1(fA)aN 〉+ η

〈L2(fA))aN 〉
of the moment system. One choice for the basis aN are monomial functions
ak = v
i(k) = vix(k)x v
iy(k)
y v
iz(k)
z ,
where i(k) is a bijective mapping from basis indices k = 0, 1, ...,K(N)− 1 to multi-indices i ∈ I (K).
The classical PN and MN methods use the ansatz functions
fA = αN · aN and fA = exp(αN · aN ),
respectively. Analogously to the first-order methods we define the modified P
(F )
N and M
(F )
N as
fA = (αN · aN )F (v) and fA = exp(αN · aN )F (v),
respectively, in order to incorporate the equilibrium of the reorientation kernel F (v).
5. Numerical results
As already mentioned before, minimum-entropy and Kershaw closures are only well-defined for realizable
moment vectors. It is easy to show that a standard first-order scheme provides this property under a CFL
condition that heavily depends on the chosen physical parameters [2, 44, 45]. To increase the efficiency of
our approximation, we use the second-order realizability-preserving scheme presented in Appendix A. Due
to space limitations we postpone the analysis of the scheme indeed preserving realizability to a follow-up
paper.
5.1. Numerical experiments
All numerical simulations will be done for the glioma equation (2.7). We have not yet specified the form of
the equilibrium F (v). We use a quadratic ansatz for the fiber distribution
F (v) =
3
4pi trace (DW )
(
v>DW v
)
.
This so-called peanut distribution [19] is a very simple model that relates the fiber distribution to the local
water diffusion tensor DW ∈ R3×3, which can be measured by DTI [39]. It has the additional advantage
that all the coefficients in the diffusion limit can be computed analytically.
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We estimate the volume fraction Q from the local water diffusion tensor DW , using either the fractional
anisotropy or the characteristic length. The fractional anisotropy FA(DW ) estimate from [19] is
Q(x) = FA(DW (x)) :=
√
3
2
∑3
i=1(λi − λ¯)2∑3
i=1 λ
2
i
,
with the eigenvalues λi of the water diffusion tensor DW and the mean eigenvalue λ¯ =
1
3
∑3
i=1 λi. The
characteristic length estimate CL(DW ) from [20] leads to
Q(x) := CL(DW (x)) = 1−
(
trace (DW )
4λ1
) 3
2
, (5.1)
where λ1 is the maximum eigenvalue of DW . In the moment models we use mass conserving, thermal
boundary conditions for the incoming characteristics
(v · n)f = (v · n)F (v)
∫
{v′·n>0}
|v′ · n|f(v′)dv′, v · n < 0,
with the unit outer normal n. This means that outgoing particles are absorbed at the boundary and emitted
according to the fiber distribution. For the diffusion approximation the only condition is that there is no
flux over the boundary.
Finally, to compare different models we define the pointwise relative difference between two functions
h1(x), h2(x) as
erel(h1(x), h2(x)) =
|h1(x)− h2(x)|
‖h2(x)‖∞ .
5.1.1. Abruptly ending fiber strand
This setting models an initially concentrated mass of cells following a white matter tract that abruptly ends.
While the latter is not to be expected for a real brain geometry, we use it in order to show some notable
effects in the glioma equation. The involved diffusion tensor and volume fraction are both spatially varying.
The computational domain is
ΩTXV = [0, T ]× [0, X]2 × cS2,
T = 2, X = 3, c =
X
T
,
where the cell speed c is chosen to adjust the parabolic scaling parameter  = St = XcT from (2.15). The
coefficients λ0, λ1 involved in the turning rate are chosen such that R = η = 1:
λ0 = c
2 T
X2
=
1
2T
,
λ1 = λ0.
From (2.8) we see that the attachment and detachment rates k+, k− have to be scaled together with the
turning rate coefficient λ0 and hence set them all equal k
+ = k− = λ0. The fiber geometry is modeled by
setting the water diffusion tensor DW (x) as a function of space. We use a diagonal matrix
DW (x) =
(
D00(x) 0
0 1
)
,
D00(x) = 1 + 5 exp
(
−ν(x)
2σ2
)
,
12
ν(x) = max
{
0, x1 − X
2
, |x2 − X
2
| − 0.1
}
,
where only the first eigenvalue varies in space to blend smoothly between a strongly concentrated distribution
in x-direction with D00 = 6 and an isotropic distribution D00 = 1. For simplicity, the volume fraction Q(x)
is then computed as FA(DW (x)).
The initial condition is a square of length 0.1 centered at (0.5, 1.5):
f(t = 0, x, v) =
1
4pi
{
1 x ∈ [0.45, 0.55]× [1.45, 1.55],
10−4 else.
Convergence to the diffusion limit. We compare the diffusion approximation from (2.21) to various moment
models as → 0. Figure 1 shows the solution for the diffusion approximation D(1a) alongside the first-order
Kershaw method K
(F )
1 (1b - 1f) at  = 1, 0.5, 0.25, 0.1, 0.01. Additionally, the pointwise relative difference
between both models (1g - 1i) at  = 0.25, 0.1, 0.01 is shown. Far from the diffusion limit at  = 1 the cells
travel exactly once through the domain (St = 1) and have an expectation of one (Kn = 1) velocity jump.
Therefore, we see a strongly advection dominated behavior with very little influence from the underlying
fiber distribution. As  gets smaller, the Kershaw model becomes increasingly similar to the diffusion
approximation. Relative pointwise differences also decrease although even at  = 0.01 some discrepancy in
the range of 2%− 5% remains. We attribute this to inherent differences between the numerical schemes at
a not yet fine enough grid. As a reference we show the standard P5 solution in Figure 2 at  = 0.1 and
 = 0.01. Note that higher moment order PN models are not shown here as they do not differ significantly
from the P5 solution. From the relative difference to P5 it is apparent that at  = 0.01 the solution is so
close to the diffusion limit that moment models yield only a marginal improvement. Again, the remaining
2% difference in 2e can be attributed to the differences in the numerical schemes. However, at  = 0.1 the
diffusion approximation starts to lose validity and deviates from the P5 solution over 10% in places. The
first-order Kershaw model gives a noticeable improvement in this case although a difference of 5% remains.
Modified and standard moment models. Figure 3 shows the solution at  = 0.1, both for the standard
P1, P3, P5 models and the modified P
(F )
1 , P
(F )
3 , P
(F )
5 models. The standard P1 model cannot represent the
correct pressure tensor if the distribution is in equilibrium f(x) = F (x) and thus does not converge to the
diffusion limit. This can be observed in 3a. Here, the modified model P
(F )
1 that includes F in the ansatz
function leads to a great improvement. For the higher moment-orders the difference between standard and
modified models becomes less pronounced. This is to be expected since in the special case of F = v>Dv,
the P3 model already contains F .
5.1.2. 2D Brain slice
In this numerical experiment we take water diffusion tensors DW from a DTI scan of the human brain
3.
The tensor field is visualized in Figure 4. We use the characteristic length estimate CL(DW ) to obtain the
volume fractions via (5.1), which are shown in Figure 4a. Additionally the main diffusion direction, i.e the
largest eigenvector of DW , is shown in Figure 4b as a four-channel color-coded image. The initial tumor
mass, marked by the white square in Figure 4a, is concentrated in a square of length 5mm
f(t = 0, x, v) =
1
4pi
{
1 x ∈ [98.5, 103.5]× [158.5, 163.5]
10−4 else
at the center of the spatial domain ΩX = [50, 150] × [110, 210], which is indicated by the red square in
Figure 4a. All other physical parameters are listed in Table 1. Note that the values we use here are quite far
from the actual measured parameters used in [19, 20]. Therein the characteristic numbers are St ≈ 0.03 and
3Provided by Carsten Wolters (Institute for Biomagnetism and Biosignal Analysis, WWU Mu¨nster).
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Figure 1: Comparison between the K
(F )
1 -model and the diffusion approximation as  approaches 0. (1a): the diffusion
approximation. (1b)-(1f): K
(F )
1 at  = 1, 0.5, 0.25, 0.1, 0.01, respectively. (1g)-(1i): the relative difference between the diffusion
and the Kershaw model erel(K1, D) for  = 0.25, 0.1, 0.01, respectively. Differences are plotted on a logarithmic scale. Contours
are drawn for 0.1 (yellow), 0.05 (green), 0.02 (blue), 0.01 (purple).
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Differences are plotted on a logarithmic scale. Contours are drawn for 0.1 (yellow), 0.05 (green), 0.02 (blue), 0.01 (purple).
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Figure 3: Comparison between standard and modified PN models for N = 1 (upper row), N = 3 (middle), and N = 5 (lower
row). Color code of contours is the same as in Figures 1 and 2.
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Parameter Value Description
T 1.5768×107 s time span = half a year
c 2.1 ×10−4 mms cell speed
λ0 1.0 ×10−5 1s cell-state independent part of turning rate
λ1 2.5 ×10−4 1s cell-state dependent part of turning rate
k+ 1.0 ×10−5 1s attachment rate of cells to ECM
k− 1.0 ×10−5 1s detachment rate of cells to ECM
 = St 3.02 ×10−1 Strouhal number
Kn 6.34 ×10−3 Knudsen number
R = St
2
Kn 1.44 ×101
η = λ1λ0 2.5 ×101 Ratio of turning rate coefficients
Table 1: The parameters and the resulting characteristic numbers used in the 2D brain slice simulation.
Kn ≈ 8× 10−8 and so R ≈ 104, η ≈ 1000, leading to little diffusion and a very pronounced migration along
fibers. Due to a stiff right-hand-side and a restrictive CFL-condition the numerical method for the moment
models introduces too much artificial diffusion in this regime to provide meaningful results. With the current
set of parameters the characteristic behavior of glioma cells can still be observed, i.e predominant movement
and concentration along white matter tracts. At  ≈ 0.3, while the diffusion approximation and moment
models are structurally similar, there is a significant difference of up to 20% between them. However, a
first-order moment approximation seems to be accurate enough since the difference to the third-order P
(F )
3
is mostly below 2%.
6. Concluding remarks
We investigated the use of first and higher-order moment closures in comparison to the diffusion approxima-
tion in the context of glioma migration in the human brain, characterized by a macroscopic setting involving
a haptotaxis-like term. The latter was obtained due to considering a supplementary kinetic ’activity’ vari-
able modeling the subcellular level dynamics of receptor binding to the surrounding tissue. In the considered
examples the moment models converge as expected to the correct diffusion limit, while being more accurate
in situations further from the diffusion limit. Using the modified models that explicitly contain the equi-
librium distribution in their ansatz functions leads to improved results for lower moment-orders, while the
difference between models vanishes as the moment-order gets larger. There is a range of parameters where
the diffusion approximation is not accurate enough but a low-order moment model would be sufficient. This
could be of relevance for the estimation of the actual tumor extent for the envisaged application. However,
we could not compare the methods for parameters that are meaningful in glioma invasion as the numerical
scheme for the moment models produces too much artificial diffusion in this regime. Further work will be
devoted to develop an asymptotic-preserving scheme.
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Appendix A. Second-order realizability-preserving scheme
Throughout this Appendix we mean by ’cell’ the numerical discretization element and not the biological
entity.
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Figure 4: Estimated volume fraction Q = CL via characteristic length (subfigure (4a)) and an RGBA coded image of the main
axis of DW (sufigure (4b)). The color channels RGB encode the x, y, z components of the eigenvector corresponding to the
largest eigenvalue of DW respectively, while the alpha channel is scaled with CL. The red square indicates the computational
domain, while the white square marks the initial cell distribution.
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Appendix A.1. The scheme
We consider the general one-dimensional hyperbolic system
∂tu + ∂xF (u) = s (u) , (A.1)
which is in our case the moment system (4.1). A second-order realizability-preserving scheme can be obtained
by using the operator splitting approach
∂tu + ∂xF (u) = 0, (A.2)
∂tu = s (u) , (A.3)
with Strang splitting and realizability-preserving second-order schemes for the two subproblems. Note that
a generalization to a regular grid in two or three dimensions is straightforward.
Appendix A.1.1. Flux system
Let us first consider the non-stiff part (A.2). This can be solved using standard methods, which will be
summarized in the following.
The standard finite-volume scheme in semidiscrete form for (A.2) looks like
∂tuj = F̂(u
+
j+ 12
,u−
j− 12
)− F̂(u+
j+ 12
,u−
j− 12
), (A.4)
where uj is the average of u over cell j and F̂ is a numerical flux function. We use the global Lax-Friedrichs
flux
F̂(u1,u2) =
1
2
(F3(u1) + F3(u2)− C(u2 − u1)) . (A.5)
The numerical viscosity constant C is taken as the global estimate of the absolute value of the largest
eigenvalue of the Jacobian F′. In our case, the viscosity constant can be set to C = 1 because for the
moment systems used here it is known that the largest eigenvalue is bounded in absolute value by the cell
speed [2, 45].
The value uj+ 12 is the evaluation of a limited linear reconstruction of u at the cell interface
uj(x) = uj + u
′
j (x− xj) ,
u′j =
1
∆x
S
(
uj+1 − uj ,uj − uj−1)
)
,
applied component-wise. As the scheme is of order two overall, it is sufficient to use a second-order central
WENO[18, 48] function S(·) = W2(·)
W2(a1, a2) =
w(a1)a1 + w(a2)a2
w(a1) + w(a2)
,
w(a) = (θ + ∆xa)−z
as limiter. We set θ = 10−6, z = 2. To avoid spurious oscillations, the reconstruction has to be performed in
characteristic variables [11, 41, 50]. To ensure the realizability-preserving property, we additionally use the
realizability limiter derived in [11, 41, 45]. If we discretize (A.4) with a second-order SSP scheme, e.g. Heun’s
method or the general s stage SSP ERK2 [34], a realizability-preserving second-order scheme is obtained if
reconstruction and limiting are performed in every stage of the RK method.
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Appendix A.1.2. Source system
Again writing down the finite-volume form of (A.3) yields
∂tuj = s
(
uθj
)
j
= s
(
uj
)
+O(∆x2).
It is thus sufficient to solve the system
∂tuj = s
(
uj
)
, (A.6)
which is purely an ODE in every cell. For simplicity, in the following we will neglect the spatial index and
the cell mean.
It can be shown, that the discontinuous-Galerkin scheme [5, 22] applied to (A.6) is unconditionally,i.e.
without any time-step restriction, realizability-preserving for even polynomial orders.
Consider the time-cell [tκ−1, tκ] and define tκ− 12 =
1
2 (tκ − tκ−1). We consider the weak formulation of (A.6)∫ tκ
tκ−1
∂tuv dt−
∫ tκ
tκ−1
s (u) v dt+ v(t+κ−1)u(t
+
κ−1) = v(t
+
κ−1)u(t
−
κ−1),
where u(t−κ−1) = limt↑tκ−1 u(t) denotes the old solution (e.g. initial condition). This enforces continuity in
a weak sense, since u(t−κ−1) 6= u(t+κ−1) = limt↓tκ−1 u(t) is possible. Transforming everything to the reference
interval [−1, 1] and using the nodal basis
v0 =
ξ2
2
− ξ
2
, v1 = 1− ξ2, v2 = ξ
2
2
+
ξ
2
,
yields the weak formulation∫ 1
−1
∂tuhvi dξ − ∆t
2
∫ 1
−1
s (uh) vi dξ + δi0u(t
+
κ−1) = vi(−1)u(t−κ−1) = δi0u(t−κ−1),
i = 0, . . . , 2, where
u(t)|[tκ−1,tκ] = u(t+κ−1)v0(t) + u(tκ− 12 )v1(t) + u(t
−
κ )v2(t).
This is a, possibly non-linear, system for the internal values u(t+κ−1), u(tκ− 12 ) and u(t
−
κ ), which can be
solved using standard techniques. Using u(t−κ ) we can then proceed with our next step. Note that this
method is stiffly A-stable and of order 5 but using polynomials of degree 1, which gives order 3, gives a
timestep restriction which is only slightly better than the one obtained from explicit SSP schemes.
Appendix A.2. Implementation details
The source code for the numerical simulations heavily builds upon DUNE and DUNE PDELab [1], an
extensive C++ numerics framework that provides useful functionality for discretizing PDEs, e.g. interfacing
with grids, parallelization, function spaces and much more. On the space and time discretized level all linear
algebra operations arising from the moment system are performed with the Eigen 3 library [26].
Appendix B. Hyperbolicity of the Kershaw moment system
Under some mild assumptions on F the Kershaw moment system (3.7) is hyperbolic. This is the claim of
Theorem 1, which we prove below.
Remark 4. The original Kershaw closure with F = 14pi and 〈Fvv>〉 = I also loses diagonalizability for all
qˆ with |qˆ| = 1.
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Proof. (of Theorem 1) The Jacobian of the fluxes in the first-order moment system is
J(F · n) =
(
0 n>
∂Pn
∂ρ
∂Pn
∂q
)
=
(
0 n>
Pˆ n− ∂Pˆn∂qˆ qˆ ∂Pˆn∂qˆ
)
.
With Pˆ = Pˆ
(K)
F from (3.7) and writing Pˆeq = 〈Fvv>〉 we have
∂Pˆn
∂qˆ
= −2(Pˆeqn)qˆ> + I(qˆ>n) + qˆn>,
∂Pˆn
∂qˆ
qˆ = −2(Pˆeqn)qˆ>qˆ + 2(qˆ>n)qˆ.
Inserting these into the expression for the Jacobian gives
J(F · n) =
(
0 n>
(1 + |qˆ|2)(Pˆeqn)− (qˆ>n)qˆ −2(Pˆeqn)qˆ> + I(qˆ>n) + qˆn>
)
,
=
(
0 n>
(1 + |qˆ|2)(Pˆeqn)− |qˆ|2(q∗>n)q∗> |qˆ|
(
−2(Pˆeqn)q∗> + I(q∗>n) + q∗n>
))
,
where q∗ = qˆ|qˆ| is the free-streaming first moment. Define the rotation matrix Rˆ that rotates q
∗ onto the
first unit vector e1
Rˆq∗ = e1,
and a compatible extension
R :=
(
1 0
0 Rˆ
)
to the full Jacobian. Under the similarity transform R the Jacobian becomes
RJ(F · n)R> =
(
0 n>Rˆ>
(1 + |qˆ|2)Rˆ(Pˆeqn)− |qˆ|2(e>1 Rˆn)e1 |qˆ|
(
−2(RˆPˆeqn)e>1 + I(e>1 Rˆn) + e1n>Rˆ>
))
It suffices to show hyperbolicity for arbitrary nj that form a basis of R3. Therefore we choose nj such that
Rˆnj = ej , j = 1, 2, 3. The Jacobians become
RJ(F · nj)R> =
(
0 e>j
(1 + |qˆ|2)Sej − |qˆ|2δ1je1 |qˆ|
(−2Seje>1 + Iδ1j + e1e>j )
)
,
where S is the similarity transform of Pˆeq:
S := RˆPˆeqRˆ
>.
For j = 1, we have
RJ(F · n1)R> =

0 1 0 0
(1 + |qˆ|2)S11 − |qˆ|2 |qˆ|(−2S11 + 2) 0 0
(1 + |qˆ|2)S21 |qˆ|(−2S21) |qˆ| 0
(1 + |qˆ|2)S31 |qˆ|(−2S31) 0 |qˆ|
 ,
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with characteristic polynomial
det(RJ(F · n1)R> − λI) = (|qˆ| − λ)2
[
λ2 + λ(−2 + 2S11|qˆ|) + (|qˆ|2 − (1 + |qˆ|2)S11)
]
and eigenvalues
λ1,2 = |qˆ|,
λ3,4 = (1− S11|qˆ|)±
√
g(|qˆ|, S11).
We need that all eigenvalues are real, which is the case if the term under the square root
g(|qˆ|, S11) = S211|qˆ|2 + S11(|qˆ| − 1)2 + (1− |qˆ|2)
is greater than or equal to zero. Since
S11 = e
>
1 Rˆ〈Fvv>〉Rˆ>e1 = 〈F (e>1 Rˆv)2〉 > 0,
by the non-flatness assumption on F , and |qˆ| ∈ [0, 1], we have indeed
g(|qˆ|, S11) > 0.
We still need to check if the Jacobian is diagonalizable, i.e. there are four linear independent eigenvalues.
We see immediately that the dimension of the kernel of RJ(F · n1)R> − |qˆ|I is two. Thus, two independent
eigenvectors exist for the eigenvalue λ1,2 = |qˆ|. Since g > 0, the eigenvalues λ3 6= λ4 are distinct and
therefore the Jacobian is diagonalizable. To see why we need the non-flatness assumption consider g = 0,
which can only happen if both S11 = 0 and |qˆ| = 1. In this case all four eigenvalues are equal to one and
the Jacobian simplifies to
RJ(F · n1)R>

0 1 0 0
−1 2 0 0
(1 + qˆ2)S21 |qˆ|(−2S21) 1 0
(1 + qˆ2)S31 |qˆ|(−2S31) 0 1
 ,
which clearly is not diagonalizable.
For j = 2 the Jacobian is
RJ(F · n2)R> =

0 0 1 0
(1 + |qˆ|2)S12 |qˆ|(−2S12) |qˆ| 0
(1 + |qˆ|2)S22 |qˆ|(−2S22) 0 0
(1 + |qˆ|2)S32 |qˆ|(−2S32) 0 0
 ,
with characteristic polynomial
det(RJ(F · n2)R> − λI) = λ2
[
λ2 + 2|qˆ|S12λ+ S22(|qˆ|2 − 1)
]
and eigenvalues
λ1,2 = 0,
λ3,4 = −|qˆ|S12 ±
√
h,
where
h = |qˆ|2S212 + S22(1− |qˆ|2) ≥ 0
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is non-negative by the same arguments as before. Note that there is always a qˆ for which the system is no
longer hyperbolic: Choose qˆ as a unit vector along one eigenvector of Pˆeq. In that case S is diagonal and
S12 = 0. All eigenvalues are equal to zero and the Jacobian is
RJ(F · n2)R> =

0 0 1 0
0 0 1 0
2S22 −2S22 0 0
0 0 0 0
 .
The case j = 3 is completely analogous to j = 2.
[1] DUNE Web page, 2011.
[2] G.W. Alldredge and F. Schneider. A realizability-preserving discontinuous Galerkin scheme for entropy-based moment
closures for linear kinetic equations in one space dimension. Journal of Computational Physics, 295:665–684, aug 2015.
[3] A.M. Anile, S. Pennisi, and M. Sammartino. A thermodynamical approach to Eddington factors. Journal of Mathematical
Physics, 32(2):544, 1991.
[4] C. Bardos, R. Santos, and R. Sentis. Diffusion approximation and computation of the critical size. Transactions of the
american mathematical society, 284(2):617–649, 1984.
[5] R. Bauer. Discontinuous Galerkin Methods for ordinary differential equations. Master thesis, University of Colorado at
Denver, 1995.
[6] N. Bellomo, A. Bellouquid, J. Nieto, and J. Soler. Complexity and mathematical tools toward the modeling of multicellular
growing systems. Math. Comput. Model., 51:441–451, 2010.
[7] R. Borsche, A. Klar, and TN Ha Pham. Nonlinear flux-limited models for chemotaxis on networks. Networks & Hetero-
geneous Media, 12(3), 2017.
[8] K. Bo¨ttger, H. Hatzikirou, A. Chauviere, and A. Deutsch. Investigation of the migration/proliferation dichotomy and its
impact on avascular glioma invasion. Mathematical Modelling of Natural Phenomena, 7:105–135, 2012.
[9] T.A. Brunner and J.P. Holloway. One-dimensional Riemann solvers and the maximum entropy closure. Journal of
Quantitative Spectroscopy and Radiative Transfer, 69(5):543–566, jun 2001.
[10] F. Chalub, P. Markowich, B. Perthame, and C. Schmeiser. Kinetic models for chemotaxis and their drift-diffusion limits.
Monatsh. Math., 142:123–141, 2004.
[11] P. Chidyagwai, M. Frank, F. Schneider, and B. Seibold. A Comparative Study of Limiting Strategies in Discontinuous
Galerkin Schemes for the M1 Model of Radiation Transport. (2):1–24, 2017.
[12] A. Claes, A. Idema, and P. Wesseling. Diffuse glioma growth: a guerilla war. Acta Neuropathol., 114:443–458, 2007.
[13] M.C. Colombo, C. Giverso, E. Faggiano, C. Boffano, F. Acerbi, and P. Ciarletta. Towards the personalized treatment
of glioblastoma: Integrating patient-specific clinical data in a continuous mechanical model. PLoS ONE, 10(7):e0132887,
2015.
[14] S. Coons. Anatomy and growth patterns of diffuse gliomas. In M. Berger and C. Wilson, editors, The gliomas, pages
210–225. W.B. Saunders Company, Philadelphia, 1999.
[15] J.F. Coulombel, F. Golse, and T. Goudon. Diffusion approximation and entropy-based moment closure for kinetic equa-
tions. Asymptotic Analysis, pages 1–34, 2005.
[16] G. D’Abaco and A. Kaye. Integrins: Molecular determinants of glioma invasion. J. of Clinical Neurosci., 14:1041–1048,
2007.
[17] C. Daumas-Duport, P. Varlet, M.L. Tucker, F. Beuvon, P. Cervera, and J.P. Chodkiewicz. Oligodendrogliomas. part i:
Patterns of growth, histological diagnosis, clinical and imaging correlations: A study of 153 cases. Journal of Neuro-
Oncology, 34:37–59, 1997.
[18] M. Dumbser, C. Enaux, and E.F. Toro. Finite volume schemes of very high order of accuracy for stiff hyperbolic balance
laws. Journal of Computational Physics, 227(8):3971–4001, apr 2008.
[19] C. Engwer, T. Hillen, M. Knappitsch, and C. Surulescu. Glioma follow white matter tracts: a multiscale DTI-based model.
J. Math Biol., 71:551–582, 2015.
[20] C. Engwer, A. Hunt, and C. Surulescu. Effective equations for anisotropic glioma spread with proliferation: a multiscale
approach. IMA J. Mathematical Medicine and Biology, 33:435–459, 2016.
[21] C. Engwer, M. Knappitsch, and C. Surulescu. A multiscale model for glioma spread including cell-tissue interactions and
proliferation. J. Math. Engrg., 13:443–460, 2016.
[22] K. Gellrich. Stability Preserving Runge-Kutta and Discontinuous-Galerkin Methods for Hyperbolic Conservation Laws.
Bachelor thesis, TU Kaiserslautern, 2017.
[23] E.R. Gerstner, P.-J. Chen, P.Y. Wen, R.K. Jain, T.T. Batchelor, and G. Sorensen. Infiltrative patterns of glioblastoma
spread detected via diffusion MRI after treatment with cediranib. Neuro-Oncology, 12(5):466–472, 2010.
[24] A. Giese, L. Kluwe, Meissner H., Michael E., and M. Westphal. Migration of human glioma cells on myelin. Neurosurgery,
38:755–764, 1996.
[25] A. Giese and M. Westphal. Glioma invasion in the central nervous system. Neurosurgery, 39:235–252, 1996.
[26] G. Guennebaud, B. Jacob, et al. Eigen v3. http://eigen.tuxfamily.org, 2010.
[27] D. Hanahan and R.A. Weinberg. Hallmarks of cancer: the next generation. Cell, 144(5):646–674, 2011.
[28] H. Hatzikirou, D. Basanta, M. Simon, K. Schaller, and A. Deutsch. go or grow: the key to the emergence of invasion in
tumour progression? Math Med Biol, 29:49–65, 2012.
24
[29] T. Hillen. Hyperbolic models for chemosensitive movement. Mathematical Models and Methods in Applied Sciences,
12(07):1007–1034, 2002.
[30] T. Hillen. M5 mesoscopic and macroscopic models for mesenchymal motion. J. Math. Biol. 53, pages 585–616, 2006.
[31] A. Hunt and C. Surulescu. A multiscale modeling approach to glioma invasion with therapy. Vietnam J. Math., 45:221–240,
2017.
[32] A. Jbabdi, E. Mandonnet, H. Duffau, L. Capelle, K.R. Swanson, M. Pelegrini-Issac, R. Guillevin, and H. Benali. Simulation
of anisotropic growth of low-grade gliomas using diffusion tensor imaging. Mang. Res. Med., 54:616–624, 2005.
[33] D.S. Kershaw. Flux Limiting Nature’s Own Way: A New Method for Numerical Solution of the Transport Equation. jul
1976.
[34] D.I. Ketcheson. Highly efficient strong stability-preserving Runge-Kutta methods with low-storage implementations. SIAM
Journal on Scientific Computing, 30(4):2113–2136, 2008.
[35] Y. Kim and S. Roh. A hybrid model for cell proliferation and migration in glioblastoma. Discr. Cont. Dyn. Syst. B,
18:969–1015, 2013.
[36] A. Klar, F. Schneider, and O. Tse. Approximate models for stochastic dynamic systems with velocities on the sphere and
associated fokker-planck equations. Kinetic and Related Models, 7(3), 2014.
[37] E. Konukoglu, O. Clatz, P.Y. Bondiau, H. Delignette, and N. Ayache. Extrapolation glioma invasion margin in brain
magnetic resonance images: Suggesting new irradiation margins. Medical Image Analysis, 14:111–125, 2010.
[38] E.W. Larsen and J.B. Keller. Asymptotic Solution of Neutron Transport Problems for Small Mean Free Path. J. Math.
Phys., 15:75, 1974.
[39] D. Le Bihan, J.-F. Mangin, C. Poupon, C.A. Clark, S. Pappata, N. Molko, and H. Chabriat. Diffusion tensor imaging:
concepts and applications. Journal of magnetic resonance imaging, 13(4):534–546, 2001.
[40] C.D. Levermore. Relating Eddington factors to flux limiters. Journal of Quantitative Spectroscopy and Radiative Transfer,
31(2):149–160, 1984.
[41] E. Olbrant, C.D. Hauck, and M. Frank. A realizability-preserving discontinuous Galerkin method for the M1 model of
radiative transfer. Journal of Computational Physics, 231(17):5612–5639, jul 2012.
[42] K. Painter and T. Hillen. Mathematical modelling of glioma growth: the use of diffusion tensor imaging (DTI) data to
predict the anisotropic pathways of cancer invasion. J. Theor. Biol., 323:25–39, 2013.
[43] J. Ritter, A. Klar, and F. Schneider. Partial-moment minimum-entropy models for kinetic chemotaxis equations in one
and two dimensions. jan 2016.
[44] F. Schneider. First-order quarter- and mixed-moment realizability theory and Kershaw closures for a Fokker-Planck
equation in two space dimensions: Code, 2016.
[45] F. Schneider. Moment models in radiation transport equations. Dr. Hut Verlag, 2016.
[46] F. Schneider, G.W. Alldredge, M. Frank, and A. Klar. Higher Order Mixed-Moment Approximations for the Fokker–Planck
Equation in One Space Dimension. SIAM Journal on Applied Mathematics, 74(4):1087–1114, jul 2014.
[47] F. Schneider, J. Kall, and A. Roth. First-order quarter- and mixed-moment realizability theory and Kershaw closures for
a Fokker-Planck equation in two space dimensions. sep 2015.
[48] C.-W. Shu. High-order finite difference and finite volume WENO schemes and discontinuous Galerkin methods for CFD.
International Journal of Computational Fluid Dynamics, 2003.
[49] M.L. Tanaka, W. Debinski, and I.K. Puri. Hybrid mathematical model of glioma progression. Cell Proliferation, 42:637–
646, 2009.
[50] E.F. Toro. Riemann Solvers and Numerical Methods for Fluid Dynamics. Springer London, Limited, 2009.
[51] C.H. Wang, J.K. Rockhill, M. Mrugala, D.L. Peacock, A. Lai, K. Jusenius, J.M. Wardlaw, T. Cloughesy, A.M. Spence,
R. Rockne, E.C. Alvord Jr., and K.R. Swanson. Prognostic significance of growth kinetics in newly diagnosed glioblastomas
revealed by combining serial imaging with a novel biomathematical model. Cancer Res., 69:9133–9140, 2009.
[52] M. Wrensch, Y. Minn, T. Chew, M. Bondy, and M.S. Berger. Epidemiology of primary brain tumors: Current concepts
and review of the literature. Neuro-Oncology, 4(4):278–299, 2002.
25
