Consider a nite undirected graph G = (X; E) with a probability distribution P = (p 1 ; p 2 ; : : : ; p m ) on the set E of its edges. What is the average case complexity L(G; P) of nding an unknown edge e 2 E which is distributed according to P if the following tests are admitted: For any Y X we may test whether e Y or not.
Introduction
Suppose G = (X; E) is a nite undirected graph without loops or multiple edges. In Aig 86], Aigner introduced the following search problem on graphs which generalizes group testing problems with two defectives:
The search domain is the edge set E of G . Admissible tests are the following: For each subset Y X we may test whether the unknown edge e is in the induced subgraph G Y ] or not. Let L(G) denote the worst case complexity of this search problem. 1 The information theoretic lower bound is L(G) log 2 jEj , and there are graphs G with L(G) = log 2 jEj + 1 .
Recently Damaschke proved Dam 93] that for all graphs G L(G) log 2 jEj + 1 :
In this note we investigate the average search costs in case of a probability distribution P = (p 1 ; : : : ; p m ) on the set E of edges. For a xed search scheme and every edge e 2 E let cost(e) denote the number of questions required in case of e = e . We want to nd a scheme that minimizes X e2E p(e)cost(e) .
For given G and P , let L(G; P) denote the minimum possible value for this sum. The information theoretic lower bound is L(G; P) H(p 1 ; : : : ; p m ); where H(P) = H(p 1 ; : : : ; p m ) = ? m X i=1 p i log 2 p i is the entropy of P .
Theorem 1: For every graph G with a probability distribution P on its edge set we give a search scheme which yields cost(e) ? log 2 p(e) + c 2 for every edge e 2 E .
The absolute constant c 2 does not depend on G or P .
Corollary 2: L(G; P) H(p 1 ; : : : ; p m )+c 2 for every graph G and every probability distribution P on its edge set. This paper is organized as follows. In Section 2 we present the search scheme on which Theorem 1 is based. Section 3 contains the proof of Theorem 1. In Section 4 we sketch a straightforward generalisation of our search scheme to hypergraphs of bounded rank. A hypergraph is said to have rank r if each hyperedge in it contains at most r vertices.
Theorem 3: For every hypergraph H of bounded rank r with a probability distribution P on its set E of hyperedges there is a search scheme which yields cost(e) ? log 2 p(e) + c r for every e 2 E . The absolute constant c r > 0 depends on the rank bound r , but not on the hypergraph H and P . Taking the equal distribution on the set of hyperedges, our arguments give a new and simpler proof of the Hypergraph Theorem 3.4 in AlT 93, p. 8].
Corollary 4: L(H; P) H(P)+c r for every hypergraph H of bounded rank r and every probability distribution on its set of hyperedges.
Section 5 contains a short discussion and several open problems.
We refer the reader to Aig 88] for an introduction to combinatorial search theory. In AW 87] search problems are discussed in a more general setting.
The Algorithm in the Graph Case
Our algorithm is based on a speci c version of the classical Shannon{Fano algorithm in which the set of candidates is approximately halved in each step.
Let G t = (X t ; E t ; P t ) be the resulting graph after the rst t tests, where P t is a probability distribution on E t , resulting from the rst t tests. So G 0 = G = (X; E; P) .
If jE t j = 1 then E t = fe g , and we are done. Otherwise determine for every node x 2 X t the sum q t (x) = X e2E t : x2e p t (x) :
Sort the nodes in decreasing order according to their q{values , hence q t (x 1 ) q t (x 2 ) q t (x n t ); with n t = jX t j :
Find the smallest k n t such that
2 ; where E t (k) = e 2 E t j e fx 1 ; : : : ; x k g :
We distinguish two cases.
Case 1: k = n t . Then Y = fx 1 ; : : : ; x k?1 g will be the (t + 1){th test set. Case 2: k < n t .
Then Y = fx 1 ; : : : ; x k g will be the (t + 1){th test set.
In both cases continue as follows. e 2 E t+1 . So, after the (t + 1){th test we know that e 2 E t+1 and that, depending on the original distribution P = P 0 and the rst (t + 1) tests, e is now distributed according to the distribution P t+1 of conditional probabilities. The constant c 2 in Theorem 1 is given by the binary logarithm of the product in (3.1) plus some extra terms for rounding errors ( k s 3 4 k s?1 instead of k s < 3 4 k s?1 +1 )and the tests with small sets X t .
Let G = (X; E) be an undirected graph with n nodes and a probability distribution P on its set E of edges. q(x) = 1 .
As in the graph case our algorithm is based on Shannon{Fano's classical halving procedure. Let q( x 1 ) q(x n ) and E(d) = e 2 E j e fx 1 ; : : : ; x d g . Then there is a unique k 2 f1; : : : ; ng such that (k) p(e) < 1 2 + r k :
Proof:
q(x i ) 1 , hence q(x k ) 1 k by the monotonicity. Thus
p(e) + r q(x k ) < 1 2 + r k :
The search scheme for hypergraphs is designed analogously to the one of Section 2 for graphs:
Let H t = (X t ; E t ; P t ) be the resulting hypergraph after the rst t tests with jX t j = n t , q t (x 1 ) q t (x n t ) , and
For k < n t Y = fx 1 ; : : : ; x k g will be the next test set, for k = n t we choose y = fx 1 ; : : : ; x k?1 g . By Lemma 4.1 we may have k = jX t j only for n < 2r , hence at most a limited number of times. In all other steps the answer e = 2 E t (k) will be a \good" answer, and by a combination of Lemmas 4.1 and 4.2 we can bound the number c r of extra questions like in the proof in Section 3.
and g(e) = 1 t t X i=1 g i (e) . Finally we de ne g max = max e2E g(e) . (vi) The results of this note are proved only for hypergraphs of bounded rank. Given a hypergraph with arbitrary edge sizes and a probability distribution on its edge set the average edge size is de ned in a natural way. 
